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i 
 
ABSTRACT 
Synthetic aperture radar (SAR) is a technique widely used in applications that require all-
weather imaging. The ionosphere affects the operation of these radars, with those operating at 
L-band (1-2 GHz) and below at risk of being seriously compromised by the ionosphere. A 
method of using Global Positioning System (GPS) data to synthesize the impact of the 
ionosphere on SAR systems has been presented. The technique was used to assess the viability 
of using a signal phase correction derived from a reference location in a SAR image to correct 
ionospheric effects across the image. A dataset of SAR images and GPS measurements 
collected simultaneously on Ascension Island were used to test two techniques for deriving 
ionospheric strength of turbulence (𝐶𝑘𝐿) from SAR images – one using measurements of 
trihedral corner reflectors (CR) and the other measurements of natural clutter. The CR 𝐶𝑘𝐿 
values showed a correlation of 0.69 with GPS estimates of 𝐶𝑘𝐿, whilst the clutter measurements 
showed a correlation of up to 0.91 with the CR values. Finally, a study of using the effects of 
intensity scintillation on SAR images to measure the 𝑆4 index was performed. The study was 
not able to reproduce previous results, but produced significant practical conclusions. 
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Our doubts are traitors,  
And make us lose the good we oft might win  
By fearing to attempt. 
William Shakespeare, "Measure for Measure", Act 1 scene 4 
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1 
 
1 INTRODUCTION 
Synthetic aperture radar (SAR) is a technique widely used in applications that require all 
weather imaging. SARs utilise the forward motion of the radar platform to produce high 
resolution imaging at long-ranges, without requiring impractically large antenna dimensions. 
As such, SARs have become increasingly popular for space-based (SB) remote sensing 
applications such as surveillance, measurement of the Earth’s biosphere and disaster response. 
A typical SB-SAR operates in low Earth orbit (LEO), and thus the SAR signals must pass 
through the ionosphere on their way to and from the satellite. The ionosphere affects the 
operation of these radars [Quegan and Lamont, 1986], with those operating at L-band 
(1-2 GHz) and below at risk of being seriously compromised by the ionosphere. Understanding 
and mitigating the effects of the ionosphere on SAR is therefore an important and relevant effort 
[Pi, 2015]. 
Ideally, SB-SAR imagery could be investigated under a range of known ionospheric conditions. 
Unfortunately, coincident SAR data and measurements of the ionosphere are relatively rare. In 
view of this, the first part of this work will present a new technique developed to estimate the 
ionospheric impact on a SAR system using Global Navigation Satellite Systems signals 
(Section 4). Such systems are widespread, and offer near-constant signal availability world-
wide. They are also already in common use as ionospheric monitoring systems.  
SB-SAR can be significantly affected by scintillation of the phase of the SAR signals, driven 
by the ionosphere. The random nature of the scintillation means that it is not easily predicted, 
and thus hard to correct. In Section 5 the GNSS technique described above is used to explore 
the possibility of using the measurement of a point target in an image to derive a phase 
correction that can be applied across the image to account for the effects of phase scintillation. 
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Whilst much work has focussed on mitigating the effects of ionosphere on SAR images, it is 
not unreasonable to suggest that the inverse may be useful – can the effects be measured, and 
used to infer information about the current state of the ionosphere? 
Belcher and Rogers [2009], proposed a theory linking the shape of the ionospherically disturbed 
SAR point spread function (PSF) with conditions in the ionosphere, as measured by the height 
integrated strength of turbulence, 𝐶𝑘𝐿. This work will test this theory using direct measurements 
of the PSF of the Phased Array type L-band SAR 2 (PALSAR-2), made using trihedral corner 
reflectors (CR) deployed on Ascension Island. (Section 5). The 𝐶𝑘𝐿 values produced from the 
PSF measurements will be compared with independent measurements of ionospheric conditions 
made using GNSS.  
In terms of measuring the ionosphere using SAR, the corner reflector technique is useful, but 
has a significant limitation – the requirement for a point target (such as a CR) to be present in 
the image. Belcher and Cannon [2013] recently suggested a new technique to indirectly 
measure the ionospheric impact on the SAR PSF using measurements of the statistical 
properties of images of natural clutter (such as forests). Natural clutter is extremely prevalent 
across the globe, and thus this technique could allow the derivation of ionospheric information 
from a wide range of images. The technique will be applied to a large dataset of PALSAR-2 
images, and the results compared to those derived from the corner reflectors (Section 6). 
The corner reflector and natural clutter measurement techniques described above relate to 
scintillation of the phase of the SAR signal by the ionosphere. However, SAR images may also 
be degraded by scintillation of the amplitude of the signal. This often manifests as striping in 
the along-track direction of SAR images recorded near the magnetic equator. It has been 
suggested that the intensity of this striping, relative to the intensity of the imaged scene, can be 
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related to the ionospheric amplitude scintillation parameter 𝑆4 [Belcher and Cannon, 2014]. 
The final part of this work presents the results of attempting this with a small dataset of images 
affected by ionospheric striping (Section 7). 
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2 THE IONOSPHERE AND IONOSPHERIC RADIO PROPAGATION 
The ionosphere is the ionized region of the atmosphere between ~80 km and ~1500 km altitude 
[Davies, 1990]. In the context of this research it is important because the free electrons produced 
by ionization affect the propagation of electromagnetic waves and  consequently impact the 
operation of radio systems [Cannon, 2009]. 
At mid and low latitudes, the electrons are produced almost solely by photoionization of 
atmospheric neutrals to produce both ions and electrons but at high latitudes this is 
supplemented by particle precipitation from the magnetosphere above. At the bottom of the 
ionosphere the neutral density is high and thus the electrons and ions recombine quickly. 
Conversely, at higher altitudes the neutral density is low and the mean free path for electron 
collision is long resulting in higher electron densities.  
The geomagnetic field is particularly important in determining the latitudinal variation of the 
ionosphere above 100 km. At high latitudes, the geomagnetic field lines tend to the vertical 
with respect to the surface of the Earth while at low latitudes the field is close to the horizontal. 
At extremely high latitudes, the close to vertical magnetic field lines provide coupling to the 
magnetosphere and ultimately to the solar wind enabling the entry of the high energy particles 
which ionize the high latitude ionosphere and also cause aurora. 
2.1 The Ionosphere 
The ionosphere is commonly divided into low, mid and high latitude regions, where the latter 
includes the trough, the auroral oval and the polar cap (Figure 2.1). The review below will 
consider those features common to all of these regions and also the low latitude region. 
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Figure 2.1: Global regions of the Earth’s ionosphere [Cannon, Private Communication 
2015]. 
2.1.1 Common Morphology 
The vertical structure of the ionosphere is a consequence of the competing production of free 
electrons by photoionization from extreme ultra violet (EUV) radiation and their loss through 
recombination and transport. This produces a layered structure driven by both the diverse 
molecular makeup of the atmosphere and differences in how various parts of the solar radiation 
spectrum interact with the atmosphere [Kivelson and Russell, 1995]. The four main layers of 
the ionosphere are designated D, E, F1 and F2 (in order of altitude, lowest to highest). The 
F1/F2 regions contain the highest electron density and as such are often the most significant 
from the perspective of applications. 
The ionosphere undergoes variations on several different time and length scales including 
diurnal variations in the vertical distribution of electron density (Figure 2.2). After sunset, the 
D, E and F1 layers almost disappear due to recombination, leaving only the F2 layer which is 
sustained by the low recombination rates at these altitudes. 
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Figure 2.2: Diurnal variation in the structure of the ionosphere [Angling et al., 2007]. 
Seasonal variations also occur as a consequence of both changes in the solar zenith angle and 
chemistry. In the E-region the electron densities are highest in the summer, as the zenith angle 
of the Sun is then at a maximum. However, the F2 layer does not follow this pattern and peak 
electron densities occur in winter [Davies, 1990]. This is known as the winter, or seasonal, 
anomaly. 
Longer term variations also occur. For example, the ionosphere is sensitive to the 11 year solar 
cycle with electron densities at all heights increasing as the sunspot number increases. The 
height of peak electron density also increases with sunspot number [Davies, 1990].  
2.1.2 The Equatorial Ionosphere 
The morphology of the equatorial ionosphere is quite different to other latitudes because here 
the geomagnetic field, B, is nearly horizontal. In the equatorial region dynamo electric fields 
that have been generated in the equatorial E region by thermospheric winds are transmitted 
along the dipole magnetic field lines to the F region because of the high conductivity (Figure 
2.3). During the daytime, the dynamo electric fields are eastward, which causes an upward 
E x B plasma drift, while the reverse occurs at night.  The uplifted plasma then diffuses back 
down the field line due to gravity and pressure gradient forces. As a result, the equatorial (or 
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Appleton) anomaly is formed with a minimum F region ionization density at the magnetic 
equator and maxima in two crests at about 15 to 20 degrees magnetic latitude (Figure 2.4). This 
phenomenon is known as the fountain effect [Hanson and Moffett, 1966]. 
 
Figure 2.3: Schematic of the formation of the latitude variation of ionization density in the 
equatorial F-region [de La Beaujardière, 2004]. 
  
Figure 2.4: Electron density contours (log10ne) as a function of altitude and dip latitude for 
December solstice conditions [Anderson and Roble, 1981]. 
Typically, the height of the F2 rises in the evening to a maximum at about 1900 local time (LT), 
before falling until at midnight it is approximately 100 km lower than at noon.  
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2.1.3 Irregularities 
Ionospheric irregularities form at both low and high latitudes but only the former are relevant 
to this work. Figure 2.5 shows the regions where these irregularities occur and when. 
 
Figure 2.5:  Regions of ionospheric irregularity formation. Adapted from Basu and 
Groves [2001]. 
The fountain effect previously described results in a rapid rise in the height of the F region, and 
a corresponding increase in the density gradient at the bottom-side of the F region during the 
day [Schunk and Nagy, 2009]. Near sunset the E region density and the E region dynamo 
electric field decrease and the Appleton anomaly starts to diminish. However, as the ionosphere 
co-rotates with the Earth towards dusk the eastward component of the neutral wind increases 
due to the wind blowing across the terminator from day to night. The increased eastward wind 
dynamo component, in combination with the sharp day-night conductivity gradient across the 
terminator leads to an enhancement in the eastward electric field (the pre-reversal 
enhancement). The F layer therefore continues to rise as the ionosphere co-rotates into 
darkness.  
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At the same time (in the absence of sunlight) the lower ionosphere rapidly decays and a steep 
vertical gradient consequently develops on the bottomside of the raised F layer. This produces 
the classical configuration for the Rayleigh-Taylor instability in which a heavy fluid is situated 
above a light fluid. Under such circumstances, small perturbations in the bottom-side of the 
F region can grow into huge ‘equatorial plasma bubbles’ of depleted plasma  [Ott, 1978; Sultan, 
1996]. These bubbles, and associated irregularities, can form plume-like structures as they rise 
through the denser regions above their initial location, extending to altitudes of more than 1000 
km [Woodman and La Hoz, 1976]. An example of the distribution of these structures, as 
measured using a 50 MHz radar interferometer in a region near the equator is shown in Figure 
2.6. Plume structures extending from 200-1000 km in altitude, and almost one hour (~2000 km) 
in longitude can be clearly seen. 
Structure at the edges and within these bubbles, consisting of regions of varying electron density 
(irregularities) affect traversing signals. Figure 2.7 shows the impact on the received power of 
two signals that cross several such regions, each extending to ~500 km in longitudinal distance. 
The effects of the irregularities on signals is discussed further in Section 2.2.  
At low-latitudes, the irregularities are elongated by a factor of up to 60 along the geomagnetic 
field lines due to plasma-diffusion processes in the F region [Hargreaves, 1992], and are thus 
often referred to as field-aligned irregularities.  
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Figure 2.6: 50 MHz radar interferometer results from Jicamarca Radio Observatory, 
September 27-28, 1994 [Basu et al., 1996]. 
 
Figure 2.7: Impact of ionospheric irregularities on power of received signals 
[van de Kamp et al., 2010]. 
 
12 
 
2.2 Ionospheric Radio Propagation 
The ionosphere is a dispersive medium and consequently the propagation velocity depends on 
the frequency [Seeber, 1993]; the higher the electron density the greater the degree of 
dispersion. The refractive effects are described by the Appleton-Hartree Formula [Davies, 
1990], which provides an expression for the refractive index in an ionized medium as follows: 
 
𝑛2 = 1 −
𝑋
1 − 𝑖𝑍 −
𝑌𝑇
2
2(1 − 𝑋 − 𝑖𝑍)
± √
𝑌𝑇
4
4(1 − 𝑋 − 𝑖𝑍)2
+ 𝑌𝐿
2
  
(2.1) 
where 
 𝑋 =
𝑁𝑒𝑒
2
𝜖0𝑚𝜔2
 , (2.2) 
 𝑌𝐿 =
𝑒𝐵𝐿
𝑚𝜔
,  (2.3) 
 𝑌𝑇 =
𝑒𝐵𝑇
𝑚𝜔
 , (2.4) 
 𝑍 =
𝑣
𝜔
 , (2.5) 
and 𝑁𝑒 is the electron density, 𝑒 is the charge of the electron (1.6 × 10
−19 C), 𝜖0 is the 
permittivity of free space (8.85 × 10−12 Fm-1), 𝑚 is the mass of the electron (9.11 ×
10−31 kg), 𝜈 is the electron collision frequency, 𝜔 is the angular frequency and 𝐵𝑇 and 𝐵𝐿 
denote the transverse and longitudinal components of the magnetic field, respectively.  
The ray optic Appleton-Hartree equation assumes that the ionosphere varies on length-scales 
that are large in comparison to the signal wavelength and the Fresnel zone. When the electron 
density irregularities are smaller than these dimensions, diffraction based approaches are 
required. 
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2.2.1 Refraction of signals 
At very high frequencies (VHF) and above the Appleton-Hartree equation can be simplified. 
At these frequencies collisions and magnetic field effects can be ignored [Davies, 1990] and it 
can be shown [Elvidge, 2014] that the phase refractive  index is given by: 
 
𝑛𝑝ℎ = 1 +
𝑐2
𝑓2
+
𝑐3
𝑓3
+
𝑐4
𝑓4
+ ⋯, (2.6) 
where the coefficients c2, c3, c4, etc. depend on the electron density along the signal path. 
Normally the quadratic term is sufficient, i.e.: 
 𝑛𝑝ℎ = 1 +
𝑐2
𝑓2
 , (2.7) 
where c2 is -40.3Ne (where Ne is the number of electrons along the signal path). It can be 
likewise shown that the group refractive index: 
 𝑛𝑔𝑟 = 1 −
𝑐2
𝑓2
.  (2.8) 
The measured range 𝑠 is defined by the integral along the path of the signal: 
 𝑠 = ∫𝑛 𝑑𝑠.  (2.9) 
By setting n = 1, the geometric range s0 between satellite and receiver may be obtained: 
 𝑠0 = ∫𝑑𝑠0.  (2.10) 
The difference between measured and geometric range is the ionospheric delay: 
 𝛥𝑆𝐼𝑂𝑁 = 𝑠 − 𝑠0 = ∫𝑛 𝑑𝑠 − ∫𝑑𝑠0.  (2.11) 
For the phase refractive index: 
14 
 
 𝛥𝑆𝐼𝑂𝑁,𝑝ℎ = ∫(1 +
40.3𝑁𝑒
𝑓2
)  𝑑𝑠 − ∫𝑑𝑠0, (2.12) 
and for the group refractive index: 
 𝛥𝑆𝐼𝑂𝑁,𝑔𝑟 = ∫(1 −
40.3𝑁𝑒
𝑓2
)  𝑑𝑠 − ∫𝑑𝑠0.  (2.13) 
These equations can be simplified by introducing the concept of slant total electron content 
(STEC), the electron density integrated along the signal path through the ionosphere: 
 𝑆𝑇𝐸𝐶 = ∫ 𝑁𝑒 𝑑𝑠
𝑠1
𝑠0
,  (2.14) 
where 𝑠 is the distance along the signal path, 𝑠0 and 𝑠1 are the start and finish points of the 
signal path and 𝑁𝑒 is the number of electrons along the signal path. STEC is often quoted in 
TEC units, where one TEC unit = 1016 electrons m-2. 
Thus integrating the first terms of Equation (2.12) and Equation (2.13) along the signal path, 
and substituting in (2.14) gives: 
 𝛥𝑆𝐼𝑂𝑁,𝑝ℎ = −
40.3
𝑓2
𝑆𝑇𝐸𝐶 (2.15) 
 𝛥𝑆𝐼𝑂𝑁,𝑔𝑟 =
40.3
𝑓2
𝑆𝑇𝐸𝐶. (2.16) 
These values characterise the group delay and phase advance due to the ionosphere. Converting 
these values to more appropriate dimensions gives: 
a) Carrier phase advance 
 𝛥𝛷 =
8.44 × 10−7
𝑓
𝑆𝑇𝐸𝐶 (𝑟𝑎𝑑𝑖𝑎𝑛𝑠).  (2.17) 
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b) Group path delay 
 𝛥𝑡 =
40.3
𝑐𝑓2
𝑆𝑇𝐸𝐶 (𝑠).  (2.18) 
These equations highlight the frequency dependence of ionospheric effects on radio wave 
propagation with  lower  frequency systems  more affected. In practice this means that trans-
ionospheric systems operating at frequencies below L-band are significantly affected by the 
ionosphere. 
2.2.2 Diffraction of signals 
Diffraction of signals by small scale irregularities leads to scintillation of signals which includes 
variations in signal phase, amplitude, polarization and angle of arrival [Davies, 1990].  It is the 
result of rapid variations in the refractive index, caused by changes in electron density. A 
schematic of the effect of the irregularities on signals is shown in Figure 2.8. 
The impact of irregularities on the amplitude and phase (as measured using the total electron 
content (Equation (2.17))) of a Global Positioning System (GPS) signal is shown in Figure 2.9 
and Figure 2.10 respectively. The onset of scintillation can clearly be seen as the large increase 
in the variation of the signal phase and amplitude. These large fluctuations are problematic for 
many trans-ionospheric systems operating at ~2 GHz and below. For example, the large phase 
variations often cause GNSS (such as GPS) receivers to lose signal phase lock, threatening 
positioning accuracy, or even the ability to resolve a position at all [Kintner et al., 2001; 
Hernández-Pajares et al., 2011; Ghafoori and Skone, 2015]. 
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Figure 2.8: Effect of small scale irregularities on incident plane wave. 
 
Figure 2.9: Example of the effect of scintillation on GPS signal amplitude [Bhattacharyya 
and Beach, 2000] 
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Figure 2.10: Example of the effect of scintillation on relative total electron content, 
estimated using differential GPS phase. [Bhattacharyya and Beach, 2000] 
The effect of the irregularities on the phase of a signal propagating can be modelled by an 
equivalent thin diffracting phase screen. The irregularity-induced phase perturbation at this 
phase screen describes the phase scintillation, whilst the process of diffraction between the 
phase screen and the signal observation point produces variations in the amplitude of the signal. 
The electron density irregularities that affect signals in the ionosphere range from a few metres 
to kilometres in size. Studies of the irregularity characteristics have determined that they can 
be described by a spatial power spectrum, which follows a power law between two 
characteristic scales sizes – the inner scale size (the electron gyro radius, ~2 cm), and the outer 
scale size (~10-50 km) [Yeh et al., 1975; Rino, 1982]. This power spectrum is quantified by two 
parameters – the spectral slope, 𝑝 and a strength parameter 𝑇. 
As the signal path moves across the phase screen it will induce fluctuations in the phase and 
amplitude of the signal measured on the ground. The temporal effect of the phase screen on the 
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signal can, therefore, be related to the spatial spectrum of the irregularities described above 
[Rufenach, 1972; Basu et al., 1980].  
Some sample intensity power spectra are displayed in Figure 2.11. These spectra exhibit a 
‘corner’ at the Fresnel frequency – below this frequency (which corresponds to irregularities of 
scales greater than the Fresnel zone size), amplitude fluctuations do not fully develop from the 
phase fluctuations induced at the phase screen [Hargreaves, 1992]. 
 
Figure 2.11: Power spectra of ATS-6 signals received at Boulder, Colorado 
 [Umeki et al., 1977] © American Geophysical Union 
The gross features of intensity and phase scintillation can be conveniently quantified using two 
parameters. The 𝑆4 index describes intensity scintillation, and is defined as the square-root of 
the normalised variance of the signal intensity, 𝐼 over a given interval [Briggs and Parkin, 
1963]: 
 𝑆4 = √(〈𝐼2〉 − 〈𝐼〉2)/〈𝐼〉2.  (2.19) 
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Phase scintillation is quantified by the 𝜎Φ index, the standard deviation of the signal phase over 
a given interval. 
When a more detailed understanding is needed, one of two theoretical approaches are often 
employed. In both cases the characteristics of the thin phase screen need to be specified and 
this is achieved statistically via a ‘strength of turbulence’ parameter 𝐶𝑠 or more usually  
𝐶𝑘𝐿  [Secan et al., 1987, 1995], being the height-integrated strength of turbulence at a scale size 
of 1 km (i.e. it is a measure of the total power of the irregularities along the signal path). 𝐶𝑘𝐿 
will be discussed further in the relevant chapters. 
Having specified the phase screen a modified version of the wave equation - the parabolic wave 
equation – can be conveniently used to calculate the characteristics of the signal. However, this 
technique is computationally expensive since it explicitly calculates the signal diffraction. 
More usually a geometric optics technique proposed by Rino [1979a, 1979b], for respectively 
weak and strong scattering regimes is used. It assumes straight line propagation with the phase 
perturbation directly proportional to the phase screen irregularity electron content. The weak 
scattering approximation has been very successful in describing the effects of scintillation, and 
will be used throughout this work with the theoretical background developed when required. 
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3 SYNTHETIC APERTURE RADAR 
Radar systems are used in a diverse range of fields and typically transmit a pulsed signal which 
is reflected or scattered from objects in the signal path. A receiver, typically collocated with the 
transmitter, then receives and processes the scattered waves (echoes). The delay between 
transmission of the pulse and reception of the echoes is used to determine the distance of the 
objects in the signal path. 
The resolution of a radar system, i.e. its ability to distinguish two separate objects, has two 
components, range and azimuth. The range component describes the ability to identify two 
separate targets that exist in the same direction from the radar, but at different distances, whilst 
the azimuth resolution describes the ability to resolve targets at different angles from the 
antenna. 
The range resolution is determined by the duration of the emitted radar pulse.  The minimum 
possible range separation that two distinct targets can still be identified is half the pulse width. 
If the targets are closer, the returns from each target will be indistinguishable from each other. 
Thus a shorter pulse width is desirable for better range resolution. However, shorter pulse 
widths (at the same operating frequency) contain less power – making it more difficult to detect 
the returned echoes. 
This limitation can be overcome by using a pulse compression technique. Typically, this is done 
by applying a linear ‘chirp’ modulation to the frequency of the emitted pulse. Thus the 
frequency of the pulse is increased at a constant rate throughout its length, and the returns from 
different points can be identified. When the radar receives the returns from the pulse, they are 
filtered in such a way that a frequency dependent time-lag is introduced to the signals. This 
compresses the returned echo, and allows signals from closely spaced targets to be separated 
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[Stimson, 1998]. Thus, long pulse durations can be used whilst retaining the resolution benefits 
of shorter pulses. In digital systems, this is often achieved by removing the carrier frequency of 
the returned pulse and then cross-correlating it with a replica of the transmitted pulse (a process 
known as ‘matched filtering’) [Oliver and Quegan, 2004b]. 
The azimuth resolution is determined by the beamwidth of the transmitted signal, which is in 
turn driven by (in the diffraction-limited case) the size of the radar antenna in the azimuth 
direction and the wavelength of the transmitted signal: 
 
𝜃𝑎𝑧 =
𝜆
𝑑𝑎𝑧
, (3.1) 
where 𝜃𝑎𝑧 is the azimuth beamwidth, 𝜆 is the wavelength of the signal and 𝑑𝑎𝑧 is the length of 
the radar antenna in the azimuth direction. The beamwidth is a constant angular value, and so 
the azimuth resolution, 𝐿𝑎𝑧, at a given range 𝑅 is given by: 
 
𝐿𝑎𝑧 = 𝑅 𝑠𝑖𝑛(𝜃𝑎𝑧) ≈
𝑅𝜆
𝑑𝑎𝑧
, (3.2) 
where the small angle approximation has been applied.  
As an illustration of the quantities involved, consider a side-looking radar (mounted on an 
aircraft) operating at X-band (𝜆 ~ 3 cm), at a range (𝑅) of 25 km, with an aperture length in the 
azimuth direction (𝑑𝑎𝑧) of 5 m. Equation (3.2) provides an azimuth resolution (𝐿𝑎𝑧) of 150 m. 
An airborne radar with these characteristics is able to resolve small ships and geographical 
features. However, to image smaller or features, or to operate at longer ranges would require 
increasing the antenna to impractical sizes, or reducing the wavelength so much that the signal 
would experience severe attenuation in the atmosphere [Stimson, 1998]. 
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Synthetic aperture radar techniques combat the restriction on physical aperture size by utilising 
the forward motion of the radar platform and signal processing techniques to synthesize an 
aperture of nominal size. Each time the radar transmits a pulse, it has moved slightly further 
forwards. By summing the returns from successive pulses over a time period 𝑇, the equivalent 
of a side-looking array of length 𝑣𝑇 can be produced (where 𝑣 is the velocity of the radar 
platform). The quantity 𝑣𝑇 is the synthetic aperture length 𝐿𝑆𝐴. By increasing 𝑇, the synthesized 
aperture length is increased and so the higher the resolution that can be achieved. A prerequisite 
for the successful synthesis of an aperture is coherent processing of the signals. 
3.1 Synthetic Aperture Radar Theory 
In the simplest case, a SAR system consists of a side-looking radar attached to an airborne or 
spaceborne platform. The image is formed by coherently combing the results from successive 
pulses as the platform moves along the flight path (Figure 3.1). As the platform moves, the 
range from the radar to the scatterers on the ground changes.  
 
Figure 3.1: SAR strip-map operation 
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The following description of SAR operation is drawn largely from the work of Oliver and 
Quegan [2004b]. Consider a point scatter illuminated by the radar beam on the ground. As the 
beam traverses the point, the range from the radar changes. If the point is located at the origin 
of an axis 𝑥 (i.e. at 𝑥 = 0), then the range to the point as the radar moves along the aperture is 
given by: 
 
𝑅2 = 𝑅0
2 + 𝑥2 (3.3) 
where 𝑅0 is the range when the platform is broadside to the point, and 𝑥 is the point on the axis 
that the radar is currently broadside to (Figure 3.2).  
 
Figure 3.2: Range from the radar to a scatterer illuminated by the beam on the ground.  
For cases where the along-track width of the beam on the ground is much smaller than the range 
to the target (i.e. 𝑥 ≪ 𝑅0), typical for an air-borne or space-borne SAR, a Taylor expansion 
shows that the range to the scatterer varies quadratically as the radar moves along the flight 
path. 
 𝑅 = 𝑅0 +
𝑥2
2𝑅0
 (3.4) 
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This change in range results in an equivalent quadratic change in the two-way phase of the 
returned signal: 
 𝛹(𝑥) = −
4𝜋𝑅0
𝜆
−
2𝜋𝑥2
𝜆𝑅0
 (3.5) 
The rate of change of phase with distance is linearly dependent on the platform position 𝑥, and 
is functionally equivalent to the linear frequency modulation often used to increase the range 
resolution of a radar system. A similar process of matched filtering can thus be applied to 
account for the phase change and improve the azimuth resolution. 
The maximum possible synthetic aperture length is determined by how long an individual target 
remains with the radar beam footprint on the ground, i.e. by the azimuth beam-width of the 
radar. It can be shown that the maximum achievable azimuth resolution is equal to half the 
azimuth dimension of the physical antenna [Oliver and Quegan, 2004b]. This leads to the 
counter-intuitive consequence that in order to maximise the achievable resolution, the physical 
azimuth dimension of the antenna should be made as small as possible.  This contrasts with the 
real-aperture case, in which the antenna dimensions must be maximised to provide the best 
resolution.  
However, in order to avoid undersampling of the processed image, the spacing along the path 
between pulses must be less than or equal to the resolution. As such, smaller antenna sizes mean 
proportionally higher frequency of pulse emission for a given platform velocity, which limits 
the degree to which the dimensions of the antenna may be reduced. Smaller antennas also result 
in a lower signal-to-noise ratio. 
If the area to be imaged fits inside the radar beam footprint on the ground, these issues can be 
avoided by electronically steering the antenna, such that the beam footprint remains centred 
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over a fixed position as the radar platform moves (Figure 3.3). This means that a scatterer will 
remain within the beam for longer, allowing improvement in the azimuth resolution. This is 
known as spotlight mode SAR. In this mode, larger antennas (with correspondingly smaller 
beamwidths) may be used, as long as the beam footprint covers the area to be imaged. 
 
Figure 3.3: SAR spotlight-mode operation 
SAR systems, like all imaging systems that require coherent phase, are susceptible to the effects 
of speckle noise. This arises because the signal from any one resolution cell in the image is an 
aggregation of the complex signals from many scatterers distributed throughout that resolution 
cell. The returns from the scatterers interfere constructively or destructively, producing a pattern 
of increased and decreased intensity across the image. 
3.2 The Point Spread Function 
The point spread function (PSF) describes the response of an imaging system to a point input. 
The shape of the PSF offers insight into the quality and characteristics of images produced by 
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an imaging system, and as such the structure of the point spread function is an important 
measure of SAR image quality. The PSF can be quantified using several parameters, including: 
 Peak to sidelobe ratio (PSLR) 
 Integrated sidelobe ratio (ISLR) 
 
Figure 3.4: Example point spread function illustrating different characteristics. 
Reproduced from Massonet and Souyris [2008]. 
3.2.1 PSLR, ISLR 
The peak to sidelobe ratio of the PSF is defined as the ratio of the mainlobe intensity to the peak 
intensity of the sidelobes [Massonnet and Souyris, 2008]: 
 
𝑃𝑆𝐿𝑅 (𝑑𝐵) = 10 𝑙𝑜𝑔10
𝐼𝑀𝐿
𝐼𝑃𝑆𝐿
 . (3.6) 
The integrated sidelobe ratio is the ratio between the energy contained in a width of 10 
resolution cells, excluding a central band of two resolution cells, (the sidelobes), to the energy 
contained in the central band (the mainlobe) [Massonnet and Souyris, 2008]: 
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𝐼𝑆𝐿𝑅 (𝑑𝐵) = 10 𝑙𝑜𝑔10
∫ |𝑃𝑆𝐹(𝑠)|2
5
−5
𝑑𝑠 − ∫ |𝑃𝑆𝐹(𝑠)|2
1
−1
𝑑𝑠
∫ |𝑃𝑆𝐹(𝑠)|2
1
−1
𝑑𝑠
 (3.7) 
Both the PSLR and the ISLR measure the impact of any one point in the image on the area 
around that point, with the PSLR being more relevant for the area close in to the point in 
question.  
3.2.2 Window functions 
The nature of the signal received by a SAR from a point target (a top-hat function - Section 
4.1.2), means that there are discontinuities at the edges of the signal. These discontinuities will 
cause undesirable effects when performing the Fourier Transform to produce the final SAR 
image. To mitigate the effects of the discontinuities, the signal can be tapered by the application 
of a window function such as a Hamming window (Figure 3.5, Section 4.1.4) that mitigates the 
discontinuities at the edges of the signal. 
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Figure 3.5: Hamming window function. 
3.3 SAR Applications 
The ability of SAR systems to produce high resolution images at long range, independent of 
weather conditions, means that they are used in a wide variety of remote sensing applications 
including surveillance, global measurement of biomass (and other characteristics of the 
biosphere) [Rignot et al., 1995; Kerr, 2007; Entekhabi et al., 2010] and disaster response 
[Tralli et al., 2005].  
Each of these appilcations has corresponding design requirements in terms of operating location 
(airborne or spaceborne) and operating frequency. Many of the SAR systems developed in 
recent years for these applications have been spaceborne radars operating at L band or P band. 
These include the Phased Array type L-Band SAR (PALSAR) 1 and 2 on board the Advance 
Land Observing Satellite (ALOS) 1 and 2 [Rosenqvist et al., 2007; Kankaku et al., 2013] and 
the ESA Biomass mission [Hélière et al., 2013]. Typically these radars operate in polar low-
earth-orbit, providing nearly complete coverage of the Earth’s surface over a period of several 
days. However, the relatively long revist time (14 days for ALOS-2), limit the effectiveness of 
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some types of monitoring. To overcome this, SAR missions operating in a geostationary orbit, 
with revist times of 1 day have been proposed [Hobbs et al., 2014]. 
SAR signals are affected by the medium they propagate through. For air-borne systems this is 
mainly the troposphere, whilst for space-based systems (operating at L-band and below), the 
effects of the ionosphere become the most significant propagation effect [Quegan and Lamont, 
1986]. The vulnerability of the space-based SAR systems discussed above to the effects of the 
ionosphere (Section 2) has driven much research in recent years [Ishimaru et al., 1999; Belcher, 
2008b; Meyer and Nicoll, 2008a; Shimada et al., 2008; van de Kamp et al., 2009; Carrano et 
al., 2012c; Pi et al., 2012a; Belcher and Cannon, 2014; Rogers et al., 2014a], and is the main 
motivation of this work. 
3.4 Impact of the ionosphere on SAR 
Figure 3.6 shows a comparison of two SAR images of the same area. The left image is 
unaffected by the ionosphere, whilst the right image shows blurring caused by the ionosphere. 
The operation of SAR systems may be severely compromised by the effects of the ionosphere. 
 The ionospheric impacts can be split into two main categories – those caused by the bulk 
electron content of the ionosphere, and those caused by small or medium scale electron density 
irregularities within the ionosphere (Section 2.1.3). In addition, the ionospheric impact 
manifests differently in the range and along-track directions [Belcher, 2008b]. This thesis will 
focus on the effects in the along-track direction. 
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Figure 3.6: Impact of the ionosphere on a PALSAR-2 image of Ascension Island. 
(left: undisturbed, right: disturbed) 
As described in Section 2, the impact of the bulk electron content in the ionosphere (as measured 
by the total electron content (TEC)), is to cause a phase shift in the received signal proportional 
to the TEC. Even if the ionosphere is homogenous, consisting of a constant TEC, as the radar 
platform moves along the flight path, the path length through the ionosphere will change, and 
thus the phase delay will not remain constant in the along-track direction, and in fact will vary 
in a nearly quadratic fashion, similar to the range variation discussed in Section 3.1 [Belcher, 
2008b]. However, if an estimate can be made of the bulk TEC, this variation is relatively easily 
removed [Belcher, 2008b]. In addition, the bulk TEC will cause Faraday rotation of the 
polarization vector of the signal, although again, with an estimate of the bulk TEC, or by using 
polarimetric techniques this effect can be mitigated too [Meyer and Nicoll, 2008a]. 
The SAR processing relies on coherent summing of the returns from multiple pulses, and this 
requires that the phase variation due to the ionosphere be constant across the aperture. Any 
deviation from this ideal will affect the image. For example, a linear ramp in the TEC in the 
along-track dimension will cause a shift in the image position as a result of the linear phase 
term introduced to the returned phase. More troublingly, the effects of TEC irregularities at 
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scales equivalent to or less than the synthetic aperture length will cause distortion of the image 
as they will introduce unaccounted for phase shifts in the returned signals. These phase shifts 
can result in blurring and defocussing of the image, as seen in Figure 3.6. Measurements of the 
ionosphere have suggested that in the equatorial regions, the probability of image defocussing 
can be as much as 50% [van de Kamp et al., 2009]. 
The effects of amplitude scintillation on SAR images are not as prevalent as those of phase 
scintillation, but are sometimes much more striking in the images, typically manifesting as 
striping in the along-track direction of the SAR image [Shimada et al., 2008]. 
Clearly, the impact of the ionosphere on SAR systems can be severe, and much work has 
focussed on the study and mitigation of these effects (recently reviewed by Pi [2015]). 
However, given that the ionosphere so clearly impacts the images, it is reasonable to suppose 
that if the effect on the image could be measured, that information about conditions within the 
ionosphere itself could be inferred, providing new possibilities for studying and monitoring the 
ionosphere. Several avenues of research have already been explored, [Meyer and Bamler, 2006; 
Pi et al., 2011], and this work will explore three techniques for exploiting SAR data to measure 
ionospheric conditions. 
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4 USING GNSS SIGNALS AS A PROXY FOR SAR SIGNALS:  
CORRECTING IONOSPHERIC DEFOCUSSING 
The work presented in this chapter is an extended version of a paper previously published in 
Radio Science [Mannix et al., 2016].  
Space-based (SB) synthetic aperture radar (SAR) can provide high-resolution, all-weather 
ground imaging. The possible degrading effects of the ionosphere on these radar systems was 
discussed in Section 3. Two categories of ionospheric effect are commonly identified – those 
associated with Faraday rotation of the polarization vector [Meyer and Nicoll, 2008b] and those 
associated with small and medium-scale electron density irregularities which impose variations 
on the signal amplitude [Belcher and Cannon, 2014] and on the signal phase [Xu et al., 2004; 
Cannon, 2009] (called ionospheric scintillation – Section 2).  
The ionospheric irregularities can be described by a spatial power spectrum, which follows a 
power law between two characteristic scales sizes – the inner scale size (the electron gyro 
radius, ~2 cm) and the outer scale size (~10 – 50 km) [Yeh et al., 1975; Rino, 1982]. Given that 
the size of the irregularities are both smaller and comparable to the synthetic aperture of L-band 
SB-SARs (typically 10-20 km) both systematic and random phase changes can be introduced 
across the synthetic aperture. These ionospheric phase changes reduce the signal coherency and 
once the size of the phase variations reaches ~𝜋/4 radians image reconstruction is severely 
affected [van de Kamp et al., 2009] unless autofocus techniques can be successfully employed 
[Knepp and Groves, 2011]. Amongst other effects, phase scintillation reduces the image 
contrast and, if sufficiently strong can defocus SB-SAR images. Rino and Gonzalez [1983] 
provide evidence for these effects in the high latitudes and similar effects have recently been 
shown at low latitudes [Belcher et al., 2015]. 
34 
 
It is clearly desirable to quantify these effects, yet there are few L-band radars and even fewer 
coordinated SB-SAR and ionospheric measurements. This work seeks to circumvent this 
problem by developing a technique to quantify ionospheric scintillation effects on L-band SB-
SAR based on widely available L-band Global Navigation Satellite System (GNSS) signals 
[Aarons et al., 1996; Pi et al., 1997]. Although the work described here is applicable to all 
GNSS constellations, the results presented use Global Positioning System (GPS) data only, and 
henceforth the term GPS rather than the more general GNSS will be used. 
In Section 4.1, an approach to synthesise L-band SB-SAR signals from GPS signals is 
developed and the limitations of using this proxy data are explained. Then in Sections 4.3 and 
4.4, using data from an experiment described in Section 4.1.5.4, a number of analyses are 
described which build upon each other. First, in Section 4.3, proxy point spread functions 
(PSFs) are calculated and shown to possess the expected characteristics. Then, in Section 4.4, 
GPS data simultaneously collected on two receivers are used to determine over what distance 
a measurement of the PSF at one location can be used to sharpen the PSF (and consequently 
the image) at another location. 
In this chapter reference will be made to the PALSAR-2 radar [Kankaku et al., 2013] which 
was launched in 2014. It operates at L-band and provides 5 m resolution in strip-map mode and 
up to 1 m resolution in spotlight mode.  
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4.1 Theory 
4.1.1 The Phase Spectrum 
As radio frequency (RF) signals propagate through the ionosphere they experience a phase shift 
due to the electron content along the signal path. This is determined by the three dimensional 
distribution of electrons which, for weak scattering, is well modelled as one or more horizontal 
two-dimensional thin phase screens by integrating the electron distribution in the vertical 
direction [Rino, 1979a; Knepp, 1983]. The phase shift is assumed to occur at the ionospheric 
pierce point (IPP), where the ray intersects the screen. 
For non-geosynchronous satellites, the ray path scans the phase screen and the resultant 
temporal variation can be represented as a (phase) power spectral density (PSD) [Rino, 1979a]: 
 𝑃𝑆𝐷𝜙(𝑓) = 𝑇(𝑓𝑜
2 + 𝑓2)−
𝑝
2 , (4.1) 
where 𝑓 is the spectral frequency, 𝑓𝑜 is the outer scale frequency, T is a constant and p is the 
phase spectral index. The latter lies between 1 and 4 and is typically ~2.5 [Basu et al., 1987]. 
This temporal spectrum can be transformed to the spatial domain [Belcher and Rogers, 2009] 
to give: 
 𝑃𝑆𝐷𝜙(𝜅) = 𝑇
′(𝜅𝑜
2 + 𝜅2)−
𝑝
2, (4.2) 
where 𝜅 =
2𝜋
𝑥
 is the spatial wave number, 𝑥 is the distance along the phase screen, 𝜅0 is the 
spatial wave number associated with the outer scale size, and 𝑇′ is given by: 
 
𝑇′ =
𝑟𝑒
2𝜆2𝐺𝐶𝑠𝐿 𝑠𝑒𝑐 𝜃 √𝜋𝛤 (
𝑝
2)
4𝜋2𝛤 (
𝑝 + 1
2 )
. (4.3) 
Here 𝑟𝑒 is the classical electron radius, 𝜆 is the wavelength of the signal, G is a factor that 
depends on the propagation geometry, 𝐶𝑠 is the three-dimensional strength of the ionospheric 
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turbulence, 𝐿 is the effective thickness of the ionosphere, 𝜃 is the zenith angle and Γ represents 
the Gamma function.  
The root mean square (RMS) phase variation over a distance 𝐿𝐶 along the phase screen (with 
𝜅𝐶 as the associated spatial wavenumber), is obtained by integrating equation (4.2) over all 
spatial wavenumbers above 𝜅𝐶. To simplify the integral the assumption 𝜅0 ≪ 𝜅 has been made, 
being appropriate to many of the spatial scales relevant to this work: 
 
𝜙𝑅𝑀𝑆
2 ≃
2𝑇′
𝑝 − 1
𝜅𝐶
1−𝑝. (4.4) 
4.1.2 The Point Spread Function 
This work will make much use of the point spread function (PSF) which describes the response 
of an imaging system to a point target and provides insight into the eventual quality of the 
images. It can be quantified by the peak-to-sidelobe ratio (PSLR). 
For PALSAR the PSLR is defined as the ratio of the peak sidelobe intensity to the intensity of 
the mainlobe, considering only the sidelobes within plus/minus ten resolution cells of the 
mainlobe [Vexcel Corporation, 2003]. 
 
𝑃𝑆𝐿𝑅 (𝑑𝐵) = 10 𝑙𝑜𝑔10
𝐼𝑃𝑆𝐿
𝐼𝑀𝐿
. (4.5) 
4.1.3 Effect of the ionosphere on the SAR PSF 
The along track point spread function of a SAR system – assuming no degradation by the 
propagation medium - can be measured by imaging a point target, such as a trihedral corner 
reflector (CR) [Freeman, 1992]. However, as the radar moves in the along-track direction the 
ray path traverses the time varying ionosphere resulting in modulation of the phase and 
amplitude of the signal.  
37 
 
The signal received by a SAR from a point target, after compensating for the satellite motion, 
and performing the usual SAR processing [Oliver and Quegan, 2004b] can be written as: 
 
𝑆(𝑥) = 𝐴(𝑥) 𝑒𝑥𝑝{𝑖𝛹(𝑥)}. (4.6) 
Here Ψ(𝑥) is the residual phase modulation over the synthetic aperture due to the ionosphere 
(zero for a perfectly focussed image), and 𝐴(𝑥) is the amplitude modulation over the aperture 
due to the ionosphere. The PSF can then be represented as the Fourier transform of this function: 
 
𝑃𝑆𝐹 =  ℱ{𝐴(𝑥) 𝑒𝑥𝑝{𝑖𝛹(𝑥)}𝑊(𝑥)}, (4.7) 
where W(x) is a window function to reduce sidelobes (and with the consequential trade-off of 
widening the mainlobe). If there are no ionospheric effects and no window function, the 
processed signal from a point target will be a top-hat function, and hence its PSF will be 
described by a sinc function.  
Equation (4.7) describes Fraunhofer diffraction of the signal from a one-dimensional aperture, 
where the small-angle approximation has been applied to leave the PSF in the spatial, rather 
than the angular domain. The relatively large synthetic aperture means that there will be a large 
variation in range between the radar and a given point on the ground as the radar moves along 
the aperture. Whilst this would seem to preclude the use of the small-angle approximation, in 
fact the SAR processing removes these range variations via the application of a matched filter 
(Section 3.1). 
4.1.4 Synthesising the SAR PSF Using GPS Data 
This chapter proposes an alternative to measuring the PSF from a radar signal – that is to 
synthesize the PSF using GPS carrier phase and amplitude data. Firstly, in order to derive an 
equivalent SB-SAR PSF from GPS data it is necessary to double the measured phase and square 
the amplitude in order to compensate for the fact that the GPS signal only passes once through 
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the ionosphere. In so doing it is assumed that the down and up legs of the propagation path are 
perfectly correlated [Rogers et al., 2009]. 
Secondly, the GPS phase must be detrended. This is an important practical problem because 
the movement of the satellite introduces phase changes of many thousands of radians which 
mask the effects of the irregularities. Fortunately, because SAR processing removes (through a 
matched filter) the quadratic component of phase introduced by the satellite motion (Section 3), 
the second-order terms in the GPS carrier phase can be removed (using a polynomial fit in our 
processing). Constant and linear terms can also be removed as these terms are caused by the 
bulk ionosphere, rather than the smaller scale irregularities.  
Defining the detrended and doubled GPS phase data as Ψ𝐷𝑇 and the two-way amplitude 
modulation derived from the one-way GPS amplitude (i.e. the square) as 𝐴2𝐺𝑃𝑆(𝑡) the 
synthesised signal derived from the GPS data can be written as:  
 
𝑆(𝑡) = 𝐴2𝐺𝑃𝑆(𝑡) 𝑒𝑥𝑝[𝑖𝛹𝐷𝑇(𝑡)]. (4.8) 
𝑆(𝑡) is equivalent to the SAR signal from a point target. The SAR along-track PSF is then given 
by applying equation (4.9): 
 
𝑃𝑆𝐹 =  ℱ{𝐴2𝐺𝑃𝑆(𝑡) 𝑒𝑥𝑝[𝑖𝛹𝐷𝑇(𝑡)𝑊(𝑡)]}, (4.9) 
where W(t) has been chosen to be a Hamming window function [Harris, 1978]: 
 𝑊(𝑛) = 𝛼 − 𝛽 𝑐𝑜𝑠 (
2𝜋𝑛
𝑁 − 1
), (4.10) 
where α = 0.53836, β = 1 - α, N is the width (in samples) of the window function, and 
0 ≤ n ≤ N - 1. The Hamming window was chosen to reduce the sidelobes of the point spread 
function, and because of its ease of computation. The Hamming window is often used in SAR 
applications [Belcher and Baker, 1996; Carretero-Moya et al., 2010]. 
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The process of deriving the quantities Ψ𝐷𝑇 and 𝐴2𝐺𝑃𝑆 from the GPS carrier phase and amplitude 
is described in section 4.1.5. 
4.1.5 Practical Considerations 
4.1.5.1. Ionospheric drift velocity 
When considering a phase screen at a fixed height, it is important to note the differences in the 
orbital characteristics between GPS and SAR systems. Careful consideration is required to 
ensure that the IPPs of the respective systems cover the same distance along the phase screen. 
The effective velocity of the IPP as it scans across the screen depends on both the velocity of 
the IPP, and the drift velocity of the ionosphere: 
 𝑣𝑒𝑓𝑓 = √𝑣
2 + 𝑣𝑑
2 − 2𝑣𝑣𝑑𝑐𝑜𝑠 (𝛽 − 𝛼𝑑) (4.11) 
where 𝑣 is the IPP velocity, 𝑣𝑑 is the drift velocity, 𝛽 is the bearing of the IPP and 𝛼𝑑 is the 
direction of the drift velocity.  
At nighttime in the equatorial region, 𝑣𝑑 takes typical values of 100 – 200 ms
-1 in an eastward 
direction [Aarons, 1982]. As such, 𝑣𝑑 << 𝑣 for a SAR in low Earth orbit (LEO, ~700 km 
altitude), and so the effect of the drift velocity for a SAR will be minimal. For GPS however, 
the irregularity drift velocity and the IPP velocity are of the same order. The drift velocity 
should therefore be taken into account when choosing the GPS analysis period.  
4.1.5.2. GPS analysis period 
The analysis period of the GPS signal data was chosen to ensure that the distance travelled by 
the GPS IPP properly corresponds to the length of a typical PALSAR-2 synthetic aperture (𝐿𝑆𝐴) 
projected to ionospheric height (𝐿𝐶). This is the distance moved by the SAR IPP along the 
phase screen as the radar traverses the synthetic aperture 𝐿𝑆𝐴 and is the distance over which 
signal coherency is required. These two quantities can be written as: 
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𝐿𝑆𝐴 = 𝛾𝐿𝐶 (4.12) 
where 𝛾 is the ratio between the SAR velocity and the effective velocity in the ionosphere. It 
accommodates the height difference between SAR and ionosphere and anisotropy of the 
ionospheric irregularities  [Belcher and Cannon, 2014]. A SB-SAR such as PALSAR-2 in LEO 
at an altitude of ~700 km is at approximately twice the height of the ionosphere F-region peak 
(the assumed height of the phase screen). Consequently, for an isotropic ionosphere 𝛾 = 2. 
However, if due allowance is made both for the anisotropy of the irregularities and the 
PALSAR-2 orbit 𝛾 = 3 is a better approximation while imaging Ascension Island. Near the 
magnetic equator, the irregularities tend to extend along the geomagnetic field lines, and since 
PALSAR-2 operates in a near-polar orbit the effect of this is to reduce the effective velocity of 
the PALSAR-2 IPP, thus increasing 𝛾. Consequently, the required ionospheric coherence length 
for this study is one third that of the synthetic aperture length.  
For a SAR operating in strip-map mode: 
 
𝐿𝑆𝐴 =
𝑅0𝜆
2𝜌𝑎𝑧
, (4.13) 
where 𝜌𝑎𝑧 is the along track resolution, 𝑅0 is the broadside slant range  to the target and  𝜆 is 
the carrier wavelength. For PALSAR-2, at a typical broadside slant range of 847 km, a 
maximum along-track resolution of 2 m and a wavelength at the centre frequency of 1270 MHz, 
the maximum synthetic aperture (𝐿𝑆𝐴) is ~50 km and it follows that   𝐿𝑐 = 17 km. 
The velocity of the GPS IPP combined with the distance  𝐿𝑐 gives the duration of the 
corresponding GPS data block which will be analysed. GNSS satellites, in medium Earth orbit 
have IPP velocities that depend heavily on the elevation and azimuth angles of the satellite to 
the receiver. For GPS at an elevation angle of 40°, IPP velocities in an east-west/west-east 
direction of 26-37 ms-1 are typical [Forte and Radicella, 2002].  However, the pertinent velocity 
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in this analysis is the effective velocity, being the vector addition of the IPP velocity, due to the 
satellite motion, and the ionospheric drift speed. As the latter is typically 100 ms-1 (west to east) 
in the pre-midnight sector it is the dominant velocity component.  
For the purposes of this analysis the effective IPP velocity has been fixed at 100 ms-1 west-east 
representing a reasonable average between lower and higher values. Clearly, this will introduce 
some errors, as the actual drift velocity will not always match this, but without recourse to well 
validated measurement data it is considered a reasonable approximation. It follows that 170 s 
(180 s was used in practice) of GPS data is required to synthesise a 2m resolution image by 
PALSAR-2 of Ascension Island ( 𝐿𝑐 =  17 km).  
Of course correspondingly shorter and longer data sets can be used to synthesise smaller and 
larger synthetic apertures. It is important to note that SB-SAR in LEO have an IPP velocity of 
~3700 ms-1 and take less than 3 s to scan 10 km along the ionospheric phase screen. The time 
evolving ionospheric structure can thus be considered frozen-in. In contrast, GPS data blocks 
of hundreds of seconds will mix temporal and spatial effects. 
4.1.5.3. GPS orbit altitude 
The irregularities which cause scintillation are produced at altitudes ranging from 200 – 1000 
km. The signals from a SAR in LEO (~700 km altitude) will only experience the effects of 
irregularities at altitudes < 700 km. Signal from GPS satellites in MEO (~ 20000 km) will travel 
through all altitudes at which irregularities can be found. However, the principle region of 
irregularity production is between altitudes of 250 and 400 km, and so this discrepancy should 
not influence the data analysis significantly [Aarons, 1982].  
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4.1.5.4. GPS Phase 
This work seeks to establish a GPS proxy for the ionospheric impact on a SAR signal. The 
signal between a GPS receiver and a GPS satellite scans across the ionospheric phase screen in 
the same manner as the signal between a point target and a radar. Thus, with appropriate 
processing to adjust for differences in system geometry, and to isolate the small-scale effects 
of the ionosphere (i.e. those driven by electron density irregularities), GPS signals can be used 
as a proxy for the complex signal received by a SAR from a point target across the synthetic 
aperture. 
The GPS carrier phase may be expressed as: 
 
𝛷 =
2𝜋
𝜆
(𝜌 − 𝜆𝑁 − 𝑐(𝑑𝑡𝑠𝑣 + 𝑑𝑡𝑟𝑥) + 𝑐(𝑑𝑖𝑜𝑛 − 𝑑𝑡𝑟𝑜𝑝) + 𝜉)
+ 𝛷0 + 𝑀 + 𝜖(𝛷), 
(4.14) 
where 𝜆 is the GPS carrier wavelength (m), 𝜌 is the geometric range (m), 𝑁 is the integer phase 
ambiguity, 𝑑𝑡𝑠𝑣 is the satellite clock bias (s), 𝑑𝑡𝑟𝑥 is the receiver clock bias (s), 𝜉 is the 
instrumental delay (m), 𝑀 is the effects of multipath (radians), Φ0 is the initial phase value 
(radians), 𝑑𝑖𝑜𝑛 is the ionospheric phase delay (s), 𝑑𝑡𝑟𝑜𝑝 is the tropospheric phase delay (s), and 
𝜖(Φ) is phase measurement noise (radians). 
Equation (4.14) demonstrates that there are many contributions to the phase recorded at the 
receiver and as such it is difficult to isolate the impact of the ionosphere using single frequency 
measurements. Much of the previous work in this area focuses on estimating (using models or 
pseudorange measurements), and removing the absolute phase delay introduced by the 
ionosphere, in the interests of improving GPS positioning accuracy [Øvstedal, 2002; Chen and 
Gao, 2005].  
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In the context of synthesizing SAR data, the absolute values of the phase delay due to the bulk 
ionosphere are less important than the relative variations caused by the electron density 
irregularities. The relaxation of the requirement for absolute values allows the use of detrending 
methods to remove frequency components of the phase signal below a certain cut-off frequency 
(typically 0.1 Hz), leaving just the higher frequency variations that characterise scintillation, 
allowing characteristic scintillation parameters such as the S4 (a measure of amplitude 
scintillation) and 𝜎Φ  (a measure of phase scintillation) to be estimated [Van Dierendonck et 
al., 1993].  
The choice of this cut-off frequency is influenced by the geometry of the satellite-ionosphere-
receiver system, and the use of 0.1 Hz is not always appropriate for GPS signals [Forte and 
Radicella, 2002]. To minimise the possibility of removing wanted signal with an overly 
aggressive frequency cut-off, an approach based on removing unwanted components of the GPS 
phase observable on a single frequency was investigated. 
Phase: Single-frequency Approach 
Knowledge of the path geometry between receiver and satellite was used to remove the range 
contribution to the raw carrier phase observable. This was achieved through the use of IGS final 
orbit products (3 – 5 cm accuracy [Kouba, 2009]). Similarly, the satellite clock biases were 
removed from the phase data using IGS products.  
Providing that the receiver does not lose lock during the data analysis period, the initial phase 
value and the phase ambiguity remain constant. Assuming that the instrument delay also 
remains constant, differencing all samples with the first recorded sample removes these terms. 
Multipath was minimised through careful site selection and the imposition of an elevation mask 
to ignore signals from satellites below 40° elevation, so this was also neglected.  
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This reduces Equation (4.14) to: 
 𝛷1 = −
2𝜋
𝜆
𝑐𝑑𝑡𝑟𝑥 + 𝑐𝑑𝑖𝑜𝑛 + 𝜖(𝛷), (4.15) 
describing the received phase in terms of the receiver clock bias, a noise term and the 
ionospheric phase term.   
So far no filtering has taken place even though a trend of typically 106 radians (over 180 
seconds) has been reduced to 103 radians, the data integrity has been fully maintained. This 
allows any subsequent filtering to be relatively light. 
The receiver clock bias, 𝑑𝑡𝑟𝑥, refers to any offset the receiver clock may have from its nominal 
frequency. If the clock is running at a fixed offset, a linear ramp will be introduced to the data. 
Similarly, if the offset itself is drifting, a quadratic term will be introduced to the recorded 
phase. Since we have no independent way of measuring the receiver clock bias, it is modelled 
as a polynomial up to quadratic order, and removed with a least-square polynomial fit to each 
data block. 
In terms of isolating the effect of the ionosphere on the signal phase, this approach is not perfect, 
as it will remove low-frequency, quadratic-like ionospheric effects. However, it can be assumed 
that a SAR autofocus procedure will remove these terms. After these terms have been removed, 
it is typically found that the phase variation is 1 to 10 radians over 3 minutes. 
Phase: Dual Frequency Approach 
Rather than determine the one-way carrier phase directly from the signal it was indirectly 
calculated by differencing the L1 and L2 phases (the geometry free combination) to give the 
slant TEC (STEC). This approach removes many of the unwanted errors common to both 
frequencies. 
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Dual frequency GPS receivers use the frequency dependence of the phase shift imposed by the 
ionosphere to allow measurement of the slant total electron content (STEC) along the signal 
path. 
 
𝑆𝑇𝐸𝐶𝛷 =
𝑓1
2𝑓2
2(𝛷𝐿1 − 𝛷𝐿2)
40.3(𝑓1
2 − 𝑓2
2)
+ 𝐵, (4.16) 
where Φ𝐿1 is the phase on L1, 𝑓1 is the L1 frequency (1575.42 MHz) Φ𝐿2 is the phase on L2, 
𝑓2 is the L2 frequency (1227.60 MHz) and B is a bias term from ambiguity in phase difference. 
This differencing has the effect of removing sources of error that are common to both the L1 
and L2 phase signals – the range, the satellite and receiver clock biases - and the approach is 
often described as the geometry free solution. We find that 
 
𝛷𝐿1 − 𝛷𝐿2 = 𝛥𝜆𝑁 + 𝛥𝛷0 + 𝑐(𝛥𝑑𝑖𝑜𝑛 − 𝛥𝑑𝑡𝑟𝑜𝑝) + 𝛥𝑀 + 𝜖(𝛷). (4.17) 
Δ𝜆𝑁 and ΔΦ0 are constant bias terms (assuming phase lock is maintained), Δ𝑐𝑑𝑡𝑟𝑜𝑝 is 
insignificant for satellites at high elevations, and assuming the location is chosen such that the 
effect of multipath is minimised, this may be neglected also: 
 𝑆𝑇𝐸𝐶𝛷 =
𝑓1
2𝑓2
2(𝑐𝛥𝑑𝑖𝑜𝑛 + 𝜖(𝛷))
40.3(𝑓1
2 − 𝑓2
2)
+ 𝐵. (4.18) 
The corresponding ionospheric component of the carrier phase is then given by [Hofmann-
Wellenhof et al., 1997]: 
 𝛹 =
8.44 × 10−7
𝑓
𝑆𝑇𝐸𝐶𝛷 (𝑟𝑎𝑑𝑖𝑎𝑛𝑠). (4.19) 
The advantage of using the TEC is that none of the interpolation or fitting methods described 
in the previous section are required to determine the ionospheric component. However, this 
comes at a cost, since the signals on each frequency take slightly different paths through the 
ionosphere and the TEC is an approximation.  
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The horizontal spatial separation for two signals of different frequencies 𝑓1 and 𝑓2 is given by 
[Belcher, 2008b] as: 
 𝛿𝑥 =
8|𝑓1 − 𝑓2|
(𝑓1 + 𝑓2)3
∙
𝑟𝑒𝑐
2𝑉𝑇𝐸𝐶
𝜋
𝑡𝑎𝑛 𝜃 𝑠𝑒𝑐2 𝜃, (4.20) 
where 𝑓1 and 𝑓2 are the GPS carrier frequencies as before, 𝑟𝑒 is the classical electron radius, 
𝑉𝑇𝐸𝐶 is the TEC measured in the vertical direction and 𝜃 is the incidence angle to the 
ionosphere. 
Using a large VTEC value of 100 TEC, and a satellite elevation angle of 40°, the largest 
horizontal spatial separation encountered will be approximately 30 m. The separation of the L1 
and L2 signals is a limitation of the dual frequency approach. 
Comparison of Methods 
A comparison of the results produced shows that the phase variations produced by the two 
methods generally matched well when the variations were relatively large (a representative 
example is shown in Figure 4.1). However, those produced using the single frequency method 
are noticeably noisier. In addition, the single frequency data often showed relatively small, slow 
variations when the variations derived from the STEC were negligible in comparison (Figure 
4.2). Given that the variation is not present in the dual frequency STEC data, it is apparent that 
the variations in the single frequency data are therefore of identical size in the phase data 
recorded on L1 and L2 (and hence eliminated when differencing to produce the STEC). This 
suggests that these variations do not have an ionospheric origin, as they are not frequency 
dependent (Equation (4.19)).  
The residual variations found in the single frequency data present an obstacle to this analysis, 
which seeks to extract only the impact of electron density irregularities from the GPS signals. 
Thus, the STEC derived phase variations will be used for the following analysis. 
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Figure 4.1: Large phase variations produced by the single and dual frequency methods. 
 
Figure 4.2: Phase variations present in single frequency data but not in dual frequency data. 
4.1.5.5. GPS Amplitude 
The GPS signal amplitude was derived from the receiver correlator inphase and quadrature (IQ) 
output components, and were combined as: 
 𝐴 = √𝐼
2 + 𝑄2  (4.21) 
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The amplitude was then normalized and detrended by removing a smoothed version of itself 
(using a 60 s boxcar filter) to isolate the effects of the irregularities on the signal [Carrano et 
al., 2012a]. (Note, the IQ data only provides instantaneous phase, and so the unwrapped phase 
data was derived from RINEX files and processed to obtain the TEC-derived phase as described 
in section 4.1.5). 
4.2 Experiment 
GPS data was recorded on Ascension Island in the south Atlantic, (7.9°S, 14.8°W, magnetic 
latitude -16°) (Figure 4.3). Ascension Island lies in the ionospheric equatorial region where 
small and medium scale electron density irregularities are likely to occur between 21 local time 
(LT) and 00 LT [Aarons, 1982]. Data was collected during the period 25 January 2013 to 31 
January 2013, and 20 January 2014 to 30 January 2014. 
  
Figure 4.3: Ascension Island (7.9°S, 14.8°W showing the ESA Tracking Station which was 
the location of the fixed receiver and the road (shown in black) along which the mobile 
measurements were made). 
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Two Septentrio PolaRx4 PRO GNSS receivers were used to collect the data, with each locked 
to a rubidium oscillator to ensure stability. One was located at the European Space Agency 
(ESA) Tracking Station on the north-eastern coast of the island (marked on the map in Figure 
4.3), whilst the other was moved to various locations at distances ranging from ~100 - 9000 m 
along an approximate (dictated by road access and marked with a black line in Figure 4.3) 
magnetic east-west axis with the ESA station. This axis was chosen as it lies in the direction of 
minimum irregularity correlation (the irregularities are assumed to be aligned with, and 
elongated along, the magnetic field lines), and parallel to the F-region drift direction [Aarons, 
1982]. The signal phase and amplitude were recorded at 50 Hz. To minimise multipath effects 
and minimise the horizontal spatial separation of the GPS L1 and L2 signals, only data from 
satellites above an elevation angle of 40° were considered. Only data without cycle slips were 
analysed.  
4.3 Single Location Results 
4.3.1 Point Spread Functions 
The proxy (detrended) signal phase from four 180 s (9000 samples at 50 Hz sampling rate) 
blocks of GPS data with contrasting levels of ionospheric effect is shown in Figure 4.4, and the 
effect of the phase modulation on the shape of the PSF is illustrated in Figure 4.5. The top-left 
panel in each figure shows artificially generated test data that corresponds to no ionospheric 
effects, and so the shape of (Figure 4.5, top-left) is dictated by the windowing function. The 
Hamming window provided a PSLR of 42 dB.  
Figure 4.5 (top-right) shows the PSF corresponding to very small phase variations of 0.05 
radians RMS in Figure 4.4 (top-right). These phase variations are considered likely due to 
receiver noise, not ionospheric scintillation, as the signals were completely uncorrelated 
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between two receivers. The sidelobes close-in to the mainlobe are raised slightly and drop-off 
more gradually than the ideal (top-left).  
The phase variations produced by the disturbed ionosphere (Figure 4.4, bottom-left (0.50 
radians RMS), bottom-right, (1.65 radians RMS)) have a more severe effect on the PSF (Figure 
4.5, bottom-left and right), and are due to ionospheric scintillation. The terms ‘slightly’ and 
‘heavily’ are indicative and based on the RMS phase. Figure 4.5, bottom-left still retains an 
obvious mainlobe, but the sidelobes closest to the mainlobe have been raised significantly 
leading to a PSLR of only 18 dB (although the sidelobes more than 10 resolution cells away 
from the centre of the PSF are only slightly raised compared to those of Figure 4.5, top-right). 
The low PSLR indicates that the contrast of a SAR image of this point would be reduced. The 
phase variations shown in Figure 4.4, bottom-right correspond to the heavily distorted PSF 
shown in Figure 4.5, bottom-right. There is no mainlobe in the PSF and, therefore, the point 
target would be obscured in the image. The lack of mainlobe means that the PSLR ceases to be 
a sensible metric for the PSF and, in cases like this, it was set to zero for subsequent analysis.  
Nearly 2400 point spread functions were produced from the GPS data, collected from multiple 
satellites on both receivers, during a wide variety of ionospheric conditions. The variation of 
the PSLR with RMS phase variation over the 180 s apertures is shown in Figure 4.6. The PSLR 
decreases with increasing RMS phase values, and above ~0.5 radians the PSLR is sufficiently 
low that few details would be visible in an image. 
In certain cases, the effect of the ionosphere was so severe that the GPS receivers would undergo 
‘loss of lock’, i.e. stop tracking the signals from the GPS satellites. When this happened (on 
either receiver), it was identified during post-processing, and any data within 5 minutes after 
the receiver regained lock was discarded. Using this procedure approximately 10% of the 
recorded data was deemed invalid, and was not analysed.  
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Figure 4.4: Examples of the residual phase modulation for quiet and disturbed ionospheric 
conditions as recorded by the GPS receivers on Ascension Island.  
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Figure 4.5: Point spread functions for different levels of ionospheric disturbance, 
generated from GPS signal data recorded on Ascension Island. 
  
53 
 
Belcher and Rogers [2009] described an analytical form for the ensemble-average SAR PSF 
which has been degraded by ionospheric irregularities lying in a single phase screen. They 
provided expressions for the effect of phase scintillation on the sidelobes (the sidelobe function 
or SLF) and the peak of the mainlobe, as a function of the RMS phase 𝜙𝑅𝑀𝑆 at the phase screen. 
This theory has been adapted to fit the data in Figure 4.6. 
For a given 𝜙𝑅𝑀𝑆, the sidelobe intensity, as a function of distance from the mainlobe in 
resolution cells 𝑟 (where the mainlobe is located at 𝑟 = 1) is given by: 
 
〈|𝑆𝐿𝐹(𝑟)|2〉 = 2𝛾𝑟−𝑝(𝑝 − 1)𝜙𝑅𝑀𝑆
2 , (4.22) 
and the main lobe peak intensity is: 
 
𝑀𝐿𝑃 = (1 − 2𝜙𝑅𝑀𝑆
2 )2. (4.23) 
The first measurable sidelobe is located at 𝑟 = 2, as the sidelobe at 𝑟 = 1 is obscured by the 
mainlobe. Assuming that this is the largest, the the peak-to-sidelobe ratio is: 
 
𝑃𝑆𝐿𝑅 =
𝑀𝐿𝑃
〈|𝑆𝐿𝐹(2)|2〉
. (4.24) 
However, in this study the relevant RMS phase is that at the synthetic aperture, rather than in 
the phase screen. To address this we recall that the RMS phase in the phase screen is determined 
by integrating over the phase power spectrum: 
 
𝜙𝑅𝑀𝑆
2 = 2∫ 𝑃𝑆𝐷𝜙
∞
𝜅𝑐
(𝜅)𝑑𝜅, (4.25) 
where 𝜅 is the associated spatial wavenumber and 𝜅𝐶 =
2𝜋
𝐿𝐶
⁄ ,where 𝐿𝐶 is the phase screen 
coherence length required to form a coherent synthetic aperture. 
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Belcher and Rogers [2009] show that the SLF  can be calculated as: 
 
〈|𝑆𝐿𝐹(𝑟)|2〉 = 4𝛾𝜅𝑐𝑃𝑆𝐷𝜙(𝜅)|𝜅=𝑟𝜅𝑐 , (4.26) 
and by integration and using (4.25): 
 
2∫ 〈|𝑆𝐿𝐹(𝑟)|2〉
∞
1
𝑑𝑟 = 4𝛾𝜙𝑅𝑀𝑆
2 . (4.27) 
Alternatively, the SLF can be considered a function of the phase at the synthetic aperture. The 
latter is determined by the Fourier transform of the phase variations received at the SAR 
synthetic aperture with power conserved.  Thus, the integral over the square of the sidelobe 
function is also equal to the square of the RMS phase values received at the aperture, 𝜓𝑅𝑀𝑆
2 .  
 
2∫ 〈|𝑆𝐿𝐹(𝑟)|2〉
∞
1
𝑑𝑟 = 𝜓𝑅𝑀𝑆.
2  (4.28) 
It follows from equations (4.27) and (4.28) that: 
 
𝜓𝑅𝑀𝑆
2 = 4𝛾𝜙𝑅𝑀𝑆.
2  (4.29) 
Here the factor of four is a consequence of the two-way path of the signal at the aperture and 𝛾 
has been previously defined.  
(It is worth noting that experimentally the integrations in equations (4.27) and (4.28) can only 
be performed from the first measurable sidelobe. The derivation of (4.29) is, however, not 
constrained by practical limitations.) 
It follows from (4.29) that in terms of the phase variations at the synthetic aperture: 
 𝑀𝐿𝑃 = (1 −
𝜓𝑅𝑀𝑆
2
2𝛾
)
2
, (4.30) 
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and: 
 
〈|𝑆𝐿𝐹(2)|2〉 = 2−𝑝−1(𝑝 − 1)𝜓𝑅𝑀𝑆.
2  (4.31) 
 
Consequently, the PSLR is: 
 𝑃𝑆𝐿𝑅 (𝑑𝐵) = 10 𝑙𝑜𝑔10
[
 
 
 
 2 (1 −
𝛹𝐷𝑇
2
2𝛾 )
2
2−𝑝(𝑝 − 1)𝛹𝐷𝑇
2
]
 
 
 
 
, (4.32) 
where 𝜓𝑅𝑀𝑆
2  has been replaced by the detrended GPS RMS phase,  Ψ𝐷𝑇
2  being a good estimate 
of  𝜓𝑅𝑀𝑆
2 . 
Setting 𝛾 = 3, being appropriate to PALSAR-2 imaging Ascension Island, and 𝑝 to a typical 
value of 2.5 [Basu et al., 1987; Carrano and Groves, 2010], provides a good fit to the data in 
Figure 4.6. This provides confidence in the GPS proxy approach. 
 
Figure 4.6: Relationship between RMS phase and PSLR of uncorrected SAR PSF. 
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4.4 Two location Results 
4.4.1 Variation in RMS Phase Difference with Distance 
Techniques to correct ionospheric distortion from small scale irregularities which affect SB-
SAR might be achieved by measuring the signal from a point target, for example a corner 
reflector (CR). Assuming that the response from the CR dominates the return from its resolution 
cell, then, after performing the SAR processing, the phase history of the signal across the 
synthetic aperture is a measure of the ionospheric impact. This estimate might then be applied 
to mitigate the ionospheric degradation at other locations in the image. 
 
Figure 4.7: Geometry of SAR signals and the ionospheric phase screen for two points in the 
image. Dashed lines illustrate the real beam width. 
Applying a phase correction derived from one location to the phase received from another 
location separated in the range and the along-track directions requires careful consideration of 
the geometry (see Figure 4.7 for a SAR in strip-map mode). For points sufficiently close (in the 
A 
B 
Ground 
SAR 
Ionosphere 
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along-track direction) the IPP tracks overlap and the signals are received simultaneously. It 
follows that a correction can be achieved by aligning the CR calibration signal with the signal 
from the remote location. Figure 4.8 describes a simplified, one-dimensional example where 
the solid diagonal lines describe the signal paths from two points within the real antenna beam 
(denoted by the dashed lines). In this example the signal from location A received by the SAR 
at time t1 intersects the ionosphere at the same IPP as that from location B at time t0. Thus, to 
properly correct the signal from location A received at t1, the phase correction from point B at 
t0 must be used. The use of this time offset effectively aligns the two signals spatially, allowing 
the correction to be performed. 
 
Figure 4.8: Differences in SAR signal paths in the along-track direction. 
In Figure 4.7 the IPP tracks do not fully overlap in the along-track direction (the general case) 
and only a portion of the signal can be corrected. However, a series of corner-reflectors 
separated by a fraction (determined by the ratio of the phase screen height to the radar height) 
of the real radar beam width in the along-track direction would provide a continuous series of 
phase corrections in the along-track direction. 
The same geometry issues also apply to the GPS data, where the points ‘A’ and ‘B’ from Figure 
4.7 are analogous to the GPS receivers.  The two GPS receiver data sets were aligned by cross-
t = t0 t = t1
A B
Ionosphere
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correlation, with the peak correlation giving the along-track time offset between the two. 
Writing the sample-by-sample phase difference between the two data sets as: 
 𝑃ℎ𝑎𝑠𝑒 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝛹𝐷𝑇
𝛼 (𝑡) − 𝛹𝐷𝑇
𝛽 (𝑡 + 𝛥𝑡),  (4.33) 
the RMS phase difference (over 180 s) at a range of IPP separations was determined (Figure 
4.9). As expected there is a general upward trend in the residual RMS phase post correction as 
the IPP separation increases - although at each separation there are a wide spread of values. 
This may be a result of differences in the GPS IPP scan length due to errors in the assumed scan 
velocity, or due to the data being collected at different times with correspondingly different 
strengths of turbulence (see equation (4.4)) or due to different phase power law indices. Noting 
that the two GPS receivers were deployed along an approximate magnetic east-west axis, the 
experiment provides a worst-case estimate of the distance dependence of the phase correction. 
The average RMS value at each distance follows the form given in equation (4.4), i.e. a linear 
relationship with a (log-log) slope of 
1
2
(𝑝 − 1). The least-squares slope (the solid line in Figure 
4.9) is 0.64 ± 0.09 at the 95% confidence level, corresponding to a phase spectral index value 
of  𝑝 = 2.28 ± 0.18, very close to the expected value of 𝑝 = 2.5. 
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Figure 4.9: RMS phase difference (for pre-correction PSLR < 5 dB). 
4.4.2 Sharpening the PSF 
The proxy data can now be used to determine the benefits of using measurements at one location 
(𝛽) to correct the phase at another location (𝛼). 
The corrected PSF can be written as: 
 
𝑃𝑆𝐹(𝑠) =  ℱ{𝐴2𝐺𝑃𝑆
𝛼 (𝑡) 𝑒𝑥𝑝 [𝑖(𝛹𝐷𝑇
𝛼 (𝑡) − 𝛹𝐷𝑇
𝛽 (𝑡 + 𝛥𝑡))]} (4.34) 
where Ψ𝐷𝑇
𝛼 (𝑡) is the phase block recorded at the primary receiver, and ΨDT
β (𝑡 + Δ𝑡) is the 
phase recorded at the secondary receiver, offset by the peak correlation lag.  
Two examples of the effect of applying this phase correction on the PSF are shown in Figure 
4.10 - Figure 4.13. The first pair of plots (Figure 4.10 and Figure 4.11) show the pre and post-
correction PSF respectively, with the correction performed using data collected with the 
secondary receiver only ~250 m away from the primary receiver. Figure 4.10 shows a heavily 
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distorted PSF, with no mainlobe at all, in a similar manner to the bottom-right plot in Figure 
4.5. Despite this, the phase correction is very effective, restoring a narrow mainlobe and 
drastically reducing the level of the sidelobes to ~38 dB down from the mainlobe. 
The latter pair (Figure 4.12 and Figure 4.13, show the impact of performing the correction using 
more widely spaced receivers. In this case, the correction is performed using data collected at 
a separation of ~2500 m. It can be seen that, for a similarly disturbed pre-correction PSF 
(compared to the previous example), the correction is less effective. The mainlobe is much 
wider, and the peak sidelobes either side of the mainlobe are only ~20 dB down. 
The degree of benefit is dependent on many factors, but Figure 4.14 shows the impact of 
applying the correction on apertures that have been heavily affected by the ionosphere (defined 
as having a PSLR of less than 5 dB), as a function of signal separation in the ionosphere. 
The greatest benefits (30 dB) are seen at the smallest IPP separations with decreasing benefit 
(10 dB) out to IPP distances of ~3 km. Again there is large variability which is likely driven by 
different ionospheric conditions. Notwithstanding the variability in benefit, the correction 
consistently improves the PSLR and rarely does the application of the reference phase 
correction degrade the PSF and, therefore, the associated image. A least-squares fit shows that, 
at the 95% confidence level, the benefit decreases at 13.0 ± 1.6 dB per decade (in distance).  
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Figure 4.10: Uncorrected PSF, SVID 29, 26/01/2014. 
 
Figure 4.11: Post-correction PSF (receiver separation ~250 m). 
SVID 29, 26/01/2014. 
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Figure 4.12: Uncorrected PSF, SVID 29, 24/01/2014. 
 
Figure 4.13: Post-correction PSF (receiver separation ~2500 m). 
SVID 29, 24/01/2014. 
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Figure 4.14: PSLR change after phase correction for uncorrected PSF PSLR < 5dB.  
Up to this point, the analysis has focussed on studying the viability of the proposed phase 
correction method, and as such the amplitude variation has been set to unity to allow the effects 
of phase to be studied in isolation. However, in practice SAR systems are affected by amplitude 
scintillation and so it is instructive to calculate the PSF using the recorded GPS amplitude as 
well as phase. The results of applying the phase correction technique to PSF data calculated 
with both amplitude and phase data are shown in Figure 4.15.  
The slope of the linear fit has decreased to 10.8 ± 1.7 dB per decade, driven by a reduction in 
the PSLR change at IPP separations of less than 1000 m. 
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Figure 4.15: PSLR change after phase correction for uncorrected PSF PSLR < 5dB, GPS 
amplitude data included in PSF calculation. 
4.5 Conclusions 
A method has been described which utilises L-band GPS amplitude and phase data as a proxy 
for L-band space-based synthetic aperture radar (SB-SAR) signals. This is further developed to 
synthesize the equivalent SAR point spread function (PSF).  
The technique has been tested using measurements at a single location and the synthesised peak-
to-side-lobe ratio (PSLR) has been shown to approximately follow the expected weak scattering 
theory variation with RMS phase. Then, using two position measurements the synthesised SB-
SAR RMS phase has been shown to exhibit spatial characteristics which are consistent with a 
phase screen, again described by the weak scattering theory. These tests provided confidence 
in the SB-SAR synthesis technique. 
Using the synthesized L-band SAR PSF, the viability of correcting the phase recorded at one 
location using the phase recorded at another was investigated. This was achieved by exploring 
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whether the ionospheric GPS phase (after the geometric terms had been subtracted) at one 
location could be used to improve the PSF at another location. This was quantified in terms of 
the difference between the PSLR of the pre-correction PSF, and the PSLR of the post-correction 
PSF.  At short distances (i.e. 100 m between IPP points) the benefit was ~30 dB, but this fell to 
around 10 dB at an IPP separation of 3000 m. An IPP separation of 3000 m corresponds to a 
ground range of ~6000 m for a LEO L-band SB-SAR. Consequently, these results suggest that 
ionospheric mitigation techniques based upon a reference corner reflector would be effective in 
improving a L-band SAR image at ground separations up to 6000 m. 
The impact of amplitude variation on the effectiveness of the phase correction was also studied. 
It was found that for IPP separations of less than 1000 m, the maximum effectiveness of the 
correction was reduced by up to 8 dB. It is worth noting that, even with this reduction, at the 
IPP separations studied here the phase correction was still able to improve the PSLR by up to 
38 dB. This suggests that the shape of the PSF is largely driven by the phase variations, and is 
relatively insensitive to the amplitude variations. 
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5 DERIVING IONOSPHERIC SCINTILLATION PARAMETERS FROM 
SAR SIGNALS – CORNER REFLECTORS 
As has been discussed in Section 3.4, the ionosphere imposes a number of effects on the signals 
and images collected by space-based L- and P-band synthetic aperture radars (SARs), including 
Faraday rotation, image shift, defocusing and amplitude modulation.  
Previous studies of the impact of the ionosphere on SAR systems have primarily addressed 
Faraday rotation e.g. Rogers and Quegan [2014]. However, the impact of small scale 
ionospheric irregularities on radars has also been recognized [Ishimaru et al., 1999; Belcher, 
2008b; Belcher and Rogers, 2009; Belcher and Cannon, 2013].  
A few authors have also explored the inverse problem of how a space-based SAR might be used 
to image large-scale features in the ionosphere. For example, Meyer et al. [2006] discussed how 
the phase advance and group delay might be measured by interferometric techniques and Pi et 
al. [2011] developed a technique using PALSAR-1 polarimetric data to generate 2‐D 
ionospheric images. Through measurements of the Faraday rotation, the latter were able to see 
enhancement arcs associated with aurora, the mid-latitude trough, medium‐scale travelling 
ionospheric disturbances, and plasma bubbles. 
Measuring and imaging the bulk ionosphere is important, but tells only part of the complex 
ionospheric story. In addition, the effects of small-scale irregularities which cause amplitude 
and phase scintillation on signals must be considered. The effect of these irregularities can be 
quantified through the intensity index 𝑆4 and the integrated strength of irregularity turbulence, 
𝐶𝑘𝐿. This chapter uses the theoretical framework proposed by Belcher and Rogers [2009], 
which describes how ionospheric turbulence affects SAR signals, to solve the inverse problem, 
that is, given a SAR measurement of the point spread function (PSF) can the ionospheric 
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strength of turbulence parameter 𝐶𝑘𝐿 be inferred? This chapter is an extension of preliminary 
analysis by Belcher et al. [2015].  
The experimental principle involves imaging a point target, such as a trihedral corner reflector 
(CR), to produce a point spread function (PSF) - such targets are typically used for radiometric 
calibration and image quality analysis of SAR systems [Shimada et al., 2009]. To facilitate this, 
two corner reflectors were deployed on Ascension Island in the South Atlantic. The PALSAR-2 
satellite was then used to image the island and specifically the corner reflectors on multiple 
occasions. 
5.1 Theory 
5.1.1 The Phase Spectrum 
For satellites in a non-geosynchronous orbit, the orbital motion of the satellite results in a 
spatially changing ray path through the ionosphere between the radar and a fixed point on the 
ground. Electron density irregularities consequently introduce a variable advance in the signal 
phase. These phase shifts are usually modelled as occurring in a thin phase screen at the altitude 
of peak ionisation (350 km). The spatial variation of the phase modulation induced by this 
ionospheric phase screen (𝜙(𝑥𝑝), where 𝑥𝑝 is the distance across the phase screen) can be 
described by a phase power spectral density (PSD) [Rino, 1979a; Belcher and Rogers, 2009]: 
 𝑃𝑆𝐷𝜙(𝜅) = 𝑇
′(𝜅𝑜
2 + 𝜅2)−
𝑝
2, (5.1) 
where 𝜅 =
2𝜋
𝑥𝑝
 is the spatial wave number, 𝜅0 =
2𝜋
𝑙0
 is the outer scale wavenumber, 𝑙0 is the 
outer scale size of the irregularities, p is the phase spectral index and 𝑇′ is given by: 
 
𝑇′ =
𝑟𝑒
2𝜆2𝐺𝐶𝑠𝐿 𝑠𝑒𝑐 𝜃 √𝜋𝛤 (
𝑝
2)
4𝜋2𝛤 (
𝑝 + 1
2 )
. (5.2) 
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Here 𝑟𝑒 is the classical electron radius, 𝜆 is the wavelength of the signal, G is a factor that 
depends on the propagation geometry, 𝐶𝑠 is the three-dimensional strength of the ionospheric 
turbulence, 𝐿 is the effective thickness of the ionosphere, 𝜃 is the zenith angle and 𝛤 represents 
the Gamma function.  
This formulation allows the strength of turbulence 𝐶𝑆 to be determined from the phase spectrum. 
The more commonly used height-integrated strength of turbulence, 𝐶𝑘𝐿 (a parameter of the 
Wideband Model (WBMOD)), is in turn related to 𝐶𝑆𝐿 by [Nickisch, 2004]: 
 𝐶𝑠𝐿 = (
2𝜋
1000
)
𝑝+1
𝐶𝑘𝐿. (5.3) 
5.1.2 The Point Spread Function 
The point spread function (PSF) of an imaging system describes the response of that system to 
a point input. The shape of the PSF is principally determined by the system design, but external 
factors can also affect the characteristics of the PSF. For example, the effects of the ionosphere 
on the phase of a SAR signal can have a significant impact (Section 2). 
A space-based SAR has a two-dimensional PSF, with components in both the range and 
along-track directions. However, given that the range PSF is mainly affected by the bulk 
electron content in the ionosphere rather than scintillation [Belcher and Rogers, 2009] only the 
along-track PSF is considered. 
Belcher and Rogers [2009] developed an analytical description of the shape of the PSF, under 
the weak scattering assumption, using the phase spectrum model described above.  
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The description splits the PSF into the sum of a mainlobe plus sidelobes, with the sidelobe 
shape, or sidelobe function (SLF), given by the Fourier transform of the ionospheric phase 
variation across the synthetic aperture: 
 
𝑆𝐿𝐹(𝑠) = 𝐹{𝜓(𝑥)}, (5.4) 
where s is the position in the image, and 𝜓(𝑥) is the ionospheric modulation on the signal 
received by a SAR. |𝐹{ψ(x)}|2 is equivalent to the phase power spectrum of the ionospheric 
variations received by the SAR. We can instead express this in terms of the phase power 
spectrum in the phase screen by making the substitution: 
 
𝜓(𝑥) = 2𝜙(𝑥/𝛾) (5.5) 
where 𝜙(𝑥/𝛾) is the phase variations at the phase screen, with a phase spectrum given by: 
 𝑃𝑆𝐷𝜙(𝑠𝛾) = |𝐹{𝜙(𝑥𝑝)}|
2
 (5.6) 
where 𝑥𝑝 = 𝑥/𝛾 and 𝑠 is the spatial position in the image. The phase variations recorded by the 
SAR are twice that of the phase screen, as the signal traverses the phase screen twice. 𝛾 is a 
factor that accounts for the difference between the velocity of the satellite and the effective 
velocity of the SAR signal across the phase screen. For an isotropic ionosphere and a satellite 
in a circular orbit, 𝛾 = 𝐻𝑆𝐴𝑅/𝐻𝑖𝑜𝑛, where 𝐻𝑆𝐴𝑅 is the altitude of the satellite, and 𝐻𝑖𝑜𝑛 is the 
height of the ionospheric phase screen [Belcher and Cannon, 2014].  
Combining equations (5.4), (5.5) and (5.6) gives: 
 |𝑆𝐿𝐹(𝑠)|
2 = |𝐹{2𝜙(𝑥𝑝)}
𝑑𝑥
𝑑𝑥𝑝
|
2
= 4𝛾2𝑃𝑆𝐷𝜙(𝑠𝛾) (5.7) 
The spatial position in the image 𝑠 can be related to the spatial wavenumber 𝜅 by: 
 𝜅 =
4𝜋𝛾𝑠
𝑅𝜆
 (5.8) 
where R is the radar range [Belcher, 2008a].  
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This substitution, along with the Jacobian 
𝑑𝜅
𝑑(𝑠𝛾)
 to account for the change in variables gives: 
 |𝑆𝐿𝐹(𝑠)|
2 =
4𝛾24𝜋
𝑅𝜆
𝑃𝑆𝐷𝜙(𝜅) (5.9) 
If we express the sidelobe function in units of resolution cells 𝑟 rather than metres, (𝑟 = 𝑠/𝜌𝑎𝑧), 
the relationship between spatial wavenumber and position in the image is given by: 
 
𝜅 = 𝑟𝜅𝐶 , (5.10) 
where 𝜅𝐶 = 2𝜋/𝐿𝐶  is the spatial wavenumber of the projection of the synthetic aperture length 
onto the phase screen, 𝐿𝐶. 𝐿𝐶 is related to the length of the synthetic aperture 𝐿𝑆𝐴 as 
𝐿𝑆𝐴
𝐿𝐶
= 𝛾.  
The sidelobe function is then given by: 
 
|𝑆𝐿𝐹(𝑟)|2 = 4𝛾𝜅𝐶𝑃𝑆𝐷𝜙(𝑟𝜅𝐶). (5.11) 
Combining equations (5.1) and (5.11) gives: 
 
|𝑆𝐿𝐹(𝑟)|2 = 4𝛾𝜅𝐶𝑇
′ (√(
2𝜋
𝑙0
)
2
+ (
2𝜋𝑟
𝐿𝐶
)
2
)
−𝑝
= 4𝛾𝜅𝐶𝑇
′  (
2𝜋
𝐿𝐶
)
−𝑝
(√(
𝐿𝐶
𝑙0
)
2
+ 𝑟2)
−𝑝
  
(5.12) 
Rearranging further gives: 
 
|𝑆𝐿𝐹(𝑟)|2 = 𝑇𝑆𝐿𝐹 (√𝑟0
2 + 𝑟2)
−𝑝
, (5.13) 
where 𝑟0 =
𝐿𝐶
𝑙0
 and 𝑟 is the number of resolution cells away from the mainlobe. 𝑇𝑆𝐿𝐹 is given 
by: 
 
𝑇𝑆𝐿𝐹 = 4𝛾 [𝜅𝐶
1−𝑝𝐺 𝑠𝑒𝑐(𝜃) (𝑟𝑒𝜆)
2
√𝜋𝛤 (
𝑝
2)
(2𝜋)2𝛤 (
𝑝 + 1
2 )
(
2𝜋
1000
)
𝑝+1
] 𝐶𝑘𝐿. (5.14) 
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A fit of Equation (5.13) to the SLF data renders 𝑇𝑆𝐿𝐹 and 𝑝  which in turn, with knowledge of 
the propagation geometry, gives  𝐶𝑘𝐿 via Equation (5.14). 
5.2 Experiment 
PSF data was collected using PALSAR-2, an L-band space-based SAR carried by the Advanced 
Land Observing Satellite 2 (ALOS-2) in combination with two trihedral corner reflectors. Initial 
results from the corner reflector measurements were presented in Belcher et al. [2015]. 
The main technical characteristics of the radar are described in Table 5.1, whilst the orbital 
details of ALOS-2 are described in Table 5.2. All of the PALSAR-2 data used in this work 
correspond to the radar in spotlight mode, which gives the highest resolution data. The orbit of 
ALOS-2 is sun-synchronous, with a 14-day repeat cycle; in each cycle there are 207 different 
ground tracks. 
Table 5.1: PALSAR-2 radar parameters. 
Centre frequency 1257.5 MHz 
PRF 1-6 kHz 
Antenna length 10.0 x 3.0 m (azimuth x elevation) 
Look direction 6.1 kW 
Maximum range 1160 km 
Radar modes Spotlight Strip-map (Ultra-fine) Strip-map (High) 
Resolution (along-track) 1 m 3 m 6 m 
Resolution (slant range) 3 m 3 m 6 m 
Incidence angles 8-70° 8-70° 8-70° 
Swath size 25 x 25 km 50 km 50 km 
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Table 5.2: ALOS-2 orbit characteristics. 
Altitude (above mean equatorial radius) 628 km 
Inclination angle 97.92° 
Orbital time period 97.39 minutes 
Local time of equator crossing 00:00 (ascending) 
Repeat cycle 14 days, 207 orbits 
Longitude offset of track #1 25.815° West 
Orbit duty cycle 50% 
 
To measure the PSF, two trihedral corner reflectors with sides of length 5 m (giving a radar 
cross section of 47 dBm2) were used.  The two corner reflectors (Figure 5.1) were deployed on 
Ascension Island, which is located in the South Atlantic Ocean (7.9°S, 14.8°W). The corner 
reflector locations are shown in Figure 5.2 (red triangles) - one on the west side of the island, 
looking west, and one on the east side of the island, looking east. This configuration allowed 
measurements of the PSF to be made for both east and west looking PALSAR-2 passes. The 
corner reflectors were deployed from April 2014 – April 2015 with the first data collect 
occurring on 18 August 2014 close to the start of the Atlantic sector scintillation season. 
 Figure 5.1: Left: eastward looking corner reflector at Devil’s Ashpit and right: 
westward looking corner reflector at Long Beach. 
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Figure 5.2: Map of Ascension Island showing corner reflector locations. 
Ascension Island is located within the ionospheric equatorial region where electron density 
irregularities that cause scintillation form in the post-sunset hours, mainly between 21 – 00 LT 
[Aarons, 1982], but with some scintillation effects both before and after these times. PALSAR-2 
images Ascension Island between 00 LT and 02 LT, which, while not ideal, still provides good 
opportunities for measuring scintillation effects. 
Ascension Island was imaged by PALSAR-2 in a number of different ground tracks with 
various slant ranges and incidence angles. The radar cross section (RCS) of the corner reflectors 
peaks at an incidence angle of 45°, but the RCS remains high to ~±30°. Since PALSAR-2 
imagery is formed at incidence angles between 8° and 70°, the response from the corner 
reflectors is easily identifiable in every image. 
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Table 5.3: Corner reflector location details. 
 EAST CORNER 
REFLECTOR 
WEST CORNER 
REFLECTOR 
Boresight bearing (w.r.t true North) 80° 260° 
Boresight elevation  45° 45° 
Latitude -7. 9542 19° -7. 9142 54° 
Longitude -14. 3262 05° -14. 4020 36° 
Altitude 548.32 m 42.06 m 
Location accuracy Position: ~10 cm, Angles: ~1° 
Coordinate system WGS-84 
 
5.3 Island Images 
A total of 76 images of the island were collected of which 61 were collected on the westward 
looking corner reflector and 15 were collected on the eastward corner reflector. The former is 
better for seeing scintillation effects as it looks at an ionosphere at an earlier local time. The 
data set provides a good sampling of ionospheric activity and a good sample of the scintillation 
season on Ascension Island (see 0) for a list of the images used here). A whole island image is 
shown in Figure 5.3.  
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Figure 5.3: Whole island image (2014-08-18, no scintillation) 
5.4 PSF Measurement Results 
The PALSAR-2 images were obtained for both east and west looking passes at a range of 
incidence angles. The PSF was measured by identifying the corner reflector in the image, and 
extracting a strip of intensity values in the along-track direction, centred on the mainlobe (as 
determined by the pixel with the highest intensity). The sidelobes were averaged to produce a 
one-sided distribution. 
The theoretical sidelobe function (Equation (5.12)) was fitted to the sidelobes of the measured 
point spread function. For curve fitting purposes the sidelobes were defined as being those 
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points that were no more than 35 dB below the mainlobe peak (to avoid contamination by 
noise), and at least 3 resolution cells away from the mainlobe peak resolution cell (to avoid 
contamination by the mainlobe). The constant of proportionality, 𝑇𝑆𝐿𝐹, and the spectral slope, 
𝑝, were the free parameters of the fit, which was performed by minimising the chi-square 
statistic. 𝑇𝑆𝐿𝐹 is a strength parameter, related to the intensity of the corner reflector response at 
resolution cell 𝑟 = 1, i.e. the intercept of the fit, whilst 𝑝  is goverened by the rate at which the 
sidelobe level drops off away from the mainlobe. Six sample PSFs are shown here, with the rest 
shown in Appendix B. In contrast with the synthesized PSFs shown in Section 4, these PSF 
plots show a one-sided PSF (the sidelobes on each side of the mainlobe are averaged together), 
using a log-scale for the distance from the mainlobe in resolution cells. 
The results are normalised to the peak of the mainlobe which varies from plot to plot. 
Theoretically, the RCS of the corner reflector for a signal incident along the boresight of the 
corner reflector) is 47 dBm and can be directly related to the along-track PSFs shown here since 
the data has a resolution of 1m. The experimental values, however, never exceed 37 dBm using 
the calibration supplied by the satellite operator (the Japan Aerospace Exploration Agency). 
Some of this discrepancy may be explained by sub-optimal incidence angles but is 
inconsequential in the following analysis since the sidelobe function is defined in relative terms 
only.  
Figure 5.4 and Figure 5.5 show the measured point spread function from the corner reflector on 
the west side of Ascension Island unaffected by ionospheric scintillation. A clear mainlobe can 
be seen, with a 3dB width of one resolution cell, and a 35 dB width of eight resolution cells. 
The dashed lines in these and following figures describe the sidelobe function that might be 
expected as a consequence of the ionospheric distortion (Equation (5.12)). However, the low 
level of the extended sidelobe structure and the high values of p both serve to illustrate that 
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there has been little to no ionospheric impact and that the values of  𝑇𝑆𝐿𝐹 and 𝐶𝑘𝐿 should be 
disregarded. 
In contrast, Figure 5.6 shows the effect of the ionosphere on the PSF.  Compared to Figure 5.4 
and Figure 5.5, more of the point spread function lies above -35 dB (that is the level of the 
sidelobes in comparison to the mainlobe is relatively low). The fitted sidelobe function (dashed 
line) provides 𝑇𝑆𝐿𝐹 = 2.24 dB and 𝑝 = 2.67 and using the relationship of 𝑇𝑆𝐿𝐹 and 𝑝 to 𝐶𝑘𝐿 
(Equation (5.14)), the value of log10 𝐶𝑘𝐿 = 32.25.  
Other points to note: 
 The amplitude of the mainlobe is affected by scintillation due to power being “scattered” 
into the sidelobes. Figure 5.7 and Figure 5.8 show PSFs recorded at the same incidence 
angle, but in the latter plot the intensity of the mainlobe response is reduced by ~7 dB, 
whilst the corresponding 𝐶𝑘𝐿 value is higher.   
 At incidence angles significantly different from optimum the dynamic range is reduced. 
As an example, in Figure 5.9 where the incidence angle is only ~12° the mainlobe 
intensity is only 21 dBm2 and the dynamic range is low.  
The majority of the phase spectral index values returned by the theoretical fit to the sidelobes 
lay between 1 and 3 (Figure 5.10). However, some large p values were returned (see for example 
Figure 5.5) when the ionospheric distortion was below the measurement capability of the 
experiment.  
If all of the data (76 points) – even when implausible p values are returned – are included, 
log10 𝐶𝑘𝐿 ranged from 25.9 to 35.3 (Figure 5.11). However, as already discussed very high p 
values are indicative of no or little ionospheric distortion and it is therefore fair to exclude these 
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points. In this analysis we have placed the threshold at a p value of five which is consistent with 
the GPS measurements which are reported in the next section. 
Excluding p-values larger than five reduced the data set from 76 points to 60 points. That is, of 
the data analysed 21% of the time the technique was unable to measure any ionospheric effects. 
Of the 60 points where the technique was able to quantify ionospheric distortion, log10 𝐶𝑘𝐿 
ranged from 30.7 to 35.0 (Figure 5.12).  
This range of values is consistent with 𝐶𝑘𝐿 values predicted by the Wideband Model for the 
post-sunset period near Ascension Island – see for example  [Rogers et al., 2014b] - and is 
highly suggestive that both the theory and the associated experimental technique work. 
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Figure 5.4: West corner reflector response, 2014-08-18 01:47. 
 
Figure 5.5: West corner reflector response, 2014-08-22, 01:33. 
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Figure 5.6: West corner reflector response, 2014-11-14 01:33 
 
Figure 5.7: West corner reflector response 2014-10-02 01:12 
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Figure 5.8: West corner reflector response, 2014-11-13 01:12 
 
Figure 5.9: West corner reflector response, 2015-01-31 01:06 
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Figure 5.10: Histogram of phase spectral index (p) values from fit of theoretical sidelobe 
function to measured corner reflector response. 
 
Figure 5.11: Histogram of CkL values from fit of theoretical sidelobe function to measured 
corner reflector response (all p values). 
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Figure 5.12: Histogram of CkL values from fit of theoretical sidelobe function to measured 
corner reflector response (p ≤ 5). 
5.5 Comparison with GPS CkL Results 
Having demonstrated that the corner reflector renders plausible p and 𝐶𝑘𝐿 measurements a one-
to-one validation approach was sought based on measurements of GPS signals with similar, and 
preferably close to identical, IPPs. To do this 50 Hz GPS carrier phase data from a dual-
frequency Septentrio PolaRx4 PRO GNSS receiver with an external Rubidium clock located 
7.7 km from the west corner reflector and 4.2 km from the east corner reflector was used.  
Rather than use the standard thirty or sixty second average for the calculation of 𝐶𝑘𝐿, six 
hundred seconds of dual-frequency phase data was used. Assuming a GPS IPP velocity of 
~100 m/s (including the effects of drift velocity and an anisotropic ionosphere), this gives a 
scan length across the phase screen of 60 km – similar to the scan distance of the PALSAR-2 
IPP in spotlight mode (~50 km).  
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For each corner reflector measurement data from the GPS satellite with an IPP closest to the 
IPP of PALSAR-2 was used. In each case, the phase time series was centred at the time at which 
PALSAR-2 was broadside to the centre of the corresponding image.  
The raw GPS data was processed in the manner described by Mannix et al.[2016]. Slant total 
electron content values were calculated through differencing of the raw GPS L1 and L2 phase, 
and these values were converted to the equivalent phase advance to give a phase time series.  
This removed the effects of the satellite motion on the phase. Further, a quadratic and linear 
component were removed from the 600 s phase time series, a procedure analogous to that which 
would be performed during the SAR imaging process. 
The ionospheric variations in the GPS phase are measurements of the ionospheric phase screen 
as described in Section 5.1.1. As such, the phase spectrum is described in the same manner 
[Rino, 1979a]: 
 
𝜙(𝑓) = 𝑇𝐺𝑃𝑆𝑓
−𝑝𝐺𝑃𝑆 , (5.15) 
where 𝑝𝐺𝑃𝑆 is the phase spectral index and 𝑇𝐺𝑃𝑆 is given by: 
 
𝑇𝐺𝑃𝑆 = 𝑟𝑒
2𝜆2𝐿 𝑠𝑒𝑐 𝜃 𝐺𝐶𝑠
√𝜋
(2𝜋)𝑝𝐺𝑃𝑆−1
𝛤 (
𝑝𝐺𝑃𝑆
2 )
𝛤 (
𝑝𝐺𝑃𝑆 + 1
2 )
𝜈𝑒𝑓𝑓
𝑝𝐺𝑃𝑆−1, (5.16) 
where 𝜈𝑒𝑓𝑓 is the effective velocity of the GPS IPP across the phase screen, and all other 
symbols are as used in Section 5.1.1. This describes the power spectrum in the time domain, 
which is more natural for the GPS data, and it has been assumed that the frequencies involved 
are such that the outer scale frequency can be ignored. 
A linear least-squares fit in log-log space to the power spectrum between 0.05 Hz and 1 Hz was 
performed to determine values for 𝑇𝐺𝑃𝑆 (the value of the power spectrum at 1 Hz) and 𝑝𝐺𝑃𝑆 (the 
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slope). In the following analysis, the quantity 𝑝 referred to in Sections 5.1 and 5.2 will be 
denoted as 𝑝𝐶𝑅 to avoid confusion with 𝑝𝐺𝑃𝑆. 
A series of example GPS phase power spectral density plots (PSD) are shown in Figure 5.13 - 
Figure 5.16. Although the absolute level of the PSD values changes between each plot, there is 
very little variation in the slope of the red fitted line, with the great majority of 𝑝𝐺𝑃𝑆 values 
lying between 2 and 3 (Figure 5.17).  
In contrast to the 𝐶𝑘𝐿 values determined from the corner reflector (Figure 5.11), the GPS 𝐶𝑘𝐿 
values fall within a much smaller range (Figure 5.18). However, by inspection of the CR 
responses it was noted that higher 𝑝𝐶𝑅 values appeared to correspond with a lack of visible 
ionospheric effects. As such the 𝑝𝐶𝑅 values produced by the fit to the sidelobe functions were 
not meaningful and contaminate the analysis. An upper limit of 𝑝𝐶𝑅 = 5 was chosen by 
inspection of the CR plots to exclude any 𝑝𝐶𝑅 values that were produced from non-
ionospherically disturbed CR responses (Figure 5.12). When this limit is applied, the GPS and 
corner reflector 𝐶𝑘𝐿 distributions are similar.  
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Figure 5.13: GPS phase power spectral density - GPS SVID 5 - 2014/10/01 
 
Figure 5.14: GPS phase power spectral density - GPS SVID 25 - 2014/10/03 
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Figure 5.15: GPS phase power spectral density - GPS SVID 5 - 2014/10/05 
 
Figure 5.16: GPS phase power spectral density - GPS SVID 11 - 2015/02/02 
 
89 
 
 
Figure 5.17: Histogram of p values from fit to measured GPS phase power spectral density. 
 
Figure 5.18: Histogram of CkL values from fit to measured GPS phase power spectral 
density. 
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Figure 5.19: Comparison of CR and GPS values (CR p ≤ 5). 
A point-by-point comparison of the 𝐶𝑘𝐿 values (𝑝𝐶𝑅  >  5 excluded) for the two techniques is 
shown in Figure 5.19.  Ideally the inter-comparison would follow the diagonal, but there is 
evidently a wide spread in the data points, with a least-squares linear fit slope of 0.62 ± 0.24 
(the least absolute deviation slope is 0.73), and a Spearman’s 𝜌 correlation between the two 
datasets of only 0.58 (the upper and lower limits of the 95% confidence interval for this 
correlation are shown in brackets on the plot). The horizontal error bars describe the impact of 
varying the unknown ionospheric drift velocity from 50 ms-1 to 150 ms-1. 
On further inspection, it was noted that the numerous points in the top-left region (below 33 on 
the abscissa, and above 33 on the ordinate) were associated with measurements at incidence 
angles below 30° (that is close to the vertical). The low dynamic range observed in the corner 
reflector response at incidence angles below 30° (Section 5.4), suggests that the signal-to-clutter 
ratio is too low to accurately measure the sidelobe structure, and these points were excluded to 
give Figure 5.20.  
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Figure 5.20: Comparison of CR and GPS CkL values (CR p ≤ 5, incidence angles > 30°). 
The agreement between the two datasets is now much better, with a least-squares slope of 0.75 
± 0.28 (0.80 from a least absolute deviation fit), and an increased correlation coefficient of 0.66. 
Some of the discrepancy is likely due to the IPP separation between the GPS and radar ray paths 
which varies between 100 – 500 km. No correlation could be found between the IPP separation 
distance (either absolute or east-west component) and the magnitude of the difference between 
corresponding 𝐶𝑘𝐿 values. However, this is probably not surprising. Section 4 has shown that 
spatial extrapolation of the PSF for L-band signals can only be achieved over a few kilometres. 
Likewise, van de Kamp et al. [2009] undertook measurements at 150 MHz and 400 MHz and 
found significant variations in signal phase over distance of 100 m to 10 km, which is indicative 
of temporal and spatial variations over the same distances. Much of the random error between 
the two data sets can thus be explained. However, the calibration error between the two data 
sets – which may be either a systematic offset or a problem with drawing conclusions from a 
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relatively small non-stationary data set - is perplexing. A number of investigations were 
consequently pursued. 
Phase spectral index filtering 
Figure 5.21 shows a comparison for the two sets of p values, subject to excising those points 
where 𝑝𝐶𝑅 > 5 and where the incidence angle is > 30°. 
 
Figure 5.21: Comparison of CR and GPS phase spectral index, p-values (600 s phase power 
spectrum). 
Surprisingly, the 𝑝𝐺𝑃𝑆 values are almost all in the small range 1.9 - 2.3, whereas the 𝑝𝐶𝑅 values 
are spread across the range 0.0 - 5.0. Filtering the data further to include only 𝐶𝑘𝐿 values where 
𝑝𝐶𝑅 lies between 1.5 and 3 was explored but is not helpful (Figure 5.22). This more aggressive 
filtering has mainly resulted in the removal of a cluster of points around  log10𝐶𝑘𝐿𝐺𝑃𝑆 = 33  
and  log10𝐶𝑘𝐿𝐶𝑅 = 32 and has had no significant impact on the relationship between the two 
datasets.  
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Figure 5.22: Comparison of CR and GPS CkL values (CR p < 3 and CR p > 1.5, 
incidence angles > 30°). 
Inspection of Outliers 
There are some clear outliers in Figure 5.20, but examination of the GPS PSD for each of the 
outlying points showed no characteristics clearly different from the other PSDs. As noted 
previously, the slope of the GPS PSD (𝑝𝐺𝑃𝑆), was very consistent across all of the data.  
GPS Averaging Period 
The effect of reducing the time over which the GPS PSD is calculated to (a more conventional) 
30 s is shown in Figure 5.23. In contrast to Figure 5.21 there is now a spread of 𝑝𝐺𝑃𝑆 values, as 
well as 𝑝𝐶𝑅 values.  
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Figure 5.23: Comparison of CR and GPS phase spectral index, p, values (30 s phase power 
spectrum). 
It is worth considering this in more detail. Regions of the ionosphere containing irregularities 
typically extend 100 km east-west and over 2000 km north-south direction [Aarons, 1982]. 
Within this region, the irregularities that cause scintillation extend over ~10 km or less [Basu 
et al., 1978]. Numerous measurements have also shown that the median p value is ~2.5 [Basu 
et al., 1987]. Consider first a static irregularity field where p is generally close to 2.5, but where 
a few irregularities exhibit a p value that is significantly higher or lower. Then the very long 
GPS integration time of 600 s used in this analysis (and corresponding to ~60 km) will wash 
out the extreme values to give an average close to the accepted value of ~2.5. Only by reducing 
the integration time to 30s can these extreme p values be seen. 
This, however, leaves a dichotomy. Given that the corner reflector PSDs and the 600 s GPS 
PSDs measure similar spatial scales they should exhibit similar ranges of p values. The solution 
lies in recognising that the composition of the ionosphere changes with time. The corner 
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reflector data is collected over ~10 s, and so conditions in the ionosphere are effectively frozen 
– there is no temporal variation. However, during the 600 s GPS data collection temporal 
evolution of the ionosphere is inevitable. Thus, the 𝑝𝐺𝑃𝑆 values measured from 600 s of phase 
data converge towards mean values, and this accounts for the small range when compared to 
the 𝑝𝐶𝑅 values. 
This discussion explains Figure 5.21 but it has further ramifications because it illustrates that 
the corner reflector GPS inter-comparison is not a wholly fair test because in the one case (the 
CR) the measurement is an instantaneous measurement across the 60 km aperture and in the 
other case (GPS) the measurement is an average over time and space.  
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5.6 Conclusions 
An analytical description of the shape of the sidelobes of a SAR point spread function affected 
by ionospheric phase scintillation was successfully fitted to the measured sidelobe function. 
The phase spectral index values produced by the fits are good, with most lying between 1 and 
3 (Figure 5.10), with a median value of 2.61, consistent with previous measurements [Basu et 
al., 1987]. Excluding any fits with 𝑝 > 5 because they are anomalous, the 𝐶𝑘𝐿 values ranged 
between 30.7 and 35.0, with the majority between 32-35, consistent with the values predicted 
by WBMOD, [Secan et al., 1995; Rogers et al., 2014b]. 
The 𝐶𝑘𝐿 values derived from the corner reflector sidelobe fits were compared to 𝐶𝑘𝐿 values 
derived the phase spectrum of the GPS signal with a path closest to the SAR signal path. The 
correlation (Spearman’s 𝜌) between the two sets of 𝐶𝑘𝐿 values was 0.66. The reasons for the 
lack of strong correlation were explored, and an explanation proposed, based on both non-
coincident ray paths and the temporal averaging of the GPS data as opposed to the near 
instantaneous snapshot of the ionosphere using the SAR. That there is a good correlation 
between the two techniques provides confidence in the 𝐶𝑘𝐿 values derived from the 
measurement of the point spread function. 
Whilst the closest GPS signal path to the SAR signal path was chosen (with the aim of 
maximising the correlation between the two signals), the separation of the two signal paths 
ranged between 100 – 500 km. Ionospheric irregularities are not correlated over these distances 
(the results given in Section 4.5 suggest a maximum correlation distance of ~3 km in the 
ionosphere).  
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The difference in temporal scales between the two techniques was considered as the cause of 
some of the discrepancy between the CR and GPS measurements because the irregularities that 
cause scintillation evolve on timescales of ~10 minutes [Basu et al., 1978].  
However, the contrasting temporal scales suggest that the CR measurements could offer a useful 
new perspective for ionospheric monitoring. GNSS monitoring effectively averages the signal 
received over a typical period of thirty to sixty seconds. In the equatorial regions ionospheric 
drift in the west-east direction can reach up to 100 ms-1 in the evening, and the irregularities 
extend to 100 km in the magnetic north-south direction, and 2000 km in the magnetic east-west. 
The GNSS IPP trajectory is typically inclined the long axis of the irregularities (along the 
geomagnetic field lines), and so a 30/60 second duration measurement will average down the 
estimates of 𝐶𝑘𝐿. 
Despite the SAR measurements taking only ten seconds to collect, the SAR IPP travels ~30 km 
across the phase screen in that time. However, as the satellite operates in a near polar orbit, and 
the irregularities are elongated in the north-south direction, this should cause little averaging. 
The CR-derived 𝐶𝑘𝐿 measurements appear to be sensitive down to a log 𝐶𝑘𝐿 of ~31. The upper 
limit is not clear from these results, but the theory underpinning this approach assumes weak 
scattering, and the same applies for the GPS measurements. The data shown in Figure 19 of 
[Carrano et al., 2012a] shows that the crossover from weak to strong scatter occurs around 
𝐶𝑘𝐿 = 5 × 10
34 for L-band systems. It might therefore be expected that this new L-band SAR 
technique will exhibit a similar limitation. 
A potential limitation for the wide application of this technique is the use of large (5 m) corner 
reflectors. It would clearly be more convenient to use smaller corner reflectors, or indeed corner 
reflectors of opportunity. The RCS of the trihedral reflector scales as length to the fourth power, 
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and there is a linear relationship between 𝑇𝑆𝐿𝐹 and 𝐶𝑘𝐿  (Equation (5.14)). If the length of the 
corner reflector were halved to 2.5 m, the threshold sensitivity would increase by 1.2 to a 
log 𝐶𝑘𝐿 of ~32 - a still useful lower threshold. 
This technique is in the early stages of validation, but it potentially offers several new scientific 
opportunities. For example, an array of small, cheap passive corner reflectors distributed over 
a wide (10 km or more) area might enable the measurement of the distribution of irregularities 
within the ionosphere. This would present a relatively inexpensive alternative to current 
methods of achieving this, such as incoherent scatter radar. 
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6 DERIVING IONOSPHERIC SCINTILLATION PARAMETERS FROM 
SAR SIGNALS – IMAGES 
Section 5 has shown how a direct measurement of the SAR point spread function (PSF) can be 
used to estimate the strength of ionospheric turbulence, 𝐶𝑘𝐿. However, this technique is 
dependent on the existence of a bright point target in the image such as a corner reflector (CR) 
– a severe practical restriction. What is needed is a SAR technique which enables the 
measurement of 𝐶𝑘𝐿 without recourse to the deployment or identification of point targets. 
As a consequence of its impact on the SAR PSF phase scintillation can reduce the image 
contrast of space-based SAR operating at L-band and below and can even defocus the entire 
image [Rino and Gonzalez, 1983; Belcher and Cannon, 2014].  Belcher and Cannon [2013] 
quantified this degradation of the PSF through an analysis of the radar clutter statistics and 
related those statistics to 𝐶𝑘𝐿. In the undisturbed case these statistics are controlled by the 
statistics of the ground clutter only; in the disturbed case the statistics are an aggregation of the 
ground clutter and the impact that the ionospheric irregularities have on the SAR PSF. 
This chapter will test the relationship developed by Belcher and Cannon [2013] to determine 
𝐶𝑘𝐿. from images of natural clutter in PALSAR-2 images of Ascension Island, which lies in 
the South Atlantic. This requires the comparison of two images, one displaying the effects of 
scintillation and a ‘baseline’ image unaffected by scintillation. The disturbed clutter statistics 
will be compared with those from an image unaffected by scintillation, and the results used to 
derive 𝐶𝑘𝐿. These values will then be compared with 𝐶𝑘𝐿 values derived from measurements 
of the SAR PSF derived from two trihedral corner reflectors deployed on the island and already 
reported in the previous chapter. 
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The technique requires regions where the ground clutter is homogeneous and random, for 
example grass, desert and natural woods and forests. These are of course widespread, and thus 
this technique may provide a new method for scintillation monitoring. 
6.1 Statistics of natural clutter 
Images of natural radar clutter are well described using a product, or compound model [Ward, 
1981]. Under this approach, the imaged clutter is modelled as the product of the slowly-varying 
gamma distributed radar cross-section (RCS), with a zero mean complex Gaussian. The 
complex Gaussian represents the ‘speckle’ noise that is inherent in coherent imaging systems 
[Oliver, 1991]. When the gamma distribution RCS is combined with the speckle contribution 
under the product model, the intensity of the clutter in the image is described by a K-distribution 
[Oliver and Quegan, 2004a], with an order parameter 𝜈 and mean 𝜇. The K-distribution has a 
probability density function (PDF) given by: 
 
𝑝(𝐼) =
2𝑏
𝛤(𝜈)
(√𝑏𝐼)
𝜈−1
𝐾𝜈−1(2√𝑏𝐼) (6.1) 
where 𝑏 = 𝜈/𝜇, Γ(𝑥) represents the gamma function, and 𝐾𝑛(𝑥) represents the modified Bessel 
function of the second kind.  
The order parameter 𝜈 determines the ‘smoothness’ of the distribution. As 𝜈 tends to infinity 
the PDF becomes a negative exponential distribution, indicating that the PDF is completely 
dominated by the speckle intensity. As the order parameter reduces, more intensities occur at 
higher values, and so the image is ‘spikier’. This corresponds with the visibility of the 
underlying terrain structure in addition to the speckle contribution. Figure 6.1  illustrates the 
effect of the order parameter on the shape of the K-distribution. 
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Figure 6.1: Effect of order parameter on K-distribution 
6.2 Effect of the ionosphere on clutter statistics 
The final image produced by a SAR is the convolution of the ionospherically degraded PSF 
with the underlying RCS of the scene. When the ionosphere is quiescent, and there is no phase 
scintillation, the PSF is a delta-like function, and thus it has no impact on the image. When the 
ionosphere is disturbed the phase scintillation introduces sidelobes to the PSF (see Section 5 
and Appendix C for a full theoretical description). Because the scene is convolved with the 
ionospheric PSF, this means that each resolution cell, or pixel, in the image contains 
contributions from adjacent and close resolution cells. In an area of natural clutter this means 
that the measured cell intensity is the sum of samples from a gamma distribution.  
The characteristic function (the Fourier transform of the PDF) of the gamma distribution is: 
 
𝐶𝐹 (𝜔) = (1 − 𝑖𝜔𝜇)
−𝜈 . (6.2) 
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Adding two independent samples from the same gamma distribution results in a gamma-
distributed random variable with the same mean, but a doubled order parameter when compared 
to the original gamma distribution. That is: 
 
𝐶𝑋+𝑌 (𝜔) = 𝐶𝑋 (𝜔)𝐶𝑌 (𝜔) = (1 − 𝑖𝜔𝜇)
−2𝜈 . (6.3) 
Assuming an ionospherically degraded PSF consisting of a delta function mainlobe and 
Gaussian sidelobes [Belcher and Cannon, 2014], each pixel is the sum of contributions from 
adjacent and close resolution cells the order parameter 𝜈 is modified by an amount dependent 
on the number of contributing pixels (samples), i.e. 𝜈𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 = 𝜈𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠. The number of 
contributing samples is dependent on the correlation statistics of the underlying clutter, and the 
level of the sidelobes of the ionospherically degraded PSF. The correlation length, 𝑙𝑟, of the 
underlying clutter dictates at what distance a new independent sample of the gamma distribution 
occurs, whilst the sidelobe level governs the distance at which nearby resolution cells cease 
contributing to a given cell. Thus a measure of the number of samples can be obtained by 
integrating over the normalised sidelobe function (to give the number of resolution cells that 
contribute to a given cell), and dividing by the correlation length in resolution cells (to provide 
the number of independent samples provided by those resolution cells). The integral over the 
sidelobe function is called 𝜎𝑆𝐿𝐹
2 , 
 
𝜎𝑆𝐿𝐹
2 = ∫ |𝑆𝐿𝐹(𝑟)|2 𝑑𝑟
∞
−∞
. (6.4) 
Thus, in the disturbed case the disturbed order parameter, 𝜈𝑑 is related to the undisturbed, 𝜈𝑢, 
by: 
 
𝜈𝑑 = 𝜈𝑢 (1 +
𝜎𝑆𝐿𝐹
2
𝑙𝑟
). (6.5) 
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Here it has initially been assumed that every sample added to the sum is independent of the 
others, i.e. the correlation length 𝑙𝑟 is set to 1.  
Since power must be conserved between the disturbed and undisturbed point spread function, 
any increase in sidelobe levels due to the ionosphere must result in a corresponding loss of 
power from the mainlobe. Belcher and Cannon [2013] show that this theoretically results in a 
reduction in the mean clutter intensity, but find that this effect is counteracted by a mean 
increase in intensity due to the addition of ionospheric noise. Consequently, Belcher and 
Cannon [2013] find that combining the ionospherically disturbed gamma distribution with the 
speckle contribution under the product model, results in an a K-distribution of intensity in the 
image, with an unchanged mean and an identically increased order parameter, relative to the 
undisturbed case (see Appendix C for a more detailed theoretical description). 
Consequently, by selecting an appropriate part of an image and by measuring both the order 
parameter when the ionosphere is undisturbed (to provide a reference value) and the order 
parameter when the ionosphere is disturbed, the disturbed sidelobe function can be calculated. 
This can, in turn, be used to determine  𝐶𝑘𝐿  by considering the following. 
Section 5, following the work of Rino [1979a] and Belcher and Rodgers [2009] described the 
analytical form of the sidelobe function: 
 
〈|𝑆𝐿𝐹(𝑟)|2 〉 = 𝑇𝑆𝐿𝐹 (√𝑟0
2 + 𝑟2)
−𝑝
. (6.6) 
Here 𝑇𝑆𝐿𝐹 is a constant defined by: 
 
𝑇𝑆𝐿𝐹 = 4𝛾 [𝜅𝐶
1−𝑝𝐺 𝑠𝑒𝑐(𝜃) (𝑟𝑒𝜆)
2
√𝜋𝛤 (
𝑝
2)
(2𝜋)2𝛤 (
𝑝 + 1
2 )
(
2𝜋
1000
)
𝑝+1
] 𝐶𝑘𝐿, (6.7) 
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where 𝛾 is a constant that accounts for the difference between the velocity of the radar, and the 
effective velocity of the signal ionospheric pierce point (IPP) as it travels across the phase 
screen [Belcher and Cannon, 2014], 𝜅𝐶 =
2𝜋
𝐿𝐶
, 𝐿𝐶 is the length of the SAR IPP track on the 
ionospheric phase screen, 𝐺 is a factor that depends on the propagation geometry, 𝜃 is the 
incidence angle to the ionosphere, 𝑟𝑒 is the classical electron radius, 𝜆 is the wavelength of the 
signal, 𝑝 is the power spectral index of the power spectrum describing the phase scintillation, 
and 𝐶𝑘𝐿 is defined as the strength of the vertically-integrated spatial spectrum of the 
irregularities at a scale size of 1 km. 
Assuming that the sidelobe function is symmetric, and using the identity: 
 
∫
𝑑𝑥
(𝑎2 + 𝑥2)
𝑝
2
∞
0
= √𝜋(𝑎2)
1−
𝑝
2𝛤 (
𝑝 − 1
2
), (6.8) 
it can be shown that 𝜎𝑆𝐿𝐹
2  is directly proportional to 𝐶𝑘𝐿 [Belcher and Cannon, 2013]: 
 
𝜎𝑆𝐿𝐹
2 = 4𝜋𝛾𝐺 𝑠𝑒𝑐 𝜃 (𝑟𝑒𝜆0)
2
𝛤 (
𝑝 − 1
2 )
𝛤 (
𝑝 + 1
2 )
10−6 (
𝑙0
1000
)
𝑝−1
𝐶𝑘𝐿. (6.9) 
Thus, measuring the change in the observed order parameter of the intensity distribution of 
natural clutter between an ionospherically disturbed and undisturbed SAR image allows the 
estimation of 𝜎𝑆𝐿𝐹
2 , and hence 𝐶𝑘𝐿. 
6.3 PALSAR-2 Data 
The images used in this chapter were collected using PALSAR-2, the technical characteristics 
of which are described in Section 5. The 14-day repeat cycle of the ALOS-2 orbit facilitates the 
image comparison technique described above – for a given ground track, the radar images the 
same area.  For the purposes of measuring the clutter statistics three areas of natural clutter were 
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identified on Ascension Island referred to as west, east and central and marked on the map 
(Figure 6.2) as blue circles. 
The SAR data are the same as those previously analysed in the context of the corner reflectors 
(Section 5) and are marked as red triangles in Figure 6.2. The clutter locations to the west and 
east of the island were chosen primarily for their proximity to these corner reflectors, and 
secondarily according to areas of appropriate (i.e. homogenous and lacking in underling 
features) terrain. The clutter areas were all rocky in nature, with little vegetation. 
 
Figure 6.2: Map of Ascension Island showing clutter locations (blue circles indicate 
selected areas of clutter and the red triangles indicate the location of the corner reflectors). 
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6.4 Data Analysis 
6.4.1 Clutter measurements 
A total of 76 images of Ascension Island were collected. Of these, 61 were recorded with the 
satellite looking approximately east across the island (illuminating the west corner reflector), 
and 15 looking west (illuminating the east corner reflector).  
The clutter areas were defined by the latitude and longitude of the bottom left corner (Table 
6.1), and had a side length of 200 x 200 resolution cells. The complex pixel values were 
converted to intensity values, and sampling increased by a factor of two in the along-track 
direction to provide Nyquist-sampled intensity values to give a 200 x 400 array of intensity 
values. 
Table 6.1: Locations of clutter areas on Ascension Island 
 
 
 
  
 
Example images of the clutter areas are shown in Figure 6.3 and Figure 6.4 (west clutter), Figure 
6.5 and Figure 6.6 (central clutter), and Figure 6.7 and Figure 6.8 (east clutter). For each area 
the former image is unaffected by scintillation, and the latter is shows moderate effects of 
scintillation. The 200 x 400 sample area is defined by the red box in each image (square as the 
images have been resized to account for the oversampling in the along-track direction). The 
pixel values in these images have undergone histogram equalization and scaling for ease of 
viewing so are not a true reflection of the measured intensity values.  
Clutter 
Location 
Position of bottom 
left corner 
Distance to 
West CR East CR 
West -7.916414, -14.400222 312 m 9170 m 
Central -7.939600, -14.375635 4041 m 5685 m 
East -7.929528, -14.336634 7407 m 2963 m 
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The image pairs for each of the clutter areas clearly show the visual impact scintillation can 
have on the SAR image, with significant blurring occurring in the latter of each pair. The effect 
on the distribution of intensity values is shown in Figure 6.9 and Figure 6.10. Figure 6.9 shows 
the distribution of intensity values from the clutter area shown in Figure 6.3 (no scintillation), 
whilst Figure 6.10 shows the intensity distribution corresponding with Figure 6.4 (affected by 
moderate scintillation). The blue dashed line shows the best-fit (minimising the chi-squared 
statistic) K-distribution to the measured values (red bars), with the fitted order parameter 𝜈 and 
the measured mean intensity 𝜇 for each image shown on the plot. 
The effect of scintillation has clearly been to increase the proportion of pixels with higher 
intensity values, rather than a large majority concentrated at the lowest values. This is reflected 
in an increase in the order parameter of the fitted K-distribution from 1.5 to 7.0.  
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Figure 6.3: West clutter area (2014/08/18, no scintillation).  
 
Figure 6.4: West clutter area (2014/10/27, moderate scintillation). 
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Figure 6.5: Central clutter area (2014/08/18, no scintillation). 
 
Figure 6.6: Central clutter area (2014/10/27, moderate scintillation). 
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Figure 6.7: East clutter area (2014/08/18, no scintillation). 
 
Figure 6.8: East clutter area (2014/10/27, moderate scintillation). 
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Figure 6.9: Histogram of west clutter intensity values (Figure 6.3, 2014/08/18, no 
scintillation) 
 
Figure 6.10: Histogram of west clutter intensity values (Figure 6.4, 2014/10/27, moderate 
scintillation) 
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The order parameter of the observed clutter intensity in each image was estimated using the 
natural-log method of Blacknell and Tough [2001] for ease of computation: 
 𝜈 = [
〈𝐼 𝑙𝑜𝑔 𝐼〉
〈𝐼〉
− 〈𝑙𝑜𝑔 𝐼〉 − 1]
−1
. (6.10) 
From Equation (6.5), calculating the ratio between the order parameter of an image affected by 
scintillation 𝜈𝑑, and the order parameter of an image unaffected by scintillation 𝜈𝑢, allows the 
calculation of 𝜎𝑆𝐿𝐹
2 , and hence 𝐶𝑘𝐿 (Equation (6.9)): 
 
𝜈𝑑
𝜈𝑢
− 1 = 𝜎𝑆𝐿𝐹
2 . (6.11) 
To do this for several images requires the identification of a reference image unaffected by 
scintillation that can act as a baseline measure of the order parameter (𝜈𝑢).  
The images (with fixed pixel sizes) were recorded at a range of incidence angles (Table 6.2) 
and consequently the corresponding areas have slightly different sizes. As such, only data from 
the same incidence angles can be used to calculate the order parameter ratio. Since the order 
parameter of an undisturbed image should be lower than any disturbed image, the baseline order 
parameters for each clutter area, at each incidence angle, were chosen from the image that 
provided the lowest average order parameter from the three clutter patches at that incidence 
angle.  
The 𝐶𝑘𝐿 resulting from the measured 𝜎𝑆𝐿𝐹
2  for each incidence angle was calculated from 
Equation (6.9), using a 𝑝 value of 2.5, as suggested by previous measurements of the ionosphere 
[Basu et al., 1987], and an outer scale size 𝑙0 of 10 km. The 𝐺 factor was calculated according 
to the appendix of Rino [1982], and the 𝛾 factor from the approach described in Belcher and 
Cannon [2014]. 
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Table 6.2: Incidence angle distribution for PALSAR-2 dataset. 
SAR look 
direction 
Incidence 
angle (°) 
Image 
count 
East  
(West CR) 
12 9 
29 9 
42 9 
52 9 
29 10 
65 7 
70 8 
West  
(East CR) 
24 3 
29 4 
57 3 
64 2 
69 3 
 
Histograms describing the 𝐶𝑘𝐿 distribution for each of the clutter areas are shown in Figure 
6.11 (west clutter), Figure 6.12 (central clutter) and Figure 6.13 (east clutter). The estimated 
log10 𝐶𝑘𝐿 values from each of the areas range from 29.3 to 34.0. 
Each of the 𝐶𝑘𝐿 distributions shows a similar spread, with the majority of the values falling 
between 31.0 and 32.5. However, in comparison with the west clutter, the central and the east 
clutter show more values in the upper range of 31.5 to 32.5. 
114 
 
 
Figure 6.11: CkL distribution from west clutter. 
 
Figure 6.12: CkL distribution from central clutter. 
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Figure 6.13: CkL distribution from east clutter. 
6.5 Comparison with corner reflector derived CkL 
Section 5 described a method of estimating 𝐶𝑘𝐿 using measurements of the SAR point spread 
function made using two trihedral corner reflectors. The corner reflector measurements utilised 
the same dataset as that used for these clutter measurements, and thus a comparison between 
the two techniques can be made. The 𝐶𝑘𝐿 comparison for each of the clutter areas is shown in 
Figure 6.14, Figure 6.15 and Figure 6.16, with a y=x relationship shown as a red dashed line. 
Data for which 𝑝𝐶𝑅 (the 𝑝 value produced from the corner reflectors) is greater than 5 has been 
excluded, as such values indicate ionospheric distortion below the measurement capability of 
the corner reflector technique (Section 5). This provided between 47 and 49 points for each plot 
(the number of points differs between clutter areas as the undisturbed order parameter is not 
necessarily the lowest order parameter measured for that area. 
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The distribution of the points for each plot is similar. The 𝐶𝑘𝐿 derived from the west clutter 
shows good correlation (Spearman’s 𝜌 = 0.84, with the 95% confidence interval values shown 
in brackets on the plot), with the corner reflector 𝐶𝑘𝐿, but the east and central data sets are not 
as well correlated (𝜌 of 0.71 and 0.64 respectively). In all three cases the average 𝐶𝑘𝐿 is lower 
than the corresponding corner reflector 𝐶𝑘𝐿. 
Inspection of the data showed that the points clustered in the bottom right of each plot generally 
corresponded with data collected at incidence angles less than 30°. Section 5 also noted that 
corner reflector measurements at incidence angles less than 30° had a low signal-to-noise ratio, 
and did not compare well with independent GPS measurements of the ionosphere. Excluding 
these points from the analysis leaves ~32 points in each plot. 
The effect of excluding data with incidence angles less than 30° is shown in Figure 6.17, Figure 
6.18 and Figure 6.19.  The removal of the points noted above has reduced the spread of the 
points significantly for all of the datasets. As such, the correlation between the corner reflector 
values and the clutter values is much improved, with 𝜌 values of 0.91, 0.90 and 0.75 for the 
west, central and east clutter measurements respectively. However, the points are still below 
the y=x line. 
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Figure 6.14: Corner reflector, clutter CkL comparison - west clutter - pCR < 5. 
 
Figure 6.15: Corner reflector, clutter CkL comparison - central clutter - pCR < 5. 
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Figure 6.16: Corner reflector, clutter CkL comparison - east clutter - pCR < 5. 
 
Figure 6.17: Corner reflector, clutter CkL comparison - west clutter - pCR < 5, 𝜽inc > 30°. 
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Figure 6.18: Corner reflector, clutter CkL comparison - central clutter - pCR < 5, 𝜽inc > 30°. 
 
Figure 6.19: Corner reflector, clutter CkL comparison - east clutter - pCR < 5, 𝜽inc > 30°.  
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6.5.1 Effect of correlation length 
In the analysis above, the correlation length, 𝑙𝑟, of Equation (6.5) is assumed to be unity. (The 
correlation length is the distance at which an independent sample of the underlying gamma-
distributed RCS of the terrain is assumed to occur.) If this assumption is untrue, it would result 
in a negative bias of the clutter 𝐶𝑘𝐿 values relative to the corner reflector 𝐶𝑘𝐿 values.  
The correlation length was determined by measuring the along-track autocorrelation function 
(ACF) for each clutter area and is calculated by squaring the FFT of each intensity image and 
then performing the inverse FFT. The resulting ACF was then averaged in the range direction 
to provide a single along-track ACF for each clutter area. 
The correlation length was determined by fitting the theoretical form of the along track ACF, 
as described by Belcher and Cannon [2013], leaving the correlation length as a free parameter. 
The order parameter used for the fit was estimated using the peak value of the ACF to ensure 
an estimate consistent with the ACF theory. The function was fitted to the ACF between 
resolution cells 2.5 and 10 to avoid contamination by the mainlobe at low 𝑟 values, and the 
noise floor at higher 𝑟 values. The theoretical form of the intensity ACF, from Belcher and 
Cannon [2014] and Oliver and Quegan [2004a], transformed to be a function of 3 dB resolution 
cells 𝑟, is given by: 
 
𝐴𝐶𝐹(𝑟) = 1 + 2−4𝑟
2
+
1
𝜈
[𝑒𝑥𝑝 (−
2𝑟
𝑙𝑟
) + 2−8𝑟
2
]. (6.12) 
Examples of the intensity ACF are shown in Figure 6.20, Figure 6.21 and Figure 6.22. The west 
and central clutter areas have very similar ACFs, resulting in similar correlation lengths, while 
the slope of the fit to the eastern area (Figure 6.21) is shallower, resulting in a longer correlation 
length. 
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Correlation lengths were calculated for each clutter area, at each incidence angle, from the 
image that provided the lowest average order parameter measurement at each incidence angle. 
The effect of using these correlation lengths on the comparison between the corner reflector 
and the clutter 𝐶𝑘𝐿 values is shown in Figure 6.23, Figure 6.24 and Figure 6.25. For the west 
and central clutter areas especially, almost all the values now lie very close to the y=x line. The 
east clutter plot also has most of its points close to the y=x line, albeit with slightly more spread 
in comparison to the west and central clutter plots. The slope of the linear and least absolute 
deviation fits has also increased. 
Notwithstanding this improvement, the clutter 𝐶𝑘𝐿 values (ordinate) very rarely go below 32, 
unlike the corner reflector 𝐶𝑘𝐿 values, which have a minimum less than 31. Similarly, the clutter 
𝐶𝑘𝐿 values almost never exceed 34.5, unlike the corner reflector 𝐶𝑘𝐿 values, which reach a 
maximum above 35. In fact, at lower corner reflector 𝐶𝑘𝐿 values (< 32.5), the points tend to be 
above the y=x line, while at high corner reflector 𝐶𝑘𝐿 values (> 33.5) the points tend to be 
below the y=x line, i.e. the range of clutter 𝐶𝑘𝐿 values is less than that of the CR 𝐶𝑘𝐿 values. It 
is possible that the assumption of a typical 𝑝 value of 2.5 is limiting the variability of the clutter 
𝐶𝑘𝐿 values.  
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Figure 6.20: Along-track intensity autocorrelation function - west clutter (Figure 6.3, 
2014/08/18, no scintillation)  
 
Figure 6.21: Along-track intensity autocorrelation function - central clutter (Figure 6.5, 
2014/08/18, no scintillation) 
123 
 
 
Figure 6.22: Along-track intensity autocorrelation function - east clutter (Figure 4, 
2014/08/18, no scintillation)  
 
Figure 6.23: Corner reflector, clutter CkL comparison - west clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit. 
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Figure 6.24: Corner reflector, clutter CkL comparison - central clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit. 
 
Figure 6.25: Corner reflector, clutter CkL comparison – east clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit. 
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6.5.2 Effect of p value 
In the calculation of the clutter 𝐶𝑘𝐿 values, a value of 𝑝𝑐𝑙𝑢𝑡𝑡𝑒𝑟 = 2.5 has been assumed. 
However, it would be instructive to take advantage of the independent measure of 𝑝 provided 
by the corner reflector measurements. This will allow the limitations of the assumption of 𝑝 =
2.5 to be studied. 
Figure 6.26, Figure 6.27 and Figure 6.28 show the 𝐶𝑘𝐿 comparison when 𝑝𝑐𝑙𝑢𝑡𝑡𝑒𝑟 = 𝑝𝐶𝑅. In 
comparison with Figure 6.23, Figure 6.24 and Figure 6.25, the points are more evenly spread 
around the y=x line at all corner reflector 𝐶𝑘𝐿 values. This is reflected both in the increased 
values of the correlation coefficient (0.96, 0.97 and 0.91 for the west, central and east clutter 
respectively), and also the slope of the linear fit to the data (1.01, 0.83 and 0.72, same order). 
 
Figure 6.26: Corner reflector, clutter CkL comparison - west clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit, pclutter = pCR. 
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Figure 6.27: Corner reflector, clutter CkL comparison - central clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit, pclutter = pCR. 
 
Figure 6.28: Corner reflector, clutter CkL comparison - east clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit, pclutter = pCR. 
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6.5.3 Effect of distance 
The above comparisons have included corner reflector 𝐶𝑘𝐿 derived from both the corner 
reflectors on Ascension Island. The majority (~80%) of the data points are from the corner 
reflector on the west side of the island. Excluding the data from the corner reflector on the east 
side of the island will allow any change in the relationship between the clutter and corner 
reflector 𝐶𝑘𝐿 values with distance to be examined. The west clutter area is closest to the west 
corner reflector, followed by the central clutter, and then the east clutter area (Table 6.1). 
Figure 6.29, Figure 6.30 and Figure 6.31 show the 𝐶𝑘𝐿 comparison using just data from the 
west corner reflector. The correlation coefficient is very high for each clutter area. However, 
the slope of a linear fit to the data from each clutter area decreases with distance, with values 
of 1.08, 0.86 and 0.76 respectively. 
 
Figure 6.29: Corner reflector, clutter CkL comparison - west clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit, pclutter = pCR, west corner reflector only. 
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Figure 6.30: Corner reflector, clutter CkL comparison - central clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit, pclutter = pCR, west corner reflector only. 
 
Figure 6.31: Corner reflector, clutter CkL comparison - east clutter - pCR < 5, 𝜽inc > 30°, 
lr = ACF Fit, pclutter = pCR, west corner reflector only. 
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6.6 Discussion and conclusions 
Measurements of natural clutter at three locations on Ascension Island were made using 
PALSAR-2 and the order parameter of the K-distributed clutter intensity, were estimated for 
76 images. The difference in order parameter between a single image and a designated 
undisturbed image was used to estimate a value for the integrated strength of ionospheric 
turbulence, 𝐶𝑘𝐿. 
The log10 𝐶𝑘𝐿 values calculated using this technique ranged from 29.3 to 34.0. These values 
are broadly consistent with predictions of the Wideband Model for the post-sunset period near 
Ascension Island [Belcher and Rogers, 2009] as well as estimates of 𝐶𝑘𝐿 made in Section 5 
using corner reflectors on Ascension Island. 
Using this comparison, the effect of various assumptions used in calculating the clutter 𝐶𝑘𝐿 
values was investigated. It was found that the correlation length of the clutter measured was an 
important factor in correctly determining the 𝐶𝑘𝐿 – ignoring the correlation length led to 
underestimation of 𝐶𝑘𝐿 when compared to the corner reflector derived 𝐶𝑘𝐿. Similarly it was 
found that the assumption that the phase spectral index 𝑝, of the ionospheric phase screen power 
spectrum, was equal to 2.5, was a limiting factor in accurately estimating 𝐶𝑘𝐿. If the same 𝑝 
value is used for the clutter and corner reflector derived 𝐶𝑘𝐿 values, excellent agreement 
between the two data sets was achieved, with correlation coefficients of 0.96, 0.97 and 0.91 for 
the west, central and east clutter respectively. This excellent agreement gives confidence in the 
use of the clutter measurement technique in calculating 𝐶𝑘𝐿.  
If  𝑝 is assumed to be 2.5 there is still good agreement between the two datasets, although they 
do deviate at low (< 32.5) and high (> 33.5) log10 𝐶𝑘𝐿 values. This is an important result, as 
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most SAR images will lack an independent measure of 𝑝, and so will require this assumption 
to be made. 
The corner reflector 𝐶𝑘𝐿 values were primarily (~80%) derived from the west corner reflector. 
The data from the east corner reflector was excluded to allow the effect of the distance of the 
clutter area from the corner reflector to be studied. The clutter results all showed very good 
agreement with the west corner reflector results, with all the areas having correlation 
coefficients of 0.94 or better. However, the slope of a linear fit to the data at each area was 
reduced as the distance between clutter area and corner reflector was increased. The reduction 
in the slope at the central clutter area relative to the west clutter area may suggest that the clutter 
measurements could be used to measure differences in ionospheric conditions over ranges of 
~4 km. However, a more detailed study of this technique is required to rule out contamination 
of the results by underlying terrain effects. 
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7 DERIVING IONOSPHERIC SCINTILLATION PARAMETERS FROM 
SAR SIGNALS – AMPLITUDE SCINTILLATION 
Section 5 and Section 6 have described two techniques to estimate the ionospheric strength of 
turbulence 𝐶𝑘𝐿 using synthetic aperture radar (SAR) images. These techniques measure the 
effects of phase scintillation on the image. However, the images are also affected by scintillation 
of the intensity of the signal, the effects of which can sometimes be seen as azimuthal streaking 
in the image [Shimada et al., 2008; Pi et al., 2012b].  
Previous work has attempted to mitigate and understand this striping effect [Roth et al., 2012], 
but Belcher and Cannon [2014] have suggested that it may be possible to use this effect to 
retrieve scintillation parameters, and even irregularity characteristics from SAR images. 
Unlike the clutter phase measurement technique described in Section 6, which requires pairs of 
images, this intensity technique only requires a single image if a homogeneous underlying 
terrain can be identified. If this is possible it is feasible to differentiate the ionospheric effects 
from the underlying terrain effects. However, in practice such terrain is uncommon and 
consequently a technique based on image pairs has been developed to overcome this 
requirement. 
7.1 Effect of intensity scintillation on SAR images  
The effects of intensity scintillation are sometimes visible as ‘striping’ in the along-track 
dimension of the SAR image. This striping occurs mainly in images recorded near the magnetic 
equator [Shimada et al., 2008]. Belcher and Cannon [2014] studied the theoretical impact of 
intensity scintillation on SAR images, and determined that the structure of the striping was 
dependent on the imaging geometry such that it occurs when the along track direction 
approximately coincides with the direction of the geomagnetic field. This can be seen in Figure 
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7.1, which has been adapted from [Belcher and Cannon, 2014]. An error was noted in the 
calculation of the original figure, which has been corrected in the figure displayed here. The 
figure shows, for a satellite in a sun-synchronous, near-polar orbit, how the ratio of satellite 
velocity to the effective velocity of the ionospheric pierce point changes with latitude and 
longitude (this ratio, called 𝛾 is explained further below). Near the magnetic equator, the 
irregularities that cause scintillation are extended along the geomagnetic field lines in the 
magnetic north-south direction. As such, the effective velocity of the IPP is reduced, leading to 
an increase in the velocity ratio. This conclusion was supported by a recent empirical study 
performed using PALSAR data [Meyer et al., 2015]. 
 
Figure 7.1: Ascending node velocity ratio γ for a 2200 LT sun-synchronous satellite at an 
altitude of 698 km. Adapted from [Belcher and Cannon, 2014]. 
Intensity scintillation is typically characterised by the 𝑆4 index, defined as the standard 
deviation of the intensity divided by the mean intensity [Briggs and Parkin, 1963]: 
 𝑆4
2 =
〈𝐼2〉
〈𝐼〉2
− 1. (7.1) 
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Using the Nakagami-m distribution to describe the statistical properties of intensity 
scintillation, Belcher and Cannon [2014] show that the contrast (standard deviation of the 
divided by the mean) of the intensity modulation (striping) induced in a SAR image by the 
ionosphere can be used to derive the one way 𝑆4 index: 
 𝑆4
2 =
𝑁
12
(𝑐𝑑
2 − 4 + 4√1 + 𝑐𝑑
2 +
𝑐𝑑
4
16
), (7.2) 
where N is the number of independent Fresnel zones encountered by the SAR signal in the 
ionosphere. Belcher and Cannon [2014] postulate that the value of N is given by: 
 
𝑁 =
𝐿𝑆𝐴
𝛾𝑍𝐹
, (7.3) 
where 𝐿𝑆𝐴 is the synthetic aperture length, 𝑍𝐹 is the Fresnel zone size and 𝛾 is the previously 
discussed ratio between the velocity along the synthetic aperture, and the effective scan velocity 
of the signal across the ionosphere. The 𝛾 term accounts for the fact the Fresnel zone is at the 
phase screen height, and for any anisotropy in the ionosphere.  
𝐿𝑆𝐴
𝛾
= 𝐿𝐶, the length of the SAR 
signal path in the ionosphere, and so 𝑁 is this length divided by the Fresnel zone size. 
For an image with no underlying terrain variation that has been processed to remove the effect 
of speckle, 𝑐𝑑 is equivalent to the contrast of the image. In practice, it is difficult to measure the 
contrast of the stripes because they are often contaminated by variations in the underlying 
terrain. This is discussed further in Section 7.3.1. 
7.2 PALSAR Data 
The above theory has been tested using a very small set of data. The images used in this section 
were collected by the first Phased Array L-Band SAR (PALSAR), a sun-synchronous SAR in 
low Earth orbit (698 km altitude), again operating frequency at 1270 MHz [Rosenqvist et al., 
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2007]. The orbit of PALSAR followed repeat ground tracks, and typically produced imagery at 
an incidence angle of 34.3°. This allows comparisons to be made between repeated imagery of 
the same area under different levels of ionospheric scintillation. The details of the images used 
are listed in Table 7.1.  
Table 7.1. PALSAR images disturbed by scintillation (D) and undisturbed (U). 
Pair  Scene Centre (latitude, 
longitude) 
Scene 
Dimensions 
Date 
Figure 7.2 8.1905 S, 53.7662 W 70 x 60 km D 2010/11/23 
 U 2010/10/08 
Figure 7.3 6.6357 S, 64.8670 W 30 x 65 km D 2010/11/19 
 U 2011/04/06 
Figure 7.4 9.6770 S, 52.8943 W 70 x 60 km D 2010/11/19 
 U 2011/04/06 
All of the disturbed images show the characteristic azimuthal striping due to intensity 
scintillation (Figure 7.2a, Figure 7.3a, Figure 7.4a). In Figure 7.2, the striping is the only visible 
difference between the two images. In contrast, Figure 7.3 shows both the striping, and a 
significant loss of detail between the two images. As a consequence, the undisturbed image 
(Figure 7.3a) clearly contains detail that is not present in the disturbed image (Figure 7.3b). 
This also appears to be the case for Figure 7.4, although it is not as immediately evident. We 
will show that the loss of detail is likely due to the effects of phase scintillation.  
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Figure 7.2. a) Disturbed image (left) and b) Undisturbed image (right) 
 
Figure 7.3. a) Disturbed image (left) and b) Undisturbed image (right) 
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Figure 7.4. a) Disturbed image (left) and b) Undisturbed image (right) 
7.3 Results 
7.3.1 Estimating S4 
A method of estimating the 𝑆4 scintillation using the contrast of the along-track striping was 
described in Section 7.1 but the change in intensity can only be ascribed solely to the 
ionospheric element if the underlying RCS is constant. The approach adopted here uses a pair 
of images, one disturbed by the ionosphere, and one undisturbed, and through a process of 
division the effects of the underlying scene was removed to isolate the ionospheric striping. 
However, before this can be done the effects of speckle in the image must be removed. 
Fortunately, the intensity scintillation is correlated over the Fresnel zone (and often further due 
to elongation of the irregularities along the magnetic field lines), so the image may be averaged 
down to remove speckle and still provide an accurate representation of the underlying RCS 
multiplied by the effect of the striping.  
137 
 
To achieve this the complex pixel images were converted to intensity values. Each pair of 
images was co-registered via cross-correlation to remove any relative shift in terrain features 
between the pair. The images were then split into multiple vertical sub-image stripes with 
dimensions of 25 pixels in the range direction, and 250 pixels in the along-track direction. The 
individual pixel intensity values within each stripe were averaged to give a mean intensity for 
each stripe. These along-track dimension of the stripes is sufficiently small that any deviation 
in the direction of the stripes from the along-track direction has little effect on the measurement 
of the striping. 
To remove the underlying terrain the stripe intensity values of the disturbed image were then 
divided by the corresponding values from the undisturbed image. The resulting intensity values 
were then combined into groups of 16 in the range direction, and the contrast (standard 
deviation, divided by the mean) of each group was calculated. Using Equation (7.2), the contrast 
value for each group was used to calculate 𝑆4, with N calculated for each image pair according 
to (7.3), producing a grid of 𝑆4 values across the image. 
A representation of the residual images produced by the division process described in 
Section 7.3.1 are shown for each image pair in Figure 7.5, Figure 7.6 and Figure 7.7. The sizes 
of a strip, and a group of 16 strips are shown on each image in white. Although they are not 
exactly equivalent to the actual residual images (which are too small to display), they allow 
visual evaluation of the effect of the division process. 
The image produced by the image pair in Figure 7.2 shows that the terrain has been successfully 
removed, leaving only the intensity change due to the striping (Figure 7.5). The image was 
processed as described in Section 7.3.1, and the 𝑆4 calculated for each group of 16 strips. The 
mean 𝑆4 over the entire image was 0.076. Figure 7.6 shows the residual image from the images 
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in Figure 7.3. In this case the division process has been unsuccessful in removing the terrain, 
and so the contrast of the striping cannot be measured. The residual image from Figure 7.4 is 
shown in Figure 7.7. Although there are still some areas where the terrain is still visible in the 
image, for the majority of the image the division process has been successful. The mean 𝑆4 
across the image was 0.074. 
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Figure 7.5.  Residual intensity image from images in Figure 7.2.  
Each resolution cell is 10×25m. 
 
Figure 7.6. Residual intensity image from Figure 7.3. 
Each resolution cell is 10×25m 
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Figure 7.7. Residual intensity image from Figure 7.4.  
Each resolution cell is 10×25m. 
7.3.2 Effect of phase scintillation 
As noted above, the residual intensity image produced from the image pair in Figure 7.3 is 
difficult to extract striping information from, as it has retained significant features due to the 
underlying terrain. This could be caused by phase scintillation washing out the terrain detail in 
the disturbed image. To test this theory, the clutter statistics measurement technique described 
in Section 6 was used to measure the impacts of phase scintillation on each of the image pairs. 
All of the image pairs contain large areas of forest canopy, ideal for the clutter measurements 
described in Section 6. Twenty such areas, with side length 50 x 1024 pixels (chosen so that 
they fit inside a stripe), were found in each image, and used to measure the change in the order 
parameter of the clutter intensity distribution between the undisturbed and disturbed image in 
each pair as described in Section 6. 
For the image pairs in Figure 7.2 and Figure 7.4, the mean order parameter ratio was 0.995 and 
0.991 respectively. In contrast, the image pair shown Figure 7.3 has a mean order parameter 
ratio of 1.714, showing a clear increase in the order parameter of the clutter intensity 
distribution.  
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7.4 Discussion 
Three PALSAR images affected by azimuthal striping – a characteristic effect of ionospheric 
amplitude scintillation – were analysed in an attempt to estimate the 𝑆4 scintillation index using 
a method described by Belcher and Cannon [2014]. The technique used requires underlying 
terrain with no variation in order isolate the effect of the striping. The three images were each 
combined with an image of the same scene unaffected by the ionosphere in an attempt to remove 
the underlying terrain variation. 
For the image pairs in Figure 7.2 and Figure 7.4, the underlying terrain was removed 
successfully (Figure 7.5, Figure 7.7). The mean 𝑆4 values measured were 0.074 (Figure 7.5) 
and 0.076 (Figure 7.7). Data from the Low-latitude Ionospheric Sensor Network provided an 
independent 𝑆4 value of 0.16 for the images in Figure 7.2, much higher than the calculated 
value. No such data existed for the pair in Figure 7.4. 
The 𝑆4 values calculated were much lower than typical values of 𝑆4 indicating the presence of 
scintillation [Carrano et al., 2012b], and given the obvious visual impact on the image, higher 
𝑆4 values might be expected. The 𝑆4 calculation depends heavily on 𝛾, a term that accounts for 
both the phase screen height and anisotropy in the ionosphere, and is dependent on the 
geomagnetic field. The gamma values in this study were calculated according to Belcher and 
Cannon [2013], and are dependent on the International Geomagnetic Reference Field. All of 
the images used in this study are located in Brazil, relatively close to the South Atlantic 
geomagnetic anomaly, and as such the gamma values are subject to a high gradient – any small 
error in calculation would lead to a large effect on the final result. More data is therefore needed 
to properly test the validity of this approach to measuring 𝑆4. 
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For the image pair in Figure 7.3, the terrain removal approach was unsuccessful. The terrain 
clearly remained in the residual image, making it impossible to measure the striping. This was 
due to the lack of detail in the disturbed image, compared to the undisturbed image. The loss of 
detail could be due to degradation of the SAR point spread function driven by ionospheric phase 
scintillation (Section 5). This interpretation is supported by the fact that another symptom of 
phase scintillation – an increase in the estimated order parameter of the clutter intensity 
distribution between the undisturbed and disturbed image – was also observed. Therefore, when 
phase scintillation and amplitude scintillation occur together, measurement of amplitude 
scintillation as described here may be hindered. 
The analysis reported here has failed to substantiate the theory of Belcher and Cannon [2014] 
and evidently more work is required to further investigate this. A larger-scale study, combined 
with a local independent measure of ionospheric conditions for each image pair, would allow 
the relationship between the striping and ionospheric conditions to be examined in detail. 
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8 CONCLUSIONS AND FUTURE WORK 
The ionosphere can adversely affect synthetic aperture radar (SAR) images in many ways. 
Space-based SAR systems have become a vital tool in many remote-sensing applications, and 
thus understanding and mitigating the effects of the ionosphere on these systems is extremely 
important.  
An obvious starting point for research in this area is to identify SAR images for which there are 
corresponding measurements of the ionosphere the SAR signals travelled through. However, 
datasets such as this are relatively sparse.  In view of this, Section 4 presents a method of using 
GPS signal phase and amplitude data to synthesize the effect of the ionosphere on an L-Band 
SAR point spread function (PSF). The SAR PSF describes the characteristics of the SAR image, 
and thus can be used to provide insight into the effect of the ionosphere on the image. GPS 
signals are already widely used as an ionospheric monitoring tool, and so perform a dual-role, 
allowing both a measurement of conditions in the ionosphere, and of the ionospheres presumed 
impact on the SAR image. The technique was tested using a large dataset of GPS signals 
recorded on Ascension Island (in the equatorial regions) under a variety of ionospheric 
conditions. The results were consistent with existing weak scatter theory, giving confidence 
that this technique provides an accurate assessment of ionospheric scintillation effects on SAR. 
One possible method of correcting the effects of ionospheric phase scintillation on SAR images 
is via a correction applied to the SAR signal phase, derived from measurements of a point target 
at a reference location in the image. Theoretically, this point target could be used to estimate 
the phase shift due to the ionosphere on each radar pulse, which could then be applied to other 
points across the image. Using the above synthetization technique, the practical effectiveness 
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of such a phase correction method was investigated. It was estimated that this technique could 
improve image quality at up to 6000 m from the reference point. 
Whilst correction of ionospheric impacts on SAR data is important, the possibilities of using 
SAR as a tool to measure the ionosphere itself were also studied. In light of the previously 
mentioned lack of coincident SAR and ionospheric data, an experiment was undertaken on 
Ascension Island, in which simultaneous GNSS and SAR measurements were recorded. Two 
trihedral corner reflectors (CR) were deployed on the island, to provide bright point targets in 
the SAR images, enabling direct measurement of the SAR point spread function (PSF). Around 
75 images, together with corresponding GNSS data were analysed. 
Using this dataset, two investigations into the potential for using SAR to measure the 
ionosphere were undertaken. The first was a large-scale study of a previously presented theory 
[Belcher and Rogers, 2009] relating the shape of the SAR PSF to the irregularity distribution 
in the ionosphere (in terms of the ionospheric strength of turbulence, 𝐶𝑘𝐿). The results were 
very promising, with the results derived from the CR measurements showing reasonably good 
agreement with 𝐶𝑘𝐿 values estimated from the GNSS data, after accounting for differences in 
the spatial and temporal scales. The CR measurement technique was sensitive to log10 𝐶𝑘𝐿 
values ranging from 31 to 36. 
The requirement for a bright point target (such as a CR) in the image is a severe limitation for 
the practical application of this technique as a worldwide ionospheric mapping tool. However, 
the change in the SAR PSF induced by the ionosphere should also be observable as measurable 
changes in the properties of the image. One such property is the statistics of areas of natural 
clutter in the image (as proposed by [Belcher and Cannon, 2013]), and the second investigation 
attempted to measure 𝐶𝑘𝐿  from the statistics of three areas of natural clutter in each of the 
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images of Ascension Island. These were in turn compared with the CR-derived 𝐶𝑘𝐿 
measurements.  Using an independent measure of 𝑝 (the slope of the irregularity spectrum), the 
clutter measurement results showed excellent agreement with the 𝐶𝑘𝐿 values derived from the 
CRs. Using an average 𝑝 value of 2.5, the agreement was still good. Furthermore, differences 
in the 𝐶𝑘𝐿 values measured at the three clutter locations suggested the possibility of using this 
technique to measure changes in 𝐶𝑘𝐿 over distances of 4 km. 
Finally, whilst the previous two investigations focussed on measuring the impact of phase 
scintillation on SAR images, a third, small-scale study was undertaken to extend a previously 
reported technique to measure the amplitude scintillation index 𝑆4 from SAR images. This 
technique uses the ‘striping’ that is sometimes visible in the along-tack direction of SAR images 
taken near the magnetic equator – a characteristic effect of amplitude scintillation. The previous 
work identified a homogenous area in a striping affected image and measured the stripe 
intensity from that. Such a technique is difficult to automate, and will not always be possible 
due to the underlying terrain. Thus this study attempted to use pairs of images of a single 
location, one affected by the ionosphere and one unaffected, to remove the intensity variations 
in the image driven by the underlying terrain, and thus extract the intensity modulation due to 
the striping. Three scenes were used in this study, all located in the Amazon rainforest. For two 
of the three scenes, the terrain removal process worked reasonably well (from a visual analysis). 
However, the S4 values measured did not show good agreement with simultaneous GNSS 
measurements of S4. The final image pair identified an important practical issue with the terrain 
removal process. The image affected by the ionosphere appeared to show the impacts of both 
phase and amplitude scintillation. The effect of the phase scintillation is to wash out the terrain 
detail, which cannot then be removed from the affected image. 
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8.1 Future Work 
In the continued absence of widely-available coincident SAR and ionosphere data, the GNSS 
synthesization technique described here could be take advantage of the prevalence of GNSS 
signals to perform a large-scale and long-term study of the possible ionospheric impacts on 
SAR world-wide. In addition, whilst the results were consistent with existing weak scatter 
theory, a direct comparison with real SAR data would be an excellent and useful test of this 
technique. 
The results from the corner reflector 𝐶𝑘𝐿 measurement technique showed reasonable agreement 
with simultaneous GNSS measurements, with the variations between the two datasets being 
ascribed to practical differences between the two measurement techniques.  
These differences are key - the CR data offers the potential for a measurement of the ionosphere 
made over long spatial scales (~30 km) but short (~10 s) temporal scales – a feat not possible 
with GNSS measurements. One possibility this suggests Is to use an array of relatively small 
CRs to measure the distribution of ionospheric irregularities. This would potentially provide a 
cheap alternative to current methods of achieving the same result. 
The clutter 𝐶𝑘𝐿 measurements were extremely promising. Further work to develop the 
technique to investigate over what separations differences in 𝐶𝑘𝐿 could be measured would be 
useful. The development of a robust, automated technique to process SAR images of a given 
scene, which finds and analyses clutter areas to give 𝐶𝑘𝐿 values seems feasible. One significant 
limitation of the clutter technique is that some types of natural clutter – specifically ocean waves 
– are not suitable for use, as they do not remain static between images. A potential solution to 
this would be to find a relationship between wave clutter and another environmental observable, 
such as wind conditions. 
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Finally, the study of the amplitude scintillation measurement technique should be extended. A 
useful next step would be a larger scale study, using many more image pairs, allowing insight 
into the relationship between phase and amplitude scintillation effects in SAR images.  
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APPENDIX A. LIST OF PALSAR-2 IMAGES 
Table A.1: Details of the PALSAR-2 images used in this work 
Date Time 
Track 
Number 
Corner reflector 
illuminated 
Incidence Angle 
(corner reflector) 
2014/08/18 01:47:15 2 West 69.67 
2014/08/19 00:31:48 198 East 57.22 
2014/08/22 01:33:33 207 West 59.1 
2014/10/01 00:52:24 201 East 23.69 
2014/10/02 01:12:59 204 West 28.58 
2014/10/03 01:33:33 207 West 59.18 
2014/10/05 00:38:40 199 East 48.89 
2014/10/11 01:06:07 203 West 12.15 
2014/10/12 01:26:41 206 West 51.63 
2014/10/21 01:19:50 205 West 41.7 
2014/10/25 01:06:07 203 West 12.16 
2014/10/26 01:26:42 206 West 51.64 
2014/10/27 01:47:15 2 West 69.73 
2014/10/28 00:31:48 198 East 57.15 
2014/10/29 00:52:24 201 East 23.68 
2014/10/30 01:12:59 204 West 28.57 
2014/10/31 01:33:33 207 West 59.19 
2014/11/01 00:18:03 196 East 68.53 
2014/11/02 00:38:40 199 East 48.89 
2014/11/04 01:19:50 205 West 41.7 
2014/11/05 01:40:24 1 West 65.04 
2014/11/06 00:24:55 197 East 63.51 
2014/11/08 01:06:07 203 West 12.14 
2014/11/09 01:26:42 206 West 51.64 
2014/11/10 01:47:15 2 West 69.72 
2014/11/11 00:31:48 198 East 57.15 
2014/11/12 00:52:24 201 East 23.68 
2014/11/13 01:12:59 204 West 28.58 
2014/11/14 01:33:33 207 West 59.19 
2014/11/15 00:18:04 196 East 68.53 
2014/11/16 00:38:40 199 East 48.89 
2014/11/18 01:19:51 205 West 41.71 
2014/11/19 01:40:24 1 West 65.04 
2014/11/20 00:24:56 197 East 63.5 
2014/11/22 01:06:08 203 West 12.16 
2014/11/23 01:26:42 206 West 51.65 
2014/11/27 01:12:59 204 West 28.65 
2014/11/28 01:33:34 207 West 59.21 
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2014/11/29 00:18:04 196 East 68.52 
2014/11/30 00:38:40 199 East 48.88 
2014/12/02 01:19:50 205 West 41.72 
2014/12/03 01:40:24 1 West 65.05 
2014/12/06 01:06:08 203 West 12.18 
2014/12/07 01:26:42 206 West 51.66 
2014/12/08 01:47:16 2 West 69.73 
2014/12/11 01:13:00 204 West 28.65 
2014/12/12 01:33:33 207 West 59.2 
2014/12/16 01:19:51 205 West 41.74 
2014/12/17 01:40:24 1 West 65.05 
2014/12/20 01:06:07 203 West 12.17 
2014/12/21 01:26:42 206 West 51.66 
2014/12/22 01:47:15 2 West 69.73 
2014/12/25 01:12:59 204 West 28.63 
2014/12/26 01:33:33 207 West 59.2 
2014/12/30 01:19:51 205 West 41.74 
2014/12/31 01:40:24 1 West 65.05 
2015/01/03 01:06:08 203 West 12.2 
2015/01/04 01:26:42 206 West 51.66 
2015/01/05 01:47:15 2 West 69.73 
2015/01/08 01:12:59 204 West 28.63 
2015/01/09 01:33:33 207 West 59.2 
2015/01/13 01:19:50 205 West 41.74 
2015/01/14 01:40:24 1 West 65.05 
2015/01/17 01:06:07 203 West 12.19 
2015/01/18 01:26:41 206 West 51.66 
2015/01/19 01:47:15 2 West 69.73 
2015/01/22 01:12:59 204 West 28.65 
2015/01/23 01:33:32 207 West 59.2 
2015/01/27 01:19:50 205 West 41.73 
2015/01/28 01:40:23 1 West 65.05 
2015/01/31 01:06:07 203 West 12.18 
2015/02/01 01:26:41 206 West 51.66 
2015/02/02 01:47:14 2 West 69.73 
2015/02/05 01:12:59 204 West 28.64 
2015/02/06 01:33:33 207 West 59.2 
2015/02/10 01:19:50 205 West 41.73 
  
151 
 
APPENDIX B. PLOTS OF PALSAR-2 POINT SPREAD FUNCTIONS 
MEASURED FROM IMAGES 
 
Figure B.1: PALSAR-2 PSF – 2014-08-18 
 
Figure B.2: PALSAR-2 PSF - 2014-08-19 
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Figure B.3: PALSAR-2 PSF - 2014-08-22 
 
Figure B.4: PALSAR-2 PSF - 2014-10-01 
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Figure B.5: PALSAR-2 PSF - 2014-10-02 
 
Figure B.6: PALSAR-2 PSF - 2014-10-03 
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Figure B.7: PALSAR-2 PSF - 2014-10-05 
 
Figure B.8: PALSAR-2 PSF - 2014-10-11 
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Figure B.9: PALSAR-2 PSF - 2014-10-12 
 
Figure B.10: PALSAR-2 PSF - 2014-10-21 
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Figure B.11: PALSAR-2 PSF - 2014-10-25 
 
Figure B.12: PALSAR-2 PSF - 2014-10-26 
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Figure B.13: PALSAR-2 PSF - 2014-10-27 
 
Figure B.14: PALSAR-2 PSF - 2014-10-28 
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Figure B.15: PALSAR-2 PSF - 2014-10-29 
 
Figure B.16: PALSAR-2 PSF - 2014-10-30 
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Figure B.17: PALSAR-2 PSF - 2014-10-31 
 
Figure B.18: PALSAR-2 PSF - 2014-11-01 
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Figure B.19: PALSAR-2 PSF - 2014-11-02 
 
Figure B.20: PALSAR-2 PSF - 2014-11-04 
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Figure B.21: PALSAR-2 PSF - 2014-11-05 
 
Figure B.22: PALSAR-2 PSF - 2014-11-06 
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Figure B.23: PALSAR-2 PSF - 2014-11-08 
 
Figure B.24: PALSAR-2 PSF - 2014-11-09 
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Figure B.25: PALSAR-2 PSF - 2014-11-10 
 
Figure B.26: PALSAR-2 PSF - 2014-11-11 
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Figure B.27: PALSAR-2 PSF - 2014-11-12 
 
Figure B.28: PALSAR-2 PSF - 2014-11-13 
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Figure B.29: PALSAR-2 PSF - 2014-11-14 
 
Figure B.30: PALSAR-2 PSF - 2014-11-15 
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Figure B.31: PALSAR-2 PSF - 2014-11-16 
 
Figure B.32: PALSAR-2 PSF - 2014-11-18 
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Figure B.33: PALSAR-2 PSF - 2014-11-19 
 
Figure B.34: PALSAR-2 PSF - 2014-11-20 
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Figure B.35: PALSAR-2 PSF - 2014-11-22 
 
Figure B.36: PALSAR-2 PSF - 2014-11-23 
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Figure B.37: PALSAR-2 PSF - 2014-11-27 
 
Figure B.38: PALSAR-2 PSF - 2014-11-28 
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Figure B.39: PALSAR-2 PSF - 2014-11-29 
 
Figure B.40: PALSAR-2 PSF - 2014-11-30 
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Figure B.41: PALSAR-2 PSF - 2014-12-02 
 
Figure B.42: PALSAR-2 PSF - 2014-12-03 
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Figure B.43: PALSAR-2 PSF - 2014-12-06 
 
Figure B.44: PALSAR-2 PSF - 2014-12-07 
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Figure B.45: PALSAR-2 PSF - 2014-12-08 
 
Figure B.46: PALSAR-2 PSF - 2014-12-11 
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Figure B.47: PALSAR-2 PSF - 2014-12-12 
 
Figure B.48: PALSAR-2 PSF - 2014-12-16 
175 
 
 
Figure B.49: PALSAR-2 PSF - 2014-12-17 
 
Figure B.50: PALSAR-2 PSF - 2014-12-20 
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Figure B.51: PALSAR-2 PSF - 2014-12-21 
 
Figure B.52: PALSAR-2 PSF - 2014-12-22 
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Figure B.53: PALSAR-2 PSF - 2014-12-25 
 
Figure B.54: PALSAR-2 PSF - 2014-12-26 
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Figure B.55: PALSAR-2 PSF - 2014-12-30 
 
Figure B.56: PALSAR-2 PSF - 2014-12-31 
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Figure B.57: PALSAR-2 PSF - 2015-01-03 
 
Figure B.58: PALSAR-2 PSF - 2015-01-04 
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Figure B.59: PALSAR-2 PSF - 2015-01-05 
 
Figure B.60: PALSAR-2 PSF - 2015-01-08 
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Figure B.61: PALSAR-2 PSF - 2015-01-09 
 
Figure B.62: PALSAR-2 PSF - 2015-01-13 
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Figure B.63: PALSAR-2 PSF - 2015-01-14 
 
Figure B.64: PALSAR-2 PSF - 2015-01-17 
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Figure B.65: PALSAR-2 PSF - 2015-01-18 
 
Figure B.66: PALSAR-2 PSF - 2015-01-19 
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Figure B.67: PALSAR-2 PSF - 2015-01-22 
 
Figure B.68: PALSAR-2 PSF - 2015-01-23 
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Figure B.69: PALSAR-2 PSF - 2015-01-27 
 
Figure B.70: PALSAR-2 PSF - 2015-01-28 
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Figure B.71: PALSAR-2 PSF - 2015-01-31 
 
Figure B.72: PALSAR-2 PSF - 2015-02-01 
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Figure B.73: PALSAR-2 PSF - 2015-02-02 
 
Figure B.74: PALSAR-2 PSF - 2015-02-05 
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Figure B.75: PALSAR-2 PSF - 2015-02-06 
 
Figure B.76: PALSAR-2 PSF - 2015-02-10 
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APPENDIX C. SAR/IONOSPHERE THEORY 
This appendix aims to bring together and summarise the previous work relating ionospheric 
conditions with synthetic aperture radar (SAR) data that much of this thesis builds upon. No 
new work is presented here, rather it is hoped that bringing the mathematics and reasoning that 
already exist in separate sources, a useful and informative reference for the rest of the thesis 
can be provided. The work here is mainly drawn from the following references: [Belcher and 
Rogers, 2009; Belcher and Cannon, 2013]. 
Formation and Structure of the SAR PSF 
The SAR image is generated by the Fourier transform over the synthetic aperture of the received 
signal reflected from ground targets. If the ground targets include a point-like target (i.e. a 
corner-reflector), then the point spread function (PSF) can be measured. This signal, as 
discussed in Section 5 and by Oliver and Quegan [2004b], is: 
 
ℎ(𝑥) = 𝐹{𝐴(𝑥) 𝑒𝑥𝑝[𝑖𝜓(𝑥)]} (C.1) 
where ℎ(𝑥) represents the SAR point spread function, 𝐹{… } denotes the Fourier transform, 
𝐴(𝑥) is the amplitude weighting over the synthetic aperture, 𝜓(𝑥) is the residual phase 
modulation over the synthetic aperture due to the ionosphere and 𝑥 is the distance along the 
synthetic aperture. Thus if the amplitude weighting is constant across the synthetic aperture 
(𝐴(𝑥) = 1/𝐿𝑆𝐴) the PSF will be given by 𝑠𝑖𝑛𝑐(𝜋𝑥𝐿𝑆𝐴) where 𝐿𝑆𝐴 is the length of the synthetic 
aperture.  
Typically, 𝐴(𝑥) is chosen such that the PSF will be a delta-function in the absence of any 
ionospheric effects (i.e. when 𝜓(𝑥) = 0). If the phase effects remain within the weak scattering 
regime, so the phase variations are small (𝜎𝜓(𝑟𝑎𝑑𝑠) < 𝜋/2), the following exponential can be 
simplified: 
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𝑒𝑥𝑝[𝑖𝜓(𝑥)] ≃ 1 + 𝑖𝜓(𝑥) (C.2) 
Under the above assumptions, the PSF can then be approximated as the sum of a mainlobe (a 
delta-like function, driven by the amplitude weighting 𝐴(𝑥)), plus sidelobes (induced by the 
ionospheric phase variation 𝜓(𝑥)): 
 
ℎ(𝑥) = 𝐹{𝐴(𝑥)} + 𝑖𝐹{𝜓(𝑥)} (C.3) 
Effect of the ionosphere on the SAR image 
The complex ionospherically disturbed image 𝑑(𝑟) is given by the convolution: 
 
𝑑(𝑟) =
1
√𝛼𝑇𝑃
∫ 𝑢(𝑟)ℎ(𝑟 − 𝜉)𝑑𝜉
∞
−∞
 (C.4) 
where 𝑢(𝑟) describes the complex undisturbed image, ℎ(𝑟 − 𝜉) is the ionospheric point spread 
function and 𝛼𝑇𝑃 = ∫ |ℎ(𝑟)|
2∞
−∞
𝑑𝑟 is a scaling factor to ensure that the total power in the PSF 
is conserved [Belcher and Cannon, 2013]. 
𝑢(𝑟) is the image in the case of an undisturbed ionosphere. As such the PSF is assumed to be a 
delta-like function [Belcher and Cannon, 2013]. The image is formed from the convolution of 
the ground targets with the PSF. If the PSF is a delta function, this convolution will have no 
effect, and so 𝑢(𝑟) is equivalent to the ‘ground truth’ of the terrain being imaged.  
Using Equation (C.3): 
 
𝑑(𝑟) =
1
√𝛼𝑇𝑃
[𝑢(𝑟) + ∫ 𝑢(𝑟)𝑆𝐿𝐹(𝑟 − 𝜉)𝑑𝜉
∞
−∞
] (C.5) 
We see that the mainlobe, corresponding to the undisturbed image 𝑢(𝑟)), has been attenuated 
by a factor √𝛼𝑇𝑃, and the power has been redistributed into the sidelobes. [Belcher and Cannon, 
2013].  
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Thus it can be seen that the effect of the ionosphere is to add random noise to each resolution 
cell of the undisturbed image, with the amount of noise determined by the value of 𝑢(𝑟). For 
convenience, this random noise will be called ionospheric noise. 
If the image is of a homogenous area with stationary ergodic statistics, the convolution in (C.4) 
can be simplified to an integration over the product of 𝑢(𝑟) and 𝑆𝐿𝐹(𝑟). This is true because, 
under the assumption of homogeneity, stationarity and ergodicity, each 𝑢(𝑟) is representative 
of the entire distribution. Therefore, convolving with the SLF at each 𝑟, is equivalent to an 
integration over all 𝑟 for the product 𝑢(𝑟) and 𝑆𝐿𝐹(𝑟). 
Then the amount of ionospheric noise added to each resolution cell is given by: 
 
𝑛𝜎 = ∫ 𝑢(𝑟)𝑆𝐿𝐹(𝑟)𝑑𝑟
∞
−∞
 (C.6) 
Effect of the ionosphere on clutter statistics 
SAR image statistics are usually described by a compound model [Ward, 1981].  Natural clutter, 
such as forests and wave swell, is well described by a slowly varying underlying cross-section 
𝜎0, described by a gamma distribution [Belcher and Cannon, 2013]. This is combined with a 
zero mean complex Gaussian [Carretero-Moya et al., 2010] describing the ‘speckle’ noise, 
which is a characteristic of coherent imaging systems. 
Combining a gamma distribution with a complex Gaussian in a compound model results in a 
K-distribution of observed amplitude and intensity with phases uniformly distributed over 2𝜋 
[Belcher and Cannon, 2013].  
The complex image can, therefore, be represented by: 
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𝑢(𝑟) = √𝜎0(𝑟)𝜖(𝑟) (C.7) 
where 𝜎0(𝑟) is the RCS of the underlying terrain (assumed to be gamma distributed, have a 
mean 𝜇 and be correlated over 𝑙𝑟 resolution cells), and 𝜖(𝑟) the complex Gaussian that describes 
the speckle (uncorrelated from one resolution cell to the next).  Each component of 𝜖(𝑟) (𝜖𝑅 
(real, in-phase) and 𝜖𝑄 (imaginary, quadrature)), is a zero mean Gaussian of variance 0.5, so 
that 〈|𝜖(𝑟)|2〉 = 1. The mean image intensity is, therefore, 〈𝐼〉 = 〈|𝑢(𝑟)|2〉 = 〈𝜎0〉 = 𝜇 [Belcher 
and Cannon, 2013]. 
Effect of ionospheric noise on the observed underlying RCS 
The ionospheric noise is described by the sidelobe function, where each point (as a function of 
r) may be represented as a complex number 𝜂(𝑟) composed of two independent, zero-mean, 
Gaussian random variables, 𝜂𝑅 and 𝜂𝑄, where the variances of 𝜂𝑅 and 𝜂𝑄 are determined by an 
envelope or shape function (〈|𝑆𝐿𝐹(𝑟)|2〉), previously discussed in Section 5. 
 
𝑆𝐿𝐹(𝑟) = 𝜂(𝑟) (C.8) 
Therefore the ‘ionospheric noise’ added by the sidelobe function, can be rewritten, using 
equations (C.6), (C.7) and (C.8), as: 
 
𝑛𝜎(𝑟) = ∫ √𝜎0(𝜉)𝜖(𝜉)𝜂(𝜉)𝑑𝜉
∞
−∞
 (C.9) 
Since both 𝜖 and 𝜂 are Gaussian distributed, they may be replaced by a single equivalent 
Gaussian with a variance equal to the sum of both their variances. 
Since the underlying cross-section 𝜎0  varies slowly about its mean, and is highly correlated 
from one resolution cell to the next, the product model ([Ward, 1981]) suggests that the intensity 
probability density function can be obtained by determining the probability of intensity for a 
given 𝜎0, and calculating the probability of that 𝜎0 occurring: 
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𝑝(𝐼) = ∫ 𝑝(𝜎0)𝑝(𝐼|𝜎0)𝑑𝜎0
∞
0
 (C.10) 
Then, assuming the statistics of the underlying cross-section 𝜎0 are stationary, the effect of the 
sidelobe function (the complex Gaussian 𝜂(𝑟)) on the image can be determined separately to 
the effect of 𝜎0 [Belcher and Cannon, 2013]. 
The total variance of 𝜂(𝑟) is a summation over many Gaussian components, and so the result 
can be written as a single equivalent Gaussian representing the sidelobes. Integrating |𝜂(𝑟)|2 
provides the power in the sidelobes, and since 𝜂(𝑟) is zero mean, the power is equal to the 
variance of the equivalent Gaussian. 
 
∫ |𝜂(𝑟)|2𝑑𝑟
∞
−∞
= 𝜎𝑆𝐿𝐹
2  (C.11) 
And so, using Equation (C.9), if the underlying RCS 𝜎0 is constant and ignoring the speckle 
contribution (which will be addressed below), the total ionospheric noise power, as given by its 
variance is: 
 
𝜎𝑛
2 = 𝜎0𝜎𝑆𝐿𝐹
2  (C.12) 
The above demonstrates that in the presence of ionospheric disturbance, zero mean complex 
Gaussian noise is added to each image pixel. The variance of the noise is proportional to the 
underlying RCS [Belcher and Cannon, 2013]. 
Effect of ionospheric noise on speckle 
The noise in each pixel can be considered to be multiplied by the gamma-distributed cross-
section that results from the combination of the speckle contribution 𝜖(𝑟) with the underlying 
clutter RCS. The ionospheric noise contribution (Equation (C.12)) must be combined with the 
Gaussian that causes the speckle noise [Belcher and Cannon, 2013]. The variance of the 
resulting complex Gaussian is the sum of the variances of the two component Gaussians: 
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𝜎𝜖,𝑆𝐿𝐹 = 1 + 𝜎𝑆𝐿𝐹
2  (C.13) 
The probability density function of the intensity of a complex Gaussian distribution is a negative 
exponential distribution. 
So, for a given 𝜎0, the intensity pdf of the ionospherically disturbed image is given by: 
 
𝑝(𝐼|𝜎0) =
1
𝜎0(1 + 𝜎𝑆𝐿𝐹
2 )
𝑒𝑥𝑝 {−
𝐼
𝜎0(1 + 𝜎𝑆𝐿𝐹
2 )
} (C.14) 
The effect of the ionospheric noise, as characterised by 𝜎𝑆𝐿𝐹
2 , has resulted in an increase in 
speckle intensity for a given background cross-section 𝜎0 [Belcher and Cannon, 2013]. 
Smoothing effect on the cross-section σ0(r) 
The sections above discuss the impact of the ionosphere in terms of adding random (Gaussian) 
noise to the image. However, any PSF induced by the ionosphere that is not a delta function 
will also act to smooth the underlying cross-section. This smoothing is described by the 
convolution of the underlying cross-section with the PSF [Belcher and Cannon, 2013]. 
In the absence of any ionospheric effects, the underlying cross-section 𝜎0 of natural clutter is 
considered to be gamma-distributed. The gamma pdf is given by: 
 
𝑝(𝜎0) =
1
𝛤(𝜈)
𝑏𝜈𝜎0
𝜈−1𝑒𝑥𝑝 {−𝑏𝜎0} (C.15) 
Where 𝜈 is the order parameter and  𝑏 = 𝜈/𝜇 . When the underlying terrain is constant and 
perfectly smooth (ordered),  𝜈 → ∞  and the pdf tends to a delta function centred on the mean 
𝜇. For 𝜈 = 1 the pdf is a negative exponential [Belcher and Cannon, 2013]. 
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Effect on the mean of the distribution 
In the case of the disturbed ionosphere, the existence of sidelobes in the induced ionospheric 
PSF mean that power has been redistributed from the mainlobe, and so the mean intensity of 
the observed RCS is reduced. The ionospherically disturbed mean is given by: 
 
𝜇𝑑 =
𝜇
𝛼𝑇𝑃
=
𝜇
1 + 𝜎𝑆𝐿𝐹
2  (C.16) 
𝛼𝑇𝑃 is the constant used to conserve the total power in equation (C.4). We have seen that the 
ionospherically disturbed speckle power is given by 𝜎0(1 + 𝜎𝑆𝐿𝐹
2 ), and consequently the mean 
is reduced by a factor (1 + 𝜎𝑆𝐿𝐹). 
Effect on the shape/order parameter of the distribution 
As seen above, the formation of the ionospherically disturbed image is described by the 
convolution of the underlying cross-section with the ionospheric PSF. In a discrete sense, this 
means that the intensity value in each pixel is the result of a sum over the product of the 
underlying RCS with the PSF. Summing values from a gamma distribution results in a gamma 
distributed variable with the same mean but a different order parameter to the original 
distribution. 
The characteristic function of the Gamma distribution is: 
 
𝐶𝐹(𝜔) = (1 − 𝑖𝜔𝜇)
−𝜈 (C.17) 
The characteristic function of the sum of two independent variables from the same random 
distribution is given by the product of the characteristic function of the distribution: 𝐶𝑋+𝑌(𝜔) =
𝐶𝑋(𝜔)𝐶𝑌(𝜔). It follows that when summing two independent variables from the same gamma 
distribution, the characteristic function of the result is given by: 
 
𝐶𝑋+𝑌(𝜔) = (1 − 𝑖𝜔𝜇)
−2𝜈 (C.18) 
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i.e. the mean remains the same but the order parameter is increased. So adding 𝑛 independent 
samples from a  gamma distribution, to a sample from that gamma distribution, results in a 
variable from a gamma distribution with the same mean, and an order parameter a factor of 
(1 + 𝑛) greater than that of the original distribution. 
Determining the number of independent samples that are summed as a result of the convolution 
is therefore important in determining the effect on the order parameter.  
The number of samples summed overall is given by the number of independent resolution cells 
in the image. However, given the nature of the sidelobe function, which typically falls off with 
distance from the mainlobe, clearly those cells closer to the mainlobe will be more significant 
than those further away. 
One approach to take this into account is to integrate over the (normalised) sidelobe function, 
to effectively provide a ‘count’ of the number of cells that contribute to the observed intensity 
at a given cell.  
 
∫ |𝜂(𝑟)|2
∞
−∞
𝑑𝑟 = 𝜎𝑆𝐿𝐹
2  (C.19) 
Note that summing over the sidelobes is an approximation because they are not all of the same 
power, as would be required for addition of two gamma distributed variables of the same mean 
and order. 
The correlation of the underlying terrain should be taken into account as well. If the underlying 
RCS is highly correlated from one resolution cell to the next, then samples from adjacent 
resolution cells will not be independent. A simple approach to describing this correlation is to 
use a correlation length 𝑙𝑟 (in resolution cells) beyond which a new independent sample of 𝜎0 
is considered to occur [Belcher and Cannon, 2013]. 
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Dividing the number of resolution cells that contribute by this correlation length thus allows 
the estimation of the disturbed order parameter: 
 
𝜈𝑑 = 𝜈 (1 +
𝜎𝑆𝐿𝐹
2
𝑙𝑟
) (C.20) 
Thus the probability of observing cross-section 𝜎0 in disturbed ionospheric conditions is 
approximated by combining Equation (C.15) and Equation (C.20) : 
 
𝑝(𝜎0) =
1
𝛤(𝜈𝑑)
(
𝜈𝑑
𝜇𝑑
)
𝜈𝑑
𝜎0
𝜈𝑑−1𝑒𝑥𝑝 {−
𝜈𝑑
𝜇𝑑
𝜎0} (C.21) 
The inherent assumptions made here include [Belcher and Cannon, 2013]:  
 The PSF is equal to the ensemble average PSF. (The PSF is a random function, but 
ensemble average is representative) 
 The PSF is spatially invariant. (In reality PSF varies randomly over image) 
 The PSF can be computed by adding intensities.(Integration over PSF is actually 
performed in amplitude, but adding intensities still conserves power). 
 The PSF fully represents the effect on individual scatterers. (Filtering the underlying 
cross section with PSF does not represent effect on individual scatterers, as they are not 
necessarily coherent over the synthetic aperture. The approximation is reasonable 
providing the clutter coherence length does not change over the synthetic aperture. This 
will be the case provided the PSF is not defocused) 
The errors in these approximation typically only manifest in the higher order moments [Oliver, 
1991]. 
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Ionospherically disturbed pdf 
Using the product model described above (Equation (C.10)), the probability of observing an 
intensity 𝐼 is the product of the probability of observing 𝐼 for a given RCS 𝜎0, with the 
probability of that 𝜎0 occurring. 
 
𝑝(𝐼) = ∫ 𝑝(𝜎0)𝑝(𝐼|𝜎0)𝑑𝜎0
∞
0
 (C.22) 
Without ionospheric effects, the product model combines Equation (C.15) and Equation (C.16), 
with 𝜎𝑆𝐿𝐹
2 = 0 (as the induced PSF is a delta function): 
 
𝑝(𝐼) = ∫
𝑏𝜎𝜈−1
𝛤(𝜈)
∞
0
𝑒𝑥𝑝(−𝑏𝜎)
1
𝜎
𝑒𝑥𝑝 (−
𝐼
𝜎
)  𝑑𝜎 (C.23) 
where 𝑏 = 𝜈/𝜇. 
We use the identity [Gradshteyn and Ryzhik, 2014]: 
 
∫ 𝑥𝜈−1𝑒−
𝛽
𝑥−𝛾𝑥𝑑𝑥 
∞
0
= 2(
𝛽
𝛾
)
𝜈
2
𝐾𝜈(2√𝛽𝛾)           
[𝑅𝑒(𝛽) > 0, 𝑅𝑒(𝛾) > 0] 
(C.24) 
This results in a K distribution of order 𝜈 and mean 𝜇: 
 
𝑝(𝐼) =
2
𝛤(𝜈)
𝑏
𝜈+1
2 𝐼
𝜈−1
2  𝐾𝜈−1[2√𝑏𝐼] (C.25) 
Where 𝐾𝜈−1 is the modified Bessel function of the second kind.  
For the ionospherically disturbed case, using Equation (C.14) and Equation (C.21), the intensity 
pdf is similarly given by: 
 
𝑝(𝐼) =
2𝑏𝑑
𝛤(𝜈𝑑)
(√𝑏𝑑𝐼)
𝜈𝑑−1
𝐾𝜈𝑑−1(2√𝑏𝑑𝐼) (C.26) 
where 𝑏𝑑 = 𝜈𝑑/𝜇, 𝜈𝑑 = 𝜈(1 + 𝜎𝑆𝐿𝐹
2 ) and 𝜇 = 𝜇𝑑(1 + 𝜎𝑆𝐿𝐹
2 ). 
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So the increase in speckle intensity because of added ionospheric noise has been cancelled out 
by the decrease in the observed underlying cross-section. The result is a K-distribution with 
same mean but an increased order parameter when compared to the undisturbed case. The 
important result here is that, under ionospheric effects, the clutter remains K-distributed, but 
with a higher order parameter [Belcher and Cannon, 2013]. 
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