Abstract. The paper is an overview of a recently developed compilation data structure for graphical models, with specific application to constraint networks. The AND/OR Multi-Valued Decision Diagram (AOMDD) augments well known decision diagrams (OBDDs, MDDs) with AND nodes, in order to capture function decomposition structure. The AOMDD is based on a pseudo tree of the network, rather than a linear ordering of its variables. The AOMDD of a constraint network is a canonical form given a pseudo tree. We describe two main approaches for compiling the AOMDD of a constraint network. The first is a top down, search-based procedure, that works by applying reduction rules to the trace of the memory intensive AND/OR search algorithm. The second is a bottom up, inference-based procedure, that uses a Bucket Elimination schedule. For both algorithms, the compilation time and the size of the AOMDD are, in the worst case, exponential in the treewidth of the constraint graph, rather than pathwidth as is known for ordered binary decision diagrams (OBDDs).
Introduction
The paper is an overview of AND/OR Multi-Valued Decision Diagrams (AOMDDs) as a compiled data structure for constraint networks. We present here an extension of the work in [1] , while still maintaining the focus on constraint networks. AOMDDs for weighted graphical models and for constraint optimization were presented in [2, 3] .
The AOMDD is based on two existing frameworks: (1) AND/OR search spaces for graphical models; (2) decision diagrams. AND/OR search spaces [4] [5] [6] have proven to be a unifying framework for various classes of search algorithms for graphical models. The main novelty is the exploitation of independencies between variables during search, which can provide exponential speedups over traditional search methods that can be viewed as traversing an OR structure. The AND nodes capture problem decomposition into independent subproblems, and the OR nodes represent branching according to variable values.
Decision diagrams are widely used in many areas of research, especially in software and hardware verification [7, 8] . A BDD represents a Boolean function by a directed This work was done while at the University of California, Irvine.
acyclic graph with two sink nodes (labeled 0 and 1), and every internal node is labeled with a variable and has exactly two children: low for 0 and high for 1. If isomorphic nodes were not merged, we would have the full search tree explored by the backtracking algorithm. The tree is ordered if variables are encountered in the same order along every branch. It can then be compressed by merging isomorphic nodes (i.e., with the same label and identical children), and by eliminating redundant nodes (i.e., whose low and high children are identical). The result is the celebrated reduced ordered binary decision diagram, or OBDD for short, introduced by Bryant [9] . However, the underlying structure is OR (i.e., linear structure rather than tree). If AND/OR search trees are reduced by node merging and redundant nodes elimination we get a compact search graph that can be viewed as a BDD representation augmented with AND nodes. This paper shows how to combine the two ideas, creating a decision diagram that has an AND/OR structure, thus exploiting problem decomposition. As a detail, the number of values is also increased from two to any constant. In the context of constraint networks, decision diagrams can be used to represent the whole set of solutions, facilitating solutions count, solution enumeration and queries on equivalence of constraint networks. The benefit of moving from OR structure to AND/OR is in a lower complexity of the algorithms and size of the compiled structure. It typically moves from being bounded exponentially in pathwidth pw * , which is characteristic to chain decompositions or linear structures, to being exponentially bounded in treewidth w * , which is characteristic of tree structures (it always holds that w * ≤ pw * and pw * ≤ w * · log n). In both cases, the compiled structure achieved in practice is often far smaller than what the bounds suggest.
A decision diagram offers a compilation of a propositional knowledge-base. A multi-valued AND/OR decision diagram extends compilation to general graphical models. The knowledge compilation approach has become an important research direction in automated reasoning in the past decades [10] [11] [12] . Typically, a knowledge representation language is compiled into a compact data structure on which various queries can be answered quickly. Accordingly, the computational effort can be divided between an offline and an online phase where most of the work is pushed offline. Compilation can also be used to generate compact building blocks to be used by online algorithms multiple times. Macro-operators compiled during or prior to search can be viewed in this light [13] , while in graphical models the building blocks are the functions whose compact, compiled, representation can be used effectively across many tasks.
As one example, consider product configuration tasks and imagine a user that chooses sequential options to configure a product. In a naive system, the user would be allowed to choose any valid option at the current level based only on the initial constraints, until either the product is configured, or else, when a dead-end is encountered, the system would backtrack to some previous state and continue from there. This would in fact be a search through the space of possible partial configurations. Needless to say, it would be very unpractical, and would offer the user no guarantee of finishing in a limited time. A system based on compilation would actually build the backtrack-free search space in the offline phase, and represent it as compactly as possible. In the online phase, only valid partial configurations (i.e., that can be extended to a full valid configuration) are allowed, and depending on the query type, response time guarantees can be offered in terms of the size of the compiled structure.
Numerous other examples, such as diagnosis and planning problems can be formulated as graphical models, and for which compilation would be useful. Compilation in diagnosis can facilitate fast detection of possible faults or explanations for some unusual behavior. In planning, compilation would allow swift adjustments according to changes in the environment. Probabilistic models are one of the most used types of graphical models, and the basic query is to compute conditional probabilities of some variables given the evidence. A compact compilation of a probabilistic model would allow fast response for any change in the evidence along time. Formal verification is another example where compilation is heavily used to compare equivalence of circuit design, or to check the behavior of a circuit. Binary Decision Diagram (BDD) [9] are arguably the most widely known and used compiled structure.
Our AOMDD proposal is related to two earlier research lines within the BDD literature. The first is the work on Disjoint Support Decompositions (DSD) [14] , investigated within the area of design automation [15] , that were proposed as enhancements for BDDs aimed at exploiting function decomposition. The second is the work on BDD trees [16] . Another related proposal is the recent work by Fargier and Vilarem [17] on compiling CSPs into tree-driven automata. We will comment more on the relationship between these work and AOMDD in the related work section.
The structure of the paper is as follows. Section 2 provides the preliminaries. Section 3 gives and overview of AND/OR search spaces. Section 4 introduces the AOMDD and Section 5 shows that it is a canonical form for constraint networks. Section 6 describes a search based algorithm for compiling the AOMDD. Section 7 presents a compilation algorithm based on a Bucket Elimination schedule and the APPLY operation. Section 8 presents related work and Section 9 concludes.
Preliminaries
A constraint network and its associated graph are defined in the usual way:
Definition 1 (constraint network).
A constraint network is a 3-tuple R = X, D, C , where: X = {X 1 , . . . , X n } is a set of variables; D = {D 1 , . . . , D n } is the set of their finite domains of values, with cardinalities k i = |D i | and k = max 
Binary Decision Diagrams Review
Decision diagrams are widely used in many areas of research to represent decision processes. In particular, they can be used to represent functions. Due to the fundamental importance of Boolean functions, a lot of effort has been dedicated to the study of Binary Decision Diagrams (BDDs), which are extensively used in software and hardware verification [7, 8] . Bryant [9] introduced the Ordered Binary Decision Diagram (OBDD). The order of variables along any path of an OBDD is the same. OBBDs provide a compact representation and efficient operations (the apply procedure, that combines two OBDDs by an operation is at most quadratic in the sizes of the input diagrams). Figure 1(a) shows a table representation of a Boolean function. A binary tree representation is shown in Figure 1(b) . The internal round nodes represent the variables, the solid edges are the 1 (or high) value, and the dotted edges are the 0 (or low) value. The leaf square nodes show the value of the function for each assignment along a path. The tree is ordered, because variables appear in the same order along each path.
Example 1.
There are two reduction rules that transform a decision diagram into an equivalent one: (1) isomorphism: merge nodes that have the same label and the same children; redundancy: eliminate nodes whose low and high edges point to the same node, and connect parent of removed node directly to child of removed node. Applying the two reduction rules exhaustively yields a reduced OBDD, sometimes denoted rOBDD. We will just use OBDD and assume that it is completely reduced. Figure 1(c) shows the binary tree from 1(b) after the isomorphic terminal nodes have been merged. The highlighted nodes, labeled with C, are isomorphic, and Figure 1(d) shows the result after they are merged. Now, the highlighted nodes labeled with C and B are redundant, and removing them gives the OBDD in Figure 1 (e).
Example 2.

Bucket Elimination Review
Bucket Elimination (BE) [19] is a well known variable elimination algorithm for inference in graphical models. An ordering d = (X 1 , X 2 , . . . , X n ) of the variables guides the execution of BE. Each variable is associated with a bucket. Each constraint from C is placed in the bucket of its latest variable in d. Buckets are processed from X n to X 1 by eliminating the bucket variable (the constraints residing in the bucket are joined together, and the bucket variable is projected out) and placing the resulting constraint (also called message) in the bucket of its latest variable in d. After its execution, BE renders the network backtrack free, and a solution can be produced by assigning variables along d. BE can also produce the solutions count if marginalization is done by summation (rather than projection) over the functional representation of the constraints, and join is substituted by multiplication.
BE also constructs a bucket tree, by linking the bucket of each X i to the destination bucket of its message (called the parent bucket). A node in the bucket tree typically has a bucket variable, a collection of constraints, and a scope (the union of the scopes of its constraints). If the nodes of the bucket tree are replaced by their respective bucket variables, it is easy to see that we obtain a pseudo tree of the constraint graph. 
Overview of AND/OR Search Space for Constraint Networks
The AND/OR search space is a recently introduced [4] [5] [6] unifying framework for advanced algorithmic schemes for graphical models. Its main virtue consists in exploiting independencies between variables during search, which can provide exponential speedups over traditional search methods oblivious to problem structure. Since AND/OR Multi-Valued Decision Diagrams are based on AND/OR search spaces, we provide a comprehensive overview for completeness sake.
AND/OR Search Tree
The AND/OR search tree is guided by a pseudo tree of the constraint graph. The idea is to exploit the problem decomposition into independent subproblems during search. Assigning a value to a variable (conditioning) is equivalent in graph terms to removing that variable (and its incident edges) from the constraint graph. A partial assignment can therefore lead to the decomposition of the residual constraint graph into independent components, each of which can be searched (or solved) separately. The pseudo tree captures precisely all these decompositions, given an order of variable instantiation. Example 4. Figure 3 shows an example of an AND/OR search tree for the constraint network given in Figure 2 (a), assuming all tuples are consistent, and variables are binary valued. When some tuples are inconsistent, some of the paths in the tree do not exists. Figure 3 (a) gives the pseudo tree that guides the search, from top to bottom, as indicated by the arrows. The dotted arcs are backarcs from the primal graph. Figure 3 (b) shows the AND/OR search tree, with the alternating levels of OR (circle) and AND (square) nodes, and having the structure indicated by the pseudo tree.
Definition 5 (AND/OR search tree of a constraint network). Given a constraint net-
The AND/OR search tree can be traversed by a depth first search algorithm, thus using linear space. It was already shown [18, 20, 21, 4, 6] that: Theorem 1. Given a constraint network R and a pseudo tree T of depth m, the size of the AND/OR search tree based on T is O(n k m ), where k bounds the domains of variables. A constraint network of treewidth w * has a pseudo tree of depth at most w * log n, therefore it has an AND/OR search tree of size O(n k w * log n ).
The AND/OR search tree expresses the set of all possible assignments to the problem variables (all solutions). The difference from the traditional OR search space is that a solution is no longer a path from root to a leaf, but rather a subtree, defined as follows:
Definition 6 (solution subtree). A solution subtree of an AND/OR search tree contains the root node. For every OR nodes it contains one of its child nodes and for each of its AND nodes it contains all its child nodes, and all its leaf nodes are consistent.
AND/OR Search Graph
The AND/OR search tree may contain nodes that root identical conditioned (on the current path assignment) subproblems. These nodes are said to be unifiable. When unifiable nodes are merged, the search space becomes a graph. Its size becomes smaller at the expense of using additional memory by the search algorithm. The depth first search algorithm can therefore be modified to cache previously computed results, and retrieve them when the same nodes are encountered again. The notion of unifiable nodes is defined formally next. 
Theorem 2 ([6]). The minimal AND/OR search graph of a constraint network R relative to a pseudo-tree T is unique.
Note that the definition of minimality in [6] is based only on isomorphism reduction. We extend it by also eliminating the redundant nodes. The previous theorem only shows that given an AND/OR graph, the merge operator has a fixed point, which is the minimal AND/OR graph. It can be shown that the AOMDD is a canonical representation (given a pseudo tree), namely that any two equivalent constraint networks can be represented by the same unique AOMDD, and the AOMDD is minimal in terms of number of nodes.
Some unifiable nodes can be identified based on their contexts. We can define graph based contexts for both OR nodes and AND nodes, just by expressing the set of ancestor variables in T that completely determine a conditioned subproblem. However, it can be shown that using caching based on OR contexts makes caching based on AND contexts redundant and vice versa, so we will only use OR caching. Any value assignment to the context of X separates the subproblem below X from the rest of the network.
Definition 8 (OR context). Given a pseudo tree T of an AND/OR search space,
is the set of ancestors of X in T , ordered descendingly, that are connected in the primal graph to X or to descendants of X.
Definition 9 (context unifiable OR nodes).
Given an AND/OR search graph, two OR nodes n 1 and n 2 are context unifiable if they have the same variable label X and the assignments of their contexts is identical. Namely, if π 1 is the partial assignment of variables along the path to n 1 , and π 2 is the partial assignment of variables along the path to n 2 , then their restriction to the context of X is the same:
The depth first search algorithm that traverses the AND/OR search tree, can be modified to traverse a graph, if enough memory is available. We could allocate a cache table for each variable X, the scope of the table being context(X). The size of the cache table for X is therefore the product of the domains of variables in its context. For each variable X, and for each possible assignment to its context, the corresponding conditioned subproblem is solved only once and the computed value is saved in the cache table, and whenever the same context assignment is encountered again, the value of the subproblem is retrieved from the cache It was already shown that [20, 4, 6] : Example 5. We refer again to Figure 3 . Figure 3(a) shows the pseudo tree, where the (OR) context of each node appears in square brackets. Notice that the context of a node is identical to the message scope from its bucket in Fig. 2. Figure 3(c) shows the context minimal AND/OR graph.
solving their corresponding subproblems. However, merging based on context is not complete, which means that there may still exist unifiable nodes in the search graph that do not have identical contexts. Moreover, some of the nodes in the context minimal AND/OR graph may be redundant, for example when the set of solutions rooted at variable X i does not depend on the specific value assigned to X i (this situation is not detectable based on context). This is sometimes termed as "interchangeable values" or "symmetrical values".
We propose to augment the minimal AND/OR search graph with removing redundant variables as is common in OBDD representation, as well as to adopt notational conventions common in this community. This yields a data structure that we call AND/OR BDD, that exploits decomposition by using AND nodes. We present the extension over multi-valued variables yielding AND/OR MDD or AOMDD. Subsequently we present two algorithms for compiling the canonical AOMDD of a constraint network: the first is search based, and uses the memory intensive AND/OR graph search to generate the context minimal AND/OR graph, and then reduces it bottom up by applying reduction rules; the second is inference based, and uses a Bucket Elimination schedule to combine the AOMDDs of initial functions by APPLY operations (similar to the apply for OBDDs). Both approaches have the same worst case complexity as the AND/OR graph search with context based caching, and also the same complexity as Bucket Elimination, namely time and space exponential in the treewidth of the problem, O(n k w * ).
From AND/OR Search Graphs to Decision Diagrams
We will now show how we can process an AND/OR search graph by reduction rules similar to the case of OBDDs, in order to obtain a representation of minimal size. In the case of OBDDs, a node is labeled with a variable name, for example A, and the low (dotted line) and high (solid line) outgoing arcs capture the restriction of the function to the assignments A = 0 or A = 1. To determine the value of the function, one needs to follow either one or the other (but not both) of the outgoing arcs from A. The straightforward extension of OBDDs to multi-valued variables (multi-valued decision diagrams, or MDDs) was presented in [22] .
We generalize the OBDD and MDD representations by allowing each outgoing arc to be an AND arc. An AND arc connects a node to a set of nodes, and captures the decomposition of the problem into independent components.
We define the AND/OR Decision Diagram representation based on AND/OR search graphs. We find it useful to introduce the meta-node data structure, which defines small portions of any AND/OR graph, based on an OR node and its AND children:
Definition 11 (meta-node).
A meta-node u in an AND/OR search graph of a constraint network consists of an OR node labeled X (therefore var(u) = X) and its k AND children labeled x 1 , . . . , x k that correspond to the value assignments of X. Each AND node labeled x i stores a list of pointers to child meta-nodes, denoted by u.children i .
We also define two special meta-nodes, that will play the role of the terminal nodes in OBDDs. The terminal meta-node 0 indicates the inconsistent assignments, while the terminal meta-node 1 indicates the consistent ones.
Any AND/OR search graph can now be viewed as a diagram of meta-nodes, simply by grouping OR nodes with their AND children, and adding the terminal meta-nodes appropriately.
It is now easy to see when a variable is redundant with respect to the outcome of the function based on the current partial assignment. Intuitively, any assignment to a redundant variable should lead to the same set of solutions.
Definition 12 (redundant meta-node). Given an AND/OR search graph G represented with meta-nodes, a meta-node u with var(u) = X and |D(X)|
An AND/OR graph G, that contains a redundant meta-node u, can be transformed into an equivalent graph G by replacing any incoming arc into u with its common list of children u.children 1 (joined in an AND arc), and then removing u and its outgoing arcs from G.
The notion of isomorphism is extended naturally from AND/OR graphs to metanodes.
Definition 13 (isomorphic meta-nodes). Given an AND/OR search graph G represented with meta-nodes, two meta-nodes u and v having var(u) = var(v) = X and
Naturally, the AND/OR graph obtained by merging isomorphic meta-nodes is equivalent to the original one. We can now define the AND/OR Multi-Valued Decision Diagram:
Definition 14 (AOMDD). An AND/OR Multi-Valued Decision Diagram (AOMDD) is a weighted AND/OR search graph that is completely reduced by isomorphic merging and redundancy removal, namely: (1) it contains no isomorphic meta-nodes; and (2) it contains no redundant meta-nodes.
AOMDDs for Constraint Networks Are Canonical Forms
It is well known that OBDDs are canonical representations of Boolean functions given an ordering of the variables [9] , and this property extends to MDDs [22] . In the case of AOBDDs and AOMDDs, the canonicity is with respect to a pseudo tree, following the transition from total orders (that correspond to a linear ordering) to partial orders (that correspond to a pseudo tree ordering).
Proposition 1. Let f be a function, not always zero, defined by a constraint network over X. Given a partition {X
i for all i ∈ {1, . . . , m}, then f i = g i for all i ∈ {1, . . . , m}. Namely, if f can be decomposed over the given partition, then the decomposition is unique.
Based on the previous proposition, in can be shown that AOMDDs for constraint networks are canonical representations given a pseudo tree.
Theorem 4 (AOMDDs are canonical for a given pseudo tree). Given a constraint network, and a pseudo tree T of its constraint graph, there is a unique (up to isomorphism) AOMDD that represents it, and it has the minimal number of meta-nodes.
The proof, omitted for space reasons, is by structural induction over the depth of the pseudo tree.
A constraint network is defined by its relations (or functions). There exist equivalent constraint networks that are defined by different sets of functions, even having different scope signatures. However, equivalent constraint networks define the same function, and we can ask if the AOMDD of different equivalent constraint networks is the same. The following theorem can be derived immediately from Theorem 4.
Theorem 5. Two equivalent constraint networks that admit the same pseudo tree T have the same AOMDD based on T .
Using AND/OR Search to Generate AOMDDs
In Section 4.1 we described how we can transform an AND/OR graph into an AOMDD by applying reduction rules. In Section 6.1 we describe the explicit algorithm that takes as input a constraint network, performs AND/OR search with context-based caching to obtain the context minimal AND/OR graph, and in Section 6.2 we give the procedure that applies the reduction rules bottom up to obtain the AOMDD. The reduction procedure can actually be incorporated in the search algorithm, but we present it separately for clarity.
Algorithm AND/OR-SEARCH-AOMDD
Algorithm 1, called AND/OR-SEARCH-AOMDD, compiles a constraint network into an AOMDD. A memory intensive (with context-based caching) AND/OR search is used to create the context minimal AND/OR graph (see Definition 10) . The input to AND/OR-SEARCH-AOMDD is a constraint network R and a pseudo tree T , that also defines the OR-context of each variable.
Each variable X i has an associated cache table, whose scope is the context of X i in T . This ensures that the trace of the search is the context minimal AND/OR graph. A list denoted by L Xi (see line 34), is used for each variable X i to save pointers to metanodes labeled with X i . These lists are used by the procedure that performs the bottom up reduction, per layers of the AND/OR graph (one layer contains all the nodes labeled with one given variable). The fringe of the search is maintained on a stack called OPEN. The current node (either OR or AND node) is denoted by n, its parent by p, and the current path by π n . The children of the current node are denoted by successors(n). For each node n, the Boolean attribute consistent(n) indicates if the current path can be extended to a solution. This information is useful for pruning the search space. Add meta-node of n to the list L
Algorithm 1: AND/OR SEARCH -AOMDD
if n is an AND node labeled with Xi, xi then 39
The algorithm is based on two mutually recursive steps: Forward (beginning at line 5) and Backtrack (beginning at line 28), which call each other (or themselves) until the search terminates. In the forward phase, the AND/OR graph is expanded top down. The two types of nodes, AND and OR, are treated differently according to their semantics.
Before an OR node is expanded, the cache table of its variable is checked (line 8). If the entry is not null, a link is created to the already existing OR node that roots the graph equivalent to the current subproblem. Otherwise, the OR node is expanded by generating its AND descendants. Each value x i of X i is checked for consistency (line 13). Any level of constraint propagation can be performed in this step (e.g., look ahead, arc consistency, path consistency, i-consistency etc.). The computational overhead can increase, in the hope of pruning the search space more aggressively. We should note that constraint propagation is not crucial for the algorithm, and the complexity guarantees are maintained even without it. The consistent AND nodes are added to the list of successors of n (line 15), while the inconsistent ones are linked to the terminal 0 meta-node (line 18).
An AND node n labeled with X i , x i is expanded (line 19) based on the structure of the pseudo tree. If X i is a leaf in T , then n is linked to the terminal 1 meta-node (line 21). Otherwise, an OR node is created for each child of X i in T (line 23).
The forward step continues as long as the current node is not a dead-end and still has unevaluated successors. The backtrack phase is triggered when a node has an empty set of successors (line 28). Note that, as each successor is processed, it is removed from the set of successors in line 41. When the backtrack reaches the root (line 31), the search is complete, the context minimal AND/OR graph has been generated, and the Procedure BOTTOMUPREDUCTION is called.
When the backtrack step processes an OR node (line 30), it saves a pointer to it in cache, and also adds a pointer to the corresponding meta-node to the list L Xi . The consistent attribute of the AND parent p is updated by conjunction with consistent(n). If the AND parent p becomes inconsistent, it is not necessary to check its remaining OR successors (line 37). When the backtrack step processes an AND node (line 39), the consistent attribute of the OR parent p is updated by disjunction with consistent(n).
The AND/OR search algorithm usually maintains a value for each node, corresponding to a task that is solved (e.g., counting solutions, or cost of the optimal solution). We did not include values in our description because an AOMDD is just an equivalent representation of the original constraint network R. Any task over R can be solved by a traversal of the AOMDD. It is however up to the user to include more information in the meta-nodes (e.g., number of solutions for a subproblem).
Reducing the Context Minimal AND/OR Graph to an AOMDD
Procedure BottomUpReduction processes the variables bottom up relative to the pseudo tree T . We use the depth first traversal ordering of T (line 1), but any other bottom up ordering is as good. The outer for loop (starting at line 2) goes through each level of the context minimal AND/OR graph (where a level contains all the OR and AND nodes labeled with the same variable, in other words it contains all the metanodes of that variable). For efficiency, and to ensure the complexity guarantees, a hash table, initially empty, is used for each level. The inner for loop (starting at line 4) goes through all the meta-nodes of a level, that are also saved (or pointers to them are saved) in the list L Xi . For each new meta-node n in the list L Xi , in line 5 the hash table H is checked to verify if a node isomorphic with n already exists. If the hash table H already contains a node p corresponding to the hash key (X i , n.children 1 , . . . , n.children ki ), then p and n are isomorphic and should be merged. Otherwise, if the new meta-node n 
The constraint graph is shown in Figure 4 (a). Consider the ordering d = (A, B, C, D, E, F, G, H). The pseudo tree (or bucket tree) induced by d is given in Fig. 4(b) . Figure 5 shows the execution of BE with AOMDDs along ordering d. Initially, the constraints C 1 through C 9 are represented as AOMDDs and placed in the bucket of their latest variable in d. The scope of any original constraint always appears on a path from root to a leaf in the pseudo tree. Therefore, each original constraint is represented by an AOMDD based on a chain. (i.e. there is no branching into independent components at any point). The chain is just the scope of the constraint, ordered according to d. For bi-valued variables, the original constraints are represented by OBDDs, for multiple-valued variables they are MDDs. Note that we depict meta- nodes: one OR node and its two AND children, that appear inside each gray node. The dotted edge corresponds to the 0 value (the low edge in OBDDs), the solid edge to the 1 value (the high edge). We have some redundancy in our notation, keeping both AND value nodes and arc-types (doted arcs from "0" and solid arcs from "1").
The BE scheduling is used to process the buckets in reverse order of d. A bucket is processed by joining all the AOMDDs inside it, using the APPLY operator. However, the step of elimination of the bucket variable is omitted because we want to generate the full AOMDD. In our example, the messages m 1 = C 1 C 2 and m 2 = C 3 C 4 are still based on chains, so they are still OBDDs. Note that they still contain the variables H and G, which have not been eliminated. However, the message m 3 = C 5 m 1 m 2 is not an OBDD anymore. We can see that it follows the structure of the pseudo tree, where F has two children, G and H. Some of the nodes corresponding to F have two outgoing edges for value 1.
The processing continues in the same manner. The final output of the algorithm, which coincides with m 7 , is shown in Figure 6 (a). The OBDD based on the same ordering d is shown in Fig. 6(b) . Notice that the AOMDD has 18 nonterminal nodes and 47 edges, while the OBDD has 27 nonterminal nodes and 54 edges.
Algorithm BE-AOMDD
Algorithm 2, called BE-AOMDD, creates the AOMDD of a constraint network by using a BE schedule for APPLY operations. Given an order d of the variables, a pseudo tree is created based on the constraint graph (this is just the bucket tree, or elimination tree of d). Each initial constraint C i is then represented as an AOMDD, denoted by G aomdd Ci , and placed in its bucket. To obtain the AOMDD of a constraint, its scope is ordered according to d, a search tree (based on a chain) that represents C i is generated, and then reduced by Procedure BottomUpReduction. Then, the algorithm proceeds exactly like BE, with the only difference that the join of constraints (represented as AOMDDs) is realized by the APPLY algorithm, and variables are not eliminated but carried around to the destination bucket. The messages between buckets are initialized with the dummy AOMDD of 1, denoted by G aomdd 1 , which is neutral for join. 
The AOMDD APPLY Operation
The apply operator takes as input two AOMDDs representing constraints C 1 and C 2 and returns an AOMDD representing their join C 1 C 2 . In OBDDs the apply operator combines two input diagrams based on the same variable ordering. Likewise, in order to combine two AOMDDs we assume that they are based on the same pseudo tree. This restriction is satisfied when we use APPLY to combine the constraints in the same bucket of the BE based algorithm. There are also more relaxed version of APPLY, when the pseudo trees of the two input constraints need only be compatible, rather than identical. Intuitively, this means that the pseudo trees generate partial orders (based on descendance relation) that are not in conflict. For space reasons, we will not present the details of the APPLY algorithm here, but refer the reader to [1] . We will just briefly describe it by an example.
Example 7. Figure 7 shows the result of combining two Boolean functions by an AND operation (or product). The input functions f and g are represented by AOMDDs based on chain pseudo trees, while the results is based on the pseudo tree that expresses the decomposition after variables A and B are instantiated. The APPLY operator performs a depth first traversal of the two input AOMDDs, and generates the resulting AOMDD based on the output pseudo tree. Similar to the case of OBDDs, a function or an AOMDD can be identified by its root meta-node. In this example the input metanodes have labels (A 1 , A 2 , B 1 , B 2 , etc. ). The output meta-node labeled by A 2 B 2 is the root of a diagram that represents the function obtained by combining the functions rooted by A 2 and B 2 .
The complexity of BE-AOMDD and the output size are similar to those of the search based algorithm: where r is the number of initial functions.
Related Work
There are various lines of related research. The formal verification literature, beginning with [9] contains a very large number of papers dedicated to the study of BDDs. However, BDDs are in fact OR structures (the underlying pseudo tree is a chain) and do not take advantage of the problem decomposition in an explicit way. The complexity bounds for OBDDs are based on pathwidth rather than treewidth.
As noted earlier, the work on Disjoint Support Decomposition (DSD) is related to AND/OR BDDs in various ways [14] . The main common aspect is that both approaches show how structure decomposition can be exploited in a BDD-like representation. DSD is focused on Boolean functions and can exploit more refined structural information that is inherent to Boolean functions. In contrast, AND/OR BDDs assumes only the structure conveyed in the constraint graph. They are therefore more broadly applicable to any constraint expression and also to graphical models in general. They allow a simpler and higher level exposition that yields graph-based bounds on the overall size of the generated AOMDD.
McMillan introduced the BDD trees [16] , along with the operations for combining them. For circuits of bounded tree width, BDD trees have linear space upper bound O(|g|2 w2 2w ), where |g| is the size of the circuit g (typically linear in the number of variables) and w is the treewidth. This bound hides some very large constants to claim the linear dependence on |g| when w is bounded. However, McMillan maintains that when the input function is a CNF expression BDD-trees have the same bounds as AND/OR BDDs, namely they are exponential in the treewidth only.
The AND/OR structure restricted to propositional theories is very similar to deterministic decomposable negation normal form (d-DNNF) [11] . More recently, in [23] , the trace of the DPLL algorithm is used to generate an OBDD, and compared with the typical formal verification approach of combining the OBDDs of the input function according to some schedule. The structures that were investigated are still OR.
McAllester [24] introduced the case factor diagrams (CFD) which subsume Markov random fields of bounded tree width and probabilistic context free grammars (PCFG). CFDs are very much related to the AND/OR graphs. The CFDs target the minimal representation, by exploiting decomposition (similar to AND nodes) but also by exploiting context sensitive information and allowing dynamic ordering of variables based on context. CFDs do not eliminate the redundant nodes, and part of the cause is that they use zero suppression. There is no claim about CFDs being a canonical form, and also there is no description of how to combine two CFDs.
More recently, independently and in parallel to our work on AND/OR graphs [4, 5] , Fargier and Vilarem [17] proposed the compilation of CSPs into tree-driven automata, which have many similarities to our work. Their main focus is the transition from linear automata to tree automata (similar to that from OR to AND/OR), and the possible savings for tree-structured networks and hyper-trees of constraints due to decomposition. Their compilation approach is guided by a tree-decomposition while ours is guided by a variable-elimination based algorithms. And, it is well known that Bucket Elimination and cluster-tree decomposition are in principle, the same [25] .
Conclusion
This paper gives an overview of a new compilation data structure for constraint networks. The AND/OR Multi-valued Decision Diagram (AOMDD) [1] [2] [3] emerges from the study of AND/OR search spaces for graphical models [4, 5, 26, 6] and ordered binary decision diagrams (OBDDs) [9] . Graphical models algorithms that are searchbased and compiled data-structures such as BDDs differ primarily by their choices of time vs memory. When we move from regular OR to an AND/OR search space, the spectrum of algorithms available is improved for all time vs memory decisions. We believe that the AND/OR search space clarifies the available choices and helps guide the user into making an informed selection of the algorithm that would fit best the particular query asked, the specific input function and the available computational resources.
We presented the two main algorithmic approaches for compiling an AOMDD for constraint networks. The first is a top down procedure, that uses memory intensive AND/OR search, and applies reduction rules to the trace of the search. The second is a bottom up procedure that uses a Bucket Elimination schedule to combine the constraints via the APPLY operator.
As part of our current and future work, we are implementing, and experimenting with, the algorithms described here in order to provide an empirical evaluation.
