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Abstract
With the increasing usage of social networking platforms seen over recent years, there has been
an extensive rise in hate speech usage between the users. Hence, Government and social media
platforms face lots of responsibility and challenges to control, detect and eliminate massively
growing hateful content as early as possible to prevent future criminal acts such as cyber
violence and real-life hate crimes. Since Twitter is used globally by people from various
backgrounds and nationalities, the platform contains tweets posted in different languages,
including code-mixed language, namely Hindi-English. Due to the informal format of tweets
with variations in spelling and grammar, hate speech detection is challenging, especially in codemixed text containing a mixture of different languages. In this paper, we tackle the critical issue
of hate speech on social media, with a focus on a mix of English and Hindi-English (codemixed) text messages (tweets) on Twitter. We perform hate speech classification using the
benefits of character-level embedding representations of tweets and Deep Neural Networks
(DNN). We built two architectures, namely Convolutional Neural Network (CNN) and a
combination of CNN and Long Short-Term Memory (LSTM) algorithms with character-level
embedding as an improvement over Elouali et al. (2020)’s work. Both the models were trained
using an imbalanced (original) as well as oversampled (balanced) version of the training dataset
and were evaluated on the test set. Extensive experimental analysis was performed by tuning the
hyperparameters of our models and evaluating their performance in terms of accuracy, efficiency
(runtime) and scalability in detecting whether a tweet is hate speech or non-hate. The
performance of our proposed models is compared with Elouali et al. (2020)’s model, and it is
observed that our method has an improved accuracy and a significantly improved runtime and is
scalable. Among our best performing models, CNN-LSTM performed slightly better than CNN
with an accuracy of 88.97%.
Keywords: Code-mixed, hate speech, multilingual, neural networks, CNN, CNN-LSTM
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Chapter 1 – Introduction
1.1 Background
In recent years, with the population growth, there has been a considerable rise in Internet usage
worldwide. One primary reason is the increased usage of social media websites that became
popular, attractive, and addictive to users in no time (“The Equilibrium Decodes the Impact,”
2022). Twitter is one of the prevalent social media platforms widely used by people, generating
massive online content and big data. Such platforms allow users to connect faster and easier and
openly share and express their opinions and thoughts free of cost through photos, videos, or
messages/tweets, giving them unconditional freedom of speech.

Apart from the positives mentioned, there is also a dark side to social media. With increased
usage and addiction to social media, there has also been a significant rise in openly using hate
speech and offensive language between users without fear of losing anything. Chen et al. (2012)
defined hate speech as “any communication outside the law that disparages a person or a group
on the basis of some characteristics such as race, colour, ethnicity, gender, sexual orientation,
nationality, and religion”. Since everything is virtual, certain users take advantage of the freedom
of speech given to them and dare to post hateful content against specific individuals or
communities by sitting behind the screens anonymously, which they would not dare to do in real
life. Such hate speech gives rise to cyber violence and hate crimes, affecting individuals’ social
and mental health and impacting human lives. Most platforms forbid the usage of hate speech,
but due to the massive content generated by the hateful users, controlling them is becoming
impossible. Hence, it is crucial and challenging for the Government and social media websites to
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control, detect, and eliminate hateful content as early as possible to prevent real-life violence
likely to be caused due to them (“How Online Hate Turns,” 2018). This subject is so crucial that
in March 2021, an Indian politician requested legislation to immediately regulate online hate
speech since it is going beyond control (“Supreme Court to Hear,” 2021). Like India, many other
countries have also imposed strict laws to combat online hate speech (“German Cabinet Agrees
to Fine,” 2017; “New Zealand Moves to Toughen,” 2021; “Up to Dh200,000 Fine,” 2020).
Twitter is fighting to remove hateful content but is still criticized for not doing well (Elouali et
al., 2020).

In this project, we tackle the critical issue of hate speech on social media, with a focus on text
messages (or tweets) on Twitter. Twitter is a free-of-charge global social networking platform
for sharing short text (tweets), where each tweet can contain up to 280 characters. People from
various backgrounds and nationalities use Twitter. Thus, some tweets may also include codemixed text. Code-Mixing is defined as embedding linguistic units such as words, phrases, or
morphemes of one language into the utterance of another language (Santosh & Aravind, 2019).
In other words, code-mixing involves writing the words of one language using the alphabets of
another. Examples 1.1 and 1.2 demonstrate one hate and one non-hate tweet in code-mixed text,
respectively, along with their English translations.

Example 1.1 (hate tweet in Hindi-English code-mixed):
This example shows a hate tweet in a team sport context written in Hindi-English code-mixed
text. That is, the tweet is written with Hindi words using the English alphabet along with a few
English words (‘team’, ‘captain’ and ‘hate’).
Agar is team ka captain Dhoni nhi to ye team kuch nhi, chahe kisi Ko bhi le aao, Lakho log aaj
apki team Ko hate krne lge h.
2

Translation:
If Dhoni is not the captain of this team, then this team is nothing, no matter whoever you bring,
lakhs of people have started hating your team today.

Example 1.2 (non-hate tweet in Spanish-English code-mixed):
This example shows a non-hate tweet in a family relationship context written in Spanish-English
code-mixed text. That is, the tweet is written with Spanish words using the English alphabet
along with a few English words ‘parents’ and ‘date’).
Cuando Mis parents me dejan ir el date me Keda Mal - No MAMEN
Translation:
When my parents let me go, my date is cancelled - You’re kidding me!

India is a large country with diverse languages among its huge population and communities
(“India: The Land Of Diverse,” 2020). Consequently, code-mixed language, namely HindiEnglish, is used naturally and effectively by people to write tweets for ease of expression and
communication. Code-mixed text is usually a language with an informal format and nongrammatical structure with lots of variations in slang and spellings (Santosh & Aravind, 2019).
Due to the informal format caused by the mixture of different languages, hate speech detection in
the code-mixed text is challenging.

1.2 Statement of Problem
Hate speech is a growing problem on social media platforms like Twitter which gives rise to
cyber violence and hate crimes, affecting individuals’ social and mental health and impacting
human lives. Most platforms forbid the usage of hate speech, but due to the massive content
generated by the hateful users, controlling them is becoming impossible. Due to the informal
3

format of tweets with variations in spelling and grammar, hate speech detection is challenging,
especially in code-mixed text containing a mixture of different languages. Hence, we need to
have a softwarized mechanism to automatically detect and control such hateful content
regardless of the language to ensure the security and social and mental well-being of the users.

1.3 Project Goals
This project targets a mix of English and Hindi-English (code-mixed) tweets. In the area of hate
speech detection, relevant research work has been done on pure languages like English
(Davidson et al., 2017; De Souza & Da Costa-Abreu, 2020; Gambäck & Sikdar, 2017; Geet D'Sa
et al., 2020; Kwok & Wang, 2013; Magu et al., 2017; Park & Fung, 2017; Waseem, 2016;
Waseem & Hovy, 2016; Watanabe et al., 2018). Moreover, research work has also been done on
code-mixed languages, such as Hindi-English (Bohra et al., 2018; Kamble & Joshi, 2018;
Santosh & Aravind, 2019; Singh et al., 2018; Sreelakshmi et al., 2020). However, hate speech
detection in a mix of multiple languages (multilingual) has not been explored extensively in the
literature. To the best of our knowledge, the study by Elouali et al. (2020) was the only study that
addressed the detection of hate speech in a mix of seven different languages (including English
and Hindi-English code-mixed) by using CNN with character-level embedding. In this project,
we propose an efficient method to accurately detect hate speech in a mix of English and HindiEnglish (code-mixed) tweets by using CNN as well as a combination of CNN and LSTM
algorithms with character-level embedding as an improvement over Elouali et al. (2020)’s work.
We perform extensive experimental evaluation by evaluating the performance of our method in
terms of accuracy, efficiency (runtime) and scalability, and comparing our method to Elouali et
al. (2020)’s method. The experimental evaluation suggests that our method has an improved
accuracy and a significantly improved runtime and is scalable. This project could benefit the
4

Government and social media platforms to control hateful content and reduce cyber violence and
hate crimes.

1.4 Methodology
Utilizing a data mining framework/methodology helps organize this data analytics project and
achieve its goals and objectives. The research methodology provides an overview regarding the
sequential steps of handling the data mining project’s life cycle. One of the most popular
methodologies called the CRoss Industry Standard Process for Data Mining (CRISP-DM), is
used in this project. CRISP-DM approach consists of five significant steps, as shown in the flow
chart in Figure 1. The following explains how each step is performed at every stage of the
project.
Business
Understanding

Data
Understanding

Data
Preparation

Modelling

Evaluation

Figure 1: CRISP-DM
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Step 1 – Business Understanding
Business Understanding is the first stage of a data mining project where a problem that has a
possible solution using an analytical approach should be identified. For this capstone project, the
background of the hate speech problem, the problem statement and project goals are determined
in the previous sections. The data mining goals to solve our problem are determined, and a
project plan is produced in the following chapters, along with the tools and techniques to
undertake this project.

Step 2 – Data Understanding
Data Understanding is the second stage where a deep understanding of the dataset should be
built. The datasets available through various sources mentioned in Chapter 3 are collected. The
dataset’s size and type are reviewed, and its distribution is described and explored to verify the
quality of the data since these factors influence the model’s performance. For each of these steps,
a detailed report is provided.

Step 3 – Data Preparation
Data Preparation is the third stage where the pre-processing of data should be performed. Data
pre-processing is a technique used to convert raw data into a clean dataset. The collected hate
speech datasets from different sources are integrated/merged. Since our dataset consists of
tweets, we come across characters and words that are unnecessary for our hate speech detection
project, such as mentions/usernames, emoticons, special characters, punctuation marks, and
URLs. Hence, they are cleaned and formatted from such unwanted information. The dataset is
already labelled by the domain experts from the previous research studies.

6

Step 4 – Modelling
Firstly, the modelling techniques to be used are selected, and the architecture of the modelling
approach is defined. Then the models are built using necessary parameter settings. In this project,
a Convolutional Neural Network (CNN) and a combination of CNN and Long Short-Term
Memory (LSTM) algorithms with character-level embedding are proposed, which are defined
and built.

Step 5 – Evaluation
Once the models are built, their performance is evaluated and compared between various
experiments. Experiments are carried out by adjusting the hyperparameters or changing any
detail in the architectures to define the best performing architectures for the detection of hate
speech in a mix of English and Hindi-English (code-mixed) text. Their performance is compared
with Elouali et al. (2020)’s method. Then, the results are assessed to ensure that they address our
problem, outperform the existing work and meet the goals of this project. Finally, the entire
process is reviewed, and the next steps of action and decision are determined.

1.5 Limitations of Study
This project requires a dataset consisting of a mix of English tweets and Hindi-English (codemixed) tweets from a single source annotated as hate or non-hate by a single linguistic expert
annotator. Unfortunately, a publicly available dataset with such specifications could not be
found.

7

Chapter 2 – Literature Review
2.1 Background
In the past decade, several research studies have been done to detect hate/offensive/aggressive
speech on social media in English and a few other languages. Hate and abusive contents on
social media are independent of the language; hence, we need to address this problem regardless
of the informality or complexity of the language, whether code-mixed or pure. Our project
targets short text, particularly, published tweets from Twitter. Hence, we group toxic speech into
three categories based on the used language of the tweets (dataset). The first category includes
research on the detection of toxic speech in English text, the second includes research in HindiEnglish code-mixed text, and the third includes research in multilingual text. The three
categories encompass research work for detecting toxic speech in English text, Hindi-English
code-mixed text, and multilingual text, respectively.

2.2 Toxic Speech Detection in English Text
The literature includes several proposed approaches to detecting toxic content in the English text.
Researchers combated English toxic text via detecting hate tweets (Gambäck & Sikdar, 2017;
Kwok & Wang, 2013; Magu et al., 2017; Park & Fung, 2017; Waseem, 2016), offensive tweets
(De Souza & Da Costa-Abreu, 2020; Waseem & Hovy, 2016; Zampieri et al., 2019), and a mix
of both (Davidson et al., 2017; Geet D’Sa et al., 2020; Watanabe et al., 2018). Various
algorithms were proposed for detecting toxic content in the English text, namely, Machine
Learning (ML)-based classification algorithms (Davidson et al., 2017; De Souza & Da CostaAbreu, 2020; Kwok & Wang, 2013; Magu et al., 2017; Waseem, 2016; Waseem & Hovy, 2016;
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Watanabe et al., 2018) and Deep Learning (DL)-based classification algorithms (Gambäck &
Sikdar, 2017; Geet D’Sa et al., 2020; Park & Fung, 2017; Zampieri et al., 2019).

Kwok and Wang (2013) proposed an ML-based classification algorithm to classify hate tweets in
English targeting blacks. They found that the reliability of overall agreement of hateful tweets
was only 33%, using a survey taken from 3 students of the same gender and age but different
races to classify whether a tweet is offensive and rate its offensiveness. Using the 10-fold crossvalidation method, on average, the accuracy of the Bag-of-Words Naïve Bayes classifier model
built was only 76%, and the error rate was 24%. Kwok and Wang (2013) found out that 86% of
the racist tweets were categorized as racist only because they contained offensive words. Hence,
by considering only the unigram features of the tweets, the model was not sufficiently accurate
since the presence of offensive words can also lead to the wrong classification of tweets as antiblack. Hate speech needs to be carefully understood since it can even be expressed subtly
without offensive words.

Waseem and Hovy (2016) proposed an ML-based classification algorithm to detect offensive
tweets in English and enhance the performance by using additional features. The data collected
had a set of tweets based on a sample of hateful terms that frequently occurs and any entities
referenced explicitly in the tweets along with demographic and geographic data, which were then
manually annotated. “Critical race theory” was used to identify hateful speech that meets defined
guidelines and used to gather appropriate data (Waseem & Hovy, 2016). A logistic regression
classifier with character n-grams and 10-fold cross-validation was used to test how demographic
features help in classifying the tweets. Character n-gram was a good approach where gender data
improved the classifier’s performance with an increase in F1 score. Other information such as
location and length of tweets and their combinations reduced the classifier’s performance.
9

Demographic features can help enhance the model’s performance, but this information is usually
not directly available or reliable on Twitter.
Waseem (2016) proposed an ML-based classification algorithm to test the effect of “annotator
knowledge of hate speech on classification models” that compares the results obtained using
amateur annotations to those obtained using expert annotations. The data used was extracted in
the author’s previous study by Waseem & Hovy (2016), which consisted of 130K tweets in
English. A small sample of these tweets was selected and manually annotated by amateurs from
CrowdFlower and experts such as feminists and activists separately. Based on each of the
features chosen, a classification algorithm was built, and 5-fold cross-validation was used to
evaluate the performance using both amateurs’ annotated data and expert annotated data. The
best model was then run with Waseem and Hovy (2016) dataset, whose performance on binary
class was the same as in the previous study but underperformed on multi-class classification.
Waseem (2016) suggested that a weighted F1 score can be a better classification evaluation
metric than an unweighted F1 score and found that amateur annotations with complete
agreement are better than expert annotations.

Magu et al. (2017) proposed an ML-based classification algorithm to detect racist tweets in
English that use unique hate code words referencing specific communities to avoid violating
social media policies. The data was collected using a Jefferson-Henrique web scraping script
with tweets containing common hate code words tweeted for one month. A sizable and balanced
sample of these tweets was manually annotated and used for each experimental step. The
Support Vector Machine (SVM) classifier was built using 10-fold cross-validation to classify the
racist tweets that used hate code words intentionally and the tweets that used the words in a
regular context which achieved an accuracy of 79.4% approximately. The model was further
10

used to identify the user handles who posted hateful tweets using code words and the frequency
of tweets above a threshold value. These results helped the model understand the usage patterns
of such users showing racism.

Davidson et al. (2017) proposed an ML-based classification algorithm to classify hate speech,
offensive language or neither in English tweets. The data collected had tweets containing terms
from the hate speech glossary and manually labelled through crowdsourcing. Logistic regression
with L2 regularization was used as a multi-class classification model, which achieved “an overall
precision of 0.91, recall of 0.90, and F1 score of 0.90” and was “biased towards classifying
tweets as less hateful or offensive than the human coders” (Davidson et al., 2017). Predictions,
accuracies, and errors were closely analyzed to understand the possibilities and difficulties in
accurately classifying hate speech, offensive language and neither. Homophobic and racist
tweets were mainly classified as hateful, sexist tweets were classified as offensive, and the tweets
without any hateful or offensive terms were difficult to be classified.

Watanabe et al. (2018) proposed an ML-based classification algorithm to classify hate speech
and offensive language in English based on features such as unigrams, patterns, sentiments, and
semantics extracted from the training dataset. The dataset used was a combination of two
datasets available on CrowdFlower and one on GitHub used in Waseem and Hovy (2016)
research, consisting of tweets classified as hateful, offensive or neither. It was split into a training
set of 21,000 tweets, a test set of 2,010 tweets and a validation set of 2,010 tweets. J48graft
algorithm was built to perform classification using the weka toolkit. An accuracy of 87.4% was
achieved for binary classification of tweets (offensive or clean) and 78.4% for ternary
classification (hateful, offensive, or clean) using all the features combined. The accuracy
dropped due to the complexity of classifying hateful from offensive tweets.
11

Zampieri et al. (2019) proposed ML and DL-based classification algorithms to classify offensive
content on Twitter and further identify the type and target of these offences. The data collected
had a set of tweets in English based on popular keywords that frequently occur. These tweets
were sampled to contain an equal proportion of political and non-political based content, which
were annotated manually using three-level schemes to find the type of tweet, offence, and target
through crowdsourcing. SVM, Bi-directional LSTM (BiLSTM) and CNN models were built, and
their performance was compared using a macro-averaged F1 score. The CNN model performed
the best in all three stages: detecting offensive tweets, categorizing the type of offence, and
identifying the target.

De Souza and Da Costa-Abreu (2020) proposed ML-based classification algorithms to detect
offensive language in Twitter data and enhance the performance through the quality of features
and data configuration. The data used had a set of tweets in English prepared by Davidson et al.
(2017) and manually labelled as either hateful, offensive, or normal through crowdsourcing.
Hateful tweets were discarded due to a smaller number of tweets, and offensive tweets were
sampled to a lesser size to balance with normal tweets, and the data was split as 60% training and
40% testing set. Linear SVM (LSVM) and Naïve Bayes classification models were built to detect
offensive language; LSVM achieved 90% accuracy and 92% recall, whereas Naïve Bayes
achieved 92% accuracy and 95% recall. LSVM was sensitive to data type and normalization and
required proper parameters and a balanced input to attain good results. On the other hand, such
issues were not found in the Naïve Bayes classifier; hence it performed better than LSVM and
was easier to implement.
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Studies in this category of work, i.e., toxic speech detection in English text, present interesting
solutions. However, the investigation of hate speech detection in multiple languages (a mix of
English and any other language) has not been explored in the literature.

2.3. Toxic Speech Detection in Hindi-English Code-Mixed Text
Researchers proposed several approaches to detecting toxic content in the code-mixed language
of Hindi-English text via detecting hate tweets (Bohra et al., 2018; Kamble & Joshi, 2018;
Santosh & Aravind, 2019; Sreelakshmi et al., 2020) and aggressive tweets (Singh et al., 2018).
Various algorithms were proposed by these researchers, mainly ML-based classification
algorithms (Bohra et al., 2018; Sreelakshmi et al., 2020) and DL-based classification algorithms
(Kamble & Joshi, 2018; Santosh & Aravind, 2019; Singh et al., 2018).

Bohra et al. (2018) proposed ML-based classification algorithms to introduce and perform hate
speech detection in code-mixed (Hindi-English) posts on Twitter. The data collected had 4575
tweets filtered from a set of tweets posted for five years with specific hashtags/keywords. The
linguistic experts manually annotated these tweets with the corresponding language at word level
and class, whether hate or normal speech. SVM and Random Forest (RF) classifiers were built,
and 10-fold cross-validation was used to calculate their accuracy when individual features and all
the features were used. The performance of SVM was better than RF, with the highest accuracy
of 71.7% when all the features were used. Considering individual features, character n-grams in
SVM and word n-grams in RF achieved the highest accuracy.

Kamble and Joshi (2018) proposed DL-based classification algorithms to detect hate speech in
code-mixed (Hindi-English) tweets on Twitter. The 3849 tweets prepared by Bohra et al. (2018)
were used for model evaluation, and a large set of tweets targeting minority groups were
13

collected to train the domain-specific word embeddings. Domain-specific word embeddings
improved the representation of hate targets much better than general embeddings. SVM and RF
classifiers were built using the same methodology from Bohra et al. (2018) as their baseline.
Additionally, three DL models, namely CNN-1D, LSTM and BiLSTM, were built using the
word embeddings for comparison, and 10-fold cross-validation was used to calculate their
precision, accuracy, recall and F1 scores. CNN-1D achieved the highest precision (83.34%), F1
score (80.85%), and accuracy (82.62%), whereas BiLSTM achieved the highest recall of
78.90%. Hence, the results showed that DL models performed much better than the statistical
methods in detecting the semantics and hate speech contexts.

Singh et al. (2018) proposed ML and DL-based classification algorithms to detect aggressive
speech in Hindi-English code-mixed posts and comments on Facebook. The data used had 12000
posts/comments in Roman and Devanagari from Facebook, published as part of an online shared
task by Kumar et al. (2019), labelled into three classes: Covertly Aggressive, Overtly Aggressive
and Non-Aggressive. According to Singh et al. (2018), “abuses and aggression are often
correlated, but neither entails the other”. Six classification models were built: Multimodal Naïve
Bayes, Decision Tree, SVM, Multilayer Perceptron, LSTM and CNN, using various
combinations of features and parameter tuning. The accuracies were calculated using the 10 Kfold cross-validation method, and CNN performed the best, achieving an accuracy of 73.2%.
Neural networks do not always serve better than ML algorithms in speech detection. The models
could not learn appropriately since the posts and comments were not diverse and varied in
content.

Santosh and Aravind (2019) proposed DL-based classification algorithms to detect hate speech
in code-mixed (Hindi-English) tweets on Twitter. The data used had 3800 tweets prepared by
14

Bohra et al. (2018) and manually annotated into hate or normal by linguistic experts. SVM and
RF classifiers were built using the same methodology from Bohra et al. (2018) as their baseline.
Besides, the “sub-word level LSTM model and Hierarchical LSTM model with attention based
on phonemic sub-words” were built for comparison, and 10-fold cross-validation was used to
calculate each model’s “accuracy, recall and F1 scores” (Santosh & Aravind, 2019). SVM
achieved the highest accuracy of 70.7%, whereas Hierarchical LSTM achieved the highest recall
(45.1%) and F1 score (48.7%). A simple architecture of DL was used due to the limited size of
data.

Sreelakshmi et al. (2020) proposed ML-based classification algorithms to detect hate from nonhate in Hindi-English code-mixed tweets. The data used had a combination of three datasets, one
collected by Bohra et al. (2018), another by Mathur et al. (2018), and the last from an online
shared task, consisting of 10,000 sample tweets equally divided into hate and non-hate classes.
Facebook’s pre-trained embedding, fasttext, was used as a feature matrix for classifying the
tweets using SVM-Linear, SVM-Radial Basis Function (RBF) and RF algorithms. Their
performance was then evaluated using 10-fold cross-validation and compared against using
word2vec and doc2vec features. The fasttext feature gave the highest accuracy of 85.81%, and
the word2vec feature gave 75.11% accuracy, both using the SVM-RBF classifier, while the
doc2vec feature gave 64.15% accuracy using RF. This study has outperformed all the previous
studies using fasttext as character level features for classification, which achieved better than
document-level and word-level features.

Studies in this category present different and interesting solutions for detecting toxic speech in
Hindi-English code-mixed text. However, the investigation of hate speech detection in multiple
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languages (mix of Hindi-English code-mixed and any other language) has not been explored in
the literature.

2.4 Toxic Speech Detection in Multilingual Text
A hate tweet dataset from Twitter was used by Elouali et al. (2020) to detect toxic content in
multilingual text using a DL-based classification algorithm.

Elouali et al. (2020) proposed a DL-based classification algorithm that utilized neural networks
to detect hate speech in tweets written in seven different languages. They created their
multilingual dataset by combining existing monolingual datasets of different languages. Two
versions of the dataset were prepared as follows: the first version contained a total of 33,727
tweets in Arabic, Italian, Portuguese, Indonesian and English languages, and the second version
contained, in addition to the tweets in the first version, 12,446 tweets written in Hindi-English
and German languages. A CNN model with character-level embedding was built, and several
experiments were carried out by modifying the parameters to determine the best architecture.
88.93% and 83% were the best accuracies achieved for the first and second versions of datasets,
respectively. A single CNN model could detect hate speech in multiple languages and perform
better compared to the previous studies on individual datasets.

To the best of our knowledge, the study by Elouali et al. (2020) is the only study that considers
several languages for detecting hate speech, whereas, in the other studies above, the number of
languages considered is only one. Elouali et al. (2020) proposed a solution for a problem that is
closely related to ours; however, the time of execution of their method was very long. This will
be further elaborated and demonstrated in Chapter 4.
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Thus, the primary objective of this work is to tackle a mix of English and Hindi-English (codemixed) tweets represented, generally, in short text, to detect hate speech using neural network
architectures. Our proposed method efficiently detects hate speech in a mix of multiple
languages. We will experimentally evaluate our method in Chapter 4.
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Chapter 3 – Project Description
3.1 Description of Dataset
This project requires a dataset that consists of a mix of English tweets and Hindi-English (codemixed) tweets. Moreover, this project requires tweets to be classified/labelled as hate or nonhate. Unfortunately, we could not find a publicly available dataset with such specifications. To
ensure repeatability of experimental evaluation, we opted to employ widely used datasets in the
literature by combining existing datasets created and used by pertinent research work (Bohra et
al., 2018; Davidson et al., 2017; Mathur et al., 2018). Our dataset is formed by collecting tweets
from three different sources, as follows:

1. The first portion of our dataset is collected from the dataset used by Davidson et al. (2017).
Davidson et al. (2017)’s dataset contains tweets written in the English language and labels
tweets as hate, offensive, or neither. However, for the sake of adopting this dataset to our
work (i.e., keeping only two class labels), we relabelled the offensive class as hate and
neither as non-hate. As a result, we end up with a dataset containing 24,783 tweets in
English, where 4,163 of them are classified as non-hate and 20,620 as hate.
2. The second portion of our dataset is collected from the dataset used by Bohra et al. (2018).
Bohra et al. (2018)’s dataset contain tweets written in Hindi-English code-mixed language
and labels tweets as hate or non-hate. Overall, this dataset contains 4,579 tweets in HindiEnglish code-mixed, where 2,918 of them are classified as non-hate and 1,661 as hate.
3. The third portion of our dataset is collected from the dataset used by Mathur et al. (2018).
Mathur et al. (2018)’s dataset contains tweets written in Hindi-English code-mixed language
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and labels tweets as hate-inducing, non-offensive, or abusive. For the sake of having two
class labels, we relabelled hate-inducing and abusive class labels as hate and relabelled nonoffensive as non-hate. In total, this dataset contains 3,189 tweets in Hindi-English codemixed, where 1,121 of them are classified as non-hate and 2,068 as hate.
The final combined dataset has two columns, namely “Tweet” (text content) and “Label” (hate or
non-hate). It consists of a total of 32,551 tweets with target class labels, where 8,202 are
classified as non-hate and 24,349 as hate. Table 1 summarizes the final dataset.
Table 1: Dataset Description
Language
English

Hindi-English

Hate Class

Number of Tweets

Hate

20,620

Non-hate

4,163

Hate

4,039

Non-hate

3,729

Total

32,551

Formally, a tweet, t, is a combination of characters. The maximum size of t, denoted by |t|, is 280
characters. A class label c ∈ {“hate”, “non-hate”}. A dataset record r = <t, c>, where t is the
tweet and c is t’s associated class label. A dataset record, r, is an ordered set that contains two
items: the full tweet and its pertinent class label. The dataset, D, is a set of records, i.e., D = {r 1,
r2, …, rn}, where n = |D| = the total number of records in the D.

3.2 Proposed Methodology
This section provides a detailed explanation of the proposed methodology used for detecting hate
and non-hate tweets. Particularly, this section details the following steps: data pre-processing,
training and test set split, resampling, and proposed neural networks.
19

3.2.1 Data Cleaning (Pre-processing)
Since our dataset consists of tweets (short texts), we come across characters and words that are
unnecessary for our hate speech detection study, such as mentions/usernames (e.g., @shivang),
emoticons (e.g., 😊,☹), special characters (e.g., @, +), punctuation marks (e.g., ?, !), and
URLs (e.g., http://t.co/hH50P5pytX). Therefore, we performed the following pre-processing
steps on dataset tweets:

1. Decoding HTML: The encoded HTML are decoded by replacing the HTML entity
names or entity numbers with their original text representation. Some encoded HTML
parts like “& amp” are not correctly decoded and, hence, removed.
2. Removal of emoticons: All the emoticons encoded with UTF-8 BOM (Byte Order
Marks) in the original text are first decoded and then removed.
3. Removal of mentions (usernames): Since mentions are just other persons’ usernames
tagged in the tweets, they do not contribute to any kind of sentiment in the tweet. Hence,
they are removed.
4. Removal of URL links: All the URLs (http/https/www) and other links (including links
of pictures/videos) in the tweets are removed since they also do not contribute to any kind
of sentiment in the tweet.
5. Conversion to lower case: All the tweets are converted to lower case in order to have
only lower-case letters for character-level representation/embedding.
6. Expansion of negations: When apostrophes (special characters) are removed as part of
pre-processing, the negative contractions lose their meaning. For example, words like
“can’t” end up as “can t”, which is not an English word. Therefore, to avoid falling into
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this situation, all the negative contractions are appropriately expanded. Based on the
previously provided example, “can’t” is converted to “cannot”.
7. Removal of hashtags, punctuation marks, numbers and special characters: There are
cases where the words/phrases used with the hashtag symbol (#) provide useful
information about the tweets and their sentiment. Hence, only the “#” symbols are
removed. Also, other special characters, punctuation marks and numbers are removed.
8. Removal of extra white spaces: All the additional white spaces in the tweets are
removed.
9. Removal of duplicates: The duplicate records which contain the same tweets and
labels/classes are dropped. Moreover, the dataset contains a few duplicate tweets that are
labelled as hate as well as non-hate. Hence, by manually identifying the correct label, the
duplicate tweets with incorrect labels are dropped.
10. Removal of null values: After pre-processing the tweets, some of the tweets turned out
to be empty strings (null values). For example, some of the tweets had only mentions,
links and emoticons before pre-processing. Hence, these records are removed.

The final clean dataset consists of a total of 31,456 tweets with target class labels, where 7,903
are classified as non-hate and 23,553 as hate. The dataset is imbalanced due to the unequal
distribution of class labels. Here, the total number of a class of data (non-hate) is less than that of
another class of data (hate).

3.2.2 Training and Test Set Split
The feature (tweet) and target (label) are split into mutually exclusive training and test sets using
holdout with stratified sampling by reserving 4/5 (80%) of the total records/rows in the dataset
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for training (model construction) and 1/5 (20%) for testing (prediction, accuracy estimation). The
training set contains 25,164 records, and the test set contains 6,292 records.

3.2.3 Handling Data Imbalance
Since we have an imbalanced dataset, standard classification algorithms tend to incline towards
the majority class and ignore the minority class. Hence, most predictions will correspond to the
majority class and treat the minority class features as noise in the data and ignore them, which
will result in a high bias in the model (Batista et al., 2004). Resampling techniques, such as
under-sampling and over-sampling, are widely used to deal with highly imbalanced datasets. The
random over-sampling technique is applied to our training set by replicating random records with
replacements from the minority class (“non-hate”) (Batista et al., 2004). It is applied only on the
training set and not on the full dataset in order to avoid overfitting and poor generalization to the
test set by allowing identical records to be present in both the training and test set. Random oversampling is a good choice when we do not have big data to work with for a problem. After
applying random over-sampling on the training set, the count of target class labels in the training
set became equal, and hence the training set contains 37,684 records (18,842 records in each
class).

3.4.4

Proposed Model Architectures

Character-level CNN
Typically, Convolutional Neural Networks (CNN) are used to extract information from raw
signals in applications such as speech recognition, image classification, and computer vision.
However, one-dimensional CNN can also be applied to textual data, considering it as another
type of raw signal at the character level (Zhang et al., 2015). The study by Zhang et al. (2015)
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demonstrated that CNN could be applied only on characters to understand text data without
requiring the knowledge of words used in the text and the syntactic/semantic structure of the text
language. Character-level representation of the tweets overcomes the problem of misspellings,
out-of-vocabulary words in the test set that are not in the training set, and syntactically identical
words/homographs with different meanings in the same or different languages that are faced
while using word-level representation (Elouali et al., 2020). Character-level representation
increases the chance of having the same characters in the training and test set. Due to the above
reasons, character-level representation of tweets is appropriate for our multilingual dataset.

We split our tweets (text) into characters using the Keras tokenizer class, and an index of the
tokenized unique characters is created, for example, a=1, b=2 and so on. The alphabet used
consists of 28 characters, including 26 English letters, space, and an unknown character
(“UNK”) used to replace out-of-vocabulary characters if the unknown character exists. Then, the
tweets are represented with the sequence of indexes, which represent each character. Since the
tweets have varying lengths of characters, we need to get them to a fixed size because CNN
accepts a fixed size of data input. Therefore, we zero-padded all tweets to make the length of all
the tweets 280 characters (maximum length of a tweet). Each tweet is now represented as a
vector of 280 characters. Each tokenized character is represented by a 28-dimension vector that
contains 1 in the character's position (one-hot encoding) and 0’s in all other positions.

The CNN architecture with character-level representation used in our project is based on Zhang
et al. (2015)’s study.
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Figure 2: Character-level CNN Architecture
Figure 2 demonstrates the initial version of CNN architecture with character-level representation
used at the start of the experiment. The CNN architecture contains the following layers in
sequence:
1. One input layer, where the shape of the layer is 280 (maximum length of a tweet)
2. One embedding layer, with an embedding size of 28 (dimension of each character)
3. Three convolution layers, each with 100 filters, a window size of 3, stride 1, padding as
‘valid’ and ‘relu’ activation function. Two of the convolution layers are followed by a
max-pooling layer with a window size of 3.
4. One flatten layer
5. Two fully/densely connected layers, with dense size of 1024 neurons and ‘relu’ activation
function. Each layer is followed by a dropout layer with a dropout rate of 0.5 to
regularize.
6. One output layer, with two neurons and ‘sigmoid’ activation function (where the number
of neurons is the number of target class labels)

Character-level CNN-LSTM
A combination of two deep neural networks (CNN and LSTM) with character-level embedding
is prepared by modifying the above character-level CNN architecture by adding an LSTM layer.
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We leverage the benefits of both CNN and LSTM in a single architecture and use a unified
model called CNN-LSTM for the detection of hate speech (Zhang et al., 2019). CNN is
commonly known to act as a good feature extractor using convolving filters, whereas LSTM is a
special type of Recurrent Neural Network (RNN) that has proven to learn and capture long-term
dependencies in sequential data by considering the previous context/data. In the area of hate
speech detection, CNN can be used to extract character combinations and LSTM to learn longterm character dependencies (Zhang et al., 2019).

Figure 3: Character-level CNN-LSTM Architecture
Figure 3 demonstrates the initial version of CNN-LSTM architecture with character-level
representation used at the start of the experiment. The CNN-LSTM architecture contains the
following layers in sequence:
1. One input layer, where the shape of the layer is 280 (maximum length of a tweet)
2. One embedding layer, with an embedding size of 28 (dimension of each character)
3. Three convolution layers, each with 100 filters, a window size of 3, stride 1, padding as
‘valid’ and ‘relu’ activation function. Two of the convolution layers are followed by a maxpooling layer with a window size of 3.
4. One LSTM layer, with a size of 60 neurons, a dropout rate of 0.5 and a recurrent dropout
rate of 0.5
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5. One max-pooling layer, with a window size of 3
6. One flatten layer
7. One output layer, with two neurons and ‘sigmoid’ activation function (where the number of
neurons is the number of target class labels)

Character-level embeddings are given as an input to the CNN model that has different layers,
which generates/extracts character-level features. These features are provided as an input to the
LSTM network to measure and learn the long-term character dependencies (Alayba et al., 2018).
The output of LSTM is further fed to the max-pooling layer, and the sigmoid output generates
the classification result as hate or non-hate. Hence, both CNN and LSTM are exploited and
paired in terms of feature extraction and classification.
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Chapter 4 – Project Analysis
This chapter provides detailed experimental analysis of the proposed model architectures.
Experimental analysis is conducted by evaluating the performance of the model architectures in
terms of accuracy, efficiency (runtime) and scalability. Accuracy is measured as the percentage
of correct predictions obtained from the actual class values. Runtime is calculated as the time
taken to fit the model with the training set and validate using the test set. Scalability is measured
as the ability of the model to deal with any amount of big data without increasing the
consumption of memory and time. Several experiments are carried out for both character-level
CNN and character-level CNN-LSTM architectures by tuning the hyperparameters such as the
number of filters of the convolution layer, dropout rate, and the number of neurons of the fully
connected/LSTM layer, in order to define the best performing architectures for the detection of
hate speech in a mix of English and Hindi-English (code-mixed) text. The performance of our
models is further compared to that of Elouali et al. (2020)’s model.

Experiments were carried out using Python and its necessary associated tools (such as Natural
Language Toolkit) and libraries (such as Numpy, Pandas, Scikit-Learn, Matplotlib and Keras) on
the Jupyter notebook in the Anaconda environment. The specifications of the machine used to
run the experiments are Windows 10 OS, Intel Core i7, 8GB of RAM, 1TB HDD + 128GB SSD
and 2GB NVIDIA Graphic. Additionally, a virtual machine was used to run only scalability
experiments (Figure 10) with specifications of Windows 10 OS, 6-core, 64GB of RAM and 1TB
HDD. We would like to thank RIT-Dubai for providing us with the virtual machine.
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4.1 Character-level CNN
In experiments 1 to 9 described in Table 2, we trained the architectures of character-level CNN
having different hyperparameters with the cleaned and imbalanced version of the training dataset
and evaluated their performance on the test dataset. The number of epochs is set to 50 for all the
experiments.

Table 2: Experiments and results of character-level CNN (using imbalanced training
dataset)
Exp
No.

Model

Test

Test

No. of

Accuracy

Loss

Epochs

Runtime
(in
minutes)

Best

Worst

Accuracy

Loss

0.8558

0.2846

(50th

(50th

epoch)

epoch)

0.8527

0.2853

(48th

(48th

epoch)

epoch)

0.8603

0.2795

(49th

(49th

epoch)

epoch)

0.8628

0.2780

(48th

(48th

epoch)

epoch)

3 conv. layers
of 100 filters, 2
1

dense layers of

0.8558

0.2846

50

1024 neurons,

18 min
4 sec

dropout 0.5
3 conv. layers
of 100 filters, 2
2

dense layers of

0.8422

0.3076

50

1024 neurons,

21 min
54 sec

dropout 0.2
3 conv. layers
of 100 filters, 2
3

dense layers of

0.8551

0.2970

50

1024 neurons,

19 min
23 sec

dropout 0.4
3 conv. layers
4

of 256 filters, 2
dense layers of

0.8498

0.2970

50

53 min
28 sec

28

1024 neurons,
dropout 0.2
3 conv. layers
of 256 filters, 2
5

dense layers of

0.8568

0.2833

50

1024 neurons,

64 min
29 sec

0.8593

0.2804

(48th

(48th

epoch)

epoch)

0.8636

0.2816

(50th

(50th

epoch)

epoch)

0.8554

0.2866

(49th

(49th

epoch)

epoch)

0.8627

0.2777

(50th

(50th

epoch)

epoch)

0.8652

0.2723

(50th

(50th

epoch)

epoch)

dropout 0.5
3 conv. layers
of 100 filters, 2
6

dense layers of

0.8636

0.2816

50

512 neurons,

17 min
2 sec

dropout 0.2
3 conv. layers
of 100 filters, 2
7

dense layers of

0.8552

0.2967

50

512 neurons,

16 min
30 sec

dropout 0.5
3 conv. layers
of 256 filters, 2
8

dense layers of

0.8536

0.2926

50

512 neurons,

47 min
16 sec

dropout 0.2
3 conv. layers
of 256 filters, 2
9

dense layers of
512 neurons,

0.8652

0.2723

50

48 min
51sec

dropout 0.5

For experiment 1, we fixed the hyperparameters of CNN with the number of filters of each
convolution layer as 100, the number of neurons of each fully/densely connected layer as 1024
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and the dropout rate of the dropout layer as 0.5 (initial version of architecture as in Figure 2).
The best performance of experiment 1 on the test set was 85.58% accuracy and 28.46% loss in
the 50th epoch with a runtime of 18 min 4 sec. Loss is measured as the distance/difference
between the current outcome of the model and the desired outcome, representing the summation
of errors in the model. In experiments 2 and 3, we reduced the dropout rate to 0.2 and 0.4,
respectively, from the initial version of architecture. The model in experiment 3 performed better
in terms of accuracy (86.03%) compared to experiments 1 and 2. For experiment 4, we modified
the hyperparameters with the number of filters as 256, the number of neurons as 1024 and the
dropout rate as 0.2. The model in experiment 4 performed better in terms of accuracy (86.28%)
compared to the previous three experiments, but its runtime was higher (53 min 28 sec). In
experiment 5, we increased the dropout rate to 0.5 from the architecture in experiment 4 but did
not find any improvement in the results. For experiment 6, we modified the hyperparameters
with the number of filters as 100, the number of neurons as 512 and the dropout rate as 0.2. The
model in experiment 6 performed better in terms of accuracy (86.36%), as well as runtime (17
min 2 sec), compared to the previous five experiments. In experiment 7, we increased the
dropout rate to 0.5 from the architecture in experiment 6 but did not find any improvement in the
results. For experiment 8, we modified the hyperparameters with the number of filters as 256,
number of neurons as 512 and dropout rate as 0.2 but did not find any improvement in the
results. In experiment 9, we increased the dropout rate to 0.5 from the architecture in experiment
8. The model in experiment 9 performed the best in terms of accuracy (86.52%) compared to all
the previous experiments, with a runtime of 48 min 51 sec. The graphs of accuracy and loss for
50 epochs of training and testing from experiment 9 are shown in Figure 4.
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Figure 4: Evaluation metrics for 50 epochs of training and testing with 3 convolution layers
of 256 filters, 2 dense layers of 512 neurons, dropout rate of 0.5 (using imbalanced training
dataset)

(a) Accuracy

(b) Loss

The model in experiment 9 has a precision of 69%, recall of 82% and F1 score of 75%. Although
we trained the model using an imbalanced dataset, the model did not incline so much towards the
majority class (hate) by ignoring the minority class (non-hate). However, in order to improve our
results, we created another model with the same hyperparameters as in experiment 9 and trained
it with the oversampled version of the training dataset and evaluated its performance on the test
set. The best performance of this model on the test set was 88.84% accuracy and 26.61% loss in
the 48th epoch with a runtime of 78 min 57sec, which is shown in Table 3. Hence, the accuracy
of the model improved by 2.32% by training it with a balanced dataset. The model has a
precision of 73%, recall of 88% and an F1 score of 80%. The graphs of accuracy and loss for 50
epochs of training and testing of the model are shown in Figure 5.
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Table 3: Experiments and results of character-level CNN (using oversampled training
dataset)

Model

Test

Test

No. of

Accuracy

Loss

Epochs

Runtime
(in
minutes)

Best

Worst

Accuracy

Loss

0.8884

0.2661

(47th

(47th

epoch)

epoch)

3 conv. layers of
256 filters, 2
dense layers of

0.8878

0.2582

50

512 neurons,

78min
57sec

dropout 0.5

Figure 5: Evaluation metrics for 50 epochs of training and testing with 3 convolution layers
of 256 filters, 2 dense layers of 512 neurons, dropout rate of 0.5 (using oversampled
training dataset)

(a) Accuracy

(b) Loss

4.2 Character-level CNN-LSTM
In experiments 1 to 9 described in Table 4, we trained the architectures of character-level CNNLSTM having different hyperparameters with the cleaned and imbalanced version of the training
dataset and evaluated their performance on the test dataset. The number of epochs is set to 50 for
all the experiments.
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Table 4: Experiments and results of character-level CNN-LSTM (using imbalanced
training dataset)
Exp
No.

Model

Test

Test

No. of

Accuracy

Loss

Epochs

Runtime

Best

Worst

Accuracy

Loss

0.8584

0.2808

(49th

(49th

epoch)

epoch)

0.8608

0.2800

(49th

(49th

epoch)

epoch)

0.8593

0.2885

20 min

(49th

(49th

51 sec

epoch)

epoch)

0.8644

0.2705

(50th

(50th

epoch)

epoch)

0.8582

0.2952

(50th

(50th

epoch)

epoch)

0.8500

0.3002

(in
minutes)

3 conv. layers of
100 filters, 1
1

LSTM layer of

0.8520

0.2963

50

60 neurons and

24 min
40 sec

dropout 0.5
3 conv. layers of
100 filters, 1
2

LSTM layer of

0.8369

0.3049

50

60 neurons and

26 min
44 sec

dropout 0.2
3 conv. layers of
100 filters, 1
3

LSTM layer of

0.8562

0.2808

50

60 neurons and
dropout 0.4
3 conv. layers of
256 filters, 1
4

LSTM layer of

0.8644

0.2705

50

60 neurons and

54 min
18 sec

dropout 0.2
3 conv. layers of
256 filters, 1
5

LSTM layer of

0.8582

0.2952

50

60 neurons and

60 min
52 sec

dropout 0.5
6

3 conv. layers of

0.8493

0.3091

50

26 min
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100 filters, 1

11 sec

LSTM layer of

(47th

(47th

epoch)

epoch)

0.8616

0.2781

(50th

(50th

epoch)

epoch)

0.8587

0.2948

(50th

(50th

epoch)

epoch)

0.8657

0.2688

(50th

(50th

epoch)

epoch)

100 neurons and
dropout 0.2
3 conv. layers of
100 filters, 1
7

LSTM layer of

0.8616

0.2781

50

100 neurons and

25 min
17 sec

dropout 0.5
3 conv. layers of
256 filters, 1
8

LSTM layer of

0.8587

0.2948

50

100 neurons and

60 min
24 sec

dropout 0.5
3 conv. layers of
256 filters, 1
9

LSTM layer of
100 neurons and

0.8657

0.2688

50

60 min
8 sec

dropout 0.2

For experiment 1, we fixed the hyperparameters of CNN with the number of filters of each
convolution layer as 100 and those of the LSTM layer with the number of neurons as 60 and the
dropout rate as 0.5 (initial version of architecture as in Figure 3). The best performance of
experiment 1 on the test set was 85.84% accuracy and 28.08% loss in the 49th epoch with a
runtime of 24 min 40 sec. In experiments 2 and 3, we reduced the dropout rate to 0.2 and 0.4,
respectively, from the initial version of architecture. The model in experiment 2 performed better
in terms of accuracy (86.08%) compared to experiments 1 and 3. For experiment 4, we modified
the hyperparameters with the number of filters as 256, the number of neurons as 60 and the
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dropout rate as 0.2. The model in experiment 4 performed better in terms of accuracy (86.44%)
compared to the previous three experiments, but its runtime was higher (54 min 18 sec). In
experiment 5, we increased the dropout rate to 0.5 from the architecture in experiment 4 but did
not find any improvement in the results. We modified the hyperparameters with the number of
filters as 100, the number of neurons as 100, the dropout rate as 0.2 for experiment 6 and 0.5 for
experiment 7 but did not find any improvement in the results of both the experiments. For
experiment 8, we modified the hyperparameters with the number of filters as 256, the number of
neurons as 100 and the dropout rate as 0.5 but still did not find any improvement in the results.
In experiment 9, we decreased the dropout rate to 0.2 from the architecture in experiment 8. The
model in experiment 9 performed the best in terms of accuracy (86.57%) compared to all the
previous experiments, with a runtime of 60 min 8 sec. The graphs of accuracy and loss for 50
epochs of training and testing from experiment 9 are shown in Figure 6.

Figure 6: Evaluation metrics for 50 epochs of training and testing with 3 convolution layers
of 256 filters, 1 LSTM layer of 100 neurons, dropout rate of 0.2 (using imbalanced training
dataset)

(a) Accuracy

(b) Loss
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The model in experiment 9 has a precision of 67%, recall of 91% and F1 score of 77%. Although
we trained the model using an imbalanced dataset, the model did not incline so much towards the
majority class (hate) by ignoring the minority class (non-hate). However, in order to improve our
results, we created another model with the same hyperparameters as in experiment 9 and trained
it with the oversampled version of the training dataset and evaluated its performance on the test
set. The best performance of this model on the test set was 88.97% accuracy and 23.85% loss in
the 50th epoch with a runtime of 88 min 15 sec, which is shown in Table 5. Hence, the accuracy
of the model improved by 2.4% by training it with a balanced dataset. The model has a precision
of 74%, recall of 88% and an F1 score of 80%. The graphs of accuracy and loss for 50 epochs of
training and testing of the model are shown in Figure 7.

Table 5: Experiments and results of character-level CNN-LSTM (using oversampled
training dataset)

Model

Test

Test

No. of

Accuracy

Loss

Epochs

Runtime
(in
minutes)

Best

Worst

Accuracy

Loss

0.8897

0.2385

(50th

(50th

epoch)

epoch)

3 conv. layers of
256 filters, 1
LSTM layer of
100 neurons and

0.8897

0.2385

50

88 min
15 sec

dropout 0.2
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Figure 7: Evaluation metrics for 50 epochs of training and testing with 3 convolution layers
of 256 filters, 1 LSTM layer of 100 neurons, dropout rate of 0.2 (using oversampled
training dataset)

(a) Accuracy

(b) Loss

4.3 Comparison of Models
Table 6 demonstrates a comparison between the results of our methods and that of Elouali et al.
(2020)’s method using the same dataset we used in this project. Both our neural networks (CNN
& CNN-LSTM) performed better than Elouali et al. (2020)’s model in terms of accuracy and
runtime.

Table 6: Comparison of all results
Model

Model

No.

No. of

Runtime

Epochs

(in minutes)

Accuracy

Loss

0.8661

0.2704

0.8652

0.2723

Character-level CNN using
a

imbalanced training dataset
(Elouali et al. (2020)’s

50

156 min
18 sec

method)
Character-level CNN using
b

imbalanced training dataset
(our work)

50

48 min
51sec
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Character-level CNN using
c

oversampled training

50

78min 57sec

0.8884

0.2661

0.8657

0.2688

0.8897

0.2385

dataset (our work)
Character-level CNNd

LSTM using imbalanced

50

training dataset (our work)
Character-level CNNe

LSTM using oversampled
training dataset (our work)

50

60 min
8 sec

88 min
15 sec

Figure 8 shows a comparison between the accuracies obtained using our models and that of
Elouali et al. (2020)’s. The corresponding model for each model number in Figure 8 is listed in
Table 6. Among our models, CNN-LSTM performed slightly better than CNN in both cases,
whether an imbalanced or oversampled dataset was used for training the models. Hence, our
CNN-LSTM model outperformed Elouali et al. (2020)’s model because of the following reasons:
1. We used oversampling technique to handle the imbalanced training dataset and avoid
biased results.
2. We added an LSTM layer to the CNN architecture and paired them in terms of feature
extraction and classification. We further performed more experiments by changing
hyperparameters such as number of filters, number of neurons and dropout rate.
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Figure 8: Comparison of accuracies

Figure 9 shows a comparison between the time of execution of our models and that of Elouali et
al. (2020)’s. The corresponding model for each model number in Figure 9 is listed in Table 6.
The significant improvement in the runtime of our models was due to removing emoticons
encoded with UTF-8 BOM (Byte Order Marks) from the tweets. The time of execution of
Elouali et al. (2020)’s model trained with an imbalanced dataset was longer even when compared
to our models trained with an oversampled dataset where the dataset size is comparatively larger.

Figure 9: Comparison of runtime
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Figure 10 shows a comparison between the scalability of our models and that of Elouali et al.
(2020)’s. The corresponding model for each model number in Figure 10 is listed in Table 6. Our
models are scalable because the runtime increases proportionately to the number of records in the
dataset, which validates our claim in the paper that our method has reduced the runtime and
increased the accuracy based on the results from previous experiments.

Figure 10: Comparison of scalability
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Chapter 5 – Conclusion
5.1 Conclusion
This paper presented an efficient method to accurately detect hate speech on social media in a
mix of multiple languages (English and Hindi-English (code-mixed) tweets) by using the
benefits of character-level embedding representations of tweets and Deep Neural Networks
(DNN). Both the proposed models, namely CNN and CNN-LSTM architectures with characterlevel representation, were trained using an imbalanced as well as an oversampled version of the
training dataset and were evaluated on the test set to classify the tweets into hate and non-hate.
The experimental results show that both CNN and CNN-LSTM models trained with the
oversampled training dataset increased the accuracy. The results of the proposed models were
compared with Elouali et al. (2020)’s model, which suggests that the proposed methodology has
appreciably outperformed Elouali et al. (2020) in terms of accuracy, runtime and scalability.
Among our best performing models, CNN-LSTM performed slightly better than CNN with an
accuracy of 88.97%.

5.2 Future Work
In the future, the proposed method can be extended to the classification of hate tweets in a mix of
various other languages (both pure and code-mixed) in addition to English and Hindi-English
code-mixed.
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