We consider the influence of a surface acoustic wave on the conductance through a ballistic quantum channel with an adiabatic geometry produced by split gates in a two-dimensional electron gas. The surface acoustic wave leads to a contribution to the conductance of the quantum channel. This contribution, called the acoustoconductance, is shown to oscillate as a function of the Fermi level, which is controlled by the gate voltage. ͓S0163-1829͑97͒01348-9͔
I. INTRODUCTION
A quantum point contact ͑QPC͒, or quantum channel, is a narrow constriction that separates two regions of large conductivity. It can be produced in a two-dimensional electron gas ͑2DEG͒ by means of a split gate at negative voltage. In such a configuration, the geometrical parameters of the channel can be tuned by the gate voltage. Under proper conditions ͑see, e.g., Ref. 1 and references therein͒, the electron motion in the transverse direction is quantized, and each electron state is characterized by three quantum numbers: its energy E, a mode number n describing transverse motion, and the direction of propagation (Ϯ).
The conductance G 0 of a ballistic QPC is known to be a steplike function of the gate voltage.
1-3 This is described by the Landauer formula, 4 which relates the conductance to the number of occupied modes, each mode contributing a quantum 2e 2 /h of conductance multiplied by a transmission probability ͑typically close to either 0 or 1͒.
The interaction of electrons in a QPC with external fields, as well as with dynamical degrees of freedom of the surrounding, is the focus of interest of many research groups. In this connection, several sources of influence on the QPC conductance have been studied. In particular, the non-Ohmic behavior of the conductance due to interaction with equilibrium phonons has been extensively studied, starting from Refs. 5 and 6.
Another source of influence that leads to transitions between different modes and thus affects the Ohmic conductance is that of a high-frequency transverse electric field. In Ref. 7 , the microwave-induced contribution, called the photoconductance G ph , was calculated for an adiabatically smooth QPC and a small bias voltage. As a function of the gate voltage, G ph shows steplike oscillations. Much attention has been attracted by the various effects that can result from the interaction between a 2DEG and nonequilibrium acoustical phonons, both incoherent [8] [9] [10] [11] [12] [13] [14] and coherent. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] In the latter case, which is relevant to this paper, a surface acoustic wave ͑SAW͒ is induced in a piezoelectric substrate, on top of which the low-dimensional structure is mounted. While propagating, the SAW generates a traveling electric field wave that acts upon the electrons. That results, in particular, in the attenuation and change of velocity of the wave, the effects being linear in the wave's amplitude at small amplitudes. [15] [16] [17] [18] [19] [20] [21] In mesoscopic systems, however, the detection and measurement of such effects are difficult because of the small sizes of mesoscopic devices.
Better suited for detection are the influences of the SAW on dc electric properties of a QPC. These are the acoustoelectric effect [22] [23] [24] [25] [26] [27] [28] and the acoustoconductance. The first effect means the drag of 2D electrons by a SAW, creating a dc acoustoelectric current ͑or, in an open circuit, an acoustoelectric voltage͒. The second one is the variation of the dc conductance of the QPC due to the SAW. Both effects are nonlinear in the amplitude-at low intensities, they are proportional to the intensity of the wave.
Recently, the acoustoelectric current through a uniform quantum channel has been studied, both experimentally 27 and theoretically. 27, 29 Contrary to the steplike behavior that might have been expected, the current showed giant oscillations ͑cf. with Ref. 30͒ as a function of the gate voltage, the minima coinciding with the conductance plateaus. This oscillatory behavior has been explained by the interaction between the SAW and the electrons inside the quantum channel. The maxima correspond to Fermi level positions where the upper mode Fermi velocity is close to the wave velocity, s, thus resulting in a strong interaction. The acoustoelectric effect in a long, uniform channel was also theoretically considered in Ref. 31 ; effects on the acoustoelectric current due to the edges of a nonuniform QPC were studied theoretically in Ref. 32 .
At sufficiently high SAW intensities, 28 an acoustoelectric current has been found to be present even in a region of gate voltages below the pinch-off value. In this region, the current, starting from zero, makes ͑a few͒ steps of height ⌬Iϭe f with increasing gate voltage, f ϭ/2 being the frequency of the wave. Within each plateau region, this corresponds to a picture in which each minimum of the traveling wave potential carries the same ͑integer͒ number of elec-trons. Furthermore, as the SAW intensity is varied within a certain range, the height of each plateau remains the same, only its position along the gate voltage axis is shifted. Such a universal behavior needs more theoretical effort to be understood.
Exposing a QPC to the influence of both a low-intensity SAW and a small bias voltage V will lead to a dc current IϭI ac ϩGV, where I ac is the acoustoelectric current at Vϭ0, and G is the ͑Ohmic͒ conductance in the presence of the SAW. Both of these quantities depend on the Fermi level, and, consequently, on the gate voltage. G is the sum of the zero field conductance G 0 discussed above and a correction term G ac , called the acoustoconductance. To lowest orders, G ac should be proportional to the SAW intensity ͑while constant in V).
The aim of this paper is to study theoretically the acoustoconductance in a long enough, adiabatic ͑i.e., with a smoothly varying width͒ quantum point contact formed in a 2DEG by a split gate. ''Long enough'' means that the channel's length l is much greater than the SAW wavelength 2/q. To our knowledge, no measurements of the acoustoconductance in such a situation have been made so far.
In contrast to the present paper, the main subject of Refs. 29 and 32 is the SAW-induced contribution to the electric current. In Ref. 29 , a uniform channel is considered. Reference 32 deals with a nonuniform channel, presenting a qualitative description of the edge effects as well as numerical calculations. Similar edge effects are at play in the situation considered here. Below we obtain a semiquantitative formula for the acoustoconductance.
The paper is organized as follows. In Sec. II, the approximations relevant to the present problem, namely, the adiabatic and the stationary phase approximations, are briefly discussed. These are then employed in Sec. III to find the dependence of the acoustoconductance on the Fermi energy. In the last section, the resulting formula is discussed and plotted for a specific channel geometry and given parameters.
II. FORMULATION OF THE PROBLEM
In the adiabatic approximation ͑cf., for example, Ref. 33͒, the electron wave function for a propagating state can be written as
In this expression, the transverse wave functions n as well as the corresponding eigenvalues E n are assumed to vary slowly with the longitudinal coordinate x. The longitudinal momentum is defined as p(x)ϭϮͱ2m͓EϪE n (x)͔, EϾmax͕E n (x)͖, while ͉p͉ denotes ͉p(Ϯϱ)͉ϵͱ2mE, m being the effective mass. The normalization length L is large compared to the channel's length and will not appear in the final formulas. The above assumption means that for each mode, one is effectively dealing with the one-dimensional motion of electrons in a smooth potential E n (x), which is determined by the x-dependent confinement in the y direction provided by the split gate. For a reflecting state, EϽmax͕E n (x)͖, the wave function is given by
x t being the classical turning point. In this case one has to discriminate between the states on the left-hand side ͑lhs͒ and on the rhs of the channel.
We consider the case of a SAW propagating in the longitudinal direction. The induced electric field will propagate and be polarized in the x direction ͑see Ref. 34 for more details͒. Thus one can allow for the influence of the SAW by calculating the SAW-induced scattering due to perturbation through a potential V(x,y,t)ϭV 0 (x,y)cos(qxϪt). The envelope function V 0 (x,y) is determined by the screening of the piezoelectric field by the electrons inside the leads and the channel. The screening in the 2D leads is very strong because of the high conductance of the 2DEG. However, if the channel is narrow enough in comparison with the effective Bohr radius ⑀ប 2 /me 2 , then the screening inside the channel is weak and the effective potential V 0 is of the order of the unscreened one ͑cf. with Ref. 35͒ . As a result, in a narrow channel and at
qlӷ1, ͑1͒
where l is the effective length of the channel, one can consider the function V 0 (x,y) as a smooth function V 0 (x) inside the channel and rapidly decreasing outside. Consequently, there are no acoustically induced intermode transitions, and we can thus treat each mode separately with a perturbing field V 0 (x)cos(qxϪt). Another simplification which arises from the inequality ͑1͒ is that one can employ the stationary phase approximation to estimate the corresponding transition probability. In this approximation, a typical transition amplitude ͗n,p 2 ͉V͉n, p 1 ͘ϭ ͵ If has no stationary points, one assumes a rapidly oscillating phase everywhere, whence the total contribution to the transition amplitude almost cancels. In this picture, the transitions are localized to points x* where Ј(x*)ϭ0, and one can substitute A(x) in the integrand by A(x*). In our case, the change in energy ϩប due to absorption of the ͑SAW͒ phonon is accompanied by a momentum transfer ϩបq, i.e., at the point of stationary phase one arrives at the local conservation condition, ͱ2m ͓EϩបϪE n ͑ x*͔͒ϭϮͱ2m͓EϪE n ͑x*͔͒ϩបq.
The above approach was effectively employed in Ref. 7 to analyze the photoconductance. However, the photoconductance case differs from the present situation in two aspects. First, there is no momentum transfer to the electrons from an oscillating transverse electric field (qϷ0). Consequently, in a symmetric QPC, the net current is still zero at Vϭ0. ͓In the stationary phase approximation, the momentum p(x*) is conserved at a transition.͔ Secondly, the y polarization of the field causes intermode transitions. This leads to a mechanism of indirect forward and backscattering, the transitions taking place between the propagating states of mode number n and the nonpropagating states with a different mode number m. When V 0, these processes have a net effect on the current; that is, the conductance acquires a correction term G ph , called the photoconductance.
III. CALCULATION OF THE ACOUSTOCONDUCTANCE
To find a formula for the acoustoconductance, we start by noticing that, in the stationary phase approximation, there are only two possible kinds of SAW-induced ͑intramode͒ transitions that change the net current: ͑i͒ transitions between reflecting states ͉␣ ‚ ͘ on the lhs and right-moving, propagating states ͉␤ → ͘ ͑cf. Fig. 1͒ , and ͑ii͒ transitions between leftmoving, propagating states ͉␣ ← ͘ and right-moving, propagating states ͉␤ → ͘ ͑cf. Fig. 2͒ . Here the energy and momentum differences between the states ␤ and ␣ are ប and បq, respectively.
The current through the QPC can be expressed in terms of the corresponding transition rates w(␤,␣) ͑determined by the Fermi golden rule for the transition ␣→␤) and the occupation numbers f ␣(␤) . For a small bias voltage V, the Fermi function is
. In Eq. ͑4͒, the ϩ sign is taken for electrons originating on the lhs of the QPC (␣ ‚ and ␣ → ), the Ϫ sign for those originating on the rhs (␣ ← ). The total SAW-induced current, i.e., the total current minus the zero-field Ohmic part G 0 V, is ͑including spin͒ given by the expression
͑The arrows express the conditions of, respectively, propagation in the indicated direction, and reflection on the lhs of the channel.͒ Here I ac is called the acoustoelectric current, which is just the drag current at zero bias voltage. Equation ͑5͒ can be derived similarly to the expression for the photoconductivity. 7 By inserting Eq. ͑4͒ into Eq. ͑6͒, the acoustoconductance G ac is found to be The signs in front of the four terms in the sum in Eq. ͑7͒ can be explained as follows. Suppose a small bias voltage V is applied. Then the ͑quasi͒ Fermi level goes up on the lhs of the channel and down on the rhs. Consequently, new states ␣ ‚ get occupied on the lhs, which means that more transitions of the kind ␣ ‚ →␤ → become possible ͓Fig. 3͑a͔͒. The result is an increased particle current, and, consequently, a positive contribution to the conductance described by the first term. At the same time, the number of occupied states ␣ ← on the rhs becomes smaller, and thus, as expressed in the second term in Eq. ͑7͒, the particle current decreases ͓Fig. 3͑b͔͒. Similarly, transitions to states ␣ → just above the original Fermi level are no longer possible, because the increased Fermi level on the lhs means that these states are already occupied ͓Fig. 3͑c͔͒. Thus there will be fewer transitions of the kind ␤ ‚/← →␣ → , corresponding to the last two terms. Inserting the normalized wave functions, one can express the first transition amplitude as
keeping only one part of the integral. 37 In the stationary phase approximation, the integral is replaced by
The momenta p ␣ (x*) and p ␤ (x*) at the transition point are fixed by the conditions
The upper sign is taken here and in the case of the second transition in Eq. ͑7͒, the lower sign elsewhere. We get p ␣ (x*)ϭp ϯ , p ␤ (x*)ϭp Ϯ , where
while wϭ/q is the sound velocity. If, as in the case of a parabolic or square confining potential, the transverse energy has the form E n (x)ϭ␣ n /͓d(x)͔ 2 , d(x) being the thickness of the channel, then we have Љ͑x*͒ϭ
The transition probability is thus proportional to
For the second term in Eq. ͑7͒, ͦ͗␤ → ͉V 0 (x) e iqx ͉␣ ← ͦ͘ 2 , there will be no stationary point x* unless p ␣ (x*)ϵp Ϫ is negative. Consequently, this term gives a nonzero contribution only if បqϾ2mw ͑cf. Ref. 31͒. However, if this condition is satisfied by the wave parameters and q, then, as has been pointed out in Ref. 32 , there will actually be two transition points. This results in the interference of the reflected waves, and the transition amplitude is a sum of the contributions from a ''left'' transition at x L *ϭϪ͉x*͉ and a ''right'' transition at x R *ϭϩ͉x*͉ ͑cf. Fig. 2͒ . These two terms are calculated as the transition amplitude above; however, the factor ͱ2i in the denominator disappears, which is due to the difference in normalization between propagating and reflecting states. As the QPC is assumed to be symmetric, the functions p, d, E n , and V 0 are symmetric in x, while dЈ, and thus Љ, are antisymmetric; the phase itself is antisymmetric about "0,(0)…. As a result, the transition probability is proportional to the one above for a single transition point, but with an additional, oscillating factor
The last two terms in Eq. ͑7͒ are treated the same way. The integration ͑2͒ connected with a transition ␣ ← →␤ → can be given a simple visualization. Figure 4 shows a sketch in the ͑bicentennial 38 ͒ complex plane of the curve ␥͑t͒ϭA͑x*͒ ͵ Ϫϱ t e i͑x ͒ dx C for a phase having the form shown in the inset. ͓As discussed above, the ͑symmetric͒ function A(x) in the integrand of Eq. ͑2͒ is replaced by its value at a transition point x L * or x R * .͔ The starting point ␥(Ϫϱ) lies at 0, while, in the stationary phase approximation, the end point
That is, the transition probability is given as the square distance between the end points of the curve ͓to the degree that ␥(t) converges as t→Ϯϱ͔. Obviously, the three strongly oscillating regions of the curve correspond to the regions of a rapidly varying phase (x); at a given point ␥(t), the inclination arg͓␥Ј(t)͔ of the curve is given by the phase (t) ͑plus the constant angle arg͓A(x*)͔). The contribution from each of the two transi- FIG. 3 . As the bias voltage V is turned on, the increased local Fermi level ϩ ϭϩeV/2 on the lhs of the QPC allows for additional processes of the kind shown in ͑a͒, but fewer ones of the kind ͑c͒, while the decreased local Fermi level Ϫ ϭϪeV/2 on the rhs suppresses the kind of process shown in ͑b͒. As a result, there are one positive and three negative terms in the formula for the acoustoconductance.
tion points x L,R * corresponds, roughly, to the double spiral centered at z L,R ϭ␥(x L,R * ), respectively. It is the transition probability's crucial dependence on the angle ϵ͓(x R *)Ϫ(x L *)͔mod2 that leads to the sinusoidal factor ͑9͒. For a transition ␣ ‚ →␤ → there is only one double spiral, and, consequently, no such sinusoidal factor.
In Eq. ͑7͒ we change the sum over states to an integral over energies,
, where g(E)ϭLͱm/hͱ2E is the density of states ͑for a specified direction of propagation or side of reflection. The acoustoconductance is then, finally, given by
where
is the maximum of the nth mode transverse energy, and the transition point x*ϭx*(n,E) is given by E n (x*)ϭEϪE Ϫ . In this expression for G ac , the functions involving E Ϫ express the condition of the existence of a transition point x*, the constant factor (Ϫp Ϫ ) tells whether backscattering processes are possible at all with the given wave parameters and q, while the other functions correspond to the conditions of propagation and reflection.
IV. DISCUSSION
Below we use some model parameters to illustrate the implications of Eq. ͑10͒. Figure 5 shows the dependence of the acoustoconductance G ac on the Fermi energy for an exponential channel width d(x)ϭd exp(x 2 /2l
2 ) and a parabolic confining potential leading to the Gaussian x dependence of the transverse energies,
The dimensions of the contact (l and d) are chosen such that the use of the stationary phase approximation is justified. Although the corresponding physical situation is realizable, 39 ballistic contacts that are normally used in experiments are smaller. Furthermore, the channel's width d exceeds the effective Bohr radius ͑cf. the discussion in Sec. II͒. This means that the envelope function V 0 (x) will in fact depend on y as well, due to strong screening inside the channel. Consequently, the oscillation pattern in Fig. 5 will actually be overlapped by contributions corresponding to nondiagonal transitions. However, in realistic situations ͑with narrow channels͒, those nondiagonal contributions do not occur. Therefore, the oscillatory behavior of the acoustoconductance, which is demonstrated by our model formula, should remain qualitatively right also in those situations.
With zero temperature ͑as in Fig. 5͒ , the energies E in the above equations may be replaced by the Fermi energy . As the gate voltage is varied, the various energy-dependent functions begin or cease to give contributions to the acous- In our approximation, there are two different kinds of ''oscillations'' in these regions. The first one involves an abrupt change of G ac , which is due to the onset or offset of one or several functions. If we were dealing with wave parameters and q for which p Ϫ Ͼ0, then these steplike oscillations would be the only ones present. More specifically, for each transverse energy maximum E n max , the acoustoconductance would be positive and slowly varying in the region E n max ϪបϽϽE n max , then negative and slowly varying in the following region E n max ϽϽE n max ϩប. However, with the parameters used for Fig. 5 , p Ϫ is negative, i.e., បqϾ2mw. This means that backscattering processes are possible. Since there are two different transition points in these processes, the result is interference between the two reflected waves. Accordingly, there are additional, smooth oscillations of G ac that clearly appear sinelike ͓cf. the function n appearing in Eq. ͑12͔͒.
To see which terms in the formula for the acoustoconductance contribute to the oscillations in the various Fermi level regions, consider as an example the oscillations near the zeroth mode energy maximum ͑i.e., where /E 0 max is close to 1). At first, in the region E 0 max ϪបϷ0. 6 ͉Ӷ1. However, the quantity on the lhs diverges as x* approaches 0. Furthermore, 1 2 ͉Љ(x*)͉x* 2 should be greater than 1. 37 The wave function of a nonpropagating state ͉n, p͘ is proportional to exp(i͐p dxЈ)Ϫexp(Ϫi͐p dxЈ), and hence there are two integrands in the transition amplitude ͑if the other state is a propagating one͒. At most one of the corresponding phases has a stationary point, and only that part of the integral will be kept in the calculations. 38 The geometrical representation of complex numbers and their operations was first introduced in 1797 by C. Wessel in a thesis to the Royal Danish Academy of Sciences and Letters ͑translated version to be published͒. 39 
