This study investigates what drives the credit cycle, focusing on the role of foreign funded bank credit (FFC). Considering credit cycles in 41 countries over the period 1985-2015, this study finds that credit booms are associated with an increase in the share of FFC in an economy, both in emerging and developed economies and for business as well as for household credit cycles.
Introduction
Credit plays an important and dominant role in shaping the business cycle, and has an impact on both the probability and intensity of crises (Schularick and Taylor, 2012) . Recent studies have further stressed the relation between credit and financial crises (Jordà et al, 2011; Drehmann et al., 2011) . Financial boom-and-bust cycles are not only costly for banks, but also for the broader economy as characterized by sharp output (GDP) declines during the downturn of the cycle (Laeven and Valencia, 2013) . Given the positive relation between credit cycles and financial instability, this study investigates what drives the credit cycle, and more specifically, what the role of foreign funded bank credit (FFC) is in the credit cycle.
Most studies consider the impact of foreign bank credit on the credit cycle, where foreign bank credit is based on bank ownership, i.e. the credit granted by banks that are foreignowned. This study considers that the credit that is most relevant is the credit that is not locally funded, since this enables the total credit to outgrow the domestic deposit growth. Hence, this study focusses not on where the bank resides, but on where the funding comes from. In that respect, this study builds upon previous work by the Bank for International Settlements (BIS) , Avdjiev et al. (2012) and Ehlers and McGuire (2017) ).
FFC can potentially be more procyclical. During the upturn of the cycle, foreign funded credit is not restricted as much as domestically funded credit by either the domestic deposit base or domestic capital controls aimed at slowing down the credit growth. Besides, during downturns, external funding, including FFC, may dry up. The aforementioned BIS studies focus on the period surrounding the global financial crisis (2002) (2003) (2004) (2005) (2006) (2007) (2008) and show that FFC contributed to the rapid credit growth in the run-up to the crisis.
This study extends the analysis in several ways. First of all, instead of only considering the role of FFC before and during the global financial crisis I use a logit model to empirically investigate the role of FFC in explaining credit booms and busts over the period 1985-2015. I do so by identifying country-specific boom and bust periods, since not all countries experience booms and busts at the same time. Second, and in contrast to most studies that consider the determinants of credit booms and busts, by identifying the boom and bust periods I consider the total credit in an economy, including non-bank credit. In the end, what matters for the real economy and financial stability is preventing large swings in total credit in an economy. Kemp et al. (2018) show that the relationship between bank credit and non-bank credit cycles became less synchronized in the period leading up to the financial crisis, pointing to a substitution effect.
In general, the importance of non-bank credit is also highlighted in Cizel et al. (2019) , especially in advanced economies where non-bank credit on average represents 56% of GDP (with bank credit representing 85% of GDP). The authors also point to differences in cyclicality between bank and non-bank credit, with bank credit being more cyclical. Third, I consider both developed and emerging market economies since previous studies have shown that credit booms in emerging economies are larger and last longer than those in developed countries (Mendoza and Terrones, 2008) . Fourth, I investigate whether the impact of FFC on the credit cycle differs for credit provided to different sectors. The two main borrowers of credit are households and non-financial corporations. The rationale for making this distinction is that the cyclical pattern in credit in these sectors may be driven by different factors among differences in the access to non-bank funding. This may in turn influence the role FFC plays in these cycles.
One may for example assume that the banking sector, and thereby FFC, matters more for households, as banks are the main provider of credit to households while corporates have better access to market funding (Igan and Tan, 2017) . Lastly, besides investigating the role of FFC during credit booms and busts, I also consider its behavior preceding booms and busts.
By investigating the credit cycles in 41 countries over the period 1985q1-2015q4, this study finds that an increasing share of FFC in total bank credit is positively associated with credit booms. The quarterly change in the share of FFC, however, is not found to be significantly associated with credit busts. These results suggest a procyclical role for FFC during booms. While this holds for both emerging and developed countries, the results are more pronounced for emerging countries. I found no evidence to uphold the expectation that the impact of FFC differs for household versus business credit. By distinguishing the periods before and after 2000, results show that while FFC is associated with business credit booms in both periods, it is only associated with household credit booms in the post-2000 period. This suggests that FFC was used to fulfil the increased demand for credit from households around the mid-2000s. When investigating what happens before a boom or bust, results show that the period preceding the boom is characterized by an increase in the relative share of domestically funded credit. In other words, while before the credit boom domestically funded credit increased relative to FFC, during the boom it is FFC that accelerates credit growth.
The finding that FFC contributes to the cyclicality in credit stresses the importance of macro-prudential measures, such as the countercyclical buffer, to stabilize the credit cycle.
Irrespective of the total level of credit, however, the funding base of the credit in an economy should also deserve attention. By enabling total credit to outgrow the domestic deposit base, a high inflow of FFC increases the domestic loan-to-deposit ratio and therefore the reliance on external funding. This reliance in turn increases the vulnerability to economic reversals, particularly. Especially since external funding or wholesale funding may dry up during economic downturns. Instruments that are specifically targeted at FFC, e.g. capital control-like instruments, could probably be more effective in this sense.
Literature and hypotheses

The relation between financial crisis and credit
The relation between credit booms and financial crises underlies the work of Minsky (1977) .
He introduced a theory of endogenous business cycles where financial imbalances are not driven by external shocks to the economy, but are built up by unsustainable economic expansion and rapid credit growth. It is only much more recently that economists have begun to empirically study the link between credit and financial crises. For example, Schularick and Taylor (2012) explore the relation between domestic credit and financial crises for 14 countries over a period of 140 years. They find that -in line with Minsky's theorycredit plays an important and dominant role in shaping the business cycle, and has an impact on both the probability of crises as well as on the intensity of recessions. Real credit growth and the creditto-GDP ratio both contribute significantly to the probability of crises. Jordà et al. (2011) use the same dataset, but also consider external imbalances (specifically, long-run current account data). Their finding is however similar; credit trends (and not external imbalances) are the best predictors of financial instability. 4 Drehmann et al. (2011) are specifically interested in variables that signal the pace and size of the build-up phase in business cycles, and find the credit-to-GDP gap (i.e. the deviation of the credit-to-GDP ratio from its trend) to perform best as a leading indicator for financial booms.
These studies (Schularick and Taylor, 2012; Jordà et al, 2011; Drehmann et al., 2011) focus on the relation between credit and financial stability, but do not consider the drivers of credit. To ensure financial stability, it is important to manage imbalances in the credit market.
In other words, the strong cyclicality in credit, with excessive credit growth in the upturn and credit crunches in the downturn of the cycle, is a threat to financial stability. This stresses the importance of a better understanding of the drivers of the credit cycle.
Foreign funded credit as a driver of the credit cycle
Several studies have considered the role of foreign banks in explaining credit growth or credit booms. The idea that foreign bank credit may contribute to the cyclicality of credit in a country stems from the fact that foreign banks may rely on funding from their international parent. They are therefore less dependent on local market conditions, enabling them to increase their credit more than domestic banks are able to. Schoenmaker (2015) shows that the strong credit growth in Ireland during the run-up to the global financial crisis, with total banking assets almost tripling, was fueled mainly by credit flows from foreign banks. The empirical studies on this topic yield mixed results. While some studies find that foreign banks are contributing to financial stability asin contrast to domestic banksthey do not have to contract their lending (Crystal et al., 2001; de Haas and van Lelyveld, 2006) , other studies point to the procyclical role of foreign banks (Popov and Udell, 2010; Bertay et al., 2015) . 5 One important element that may be overlooked is the exact definition of foreign bank credit. Most studies consider foreign bank credit based on bank ownership, i.e. the credit granted by banks that are foreign-owned. This study argues that the credit that is most relevant is the credit that is foreign funded (FFC), since this enables the total credit to outgrow the domestic deposit growth and may contribute to the overheating of the economy. While FFC is in some aspects quite similar to foreign bank credit (since foreign banks may get their funding from outside the country in which they grant the credit), there are some notable differences. The definition of foreign bank credit is based on the residence of the bank, while FFC is based on the location where the funding comes from. Table 1 also makes clear these differences in definitions, as well as the consequences. Assume a borrower is resident in Country X. This borrower borrows money from a bank subsidiary that is located in Country X, but headquartered outside Country X. This bank subsidiary however funds itself by deposits of Country X. This type of credit will be included in foreign bank credit, but excluded in the FFC, since the credit is funded locally (Table 1, row 4). Moreover, if such a partya bank subsidiary in Country X funded with deposits from Country Xgrants credit directly to a borrower outside Country X this credit will also be seen as foreign bank credit in Country X, while it has nothing to do with the credit base in Country X (Table 1, row 6). In these two examples, therefore, foreign bank credit overstates relative to FFC. On the other hand, in case a bank from Country Xlocated and resident in Country Xgrants credit to this borrower resident in Country X, but obtains the funding for this credit from outside the country, this will be excluded in foreign bank credit but included in FFC (Table 1, row 3). In this example, by considering foreign bank credit, one will miss this FFC-included type of credit. It actually deserves attention, however, since this type of credit facilitates the total credit to exceed the domestic deposit base. While the analyses by Ongena et al. (2013) and Cull and Peria (2013) are not based on FFC, but on bank ownership, the results of their studies imply that the funding base may matter. Cull and Peria (2013) consider the impact of bank ownership on credit growth and find that in Latin America foreign banks did not contract their loans more than domestic banks before and during the global financial crisis. The authors argue that this is because these foreign banks were mostly funded locally. Focusing on Eastern Europe and Central Asia, Ongena et al. (2013) find that both foreign-owned banks and domestic banks that borrow on the wholesale market contract their credit more during a crisis than domestic banks that are funded locally.
This study is closest to some recent studies from the Bank for International Settlements (BIS) that show that it is the FFC that matters most in explaining rapid credit growth ), Avdjiev et al. (2012 and Ehlers and McGuire (2017) ). 6 Borio et al. (2011) show that in Ireland, Hungary and the Baltic States, the FFC components grew faster than the overall 6 In their studies these authors refer to cross-border credit instead of FFC. operations (locally funded lending) were a source of stability. Hence, the aforementioned studies stress that it is the credit backed by cross-border liabilities (FFC)and not the total credit extended by foreign banks (foreign bank credit)that contributed to the rapid credit growth in the period before the global financial crisis. I expand the analysis to investigate more generally the eventual procyclical role of FFC over a longer timeframe and this results in the first hypothesis:
H1: The share of FFC increases during booms and decreases during busts
Anticipating differences between emerging and developed countries when it comes to the role of FFC, an analysis is performed for these two groups of countries. Mendoza and Terrones (2008) find that credit booms in emerging and industrial countries differ, and that credit booms in emerging markets are larger and last longer than those in developed countries.
Moreover, they find that while credit booms in emerging countries are often preceded by foreign capital inflows, booms in developed economies are preceded by productivity gains or financial reforms. Besides, Avdjiev et al. (2012) and Ehlers and McGuire (2017) solely focus on emerging countries, and their studies suggest that at least in emerging countries, FFC contributed to the rapid credit growth in the run-up to the global financial crisis. In order to investigate whether the impact of FFC differs for emerging versus developed economies, in this study I consider both types of countries separately. This results in the second hypothesis:
H2: The (procyclical) impact of FFC is higher for emerging market economies than for developed economies
In this study a distinction is also made between household and business credit cycles. 7
Differences in credit cycles for household credit and business credit may be caused by differences between housing dynamics and the business cycle as these are not perfectly linked (Żelazowski, 2017) . Even before the global financial crisis the ECB (2007) observed that while bank credit to households and corporates has followed a similar cyclical pattern, the peaks and troughs have been higher and deeper for the latter. An explanation for this finding is that banks may increase their lending to non-financial corporations only after the economic recovery has already materialized and corporate balance sheets have improved. On the other hand, banks may be more willing to increase their lending to households earlier in the economic cycle, given that these parties are generally better collateralized. Hence, bank credit, and thereby FFC, to corporates may be more cyclical than bank credit to households. This results in the third and final hypothesis:
H3: The (procyclical) impact of FFC is higher for the business sector than for the household sector
Data and variable construction
Credit booms and busts
To capture total credit in an economy, i.e. both bank and non-bank credit and both domestic and cross-border credit, I obtained credit series from the Bank for International Settlements (BIS) database on total credit to the non-financial sector (Dembiermont at al., 2013) . The dataset contains quarterly data for 43 countries starting in 1961 at the earliest. I consider data from 1985 onwards, since most data (also control variables) are available from that date for most countries. Private credit can be split into credit to households and credit to (non-financial) corporations. I exclude financial centers, thereby focusing on 41 countries. 8
There is no common definition of credit booms, but most studies define certain periods based on large deviations in the credit-to-GDP ratio or credit per capita from their (non-linear)
trend (e.g. Gourinchas et al., 2001; Mendoza and Terrones, 2008; Barajas et al., 2009; Dell'Ariccia et al., 2015; Cerutti et al., 2017) . The exact specifications, i.e. the thresholds used or the construction of the trend, differ. Real credit growth significantly contributes to the probability of crises (Schularick and Taylor, 2012) . Therefore, the real credit per capita is used in place of the credit-to-GDP ratio. The use of the credit-to-GDP ratio also has some drawbacks, as highlighted by Mendoza and Terrones (2008) . Most importantly, in case of a decrease in both credit and GDP, the credit-to-GDP ratio may increase if the fall in GDP is higher than the fall in credit.
Hence, for this study I apply the following condition: a credit boom takes place when the growth in real credit per capita provided to the private sector is higher than during a typical business cycle expansion. I use the logarithm of real credit per capita and its deviation from its long-term trend in country i at time t is denoted as l it (i.e. the cyclical component) with its corresponding standard deviation σ(l i ). The long-term trend is estimated using the Hodrick-Prescott filter. A credit boom takes place when two conditions are satisfied; i) the year-on-year growth rate of real credit per capita is higher than 20 percent or the positive deviation from the trend (l it ) is higher than 1.65 times its standard deviation σ(l i ) in a given quarter (i.e. l it ≥ θσ(l i ), with θ 1 = 1.65); and ii) the year-on-year growth rate of real credit per capita is higher than 10 percent or the deviation from the trend (l it ) is equal to or higher than its standard deviation σ(l i ) (i.e. l it ≥ θσ(l i ), with θ 2 = 1) and the growth in real credit per capita is positive for a period of at least 6 quarters. 9 This approach is closest to that of Cerutti et al. (2017) as the first condition ensures that a credit boom contains at least one quarter with very high credit growth or a large deviation from the trend, while the second condition ensures that short-lived spikes are left out of the analysis.
Credit busts are identified in a similar fashion. That is, a credit bust takes place when two conditions are satisfied; i) the real credit per capita decreases by at least 10 percent on a
year-on-year basis or the negative deviation from the trend (l it ) is higher than 1.65 times its standard deviation σ(l i ) in a given quarter (i.e. l it ≤ −θσ(l i ), with θ = 1.65); and ii) the real credit per capita decreases by at least 5 percent on a year-on-year basis or the negative deviation Sweden, Switzerland, Thailand, Turkey, United Kingdom, and United States. I excluded Luxembourg and Saudi Arabia. 9 Observations with hyperinflation (> 50%) are excluded, since including them would results in an overestimation of credit busts.
from the trend (l it ) is equal to or higher than its standard deviation σ(l i ) (i.e. l it ≥ θσ(l i ), with θ 2 = 1) and the growth in real credit per capita is negative for a period of at least 6 quarters.
For robustness, I also consider different specifications by setting the thresholds at different levels. Figure 1 shows the total number of credit booms and busts in each quarter. It can be observed that, most credit booms take place during the start of the global financial crisis (2007) (2008) . The number of busts is generally lower than the number of booms. This relates to the finding that not all credit booms are bad, i.e. not all credit booms are followed by a crisis or credit bust (Barajas et al., 2009 , Goetzmann, 2015 . Most busts take place around the dotcom crisis (around 2000) or a few years after the global financial crisis (from 2012 onwards). . This is the net cross-border borrowing (i.e. the cross-border liabilities minus claims) by banks located in the country. 10 In the analysis, therefore, only positive numbers are taken into account. In case a banking sector has more cross-border loans outstanding than it borrows from other banking sectors, there is no net cross-border borrowing (i.e. a zero observation). 11 For the analysis the focus is on the share of the total FFC to total credit, with total credit measured by the sum of direct FFC and domestic credit 12 :
Figure 1: Number of credit booms and busts
Data on FFC
whereas DC i,t represents the domestic credit (excluding credit to governments), taken from the BIS credit statistics. Figure 2 below shows the pattern of the share of FFC ( _ , ) before and during credit booms and busts. The share of FFC is indexed at t=0, where t=0 marks the start of the credit boom or bust. The figure on the left shows that shortly after the start of a credit boom the share of FFC credit increases. During the year preceding and at the beginning of the credit boom there is however a decrease in the share of FFC. This implies that not the foreign funded share of credit, but rather the share of domestically funded credit increases in anticipation of a credit boom. During the boom, however, it is the FFC that causes an acceleration in credit. An explanation for this could be that FFC comes later, since it is a more expensive form of credit.
The figure on the right shows that during the three years preceding a credit bust, the share of FFC in total credit decreases, offsetting an increase in the share of domestically funded credit. This suggests a procyclical pattern in FFC. However, the pattern of FFC during a credit bust is less clear; on average there seems to be an increase in the share of FFC during the first three years of the bust. This contradicts the expectations, i.e. a procyclical impact from FFC, 10 For non-BIS reporting countries, BIS reporting banks' net cross-border claims on banks in the country have been used. 11 A negative number implies that banks in the country, on average, lend money to banks in other countries. Not applying a cap would mean that the net-lending amount would be subtracted from the total non-financial credit in the country, while the outstanding loans are not relevant for the total credit in a country. Actually, one would just underestimate the total credit, and thereby, credit fluctuations, booms and busts. 12 The net cross-border borrowing by banks (indirect FFC) is by definition included in the domestic credit. and hence a decreasing share of FFC during busts. It is worth noting however that an increase in the share of FFC does not imply that the FFC itself is increasing; it indicates that the FFC is increasing more than domestic credit.
Figure 2: Share of FFC during booms and busts
This figure shows the share of FFC 12 quarters before the boom or busts, and during the first 12 quarters of the boom or bust, taking into consideration that the share of FFC is indexed at t=0 (the start of the boom or bust).
Credit booms
Credit busts Table 2 shows the occurrence and duration of credit booms and busts for the full sample of countries as well as for different subsamples. Considering the first column of this table, the probability of a credit boom in a given quarter is equal to 21.4%. In line with Figure 1 credit busts occur less than credit booms and the probability of having a credit bust is generally lower by 8.8%. And with the average duration of a boom being 13.4 quarters versus 9.9 quarters for a bust, booms last on average almost one year longer.
Next, I split the sample of countries into subsamples with respect to the share of FFC in total credit 13 and their economic status (developed or emerging) 14 . In addition, I consider credit booms and busts for household and business credit separately. In looking to the second and third row of Table 2 , a distinction is made between countries with a high and low share of FFC.
On average countries with a high share of FFC experience slightly fewer booms, but more busts than countries with a low share of FFC. Looking at the duration of credit booms and busts, a high share of FFC is associated with longer-lasting busts, but shorter booms. 13 This classification is based on the average share of FFC being higher of lower than the median of all banks. 14 This classification is derived from the IMF 2010 classification (IMF, 2010 In the fourth and fifth rows some remarkable differences can be observed between emerging and developed countries. While emerging countries experience slightly fewer booms, the probability of credit busts is much higher for emerging than for developed countries. For emerging countries, in contrast to developed countries, the probability of a boom is not significantly different to the probability of a bust. This corresponds with the finding that in emerging countries credit booms are more likely to end in a financial crisis (or in a credit bust) (Mendoza and Terrones, 2008) . Moreover, both credit booms and credit busts last much longer in emerging countries relative to developed countries. For example, while a credit boom only lasts for 10.8 quarters in developed markets, in emerging markets it lasts for 20.9 quarters. On average, booms in emerging markets last around 2.5 years longer than in developed markets.
Rows six and seven show that while there is a larger probability of a credit boom in the household market, the probability of a bust is larger in the business market. And on average, the duration of household credit booms and busts is longer than that of business credit booms.
Methodology
To test whether credit booms and busts are driven by FFC the following binominal logit model is applied:
where δ i,t stands for a credit boom, normal period or credit bust, and thereby ℙ[δ i,t = 1] is the probability of being in a credit boom, normal period or credit bust in quarter t. Periods that are not classified as either a boom or a bust are classified as a normal period. The main independent ∆S_FFC i,t represents the quarterly growth rate of the share of FFC in total credit. In line with the hypotheses of a procyclical role of FFC a positive coefficient is expected in booms, such that an increasing share of FFC is positively associated with credit booms. In busts, a negative coefficient is expected such that credit busts are characterized by a decreasing share of FFC.
X i,t includes the control variables. First, the market-to-bank ratio is included. This is defined as the ratio of market to bank funding, where market funding consists of debt securities to non-financial institutions obtained from the BIS debt securities statistics. A negative coefficient is expected for the market-to-bank ratio since, first of all, booms and busts seem to occur less in more market-based systems (Cizel et al., 2019; Gambacorta et al., 2014) . Besides, when (house) prices drop, banks are constrained in their ability to grant new loans and, consequently, the contraction in bank credit has a negative impact on investment opportunities.
This amplification mechanism is found to be higher in more bank-based economies (Langfield and Pagano 2016) . Second, as a proxy for the short-term interest rate, the US federal fund rate is included as a control variable. 15 Since periods with low interest rates often coincide with a build-up in credit, a negative coefficient for this variable is expected during a boom while a positive coefficient is expected for bust periods. Third, I consider a country's real GDP growth.
An increase in real GDP is expected to go hand in hand with increase in credit, and vice versa.
Finally, the inflation rate and trade openness are included, whereas trade openness is measured by the sum of a country's import and export (as obtained from the IMF Direction of Trade Statistics), divided by its GDP. Other control variables that are sometimes used in analyses on credit cyclicality are not available for all countries and/or the period considered. 16 I use both quarter fixed effects δ t and country fixed effects μ i , and cluster the standard errors at the country level. Lastly, I exclude observations with hyperinflation (>50% on a quarterly basis). Table 3 shows the correlation matrix. A high correlationhigher than 0.5is only observed between the boom and bust variables, implying that booms and busts are concentrated in specific periods. High correlations between any of the independent variables are however not observed, and therefore multicollinearity is not expected to be an issue. Table 4 shows the baseline results from the logit model. The positive coefficient in column 1 first of all shows that the quarterly growth in the share of FFC is positively associated with credit booms. This implies that during credit booms FFC increases significantly more than domestic credit, supporting hypothesis 1. Column 2 shows that the growth in FFC is negatively related to normal periods (i.e. no boom or bust). However, for credit busts, the results in column 3 do not show any significant relation between FFC and the occurrence of credit busts.
Results
Baseline results
The market-to-bank ratio is negatively associated with credit booms and normal periods, and positively associated with credit busts. This implies that during credit booms and normal periods, bank credit increases significantly more than market funding. And vice versa, during a bust, market funding decreases less than bank credit. This is in line with the expectations and points to the stabilizing role of market funding, thereby supporting the findings of Langfield and Pagano (2016) . While the other control variables are not always significant, the coefficients show the expected signs. Table 5 shows the same results, but for subsamples based on whether the country is classified as an emerging or developed according to the IMF (2010) classification. Columns 1-3 show the results for emerging countries. The positive coefficient of the quarterly change in the share of FFC implies that during booms FFC increases relative to domestically funded bank credit. For developed countries the coefficient in column 4 is also significantly positive, but remarkably lower. The results also show that there is a significant difference between the coefficients for emerging versus developed countries. The role of FFC in the credit boom is thus significantly higher for emerging than for developed countries. For developed countries, the coefficient for inflation is significantly positive during booms and significantly negative during busts, as expected. For emerging countries, however, the opposite is shown. This can be explained by the decreasing trend in inflation in these countries, whereas the originally high inflation rates have converged towards the levels in developed countries (Daly and O'Doherty, 2018) . This may in turn impact the results. Table 6 shows the regression results for household and business credit cycles separately, whereas columns 1-3 show the results for household credit and columns 4-6 the results for business credit. The results are roughly in line with the baseline results. That is, credit booms are associated with a significantly increasing share of FFC, normal periods with a decreasing share of FFC, and no significant relation between the share of FFC in total credit and the occurrence of credit busts. Against the expectation of differences between household and business credit cycles with respect to the impact FFC may have, the results do not point to any differences between household and business credit cycles.
Emerging versus developed countries
Household versus business credit
Regarding the control variables, differences in the coefficients for openness and inflation are shown with respect to the impact they have on household versus business credit cycles. The impact of opennessthe amounts of imports and export relative to a country's GDP is more significantly related to the business credit cycle. This may be explained by the business sector's credit needs that arein case of international operations -directly affected by the amounts of imports and exports. 
FFC pre-boom and pre-bust
So far, the results in the previous sections point to credit booms being associated with an increasing share of FFC, while FFC is not found to be significantly related to busts. But what happens before the boom or bust? The analysis has focused on the behavior of FFC over the credit cycle so far, without exploring a causal relation. As a next step, I investigate the behaviour of FFC pre-boom and pre-bust. Simply using lagged FFC variables has the disadvantage that actual booms and bust periods are still included in the analysis. Therefore, instead of using lagged variables of FFC, I define pre-boom and pre-bust indicator variables. That is, instead of the dependent variable ℙ[ , = 1] being the probability of a boom or bust in quarter t, I construct ℙ[ , −1; − = 1], capturing the period from the first quarter before the boom or bust, t-1, until t-c, where I set c at different levels with c = 2, 4, 8 and 12. In this way I am able to test the behavior of FFC half a year, a year, 2 years and 3 years before the boom or bust. Figure   2 already indicated that the share of FFC may act differently before credit booms or busts, as it points to a decreasing share of FFC preceding a credit boom. Table 7 shows the main results of this analysis. Considering column 1-4, the results
show that the coefficient for the quarterly growth in the share of FFC turns from significantly positive in the baseline specification to a (in some specifications significantly) negative one.
Put differently, during the periodbe it half a year, a year, 2 years or 3 years -before a credit boom it is not the share of FFC, but rather the share of domestically funded credit that seems to increase. For example, the negative coefficients for emerging countries and household credit imply that during the year preceding the credit boom, there is a significant decrease in the share of FFC, offsetting an increase in domestically funded credit. This is in line with the pattern in Figure 2 . Hence, while before the boom there is a significant increase in domestically funded credit relative to FFC during the boom it is the FFC that significantly gains share. This may be explained by the ability to provide credit. In other words, during the build-up phase of the boom, domestically funded credit is able to fulfil credit needs. This type of funding may be preferred as well, since it is generally cheaper. With the continuously growing credit, during a boom this domestically funded credit may need to be substituted by FFC as it is less restricted than domestically funded credit by, as an example, the domestic deposit base.
Columns 5-8 shows the results when the pre-bust period is considered. The coefficients of the quarterly changes in FFC are negative and rather insignificant, just as in the baseline specification. There is some small evidence of a (slightly) significant decrease in the share of FFC, implying that three years before the credit bust, the share of FFC is already decreasing. 
Robustness checks
Two kinds of robustness checks are performed. First of all, I check whether the findings are robust to different specifications for determining credit booms and busts. Table 8 below shows the impact of these different settings on the occurrence of booms and busts. By relaxing the thresholds (Table 8 , column 1) the probability of experiencing a credit boom in a specific quarter increases by more than 50%, i.e. from 0.214 to 0.352. The probability of experiencing a bust also increases, by somewhat less than 50%. Moreover, by relaxing the thresholds the average duration of booms and busts increases. And vice versa, by strengthening the thresholds both the occurrence and duration of credit booms and busts decrease. 
Bust duration (in quarters) 12.1 9.9 9.5 Table 9 shows that the results are robust to either relaxing or strengthening the threshold levels for determining credit booms and busts. That is, the results are in line with the baseline results. ∆ _ , 0.003** -0.003** -0.001 0.003*** -0.002*** -0.002 0.004*** -0.003*** -0.001 (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
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Opennessi,t 0.006*** -0.001 -0.016*** 0.009*** -0.002 -0.017*** 0.008 0.010 -0.028*** (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.009) (0.007) (0.008)
Inflationi,t -0.019 0.026 -0.024 0.007 -0.023** -0. Prob>chi2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
As a second type of robustness check, I run the baseline specification for two different subperiods; the period before 2000 (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) and the period thereafter (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) Hence, theless restricted than domestically funded credit -FFC was used to fulfil the demand for credit from households. 
Conclusion
Financial boom-and-bust cycles are not only costly for banks, but also for the broader economy as characterized by sharp output (GDP) declines during the downturn of the cycle. The positive relation between credit growth and financial crisesthat goes back to the concept of endogenous business cycles of Minsky (1977) stresses the importance of a better understanding of the drivers of credit growth and credit cycles. Contrary to previous studies that focus on the role of foreign banks in explaining credit cycles, in this study I consider the impact of credit that is not locally funded. The focus is on this type of credit because it enables the total credit to outgrow the domestic deposit growth.
Investigating credit cycles in 41 countries over the period 1985-2015, the results indicate that foreign funded credit (FFC) has a procyclical role in the credit cycle, characterized by an increasing share of FFC during credit booms. While normal periods are associated with a decrease in the share of FFC, no significant relation can be found between credit busts and FFC.
The results contradict the expectations of differences between household and business credit with respect to the impact FFC has on the credit cycle. However, when considering the periods before and after 2000 separately, I find that while FFC is associated with business credit booms in both periods, it is only associated with household credit over the post-2000 period. This may relate to the rise in global household (mortgage) debt since the mid-2000s. FFC was thus used to fulfil the increased demand for credit from households.
By investigating the periods preceding booms and busts, the results show that before a credit boom there is actually a significant increase in domestically funded credit relative to FFC.
The availability of credit may provide an explanation, as during the build-up phase of the boom, domestically funded credit is able to fulfil the credit needs. However, during times of rapidly growing credit needs, during a boom the domestically funded credit may need to be substituted by FFC, with the latter being less restricted by, for example, the domestic deposit base.
These findings contribute to the policy discussion on credit cycles and globalization.
The global financial crisis that started in 2007and that was preceded by excessive credit growth during the build-up of the cycle-resulted in some huge losses. This led to the introduction of macroprudential measures, including the countercyclical capital buffer, to dampen the cyclicality in bank credit. However, irrespective of the total level of credit, the funding of the credit in an economy should also get attention at the macro level. By enabling the total credit to outgrow the domestic deposit base a high level or inflow of FFC increases the domestic loan-to-deposit ratio and thereby the reliance on external funding. This in turn increases the vulnerability to economic reversals. Especially since external funding, including wholesale funding, may dry up during downturns. One may argue that a domestically funded credit boom is less of an issue, since the credit is backed by (more stable) domestic deposits.
Therefore, instead of steering the total level of credit in an economy, attention should be given to the composition and, more specifically, the funding sources of credit. Instruments that are specifically targeted at FFC, e.g. capital control-like instruments (e.g. Bakker and Chapple, 2002) , could be regarded as more effective in this sense. Over the last years the trend has however been on liberalisation and, consequently, globalisation. Given that an increased reliance on external funding can also pose risk, the question here is whether policymakers should consider not just the benefits -such as growth opportunities -but also the challenges stemming from external funding.
