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The authors nicely summarize key cortical properties without disclosing the cortical design 
principles from which they arise. I will discuss some missing principles. 
Let me start with background remarks: "Behavioral success drives brain evolution". 
Properly designed neurons must properly interact in networks whose emergent properties 
control behaviors that autonmnously adapt to changing environments. Thus, one needs to 
simultaneously link three levels: neuron, network, and behavior, or else the junctional 
significance of brain data cannot be tested. The authors do not establish this linkage. 
One needs models to do so. The authors emphasize models that explain data on one level. 
Models that bridge all three levels obey nonlinear feedback laws. One thus needs to keep 
neurons, networks, behavior, and nonlinear feedback models simultaneously in mind. 
Most neuroscientists have not been trained to bridge these levels. 
"Nco-classical" theories abound instead. For example, information theory works in 
stationary worlds with unchanging states, but brains adapt to nonstationary worlds and 
learn new states. Connectionist learning models arc mentioned that cannot self-organize, 
but brains are self-organizing organs par excellence. None of these models links realistic 
brain mechanisms to parametric behavioral data to support its biological relevance. Models 
that do bridge all four levels are hardly mentioned, even though many data that the authors 
review were anticipated by them. Nor have the authors surveyed the model ideas that 
generated these predictions. I will briefly review some of them now. 
Why does synchrony occur on both circuit and system levels? Concerning circuits: I 
showed in 1968 that nerve cells avoid losing sensitivity to J1uctuating input patterns (viz., 
contextual information) if they obey membrane equations and interact via on-center off-
surround networks. This result proved that "The unit of short-term memory is a spatial 
pattern", or that these networks synchronize their activities to process distributed analog 
patterns of contextual information (sec Grossberg, 1982 for discussion and references). 
In neural networks derived from behavioral postulates about associative learning, cell 
activities, or short-term memory traces, interact with adaptive weights, or long-term 
memory traces. These learning laws arc like those of Artola and Singer ( 1993). I proved, 
under general conditions of cell signal processing, feedback, and modulation of learning 
that "The unit of long-term memory is a spatial pattern"; that is, associative networks learn 
contextually-informative synchronized patterns of activation (Grossberg, 1968, 1971, 
1982). 
These results proved mathematically that synchrony is an emergent property of 
ubiquitously occurring on-center off-surround and associative networks, and that 
synchrony could occur with or without oscillations. Much of the field of neural networks 
has grown from these results, including self-organizing feature maps and the so-called 
Hopfield networks. 
Concerning systems: Grossberg and Somers (1991) showed that two types of networks 
could synchronize quickly: (I) reciprocally interacting bottom-up and top-clown adaptive 
filters for perceptual tuning and categorization, and (2) horizontal interactions for perceptual 
grouping. However, these synchronized states have qualitatively different functional 
properties. A top-clown adaptive filter cannot activate a target cell unless it also gets a 
bottom-up input. This is the well-known ART (Adaptive Resonance Theory) 1natching law 
(for reviews, see Carpenter and Grossberg, 1991 and Grossberg, 1995) that suggests how 
top-down feedback attentionally primes and selects consistent bottom-up signals, as in 
phonemic restoration and the Sillito eta! ( 1994) corticothalamic data. Horizontal grouping 
interactions can activate target cells that do not get bottom-up input, as in illusory contour 
formation. The association fields of Field eta! ( 1993) satisfy the constraints on horizontal 
interaction that Grossberg and Mingolla (1985) predicted to explain perceptual grouping 
data. 
The authors overlooked this key difference between adaptive filters and horizontal 
interactions, even though it illustrates different functional roles: Bottom-up and top-down 
filtering and matching mechanisms enable the cortex to leam stably throughout life. 
Horizontal interactions for perceptual grouping complete missing inj(mnation., as over 
blind spots and retinal veins. Grouping laws would destabilize learning if they were used 
for top-down matching. 
A recent model combines these two types of processes. Grossberg, Mingolla, and Ross 
( 1997) simulated how the laminar, columnar, map, and network properties of interblob and 
interstripe cortical areas VI and V2 interact reciprocally with LGN to explain perceptual 
grouping data. This model describes functionally different, and experimentally testable, 
roles for adaptive filters and horizontal interactions. 
The authors compare horizontal visual interactions with word recognition. I think that they 
make the same mistake here. A large modeling literature uses ART to explain speech and 
word recognition data as well as visual filtering and categorization data; e.g., Carpenter and 
Grossberg (1993), Gove et a! (1995) and Grossberg (1987, 1995). Horizontal visual 
interactions (e.g., Kapadia et a!., 1995) have a different explanation (Grossberg, 
Mingolla, and Ross, 1997). 
Various brain timing properties have been modeled using these distinct mechanisms: 
Groupings persist for variable durations in a context-sensitive manner (Francis, Grossberg, 
and Mingolla, 1994). Top-down matching during word perception can reorganize which 
word strings are temporally fused or segregated (Grossberg, Boardman, and Cohen, 
1997). The authors' synchrony analysis cannot handle such data. 
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