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Introduction
Consider a plate occupying in a reference configuration a bounded open set ⊂ R 2 , and let W : M 3×2 → [0, +∞] be its stored-energy function (assumed to be Borel measurable), where M 3×2 denotes the space of real 3 × 2 matrices. Fix p > 1. In order to take into account the fact that an infinite amount of energy is required to compress a finite surface of the plate into zero surface, i.e.,
where ξ 1 ∧ ξ 2 denotes the cross product of vectors ξ 1 , ξ 2 ∈ R 3 , we assume that (H 1 ) there exist α ∈]0, 1] and β > 0 such that for all ξ = (ξ 1 | ξ 2 ) ∈ M 3×2 , if
In this paper we are concerned with relaxation of variational problems of type:
where W 1, p * ( ; R 3 ) := {u ∈ W 1, p ( ; R 3 ) : u(x) = (x, 0) on ∂ }, ·, · is the scalar product in R 3 and f ∈ L q ( ; R 3 ), with 1/ p + 1/q = 1, is the external loading per unit surface. By relaxation of (P) we mean to find 
Relaxation can be seen as a generalization of the so-called direct method in the Calculus of Variations. Indeed, under the following coercivity condition:
and some C > 0 (which assures compactness of minimizing sequences), if
is sequentially weakly lower semicontinuous on W 1, p ( ; R 3 ), then (R) holds withW = W , and so (P) has solutions. Usually, (P) is called the relaxed problem of (P), and solutions of (P) are interpreted as generalized solutions of (P).
In this paper we deal with the case where the functional in (2) fails to be lower semicontinuous. In such a situation, Dacorogna proved in [3] that (R) is satisfied withW = QW whenever W is continuous and of polynomial growth, (where QW denotes the quasiconvex envelope of W ). As condition (1) leads to a stored-energy function which is not of polynomial growth, Dacorogna's theorem cannot be applied in two-dimensional nonlinear elasticity. One object of this paper is to study relaxation of (P) when only (H 1 ) and (H 2 ) are satisfied.
The plan of the paper is as follows. In the next section we state our main results (cf. Theorems 1 and 2). Section 3 (resp. 4) is devoted to the proof of Theorem 1 (resp. 2).
Main results
Set Y := 0, 1[ 2 , denote by Aff(Y ; R 3 ) the space of all continuous piecewise affine functions from Y to R 3 and define Z W :
Here are the two main results of the paper.
where I ∈ M m×N is defined by I i j := 1 for i = j and I i j := 0 for i = j.
Theorem 2 If there exist k
Then, a direct consequence of Theorems 1 and 2 is the following relaxation result. 
We thus have
The following result gives three interesting properties of functions Z k W . This follows easily from [5, Lemma 2.16, Theorem 2.17 and Proposition 2.3] (the details are left to the reader). Recall first that (see [ 
, where a ⊗ b denotes the tensor product of vectors a and b. We say that g is rank-one convex in U if g is rank-one convex at ξ in U for every ξ ∈ U . Also, g is said to be rank-one convex at ξ when (4) holds for all λ
and g is rank-one convex when it is rank-one convex at every ξ ∈ M m×N . 
Proposition 2 Every function
(
ii) Z k W is rank-one convex in the interior of its effective domain; (iii) Z k W is continuous in the interior of its effective domain.
Proposition 2(i) (resp. Proposition 2(iii)) is used in the proof of Theorem 1 (resp. Theorem 2). We need Proposition 2(ii) in the proof of Proposition 3 below. An analogue result of Theorem 2 can be found in the paper of Ben Belgacem [1] . More precisely, denoting by RW the rank-one convex envelope of W (the greatest rank-one convex function which is less than or equal to W ), Ben Belgacem states in [1, Theorem 3.1] that if RW is of polynomial growth and if two other technical assumptions hold, then
In the case m = 3 and N = 2, Ben Belgacem asserts in [1, 
Proof. From Proposition 2(ii) we see that Z k W is rank-one convex, so that Z k W ≤ RW , and Proposition 3 follows from Theorem 2.
Proof of Theorem 1
We first prove the following lemma.
Lemma 1 Under
(ν 1 , ν 2 , ν 3 are the components of the vector ν). Then,
Taking Proposition 2(i) into account, it follows that
But
and so
Similarly, we obtain
In the same manner, we have
and, from (6), we conclude that
Assume now |ξ 1 ∧ ξ 2 | = 0. Then, one the three following possibilities holds: (i) ξ 1 = 0 and ξ 2 = 0; (ii) ξ 1 = 0 and ξ 2 = 0; (iii) there exists λ ∈ R such that ξ 1 = λξ 2 (with ξ 1 = 0 and ξ 2 = 0). Let σ ∈ R 3 be such that |σ | = 1 and
, and using Proposition 2(i) we see that
Moreover, we have
and, by (H 1 ), we obtain
From (7) it follows that
and the proof is complete.
Proof of Theorem 1. Let
(ν 1 , ν 2 , ν 3 are the components of the vector ν and α > 0 is given by (H 1 )). Then,
Similarly, we obtain |ξ 1 − (ξ 2 + ν)| ≥ α, and so
Noticing that
from Lemma 1 we deduce that
Assume now |ξ 1 ∧ ξ 2 | = 0. Then, one the four following possibilities holds: (ϕ σ 1 , ϕ σ 2 , ϕ σ 3 ) , we have
and, by Lemma 1, we obtain
It follows that
Proof of Theorem 2
We begin by proving Proposition 4 below which will play an essential role in the proof of Theorem 2. Set Aff
To prove Proposition 4 we need the following lemma.
Lemma 2
For every integer k ≥ 0 and every u ∈ Aff * ( ; R m ),
Proof. Let k ≥ 0 be an integer and let u ∈ Aff * ( ; R m ). By definition, there exists a finite family ( i ) i∈I of open disjoint subsets of such that | \ ∪ i∈I i | = 0 and, for every i ∈ I , ∇u(x) = ξ i in i with ξ i ∈ M m×N . Given any δ > 0 and any i ∈ I , we consider
Fix any integer n ≥ 1. By Vitali's covering theorem, there exists a finite or countable family
whereφ i is the Y -periodic extension of φ i to R N . We have
But |ε i, j | p < n − p for all i ∈ I and all j ∈ J i , hence
As u + ψ n ∈ Aff * ( ; R m ) for all n ≥ 1 and u + ψ n u, from (9) we deduce that
and (8) follows.
Proof of Proposition 4.
It is sufficient to prove that for every integer k ≥ 0,
Let k ≥ 0 be an integer. Fix any u ∈ W 1, p ( ; R m ) and any sequence u n u with u n ∈ Aff * ( ; R m ). Using Lemma 2, we have
for all n ≥ 1. Thus, 
