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Abstract  
We study linear-quadratic adaptive tracking 
problems for a special class of stochastic systems 
expressed in the state-space form. This is a long- 
standing problem in the control of aircraft fly- 
ing through atmospheric turbulence. Using an 
ELS-based algorithm and introducing dither in 
the control law we show that the resulting con- 
trol achieves optimal cost in the limit, while si- 
multaneously the unknown parameters converge 
to their true values. 
1. Introduction 
There is an enormous literature on stochastic 
adaptive control starting with the pioneering 
work of Astrom and Wittenmark on self-tuning 
regulator [l]. Most of the research in this area, 
however, concentrated on ARMAX models [2]. 
Parallel to this was the somewhat unrelated de- 
velopment of the design of adaptive flight control 
systems, starting with the thesis of Illiff [3] .  Most 
researchers in this area start with the dynamical 
model of aircraft in flight and, consequently, for- 
mulate their problem in the state-space form. Un- 
fortunately, the literature on stochastic adaptive 
control for systems in state-space form is rather 
limited. Kumar [4] made a thorough analysis on 
the problem of controlling an unknown linear- 
Gaussian system with quadratic criterion, but he 
had to restrict himself to the case of complete 
observation of the system states. We study here 
the problem of controlling a linear system with 
incomplete and inaccurate observation of the sys- 
tem states so that a quadratic tracking criterion is 
minimized in the situation when the matrix mul- 
tiplying the control term in the state equation is 
unknown. We do not assume that the observation 
noise is Gaussian, but do restrict ourselves to the 
situation with no state noise. This problem arises 
naturally in controlling the flight of an aircraft in 
atmospheric turbulence where the objective is to 
minimize the normal acceleration or gust response 
in the angle of attack [5]. This is done in order 
to improve passanger and piilot comfort. It corre- 
sponds to our problem when the so-called control 
derivatives of the aircraft are unknown. 
2. Problem Formulation 
Consider the following discrete-time dynamical 
system 
~ k + i  = A X E  + B u ~  
Y k  = c x k  .f w k  
( 1 )  
(2) 
where x k  and y k ,  for fixed k, are !Rn- and 
%"'-valued state and observation vectors, respec- 
tively; ?& is an %?-valued control vector, { W k }  is 
a noise sequence to be specified below, the ma- 
trices A and C are known, but the matrix B is 
unknown. Our objective is to minimize the track- 
ing criterion 
1 J = lim sup ~ J N ( u )  
N-oo ( 3 )  
where 
J N ( u )  
N-1 
[ ( x k  - Z ; ) ' & I ( X k  - Z;) -!- U B & 2 u k ]  
k=O 
(4) 
with &I 2 O , & Z  > 0 and {zz} a prescribed se- 
quence of desired path. 
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Direct calculations show (see [8] for details) that We follow the self-tuning approach which is based 
on the certainty equivalence principle. In the 
specific problem considered here, Kalman filter 
method yields readily a recursive estimator for B 
[SI. The estimator also has been proved in [S] 
to converge to the true value in the mean-square 
sense. When we close the control loop the anal- 
ysis becomes more complicated. Asymptotic op- 
timality of the resulting control law has not been 
established yet. One difficulty is that the esti- 
mator loses the interpretation of being the con- 
ditional espectation when the system operates in 
closed loop. We propose in the next section an 
ELS-based method to estimate B .  
(uk - Lxk - d k )  
(16) 
Let U be the class of admissible controls which 
will be specified below. The point to note at this 
moment is that, whatever class U we choose for 
admissible controls, The rest of this section is devoted to determining 
the optimal control law when B is known. For 
this, we make the following assumptions: 
A1 a-’ (eiA)+a-’ (e- iA)- l  > 0 VX E [0,2s), 
where a(.) = det(l  - zA) E 1 + a l z  +. . + + 
anzn,z E C. This is the strict positive real 
(SPR) condition. Note that this condition 
implies a(.) # O V(zl  5 1 (see [7, corollary 
4.11). 
A 
A2 ( A ,  C) is observable. 
A3 (All?) is controllable and (A ,  D )  is ob- 
servable, where D is any matrix satisfying 
D’D = Q1. 
A4 {wk, 3 k }  is a martingale difference sequence 
(mds) with, for some ,O 2 2, 
(111 
Thus, if in the class of desired control laws 
we are able to choose a control for which 
lim s u p + J ~ ( u )  equals the right hand side of 
(ll), then this will automatically yield the opti- 
mal control desired. 
N-CO 
3. Recursive Estimator for B 
Let 
C a d j  ( I - z A )  z C+Clz+*..+Cn-lz”-l (12) 
where “adj” stands for the adjoint of a matrix and 
Ci are m x n matrices, i = 1,. . , n - 1. Set 
By A3, there is a unique solution to the following 
algebraic Riccati equation in the class of positive 
definite matrices: 
S = A’SA - A’SB(Q~ +B’SB) -l B/SA+ ( 5 )  
and the matrix 
and 
is asymptotically stable. Define 
where CB and CiB are m x p matrices. 
Let us define 
E =  * [“: ] a n d l l = [  ] (15) 
Cn- 1 Cn-1B 
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Lemma 3.1 With the notations above, 
B = (C'C)-lC'll 
Proof All we have to show is that C is of full 
row-rank so that C'C is invertible. Suppose that 
Cx = 0, x€SJZn. 
Then 
Then for IzI sufficiently small, 
C(I  - z A ) - l z  = 0. 
C(I  + z A  + z2A2 + . . . ) x  s 0. 
M CX = 0, CAX = 0,. . . , CA"X = 0 .  
Since ( A , C )  is observable, we must have x = 0, 
0 establishing that C is of full row rank. 
We are now in a position to propose a recursive 
algorithm for estimating B. We first propose the 
following scheme to estimate 8 recursively: 
e k + l  - e k  -k Y k p k 4 k  [a(z)Yk+l 
(16) - o ( k 4 k  - (a(z)  - 1)2irh+l]  
pk+l - pk - Y k p k d k 4 6 4  (17) 
Yk = ( 1  + $kpkdJk) - l  (18) 
&+l = a(z)yk+l -0;+14k-(a(z)-1)Gk+l (19) 
where z now stands for the unit delay operator 
and 0 0 ,  PO, Go are chosen arbitrarily. 
Let us write d k  in the block matrix form 
where A m a x ( k )  and Amin(k) denote the maximum 
and minimum eigenvalues 01 PL& , respectively, 
p is  as defined in A4 and 
0 i f P > 2  
c > 1, otherwise arbitrary, afp = 2 .  
A@-2) = 
Proof We omit the proof. See [9] for details. 0 
4. Consistent Estimator for B 
The previous theorem shows that the estimation 
error of Be depends upon the behavior of P;'. 
In general, we do not know whether Bk con- 
verges to the true B or not. To ensure strong 
consistency of the estimator of unknown param- 
eters and achieve optimality of the control law at 
the same time is a very difficult problem. Direct 
certainty-equivalence based adaptive contol law 
can not achieve this goal in the linear-quadratic 
problem [ lo] .  In stochastic adaptive control liter- 
ature the idea of diminishing dither to the control 
law has been introduced for this purpose [ l l ] ,  [12] 
which will be used here. 
Let { vk} be a sequence of SJZP-valued random vec. 
tors which is independent of { W k } ,  with E v k  = 
0, EVkVi = I and 11 V k  115 constant a.s. Define 
Without loss of generality, we may assume that 
3 k  E u{wi , v , ,  0 i 5 h } .  $et 
where Oki are m x p matrices, i = l , . . .  ,n ,  and 
Fi U{"i,O 5 i 5 I C ,  v,j, 0 5 j 5 h - 1).  
We propose the following recursive estimator for 
B: 
Bk = (C'C)-'C'nk (21) 
Theorem 3.2 Assume that conditions A l ,  A 2  
and A4  hold. Then for any Fk-measurable control 
216, 11 B - Bk+1 
Let U ;  be any Fi-measurable control law at time 
k ,  obtained possibly by soime certainty equiva.. 
lence principle. We apply the diminishingly ex- 
cited version uk of U ;  to the system: 
Theorem 4.1 If A l ,  A 2 ,  A 4  hold, and af 
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Then 
Proof The proof is technical and is omitted. See 
[9] for details. 0 
5. Optimal Adaptive Control 
Let us now go back to the adaptive control prob- 
lem posed in section 2. It is clear from (10) that, 
if { Z k }  was completely observed and ( B E }  was 
known, the optimal control would be given by 
u k  = L t k  + dk. (27) 
We use the ELS-based estimator B k  for B and 
define the certainty-equivalence control U' by 
U !  = L k f k  + d k  (28) 
k 
(33) 
j =O 
F k  = A - B k L k  (34) 
We now define stopping times {ak} and { r h }  as 
follows: Set 71 = 1 .  Let 
The desired control law U ;  is defined by 
if h [ ~ ,  ut) for some 4 U! , 
(37) { 0, otherwise 2 6 i  = 
and finally, the adaptive control law we are after 
is given by 
U ;  = U ;  + U: (381 
Let U denote the class of admissible controls de- 
fined by 
U = { U l U k  is 3 k  - measurable such that the 
resulting state satisfies 11 21, [I2= o(k)as . }  
Theorem 5.1 Assume that A 1  - A4 hold. Then 
{U; 1 I 
and 
Proof We first show consistency of B k .  If re < c(i 
and ut = 03 for some e, then 
C {i  uf /I2= 0 ( k 1 + 6 )  and the strong consistency 
of B k  follows from Theorem 4.1. If ut < co and 
rltl = 03 for some 8, then U; = 0 V i  2 e and, 
again by Theorem 4.1, B k  is strongly consistent. 
k 
i= l  
Consider now that < 00, ut < 03 for all e.  Then 
2018 
k 
i= 1
Therefore, 
4.1 again leads to the strong consistency of BE. 
By Theorem 3.4 and Remark 3.3 of 7, 
11 U: 1 1 2 =  O ( k 1 + 6 )  and Theorem 
s k  --t S,h  --t 00 
Since F is a stable matrix and F k  4 F ,  there 
exists a p ( 0 , l )  and a C > 0 such that 
11 F k F k - 1  * * * F i  115 Cpk V k  (41) 
We can now show (see [9]) that there exists an t o  
such that 
This implies that 
U; = U; + U$ 
and Xk+l = F k X k  -k B k & ,  V k  2 Tt,. 
By (41) and the boundedness of B k d k  it is clear 
that { X k }  is also bounded and so is {U”,, so that 
k 
I1 Ui” It2= W). 
i= l  
This and Theorem 4.1 implies (40). 
To prove optimality, notice that 
t k + l  - i k + l  = A ( x k  - k k )  -k ( B  - B k ) U ;  
By the boundedness of {U;}, the stability of A 
and the fact that B - B k  --i 0 we find that 
x k - x k  - - -+O,k - - i00  (43) 
This, along with the boundedness of { k k } ,  implies 
that { Z k }  is also bounded. Therefore, {U;} E U. 
Using (43) and the facts that L k  - L ---$ 0 and 
11 d k  - d k  11- o we conclude that 
N - 1  
k=O 
(U; - L z k  - dk) ’ (&2  + B’SB) 
(U; - Lxk - d k )  - 0, k ---f 00 
Combining this with (10) establishes (39). 0 
6. Conclusion 
We solved a class of stochastic adaptive con- 
trol problems in the state space form which 
arise in controlling aircraft flying in gusty con- 
ditions. The important, although difficult, exten- 
sions which should be further looked into involve 
the state noise case and/or when the parameters 
A and C also contain unknown elements. The ap- 
proach presented in this paper does not directly 
go over to  this most general situation, but may 
possibly be used there in coimbination with some 
other techniques. 
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