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ABSTRACT
In this paper, we introduce the notion of distributional chaos and the measure of
chaos for random dynamical systems generated by two interval maps. We give some
sufficient conditions for a zero measure of chaos and examples of chaotic systems.
We demonstrate that the chaoticity of the functions that generate a system does
not, in general, affect the chaoticity of the system, i.e., a chaotic system can arise
from two nonchaotic functions and vice versa. Finally, we show that distributional
chaos for random dynamical system is, in some sense, unstable.
KEYWORDS
Random dynamical systems; iterated function systems; distributional chaos;
measure of chaos
1. Introduction
In 1986, the Royal Society in London held an international conference on chaos. At
this conference, the following informal definition of chaos was proposed:
Stochastic behaviour occurring in a deterministic system.[15]
Describing chaos mathematically can be very difficult and potentially ambiguous. How-
ever, there are many definitions that have attempted to capture the notion of chaos
[see e.g. 11].
The notion of chaos for discrete dynamical systems was first used in 1975 in a paper
by Li and Yorke [10]. They said that for a map f defined on a closed interval I, the
dynamical system
xn+1 = f(xn) (1)
is chaotic if there exists an uncountable set S ⊂ I such that for every pair of distinct
points x0, y0 in this set, we have
lim inf
n→∞ |xn − yn| = 0 and lim supn→∞ |xn − yn| > 0.
It was later shown that, for interval maps, the existence of one pair with such a
property is sufficient for Li-Yorke chaos [9].
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A possible generalization of Li and Yorke’s chaos is so called distributional chaos
[see 12, 13]. For a map f defined on a closed interval I and points x and y in this
interval, consider a real function F
(n)
xy given by
F (n)xy (t) =
1
n
#{i ∈ {0, 1, . . . , n− 1} : |f i(x)− f i(y)| < t}, (2)
where f0 is the identity and fn+1 ≡ f ◦ fn. F (n)xy (t) can be viewed as the probability
that the distance between xJ and yJ is less than t, where J is a uniformly randomly
chosen time from the set {0, 1, . . . , n − 1}. The system (1) is distributionally chaotic
if this probability does not stabilize for some x, y ∈ I and t ∈ (a, b) ⊆ R, i.e., if
lim inf
n→∞ F
(n)
xy (t) < lim sup
n→∞
F (n)xy (t). (3)
The function lim inf
n→∞ F
(n)
xy (resp. lim sup
n→∞
F (n)xy ) is called the lower (resp. upper) distri-
bution function and is denoted by Fxy (resp. F
?
xy). A specific feature of distributional
chaos is that, unlike many other types of chaos, it can be quantified by the so called
(principal) measure of chaos, µ. It is given by
µ(f) = sup
x,y∈I
1
|I|
∫ |I|
0
(
F ?xy(t)− Fxy(t)
)
dt, (4)
which is the size of the area between the lower and the upper distribution function.
This paper focuses on distributional chaos in the random dynamical system
xn+1 =
{
f(xn) with probability p,
g(xn) with probability 1− p,
(5)
where p ∈ [0, 1] and f, g are functions defined on a closed interval I. The advantage
of distributional chaos is its probabilistic interpretation, which enables us to easily
redefine its notion for random dynamical systems.
However, does it actually make sense to consider chaos in random dynamical systems
- in which there is always some stochasticity? The answer is, in fact, yes. The above-
mentioned definitions are focused on the distances between two trajectories and these
can have some ‘organized behaviour’ - even in random dynamical systems. For example,
if I = [0, 1], f(x) = 12x, and g(x) =
1
2x +
1
2 , then for any x0 and y0, we always have
(regardless of the function selection) |x1 − y1| = 12 |x0 − y0|, |x2 − y2| = 14 |x0 − y0|,
|x2−y2| = 18 |x3−y3|, and so on. In this case, we observe a sort of different phenomenon
- deterministic behaviour occurring in a random system.
The system (5) is also a so called iterated function system (IFS) with probabilities
[see 2]. As far as we know, the literature mostly focuses on the invariant measures
in such systems [e.g. 3, 5, 14], and results concerning chaos are not common. In
[8], topological entropy was studied, and recently, some other chaotic notions in IFS
were investigated in [1] and [7] (but randomness was not taken into account in these
studies).
This paper is organized as follows. In Section 2, we define the trajectory of the
system (5) (following [3] and [8]). In Section 3, we introduce distributional chaos and
its measure for the system (5). Section 4 focuses on some sufficient conditions for
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zero measure of chaos. In Section 5, we give two examples of distributionally chaotic
systems. Section 6 deals with the stability of distributional chaos.
2. Random dynamical system
Let Ω denote the set of all sequences of the functions f and g (Ω = {f, g}∞) and let
S be the power set (the set of all subsets) of Ω. S is trivially a σ-algebra on Ω; hence,
(Ω,S) is a measurable space. Let P : S → [0, 1] denote the probability measure on
this space generated by the finite dimensional probabilities
P ({ω = (ω1, ω2, . . .) : ωi1 = ϕ1, . . . , ωin = ϕn}) = p
∑n
k=1 If (ϕk)(1− p)
∑n
k=1 Ig(ϕk), (6)
where n and i1 < i2 < . . . < in are positive integers, ϕ1, . . . , ϕn ∈ {f, g}, and
If (ϕ) =
{
1 if ϕ = f
0 if ϕ 6= f. (7)
Ig(·) is defined analogously. The trajectory of x ∈ I of the random dynamical
system (5) can then be expressed as the stochastic process {xn}∞n=1 defined on (Ω,S, P )
by
xn(ω) ≡ ωn(xn−1(ω)), (8)
where x0(ω) ≡ x. Or equivalently,
xn(ω) = ωn ◦ ωn−1 ◦ . . . ◦ ω1(x). (9)
Given xn, the random variable xn+1 does not depend on xn−1, xn−2, . . .. Therefore,
{xn}∞n=1 is a Markov process.
3. Definition of distributional chaos and its measure
Recall that in deterministic dynamical systems, the definition of distributional chaos
is based on the function F
(n)
xy (t). The value of F
(n)
xy (t) can be viewed as the probability
that the distance between xJ and yJ is less than t, where J is a random variable with
the uniform distribution on the set {0, 1, . . . , n− 1}. Using this ‘probabilistic interpre-
tation’ in the random dynamical system (5), we can define the function F
(n)
xy (t, f, g, p)
3
by
F (n)xy (t, f, g, p) = P (|xJ − yJ | < t) =
= P (|xJ − yJ | < t | J = 0)P (J = 0)+
+ P (|xJ − yJ | < t | J = 1)P (J = 1) + . . .+
+ P (|xJ − yJ | < t | J = n− 1)P (J = n− 1) =
=
1
n
P (|x0 − y0|) + . . .+ 1
n
P (|xn−1 − yn−1|) =
=
1
n
(P (|x0 − y0| < t) + . . .+ P (|xn−1 − yn−1| < t)). (10)
F
(n)
xy (t, f, g, p) defined in this way is also the expected value of
1
n
#{i ∈ {0, 1, . . . , n− 1} : |xi − yi| < t} (11)
(this term is a random variable in random dynamical systems). To demonstrate this,
we write
1
n
#{i ∈ {0, . . . n− 1} : |xi − yi| < t} = 1
n
(I0(t, f, g, p) + . . .+ In−1(t, f, g, p)) ,
where
Ik(t, f, g, p) =
{
1 if |xk − yk| < t,
0 if |xk − yk| ≥ t
(12)
for k = 0, 1, . . . , n− 1. The random variable Ik(t, f, g, p) has a Bernoulli distribution.
Therefore,
E(Ik(t, f, g, p)) = P (|xk − yk| < t). (13)
Hence,
E
(
1
n
#{i ∈ {0, . . . n− 1} : |xi − yi| < t}
)
=
1
n
(P (|x0 − y0| < t) + . . .+ P (|xn−1 − yn−1| < t)). (14)
Given F
(n)
xy (t, f, g, p), the lower and upper distribution functions can be defined in the
same way as in the deterministic system, i.e.,
Fxy(t, f, g, p) = lim inf
n→∞ F
(n)
xy (t, f, g, p), (15)
F ?xy(t, f, g, p) = lim sup
n→∞
F (n)xy (t, f, g, p). (16)
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We can also define the measure of chaos as
µ(f, g, p) = sup
x,y∈I
1
|I|
∫ |I|
0
(F ?xy(t, f, g, p)− Fxy(t, f, g, p))dt. (17)
Given that for the functions Fxy(t, f, g, p) and F
?
xy(t, f, g, p) we clearly have
0 ≤ Fxy(t, f, g, p) ≤ F ?xy(t, f, g, p) ≤ 1, (18)
the measure µ(f, g, p) is always nonnegative. If the measure is positive, we say that
the system (5) is distributionally chaotic.
Remark 1. For simplicity of notation, we use the same notation as in the determin-
istic system in the next sections, i.e., F
(n)
xy (t), Fxy(t), and F
?
xy(t). We also omit p from
µ(f, g, p).
4. Zero measure of distributional chaos
In general, it can be very difficult to calculate the measure µ(f, g). However, in some
cases, we are able show that this measure is zero.
Lemma 4.1. If for every t > 0 and every x, y ∈ I, the limit
lim
n→∞F
(n)
xy (t) = limn→∞
P (|x0 − y0| < t) + . . .+ P (|xn−1 − yn−1| < t)
n
(19)
exists, then µ(f, g) = 0.
Proof. Directly from the definition.
Corollary 4.2. If for every t > 0 and every x, y ∈ I, the limit
lim
n→∞P (|xn − yn| < t) (20)
exists, then µ(f, g) = 0.
Proof. Directly from the fact that the sequence of arithmetic means of a convergent
sequence also converges.
Proposition 4.3. If the functions f and g are contractive, then µ(f, g) = 0.
Proof. Take arbitrary x, y ∈ I. Given that f and g are contractive, there exist c1,
c2 ∈ (0, 1) such that |f(x) − f(y)| ≤ c1|x − y| and |g(x) − g(y)| ≤ c2|x − y| for
every x, y ∈ I. Denote c ≡ max(c1, c2). Clearly, for every ω = (ω1, ω2, . . .) ∈ Ω,
|x1 − y1| = |ω1(x) − ω1(y)| ≤ c|x − y|, and similarly, |xn − yn| ≤ cn|x − y|. As c < 1,
this term tends to zero as n tends to infinity. Consequently, P (|xn − yn| < t)→ 1 for
every t > 0. Hence, by Corollary 4.2, we have µ(f, g) = 0.
Theorem 4.4. Let the function f be Lipschitz continuous (i.e. there is M <∞ such
that |f(x)−f(y)| ≤M |x−y| for every x, y ∈ I) and the function g be contractive (i.e.
there is c < 1 such that |g(x)− g(y)| ≤ c|x− y| for every x, y ∈ I). Next, suppose that
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cM ≥ 1. Let r be the smallest positive integer for which crM ≤ 1. If the probability p
of choosing the function f in the n-th step is smaller than 11+r , then µ(f, g) = 0.
Before proving Theorem 4.4, we need the following lemma.
Lemma 4.5. Let Xn have a binomial distribution with parameters n and p ∈ (0, 1),
and let a and b be arbitrary real numbers. Then
(i) if a > p, limn→∞ P (Xn ≥ an+ b) = 0 and
(ii) if 0 < a < p, then limn→∞ P (Xn ≥ an+ b) = 1.
Proof. Recall that the expected value of Xn is np and the variance of Xn is np(1−p).
Using Chebyshev’s inequality, we have
(i) P (Xn ≥ an+ b) = P (Xn − np ≥ (a− p)n+ b) ≤
≤ P (|Xn − np| ≥ (a− p)n+ b) ≤ np
((a− p)n+ b)2 → 0
as n→∞, and
(ii) P (Xn < an+ b) = P (Xn − np < (a− p)n+ b) =
= P (np−Xn > (p− a)n− b) ≤
≤ P (|np−Xn| > (p− a)n− b) ≤
≤ P (|Xn − np| ≥ (p− a)n− b) ≤ np
((p− a)n− b)2 → 0,
as n→∞; hence, P (Xn ≥ an+ b)→ 1.
Proof of Theorem 4.4. Take arbitrary x, y ∈ I and t > 0. For fixed t, there is an
integer k such that ck|I| < t; hence, for any positive integer m,
ck(crM)m|I| < t. (21)
Let Xn be a random variable representing the number of times we applied the function
f in the first n steps. More formally, for ω = (ω1, ω2, . . .) ∈ Ω, we set
Xn(ω) =
n∑
i=1
If (ωi), (22)
where If was defined in (7). Next, the properties of the functions f and g imply that
|xn − yn| ≤ cn−XnMXn |x− y| ≤ cn−XnMXn |I|. (23)
Hence, if n−Xn ≥ rXn +k, then |xn− yn| < t. In the worst case (n−Xn = rXn +k),
we have
|xn − yn| ≤ crXn+kMXn |I| = ck(cr)XnMXn |I| = ck(crM)Xn |I| < t. (24)
Clearly, X has a binomial distribution with parameters n and p, and using Lemma 4.5,
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we obtain
P (|xn − yn| < t) ≥ P (n−Xn ≥ rXn + k) = P (rXn +Xn ≤ n− k) =
= P
(
Xn ≤ 1
1 + r
n− k
1 + r
)
= 1− P
(
Xn >
1
1 + r
n− k
1 + r
)
≥
≥ 1− P
(
Xn ≥ 1
1 + r
n− k
1 + r
)
→ 1,
because 11+r > p. Therefore, P (|xn − yn| < t)→ 1 for every x, y ∈ I and every t > 0,
and by Corollary 4.2, µ(f, g) = 0.
Theorem 4.6. Let the function f be Lipschitz continuous, the function g be contrac-
tive (with the same constants M and c as in the Theorem (4.4) and let cM ≤ 1. Let r
be the greatest positive integer for which cM r ≤ 1. If the probability p is smaller than
r
1+r , then µ(f, g) = 0.
The proof is analogous to the previous one.
Theorem 4.7. Let xn converge to a finite set A ≡ {a1, . . . , am} for any x ∈ I in such
sense that
lim
n→∞P (xn ∈ A) = 1. (25)
Then µ(f, g) = 0.
For the sake of simplicity, we will first formulate and prove two lemmas.
Lemma 4.8. Let {Zn}∞n=0 be a Markov chain with a finite state space S. Then for
every i, j ∈ S, the limit
lim
n→∞
1
n
n∑
k=0
P (Zk = j|Z0 = i) (26)
exists.
Proof. If this chain is irreducible, then the limit exists and converges to a unique
stationary distribution (see e.g. [3]). Now, let this chain be reducible, so that S =
C1∪. . .∪Cs∪T , where C1, . . . , Cs are closed subsets of S such that the chain restricted
to Cl, l = 1, . . . , s is irreducible and T is the set of all transient states. Let Π(Cl) denote
the unique stationary distribution on Cl, l = 1, . . . , s. If
(1) i ∈ Cl, then
• if j ∈ Cl, then the limit in (26) is equal to Πj(Cl),
• if j /∈ Cl, then the limit in (26) is clearly equal to 0,
(2) i ∈ T , i.e., i is transient, then
• if j is also transient, then the limit in (26) is clearly 0,
• if j ∈ Cl, then the limit in (26) is equal to Πj(Cl) · ν(Cl), where ν(Cl) is
the conditional probability of hitting the set Cl if Z0 = i.
This list covers all possibilities.
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Lemma 4.9. If x, y ∈ A, then for any t > 0, the limit
lim
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t) (27)
exists.
Proof. Consider a Markov chain {Zn}∞n=0 with states dij , where i, j = 1, . . . ,m, given
in such way that Zn is in the state dij if and only if xn = ai and yn = aj . Without
loss of generality, suppose that Z0 = d12. Let K be the set given by
K ≡ {(i, j) ∈ {1, . . . ,m}2 : |ai − aj | < t}. (28)
It can be seen that |xn − yn| < t if and only if
Zn ∈ {dij , (i, j) ∈ K}. (29)
It follows that
lim
n→∞
1
n
n−1∑
k=0
P (|xk − yk| < t) = lim
n→∞
1
n
n−1∑
k=0
∑
(i,j)∈K
P (Zk = dij |Z0 = d12) =
=
∑
(i,j)∈K
lim
n→∞
1
n
n−1∑
k=0
P (Zi = dij |Z0 = d12),
which is a finite sum of existing limits (from Lemma 4.8). Hence, the limit in (27)
exists.
Proof of Theorem 4.7. Let x, y ∈ I, t > 0, and δ > 0 be arbitrary. We will show
that F ?xy(t)− Fxy(t) ≤ δ.
From our assumptions, for the given δ, there exists n0 such that
P (xn0 ∈ A ∧ yn0 ∈ A) > 1− δ. (30)
By the time of n0, there are only finitely many (2
n0) possible scenarios (e.g., if n0 =
3, then the possible scenarios are fff, ffg, fgf, gff, fgg, gfg, ggf, and ggg). These
scenarios can be expressed by the sets
Bϕ1ϕ2...ϕn0 ≡ {ω = (ω1, ω2, . . .) ∈ Ω : ω1 = ϕ1, ω2 = ϕ2, . . . , ωn0 = ϕn0}, (31)
where ϕ1, . . . , ϕn0 ∈ {f, g}.
For notational simplicity, we denote these sets by C1, . . . , C2n0 and sort them so
that
• if ω ∈ C1 ∪ . . . ∪ Ck, then xn(ω) /∈ A or yn(ω) /∈ A and
• if ω ∈ Ck+1 ∪ . . . ∪ C2n , then xn(ω) ∈ A and yn(ω) ∈ A.
The sets C1, . . . , Ck are clearly disjoint; hence,
P (C1) + . . .+ P (Ck) ≤ δ. (32)
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(from (30)). Now we have
F ?xy(t)− Fxy(t) =
= lim sup
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t)− lim inf
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t) =
= lim sup
n→∞
1
n
n−1∑
i=0
2n0∑
j=1
P (|xi − yi| < t|Cj)P (Cj)−
− lim inf
n→∞
1
n
n−1∑
i=0
2n0∑
j=1
P (|xi − yi| < t|Cj)P (Cj) ≤
2n0∑
j=1
P (Cj)
(
lim sup
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t|Cj)− lim inf
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t|Cj)
)
.
However, xn0(ω) and yn0(ω) are already in the set A if ω ∈ Cj , j = k + 1 . . . , 2n0 .
Therefore, the superior limit and inferior limit are equal (by Lemma 4.9). This follows
from the fact that if Cj is of the form Bϕ1ϕ2...ϕn0 , then
lim sup
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t|Cj) (33)
is equal to F ?x′y′(t), where x
′ = ϕn0 ◦ . . . ◦ ϕ1(x), and a similar argument holds for y′.
Consequently,
F ?xy(t)− Fxy(t) ≤
k∑
j=1
P (Cj)
(
lim sup
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t|Cj)− lim inf
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t|Cj)
)
≤
≤
k∑
j=1
P (Cj) ≤ δ.
Since δ > 0 was arbitrary, F ?xy(t) − Fxy(t) = 0 for every t > 0. Therefore, µ(f, g) =
0.
5. Examples of distributionally chaotic systems
In this section, we will give two examples of distributionally chaotic systems and
calculate their measure of chaos. In the first example, the measure is a continuous
function of p. In the second example, the measure of chaos is constant for every p ∈
(0, 1).
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Example 5.1. Consider the functions f, g : [0, 1]→ [0, 1], where
f(x) =

3x if x ∈ [0, 13 ],
−3x+ 2 if x ∈ (13 , 23),
3x− 2 if x ∈ [23 , 1]
(34)
and g(x) = 13x. We will show that the measure of chaos of the system generated by
these two functions is
µ(f, g) =
{
0 if p < 12 ,
6p−3
4p−1 if p ≥ 12 .
(35)
The case where p < 12 simply follows from Theorem 4.4. For the case p ≥ 12 , we will
prove the following propositions.
0 11 3 2 3
0
1
1 3
f
g
Figure 1. The functions f and g in Example 5.1
Proposition 5.2. If p > 12 , then for every x, y ∈ [0, 1],∫ 1
0
F ?xy(t)− Fxy(t)dt ≤
6p− 3
4p− 1 . (36)
Proposition 5.3. If p > 12 , then for y ≡ 0, there exists a sequence {x(k)}∞k=1 of points
in [0, 1] such that
lim
k→∞
∫ 1
0
F ?x(k)y(t)− Fx(k)y(t)dt =
6p− 3
4p− 1 . (37)
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In the next part, we will use the ternary representation of the numbers in [0,1]. We
begin with some notation:
• s will denote any infinite sequence of zeros, ones, or twos;
• r will denote any finite sequence of zeros, ones, or twos; `(r) will denote the
length of the sequence r;
• for a positive integer k and for k = ∞, 0k, 1k, and 2k will denote the sequence
of zeros, ones, and twos of length k, respectively. 00, 10, and 20 will denote an
‘empty symbol’ (e.g., r00s = rs);
• given that every number in [0,1] can be written as 0.s for some s, we omit ‘0.’;
• for a positive integer k, s(k) will denote the k-th term of the sequence s;
• for x, y ∈ [0, 1], we define
U(x, y) ≡ min{k ∈ {1, 2, . . .}, such that sx(k) 6= sy(k)} − 1, (38)
where sx and sy are the ternary representations of x and y, respectively. If there
is ambiguity (e.g., sx = r02
∞ = r10∞), sx and sy are chosen such that U(x, y) is
maximal. For example, U(13 ,
2
9) = 2 because s 13
= 02222 . . . and s 2
9
= 02000 . . ..
Note that if U(x, y) ≥ k, then |x− y| ≤ 3−k.
Next, from the definition of the functions f and g, it can be seen that
• g(s) = 0s,
• f(0s) = f(2s) = s,
• f(1s) = s, where s is the sequence obtained from s by interchanging zeros and
twos in each place,
• f(g(s)) = s, and
• f(0∞) = g(0∞) = 0∞.
In order to prove Proposition 5.2, we require the following lemma.
Lemma 5.4. Let Z1, Z2, . . . be independent and identically distributed random vari-
ables, where P (Z1 = 1) = p and P (Z1 = −1) = 1 − p for p ∈ [0, 1]. Next, consider a
simple random walk {Sn}∞n=0, where S0 = 0 and Sn =
∑n
i=1 Zi.
• If p < 12 , then P (Sn = −k for some n ∈ {1, 2, . . .}) = 1, and
• if p ≥ 12 , then P (Sn = −k for some n ∈ {1, 2, . . .}) =
(
1− p
p
)k
,
where k is an arbitrary positive integer.
A proof of this lemma can be found in [6].
Proof of Proposition 5.2. Let x, y ∈ [0, 1] be arbitrary. Let An1 denote the set
An1 = {(ω1, ω2, . . .) ∈ Ω : ωn = g}. (39)
As g(s) = 0s, we have U(xn(ω), yn(ω)) ≥ 1 for every ω ∈ An1 because, in this case,
the ternary representations of xn = g(xn−1) and yn = g(yn−1) begin with zero. Next,
consider the set
An3 =
{
ω ∈ Ω :
2∑
i=0
(If (ωn−i)− Ig(ωn−i)) = −1
}
, (40)
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where If and Ig are as defined in (7). If ω ∈ An3 , then, from the definition of the set,
there are two g’s and one f among ωn−2, ωn−1, and ωn. The order of these functions is
either f, g, g (then xn = g ◦g ◦f(xn−3) begins with zero because g(s) = 0s), or there is
a g followed by f (which is the identity), and xn = ωn ◦ ωn−1 ◦ ωn−2(xn−3) = g(xn−3)
begins with zero. The same is true for yn. Hence, U(xn(ω), yn(ω)) ≥ 1 for every ω ∈ An3 .
Similarly, we can define the set
Anm =
{
ω ∈ Ω :
m−1∑
i=0
(If (ωn−i)− Ig(ωn−1)) = −1
}
, (41)
where m = 1, 2, . . . , n. If m is even, then Anm is clearly empty. If m is odd and ω ∈ Anm,
then there are m+12 g’s and
m−1
2 f ’s among ωn−m+1, ωn−m+2, . . . , ωn. Again, there are
two possibilities:
(1) the order of these functions is f, f, . . . , f, g, g, . . . , g, and
xn = g ◦ g ◦ . . . ◦ g ◦ f ◦ . . . ◦ f(xn−m) = g(xn−1) (42)
begins with zero, or
(2) there is an f ◦g. Without loss of generality, assume that ωn−2 = f and ωn−3 = g;
then
ωn ◦ ωn−1 ◦ f ◦ g ◦ ωn−4 ◦ . . . ◦ ωn−m+1 = ωn ◦ ωn−1 ◦ ωn−4 ◦ . . . ◦ ωn−m+1 (43)
because f ◦ g is the identity. Again, the order of the remaining functions
ωn−m+1, . . . , ωn−4, ωn−1, ωn is either f, . . . , f, g . . . , g, or there is a f ◦ g, which
can be ‘removed’. This can be repeated until we get xn = g(xk) for some k,
which begins with zero.
Therefore, if ω ∈ Anm, then U(xn(ω), yn(ω)) ≥ 1.
Now, for t > 13 , we have
P (|xn − yn| < t) ≥ P (U(xn, yn) ≥ 1) ≥ P (B1n), (44)
where B1n =
n⋃
i=1
Ani , which can also be written as
B1n =
{
ω ∈ Ω :
m−1∑
i=0
(If (ωn−i)− Ig(ωn−i)) = −1 for some m ∈ {1, 2, . . . , n}
}
. (45)
However,
If (ωn−i)− Ig(ωn−i) =
{
1 if ωn−i = f (with probability p),
−1 if ωn−i = g (with probability 1− p).
(46)
Hence, the sum
m−1∑
i=0
(If (ωn−i)− Ig(ωn−i)) (47)
12
is a simple random walk. Using Lemma 5.4, we get
lim
n→∞P (B
1
n) =
1− p
p
(48)
because p ≥ 12 . Similarly, we can construct the set
Bkn ≡
{
ω ∈ Ω :
m−1∑
i=0
(Ig(ωn−i)− If (ωn−i)) = −k for some m ∈ {1, 2, . . . , n}
}
, (49)
where k = 1, 2, . . .. Using the same arguments as above, we have
• lim
n→∞P (B
k
n) =
(
1− p
p
)k
,
• if ω ∈ Bkn, then U(xn(ω), yn(ω)) ≥ k; hence, |xn(ω)− yn(ω)| ≤ 3−k.
Now let t ∈ (0, 1] be arbitrary and let k be an integer for which t ∈ (3−k, 3−k+1]. We
have
lim inf
n→∞ P (|xn − yn| < t) ≥ lim infn→∞ P (U(xn, yn) ≥ k) ≥ lim infn→∞ P (B
k
n) =
(
1− p
p
)k
.
(50)
It follows that
Fxy(t) = lim inf
n→∞
1
n
n−1∑
i=0
P (|xi − yi| < t) ≥
(
1− p
p
)k
(51)
for t ∈ (3−k, 3−k+1], where k = 1, 2, . . .. Because F ?xy(t) is always lower than 1, the
maximal possible area between Fxy and F
?
xy is∫ 1
0
F ?xy(t)− Fxy(t)dt ≤
∫ 1
0
1− Fxy(t)dt = 1−
∫ 1
0
Fxy(t)dt ≤
≤ 1−
∞∑
k=1
(3−k+1 − 3−k)
(
1− p
p
)k
= 1− 2
∞∑
k=1
(
1
3
)k (1− p
p
)k
=
= 1− 2
∞∑
k=1
(
1− p
3p
)k
= 1− 2
1−p
3p
1− 1−p3p
= 1− 2− 2p
4p− 1 =
6p− 3
4p− 1 .
Before proving Proposition 5.3, we state two technical lemmas.
Lemma 5.5. Let t > 0 and ε > 0 be arbitrary. For every finite sequence r that does
not contain ones and every infinite sequence s, there exist positive integers M and N
such that for y = 0 and the number w with the ternary representation r0Ms, we have
|F (N)wy (t)− 1| < ε. (52)
Moreover, N can be chosen to be arbitrarily large.
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Figure 2. Maximal possible area between Fxy and F ?xy .
Lemma 5.6. Let ε > 0 and tkl = 3
−l−3−k, where k is an arbitrary (but fixed) positive
integer and l ∈ {0, 1, . . . , k−1}. For every finite sequence r that does not contain ones
and every infinite sequence s 6= 2∞ there exist positive integers M and N such that
for y = 0 and number z with the ternary representation r2Ms, we have∣∣∣∣∣F (N)zy (tkl )−
(
1− p
p
)l+1∣∣∣∣∣ < ε (53)
for every l ∈ {0, 1, . . . , k − 1}. Moreover, N can be chosen to be arbitrarily large.
We can now prove Proposition 5.3 (we will prove the lemmas later).
Proof of Proposition 5.3. First, consider only t10 ≡ 23 = 30 − 3−1 and proceed as
follows:
• choose any r1 that does not contain ones or s;
• for ε1 ≡ 1, there exist M1 and N1 such that for u1 ≡ r10M1s, we have∣∣∣F (N1)u1y (t10)− 1∣∣∣ < 1
(Lemma 5.5);
• for ε2 ≡ 12 , r2 = r10M1 , and s, there exist M2 and N2 > N1 such that for
u2 ≡ r22M2s, we have ∣∣∣∣F (N2)u2y (t10)− 1− pp
∣∣∣∣ < 12
(Lemma 5.6);
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• for ε3 ≡ 13 , r3 = r10M12M2 , and s there exist M3 and N3 > N2 such that for
u3 ≡ r30M3s, we have ∣∣∣F (N3)u3y (t10)− 1∣∣∣ < 13;
• . . ..
From this construction, it can be seen that for x(1) ≡ r10M12M20M32M4 . . ., we have
F ?x(1)y(t
1
0) = lim sup
n→∞
F
(n)
x(1)y
(t10) = 1, (54)
Fx(1)y(t
1
0) = lim infn→∞ F
(n)
x(1)y
(t10) =
1− p
p
. (55)
Next, consider t20 ≡ 89 = 30 − 3−2 and t21 ≡ 29 = 3−1 − 3−2. As in the pre-
vious case, we can construct sequences {Mi}∞i=1 and {Ni}∞i=1 such that for x(2) ≡
r10
M12M20M32M4 . . ., we have ∣∣∣F (Nj)x(2)y(t21)− 1∣∣∣ < 1j
for even j, and we have ∣∣∣∣F (Nj)x(2)y(t20)− 1− pp
∣∣∣∣ < 1j∣∣∣∣∣F (Nj)x(2)y(t21)−
(
1− p
p
)2∣∣∣∣∣ < 1j
for odd j. Therefore,
F ?x(2)y(t
2
1) = 1,
Fx(2)y(t
2
0) =
1− p
p
,
Fx(2)y(t
2
1) =
(
1− p
p
)2
.
Given that F ?xy and Fxy are both non-decreasing, F
?
x(2)y(t) = 1 for every t > t
2
1, and
Fx(2)y(t) ∈
[(
1−p
p
)2
, 1−pp
]
for t ∈ [t21, t20]. It follows that the area between Fx(2)y and
F ?x(2)y is at least ∫ 1
0
F ?x(2)y(t)− Fx(2)y(t)dt ≥ (t20 − t21) ·
(
1− 1− p
p
)
(56)
The ‘worst case’ is Fx2y(t) =
1−p
p for t ∈ (t21, t20](see Fig. 3).
Similarly, for a positive integer k and tkl = 3
−l − 3−k, l = 0, 1, . . . , k − 1 we can
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0
1
((1 − p) p)2
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*
 (t)
l
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l
Fx(2)y (t)
Figure 3. Parts of the functions Fx(2)y and F
?
x(2)y
(the worst possible case).
construct x(k) such that
F ?x(k)y(t
k
k−1) = 1,
Fx(k)y(t
k
l ) =
(
1− p
p
)l+1
for l = 0, 1, . . . , k − 1. As in the previous case, F ?x(k)y(t) = 1 for every t > tkk−1, and
Fx(k)y(t) ∈
[(
1− p
p
)i+1
,
(
1− p
p
)i]
(57)
for t ∈ [tki , tki−1], i = 1, 2, . . . , k− 1. Thus, the area between Fx(k)y and F ?x(k)y is at least
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Figure 4. Parts of the functions Fx(3)y and F
?
x(3)y
(the worst possible case).
∫ 1
0
F ?x(k)y(t)− Fx(k)y(t)dt ≥
≥
k−1∑
i=1
(tki−1 − tki ) ·
(
1−
(
1− p
p
)i)
=
k−1∑
i=1
(tki−1 − tki )−
k−1∑
i=1
(tki−1 − tki ) ·
(
1− p
p
)i
=
= tk0 − tkk−1 −
k−1∑
i=1
(3−(i−1) − 3−k − (3−i − 3−k)) ·
(
1− p
p
)i
=
= (30 − 3−k)− (3−(k−1) − 3−k)−
k−1∑
i=1
(3−(i−1) − 3−i) ·
(
1− p
p
)i
=
= 1− 3−(k−1) −
k−1∑
i=1
(3−i+1 − 3−i)
(
1− p
p
)i
.
For k →∞, we get the same summation as in the proof of Proposition 5.2; hence,
lim inf
k→∞
∫ 1
0
F ?x(k)y(t)− Fx(k)y(t)dt ≥
6p− 3
4p− 1 . (58)
However, from Proposition 5.2, we have∫ 1
0
F ?x(k)y(t)− Fx(k)y(t)dt ≤
6p− 3
4p− 1 (59)
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for every k; therefore,
lim
k→∞
∫ 1
0
F ?x(k)y(t)− Fx(k)y(t)dt =
6p− 3
4p− 1 . (60)
This concludes the proof.
Now we will prove Lemmas 5.5 and 5.6.
Proof of Lemma 5.5. First, consider a number w′ of the form r0∞ and a set
C`(r)n ≡
{
ω ∈ Ω :
m∑
i=1
(If (ωi)− Ig(ωi)) = `(r) for some m ∈ {1, 2, . . . n}
}
(61)
(recall that `(r) denotes the length of the sequence r). Let ω ∈ C`(r)n and denote
m0 ≡ min
{
m ∈ {1, 2, . . .} :
m∑
i=1
(If (ωi)− Ig(ωi)) = `(r)
}
. (62)
Then, w′m0(ω) = 0
∞ (because f ◦ g = id and f acts as a shift) and w′n(ω) = 0∞.
Therefore,
P (|w′n − yn| < 3−k) = P (w′n < 3−k) ≥ P (C`(r)n ),
where k is the smallest integer for which 3−k < t. However, P (C`(r)n ) → 1 as n → ∞
(by Lemma 5.4). Hence, P (|w′n − yn| < 3−k) → 1 and F (n)w′y(3−k) → 1. Consequently,
there exists an arbitrarily large positive integer N such that
F
(N)
w′y (3
−k) =
1
N
N−1∑
i=0
P (w′i < 3
−k) > 1− ε. (63)
However, the events (w′i < 3
−k), i = 0, 1, . . . , N −1 are only affected by the first N +k
terms of the ternary representation of w′. Hence, the remaining terms can be replaced
by the sequence s. It follows that for a number w ≡ r0N+k−`(r)s, we have
F (N)wy (t) ≥ F (N)wy (3−k) > 1− ε. (64)
Therefore,
|F (N)wy (t)− 1| < ε. (65)
Proof of Lemma 5.6. First, consider a number z′ of the form r2∞. We will show
that
lim
n→∞P (z
′
n < 3
−l − 3−k) =
(
1− p
p
)l+1
. (66)
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Let ω ∈ Bl+1n , where Bl+1n was defined in (49). Then, z′n(ω) begins with l + 1 zeros.
Hence,
z′n(ω) ≤ 3−(l+1) < 3−(l+1)(3− 3l+1−k) = 3−l − 3−k. (67)
Therefore,
P (z′n < 3
−l − 3−k) ≥ P (Bl+1n )→
(
1− p
p
)l+1
. (68)
Now let ω /∈ Bl+1n and ω ∈ C`(r)n at the same time (C`n(r) was defined in (61)).
Then z′n(ω) must be from the set {2∞, 02∞, 022∞, . . . , 0l2∞}, therefore z′n(ω) ≥ 3−l ≥
3−l − 3−k. It follows that
P
(
(Bl+1n )
C ∩ C`(r)n
)
≤ P (z′n ≥ 3−l − 3−k). (69)
Hence,
P (zn < 3
−l − 3−k) ≤ P
((
(Bl+1n )
C ∩ C`(r)n
)C)
= P
(
Bl+1n ∪ (C`(r)n )C
)
≤
≤ P (Bl+1n ) + P
(
(C`(r)n )
C
)
→
(
1− p
p
)l+1
,
because P (C`(r)n )→ 1; therefore, the equality in (66) holds. Consequently,
F
(n)
z′y (3
−l − 3−k)→
(
1− p
p
)l+1
, (70)
so there exists arbitrarily large N such that
(
1− p
p
)l+1
− ε < F (N)z′y (3−l − 3−k) =
1
N
N−1∑
i=0
P (z′i < 3
−l − 3−k) <
(
1− p
p
)l+1
+ ε.
(71)
However, as in the proof of the previous Lemma, events (z′i < 3
−l−3−k), i = 0, . . . N−1
are affected by only the first N + k terms of the ternary representation of z′. Hence,
the remaining terms can be replaced by the sequence s. Consequently, for z of the
form r2N+k−`(r)s, we have∣∣∣∣∣F (N)zy (3−l − 3−k)−
(
1− p
p
)l+1∣∣∣∣∣ < ε (72)
for every l ∈ {0, 1, . . . , k − 1}.
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Figure 5. The functions f and g in Example 5.7
Example 5.7. Let f, g : [0, 1]→ [0, 1] be defined by
f(x) =

3x if x ∈ [0, 13] ,
−x+ 43 if x ∈
(
1
3 ,
2
3
)
,
x if x ∈ [23 , 1] (73)
and
g(x) =

x if x ∈ [0, 13] ,
−x+ 32 if x ∈
(
1
3 ,
2
3
)
,
3x− 2 if x ∈ [23 , 1] . (74)
It can be seen that in the ternary representation, we have f(0s) = s, f(1s) =
2s, f(2s) = 2s, g(0s) = 0s, g(1s) = 0s, and g(2s) = s. Using similar techniques to the
previous example, for any positive integer k, there exists a sequence {Mn}∞n=1 of posi-
tive integers such that for x = 0M12M20M32M4 . . . and y = 0, we have Fxy(1−3−k) = 0
and F ?xy(3
−k) = 1. Consequently, µ(f, g) = 1 for every p ∈ (0, 1). However, both f
and g are clearly nonchaotic (every trajectory converges to a fixed point). Therefore
µ(f, g) = 0 for p ∈ {0, 1}.
6. Instability
For f, g in Example 5.7, the measure µ(f, g, p) : [0, 1] → [0, 1] is not continuous in
p = 0 and p = 1. The following theorem 6.1 shows that for any p ∈ (0, 1) the function
µ(f, g) : C(I, I)× C(I, I)→ [0, 1] is also discontinuous at any point (f, g).
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Theorem 6.1. Let f, g : I → I be continuous, and let p be from the interval (0, 1).
Then, for any ε > 0, there exist continuous functions f? and g? such that d(f, f?) < ε,
d(g, g?) < ε, and µ(f?, g?) = 0. The metric d is given by
d(f, f?) ≡ sup
x∈I
|f(x)− f?(x)|. (75)
Proof. For the sake of simplicity, we will only prove this theorem for the interval
I = [0, 1].
As f and g are continuous on the compact set, they are also uniformly continuous.
Consequently, for any ε there exists δ > 0 such that
|x− y| < δ ⇒ (|f(x)− f(y)| < ε ∧ |g(x)− g(y)| < ε) (76)
for every x, y ∈ [0, 1]. Let n be a positive integer such that 1n < δ. The idea is to
construct f?, g? such that for the set
A ≡
{
f
(
0
n
)
, f
(
1
n
)
, . . . , f
(n
n
)
, g
(
0
n
)
, g
(
1
n
)
, . . . , g
(n
n
)}
, (77)
we have
• f?(A) ⊆ A and g?(A) ⊆ A,
• P (xn ∈ A)→ 1 for every x ∈ [0, 1] (in the random dynamical system generated
by the functions f? and g?).
By Theorem 4.7, these conditions ensure that µ(f?, g?) = 0 because A is a finite set.
Consider an interval Ik ≡
[
k
n ,
k+1
n
]
, k = 0, 1, . . . , n− 1. We will construct f? and g?
on this interval in the following way.
(1) If A ∩ int(Ik) = ∅, then we set
f?
(
k
n
)
≡ f
(
k
n
)
,
f?
(
2k + 1
2n
)
≡ f
(
k
n
)
,
f?
(
k + 1
n
)
≡ f
(
k + 1
n
)
,
g?
(
k
n
)
≡ g
(
k
n
)
,
g?
(
2k + 1
2n
)
≡ g
(
k + 1
n
)
,
g?
(
k + 1
n
)
≡ g
(
k + 1
n
)
and f?, g? are linear between these points.
(2) If A ∩ int(Ik) = {a1 < a2 < . . . < am}, then set b0 ≡
k
n
+a1
2 (the midpoint of
k
n
and a1) and b1 ≡ am+
k+1
n
2 (the midpoint of am and
k+1
m ). The functions f
? and
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Figure 6. The functions f? and g? when A ∩ int(Ik) = ∅.
g? are given by
f?
(
k
n
)
≡ f
(
k
n
)
,
f? (b1) ≡ f
(
k
n
)
,
f?
(
k + 1
n
)
≡ f
(
k + 1
n
)
,
g?
(
k
n
)
≡ g
(
k
n
)
,
g? (b0) ≡ g
(
k + 1
n
)
,
g?
(
k + 1
n
)
≡ g
(
k + 1
n
)
,
and f?, g? are linear between these points.
Clearly d(f, f?) < ε because if |f(x)−f(x?)| ≥ ε for some x ∈ Ik, then |f(x)−f( kn)| ≥ ε
or |f(x)−f(k+1n )| (because f?(x) is between the points f( kn) and f(k+1n ) on the interval
Ik). However, this is not possible because |x − kn | < 1n < δ and |x − k+1n | < 1n < δ.
Similarly, d(g, g?) < ε.
Next, it can be seen that f?(A) ⊆ A, g?(A) ⊆ A, and
P (xn /∈ A) ≤ (max(p, 1− p))n → 0. (78)
Therefore, P (xn ∈ A)→ 1 for every x ∈ [0, 1]. Consequently, µ(f?, g?) = 0.
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Figure 7. The functions f? and g? when A ∩ int(Ik) 6= ∅.
This theorem implies that every system (even chaotic ones) can be modified by
an arbitrarily small change to a nonchaotic system. Interestingly, this does not hold
in deterministic systems. If a continuous map f defined on the closed interval I is
distributionally chaotic, then there exists ε > 0 such that for every continuous map
f?, we have
d(f, f?) < ε⇒ f? is distributionally chaotic⇔ µ(f?) > 0. (79)
This follows from the equivalency of distributional chaos and the positive topological
entropy on the closed interval [see 13] and from the fact that the topological entropy
is lower semi-continuous [e.g. 4].
This enables us to construct a random dynamical system generated by distribu-
tionally chaotic functions f? and g?, which is not distributionally chaotic. Consider
two distributionally chaotic functions f and g and ε > 0 such that d(f, f?) < ε and
d(g, g?) < ε imply µ(f?) > 0 and µ(g?) > 0. However, for this ε, there are f? and
g? such that the random dynamical system (5) is not distributionally chaotic. In this
case, randomness helps us to ‘remove’ the chaos from the system in some way.
7. Concluding remarks
(1) In Section 3, we defined distributional chaos for a random dynamical system gen-
erated by two maps. It is possible to extend this definition to systems generated
by arbitrarily, and even uncountably, many maps.
(2) In Section 6, we showed that two distributionally chaotic functions can generate
a random dynamical system that is not distributionally chaotic. It can be shown
that a nonchaotic system can even arise from the two mixing maps. Consider
the functions
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f(x) =

4x if x ∈ [0, 14] ,
−18x+ 3332 if x ∈
(
1
4 ,
1
2
]
,
1
8x+
29
32 if x ∈
(
1
2 ,
3
4
]
,
−4x+ 4 if x ∈ (34 , 1]
and g(x) =

1
8x+
15
32 if x ∈
[
0, 14
]
,
4x− 12 if x ∈
(
1
4 ,
3
8
]
,
−4x+ 52 if x ∈
(
3
8 ,
5
8
]
,
4x+ 52 if x ∈
(
5
8 ,
3
4
]
,
1
8x+
13
32 if x ∈
(
3
4 , 1
]
and the system
xn+1 =
{
f(xn) with probability
1
2 ,
g(xn) with probability
1
2 .
(80)
In this case, µ(f, g) = 0. The exact proof is quite complicated, but the concept
behind it is very simple - if xn and yn are in the same quarter of the interval [0, 1]
(which will happen infinitely many times), then either |xn+1−yn+1| ≤ 18 |xn−yn|
(with probability 12) or |xn+1−yn+1| ≤ 4|xn−yn| (with probability 12). Therefore,
the ‘average distance’ between xn and yn will tend to 0 almost everywhere; hence,
µ(f, g) = 0.
(3) Theorem 6.1 says that the pairs of continuous functions (f, g), which generate
nonchaotic systems, are dense in the space C(I, I)×C(I, I). We conjecture that
this is also true for the pairs that generate chaotic systems, i.e., for every pair
(f, g) there is a ‘chaotic pair’ (f?, g?), which is arbitrarily close to (f, g). In some
cases, it is easy to construct such functions, but we have not yet been able to
find a universal algorithm.
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