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Abstract
Most existing feature learning methods optimize inflex-
ible handcrafted features and the affinity matrix is con-
structed by shallow linear embedding methods. Different
from these conventional methods, we pretrain a generative
neural network by stacking convolutional autoencoders to
learn the latent data representation and then construct an
affinity graph with them as a prior. Based on the pretrained
model and the constructed graph, we add a self-expressive
layer to complete the generative model and then fine-tune
it with a new loss function, including the reconstruction
loss and a deliberately defined locality-preserving loss. The
locality-preserving loss designed by the constructed affinity
graph serves as prior to preserve the local structure dur-
ing the fine-tuning stage, which in turn improves the qual-
ity of feature representation effectively. Furthermore, the
self-expressive layer between the encoder and decoder is
based on the assumption that each latent feature is a linear
combination of other latent features, so the weighted com-
bination coefficients of the self-expressive layer are used to
construct a new refined affinity graph for representing the
data structure. We conduct experiments on four datasets to
demonstrate the superiority of the representation ability of
our proposed model over the state-of-the-art methods.
1. Introduction
The success of learning algorithms depends highly on
feature representation [1] and fully data-driven deep feature
learning-based models have better performance than con-
ventional handcrafted feature-based models due to power-
ful data representation ability of deep models [10]. Mean-
while, unsupervised feature learning is a very important part
of deep learning [15] since it is difficult to obtain an amount
of high quality labeled data.
Unsupervised feature learning is one of the fundamen-
tal topics in the field of machine learning and computer vi-
sion. Subspace learning [31], being an especially important
branch of unsupervised feature learning, aims to embed the
Figure 1. Unsupervised deep local learning.
low-level raw data into its latent space. In most subspace
methods, each data point is represented by the combina-
tion of the whole data set and using the representation co-
efficients constructs a graph Laplacian for post-processing
spectral clustering. Whether features can be well repre-
sented to explicitly reflect the data distribution turns out to
be a critical factor to the success of unsupervised learning.
Recently, many methods apply deep neural networks to
unsupervised learning. Generally, these methods employ
deep autoencoder generative model as an initialization, then
the learned latent features are applied to different tasks. The
loss function used in the fine-tuning stage consists of the
network reconstruction error as well as affinity construc-
tion error with regularization. However, features obtained
from these deep neural networks are directly fed into the
fine-tuning stage without further exploiting local pairwise
affinity of latent features, which inspires us to exploit well-
distributed features with a locally-connected structure to
significantly improve the quality of feature learning.
Most existing unsupervised learning methods suffer
from some limitations. First, they use inflexible hand-
crafted features. Second, the representation affinity matrix
is learned with shallow methods, such as sparse subspace
learning [8], low rank representation [17], spectral curva-
ture clustering [6] etc, which cannot adequately capture the
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latent data structure. Third, in order to exploit nonlinear
functional relations from the raw data space to the latent
feature space, the conventional methods use the kernel trick
but they still remains a confusion in the choice of kernel
function.
With the purpose to tackle the above challenges, as
shown in Fig. 1, we frist pretrain a nonlinear generative
neural network (GNN) model by stacking convolutional au-
toencoders, and then we construct an affinity graph with the
pretrained GNN latent features to design a new locality-
preserving loss function Llocality, and incorporate a self-
expression layer in the fine-tuning stage.
In the proposed unsupervised deep local learning
(UDLL) method, we focus on two common-sense facts
and efficiently take into account the two facts in the well-
designed model. Data points in the same cluster have strong
connection with high similarity and a data point can be rep-
resented by others with coefficients weighing the pairwise
affinity, which are the two common-sense facts.
The goal of normalized cut (Ncut) is to partition data
points into k weakly inter-connected and strongly intra-
connected clusters [28, 22] where k is the class num-
ber of objects, and Ncut can effectively reflect and pre-
serve the raw data structure through predefining an affinity
graph. Inspired by the great advantage of Ncut, we define
a new locality-preserving loss to exploit the local connec-
tion information among the latent features. The locality-
preserving loss renders latent space features to be of the
intra-cluster compactness and inter-cluster separation dur-
ing the fine-tuning stage. Thus, we use pretrained GNN
latent features to construct an affinity graph and optimize
with the locality-preserving loss in one integrated network,
which can preserve connection structure from the pretrained
latent features to the fine-tuned latent features.
Since each latent feature can be represented by other fea-
tures, such a self-expressive layer is added in the middle of
the encoder-decoder generative model and it is fine-tuned
to learn a refined affinity between pairwise latent features.
The weighted coefficients of the self-expressive layer re-
flect the pairwise affinity between latent features. With the
locality-preserving loss, the structure of the affinity graph
is gradually approximate to block-diagonal with reasonable
connections during the model iteration.
Comparing to the conventional subspace feature learn-
ing methods, the proposed GNN-based deep feature learn-
ing method UDLL has following advantages:
1. Since the handcrafted features can not well preserve
important information from raw data, we use deep con-
volutional neural network features in this paper.
2. We use pretrained deep GNN features to construct an
affinity graph. Using the graph as prior knowledge, the
locality-preserving loss is added to the loss function of
UDLL. We use the locality-preserving loss besides re-
construction loss of the encoder-decoder GNN model
in the fine-tuning stage to preserve local connection
structure.
3. In order to benefit from end-to-end optimization,
we add a self-expressive layer in the middle of the
encoder-decoder GNN model to learn a new refined
affinity graph.
The rest of the paper is organized as follows: we in-
troduce some typical deep neural networks-based feature
learning methods in section 2. Then, we introduce our
UDLL algorithm in detail in section 3. In section 4, we
demonstrate the efficiency of UDLL by conducting plentiful
experiments and analyzing the results. Finally, we conclude
our work in section 5.
2. Related Work
Unsupervised learning with deep neural networks
(DNN) is a relatively new topic. Autoencoders [10, 33]
is a typical DNN method to achieve the purpose of fea-
ture learning. In most of recent unsupervised DNN-based
feature learning algorithms, autoencoders are used as a pre-
training procedure to extract hierarchical data features.
Tian et al.[29] use DNN to optimize the reconstruc-
tion loss function between the encoder and the decoder,
but the input handcrafted feature is firstly optimized by
subspace learning and then optimized by DNN secondly.
Later, Peng et al. [25] also input handcrafted computer vi-
sion datasets for their DNN model resulting in that this
method does not effectively utilize the representation abil-
ity of a convolutional neural network. As similar as Peng et
al.[25]’s method, Ji et al.[12] also make use of the autoen-
coder as pretraining and self-expressive property to learn
the affinity matrix. The subtle difference that Ji et al. [12]’s
method inputs raw image data for a convolutional neural
network rather than using handcrafted data in the Peng et
al.[25]’s model. Taking inspiration from t-SNE [19], Xie et
al.[35] define an centroid-based auxiliary target distribu-
tion to minimize Kullback-Leibler divergence, with param-
eters initialized by stacked autoencoders. Based on Xie et
al.’s[35] algorithm, Dizaji et al.[7] use cluster assignments
frequency as a regularization term to balance the cluster
results. Yang et al.[36] jointly optimize a combination of
the reconstruction error and k-means objective function to
achieve ‘clustering-friendly’ latent representations.
Inspired by the fact that deep convolutional neural net-
works can capture feature in a hierarchical way from a low-
level to a high level, Chang et al.[5] adopt the curriculum
learning to adaptively select labeled samples for training
convolutional neural networks and use a strategy to adap-
tively choose the label features defined by the cosine sim-
ilarity. Yang et al.[37] dispose of the successive cluster-
Table 1. Comparison of the recently proposed unsupervised learning methods with our UDLL approach. CNN denotes convolutional neural
network, SL denotes subspace learning, and LP denotes the locality preserving.
Tian et al.[29] Ji et al.[12] Xie et al.[35] Guo et al.[9] Chang et al.[5] Ours
CNN × X × × X X
SL × X × × × X
LP × × × X × X
ing operations in a recurrent process, stacking the convo-
lutional neural networks representations stepwise. Guo et
al.[9] take the data structure into account, employing a clus-
tering loss as prior to prevent the feature space from corrup-
tion. Tzoreff et al.[30] lay emphasis on the initial process of
deep clustering and propose a discriminative pairwise loss
function in terms of the autoencoder pretraining. Based on
the popular spectral clustering algorithm, Shaham et al.[27]
propose a deep neural network with a constraint in the last
layer to satisfy the orthogonality property between the fea-
ture vectors.
We systematically compare our method with some of
the related work in Table 1 to show the problem we solve.
Among all of the above methods, we are the first to con-
struct a graph by the pretraining features as prior knowl-
edge of the fine-tuning stage. The local structure formed
in the constructed prior graph is preserved from the pre-
trained latent feature to the fine-tuned latent feature. In
the fine-tuning stage, we refine the latent feature to build
a new affinity graph. We add the locality-preserving loss
as a structure prior to fine-tune the block-diagonal affinity
matrix with higher quality.
3. Unsupervised Deep Local Learning
3.1. Generative Model
Autoencoders are widely used in generative models and
typically consist of an encoder and a decoder. As shown in
Fig. 1, we adapt convolutional network to form the gener-
ative model, the parameters of the encoder are denoted by
Θe, and decoder parameters are denoted by Θd. The en-
coder is denoted by a network f(Θe) : xi → zi and the
decoder is g(Θd) : zi → xˆi . The loss function of the
generative model is defined by the reconstruction cost,
L(Θe,Θd) =
1
2
‖X − Xˆ‖2F (1)
where X = [x1,x2, . . . ,xn] is the input feature, Xˆ =
[xˆ1, xˆ2, . . . , xˆn] is the reconstruction feature, n is the num-
ber of data points, and ‖ · ‖F denotes the Frobenius norm.
3.2. Prior Graph Construction
We pretrain the generative model and use the pretrained
feature Z = [z1, z2, . . . ,zn] to construct a graph.
Referring to the objective function of the normalized
cut [28, 22], we use the following objective to learn the
affinity graphA = [aij ],
min
A
n∑
i,j=1
‖zi − zj‖22aij + λ‖A‖2F
s.t.A ≥ 0 , A1 = 1 .
(2)
where λ is a regularization parameter. By minimizing the
above equation, if zi and zj have the similar feature, aij
would have a lager value which measure the similarity be-
tween them, and vice versa.
In Eq. (2), we constrain A1 = 1 so that A is a normal-
ized graph and its degree matrixD is an identity matrix [28]
D = I , i.e., djj = 1>aj = 1 where aj is the j-th column
ofA. We add the `2-norm to smoothA otherwise the solu-
tion of Eq. (2) has trivial solution, i.e., only one element is
assigned to a value and others are zeroed.
Each column aj of A is independent, so we can solve
the following problem individually for each j:
min
aj
n∑
i=1
‖zi − zj‖22aij + λ
n∑
i=1
a2ij
s.t. aj ≥ 0 , 1>aj = 1 .
(3)
When we solve the j-th column aj , zj is a fixed vector
with respect to aj . Therefore, we can denote ‖zi − zj‖22
by a distance metric mij , and solving Eq. (3) is equal to
optimizing the problem:
min
aj
1
2
∥∥∥aj + 1
2λ
m
∥∥∥2
2
s.t. aj ≥ 0 , 1>aj = 1 .
(4)
wherem = [m1j ,m2j , . . . ,mnj ]> is a constant vector.
The Lagrangian function of Eq. (4) is
L (aj , η ,ρ) =
∥∥∥aj + 1
2λ
m
∥∥∥2
2
− η(1>aj − 1)− ρ>aj
(5)
where η and ρ are the Lagrangian multipliers.
According to the Karush-Kuhn-Tucker condition [2], we
have following equations,
a?j ≥ 0 ; (6)
1>a?j = 1 ; (7)
ρ? ≥ 0 ; (8)
ρ?i a
?
ij = 0 ,∀ i ∈ {1, 2, . . . , n} ; (9)
a?ij +
mij
2λ
− ρ?i − η? = 0 ,∀ i ∈ {1, 2, . . . , n} .(10)
Substituting Eq. (10) into Eq. (8), we have
η? ≤ a?ij +
mij
2λ
,∀ i ∈ {1, 2, . . . , n} . (11)
Substituting Eq. (10) into Eq. (9), we have
a?ij(a
?
ij +
mij
2λ
− η?) = 0 ,∀ i ∈ {1, 2, . . . , n} . (12)
If η? > mij2λ , according to Eq. (11), we have a
?
ij ≥ η? −
mij
2λ > 0 . When a
?
ij > 0 , the condition Eq. (12) can only
hold if a?ij = −mij2λ + η? .
If η? ≤ mij2λ , then a?ij > 0 is impossible, because it
would imply a?ij +
mij
2λ − η? ≥ a?ij > 0 , which violates
Eq. (12). Therefore, a?ij = 0 if η
? ≤ mij2λ .
Thus, we have,
a?ij =
{
−mij2λ + η? , if η? > mij2λ ;
0 , if η? ≤ mij2λ .
(13)
Without loss of generality, we suppose that {m1j , m2j ,
. . . , mnj} are ordered from small to large. If there are only
k number of non-zero elements in a?j , then according to
Eq. (13), we have a?kj > 0 and a
?
k+1,j = 0 . Accoding to
Eq. (7), we have,
k∑
i=1
(
−mij
2λ
+ η?
)
= 1⇒ η? = 2λ+
∑k
i=1mij
2kλ
. (14)
Substituting η? of Eq. (14) into Eq. (13) and considering
a?kj > 0 and a
?
k+1,j = 0 , we have
k
2
mkj − 1
2
k∑
i=1
mij < λ ≤ k
2
mk+1,j − 1
2
k∑
i=1
mij . (15)
In order to satisfy to condition in Eq. (15), we set λ to,
λ =
k
2
mk+1,j − 1
2
k∑
i=1
mij . (16)
According to Eq. (16), we have 2λ +
∑k
i=1mij =
kmk+1,j . Substituting it into Eq. (14), we have η? =
mk+1,j
2λ . Thus, using η
? =
mk+1,j
2λ instead of Eq. (13) and
considering Eq. (16), the optimal affinity a?ij is a local k-
nearest neighbor graph [23],
a?ij =
{
mk+1,j−mij
kmk+1,j−
∑k
p=1mpj
, if i ≤ k ;
0 , otherwise .
(17)
The affinity matrix learned by Eq (17) has many advan-
tages: 1) naturally normalized because of 1>aj = 1; 2)
naturally sparse because sparseness is determined by the
parameter k; and 3) its calculation only involves addition,
subtraction, multiplication, and division [23]. Thus, we use
it in this paper.
3.3. Unsupervised Feature Learning
As shown in Fig. 1, we add a fully-connected layer called
self-expressive layer in the middle of model between en-
coders and decoders. The UDLL network can achieve a
nonlinear map from raw space to latent space, with the
self-express layer to further learn a refined affinity ma-
trix. We omit the biases and activations of self-expressive
layer, and take Z = [z1, z2, . . . ,zn] as input and Zˆ =
[zˆ1, zˆ2, . . . , zˆn] as output of the self-expressive layer. In
the self-expressive layer, each feature zˆi can be represented
with all other feature zj , i.e., zˆi =
∑n
j=1 wijzj where wij
is weight of the layer. wij has a natural meaning to sub-
space learning which can be thought as a weighting coeffi-
cient for representing affinity between zˆi and zj . With the
self-expressive layer, we optimize the following overall loss
in the fine-tuning stage,
L(Θe,W ,Θd) =
1
2
‖X − Xˆ‖2F︸ ︷︷ ︸
Lreconstruction
+α‖Z −ZW ‖2F + β‖W ‖2F︸ ︷︷ ︸
Laffinity
+ γ
n∑
i,j=1
‖zi − zj‖22aij︸ ︷︷ ︸
Llocality
(18)
where α, β, and γ are trade-off parameters.
In the overall loss function Eq. (18), the first term is the
reconstruction loss Lreconstruction, the second term is self-
expressive loss with regularization Laffinity, and the third
term is the locality-preserving loss Llocality for preserving
local structure from pretrained GNN feature space to fine-
tuned feature space.
The proposed UDLL model can learn to output an affin-
ity matrix W based on self-expressive property. The self-
expressive property is inspired by conventional subspace
learning methods [8, 17, 24, 34]. By adding self-expressive
layer, we can obtain a new refined affinity matrix W di-
rectly through fine-tuning the whole UDLL model. In this
paper, the self-expressive loss with regularization is given
by,
Laffinity =
1
2
‖Z −ZW ‖2F + β‖W ‖2F . (19)
We use the pretrained deep GNN features to construct a
prior graph A which depicts the affinity aij between pre-
trained pairwise features zi and zj . Then, we take into con-
sideration the local connectivity between the pretrained la-
tent data points to design the locality-preserving loss func-
tion. Since Ncut [28, 22] defines that vertices with strong
connections are partitioned into one component and the
weakly connected edges are cut off, inspired by Ncut, the
locality-preserving loss is defined by
Llocality =
n∑
i,j=1
‖zi − zj‖22aij . (20)
Since the prior graph A is normalized by the constraint
A1 = 1, Eq. (20) has the same form of original Ncut ob-
jective.
The detailed algorithm is summarized in Algorithm 1.
Algorithm 1: Unsupervised deep local learning.
input : A datasetX , the cluster number k, the
epoch number T , α, β, and γ.
output : The fine-tuned latent feature Z and the
refined affinity matrixW .
initialize: Pretrain the UDLL network without the
self-expressive layer to learn Θe and Θd by
optimizing Eq. (1). Construct the affinity
graph with the predefined features by
Eq. (17).
1 for t ∈ {1, 2, . . . , T} do
2 Build the UDLL network with the additional
self-expressive layer;
3 Fine-tune the network by optimizing Eq. (18) with
back-propagation.
4 end
In order to learn the new refined affinity graphW by the
generative UDLL model, we add a self-expressive layer be-
tween encoders and decoders. We take Z as input to the
self-expressive layer, the weights of this layer correspond
to the new affinity graph W . The multiplication ZW rep-
resents the newly combined features, and the difference be-
tween Z and ZW measures the self-expressive error. With
all of the above, the new affinity graph W can be directly
solved by Eq. (18).
3.4. Network Architecture
As shown in Fig. 1, the UDLL network consists of three
parts: an encoder, a self-expressive layer, and a decoder.
The convolutional neural network is employed to build the
encoder and the decoder. We use kernels with stride 2 in
both horizontal and vertical directions and use rectified lin-
ear unit (ReLU) [14] for nonlinear activations. By consider-
ing the connectivity of data points, the learned latent repre-
sentation Z is more similar to the data points with the same
label and more dissimilar to different label points, thus im-
proving the quality ofW .
Suppose that the UDLL network has l-layer encoders
and decoders with {c1, c2, . . . , cl} channels. For the i-th
encoder layer, if the kernel size is si × si, the number of
weights is s2i cici−1 with c0 = 1. Due to the symmetric
structure of autoencoders, the total number of weights is∑l
i=1 2s
2
i cici−1 and the number of bias is
∑l
i=1 2ci− c1 +
1. For the self-expressive layer, the number of wij is n2
when given n number of input raw images. Thus, the total
number of parameters of the whole UDLL network is:
l∑
i=1
2ci(s
2
i ci−1 + 1)− c1 + 1 + n2 . (21)
4. Experiments
4.1. Datasets
We use four datasets in our experiment including, COIL-
20 [21], COIL-100 [20], ORL [26], and Extended Yale
B [16]. The dataset description is summarized in Table. 2.
Some sample images of these datasets is shown in Fig. 2.
COIL-20 [21] is from the Columbia object image library
and contains 1440 images of 20 objects. Each object con-
tains 72 images. Following Cai et al.[3], images are down-
sampled to 32× 32.
COIL-100 [20] is from the Columbia object image library
and contains 7200 images of 100 different objects. Each
object contains 72 images. Following Cai et al.[3], images
are downsampled to 32× 32.
ORL [26] contains 400 images of 40 distinct human faces
and each subjects has 10 different images. Following Cai et
al.[4], original images are downsampled to 32× 32.
Extended Yale B [16] contains 2432 facial images of 38
subjects which is represented by 64 images per subjects.
These images are acquired under different illumination con-
ditions. Following Elhamifar et al.[8], images are down-
sampled to 42× 42.
Table 2. Dataset description.
Dataset # Image # Class Image size
COIL-20 1440 20 32× 32
COIL-100 7200 100 32× 32
ORL 400 40 32× 32
Yale 2432 38 42× 42
Figure 2. Example images of different datasets.
4.2. Network Setting
For different datasets, we use different convolutional
neural network architectures.
The UDLL network architecture of COIL-20 consists of
one-layer encoders and decoders with 15 channels of kernel
size 3×3 and a self-expressive layer with 1440 neurons. In
the fine-tuning stage, we take all images as a single batch for
training and we set regularization parameters to α = 1000,
β = 1, and γ = 19. The number of the fine-tuning epoch is
set to 68. For COIL-20, the number of local nearest neigh-
bors is set to k = 3 to construct the prior graph calculated
by Eq. (17).
For COIL-100, the UDLL network architecture consists
of one-layer encoder and decoder with 50 channels of kernel
size 5×5 and a self-expressive layer with 7200 neurons. In
the fine-tuning stage, we take all images as a single batch
for training and we set regularization parameters to α =
15, β = 1, and γ = 280. The number of the fine-tuning
epoch is set to 140. For COIL-100, the number of local
nearest neighbors is k = 5 for the prior graph construction
by Eq. (17).
For ORL, the UDLL network consists of three-layer en-
coder and decoder with {5, 3, 3} channels of kernel sizes
{5 × 5, 3 × 3, 3 × 3} and a self-expressive layer with 400
neurons. In the fine-tuning stage, we take all images as a
single batch for training and we set regularization param-
eters to α = 5, β = 1, and γ = 8. The number of the
fine-tuning epoch is set to 1550. For ORL, the number of
local nearest neighbors assigned to each latent data point is
k = 3 for the prior graph construction by Eq. (17).
Extended Yale B is larger than ORL. The UDLL net-
work for Extended Yale B consists of three-layer encoder
and decoder with {10, 20, 30} channels of kernel sizes
{5× 5, 3× 3, 3× 3} and a self-expressive layer with 2432
neurons. In the fine-tuning stage, we take all images as a
single batch for training and we set regularization parame-
ters to α = 3.2, β = 1, and γ = 0.01. The number of the
fine-tuning epoch is set to 1600. For Extended Yale B, the
number of local nearest neighbors is k = 10 for the prior
graph construction by Eq. (17).
The Adam optimizer [13] is used to minimize the loss
and the learning rate is set to 0.001 in all experiments.
4.3. Experimental Results
The learned features are visualized by t-SNE [19] as
shown in Fig. 3. It can be seen from Fig. 3 that UDLL
separates latent features belonging to different classes very
well and UDLL latent features have a distribution that are
easily segmented. Fig. 3 implies the impressive representa-
tion ability of learned latent features Z by UDLL. Fig. 3(d)
does not well represent the latent feature since we vector-
ize a tensor concatenated by different channels of feature
maps and vectorization renders it to lose two dimensional
structure information.
For verifying the representation effectiveness of our
UDLL, we test the learned features on clustering task. We
evaluate the quantitative results through clustering accuracy
(ACC) defined by,
ACC =
∑n
i=1 δ(τi,map(ri))
n
(22)
where total n data points are belonging to k clusters, τi de-
notes the ground-truth label of the i-th sample, ri denotes
the corresponding learned clustering label, and δ(·, ·) de-
notes the Dirac delta function
δ(x, y) =
{
1 , if x = y ;
0 , otherwise
(23)
and map(ri) is the optimal mapping function that per-
mutes the obtained labels to match the ground-truth labels.
The best mapping is found by the Kuhn-Munkres algo-
rithm [18].
We conduct experiments on four datasets to demonstrate
the effectiveness of our feature representation ability of the
proposed UDLL algorithm. We compare our algorithm with
several baselines:
Figure 3. Visualization of the learned feature with t-SNE.
Table 3. Clustering accuracy of different methods (ACC %).
LRR LRSC SSC KSSC EDSC SSC-OMP DEC DSC UDLL
COIL-20 68.99 68.75 85.14 75.35 85.14 54.10 79.00 94.86 97.57
COIL-100 40.18 49.33 55.00 52.82 61.87 33.61 60.66 69.04 70.86
ORL 61.75 67.50 67.70 65.75 72.75 64.00 60.33 86.00 87.75
Extend Yale B 65.13 70.11 72.49 72.25 88.36 75.29 48.66 97.33 97.70
• Low-rank representation (LRR) [17] solved subspace
clustering problem by seeking the lowest rank repre-
sentation among all candidates that can represent the
data samples as linear combinations of bases in a given
dictionary.
• Low-rank subspace clustering (LRSC) [32] posed the
subspace clustering problem as a non-convex opti-
mization problem whose solution provides an affinity
matrix for spectral clustering, and the goal was to de-
compose the corrupted data matrix as the sum of a
clean and self-expressive dictionary plus a matrix of
noise/outliers or gross errors.
• Sparse subspace clustering (SSC) [8] aimed to find a
sparse representation among the infinitely many pos-
sible representations of a data point in terms of other
points.
• Kernel sparse subspace clustering (KSSC) [24] ex-
tended SSC to nonlinear manifolds by using the kernel
trick.
• Efficient dense subspace clustering (EDSC) [11] dealt
with subspace clustering by estimating dense connec-
tions between the points lying in the same subspace
and formulated subspace clustering as a Frobenius
norm minimization problem.
• SSC by orthogonal matching pursuit (SSC-OMP) [38]
proposed a subspace clustering method based on or-
thogonal matching pursuit that is computationally effi-
cient and guaranteed to provide the correct clustering.
• Deep Embedded Clustering(DEC) conducted unsuper-
vised clustering by first pretraining a deep autoen-
coder, and then fine-tuning the autoencoder to perform
deep embedding learning and clustering jointly.
• Deep subspace clustering networks (DSC) [12] was
based on a deep autoencoder to find the coefficient rep-
resentation matrix and applied it to spectral clustering
to obtain the clustering results.
The source code of these baselines released by the au-
thors are used and we tune the parameters by grid search to
achieve the best results on each datasets.
In the clustering experiments, once we obtain the new
affinity graph W , we can use it to construct an affinity ma-
trix for spectral clustering as same as used in most existing
methods. Although affinity matrix W+W
>
2 can be directly
fed to spectral clustering, many heuristics have been devel-
oped to improve the performance of the constructed affin-
ity matrix. In this paper, we utilize the heuristics used by
EDSC [11].
The clustering accuracy of different algorithms on all
datasets is provided in Table. 3.
Table 4. Clustering accuracy of different features (ACC %).
PT+SSC PT+EDSC UDLL
COIL-20 77.92 84.21 97.57
COIL-100 56.07 61.12 70.86
ORL 73.25 73.75 87.75
Extend Yale B 74.67 87.36 97.70
It can be seen from Table. 3 that our UDLL algo-
rithm outperforms all of the state-of-the-art methods, which
greatly validate the effectiveness of the locality-preserving
loss. From this result, we can make the following conclu-
sions:
• The clustering accuracy of DSC and UDLL have a
overwhelming advantage over the rest of methods,
which can demonstrate the great representation abil-
ity of the DNNs as well as the powerful architecture of
the autoencoders.
• The UDLL outperforms the DSC in terms of accuracy
on all of the four datasets, implying the good quality of
the refined affinity matrix for more accurate clustering
result.
• The locality-preserving loss can well capture the local
connections from pretrained GNN feature space to the
fine-tuned stage feature space, improving the represen-
tation ability of affinity matrix.
• We formulate our novel local-preserving loss under a
strong theoretical foundation of Ncut, and the intra-
class compactness and inter-class separation is the key
to improve the clustering accuracy.
4.4. Ablation Study
To further evaluate the feature representation ability of
UDLL and the effectiveness of the structure connection
constraint locality-preserving loss, we directly apply EDSC
to the pretrained graph and the fine-tuned graph, respec-
tively. As shown in Fig. 4, the fine-tuned feature has better
performance than the pretrained feature.
Pretrained
Fine-tuned
COIL-20 COIL-100  ORL     Yale
100
90
80
70
60
Figure 4. Representation ability of pretrained and fine-tuned latent
feature (ACC %).
Comparing with the UDLL clustering results with
fine-tuned features, we show the different results us-
ing pretrained features with SSC (PT+SSC) and EDSC
(PT+EDSC) in Table 4. It can be seen from Table 4 that
the fine-tuned model obtains the better results than others.
5. Conclusion
We proposed a new algorithm called UDLL. UDLL is
a generative model with an additional self-expressive layer.
The self-expressive layer is used to compute the coefficient
matrix and the matrix is used to construct an affinity matrix
for post-processing spectral clustering. First, we pretrained
autoencoders and obtain the latent representation of input
data. Second, the latent representation was used to construct
a prior graph which describes the affinity between pairwise
latent features. Third, we fine-tuned the UDLL model with
a self-expressive layer and with connectivity regularization
by the prior graph. The prior graph was constructed by a
k-nearest neighbors algorithm. The prior graph formed the
data structure of pretrained latent feature which was pre-
served from pretraining to fine-tuning by optimizing the
locality-preserving loss. By considering the connectivity
constraint in the prior graph, experiments on four image
datasets had demonstrated that UDLL feature has a power-
ful representation ability and UDLL provided a significant
improvement over state-of-the-art methods.
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