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THE VARIABLE COEFFICIENT THIN OBSTACLE PROBLEM:
HIGHER REGULARITY
HERBERT KOCH, ANGKANA RU¨LAND, AND WENHUI SHI
Abstract. In this article we continue our investigation of the thin obstacle
problem with variable coefficients which was initiated in [KRS15a], [KRS15b].
Using a partial Hodograph-Legendre transform and the implicit function the-
orem, we prove higher order Ho¨lder regularity for the regular free boundary,
if the associated coefficients are of the corresponding regularity. For the zero
obstacle this yields an improvement of a full derivative for the free boundary
regularity compared to the regularity of the metric. In the presence of non-
zero obstacles or inhomogeneities, we gain three halves of a derivative for the
free boundary regularity with respect to the regularity of the inhomogeneity.
Further we show analyticity of the regular free boundary for analytic metrics.
We also discuss the low regularity set-up of W 1,p metrics with p > n+1 with
and without (Lp) inhomogeneities.
Key new ingredients in our analysis are the introduction of generalized Ho¨lder
spaces, which allow to interpret the transformed fully nonlinear, degenerate
(sub)elliptic equation as a perturbation of the Baouendi-Grushin operator,
various uses of intrinsic geometries associated with appropriate operators, the
application of the implicit function theorem to deduce (higher) regularity and
the splitting technique from [KRS15b].
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1. Introduction
This article is devoted the study of the higher regularity properties of the free
boundary of solutions to the thin obstacle or Signorini problem. To this end, we
consider local minimizers to the functional
J(v) :=
ˆ
B+
1
aij∂iv∂jvdx, v ∈ K,
with K := {u ∈ H1(B+1 )| u ≥ 0 on B′1×{0}}. Here B+1 := {x ∈ B1 ⊂ Rn+1| xn+1 ≥
0} and B′1 := {x ∈ B1 ⊂ Rn+1| xn+1 = 0} denote the (n + 1)-dimensional upper
half ball and the co-dimension one ball, respectively. The tensor field aij : B+1 →
R
(n+1)×(n+1)
sym is assumed to be uniformly elliptic, symmetric and W 1,p(B
+
1 ) regular
for some p > n+ 1. Here and in the sequel we use the summation convention.
Due to classical results on variational inequalities [Ura87], [Fri10], minimizers
of this problem exist and are unique (under appropriate boundary conditions).
Moreover, minimizers are C1,min{1−
n+1
p ,
1
2
}(B+1/2) regular (c.f. [AC06], [KRS15b])
and solve the following uniformly elliptic equation with complementary or Signorini
boundary conditions
∂ia
ij∂jw = 0 in B
+
1 ,
w ≥ 0, an+1,j∂jw ≤ 0, w(an+1,j∂jw) = 0 in B′1 × {0}.
(1)
Here the bulk equation is to be interpreted weakly, while the boundary conditions
hold pointwise. In particular, the constraint originating from the convex set K only
acts on the boundary; in this sense the obstacle is thin. The constraint on functions
in K divides the boundary B′1 × {0} into three different regions: The contact set
Λw := {x ∈ B′1 × {0}| w = 0}, where the minimizer attains the obstacle, the non-
coincidence set, Ωw := {x ∈ B′1 × {0}| w > 0}, where the minimizer lies strictly
above the obstacle, and the free boundary, Γw := ∂Ωw, which separates the contact
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set from the non-coincidence set.
As we seek to obtain a more detailed analysis of the (regular) free boundary
under higher regularity assumptions on the metric tensor aij , we briefly recall the,
for our purposes, most relevant known properties of the free boundary (c.f. [CSS08],
[PSU12], [GSVG14], [GPG15], [KRS15a] [KRS15b]): Considering metrics which
need not be more regular than W 1,p with p ∈ (n+ 1,∞] and carrying out a blow-
up analysis of solutions, w, of (1) around free boundary points, it is possible to
assign to each free boundary point x0 ∈ Γw ∩B′1 the uniquely determined order of
vanishing κ(x0) of w at this point (c.f. Proposition 4.2 in [KRS15a]):
κ(x0) := lim
r→0+
ln
(
r−
n+1
2 ‖w‖L2(B+r (x0))
)
ln(r)
.
Since the order of vanishing satisfies the gap property that either κ(x0) =
3
2 or
κ(x0) ≥ 2 (c.f. Corollary 4.2 in [KRS15a]), the free boundary can be decomposed
as follows:
Γw ∩B′1 := Γ3/2(w) ∪
⋃
κ≥2
Γκ(w),
where Γκ(w) := {x0 ∈ Γw ∩ B′1| κ(x0) = κ}. Moreover, noting that the mapping
Γw ∋ x0 7→ κ(x0) is upper-semi-continuous (c.f. Proposition 4.3 in [KRS15a]), we
obtain the set Γ3/2(w), which is called the regular free boundary, is a relatively
open subset of Γw. At each regular free boundary point x0 ∈ Γ3/2(w), there exists
an L2-normalized blow-up sequence wx0,rj , which converges to a nontrivial global
solution w3/2(Q(x0)x) with flat free boundary. Here w3/2(x) := Re(xn + ixn+1)
3/2
is a model solution and Q(x0) ∈ SO(n+ 1) (c.f. Proposition 4.5 in [KRS15a]). By
a more detailed analysis the regular free boundary can be seen to be C1,α regular
(c.f. Theorem 2 in [KRS15b]) and a leading order expansion of solutions w at the
regular free boundary can be determined (c.f. Proposition 4.6 in [KRS15b] and
Corollary 4.8 in [KRS15b], c.f. also Proposition 3.1 in Section 3.1).
In the sequel we will exclusively focus on the regular free boundary. Due to
its relative openness and by scaling, it is always possible to assume that the whole
boundary in a given domain consists only of the regular free boundary. This conven-
tion will be used throughout the article; whenever referring to the “free boundary”
without further details, we will mean the regular free boundary.
1.1. Main results and ideas. In this article our main objective is to prove higher
regularity of the (regular) free boundary if the metric aij is of higher (Ho¨lder)
regularity. In particular, we prove the analyticity of the free boundary for analytic
coefficients:
Theorem 1. Let aij : B+1 → R(n+1)×(n+1)sym be a uniformly elliptic, symmetric,
W 1,p tensor field with p ∈ (n + 1,∞]. Suppose that w : B+1 → R is a solution of
the variable coefficient thin obstacle problem (1) with metric aij.
(i) Then the regular free boundary Γ3/2(w) is locally a C
1,1− n+1p graph if p <∞
and a C1,1− graph if p =∞.
(ii) Assume further that aij is Ck,γ regular with k ≥ 1 and γ ∈ (0, 1). Then
the regular free boundary Γ3/2(w) is locally a C
k+1,γ graph.
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(iii) Assume in addition that aij is real analytic. Then the regular free boundary
Γ3/2(w) is locally real analytic.
We note that these results are sharp on the Ho¨lder scale. In deriving the sharp
gain of a full derivative, the choice of our function spaces play a key role (c.f. the
discussion below for details on the motivation of our function spaces and Remark
6.9 in Section 6.3 for the optimality on the Ho¨lder scale and the role of our function
spaces).
In addition to the previously stated results, we also deal with the regularity problem
in the presence of inhomogeneities.
Theorem 2. Let aij : B+1 → R(n+1)×(n+1)sym be a W 1,p tensor field with p ∈ (2(n+
1),∞] and let f : B+1 → R be an Lp(B+1 ) function. Suppose that w : B+1 → R
is a solution of the variable coefficient thin obstacle problem with metric aij and
inhomogeneity f :
∂ia
ij∂jw = f in B
+
1 ,
w ≥ 0, an+1,j∂jw ≤ 0, w(an+1,j∂jw) = 0 in B′1 × {0}.
(2)
(i) Then the regular free boundary Γ3/2(w) is locally a C
1, 1
2
−n+1p graph.
(ii) Assume in addition that aij is a Ck,γ tensor field with k ≥ 1 and γ ∈ (0, 1]
and let f : B+1 → R be a Ck−1,γ function. Then the regular free boundary
Γ3/2(w) is locally a C
k+[γ+ 1
2
],γ+1
2
−[γ+ 1
2
] graph.
(iii) Moreover, assume that aij is a real analytic tensor field and let f : B+1 → R
be a real analytic function. Then the regular free boundary Γ3/2(w) is locally
real analytic.
Here [·] denotes the floor function.
We note that this in particular includes the set-up with non-zero obstacles with
as low as W 2,p, p ∈ (2(n+ 1),∞], regularity (c.f. Section 7.2.2). To to best of our
knowledge Theorems 1 and 2 are the first results on higher regularity for the thin
obstacle problem with variable coefficients and inhomogeneities.
In order to obtain a better understanding for the gain of the free boundary
regularity with respect to the regularity of the inhomogeneity, it is instructive to
compare Theorem 2, i.e. the situation of the variable coefficient thin obstacle prob-
lem, with that of the variable coefficient classical obstacle problem (c.f. [KN77],
[Fri10]): In the classical obstacle problem (for the Laplace operator) there is a gain
of one order of differentiability with respect to the inhomogeneity, i.e. if f ∈ Ck,α,
then the (regular) free boundary Γw is C
k+1,α regular. This can be seen to be
optimal by for instance considering an inhomogeneity which only depends on a sin-
gle variable (the variable xn in whose direction the free boundary is a graph, i.e.
Γw = {x ∈ B1| xn = g(x′)}, with a choice of parametrization such that locally
|∇′g| 6= 0), by using up to the boundary elliptic regularity estimates for all deriva-
tives ∂iw with respect to directions orthogonal to en and by expressing the partial
derivative ∂nnw along the free boundary in terms of the parametrization g.
In contrast, in our situation of thin obstacles, we gain three halves of a derivative
with respect to a general inhomogeneity. We conjecture that this is the optimal
gain. As we are however dealing with a co-dimension two free boundary value prob-
lem, it seems harder to prove the optimality of this gain by similar means as for
THE VARIABLE COEFFICIENT THIN OBSTACLE PROBLEM: HIGHER REGULARITY 5
the classical obstacle problem. Yet, we remark that this gain of three-halves of a
derivative also fits the scaling behavior (though not the regularity assumptions) of
the inhomogeneities treated in [DSS14].
Let us explain the main ideas of deriving the regularity results of Theorems 1
and 2: In order to prove higher regularity properties of the free boundary, we rely
on the partial Legendre-Hodograph transform (c.f. [KN77], [KPS15])
T : B+1 → Q+ := {y ∈ Rn+1| yn ≥ 0, yn+1 ≤ 0},
y := T (x) := (x′′, ∂nw, ∂n+1w), v(y) := w(x) − xnyn − xn+1yn+1,
(3)
which allows us to fix the (regular) free boundary:
T (Γw) ⊂ {y ∈ Rn+1| yn = yn+1 = 0}.
The asymptotic expansion of w around Γw implies that the transformation T is
asymptotically a square root mapping. Similar arguments as in [KPS15] yield that
T is invertible with inverse given by
T−1(y) = (y′′,−∂nv(y),−∂n+1v(y)).
Thus, the free boundary Γw can be parametrized in terms of the Legendre function
v as
Γw ∩B′1/2 := {x′ ∈ B′1/2| xn = −∂nv(x′′, 0, 0)}.
Therefore, it suffices to study the regularity properties of the Legendre function v,
in order to derive higher regularity properties of the free boundary Γw.
Pursuing this strategy and investigating the properties of the Legendre function
v, we encounter several difficulties:
Nonlinearity and subellipticity of the transformed equation, function spaces. In
analogy to the observations in [KPS15] the Hodograh-Legendre transformation T
transforms the uniformly elliptic equation for w into a fully nonlinear, degenerate
(sub)elliptic equation for v (c.f. Proposition 3.9). Moreover, studying the asymp-
totics of v at the degenerate set of the nonlinear operator (which is the image of
the free boundary under the transformation T ), the linearized operator (at v) is
identified a perturbation of the (subelliptic) Baouendi-Grushin operator (c.f. Sec-
tion 6.2).
In this context a central new ingredient and major contribution of the article en-
ters: Seeking to deduce regularity by an application of the implicit function theorem
instead of direct and tedious elliptic estimates (c.f. Section 6.3), we have to cap-
ture the relation between the linearized and nonlinear operators in terms of our
function spaces (c.f. Section 4). This leads to the challenge of finding function
spaces which on the one hand mimic the asymptotics of the Legendre function.
This is a key requirement, since the perturbative interpretation of the fully non-
linear operator (as a nonlinear Baouendi-Grushin type operator) crucially relies on
the asymptotics close the the straightened free boundary. On the other hand, the
spaces have to allow for good regularity estimates for the linearized equation which
is of Baouendi-Grushin type. In this context, we note that Calderon-Zygmund esti-
mates and Schauder estimates have natural analogues for subelliptic operators like
the Baouendi-Grushin operator. The mismatch between the vector space structure
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(relevant for derivatives) and the subelliptic geometry allows for nontrivial choices
in the definition of Sobolev spaces and higher order Ho¨lder spaces.
In order to deal with both of the described conditions, we introduce generalized
Ho¨lder spaces which are on the one hand adapted to the Baouendi-Grushin opera-
tor (for instance by relying on the intrinsic geometry induced by this operator) and
on the other hand measure the distance to an approximating polynomial with the
“correct” asymptotics close to the straightened free boundary (c.f. Section 4 for
the definition and properties of our generalized Ho¨lder spaces and the Appendix,
Section 8 for the proofs of these results). These function spaces are reminiscent
of Campanato type spaces (c.f. [Cam64], [MJ09]) and also of the polynomial ap-
proximations used by De Silva and Savin [DSS14]. While similar constructions are
possible for elliptic equations they seem to be not relevant there. For our problem
however they are crucial.
Partial regularity and the implicit function theorem. Seeking to avoid lengthy
and tedious higher order derivative estimates for the Legendre function v, we devi-
ate from the previous strategies of proving higher regularity that are present in the
literature on the thin obstacle problem. Instead we reason by the implicit function
theorem along the lines of an argument introduced by Angenent (c.f. [Ang90a],
[Ang90b], [KL12]). In this context we pre-compose our Legendre function, v, with
a one-parameter family, Φa, of diffeomorphisms leading to a one-parameter fam-
ily of “Legendre functions”, va (Section 6.3.1). Here the diffeomeorphisms are
chosen such that the parameter dependence on a is analytic and so that the dif-
feomorphisms are the identity outside of a fixed compact set, whereas at the free
boundary infinitesimally they generate a family of translations in the tangential
directions. The functions va satisfy a similar fully nonlinear, degenerate elliptic
equation as v. Invoking the analytic implicit function theorem, we then establish
that solutions of this equation are necessarily analytic in the parameter a, which,
due to the uniqueness of solutions, implies that the family va depends on a analyt-
ically. As the family of diffeomorphisms, Φa, infinitesimally generates translations
in the tangential directions, this immediately entails the partial analyticity of the
original Legendre function v in the tangential variables.
Corner domain, function spaces. Compared with the constant coefficient case in
[KPS15], the presence of variable coefficients leads to a completely new difficulty:
By the definition of the Hodograph-Legendre transform (3), the transformation T
maps the upper half ball B+1 into the quarter space Q+ (c.f. Section 3.2). In par-
ticular, the free boundary is mapped into the edge of Q+, which does not allow us
to invoke standard interior regularity estimates there.
In contrast to the argument in [KPS15], we cannot overcome this problem by re-
flecting the resulting solution so as to obtain a problem in which the free boundary
is in the interior of the domain: Indeed, this would immediately lead to a loss
of regularity of the coefficients aij and hence would not allow us to prove higher
regularity estimates up to the boundary. Thus, instead, we have to work in the
setting of an equation that is posed in the quarter space, where the singularity of
the domain is centered at the straightened free boundary. This in particular neces-
sitates regularity estimates in this (singular) domain which hold uniformly up to
the boundary (c.f. Appendix, Section 8.2).
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In deducing these regularity estimates, we strongly rely on the form of our gen-
eralized Ho¨lder spaces and on the interpretation of our fully nonlinear equation
as a perturbation of the Baouendi-Grushin Laplacian in the quarter space which
satisfies homogeneous Dirichlet data on {yn = 0} and homogeneous Neumann data
on {yn+1 = 0}. As it is possible to classify and explicitly compute all the ho-
mogeneous solutions to this operator, an approximation argument in the spirit of
[Wan03] yields the desired regularity estimates in our generalized Ho¨lder spaces
(c.f. Appendix, Section 8.2).
Low regularity metrics. In the case of only W 1,p regular metrics with p ∈
(n+1,∞], and/or Lp inhomogeneities, even away from the free boundary a general
solution w is only W 2,p regular. Thus, the previous arguments leading to the in-
vertibility of the Hodograph-Legendre transform do not apply directly, as they rely
on pointwise bounds for D2w. To resolve this issue, we use the splitting technique
from [KRS15b] and introduce a mechanism that exchanges decay and regularity:
More precisely, we split a general solution w into two components w = u˜ + u.
Here the first component u˜ deals with the low regularity of the coefficients and the
inhomogeneity:
aij∂ij u˜− dist(x,Γw)−2u˜ = f − (∂iaij)∂jw in B1 \ Λw, u˜ = 0 on Λw.
Due to the inclusion of the strongly coercive term − dist(x,Γw)−2u˜ in the equation,
the solution u˜ has a strong decay properties (compared to w) towards Γw. We hence
interpret it as a controlled error.
The second contribution u is now of better regularity away from the free boundary
Γw, as it solves the non-divergence form elliptic equation
aij∂iju = − dist(x,Γw)−2u˜ in B1 \ Λw, u˜ = 0 on Λw.
Moreover, it captures the essential behavior of the original function w (c.f. Lemma
7.1 and Proposition 7.2). In particular, the free boundary Γw is the same as the
free boundary Γu := ∂B′
1
{x ∈ B′1 : u(x) > 0} of u. We then apply our previous
arguments to u and correspondingly obtain the regularity of the free boundary.
1.2. Literature and related results. The thin obstacle problem has been studied
extensively beginning with the fundamental works of Caffarelli [Caf79], Uraltseva
[Ura85], [Ura87], Kinderlehrer [Kin81], and the break through results of Athana-
sopoulos, Caffarelli [AC06], as well as Athanasopoulos, Caffarelli, Salsa [ACS08]
and Caffarelli, Silvestre, Salsa [CSS08]. While there is a quite good understanding
of many aspects of the constant coefficient problem, the variable problem has only
recently received a large amount of attention: Here, besides the early work of Uralt-
seva [Ura87], in particular the articles by Garofalo, Smit Vega Garcia [GSVG14] and
Garofalo, Petrosyan, Smit Vega Garcia [GPG15] and the present authors [KRS15a],
[KRS15b] should be mentioned. While the methods differ – the first two articles
rely on a frequency function approach and an epiperimetric inequality, the second
two articles build on a Carleman estimate as well as careful comparison arguments
– in both works the regularity of the regular free boundary is obtained for the vari-
able coefficient problem under low regularity assumptions on the metric.
Hence, it is natural to ask whether the free boundary regularity can be improved
if higher regularity assumptions are made on the coefficients and what the precise
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dependence on the regularity of the coefficients amounts to. In the constant coef-
ficient setting, the higher regularity question has independently been addressed by
De Silva, Savin [DSS14], who prove C∞ regularity of the free boundary by approx-
imation arguments, and by Koch, Petrosyan, Shi [KPS15], who prove analyticity
of the free boundary. While the precise dependence on the coefficient regularity is
well understood for the classical obstacle with variable coefficients [Fri10], to the
best of our knowledge this question has not yet been addressed in the framework
of the variable coefficient thin obstacle problem.
1.3. Outline of the article. The remainder of the article is organized as follows:
After briefly introducing the precise setting of our problem and fixing our nota-
tion in the following Section 2, we recollect the asymptotic behavior of solutions
of (1) in Section 3.1. With this at hand, in Section 3.2 we introduce the par-
tial Hodograph-Legendre transformation in the case of Ck,γ metrics with k ≥ 1,
obtain its invertibility (c.f. Proposition 3.8) and in Section 3.3 derive the fully
nonlinear, degenerate elliptic equation which is satisfied by the Legendre function
v (Proposition 3.9). Motivated by the linearization of this equation, we introduce
our generalized Ho¨lder spaces (c.f. Definitions 4.6, 4.8 and 4.14) which are adapted
to the geometry of the Baouendi-Grushin Laplacian (Section 4). Exploring the
(self-improving) structure of the nonlinear equation for the Legendre function v
(c.f. Proposition 5.5), we deduce regularity properties of the Legendre function v
(c.f. Proposition 5.2) by an iterative bootstrap argument (c.f. Proposition 5.5) in
Section 5. In Section 6 we build on this regularity result and proceed with the
application of the implicit function theorem to prove the optimal regularity of the
regular free boundary when the metrics aij are Ck,γ Ho¨lder regular for some k ≥ 1
(c.f. Theorem 3). Moreover, we also derive analyticity of the free boundary for
analytic metrics (c.f. Theorem 4). This provides the argument for the first two
parts of Theorem 1. Next, in Section 7 we study the Hodograph-Legendre transfor-
mation for W 1,p metrics with p ∈ (n+1,∞] and thus derive the optimal regularity
result of Theorem 1 (i). Using similar ideas, we also discuss the necessary adapta-
tions in proving regularity results in the presence of inhomogeneities and nonzero
obstacles (c.f. Proposition 7.7). Finally, in the Appendix, Section 8, we prove a
characterization of our function spaces introduced in Section 4 and show an a priori
estimate for the Baouendi-Grushin Laplacian in these function spaces (c.f. Section
8.2). We also discuss auxiliary regularity and mapping properties which we use in
the derivation of the asymptotics and in the application of the implicit function
theorem (c.f. Sections 8.3, 8.4).
2. Preliminaries
2.1. Conventions and normalizations. In the sequel we introduce a number of
conventions which will be used throughout this paper. Any tensor field aij : B+1 →
R
(n+1)×(n+1)
sym in this paper is uniformly elliptic, symmetric and at leastW 1,p regular
for some p ∈ (n+ 1,∞]. Furthermore, we assume that
(A1) aij(0) = δij ,
(A2) (Uniform ellipticity) 12 |ξ|2 ≤ aij(x)ξiξj ≤ 2|ξ|2 for each x ∈ B+1 and ξ ∈
R
n+1,
(A3) (Off-diagonal) ai,n+1(x′, 0) = 0 for i ∈ {1, . . . , n}.
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Here (A1)-(A2) follow from an affine transformation. The off-diagonal assumption
(A3) is a consequence of a change of coordinates (c.f. for instance Section 2.1 in
[KRS15a] and Uraltseva [Ura85]), which allows to reduce (1) to
∂ia
ij∂jw = 0 in B
+
1 ,
w ≥ 0, ∂n+1w ≤ 0, w(∂n+1w) = 0 on B′1.
(4)
Under the above assumptions (A1)-(A3), a solution w to the thin obstacle prob-
lem is C
1,min{1−n+1p ,
1
2
}
loc regular and of dist(x,Γw)
3/2 growth at the free boundary
Γw, i.e. for any x0 ∈ Γw ∩B+1/2,
(5) sup
Br(x0)
|∇w| ≤ C(n, p, ‖aij‖W 1,p)‖w‖L2(B+
1
)r
1
2 , r ∈ (0, 1/2).
This regularity and growth behavior is optimal by the interior regularity and the
growth behavior of the model solution w3/2(x) = Re(xn + ixn+1)
3/2. We refer to
[Ura85] for the C1,αloc regularity and to [KRS15b] for the optimal C
1,min{1−n+1p ,
1
2
}
loc
regularity as well as the growth result. In this paper we will always work with a
solution w ∈ C1,min{1−
n+1
p ,
1
2
}
loc (B
+
1 ), for which (5) holds true.
In order to further simplify our set-up, we observe the following symmetry prop-
erties of our problem:
(Symmetry) Equation (1) is invariant under scaling and multiplication. More pre-
cisely, if w is a solution to (1), then for x0 ∈ K ⋐ B′1, for c ≥ 0 and λ > 0, the
function
x 7→ cw(x0 + λx)
is a solution to (1) (with coefficients aij(x0 + λ·)) in B+r , r ∈ (0, λ−1(1− |x0|)].
These symmetry properties are for instance crucial in carrying out rescalings
around the (regular) free boundary: Assuming that x0 ∈ Γ3/2(w) is a regular
free boundary point and defining wx0,λ(x) := w(x0 + λx)/λ
3
2 , λ ∈ (0, 1/4), the
asymptotic expansion around the regular free boundary (c.f. Proposition 4.6 in
[KRS15b]) yields that
wx0,λ(x)→ a(x0)wx0(x) in C1,βloc (Rn+1+ )
for each β ∈ (0, 1/2) as λ→ 0+. Here wx0 is a global solution with flat free bound-
ary and a(x0) > 0 is a constant.
In this paper we are interested in the higher regularity of Γ3/2(w) under an
appropriate higher regularity assumption on the metric aij . All the results given
below are local estimates around regular free boundary points. Using the scal-
ing and multiplication symmetries of the equation, we may hence without loss of
generality suppose the following normalization assumptions (A4)-(A7):
(A4) 0 ∈ Γ3/2(w),
that w is sufficiently close to w3/2 and that the metric is sufficiently flat in the
following sense: For ǫ0, c∗ > 0 small
(A5) ‖w − w3/2‖C1(B+
1
) ≤ ǫ0,
(A6) ‖∇aij‖Lp(B+
1
) ≤ c∗.
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By [KRS15b], if ǫ0, c∗ are sufficiently small depending on n, p, ‖w‖L2(B+
1
), then
assumptions (A5)-(A6) imply that Γw∩B′1/2 ⊂ Γ3/2(w) and that Γw∩B′1/2 is a C1,α
graph, i.e. after a rotation of coordinates Γw∩B′1/2 = {x′ = (x′′, xn, 0)∩B′1/2| xn =
g(x′′)}, for some α ∈ (0, 1). Moreover, we have the following estimate for the (in-
plane) outer unit normal νx0 of Λw at x0
(6) |νx0 − νx˜0 | . max{ǫ0, c∗}|x0 − x˜0|α, for any x0, x˜0 ∈ Γw ∩B′1/2,
For notational simplicity, we also assume that
(A7) ν0 = en.
From now on, we will always work under the assumptions (A1)-(A7).
2.2. Notation. Similarly as in [KRS15b] we use the following notation:
Geometry.
• Rn+1+ := {(x′′, xn, xn+1) ∈ Rn+1|xn+1 ≥ 0}.
• Br(x0) := {x ∈ Rn+1||x − x0| < r}, where | · | is the norm induced by the
Euclidean metric, B+r (x0) := Br(x0) ∩ Rn+1+ , B′r(x0) := Br(x0) ∩ {xn+1 =
0}. If x0 is the origin, we simply write Br, B+r and B′r.
• Let w be a solution of (1), then Λw := {(x′, 0) ∈ B′1|w(x′, 0) = 0} is the
contact set, Ωw := B
′
1 \ Λw is the positivity set, Γw := ∂B′1Λw ∩ B′1 is the
free boundary, Γ3/2(w) := {x ∈ Γw|κx = 32} is the regular set of the free
boundary, where κx is the vanishing order at x.
• For x0 ∈ Γw, we denote by Nx0 = {x ∈ B+1/4(x0)
∣∣ dist(x,Γw) ≥ 12 |x − x0|}
the non-tangential cone at x0.
• C′η(en) := Cη(en)∩{en+1 = 0} is a tangential cone (with axis en and opening
angle η).
• Q+ := {(y′′, yn, yn+1) ∈ Rn+1|yn ≥ 0, yn+1 ≤ 0}.
• B˜r(y0) := {y ∈ Rn+1|dG(y, y0) < r}, where dG(·, ·) is the Baouendi-Grushin
metric (c.f. Definition 4.1). B˜+r (y0) := B˜r(y0) ∩Q+.
• In the Q+ with the Baouendi-Grushin metric dG(·, ·), given y0 ∈ P :=
{yn = yn+1 = 0} we denote by NG(y0) := {x ∈ B˜+1/4(y0)
∣∣ distG(y, P ) ≥
1
2dG(y, y0)} the Baouendi-Grushin non-tangential cone at y0.• We use the Baouendi-Grushin vector fields Yi, i ∈ {1, . . . , n + 1}, (c.f.
Definition 4.1) and the modified Baouendi-Grushin vector fields Y˜i, i ∈
{1, . . . , 2n} (c.f. Definition 4.8).
• For k ∈ N, we denote by Phomk the space of homogeneous polynomials
(w.r.t. the Grushin scaling) of order k (c.f. Definition 4.10), and by Pk the
vector space of homogeneous polynomials of order less than or equal to k.
Functions and function spaces.
• w3/2(x) := cnRe(xn + ixn+1)3/2, where cn > 0 is a normalization constant
ensuring that ‖w3/2‖L2(B+
1
) = 1.
• w1/2(x) := cnRe(xn + ixn+1)1/2 and w¯1/2(x) := −cn Im(xn + ixn+1)1/2,
where cn > 0 denotes the same normalization constant as above.
• We denote the asymptotic profile at a point x0 ∈ Γ3/2(w) ∩B′1 by Wx0 . It
is given by
Wx0(x) = a(x0)w3/2
(
(x− x0) · νx0
(νx0 · A(x0)νx0)1/2
,
xn+1
(an+1,n+1(x0))1/2
)
.
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• For a solution w to (4) and a point x0 ∈ Γw we define a blow-up sequence
wx0,λ(x) :=
w(x0+λx)
λ3/2
by rescaling with λ ∈ (0, 1). The asymptotic expan-
sion from Proposition 4.6 in [KRS15b] implies that as λ→ 0 it converges to
the blow-up profile Wx0(· + x0). Here Wx0 denotes the asymptotic profile
from above.
• In the sequel, we use spaces adapted to the Baouendi-Grushin operator ∆G
and denote the corresponding Ho¨lder spaces by Ck,α∗ (c.f. Definitions 4.6,
4.8). Moreover, relying on these, we construct our generalized Ho¨lder spaces
Xα,ǫ, Yα,ǫ which are appropriate for our corner domains (c.f. Definition
4.14).
• We use the notation C0(Q+) to denote the space of all continuous functions
vanishing at infinity.
• Let R(n+1)×(n+1)sym denote the space of symmetric matrices and let
G : R(n+1)×(n+1)sym × Rn+1 × Rn+1 → R, (M,P, y) 7→ G(M,P, y),
with M = (mkℓ)kℓ ∈ R(n+1)×(n+1)sym , P = (p1, . . . , pn+1) ∈ Rn+1 and y =
(y1, . . . , yn+1) ∈ Rn+1. We denote the partial derivative with respect to the
different components by
∂mkℓG(M,P, y) :=
∂G(M,P, y)
∂mkℓ
,
∂pkG(M,p, y) :=
∂G(M,P, y)
∂pk
,
∂ykG(M,p, y) :=
∂G(M,P, y)
∂yk
.
• ∆G stands for the Baouendi-Grushin operator
∆Gv := (y
2
n + y
2
n+1)∆
′′v + ∂nnv + ∂n+1,n+1v,
where ∆′′ denotes the Laplacian in the tangential variables, i.e. in the
y′′-variables of y = (y′′, yn, yn+1).
The notation A . B means that A ≤ CB with C depending only on dimension n.
3. Hodograph-Legendre Transformation
In this section we perform a partial Hodograph-Legendre transform of our prob-
lem (4). While fixing the free boundary, this comes at the price of transforming our
uniformly elliptic equation in the upper half ball into a fully nonlinear, degenerate
(sub)elliptic equation in the lower quarter ball (c.f. Sections 3.2, 3.3, Propositions
3.8, 3.9). In particular, in addition to the difficulties in [KPS15], the domain in
which our problem is posed now contains a corner. In spite of this additional prob-
lem, as in [KPS15] we identify the fully nonlinear equation as a perturbation of
the Baouendi-Grushin operator with symmetry (i.e. with Dirichlet-Neumann data)
by a careful analysis of the asymptotic behavior of the Legendre transform (c.f.
Section 3.3, Example 3.12 and Section 6.2).
3.1. Asymptotic behavior of the solution w. We begin by deriving and collect-
ing asymptotic expansions for higher order derivatives of solutions to our equation
(c.f. [KRS15b]). This will prove to be advantageous in the later sections (e.g.
Sections 3.2, 5.1).
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Proposition 3.1 ([KRS15b], Proposition 4.6). Let aij ∈ W 1,p(B+1 ,R(n+1)×(n+1)sym )
with p ∈ (n + 1,∞] be a uniformly elliptic tensor. Assume that w : B+1 → R is
a solution to the variable coefficient thin obstacle problem and that it satisfies the
following conditions: There exist positive constants ǫ0 and c∗ such that
(i) ‖w − w3/2‖C1(B+
1
) ≤ ǫ0,
(ii) ‖∇aij‖Lp(B+
1
) ≤ c∗.
Then if ǫ0 and c∗ are sufficiently small depending on n, p, there exists some α ∈
(0, 1− n+1p ] such that Γw ∩B+1/2 is a C1,α graph. Moreover, at each free boundary
point x0 ∈ Γw ∩B+1/4, there exists an asymptotic profile, Wx0(x),
Wx0(x) = a(x0)w3/2
(
(x− x0) · νx0
(νx0 · A(x0)νx0)1/2
,
xn+1
(an+1,n+1(x0))1/2
)
,
such that for any x ∈ B+1/4(x0)
(i) |∂iw(x) − ∂iWx0(x)| ≤ Cn,pmax{ǫ0, c∗}|x− x0|
1
2
+α, i ∈ {1, . . . , n},
(ii) |∂n+1w(x) − ∂n+1Wx0(x)| ≤ Cn,pmax{ǫ0, c∗}|x− x0|
1
2
+α,
(iii) |w(x) −Wx0(x)| ≤ Cn,pmax{ǫ0, c∗}|x− x0|
3
2
+α.
Here x0 7→ a(x0) ∈ C0,α(Γw ∩B+1/2), νx0 is the (in-plane) outer unit normal of Λw
at x0 and A(x0) = (a
ij(x0)). Furthermore, w3/2(x) = cnRe(xn + ixn+1)
3/2, where
cn > 0 is a dimensional constant which is chosen such that ‖w3/2‖L2(B+
1
) = 1.
Assuming higher regularity of the metric allows us to use a scaling argument to
deduce the asymptotics for higher order derivatives in non-tangential cones.
Proposition 3.2. Let aij ∈ Ck,γ(B+1 ,R(n+1)×(n+1)sym ) with k ≥ 1 and γ ∈ (0, 1) be
uniformly elliptic. Let α > 0 be the Ho¨lder exponent from Proposition 3.1. There
exist ǫ0 and c∗ sufficiently small depending on n, p such that if
(i) ‖w − w3/2‖C1(B+
1
) ≤ ǫ0,
(ii) [aij ]C˙k,γ(B+
1
) ≤ c∗,
then for each x0 ∈ Γw ∩ B+1/4, an associated non-tangential cone x ∈ Nx0 := {x ∈
B+1/4(x0)| dist(x,Γw) ≥ 12 |x− x0|} and for all multi-indeces β with |β| ≤ k + 1 we
have ∣∣∂βw(x) − ∂βWx0(x)∣∣ ≤ Cβ,n,pmax{ǫ0, c∗}|x− x0| 32+α−|β|,[
∂βw − ∂βWx0
]
C˙0,γ(Nx0∩(B
+
3λ/4
(x0)\B
+
λ/2
(x0)))
≤ Cβ,n,pmax{ǫ0, c∗}λ 32+α−γ−|β|.
Here α is the same exponent as in Proposition 3.1 and λ ∈ (0, 1).
Remark 3.3. It is possible to extend the above asymptotics for x in the full neigh-
borhood B+1/4(x0) as∣∣∂βw(x) − ∂βWx0(x)∣∣ ≤ Cβ,n,pmax{ǫ0, c∗}|x− x0| 12+α dist(x,Γw)−|β|+1.
Here it is necessary to introduce the distance to the free boundary instead of mea-
suring it with a negative power of |x− x0|.
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Before coming to the proof of Proposition 3.2, we state an immediate corol-
lary, which will be important in the derivation of the asymptotics of the Legendre
function in Proposition 5.1 in Section 5.1.
Corollary 3.4. Assume that the conditions of Proposition 3.2 hold. Let
wx0,λ(x) :=
w(x0 + λx)
λ3/2
, λ > 0.
Then,
[∂βwx0,λ − ∂βWx0(x0 + ·)]C˙0,γ(N0∩(B+3/4\B+1/2)) ≤ Cn,pmax{ǫ0, c∗}λ
α.
Proof of Proposition 3.2. The proof of the proposition follows from elliptic esti-
mates in Whitney cubes, which in turn are reduced to estimates on the scale one
by scaling the problem.
We only prove the result for k = 1 (i.e. in case of |β| = 2) and restrict ourselves
to the L∞ estimates. For k > 1 and for the second estimate the argument is
similar. Moreover, we observe that the case |β| = 1 is already covered in Propo-
sition 3.1. We begin by considering the tangential derivatives of w: Let v˜ := ∂ℓw
with ℓ ∈ {1, . . . , n}. Then v˜ satisfies
∂i(a
ij∂j v˜) = ∂iF
i, F i = −(∂ℓaij)∂jw,
with the boundary conditions
v˜ = 0 on Λw, ∂n+1v˜ = 0 on B
′
1 \ Λw.
Also, the derivative of the profile functions, ∂ℓWx0 , satisfies
∂i(a
ij∂j(∂ℓWx0)) = g1 + g2,
with
g1 = (∂ℓa
ij)∂j∂iWx0 , g2 = (aij(x) − aij(x0))∂ij∂ℓWx0 .
Seeking to combine the information on the functions v˜ and ∂ℓWx0 , we define
u˜(x) :=
w(x0 + λx)−Wx0(x0 + λx)
λ
3
2
+α
, 0 < λ < 1/4.
Due to the previous considerations, ∂ℓu˜ satisfies the equation
∂i(a
ij(x0 + λ·)∂j∂ℓu˜) = ∂iF˜ i − g˜1 − g˜2 in B+1 .
Here
F˜ i(x) = λ
1
2
−αF i(x0 + λx),
g˜1(x) = λ
3
2
−αg1(x0 + λx),
g˜2(x) = λ
3
2
−αg2(x0 + λx).
(7)
Moreover, by the asymptotics of w at x0 which were given in (iii) of Proposi-
tion 3.1, we obtain the following L∞ bound in the non-tangential cone N0 = {x ∈
B+1/4| dist(x,Γwx0,λ) ≥ 12 |x|} for all ℓ ∈ {1, . . . , n+ 1}:
|∂ℓu˜| . Cn,pmax{ǫ0, c∗}.(8)
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Noting that
|F i(x)| . c∗ dist(x,Γw)1/2,
|g1(x)| . c∗ dist(x,Γw)−1/2,
|g2(x)| . c∗|x− x0| dist(x,Γw)−3/2,
recalling that λdist(x,Γwx0,λ) = dist(λ(x− x0),Γw) and using (7) yields
|F˜ i(x)| . c∗λ1−α dist(x,Γwx0,λ)1/2,
|g˜1(x)| . c∗λ1−α dist(x,Γwx0,λ)−1/2,
|g˜2(x)| . c∗λ1−α dist(x,Γwx0,λ)−3/2.
(9)
By the definition of N0 the expressions involving the distance functions in (9) are
uniformly (in λ) bounded in B+1 \B+1/4. Moreover, it is immediate to check that the
semi-norms [F˜ i]C0,γ are uniformly bounded. For ℓ ∈ {1, . . . , n}, we apply the C1,γ
estimate to ∂ℓu˜, which holds up to the boundary, in N0 ∩ (B+1 \ B+1/4) (note that
with ǫ0, c∗ sufficiently small, N0∩(B+1 \B+1/4) does not intersect the free boundaries
Γw or ΓWx0 , thus u˜ satisfies either Dirichlet or Neumann conditions):
‖∂ℓu˜‖C1,γ(N0∩(B+3/4\B+1/2)) . ‖∂ℓu˜‖L∞(N0∩(B+1 \B+1/4)) + c∗λ
1−α.(10)
In order to obtain a full second derivatives estimate, we now combine (10) with the
equation for ∂n+1u˜ to also obtain
‖∂n+1,n+1u˜‖C0,γ(N0∩(B+3/4\B+1/2)) .
n∑
ℓ=1
‖∂ℓu˜‖L∞(N0∩(B+1 \B+1/4)) + c∗λ
1−α.
Rescaling back and using (8) consequently leads to
|∇∂ℓw(x) −∇∂ℓWx0(x)| . max{ǫ0, c∗}λ−
1
2
+α in Nx0 ∩ (B+3λ/4(x0) \B+λ/2(x0)),
for ℓ ∈ {1, . . . , n+ 1}. Since this holds for any λ ∈ (0, 1/4), we conclude that
|∂βw(x) − ∂βWx0(x)| . max{ǫ0, c∗}|x− x0|−
1
2
+α, x ∈ Nx0 , |β| = 2.

Remark 3.5. In the next section we will strongly use the asymptotics of the first
order derivatives ∂ℓw with ℓ ∈ {1, . . . , n+ 1}. Hence, for future reference we state
them explicitly:
∂eWx0(x) = be(x0)w1/2
(
(x− x0) · νx0
(νx0 · A(x0)νx0)1/2
,
xn+1
(an+1,n+1(x0))1/2
)
,
∂n+1Wx0(x) = bn+1(x0)w¯1/2
(
(x − x0) · νx0
(νx0 ·A(x0)νx0)1/2
,
xn+1
(an+1,n+1(x0))1/2
)
,
where
w1/2(x) = cnRe(xn + ixn+1)
1/2, w¯1/2(x) = −cn Im(xn + ixn+1)1/2,
be(x0) =
3(e · νx0)a(x0)
2(νx0 ·A(x0)νx0)1/2
, bn+1(x0) =
3a(x0)
2(an+1,n+1(x0))1/2
,
and cn > 0 is the same normalization constant as in Proposition 3.1.
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Remark 3.6. For simplicity we can, and in the sequel will, further assume that
0 ∈ Γw and that
ν0 = en, bn(0) = bn+1(0) = 1 (which corresponds to a(0) = 2/3).
Thus,
∇W0(x) = (0, w1/2(x), w¯1/2(x)).
Moreover, under the assumptions of Proposition 3.1 we can also bound the C˙0,α
semi-norm of bn, bn+1 by max{ǫ0, c∗}.
Last but not least, we recall a sign condition on ∂nw and ∂n+1w, which plays
an important role in the determination of the image of the Hodograph-Legendre
transform in (13) in Section 3.2. An extension of this to the set-up of W 1,p, p ∈
(n+1,∞], metrics is recalled in Section 7.1. As explained in [KRS15b] this requires
an additional splitting step.
Lemma 3.7 (Positivity, [KRS15b], Lemma 4.12.). Let aij : B+1 → R(n+1)×(n+1)sym
be a tensor field that satisfies the conditions from Section 2.1 and in addition is
C1,γ regular for some γ ∈ (0, 1). Let w : B+1 → R be a solution of the thin obstacle
problem with metric aij and assume that it satisfies the normalizations from Section
2.1. Then there exist positive constants η = η(n) and c = c(n) such that
∂ew(x) ≥ c dist(x,Λw) dist(x,Γw)− 12 , x ∈ B+1
2
(11)
for e ∈ C′η(en) := Cη(en)∩{en+1 = 0}, which is a tangential cone (with axis en and
opening angle η). Similarly,
∂n+1w(x) ≤ −c dist(x,Ωw) dist(x,Γw)− 12 , x ∈ B+1
2
.
3.2. Hodograph-Legendre transformation. In this section we perform a par-
tial Hodograph-Legendre transformation to show the higher regularity of the free
boundary with zero obstacle. In the sequel, we assume that the metric satisfies
aij ∈ C1,γ(B+1 ,R(n+1)×(n+1)sym ) with γ ∈ (0, 1).
We define the partial Hodograph-Legendre transformation associated with w as
T = Tw : B+1 → Rn+1, y = T (x) = (x′′, ∂nw(x), ∂n+1w(x)).(12)
The regularity of w immediately implies that T ∈ C0,1/2(B+1 ). Moreover,
T (B+1 \B′1) ⊂ {yn > 0, yn+1 < 0},
T (Λw) ⊂ {yn = 0, yn+1 ≤ 0}, T (B′1 \ Λw) ⊂ {yn > 0, yn+1 = 0},
T (Γw) ⊂ {yn = yn+1 = 0}.
(13)
Here the first inclusion is a consequence of Lemma 3.7. Using the leading order
asymptotic expansions from Section 3.1, we prove the invertibility of the transfor-
mation:
Proposition 3.8 (Invertibility of T ). Suppose that the assumptions of Proposi-
tion 3.1 hold. Then, if [∇aij ]C˙0,γ(B+
1
) ≤ c∗ and if ǫ0 and c∗ are sufficiently small, the
map T is a homeomorphism from B+1/2 to T (B
+
1/2) ⊂ {y ∈ Rn+1| yn ≥ 0, yn+1 ≤ 0}.
Moreover, away from Γw, T is a C
1 diffeomorphism.
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The proof of this result essentially relies on the facts that for each fixed x′′, the
transformation T is asymptotically a square root mapping and the free boundary
Γw is sufficiently flat (i.e. it is a C
1,α graph with slow varying normals c.f. (6)).
Hence, the main idea is to show the injectivity of T on dyadic annuli around the free
boundary. At these points the map T is differentiable, which allows us to exploit
the non-degeneracy of the derivative of T . To achieve this reduction to dyadic
annuli we exploit the asymptotic structure of the functions w (c.f. Propositions 3.1
and 3.2).
Proof. Step 1: Homeomorphism.
We begin with the injectivity of T in B+1/2. Since T fixes the first n − 1 vari-
ables, it is enough to show that for each x0 ∈ Γw ∩ B′1/2, T is injective on
the set Hx0 := {(x′′0 , xn, xn+1)} ∩ B+1/2. Moreover, as Γw is given as a graph
of a C1,α function g, it suffices to prove that T (x) 6= T (x˜) for any two points
x, x˜ ∈ Hx0 such that x, x˜ /∈ Γw. In order to obtain this, we first prove that
the mapping T1 := ψ ◦ T is injective (and a homeomorphism) on B+1/2. Here
ψ : Rn+1 → Rn+1 with ψ(z) = (z′′, z2n − z2n+1,−2znzn+1). Note that T1(x) =
(x′′, (∂nw(x))
2− (∂n+1w(x))2,−2∂nw(x)∂n+1w(x)). We rely on the asymptotic ex-
pansion of ∇w. In a second step, we then return to the mapping properties of T .
Step 1a: T1 is a homeomorphism. We begin with the injectivity of T1. By
Proposition 3.2, for x ∈ B+1/2
∂nw(x) = w1/2(x) + max{ǫ0, c∗}O(|x| 12+α),
∂n+1w(x) = w¯1/2(x) + max{ǫ0, c∗}O(|x| 12+α).
Hence, a direct computation gives that
T1(x) = x+ E0(x),
where E0 : B
+
1/2 → Rn+1, |E0(x)| = max{ǫ0, c∗}O(|x|1+α).
In general, by the explicit asymptotic expansions of ∂nw and ∂n+1w around x0 ∈
Γw ∩ B+1/2 (c.f. Proposition 3.2) and by using the fact that bn, bn+1 ∈ C0,α(Γw ∩
B+1/2), ν(x0) = νx0 ∈ C0,α(Γw ∩B+1/2) and A(x0) ∈ C0,α(Γw ∩B+1/2), we have
T1(x)− T1(x0) = (x− x0) + Ex0(x), x ∈ B+1/2(x0)
where |Ex0(x)| . max{ǫ0, c∗}
(|x− x0||x0|α + |x− x0|1+α) .(14)
Here we recall that as indicated in Remark 3.6 we may assume that the Ho¨lder
constants of bn(x0), bn+1(x0) are controlled by max{ǫ0, c∗}. From the identity (14)
we note that if ǫ0, c∗ are sufficiently small and if x0 ∈ Γw ∩ B+1/2, then for x ∈
B+1/2(x0)
(1− 1
4
)|T1(x) − T1(x0)| ≤ |x− x0| ≤ (1 + 1
4
)|T1(x)− T1(x0)|.(15)
Thus, if there are x, x˜ ∈ Hx0 with x, x˜ /∈ Γw such that T1(x) = T1(x˜), then
necessarily
1
2
≤ |x− x0||x˜− x0| ≤ 2.(16)
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Without loss of generality, we assume that |x−x0| ≤ |x˜−x0| and define r := |x−x0|.
Then (16) implies that x, x˜ ∈ A+r,2r(x0)∩Hx0 , where A+r,2r(x0) is the closed cylinder
centered at x0:
A+r,2r(x0) := {(x′′, xn, xn+1) ∈ B+1 | |x′′ − x′′0 | ≤ r,
r ≤
√
(xn − (x0)n)2 + (xn+1 − (x0)n+1)2 ≤ 2r}.
Since Γw is C
1,α with |νx0 − νx˜0 | . max{ǫ0, c∗}|x0 − x˜0|α, for any x0, x˜0 ∈ Γw ∩
B′1/2 and ν0 = en, we have that Γw ∩ A+r,2r(x0) = ∅ for a sufficiently small (but
independent of r) choice of the constants ǫ0, c∗. Thus, T1 is a C
1 mapping in
A+r,2r(x0)∩B+1/2 (because w is C2,γ away from Γw). We compute DT1 in A+r,2r(x0)∩
B+1/2. By using the asymptotics of Dw and D
2w around x0 (c.f. Propositions 3.1,
3.2), we obtain
|DT1(x) − I| . max{ǫ0, c∗}
(|x0|α + r2α) , x ∈ A+r,2r(x0) ∩ Nx0 ∩B+1/2,
where I is the identity map. Therefore, for sufficiently small, universal constants
ǫ0, c∗, the map T1 is injective in A
+
r,2r(x0) ∩Nx0 ∩B+1/2. This implies that T1(x) 6=
T1(x˜).
Step 1b: T1 : B
+
1/2 → T1(B+1/2) is a homeomorphism. By the continuity of T1 and
by the invariance of domain theorem, we infer that, as a mapping from int(B+1/2)
to T1(int(B
+
1/2)), T1 is a homeomorphism. We claim that this is also true for T1
as a map from B+1/2 to T1(B
+
1/2). Indeed, due to our previous considerations in
Step 1a, T1 is injective (and hence invertible) on the whole of B
+
1/2 (as a map onto
its image). Hence, it suffices to prove the continuity of the inverse. Here we dis-
tinguish three cases: Let y ∈ T1(B+1/2) and first assume that y ∈ T1(Γw ∩ B′1/2).
Then, (15) immediately implies the continuity of T−11 at y. Secondly, we assume
that y ∈ T1(B′1/2 \ Λw). Let x = T−11 (y) ∈ B′1/2 \ Λw. Then we carry out an even
reflection of w about xn+1 (and a corresponding partly even, partly odd reflection
for aij) as described in Remark 3.8 in [KRS15b]. The resulting reflected function
w˜ is still C1,1/2 regular in a (sufficiently small) neighborhood Bρ(x) ⊂ B+1/2 \Λw of
x. Moreover, the yn+1 -component of T
w˜
1 changes sign on passing from xn+1 > 0
to xn+1 < 0. Thus, the mapping T
w˜
1 is still injective as a mapping from Bρ(x)
to T w˜1 (Bρ(x)). Since it is also continuous, the invariance of domain theorem im-
plies that it is a homeomorphism from Bρ(x) to T
w˜
1 (Bρ(x)), which is an open
subset in Rn+1 containing y. In particular, this implies that our original map-
ping, (Tw1 )
−1, is continuous at y ∈ T1(B′1/2 \ Λw). Last but not least, for a point
y ∈ T1(B′1/2 ∩ int(Λw)), we argue similarly. However, instead of using an even
reflection, we carry out an odd reflection of w about xn+1. Again, we note that
the associated map T w˜1 changes sign on passing from xn+1 > 0 to xn+1 < 0. Thus,
arguing as in the second case, we again obtain the continuity of (Tw1 )
−1 at y. Com-
bining the results of the three cases therefore yields that T1 is a homeomorphism
as a map from B+1/2 to T1(B
+
1/2), which is relatively open in {yn ≥ 0, yn+1 ≤ 0}.
Step 1c: T is a homeomorphism. By definition of T1, we have that T1 = ψ ◦ T ,
where ψ(x) := (x′′, x2n−x2n+1,−2xnxn+1). We show that the injectivity of T follows
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immediately from the injectivity of T1. As T (B
+
1 ) ⊂ {y ∈ Rn+1|yn ≥ 0, yn+1 ≤ 0}
and as ψ is injective on this quadrant, we obtain T (U) = ψ−1 ◦ T1(U) for any
U ⊂ B+1 . Since T1 is open and ψ is continuous, this implies that T is open. Com-
bining this with the continuity of T , we obtain that T is homeomorphism from B+1/2
to T (B+1/2) ⊂ {y ∈ Rn+1|yn ≥ 0, yn+1 ≤ 0}.
Step 2: Differentiability. Recalling the regularity of the metric, aij ∈ C1,γ for
γ > 0, we observe that w ∈ C2,γloc (B+1 \ Γw). Thus, T is C1 away from Γw. In order
to show that T is a C1 diffeomorphism away from Γw, it suffices to compute its
Jacobian. For x ∈ B+1/2 \ Γw, let x0 = (x′′, g(x′′), 0) be the projection onto Γw.
Then, by the asymptotics for D2w (Proposition 3.2 applied in the non-tangential
cone Nx0), we have
det(DT (x)) = ∂nnw∂n+1,n+1w − (∂n,n+1w)2
= ∂nnWx0∂n+1,n+1Wx0 − (∂n,n+1Wx0)2 +max{ǫ0, c∗}O(|x − x0|−1+α).
A direct computation gives
∂nnWx0∂n+1,n+1Wx0 − (∂n,n+1Wx0)2
= − 9
16
a(x0)
2 en · νx0
(νx0 ·A(x0)νx0)(an+1,n+1(x0))
1
r˜
,
where
r˜ =
(
((x− x0) · νx0)2
(νx0 · A(x0)νx0)
+
x2n+1
an+1,n+1(x0)
)1/2
.
The C0,α regularity of νx0 and the ellipticity of A(x) = (a
ij(x)) entail that
c|x− x0| ≤ r˜ ≤ C|x− x0|, for some absolute constants 0 < c < C <∞.
Thus,
(17) det(DT (x)) = −c|x− x0|−1 +max{ǫ0, c∗}O(|x − x0|−1+α) < 0.
Therefore, after potentially choosing the constant 1/2 = 1/2(n, p, α) > 0 even
smaller, the implicit function theorem implies that T and T−1 are locally C1. Due
to the global invertibility, which we have proved above, the statement follows. 
3.3. Legendre function and nonlinear PDE. In this section we compute a
partial Legendre transform of a solution w of our problem (4). In this context it
becomes convenient to view the equation (4) in non-divergence form and to regard
the equation in the interior as a special case of the problem
aij∂iju = f(Du, u, y),
for a suitable function f . In our case f(Du, u, y) = −(∂iaij)∂ju. Starting from
this non-divergence form, we compute the equation which the Legendre function
satisfies (c.f. Proposition 3.9). By considering the explicit example of the Legendre
transform of Wx0 for x0 = 0, we motivate that the fully nonlinear equation in the
bulk is related to the Baouendi-Grushin operator (c.f. Example 3.12).
From now on we will work in the image domain T (B+1/2), where T is the partial
Hodograph transformation defined in (12). For simplicity, we set U := T (B+1/2)
and denote the straightened free boundary by P := T (Γw ∩ B′1/2). We recall that
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the Hodograph transform was seen to be invertible in U (c.f. Proposition 3.8). For
y ∈ U , we define the partial Legendre transform of w by the identity
(18) v(y) = w(x) − xnyn − xn+1yn+1, x = T−1(y).
A direct computation shows that
(19) ∂yiv = ∂xiw, i = 1, . . . , n− 1, ∂ynv = −xn, ∂yn+1v = −xn+1.
As a consequence of (19), the free boundary Γw ∩B′1/2 is parametrized by
xn = −∂ynv(y′′, 0, 0).(20)
As in [KPS15] the advantage of passing to the Legendre-Hodograph transform
consists of fixing (the image of the) free boundary, i.e. by mapping it to the co-
dimension two hyperplane y = (y′′, 0, 0). However, this comes at the expense of
a more complicated, fully nonlinear, degenerate (sub)elliptic equation for v. We
summarize this in the following:
Proposition 3.9 (Bulk equation). Suppose that aij ∈ C1,γ(B+1 ,R(n+1)×(n+1)sym ) is
uniformly elliptic. Let w : B+1 → R be a solution of the variable coefficient thin
obstacle problem and let v : U → R be its partial Legendre-Hodograph transform.
Then v ∈ C1(U) and it satisfies the following fully nonlinear equation
F (D2v,Dv, v, y) = −
n−1∑
i,j=1
a˜ij det

 ∂ijv ∂inv ∂i,n+1v∂jnv ∂nnv ∂n,n+1v
∂j,n+1v ∂n,n+1v ∂n+1,n+1v


+ 2
n−1∑
i=1
a˜i,n det
(
∂inv ∂i,n+1v
∂n,n+1v ∂n+1,n+1v
)
+ 2
n−1∑
i=1
a˜i,n+1 det
(
∂i,n+1v ∂inv
∂n,n+1v ∂nnv
)
+ a˜nn∂n+1,n+1v + a˜
n+1,n+1∂nnv − 2a˜n,n+1∂n,n+1v
− det
(
∂nnv ∂n,n+1v
∂n,n+1v ∂n+1,n+1v
)n−1∑
j=1
b˜j∂jv + b˜
nyn + b˜
n+1yn+1

 = 0,
(21)
where
a˜ij(y) := aij(x)
∣∣
x=(y′′,−∂nv(y),−∂n+1v(y))
,
b˜j(y) :=
n+1∑
i=1
(∂xia
ij)(x)
∣∣
x=(y′′,−∂nv(y),−∂n+1v(y))
.
Moreover, the following mixed Dirichlet-Neumann boundary conditions hold:
v = 0 on U ∩ {yn = 0}; ∂n+1v = 0 on U ∩ {yn+1 = 0}.
In particular, Γw ∩B1/4 is parametrized by xn = −∂ynv(y′′, 0, 0).
Remark 3.10. For convenience of notation, in the sequel we will also use the
notation F (v, y) := F (D2v,Dv, v, y). We emphasize that the coefficients a˜ij(y)
depend on v nonlinearly.
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The proof of Proposition 3.9 follows by computing the corresponding changes of
coordinates:
Proof. Due to the regularity of T−1 and w (19) directly entails that v ∈ C1(U). The
condition w = 0 on Γw ∩ B+1/4 immediately translates into v = 0 on P . Moreover,
it is easy to check from (19) and the Signorini boundary condition of w, that v = 0
on U ∩ {yn = 0} and ∂n+1v = 0 on U ∩ {yn+1 = 0}.
Now we derive the equation for v. Recalling that
y = T (x) = (x′, ∂xnw, ∂xn+1w), x = T
−1(y) = (y′,−∂ynv,−∂yn+1v),
and using (19), we have
DT =
(
In−1 0
A(w) H(w)
)
, DT−1 =
(
In−1 0
A(v) H(v)
)
in U \ P,
where
A(w) =
(
∂xnx1w . . . ∂xnxn−1w
∂xn+1x1w . . . ∂xn+1xn−1w
)
, H(w) =
(
∂xnxnw ∂xnxn+1w
∂xn+1xnw ∂xn+1xn+1w
)
,
A(v) = −
(
∂yny1v . . . ∂ynyn−1v
∂yn+1y1v . . . ∂yn+1yn−1v
)
, H(v) = −
(
∂ynynv ∂ynyn+1v
∂yn+1ynv ∂yn+1yn+1v
)
.
Next we expressD2w(x) in terms of D2v(y) if y ∈ U \P . Since (DT )−1 = DT−1,
we immediately obtain
(22) H(w) = H(v)−1, A(v) = −H(w)−1A(w).
Moreover, the identities (22) and (19) together with a direct calculation give
(∂yiyjv)(n−1)×(n−1) = (∂xixjw)(n−1)×(n−1) −A(w)tH(w)−1A(w),(23)
(∂xixjw)(n−1)×(n−1) = (∂yiyjv)(n−1)×(n−1) −A(v)tH(v)−1A(v).(24)
In order to compute the equation for v, we assume that aij ∈ C1,γ for some
γ > 0 and rewrite the equation for w in non-divergence form
(25) aij∂ijw + (∂ia
ij)∂jw = 0.
For convenience and abbreviation, we set
a˜ij(y) := aij(x)
∣∣
x=(y′′,−∂nv(y),−∂n+1v(y))
,
b˜j(y) :=
n+1∑
i=1
(∂xia
ij)(x)
∣∣
x=(y′′,−∂nv(y),−∂n+1v(y))
.
Plugging (22)-(24) into (25), and multiplying the resulting equation by
−J(v) := − det
(
∂nnv ∂n,n+1v
∂n,n+1v ∂n+1,n+1v
)
,
leads to the equation (21) for v. 
We conclude this section by computing the Legendre function of a 3/2-homogeneous
blow-up of a solution to the variable coefficient thin obstacle problem.
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Lemma 3.11. Let w : B+1 → R be a solution of the variable coefficient thin obstacle
problem and let x0 ∈ Γw∩B1/2. Assume that v is the Legendre function of w under
the Hodograph transformation y = Tw(x). Then at y0 = T
w(x0), the Legendre
function v has the asymptotic expansion
v(y) = vy0(y) + max{ǫ0, c∗}O(|y − y0|3+2α),
with the leading order profile
vy0(y) = −
4
27a2(x0)
((
νx0 ·A(x0)νx0
(νx0)n
yn
)3
−3
(
νx0 · A(x0)νx0
(νx0)n
(an+1,n+1(x0))
)
yny
2
n+1
)
− g(y0)yn + yn
(y′′ − y0) · ν′′x0
(νx0)n
,
where νx0 := (ν
′′
x0 , (νx0)n, 0) =
(−∇′′g(x0),1,0)√
1+|∇′′g(x0)|2
denotes the (in-plane) outer normal
to Λw at x0.
Proof. The claim follows from a straightforward calculation. Indeed, recall that
y(x) = (x′′, ∂nw(x), ∂n+1w(x)). From the asymptotics of ∂nw, ∂n+1w around x0 ∈
Γw in Proposition 3.1, we obtain the asymptotics of the inverse x = x(y) around
y0 = T
w(x0). Additionally, recalling that v(y) = w(x(y))−xn(y)yn−xn+1(y)yn+1,
we obtain the claimed asymptotic expansion of v around y0. 
It turns out that the function vy0(y) provides good intuition for the behavior of
solutions to (21). In order to obtain a better idea about the structure of F (v, y),
we compute its linearization at v0(y), which is the leading order expansion of v
at the origin. It is immediate from Lemma 3.11 (and using the normalization in
Remark 3.5 and Remark 3.6) that
v0(y) = −1
3
(
y3n − 3yny2n+1
)
.
Example 3.12 (Linearization at v0). Let v0 be the Legendre function of the blow-up
limit W0 at the origin, which itself is a global solution to the Signorini problem with
constant metric aij = δij. Then, the Legendre function v0 satisfies the nonlinear
PDE
F (D2v) = −∂nnv − ∂n+1,n+1v +
n−1∑
i=1
det

 ∂iiv ∂inv ∂i,n+1v∂niv ∂nnv ∂n,n+1v
∂n+1,iv ∂n+1,nv ∂n+1,n+1v

 = 0.
A direct computation leads to
∂F (M)
∂mij
∣∣
M=D2v0
= −

4(y2n + y2n+1) 0 00 1 0
0 0 1

 .
As a consequence, the linearization Lv0 = DvF
∣∣
v0
= 4(y2n + y
2
n+1)∆
′′ + ∂2n,n +
∂2n+1,n+1 is a constant coefficient Baouendi-Grushin operator.
The previous example and the observation that around the origin v is a per-
turbation of v0 and a
ij is a perturbation of the identity matrix, indicates that the
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linearization DvF (and hence F ) can be viewed as a perturbation of the Baouendi-
Grushin Laplacian. Motivated by this, we introduce function spaces which are
adapted to the Baouendi-Grushin operator in the next section.
4. Function spaces
In this section we introduce and discuss generalized Ho¨lder spaces (c.f. Definition
4.14, Proposition 4.17) which are adapted to our equation (21). These are the
spaces in which we apply the implicit function theorem in Section 6 to deduce the
tangential regularity of the Legendre function v. In order to define these spaces, we
use the intrinsic geometry induced by the Baouendi-Grushin operator. In particular,
we work with the intrinsic (or Carnot-Caratheodory) distance (c.f. Definition 4.1)
associated with the Baouendi-Grushin operator and corresponding intrinsic Ho¨lder
spaces (c.f. Definitions 4.6, 4.8).
Our function spaces are inspired by Campanato’s characterization of the classical
Ho¨lder spaces [Cam64] and are reminiscent of the function spaces used in [DSS14].
They are constructed on the one hand to capture the asymptotics of the Legendre
function and on the other hand to allow for elliptic estimates for the Baouendi-
Grushin operator (c.f. Proposition 4.19).
4.1. Intrinsic metric for Baouendi-Grushin Laplacian. In this section we
define the geometry which is adapted to our equation (21). This is motivated by
viewing our nonlinear operator from (21) as a variable coefficient perturbation of
the constant coefficient Baouendi-Grushin operator (c.f. Example 3.12)
∆G := (y
2
n + y
2
n+1)∆
′′ + ∂2n + ∂
2
n+1.
The Baouendi-Grushin operator is naturally associated with the Baouendi-Grushin
vector fields and an intrinsic metric:
Definition 4.1. Let Yi :=
√
y2n + y
2
n+1∂i, i ∈ {1, . . . , n − 1}, Yn := ∂n, Yn+1 :=
∂n+1 denote the Baouendi-Grushin vector fields. The metric associated with the
vector fields Yi is
ds2 =
n−1∑
j=1
dy2j
y2n + y
2
n+1
+ dy2n + dy
2
n+1.(26)
More precisely it is defined by the following scalar product in the tangent space:
gy(v, w) := (y
2
n + y
2
n+1)
−1

n−1∑
j=1
vjwj

+ vnwn + vn+1wn+1,
for all y ∈ Rn+1, v, w ∈ span{Yi(y)| i ∈ {1, . . . , n + 1}}. Let dG be the distance
function associated with this sub-Riemannian metric (or the associated Carnot-
Caratheodory metric):
dG(x, y) := inf{ℓ(γ)| γ : [a, b] ⊂ R→ Rn+1 joins x and y,
γ˙(t) ∈ span{Yi(γ(t))| i ∈ {1, . . . , n+ 1}}},
where
ℓ(γ) :=
ˆ b
a
√
gγ(t)(γ˙(t), γ˙(t))dt.
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Remark 4.2. We remark that for the family of dilations δλ(·) which is defined
by δλ(y
′′, yn, yn+1) := (λ
2y′′, λyn, λyn+1), we have dG(δλ(p), δλ(q)) = |λ|dG(p, q)
for p, q ∈ Rn+1. Moreover, from (26) for
√
y2n + y
2
n+1 ∼ 1 we have ds2 ∼ dy21 +
· · ·+ dy2n+1. Using these, it is possible to directly verify that dG is equivalent to the
following quasi-metric
d(x, y) = |xn − yn|+ |xn+1 − yn+1|+ |x
′′ − y′′|
|xn|+ |xn+1|+ |yn|+ |yn+1|+ |x′′ − y′′|1/2 .
Remark 4.3. In order to elucidate our choice of metric, we derive its form in
our original x-coordinates. To this end, we consider the case of the flat model
solution w(x) =W0(x). Denoting the Euclidean inner product on Rn+1 by g0 and
defining gW0 as the Baouendi-Grushin inner product from Definition 4.1, (26) (up
to constants), we obtain that gW0 = (x
2
n + x
2
n+1)
− 1
2T∗g0, where T is the Legendre
transformation associated with W0.
The previously defined intrinsic metric induces a geometry on our space. In
particular, it defines associated Baouendi-Grushin cylinders/balls:
Definition 4.4. Let 0 < r ≤ 1. We set
Br := {y ∈ Rn+1| |y′′| ≤ r2, y2n + y2n+1 ≤ r2}
to denote the closed non-isotropic Baouendi-Grushin cylinders. For
y0 ∈ P := {(y′′, yn, yn+1)|yn = yn+1 = 0}
we further define Br(y0) := y0 + Br. In the quarter space, we restrict the cylinders
to the corresponding intersection
B+r (y0) := Br(y0) ∩Q+, where Q+ := {y ∈ Rn+1| yn ≥ 0, yn+1 ≤ 0}.
Remark 4.5. Due to Remark 4.2, there are constants c, C > 0 such that for any
y0 ∈ P
B˜cr(y0) ⊆ Br(y0) ⊆ B˜Cr(y0), where B˜r(y0) = {y|dG(y, y0) < r}.
In the sequel, with slight abuse of notation, for y0 ∈ P we will not distinguish
between B˜r(y0) and Br(y0) for convenience of notation.
4.2. Function spaces. In the sequel, we consider the intrinsic Ho¨lder spaces which
are associated with the geometry introduced in Section 4.1:
Definition 4.6. Let Ω be a subset in Rn+1 and let α ∈ (0, 1]. Then
C0,α∗ (Ω) :=
{
u : Ω→ R| sup
x,y∈Ω
|u(x)− u(y)|
dG(x, y)α
<∞
}
.
Let
[u]C˙0,α∗ (Ω) := sup
x,y∈Ω
|u(x) − u(y)|
dG(x, y)α
.
For u ∈ C0,α∗ (Ω) we define
‖u‖C0,α∗ (Ω) := ‖u‖L∞(Ω) + [u]C0,α∗ (Ω).
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Remark 4.7. The mapping ‖ · ‖C0,α∗ : C
0,α
∗ → [0,∞) is a norm. By Remark 4.2
C0,α∗ (Ω) →֒ C0,
α
2 (Ω).
Hence, the pair (C0,α∗ (Ω), ‖ · ‖C0,α∗ (Ω¯)) is a Banach space.
Based on the spaces from Definition 4.6, we can further define higher order
Ho¨lder spaces:
Definition 4.8. Let
Y˜1 = yn∂1, Y˜2 = yn+1∂1, . . . , Y˜2n−1 = ∂n, Y˜2n = ∂n+1.
For k ∈ N, k ≥ 1, we say that u ∈ Ck,α∗ (Ω), if for all σi ∈ {1, . . . , 2n}, 1 ≤ i ≤ k,
the functions u, Y˜σ1 · · · Y˜σiu are continuous and Y˜σ1 · · · Y˜σku ∈ C0,α∗ (Ω). We define
‖u‖Ck,α∗ (Ω) = ‖u‖L∞(Ω)
+
k−1∑
j=1
∑
σ1,...,σj∈{1,...,2n}
‖Y˜σ1 · · · Y˜σju‖L∞(Ω)
+
∑
σ1,...,σk∈{1,...,2n}
‖Y˜σ1 · · · Y˜σku‖C0,α∗ (Ω).
(27)
Remark 4.9. The space Ck,α∗ (Ω) equipped with ‖ · ‖Ck,α∗ (Ω) is a Banach space.
Building on the previously introduced Ho¨lder spaces, we proceed to define the
function spaces which we use to prove the higher regularity of the Legendre function
v. These spaces, their building blocks and their role in our argument are reminis-
cent of the higher regularity approach of De Silva and Savin [DSS14]. In contrast to
the approach of De Silva and Savin we however use them in the linear set-up in the
sense that the (regular) free boundary has been fixed by the Legendre-Hodograph
transform (at the expense of working with a degenerate (sub)elliptic, fully nonlin-
ear equation). In this situation the approximation approach of De Silva and Savin
simply becomes a Taylor expansion of our solution at the straightened free bound-
ary. Moreover, we do not carry out the expansion up to arbitrary order, but only
up to order less than five. Beyond this we work with the implicit function theorem
(c.f. Theorem 3 in Section 6.3), which is more suitable to the variable coefficients
set-up. In particular, this restriction to an essentially leading order expansion with
respect to the non-tangential variables allows us to avoid dealing with regularity
issues in the non-tangential directions. Working in a conical domain and with met-
rics and inhomogeneities which are not necessarily symmetric with respect to the
non-tangential directions, we thus ignore potential higher-order singularities in the
non-tangential variables. This has the advantage of deducing the desired partial
regularity result in the tangential directions, which then entails the free boundary
regularity, without having to deal with potentially arising non-tangential singular-
ities.
Roughly speaking, our spaces interpolate between the regularity of the function
at P = {yn = yn+1 = 0} (at which the Baouendi-Grushin operator is only degener-
ate elliptic) and at { 12 < y2n + y2n+1 < 2} (in which the Baouendi-Grushin operator
is uniformly elliptic region). In order to make this rigorous, we need the notion of
an homogeneous polynomial :
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Definition 4.10 (Homogeneous polynomials). Let k ∈ N. We define the space of
homogeneous polynomials of degree less than or equal to k as
Pk ={pk(y)| pk(y) =
∑
|β|≤k
aβy
β,
such that aβ = 0 whenever
n−1∑
i=1
2βi + βn + βn+1 > k}.
Moreover, we define the space of homogeneous polynomials of degree exactly k as
Phomk ={pk(y)| pk(y) =
∑
|β|≤k
aβy
β,
such that aβ = 0 whenever
n−1∑
i=1
2βi + βn + βn+1 6= k}.
The definition of the homogeneous polynomials is motivated by the scaling prop-
erties of our operator ∆G. More precisely, we note the following dilation invari-
ance property: if u solves ∆Gu = f , then the function v(y) := u(δλ(y)), where
δλ(y) = (λ
2y′′, λyn, λyn+1), solves
∆Gv = λ
2fλ,
where fλ(y) = f(δλ(y)). This motivates to count the order of the tangential vari-
ables y′′ and the normal variables yn, yn+1 differently and define the homoge-
neous polynomials with respect to the Grushin scaling: pk(δλ(y)) = λ
kpk(y) for
pk ∈ Phomk .
Remark 4.11. We observe that for instance P ∈ P3 is of the form
P (y) = c0 +
n+1∑
i=1
aiyi +
∑
k∈{1,...,n−1},ℓ∈{n,n+1}
akℓykyℓ
+
(
c1y
3
n + c2y
2
nyn+1 + c3yny
2
n+1 + c4y
3
n+1
)
.
Using the notion of homogeneous polynomials, we further define an adapted
notion of differentiability at the co-dimension two hypersurface P :
Definition 4.12. Let k ∈ N and α ∈ (0, 1]. Given a function f , we say that f is
Ck,α∗ at P , if at each y0 ∈ P there exists an approximating polynomial Py0(y) =∑
aβ(y0)(y − y0)β ∈ Pk such that
f(y) = Py0(y) +O(dG(y, y0)
k+2α), as y → y0.
Remark 4.13. We note that for a multi-index β satisfying
∑n−1
i=1 2βi+βn+βn+1 ≤
k, the evaluation ∂βPy0(y0) = β!aβ(y0) corresponds to the (classical) β derivative
of f at y0, i.e. ∂
βf(y0) = β!aβ(y0).
With this preparation, we can finally give the definition of our function spaces:
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Definition 4.14 (Function spaces). Let ǫ, α ∈ (0, 1]. Then,
Xα,ǫ :={v ∈ C2,ǫ∗ (Q+) ∩ C0(Q+)| supp(∆Gv) ⊂ B+1 , v is C3,α∗ at P,
v = 0 on {yn = 0}, ∂n+1v = 0 on {yn+1 = 0}, ∂nnv = 0 on P,
and ‖v‖Xα,ǫ <∞},
Yα,ǫ :={f ∈ C0,ǫ∗ (Q+)| supp(f) ⊂ B+1 , f is C1,α∗ at P, f = ∂n+1f = 0 on P,
and ‖f‖Yα,ǫ <∞}.
The corresponding norms are defined as
‖f‖Yα,ǫ := sup
y¯∈P
[dG(·, y¯)−(1+2α−ǫ)(f − Py¯)]C˙0,ǫ∗ (B+3 (y¯)),
where Py¯(y) = yn∂nf(y¯);
‖v‖Xα,ǫ := sup
y¯∈P
(
‖dG(·, y¯)−(3+2α)(v − Py¯)‖L∞(B+
3
(y¯))
+
n+1∑
i,j=1
[dG(·, y¯)−(1+2α−ǫ)YiYj(v − Py¯)]C˙0,ǫ∗ (B+3 (y¯)) + [v]C2,ǫ∗ (Q+\B+3 (y¯))

 ,
where Py¯(y) = ∂nv(y¯)yn +
n−1∑
i=1
∂inv(y¯)(yi − y¯i)yn + 1
6
∂nnnv(y¯)y
3
n
+
1
2
∂n,n+1,n+1v(y¯)yny
2
n+1.
Let us discuss these function spaces Xα,ǫ: They are subspaces of the Baouendi-
Grushin Ho¨lder spaces C2,ǫ∗ (Q+), with the additional properties that these functions
are C3,α∗ along the edge P and that they satisfy the symmetry conditions v = 0
on {yn = 0} and ∂n+1v = 0 on {yn+1 = 0}. The condition ∂nnv = 0 on P is a
necessary compatibility condition which ensures that ∆G maps Xα,ǫ to Yα,ǫ. The
boundary conditions together with the C3,α∗ regularity allow us to conclude that any
function in Xα,ǫ has the same type of asymptotic expansion at P as the Legendre
function v. The support condition on ∆Gv together with the decay condition at
infinity (v ∈ C0(Q+) is a continuous function in Q+ vanishing at infinity) is to
ensure that (Xα,ǫ, ‖ · ‖Xα,ǫ) is a Banach space.
The spaces are the ones in which we apply the Banach implicit function theorem
later in Section 6.3. They are constructed in such a way as to
(i) mimic the asymptotics behavior of our Legendre functions (which are de-
fined in (18)) around the straightened regular free boundary P . In par-
ticular, the Legendre functions v associated with solutions w of (4) are
contained in the spaces Xα,ǫ for a suitable range of α, ǫ (c.f. Proposition
5.8).
(ii) The spaces are compatible with the mapping properties of the fully nonlin-
ear, degenerate, (sub)elliptic operator F from (21) (c.f. Proposition 6.1).
(iii) They are compatible with the linearization of the operator F (c.f. Propo-
sition 6.2). In particular they allow for “Schauder type” estimates for the
Baouendi-Grushin Laplacian.
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Remark 4.15. (i) We note that by our support assumptions
‖dG(·, y¯)−(1+2α)(f − Py¯)‖L∞(B+
3
(y¯))
≤ C[dG(·, y¯)−(1+2α−ǫ)(f − Py¯)]C˙0,ǫ∗ (B+3 (y¯)).
Similarly, by interpolation, we control all intermediate Ho¨lder norms of
v − Py¯ by ‖v‖Xα,ǫ .
(ii) We remark that the norms of Xα,ǫ and Yα,ǫ only contain homogeneous
contributions and do not include the lower order contributions which would
involve the norms of the approximating polynomials p(y) :=
∑
|α|≤k
aαy
α ∈
Phomk :
|p|k :=
∑
β
|aβ |.
Yet, this results in Banach spaces as additional support conditions are im-
posed on f,∆Gv. The Banach space property is shown in Lemma 8.11 in
the Appendix.
For locally defined functions we use the following spaces:
Definition 4.16 (Local function spaces). Given α, ǫ ∈ (0, 1] and R > 0.
Xα,ǫ(B+R) :={v ∈ C2,ǫ∗ (B+R)|v is C3,α∗ at P ∩ BR,
v = 0 on {yn = 0} ∩ BR, ∂n+1v = 0 on {yn+1 = 0} ∩ BR,
∂nnv = 0 on P ∩ BR and ‖v‖Xα,ǫ(B+R) <∞},
where
‖v‖Xα,ǫ(B+R) := supy¯∈P∩BR

 n+1∑
i,j=1
[dG(·, y¯)−(1+2α−ǫ)YiYj(v − Py¯)]C˙0,ǫ∗ (B+3 (y¯)∩B+R)
+‖dG(·, y¯)−(3+2α)(v − Py¯)‖L∞(B+
3
(y¯)∩B+R)
+ |Py¯|3
)
,
with Py¯ being as in Definition 4.14.
Similarly,
Yα,ǫ(B+R) :={f ∈ C0,ǫ∗ (B+R)|f is C1,α∗ at P ∩ BR,
f = ∂n+1f = 0 on P ∩ BR and ‖f‖Yα,ǫ(B+R) <∞},
where
‖f‖Yα,ǫ(B+R) := supy¯∈P∩BR
(
‖dG(·, y¯)−(1+2α)(f − Py¯)‖L∞(B+
3
(y¯)∩B+R)
+[dG(·, y¯)−(1+2α)(f − Py¯)]C˙0,ǫ∗ (B+3 (y¯)∩B+R) + |Py¯ |1
)
,
with Py¯ being as in Definition 4.14.
For the functions in Xα,ǫ and Yα,ǫ, the following characterization will be useful.
We postpone the proof to the Appendix, Section 8.1.
Proposition 4.17 (Characterization of Xα,ǫ and Yα,ǫ). Let v ∈ Xα,ǫ and f ∈ Yα,ǫ
and 2α > ǫ. Let r = r(y) :=
√
y2n + y
2
n+1 denote the distance from y to P . Let
y′′ := (y′′, 0, 0) ∈ P .
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(i) Then ∂nf(y
′′) ∈ C0,α(P ). Moreover, there exists f1(y) ∈ C0,ǫ∗ (Q+) vanish-
ing on P , such that for y ∈ B+3
f(y) = ∂nf(y
′′)yn + r
1+2α−ǫf1(y).
(ii) Then ∂nv(y
′′) ∈ C1,α(P ), ∂nnnv(y′′), ∂n,n+1,n+1v(y′′) ∈ C0,α(P ). More-
over, there exist functions C1, Vi, Cij ∈ C0,ǫ∗ (Q+), i, j ∈ {1, . . . , n + 1},
vanishing on P , such that for y ∈ B+3
v(y) = ∂nv(y
′′)yn +
∂nnnv(y
′′)
6
y3n +
∂n,n+1,n+1v(y
′′)
2
yny
2
n+1 + r
3+2α−ǫC1(y),
∂iv(y) = ∂inv(y
′′)yn + r
1+2α−ǫVi(y), i ∈ {1, . . . , n− 1},
∂nv(y) = ∂nv(y
′′) +
∂nnnv(y
′′)
2
y2n +
∂n,n+1,n+1v(y
′′)
2
y2n+1 + r
2+2α−ǫVn(y),
∂n+1v(y) = ∂n,n+1,n+1v(y
′′)ynyn+1 + r
2+2α−ǫVn+1(y),
∂ijv(y) = r
−1+2α−ǫCij(y),
∂inv(y) = ∂inv(y
′′) + r2α−ǫCin(y),
∂i,n+1v(y) = r
2α−ǫCi,n+1(y),
∂n,nv(y) = ∂nnnv(y
′′)yn + r
1+2α−ǫCn,n(y),
∂n,n+1v(y) = ∂n,n+1,n+1v(y
′′)yn+1 + r
1+2α−ǫCn,n+1(y),
∂n+1,n+1v(y) = ∂n,n+1,n+1v(y
′′)yn + r
1+2α−ǫCn+1,n+1(y).
Moreover, C1(y) = 0 = Vn+1(y) on {yn = 0}. For the decompositions in (i) and
(ii) we have
[∂nf ]C˙0,α(P∩B+
3
) + [f1]C˙0,ǫ∗ (B+3 )
≤ C‖f‖Yα,ǫ ,
[∂inv]C˙0,α(P∩B+
3
) + [∂nnnv]C˙0,α(P∩B+
3
) + [∂n,n+1,n+1v]C˙0,α(P∩B+
3
)
+
n+1∑
i,j=1
[Cij ]C˙0,ǫ∗ (B+3 )
+
n+1∑
j=1
[Vj ]C˙0,ǫ∗ (B+3 )
+ [C1]C˙0,ǫ∗ (B+3 )
≤ C‖v‖Xα,ǫ .
Remark 4.18. It is immediate that any f ∈ C0,ǫ∗ (Q+) with supp(f) ⊂ B+3 which
satisfies the decomposition in (i) is in Yα,ǫ. Moreover,
‖f‖Yα,ǫ ≤ C
(
[∂nf ]C˙0,α(P ) + [f1]C˙0,ǫ∗ (B+3 )
)
.
Similarly, it is not hard to show that functions v satisfying the decomposition in
(ii) with supp(∆Gv) ⊂ B+3 are in Xα,ǫ. In particular, this implies that Proposition
4.17 gives an equivalent characterization of the spaces Xα,ǫ and Yα,ǫ.
Motivated by the decomposition of Proposition 4.17, we sometimes also write
Yα,ǫ = ynC
0,α + r1+2α−ǫC0,ǫ∗ .
At the end of this section, we state the following a priori estimate (which should
be viewed as a Schauder type estimate for the Baouendi-Grushin operator):
Proposition 4.19. Let α ∈ (0, 1), ǫ ∈ (0, 1), v ∈ Xα,ǫ, f ∈ Yα,ǫ and
∆Gv = f.
Then we have
‖v‖Xα,ǫ ≤ C‖f‖Yα,ǫ.
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Remark 4.20. We note that the a priori estimates exemplify a scaling behavior
which depends on the support of the respective function. More precisely, let = ∆Gv
be supported in B+µ for some µ > 0. Then,
‖v‖Xα,ǫ ≤ C(1 + |µ|1+2α−ǫ)‖∆Gv‖Yα,ǫ .
The proof of Proposition 4.19 follows by exploiting the scaling properties of
our operator and polynomial approximations. This method is in analogy to the
Campanato approach (c.f. [Cam64]) to prove Schauder estimates for the Laplacian
(c.f. also [Gia83], [Wan92] and [Wan03] for generalizations to elliptic systems, fully
nonlinear elliptic and parabolic equations and certain subelliptic equations). Our
generalization of these spaces is adapted to our thin free boundary problem. We
postpone the proof of Proposition 4.19 to the Appendix, Section 8.2.
5. Regularity of the Legendre Function for Ck,γ Metrics
In this Section we return to the investigation of the Legendre function. We
recall that in Section 3.3 we transformed the free boundary problem (4) into a
fully nonlinear Baouendi-Grushin type equation for the Legendre function v. In
this section, we will study the regularity of the Legendre function v in terms of the
function spaces Xα,ǫ from Section 4.
In the whole section we assume that the metrics aij are C1,γ Ho¨lder regular for some
γ ∈ (0, 1). We start by showing that the Legendre function v (associated with a
solution w to (1)) is in the spaceXα,γ introduced in Section 4. This is a consequence
of transferring the asymptotics of w (which were derived in Propositions 3.1, 3.2 in
Section 3.1) to v. Here α is the (a priori potentially very small) Ho¨lder exponent
of the free boundary from Section 3.1.
In Section 5.2 (c.f. Propositions 5.5, 5.8), we exploit the structure of our nonlinear
equation to improve the regularity of v from Xα,ǫ to Xδ,ǫ for any δ ∈ (0, 1) and
ǫ ∈ (0, γ]. In particular this implies that the free boundary Γw is C1,δ regular for
any δ ∈ (0, 1).
5.1. Asymptotics of the Legendre function. Throughout this section we as-
sume that w solves the thin obstacle problem (4) with coefficients aij ∈ Ck,γ for
k ≥ 1 and γ ∈ (0, 1]. Moreover, we always assume that the conditions (A1)-(A7)
are satisfied. We further recall from Section 3.3 that the Legendre function v is
originally defined on U = T (B+1/2). However, after a rescaling procedure we may
assume that v is defined in B+2 .
We first rewrite the asymptotics of w (stated in Corollary 3.4) in terms of the
corresponding Legendre function v.
Proposition 5.1. Let aij ∈ Ck,γ with k ≥ 1 and γ ∈ (0, 1). Let w be a solution to
the variable coefficient thin obstacle problem and let v be its Legendre function as
defined in (18). Assume that w satisfies the asymptotic expansion in Proposition 3.2
with some α ∈ (0, 1). Then for any yˆ ∈ B+1 with
√
yˆ2n + yˆ
2
n+1 =: λ ∈ (0, 1), and
any multi-index β with |β| ≤ k + 1[
Dβv −Dβvyˆ′′
]
C˙0,γ∗ (B
+
λ/4
(yˆ))
≤ C(|β|, n, p)max{ǫ0, c∗}λ3+2α−γ−2|β′′|−|βn|−|βn+1|,
where vyˆ′′ is the leading order expansion of v at yˆ
′′ as defined in Lemma 3.11.
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Proof. We argue in three steps in which we successively simplify the problem:
Step 1: First reduction – Scaling. Given yˆ ∈ B+1 with
√
yˆ2n + yˆ
2
n+1 = λ > 0, we
project yˆ onto P = {yn = yn+1 = 0} and let yˆ′′ = (yˆ′′, 0, 0) denote the projection
point. Let
vˆyˆ′′,λ(ζ) :=
v(yˆ′′ + δλ(ζ)) − ∂nv(yˆ′′)(λζn)
λ3
,
with δλ(ζ) = (λ
2ζ′′, λζn, λζn+1). We note that vˆyˆ′′,λ is the Legendre function for
wx0,λ2(ξ) := w(x0 + λ
2ξ)/λ3 with x0 = T
−1(yˆ′′) . We set
ζˆ =
(
0,
yˆn
λ
,
yˆn+1
λ
)
∈ B′′1 × S1.
With this rescaling, it suffices to show that[
Dβ vˆyˆ′′,λ −Dβ vˆyˆ′′
]
C˙0,γ∗ (B
+
1/4
(ζˆ))
≤ C(|β|, n, p)max{ǫ0, c∗}λ2α,(28)
where vˆyˆ′′ denotes the Legendre function for wx0(ξ) = limλ→0+ wx0,λ2(ξ). Indeed,
the conclusion of Proposition 5.1 then follows by undoing the rescaling in (28).
Step 2: Second reduction. Given any multi-index β with |β| ≤ k+1, it is possible
to express Dβ vˆyˆ′′,λ as a function of wx0,λ2 and its derivatives:
Dβ vˆyˆ′′,λ(y) = Fβ(D
α˜wx0,λ2(x))
∣∣
x=(T
w
x0,λ
2
)−1(y)
, |α˜| ≤ |β|.
Here Fβ is an analytic function on the open set {J(wx0,λ2) 6= 0}. Let ξˆ =
(Twx0,λ2 )−1(ζˆ). We note that a sufficiently small choice of λ0 ∈ (0, 1) implies
that our change of coordinates is close to the square root mapping (c.f. Propo-
sition 3.1). Combining this with the observation that on scales of order one (i.e.
when ζ2n + ζ
2
n+1 ∼ 1) the Baouendi-Grushin metric is equivalent to the Euclidean
metric, results in the inclusions (Twx0,λ2 )−1(B1/4(ζˆ)), (Twx0 )−1(B1/4(ζˆ)) ⊂ B1/2(ξˆ)
and B3/4(ξˆ)∩ Γwx0,λ2 = ∅, B3/4(ξˆ)∩ Γwx0 = ∅. Thus, to show (28), it then suffices
to prove
[
Fβ(D
α˜wx0,λ2)− Fβ(Dα˜Wx0(x0 + ·))
]
C˙0,γ(B+
1/2
(ξˆ))
≤ C(|β|, n, p)max{ǫ0, c∗}λ2α,
(29)
and
‖(Twx0,λ2 )−1 − (Twx0 )−1‖C1(B+
3/4
) ≤ Cmax{ǫ0, c∗}λ2α(30)
for λ ∈ (0, λ0). Indeed, once we have obtained (29)-(30), (28) follows by the equiva-
lence of the Euclidean and Baouendi-Grushin geometries at scales of order one and
a triangle inequality.
Step 3: Proof of (29) and conclusion. To show (29), we use a Taylor expansion
and write
Fβ(D
α˜wx0,λ2)− Fβ(Dα˜Wx0(x0 + ·)) = Rα˜(wx0,λ2)(Dα˜wx0,λ2 −Dα˜Wx0(x0 + ·)),
where
Rα˜(wx0,λ2)(x) =
ˆ 1
0
∂mα˜Fβ(tD
α˜wx0,λ2(x) + (1 − t)Dα˜Wx0(x0 + x))dt.
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Since −C ≤ J(twx0,λ2+(1−t)Wx0) ≤ −c in B+1/2(ξˆ) and since wx0,λ2 ,Wx0(x0+·) ∈
Ck+1,γ(B+1/2(ξˆ)), we have that Rα˜(wx0,λ2) ∈ C0,γ(B+1/2(ξˆ)) with uniform bounds in
λ. Next we recall that by Corollary 3.4[
Dα˜wx0,λ2 −Dα˜Wx0(x0 + ·)
]
C˙0,γ(B+
1/4
(ξˆ))
≤ C(β)max{ǫ0, c∗}λ2α.
Combining this with the fact that Rα˜(wτ )(ξ) ∈ C0,γ(B+1/4(ξˆ)), yields (29). To
show (30), we first observe that ‖Twx0,λ2 − Twx0‖C1(B3/4(ξˆ)) ≤ Cmax{ǫ0, c∗}λ2α
by Corollary 3.4 and the definition of T . Then using the uniform boundedness
of ‖D(Twx0,λ2 )−1‖L∞(B+
1/2
(ξˆ)) and ‖D(Twx0 )−1‖L∞(B+
1/2
(ξˆ)) we obtain the desired
estimate. 
Using the spaces from Definition 4.14, we apply Proposition 5.1 to quantify the
regularity and asymptotics of our Legendre function:
Proposition 5.2. Under the assumptions of Proposition 5.1 we have v ∈ Xα,µ(B+1 )
for all µ ∈ (0, γ]. In particular, for y0 ∈ P ∩ B1 there exist functions Ckℓ ∈
C0,γ∗ (B+1 (y0)) with Ckl(y′′, 0, 0) = 0 for all k, l ∈ {1, . . . , n + 1} such that the fol-
lowing asymptotics are valid:
∂ijv(y) = (y
2
n + y
2
n+1)
−1dG(y, y0)
1+2α−γCij(y),
∂inv(y) =
(ei · νT−1(y0))
(en · νT−1(y0))
+ dG(y, y0)
2α−γCin(y),
∂i,n+1v(y) = dG(y, y0)
2α−γCi,n+1(y),(
∂nnv(y) ∂n,n+1v(y)
∂n+1,nv(y) ∂n+1,n+1v(y)
)
=
(
a0(y0)yn a1(y0)yn+1
a1(y0)yn+1 a1(y0)yn
)
+ dG(y, y0)
1+2α−γ
(
Cnn(y) Cn,n+1(y)
Cn,n+1(y) Cn+1,n+1(y)
)
.
Here i, j ∈ {1, . . . , n− 1}.
Remark 5.3. We emphasize that in the expression for ∂ijv it is not possible to
replace (y2n + y
2
n+1)
−1 by dG(y, y0)
−2. This is in analogy with Remark 3.3.
Proof. For each y0 ∈ P the proof of the asymptotics in the non-tangential cone
NG(y0) follows directly from Proposition 5.1, Lemma 3.11 (which yields the ex-
plicit expressions of the leading order asymptotic expansions) and a chain of balls
argument. In order to obtain the asymptotic expansion in the whole of B+1 (y0), we
use the regularity of the coefficient functions and the triangle inequality. We only
present the argument for ∂inv, since the reasoning for the other partial derivatives
is analogous. Hence, let y ∈ B+1 (y0) but y /∈ NG(y0). Let y¯ ∈ P ∩ B1 denote
the projection of y onto P . Then, by the triangle inequality, we may assume that
dG(y, y¯), dG(y¯, y0) ≤ CdG(y, y0). Thus, by virtue of the regularity of νT−1(y0), we
have that∣∣∣∣∂inv(y)− (ei · νT−1(y0))(en · νT−1(y0))
∣∣∣∣ ≤
∣∣∣∣∂inv(y)− (ei · νT−1(y¯))(en · νT−1(y¯))
∣∣∣∣
+
∣∣∣∣ (ei · νT−1(y¯))(en · νT−1(y¯)) −
(ei · νT−1(y0))
(en · νT−1(y0))
∣∣∣∣
≤ CdG(y, y¯)2α + C|y¯ − y0|α ≤ CdG(y, y0)2α.
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The Ho¨lder estimates are analogous. 
Remark 5.4. For later reference we conclude this section by noting that the close-
ness condition (A5) (and the asymptotics from Proposition 5.1) implies that
‖v − v0‖Xα,ǫ(B+1 ) ≤ Cmax{ǫ0, c∗},
where v0(y) = − 13 (y3n − 3yny2n+1) is the leading order expansion of v at the origin.
This will be used in the perturbation argument in Section 6.2 and in the application
of the implicit function theorem in Section 6.3.
5.2. Improvement of regularity. In this section we present a bootstrap argu-
ment to infer higher regularity of the Legendre function. By virtue of the previ-
ous section, we have that v ∈ Xα,ǫ(B+1 ) for some potentially very small value of
α ∈ (0, γ]. In this section we improve this regularity modulus further by showing
that α can be chosen arbitrarily close to one. To this end we argue in two steps: By
an expansion, we first identify the structure of F in terms of a leading order linear
operator and additional higher order controlled contributions (c.f. Proposition 5.5).
Then in a second step, we use this to bootstrap regularity (c.f. Proposition 5.8).
In the sequel we use the following abbreviations:
Gij(v) := − det

 ∂ijv ∂inv ∂i,n+1v∂jnv ∂nnv ∂n,n+1v
∂j,n+1v ∂n,n+1v ∂n+1,n+1v

 , i, j ∈ {1, . . . , n− 1},
Gi,n(v) := 2 det
(
∂inv ∂i,n+1v
∂n,n+1v ∂n+1,n+1v
)
, i ∈ {1, . . . , n− 1},
Gi,n+1(v) := 2 det
(
∂i,n+1v ∂inv
∂n,n+1v ∂nnv
)
, i ∈ {1, . . . , n− 1},
Gn,n(v) := ∂n+1,n+1v,
Gn+1,n+1(v) := ∂nnv,
Gn,n+1(v) := −∂n,n+1v,
J(v) := det
(
∂nnv ∂n,n+1v
∂n,n+1v ∂n+1,n+1v
)
.
With slight abuse of notation, we thus interpret Gij and J as functions from the
symmetric matrices R
(n+1)×(n+1)
sym to R and recall the notation for partial derivatives
of Gij with respect to the components mkℓ from Section 2.2:
∂mkℓG
ij(M) =
∂Gij(M)
∂mkℓ
, M = (mkℓ) ∈ R(n+1)×(n+1)sym .
With these conventions, the nonlinear equation (21) from Section 3.3, which is
satisfied by v, turns into
F (v, y) :=
n+1∑
i,j=1
a˜ij(y)Gij(v)− J(v)

n−1∑
j=1
b˜j∂jv + b˜
nyn + b˜
n+1yn+1

 = 0.(31)
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Relying on this structure, we derive a (self-improving) linearization. More pre-
cisely, for each y0 ∈ P ∩ B+1 , we will linearize the equation at vy0 , where
vy0(y) = ∂nv(y0)yn +
n−1∑
i=1
∂inv(y0)(yi − (y0)i)yn
+
∂nnnv(y0)
6
y3n +
∂n,n+1,n+1v(y0)
2
yny
2
n+1,
(32)
is the up to order three asymptotic expansion of v at y0. The linearization then
leads to the following self-improving structure:
Proposition 5.5. Let aij(x) ∈ C1,γ for some γ ∈ (0, 1]. Assume that v ∈ Xα,ǫ(B+1 )
with α ∈ (0, 1] solves F (v, y) = 0. Then at each point y0 ∈ P ∩ B+1/2, we have the
following expansion in B+r (y0) with 0 < r < 1/2:
F (v, y) = Ly0v + Py0(y) + Ey0(y).
Here
Ly0v = a˜
ij(y0)∂mkℓG
ij(vy0)∂kℓv = DvF
∣∣
(v,y)=(vy0 ,y0)
v,
Py0(y) = a˜
ij(y0)
(
Gij(vy0)− ∂mkℓGij(vy0)∂kℓvy0
) ∈ Phom1 ,
Py0(y) is of the form c0(y0)yn and Ey0(y) is an error term satisfying∥∥dG(·, y0)−η0Ey0∥∥L∞(B+
1/2
(y0))
+
[
dG(·, y0)−(η0−ǫ)Ey0
]
C˙0,ǫ∗ (B
+
1/2
(y0))
≤ C,
for η0 = min{1 + 4α, 3}.
Remark 5.6 (The role of α, 2α and 4α). As already seen in Proposition 4.17, the
parameter α in the space Yα,ǫ refers to the (tangential) Ho¨lder regularity (w.r.t. the
Euclidean metric) of the quotient fyn
∣∣
P
for any function f ∈ Yα,ǫ. The parameter
2α originates from the different scalings of the Euclidean metrics and Baouendi-
Grushin metrics (c.f. Remark 4.2). More precisely, for any y′′1 , y
′′
2 ∈ P , |y′′1 −
y′′2 | ∼ dG(y′′1 , y′′2 )2 by Remark 4.2, which accounts for the 2α in the definition of
the norm ‖f‖Yα,ǫ = supy¯∈P [dG(·, y¯)−(1+2α−ǫ)(f − Py¯)]C˙0,ǫ∗ . The parameter 4α in
Proposition 5.5 indicates an improvement of the tangential regularity of Ly0v/yn
at y0 from C
0,α to C0,2α.
Remark 5.7. By using the explicit expression of vy0 and G
ij(v), it is possible to
compute the form of the leading order operator:
Ly0 :=
n+1∑
i,j=1
a˜ij(y0)∂mkℓG
ij(vy0)∂kℓ
=
n−1∑
i,j=1
a˜ij
(
(A1)
2y2n+1 −A0A1y2n
)
∂ij
+ 2
n−1∑
i,j=1
a˜ij (BjA1yn∂in −BjA1yn+1∂i,n+1) +
n−1∑
i,j=1
a˜ijBiBj∂n+1,n+1
+ 2
n−1∑
i=1
a˜in (A1yn∂in −A1yn+1∂i,n+1 + Bi∂n+1,n+1)
+ a˜nn∂n+1,n+1 + a˜
n+1,n+1∂n,n.
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Here the coefficients a˜ij are evaluated at y0 and A0, A1, Bj are constants depending
on y0:
A0 := ∂nnnv(y0), A1 := ∂n,n+1,n+1v(y0),
Bj := ∂jnv(y0), j ∈ {1, . . . , n− 1}.
To obtain this, we have used the off-diagonal assumption (A3) for the metric aij,
i.e. ai,n+1(x′, 0) = 0 for i ∈ {1, . . . , n}.
We note that the operator Ly0 is a self-adjoint, constant coefficient Baouendi-
Grushin type operator. It is hypoelliptic as an operator on Rn+1 after an odd reflec-
tion in the yn variable and an even reflection in the yn+1 variable (c.f. [JSC87]).
Proof of Proposition 5.5. The proof of this result relies on a successive expansion
of the coefficients and the nonlinearities. Thus, we first expand a˜ij(y), Gij(v) and
the lower order term J(v) (· · · ) in (31) separately and then combine the results to
derive the desired overall expansion.
Step 1: Expansion of the leading term.
Step 1 a: Expansion of the coefficients. For the coefficients a˜ij we have
a˜ij(y) = a˜ij(y0) + E
y0,ij
2 (y),
where the error term Ey0,ij2 (y) satisfies∥∥∥dG(·, y0)−2Ey0,ij2 ∥∥∥
L∞(B+
1
(y0))
+
[
dG(·, y0)−(2−ǫ)Ey0,ij2
]
C˙0,ǫ∗ (B
+
1
(y0))
≤ C.(33)
Proof of Step 1a: The claim follows from the differentiability of aij(x) and the
asymptotics of ∇v. Using the abbreviations ξ(y) := (y′′,−∂nv(y),−∂n+1v(y)) and
ξ0 := (y
′′
0 ,−∂nv(y0),−∂n+1v(y0)) = (y′′0 ,−∂nv(y0), 0), we obtain
a˜ij(y) = aij(ξ(y)) = aij(ξ0) + (a
ij(ξ)− aij(ξ0))
= aij(ξ0) +
1ˆ
0
∇xaij((1− t)ξ0 + tξ(y))dt · (ξ0 − ξ(y)).
(34)
Hence, (34) turns into
a˜ij = a˜ij(y0) + E
y0,ij
2 (y),(35)
where
Ey0,ij2 (y) :=
1ˆ
0
∇′′xaij((1− t)ξ0 + tξ(y))dt · (y′′ − y′′0 )
+
n+1∑
k=n
1ˆ
0
∇xkaij((1− t)ξ0 + tξ(y))dt · (∂kv(y)− ∂kv(y0)).
Recalling the asymptotics of v from Definition 4.14 for v, we infer that for all
y ∈ B+1/2(y0)
|Ey0,ij2 (y)| ≤ C |(y′′ − y′′0 ,−∂nv(y) + ∂nv(y0),−∂n+1v(y))| ≤ CdG(y, y0)2.
Thus, we have shown that dG(y, y0)
−2Ey0,ij2 (y) ∈ L∞(B+1/2(y0)). Similarly, we also
obtain [dG(y, y0)
−(2−ǫ)Ey0,ij2 ]C˙0,ǫ(B+
1/2
(y0))
≤ C. This, together with Definition 4.14,
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yields the second estimate in (33).
Step 1 b: Expansion of the functions Gij . For the (nonlinear) functions Gij(v)
we have for all i, j ∈ {1, . . . , n+ 1}
Gij(v) = Gij(vy0) + ∂mkℓG
ij(vy0)∂kℓ(v − vy0) + Ey0,ij1 (y),
where the error Ey0,ij1 (y) satisfies the bounds
∥∥∥dG(·, y0)−(1+4α)Ey0,ij1 ∥∥∥
L∞(B+
1
(y0))
+
[
dG(·, y0)−(1+4α−ǫ)Ey0,ij1
]
C˙0,ǫ∗ (B
+
1
(y0))
≤ C.
(36)
Proof of Step 1b: To show the claim, we first expand
Gij(v) = Gij(vy0) + ∂mkℓG
ij(vy0)∂kℓ(v − vy0)
+
1
2
∂2mkℓmξηG
ij(vy0)∂kℓ(v − vy0)∂ξη(v − vy0)
+
1
6
∂3mkℓmξηmhsG
ij(vy0)∂kℓ(v − vy0)∂ξη(v − vy0)∂hs(v − vy0)
= Gij(vy0) + ∂mkℓG
ij(vy0)∂kℓ(v − vy0) + Ey0,ij1 (y).
(37)
Here the error term is given by
Ey0,ij1 (y) =
1
2
∂2mkℓmξηG
ij(vy0)∂kℓ(v − vy0)∂ξη(v − vy0)
+
1
6
∂3mkℓmξηmhsG
ij(vy0)∂kℓ(v − vy0)∂ξη(v − vy0)∂hs(v − vy0).
Hence, it remains to prove the error estimate (36). To this end we estimate each
term from the expression for Ey0,ij1 separately. We begin by observing that
ey0,ij(y) : = ∂mkℓmξηG
ij(vy0)∂kℓ(v − vy0)∂ξη(v − vy0)
= det

 ∂ijvy0 ∂in(v − vy0) ∂i,n+1(v − vy0)∂jnvy0 ∂nn(v − vy0) ∂n,n+1(v − vy0)
∂j,n+1vy0 ∂n,n+1(v − vy0) ∂n+1,n+1(v − vy0)


+ det

 ∂ij(v − vy0) ∂invy0 ∂i,n+1(v − vy0)∂jn(v − vy0) ∂nnvy0 ∂n,n+1(v − vy0)
∂j,n+1(v − vy0) ∂n,n+1vy0 ∂n+1,n+1(v − vy0)


+ det

 ∂ij(v − vy0) ∂in(v − vy0) ∂i,n+1vy0∂jn(v − vy0) ∂nn(v − vy0) ∂n,n+1vy0
∂j,n+1(v − vy0) ∂n,n+1(v − vy0) ∂n+1,n+1vy0

 ,
(38)
and
e˜y0,ij(y) := ∂3mkℓmξηmhsG
ij(vy0)∂kℓ(v − vy0)∂ξη(v − vy0)∂hs(v − vy0)
=
{
3Gij(v − vy0) if i, j ∈ {1, . . . , n− 1},
0 if i or j ∈ {n, n+ 1}.
For simplicity we only present the estimate for ey0,ij(y) in detail. To estimate the
difference ∂kℓ(v − vy0) for ℓ, k ∈ {1, . . . , n + 1} in B+1/2(y0), we use the definition
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of our function space Xα,ǫ (in the form of Definition 4.14 or in the form of the
decomposition from Proposition 4.17) to obtain that for y ∈ B+1/2(y0)
|∂ij(v − vy0)(y)| ≤ CdG(y, P )−1+2α,
|∂in(v − vy0)(y)| ≤ CdG(y, y0)2α,
|∂nn(v − vy0)(y)| ≤ CdG(y, y0)1+2α.
Using this and plugging the explicit expression for ∂ijvy0 (c.f. (32)) into (38) gives
|ey0,ij(y)| ≤ CdG(y, y0)1+4α. Similarly, |e˜y0,ij(y)| ≤ CdG(y, y0)1+6α. Hence, we
obtain
|Ey0,ij1 (y)| ≤ C|ey0,ij(y)|+ C|e˜y0,ij(y)| ≤ dG(y, y0)1+4α.
Moreover, it is not hard to deduce that dG(y, y0)
−(1+4α−ǫ)Ey0,ij1 (y) ∈ C˙0,ǫ∗ (B+1/2(y0)).
This concludes the proof of Step 1b.
Step 1c: Concatenation. We show that the leading order term a˜ijGij(v) has the
expansion
a˜ijGij(v) = a˜ij(y0)∂mkℓG
ij(vy0)∂kℓv + Py0(y) + E
y0
3 (y),
where
Py0(y) = a˜
ij(y0)
(
Gij(vy0)− ∂mkℓGij(vy0)∂kℓvy0
) ∈ Phom1 ,(39)
is a polynomial of the form c(y0)yn, and E
y0
3 (y) satisfies for η0 = min{3, 1 + 4α}
(40) ‖dG(·, y0)−η0Ey03 ‖L∞(B+
1/2
(y0))
+
[
dG(·, y0)−(η0−ǫ)Ey03
]
C˙0,ǫ∗ (B
+
1/2
(y0))
≤ C.
Proof of Step 1c: Using the expansions for a˜ij and for Gij(v) from Steps 1a and
1b, we obtain
a˜ij(y)Gij(v) = a˜ij(y0)G
ij(v) + Ey0,ij2 (y)G
ij(v)
= a˜ij(y0)
(
Gij(vy0) + ∂mkℓG
ij(vy0)∂kℓ(v − vy0) + Ey0,ij1 (y)
)
+ Ey0,ij2 (y)G
ij(v)
= a˜ij(y0)∂mkℓG
ij(vy0)∂kℓv + Py0(y) + E
y0
3 (y),
where
Ey03 (y) := a˜
ij(y0)E
y0,ij
1 (y) + E
y0,ij
2 (y)G
ij(v).
Recalling the error bounds from Steps 1a, 1b and further observing∣∣Gij(v)∣∣ ≤ CdG(y, y0),
entails (40).
Step 2: Expansion of the lower order contributions. For the lower order contri-
bution the asymptotics of v immediately yield∣∣∣∣∣∣J(v)(y)

n−1∑
j=1
b˜j(y)∂jv(y) + b˜
n(y)yn + b˜
n+1(y)yn+1


∣∣∣∣∣∣ ≤ Cc∗dG(y, P )3.
Here we used that ‖∇aij‖L∞ ≤ Cc∗. Hence, this error is small compared with the
error term Ey03 (y) from the leading order expansion (c.f. (40)). 
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The previous proposition allows us to apply an iterative bootstrap argument to
obtain higher regularity for v.
Proposition 5.8. Assume that v ∈ Xα,ǫ(B+1 ) for some α ∈ (0, 1], ǫ ∈ (0, γ],
and that it satisfies F (v, y) = 0 with aij(x) ∈ C1,γ for some γ ∈ (0, 1]. Then
v ∈ Xδ,ǫ(B+1/2) for any δ ∈ (0, 1).
Proof. If 1 + 4α < 3, i.e. 0 ≤ α < 1/2, Proposition 5.5 and Remark 5.7 yield that
for each fixed y0 ∈ P ∩ B1/2 the Legendre function v solves
Ly0v = Ly0vy0 + f˜ in B+1/2(y0),(41)
where Ly0 is the “constant coefficient” Baouendi-Grushin type operator from Re-
mark 5.7, Ly0vy0 = c(y0)yn and the function f˜(y) is such that
‖dG(·, y0)−(1+4α)f˜‖L∞(B+
1/2
(y0))
+ [dG(·, y0)−(1+4α−ǫ)f˜ ]C˙0,ǫ∗ (B+1/2(y0)) ≤ C,
where C depends on ‖v‖Xα,ǫ and [Daij ]C˙0,γ and is in particularly independent of
y0. We apply the compactness argument from the Appendix (c.f. the proof of
Proposition 8.9) at each point y0 ∈ P ∩ B1/2. This is possible as Ly0 is a self-
adjoint, constant coefficient subelliptic operator of Baoundi-Grushin type which
is hypoelliptic after suitable reflections (c.f. Remark 5.7 and [JSC87]). We note
that as in the case of the Grushin operator there are no fourth order homogeneous
polynomials with symmetry (even about yn+1 and odd about yn) which are solutions
to the equation Ly0v = 0. Combining the above approximation result along P∩B1/2
with the C2,ǫ∗ , ǫ ≤ γ, estimate in the corresponding non-tangential region (with
respect to P ) leads to v ∈ X2α,ǫ(B+1/4). We repeat the above procedure until
after finitely many, say, k, steps, 1 + 4kα > 3. This results in v ∈ Xδ,ǫ(B+1/2k)
for every δ ∈ (0, 1) (where we used the nonexistence of homogeneous fourth order
approximating polynomials). Repeating this procedure in B+1/2(y¯) for y¯ ∈ P ∩ B+1/2
and by a covering argument, we obtain that v ∈ Xδ,ǫ(B+1/2) for every δ ∈ (0, 1). 
6. Free Boundary Regularity for Ck,γ Metrics, k ≥ 1
In this section we apply the implicit function theorem to show that the regular
free boundary is locally in Ck+1,γ , if aij ∈ Ck,γ with k ≥ 1 and γ ∈ (0, 1). More-
over, we also argue that the regular free boundary is locally real analytic, if aij is
real analytic.
In order to invoke the implicit function theorem, we discuss the mapping proper-
ties of the nonlinear function F in the next two sections. More precisely, we prove
that
• the nonlinearity F maps Xδ,ǫ(B+1 ) to Yδ,ǫ(B+1 ) for any δ ∈ (0, 1) and ǫ
sufficiently small (c.f. Section 6.1),
• and that its linearization in a neighborhood of v0 is a perturbation of the
Baouendi-Grushin Laplacian and is hence invertible (c.f. Section 6.2).
Then in Section 6.3.1 we introduce an one-parameter family of diffeomorphisms
which will form the basis of our application of the implicit function theorem in
Section 6.3.2. In Section 6.3.2 we apply the implicit function theorem argument
to show the regularity of the free boundary in Ck,γ , k ≥ 1 metrics and analytic
metrics, which yields the desired proof of Theorem 1.
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6.1. Mapping properties of F . As a consequence of the representation of F
which was derived in Proposition 5.5 we obtain the following mapping properties
for our nonlinear function F .
Proposition 6.1. Let aij : B+1 → R(n+1)×(n+1)sym be a Ck,γ tensor field with k ≥ 1
and γ ∈ (0, 1]. Assume that the nonlinear function F is as in (31). Then for any
δ ∈ (0, 1] and ǫ ∈ (0, γ), we have that
F : Xδ,ǫ(B+1 )→ Yδ,ǫ(B+1 ).
These properties will be used in Propositions 6.6 and 6.7 to establish the mapping
properties of the nonlinear function to which we apply the implicit function theorem
in Section 6.3
Proof. The mapping properties of F are an immediate consequence of the repre-
sentation for F that was obtained in Proposition 5.5. Indeed, given any u ∈ Xδ,ǫ,
by Proposition 5.5, we have
F (u, y) =
n+1∑
i,j=1
a˜ij(y0)∂mkℓG
ij(uy0)∂kℓu+ Py0(y) + Ey0(y).
Due to Proposition 4.17, Proposition 5.5 and Remark 5.7 we infer that Py0(y) +
Ey0(y) ∈ Yδ,ǫ(B+1 ). For the remaining linear term we note that similarly as in the
proof of Proposition 5.5
a˜ij(y0)∂mkℓG
ij(uy0)∂kℓu = a˜
ij(y0)∂mkℓG
ij(uy0)∂kℓuy0
+ a˜ij(y0)∂mkℓG
ij(uy0)∂kℓ(u− uy0)
= c(y′′)yn + r
1+2α−ǫf(y),
with c(y′′) ∈ C0,δ(Rn−1 ∩ B+1 ) and f(y) ∈ C0,ǫ∗ (B+1 ). This implies the result. 
6.2. Linearization and the Baouendi-Grushin operator. In this section we
compute the linearization of F and show that it can be interpreted as a perturbation
of the Baouendi-Grushin Laplacian. We treat the cases aij ∈ Ck,γ with k = 1 and
k ≥ 2 simultaneously as only small modifications are needed in the argument. If
aij ∈ Ck,γ with k ≥ 2, by using the notation in (31),
F (D2v,Dv, y) :=
n+1∑
i,j=1
aij(y′′,−∂nv,−∂n+1v)Gij(v)− J(v)
n−1∑
j=1
bj(y′′,−∂nv,−∂n+1v)∂jv
− J(v)bn(y′′,−∂nv,−∂n+1v)yn − J(v)bn+1(y′′,−∂nv,−∂n+1v)yn+1,
In the case of aij ∈ C1,γ we view F as
F (D2v,Dv, y) =
n+1∑
i,j
aij(y′′,−∂nv,−∂n+1v)Gij(v) + f(y),
where f(y) = −J(v(y))

n−1∑
j=1
b˜j(y)∂jv(y) + b˜
n(y)yn + b˜
n+1(y)yn+1

 .
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Here we view F as a mapping F : R
(n+1)×(n+1)
sym ×Rn+1×U → R and introduce the
abbreviations
Fkℓ(M,P, y) :=
∂F (M,P, y)
∂mkℓ
, M = (mkℓ) ∈ R(n+1)×(n+1)sym , P ∈ Rn+1, y ∈ Rn+1,
Fk(M,P, y) :=
∂F (M,P, y)
∂pk
.
For notational convenience, we use the conventions
Fkℓ(v, y) := Fkℓ(D
2v,Dv, y), Fk(v, y) := Fk(D
2v,Dv, y), F (v, y) := F (D2v,Dv, y).
The linearization of F at v is
Lv := Fkℓ(v, y)∂kℓ + Fk(v, y)∂k.(42)
In the case aij ∈ Ck,γ with k ≥ 2, we have
Fkℓ(v, y) =
n+1∑
i,j=1
a˜ij∂mkℓG
ij(v)− ∂mkℓJ(v)

n−1∑
j=1
b˜j∂jv + b˜
nyn + b˜
n+1yn+1

 ,
Fk(v, y) = −J(v)
n−1∑
j=1
b˜j, for k ∈ {1, . . . , n− 1},
Fk(v, y) =
n+1∑
i,j=1
bijk G
ij(v) − J(v)

n−1∑
j=1
bjk∂jv + b
n
kyn + b
n+1
k yn+1

 , for k ∈ {n, n+ 1}.
Here
a˜ij := aij |(y′′,−∂nv(y),−∂n+1v(y)), b˜j =
n+1∑
i=1
∂xia
ij |(y′′,−∂nv(y),−∂n+1v(y))
bijk := ∂xka
ij |(y′′,−∂nv(y),−∂n+1v(y)),
bjk :=
n+1∑
i=1
∂xkxia
ij |(y′′,−∂nv(y),−∂n+1v(y)).
In particular, we note that the linearization of F already involves second order
derivatives of our metric aij .
In the case aij ∈ C1,γ , we have
Fkℓ(v, y) =
n+1∑
i,j=1
a˜ij∂mkℓG
ij(v), k, ℓ ∈ {1, . . . , n+ 1},
Fk(v, y) = 0, k ∈ {1, . . . , n− 1}; Fk(v, y) =
n+1∑
i,j=1
bijk G
ij(v), k ∈ {n, n+ 1}.
Let v0(y) := − 16
(
y3n − 3yny2n+1
)
be the (scaled) blow-up of v at 0. A direct compu-
tation shows that Fkℓ(v0, 0)∂kℓ = ∆G, where ∆G is the standard Baouendi-Grushin
Laplacian in Section 4.1. Thus, we write
Lv = ∆G + (Fkℓ(v, y)− Fkℓ(v0, 0)) ∂kℓ + Fk(v, y)∂k
=: ∆G + Pv.
With this at hand, we can prove the following mapping properties for Lv:
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Proposition 6.2. Let Lv,Pv be as above. Assume furthermore in the case of
aij ∈ Ck,γ with k ≥ 2 that [D2xaij ]C˙0,γ ≤ c∗. Given δ ∈ (0, 1] and ǫ ∈ (0,min{δ, γ}),
let Xδ,ǫ(B+1 ) and Yδ,ǫ(B+1 ) be the spaces from Definition 4.16. Then
Lv : Xδ,ǫ(B+1 )→ Yδ,ǫ(B+1 ).
Moreover, if ‖v − v0‖Xδ,ǫ(B+1 ≤ δ0, then
‖Pvw‖Yδ,ǫ(B+1 ) . max{δ0, c∗}‖w‖Xδ,ǫ(B+1 ), for all w ∈ Xδ,ǫ(B
+
1 ).
Proof. We first show the claims of the proposition in the case of aij ∈ Ck,γ with
k ≥ 2. We begin by arguing that Lvw ∈ Yδ,ǫ(B+1 ) if w ∈ Xδ,ǫ(B+1 ).
(a) To show this, we observe that
∑
k,ℓ
∂mkℓG
ij(v)∂kℓw = det

 ∂ijw ∂inw ∂i,n+1w∂inv ∂nnv ∂n,n+1v
∂i,n+1v ∂n+1,nv ∂n+1,n+1v


+ det

 ∂ijv ∂inv ∂i,n+1v∂inw ∂nnw ∂n,n+1w
∂i,n+1v ∂n+1,nv ∂n+1,n+1v

+ det

 ∂ijv ∂inv ∂i,n+1v∂inv ∂nnv ∂n,n+1v
∂i,n+1w ∂n+1,nw ∂n+1,n+1w

 ,
if i, j ∈ {1, . . . , n − 1} and for the remaining indices (i, j) the expression∑
k,ℓG
ij(v)∂kℓw is similar. Thus, the mapping property of
∑
i,j
∑
k,ℓ a˜
ij∂mkℓG
ij(v)∂kℓw
follows along the lines of the proof of Proposition 6.1 and Proposition 5.5.
(b) We discuss the term
n+1∑
i,j=1
n+1∑
ℓ=n
bijℓ ∂ℓwG
ij(v). As bijℓ is C
1,γ , it satisfies the
same decomposition as a˜ij in (33). Using the characterization for ∂nw,
∂n+1w from Proposition 4.17 (ii), we have that around y0 ∈ P ∩ B1/2∑
ℓ=n,n+1
bijℓ ∂ℓw = b˜
ij
n (y0)∂nw(y0) + E
ij
y0 ,
where Eijy0 satisfies the same error bounds as (33). Moreover, the functions
b˜ijn inherit the off-diagonal condition of a
ij , i.e. b˜i,n+1n = 0 on {yn+1 = 0}
for i ∈ {1, . . . , n}. Thus, using exactly the same estimate as for a˜ijGij(v) in
Step 1 of Proposition 5.5, we obtain that
n+1∑
i,j=1
n+1∑
ℓ=n
bijℓ ∂ℓwG
ij(v) ∈ Yδ,ǫ(B+1 ).
(c) The term
−J(v)

n−1∑
j=1
bjk∂jv + b
n
kyn + b
n+1
k yn+1

 ∂kw, k ∈ {n, n+ 1}
is a lower order term contained in Yδ,ǫ(B+1 ) as it is bounded by r(y)3 =
dist(y, P )3 and satisfies the right Ho¨lder bounds.
(d) Similarly, the contribution
−∂mkℓJ(v)

n−1∑
j=1
b˜j∂jv + b˜
nyn + b˜
n+1yn+1

 ∂kℓw, k, ℓ ∈ {n, n+ 1}
is a lower order term contained in Yδ,ǫ(B+1 ) as it is also bounded by dist(y, P )3
and satisfies the right Ho¨lder bounds.
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We continue by proving the bounds for Pv. To this end, we again consider the
individual terms in the linearization separately:
• Estimate of (Fkℓ(v, y)− Fkℓ(v0, 0)) ∂kℓw. We will only present the details
of the estimate for k, ℓ ∈ {1, . . . , n − 1}. The estimates for the remaining
terms are similar.
For k, ℓ ∈ {1, . . . , n− 1}, from (42) we have
Fkℓ(v, y) = −a˜kℓ(y)J(v).
By assumption v ∈ Xδ,ǫ(B+1 ) is in a δ0 neighborhood of v0 and by Propo-
sition 4.17 we have the decomposition (r = r(y) = (y2n + y
2
n+1)
1/2)
∂ijv(y) = r
−1+2δ−ǫCij(y),
∂inv(y) = Bi(y
′′) + r2δ−ǫCin(y),
∂i,n+1v(y) = r
2δ−ǫCi,n+1(y),
∂nnv(y) = A0(y
′′)yn + r
1+2δ−ǫCn,n(y),
∂n,n+1v(y) = A1(y
′′)yn+1 + r
1+2δ−ǫCn,n+1(y),
∂n+1,n+1v(y) = A1(y
′′)yn + r
1+2δ−ǫCn+1,n+1(y),
where Bi, A0, A1 ∈ C0,δ(P ∩ B1) with
(43) [Bi]C˙0,δ + ‖A0 − 1‖L∞ + ‖A1 − (−1)‖L∞ . δ0,
and Cij ∈ C0,ǫ∗ (B+1 ) with [Cij ]C˙0,ǫ∗ (B+1 ) . δ0. Thus, for k, ℓ ∈ {1, . . . , n− 1}
Fkℓ(v, y)− Fkℓ(v0, 0)
= − (a˜kℓ(y)− a˜kℓ(0)) J(v0)− a˜kℓ(y) (J(v) − J(v0))
. c∗(y
2
n + y
2
n+1) + δ0(y
2
n + y
2
n+1).
Consequently,
|(Fkℓ(v, y)− Fkℓ(v0, 0)) ∂kℓw(y)| . max{c∗, δ0}r1+2δ|r−(1−2δ)∂kℓw(y)|.
Moreover, it is not hard to check that[
r(·)−(1+2δ−ǫ)(Fkℓ(v, ·)− Fkℓ(v0, 0))∂kℓw
]
C˙0,ǫ∗ (B
+
1
)
. max{c∗, δ0}‖w‖Xδ,ǫ(B+1 ).
Hence, for k, ℓ ∈ {1, . . . , n− 1}
‖(Fkℓ(v, y)− Fkℓ(v0, 0))∂kℓw‖Yδ,ǫ(B+1 ) . max{c∗, δ0}‖w‖Xδ,ǫ(B+1 ).
For the remaining second order terms in the linearization we argue sim-
ilarly.
• Estimate for Fk(v, y)∂k. To estimate the lower order terms Fk(v, y), we
need to assume that aij ∈ C2,γ for some γ > 0. Furthermore, we assume
[D2xa
ij ]C˙0,γ ≤ c∗ (this assumption on the second derivatives becomes neces-
sary as the term Fk(v, y) with k ∈ {n, n+1} involves D2a, c.f. (42)). Note
that combining this with the assumption (A6) and using an interpolation
estimate we have ‖D2xaij‖L∞ ≤ Cc∗.
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We begin with the terms with k ∈ {1, . . . , n− 1}, i.e. with
Fk(v, y) = −J(v)
n−1∑
j=1
b˜j , b˜j =
n+1∑
i=1
∂xia
ij |(y′′,−∂nv,−∂n+1v).
As by our assumption (A6) ‖b˜i‖L∞ . c∗, the asymptotics of J(v) immedi-
ately yield that ‖Fk(v, y)∂kw‖Yδ,ǫ(B+1 ) . c∗‖w‖Xδ,ǫ(B+1 ) as long as ǫ ≤ γ.
For the contributions with k ∈ {n, n+1}, Fk(v, y) is of the same structural
form as the original nonlinear function F (v, y), however with coefficients
which contain an additional derivative, i.e. aij is replaced by bijk and b˜
j
is replaced by bjk (c.f. (42)). Thus, by the argument in Section 6.1 on
the mapping properties of the nonlinear function F (v, y), we infer that
Fk(v, y)∂kw ∈ Yα,ǫ(B+1 ), k ∈ {n, n+ 1} (for ǫ ≤ γ) for any w ∈ Xα,ǫ(B+1 ).
Moreover, it satisfies ‖Fk(v, y)∂kw‖Yδ,ǫ(B+1 ) . C[D
2aij ]C˙0,γ‖w‖Xδ,ǫ(B+1 ).
Combining the previous observations concludes the proof of Proposition 6.2 in the
case that k ≥ 2.
For the case k = 1, we notice that if aij ∈ C1,γ the linearization is simply given
by Lv = Fkℓ(v, y)∂kℓ +
n+1∑
i,j=1
bijk G
ij(v)∂k. Thus, a similar proof as for the case C
k,γ
with k ≥ 2 applies. 
6.3. Ho¨lder Regularity and Analyticity. In this section we apply the implicit
function theorem to show that if aij ∈ Ck,γ with k ≥ 1 and γ ∈ (0, 1), then the
regular free boundary is locally in Ck+1,γ .
To this end, we first define a one-parameter family of diffeomorphisms which we
compose with our Legendre function to create an “artificially parameter-dependent
problem”. Due to the regularity properties of F , this is then exploited to deduce
the existence of a solution to the parameter-dependent problem, which enjoys good
regularity properties in the artificially introduced parameter (c.f. Proposition 6.6).
Finally, this regularity is transfered from the parameter variable to the original
variables yielding the desired regularity properties of our Legendre function (c.f.
Theorems 3, 4). This then proves the claims of Theorem 1.
In the sequel, we will always assume that v is a Legendre function (c.f. (18))
which is associated with a solution of the variable coefficient thin obstacle problem
(4), which satisfies the normalizations (A4) and (A5). The coefficient metric aij ∈
Ck,γ , k ≥ 1, is assumed to obey the conditions (A1)-(A3) as well as (A6). We also
suppose that [D2xa
ij ]C˙0,γ ≤ c∗ if k ≥ 2. By rescaling we assume that v is well defined
in B+2 . We have shown in Proposition 5.8 that v ∈ Xδ,ǫ(B+1 ) for any δ ∈ (0, 1)
and ǫ ∈ (0, γ]. Furthermore, we recall that ‖v − v0‖Xδ,ǫ(B+1 ) ≤ Cmax{ǫ0, c∗} (c.f.
Remark 5.4), where v0(y) = − 16 (y3n − 3yny2n+1) is the model solution, which is the
(rescaled) blow-up of v at 0.
6.3.1. An infinitesimal translation. For y ∈ Rn+1 and a ∈ Rn−1 fixed, we consider
the following ODE
φ′(t) = a((3/4)2 − |φ(t)|2)5+η(yn, yn+1),
φ(0) = y′′.
(44)
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Here η is an in the yn, yn+1 variables radially symmetric smooth cut-off function
supported in {(yn, yn+1)| y2n + y2n+1 < 1/2}, which is equal to one in {y2n + y2n+1 ≤
1/4}. We denote the unique solution to the above ODE by φa,y(t) and let
Φa(y) := (φa,y(1), yn, yn+1).
Due to the C5 regularity of the right hand side of (44), we obtain that φa,y(1) is
C5 in y. Moreover, an application of a fixed point argument yields that φa,y(1) is
analytic in the parameter a. We summarize these properties as:
Lemma 6.3. For each a ∈ Rn−1, Φa : Rn+1 → Rn+1 is a C5 diffeomorphism. The
mapping Rn−1 ∋ a 7→ Φa ∈ C5(Rn+1) is analytic.
Moreover, we note that Φa enjoys further useful properties:
Lemma 6.4. (i) For each a ∈ Rn−1, Φa({yn = 0}) ⊂ {yn = 0} and Φa({yn+1 =
0}) ⊂ {yn+1 = 0}. Moreover, Φa(y) = y if y /∈ {y ∈ Rn+1| |y′′| <
3
4 , y
2
n + y
2
n+1 <
1
2}.
(ii) For each a ∈ Rn−1 and y ∈ {y ∈ Rn+1| y2n + y2n+1 < 14}, we have Φa(y) =
(φa,y′′(1), yn, yn+1), i.e. Φa only acts on the tangential variables.
(iii) For each a ∈ Rn−1, ∂n+1Φa(y′′, yn, 0) = (0, . . . , 0, 1).
(iv) At a = 0, Φ0(y) = y for all y ∈ Rn+1.
Proof. This follows directly from the definition of Φa and a short calculation. 
Let v be a Legendre function as described at the beginning of Section 6.3. We
use the family of diffeomorphisms Φa to define a one-parameter family of functions:
va(y) := v(Φa(y)).
We first observe that the space Xδ,ǫ (c.f. Definition 4.14) is stable under the dif-
feomorphism Φa:
Lemma 6.5. If v ∈ Xδ,ǫ(B+1 ), then va = v ◦ Φa ∈ Xδ,ǫ(B+1 ) as well.
Proof. We first check that va satisfies the Dirichlet-Neumann boundary condition.
Indeed, by (i) in Lemma 6.4, if v = 0 on {yn = 0}, then va = 0 on {yn = 0} as well.
To verify the Neumann boundary condition, we compute
∂n+1va(y) =
n+1∑
k=1
∂kv(z)
∣∣
z=Φa(y)
∂n+1Φ
k
a(y).
Thus by (i) and (iii) of Lemma 6.4, ∂n+1va = 0 on {yn+1 = 0}.
Next by property (ii) of Lemma 6.4, for y ∈ {y ∈ Rn+1|y2n + y2n+1 < 14} and
i, j ∈ {1, . . . , n− 1},
∂iva(y) =
n−1∑
k=1
∂kv(z)
∣∣
z=Φa(y)
∂iΦ
k
a(y
′′),
∂ijva(y) =
n−1∑
k,ℓ=1
∂kℓv(z)
∣∣
z=Φa(y)
∂iΦ
k
a(y
′′)∂jΦ
ℓ
a(y
′′) +
n−1∑
k=1
∂kv(z)
∣∣
z=Φa(y)
∂ijΦ
k
a(y
′′),
∂inva(y) =
n−1∑
k=1
∂knv(z)
∣∣
z=Φa(y)
∂iΦ
k
a(y
′′).
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Thus, combining these calculations with the fact that Φa fixes the (yn, yn+1) vari-
ables ((ii) of Lemma 6.4), it is not hard to check that va satisfies the decomposition
in Proposition 4.17 in the region {y ∈ Rn+1|y2n + y2n+1 < 14}. The regularity of Φa
and of v, entails that va ∈ C2,ǫ∗ outside of the region {y ∈ Rn+1|y2n + y2n+1 < 14}.
Thus, va ∈ Xδ,ǫ(B+1 ). 
Since v satisfies F (v, y) = 0, the function va(y) = v(Φa(y)) solves a new equation
Fa(u, y) = 0. Here
Fa(u, y) = F (u(Φ
−1
a (z)), z)
∣∣
z=Φa(y)
.(45)
For this equation we note the following properties:
Proposition 6.6. Let aij ∈ Ck,γ with k ≥ 1, γ ∈ (0, 1]. Then for each a ∈ Rn−1,
Fa maps Xδ,ǫ(B+1 ) into Yδ,ǫ(B+1 ). Moreover,
(i) for each a ∈ Rn−1, the mapping
Fa(·, y) : Xδ,ǫ(B+1 )→ Yδ,ǫ(B+1 ), u 7→ Fa(u, y),
is Ck−1,γ−ǫ in u.
(ii) For each u ∈ Xα,ǫ(B+1 ), the mapping
F·(u, y) : R
n−1 → Yδ,ǫ(B+1 ), a 7→ Fa(u, y),
is Ck−1,γ−ǫ in a. If aij is real analytic in B+1 , then Fa is real analytic in
a.
Proof. We first check the mapping property of Fa. Let Ψa(z) := Φ
−1
a (z) and let
u˜a(z) := u(Φ
−1
a (z)). A direct computation shows that for i, j ∈ {1, . . . , n − 1},
η, ξ ∈ {n, n+ 1} and y ∈ {y2n + y2n+1 ≤ 14}
∂ij u˜a(z) =
n−1∑
k,ℓ=1
∂kℓu(Ψa(z))∂iΨ
k
a(z)∂jΨ
ℓ
a(z) +
n−1∑
k=1
∂ku(Ψa(z))∂ijΨ
k
a(z),
∂iξu˜a(z) =
n−1∑
k=1
∂kξu(Ψa(z))∂iΨ
k
a(z),
∂ξu˜a(z) = ∂ξu(Ψa(z)),
∂ηξu˜a(z) = ∂ηξu(Ψa(z)).
By property (ii) of Lemma 6.4 and a similar argument as in Lemma 6.5 we have
that u˜a = u ◦ Ψa ∈ Xδ,ǫ(B+1/4), if u ∈ Xδ,ǫ(B+1 ). Thus, by Proposition 6.1,
F (u˜a, z) ∈ Yδ,ǫ(B+1/4). By (ii) in Lemma 6.4, F (u˜a, z)
∣∣
z=Φa(y)
∈ Yδ,ǫ(B+1/4) as well.
Outside of {y2n + y2n+1 ≤ 14}, the statement follows without difficulties.
Next we show the regularity of Fa(u, y) in u and in the parameter a which were
claimed in the statements (i) and (ii). We first show that when a = 0, u 7→
F (u, y) is Ck−1,γ−ǫ. Indeed, we recall the expression of F (v, y) from the begin-
ning of Section 6.2. By a similar estimate as in Proposition 6.2 we have that
u 7→ ∑i,j aij(z′′,−∂nu,−∂n+1u)Gij(u) is Ck−1,γ−ǫ regular. To estimate the con-
tribution J(u)(bj(u)∂ju + b
n(u)yn + b
n+1(u)yn+1) (in the case k ≥ 2), we use the
bound
|b(u1, x)− b(u2, y)| . ‖b‖C˙0,γ‖u1 − u2‖γ−ǫXα,ǫ(B+1 )|x− y|
ǫ.
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Here we used the decomposition property of u ∈ Xδ,ǫ(B+1 ) from Proposition 4.17,
that b is C0,γ as a function of its arguments and the definition b(u, y) := b(y′′,−∂nu,−∂n+1u).
Combining this we infer that
‖(Dk−1u1 F −Dk−1u2 F )(hk−1)‖Yα,ǫ(B+1 ) .k ‖u1 − u2‖
γ−ǫ
Xα,ǫ(B
+
1
)
‖h‖k−1
Xα,ǫ(B
+
1
)
.
To show the regularity of u 7→ Fa(u, y) for nonzero a, we use the definition of Fa in
(45) and the computation for D2u˜a from above. The argument is the same as for
a = 0.
Now we show the regularity of Fa(u, y) in a for fixed u. We only show the case
when k = 1. The remaining cases follow analogously. We recall that
F (u, z) =
n+1∑
i,j
aij(z′′,−∂nu,−∂n+1u)Gij(u) + f(z),
where f(z) = −J(v(z))

n−1∑
j=1
b˜j(z)∂jv(z) + b˜
n(z)zn + b˜
n+1(z)zn+1

 ,
and that Fa(u, y) = F (u(Ψa(z)), z)
∣∣
z=Φa(y)
from (45). Since a 7→ Ψa and a 7→ Φa
are real analytic and since F (v, z) : Xδ,ǫ(B+1 )→ Yδ,ǫ(B+1 ) is Ck−1,γ−ǫ regular in v,
it suffices to note the regularity of the mappings
a 7→ aij((Φa(y))′′,−∂nu,−∂n+1u)Gija (u)
in a as functions from Rn−1 to Yδ,ǫ(B+1 ). For the term f(z)|z=Φa(y), since f(z) has
the form f(z) = r(z)3−ǫf˜(z) with r(z) = (z2n + z
2
n+1)
1/2 and since f˜(z) is C0,γ in
its tangential variables (due to the regularity of b˜j and the fact that f(z) involves
only lower order derivatives of v), the map
R
n−1 ∋ a 7→ f˜a(y) := f˜(Φa(y)) ∈ C0,ǫ∗
is C0,γ−ǫ regular. 
6.3.2. Application of the implicit function theorem and regularity. With this prepa-
ration we are now ready to invoke the implicit function theorem. We seek to apply
the implicit function theorem in the spacesXδ,ǫ and Yδ,ǫ from Definition 4.14. How-
ever, the Legendre function v is only defined in B+1 . Thus, we extend it into the
whole quarter spaceQ+. In order to avoid difficulties at (artificially created) bound-
aries, we base our argument not on va but instead consider wa := va−v, where v is
the original Legendre function. For this function we first note that supp(wa) ⋐ B+3/4,
which follows from the definition of the diffeomorphism Φa. Moreover, wa solves
the following fully nonlinear, degenerate elliptic equation:
F˜a(wa, y) := Fa(wa + v, y) = 0 in B+1 .
We extend wa to the whole quarter space Q+ by setting wa = 0 in Q+ \ B+1 . Using
wa = 0 in Q+ \ B+3/4, the function wa solves the equation
Ga(wa, y) := η(dG(y, 0))F˜a(wa + v, y) + (1 − η(dG(y, 0)))∆Gwa = 0,
in Q+. Here η : [0,∞) → R is a smooth cut-off function with η(s) = 1 for s ≤ 34
and η(s) = 0 for s ≥ 1. This extension is chosen such that the operator is of
“Baouendi-Grushin type” around the degenerate set P = {yn = yn+1 = 0} and the
Baouendi-Grushin type estimates from Proposition 4.19 and from the Appendix,
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Section 8.2, can be applied in a neighborhood of P . The function Ga satisfies the
following mapping properties:
Proposition 6.7. Assume that aij ∈ Ck,γ with k ≥ 1 and γ ∈ (0, 1]. Given
a ∈ Rn−1, Ga maps from Xδ,ǫ into Yδ,ǫ for each δ ∈ (0, 1) and ǫ ∈ (0, γ). Let
L := DwGa
∣∣
(a,w)=(0,0)
be the linearization of Ga at w = 0 and a = 0. Then
L : Xδ,ǫ → Yδ,ǫ is invertible.
Proof. Let η¯(y) := η(dG(y, 0)). By Proposition 5.5 the Legendre function v ∈
Xδ,ǫ(B+1 ) for any δ ∈ (0, 1). Thus by Proposition 6.6, F˜a(w, y) = Fa(w + v, y) ∈
Yδ,ǫ(B+1 ) for any w ∈ Xδ,ǫ and y ∈ B+1 . Since the Baouendi-Grushin Laplacian also
has this mapping property, i.e. ∆G : Xδ,ǫ → Yδ,ǫ, and using the support assumption
of η, we further observe that Ga = η¯Fa + (1− η¯)∆G maps Xδ,ǫ into Yδ,ǫ.
By (iv) in Proposition 6.4, it is not hard to check that the linearization of Ga at
(0, 0) is given by
L = (DwGa)|(0,0) = η¯ (Fkℓ(v, y)∂kℓ + Fk(v, y)∂k) + (1− η¯)∆G.(46)
Firstly, by Proposition 6.2, L maps Xδ,ǫ into Yδ,ǫ. Moreover, L can be written as
L = ∆G+η¯Pv. Since ‖v−v0‖Xα,ǫ(B+1 ) . max{ǫ0, c∗} by Remark 5.4, Proposition 6.2
implies that ‖η¯Pv(w)‖Yδ,ǫ . max{ǫ0, c∗}‖w‖Xδ,ǫ for ǫ ∈ (0, γ). Thus if ǫ0 and c∗
are sufficiently small, L : Xδ,ǫ → Yδ,ǫ is invertible, as ∆G : Xδ,ǫ → Yδ,ǫ is invertible
(c.f. Lemma 8.12). 
Theorem 3 (Ho¨lder regularity). Let aij ∈ Ck,γ(B+1 ,R(n+1)×(n+1)sym ) with k ≥ 1 and
γ ∈ (0, 1). Let w : B+1 → R be a solution of the variable coefficient thin obstacle
problem with metric aij. Then locally Γ3/2(w) is a C
k+1,γ graph.
Proof. Step 1: Almost optimal regularity. We apply the implicit function theorem
to Ga : Xδ,ǫ → Yδ,ǫ with δ and ǫ chosen such that ǫ ∈ (0, γ/2), δ = 1 − ǫ ∈ (0, 1)
(as explained above, for k = 1 we here interpret the lower order term as a function
of y in the linearization). We note that as a consequence of Proposition 6.6, for
v ∈ Xδ,ǫ, Ga(v) (interpreted as the function G·(v) : Rn−1 ∋ a 7→ Ga(v) ∈ Yδ,ǫ)
is Ck−1,γ−ǫ in a. Thus, the implicit function theorem yields a unique solution
w˜a in a neighborhood B
′′
ǫ0(0) × U of (0, 0) ∈ Rn−1 × Xδ,ǫ (c.f. Proposition 6.6).
Moreover, the map Rn−1 ∋ a 7→ w˜a ∈ Xδ,ǫ is Ck−1,γ−ǫ. Hence, for all multi-indices
β = (β′′, 0, 0) with |β| = k − 1,∥∥∥∥∂βa w˜a1 − ∂βa w˜a2|a1 − a2|γ−ǫ
∥∥∥∥
Xδ,ǫ
≤ C
∥∥∥∥∂βa Ga1(w˜a1)−Ga2(w˜a1)|a1 − a2|γ−ǫ
∥∥∥∥
Yδ,ǫ
<∞.
In particular,[
∂βa ∂inw˜a1 − ∂βa ∂inw˜a2
|a1 − a2|γ−ǫ
]
C˙0,δ(P )
≤ C
∥∥∥∥∂βa Ga1(w˜a1)−Ga2(w˜a1)|a1 − a2|γ−ǫ
∥∥∥∥
Yδ,ǫ
<∞.(47)
Since by Lemma 6.5 wa = va−v ∈ U if a ∈ B′′ǫ1(0) for some sufficiently small radius
ǫ1, the local uniqueness of the solution implies that w˜a = wa for a ∈ B′′ǫ1(0). Thus,
va = v + wa = v + w˜a is C
k−1,γ−ǫ in a. Combined with (47) this in particular
implies that for any multi-index β = (β′′, 0, 0) with |β| = k − 1[
∂βa ∂inva1 − ∂βa∂inva2
|a1 − a2|γ−ǫ
]
C˙0,δ(P )
≤ C <∞.(48)
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Recalling that the a-derivative corresponds to a tangential derivative in B1/2 and
the fact that Ho¨lder and Ho¨lder-Zygmund spaces agree for non-integer values (c.f.
[Tri92]), this implies that for any multi-index β = (β′′, 0, 0) with |β| ≤ k − 1,
∂β∂inv ∈ C1,γ−2ǫ(P ∩ B1/2). By the characterization of the free boundary as
Γw = {x ∈ B′1|xn = −∂nv(x′′, 0, 0)} this implies that Γw is a Ck+1,γ−2ǫ graph for
any ǫ ∈ (0, γ/2). As ǫ > 0 can be chosen arbitrarily small, this completes the proof
of the almost optimal regularity result.
Step 2: Optimal regularity. In order to infer the optimal regularity result, we
argue by scaling and our previous estimates. More precisely, we have that
[∆γ−ǫa ∂in∂
β
a w˜a]C˙0,δ ≤ ‖∆γ−ǫa ∂in∂βa w˜a‖Xδ,ǫ ≤ C‖∆γ−ǫa ∂βaGa(w˜a1)‖Yδ,ǫ
≤ C (‖∆γ−ǫa ∂βaG1a(w˜a1)‖Yδ,ǫ + ‖∆γ−ǫa ∂βaG2a(w˜a1 )‖Yδ,ǫ) .
Here G1a(·) is the term that originates from F 1(v, y) =
n+1∑
i,j=1
a˜ij(y)Gij(v) and G2a(·)
is the contribution that originates from the lower order contribution
F 2(v, y) = −J(v(y))

n−1∑
j=1
b˜j(y)∂jv(y) + b˜
n(y)yn + b˜
n+1(y)yn+1

 .
The notation ∆γ−ǫa denotes the difference quotient in a with exponent γ − ǫ. We
now consider the norms on the right hand side of (6.3.2) more precisely and consider
their rescalings. A typical contribution of ‖∆γ−ǫa ∂βaG2a(w˜a1)‖Yδ,ǫ for instance is
[r−(1+2δ−ǫ)∆γ−ǫa ∂
β
a b˜
j
aJ(va1)∂jva1 ]C0,ǫ∗ (B+2 )
.
We focus on this contribution and on the case k = 1. The other terms can be
estimated by using similar ideas. We consider the rescaled function vλ,a(y), where
vλ(y) :=
v(δλ(y))
λ3 (with δλ(y) = (λ
2y′′, λyn, λyn+1)) and vλ,a(y) := vλ(Φa(y)). The
function wλ,a(y) := vλ,a(y) − vλ(y) is defined as its analogue from above. It is
compactly supported in B+3/4 (by definition of Φa) and the functions vλ and wλ,a
satisfy similar equations as v, wa. Thus, we may apply estimate (47) to wλ,a.
Inserting δ = 1 − ǫ, using the support condition for wλ,a yields (with slight abuse
of notation, as there are additional right hand side contributions, which however
by the compact support assumption on wλ,a have the same or better scaling)
[∂ijnvλ]C0,γ−2ǫ(B+
1
∩P ) ≤ Cλ−1[r−3+3ǫJ(v)|δλ(y)∂jv|δλ(y)]C0,ǫ∗ [b˜j |δλ(y)]C0,γ(B+2 )
≤ Cλ−1[r−3+ǫJ(v)|δλ(y)∂jv|δλ(y)]C0,ǫ∗ (B+2 )[b˜
j |δλ ]C0,γ(B+
2
).
Comparing this to the left hand side of the estimate and rescaling both sides of the
inequality therefore amounts to
λ2+2γ−4ǫ[∂ijnv]C0,γ−2ǫ(B+λ∩P )
≤ Cλ2+2γ [r−3+ǫJ(v)∂jv]C0,ǫ∗ (B+2λ)[b˜
j ]C0,γ(B+
2λ
),
which yields
[∂ijnv]C0,γ−2ǫ(B+λ∩P )
≤ Cλ4ǫ[r−3+ǫJ(v)∂jv]C0,ǫ∗ (B+2λ)[b˜
j]C0,γ(B+
2λ)
.
As a result considering two points x, y ∈ P with |x− y| = λ2, yields
|∂ijnv(x) − ∂ijnv(y)|
|x− y|γ−2ǫ ≤ Cλ
4ǫ = C|x− y|2ǫ.
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Thus,
[∂ijnv]C0,γ (B+λ∩P )
≤ C,
which proves the optimal regularity result. 
Remark 6.8 (γ = 1). As expected from elliptic regularity, we can only deduce
the full Ck+1,γ regularity of the free boundary in the presence of Ck,γ metrics, if
γ = 1. This is essentially a consequence of the elliptic estimates of Proposition 5.8.
On a technical level this is exemplified in the fact that in Step 2 of the previous
proof, we for instance also have to deal with the term (∆γ−ǫa a
n,n)∂n+1,n+1vλ with
the expansion ∂n+1,n+1v(y) = a1(y
′′)yn + r
1+2δ−ǫCn+1,n+1(y) with δ ∈ (0, 1). As
the coefficients a1(y
′′) are in general not better than C0,δ, we do not have the full
gain of λ4ǫ if γ = 1.
Remark 6.9 (Optimal regularity). Let us comment on the optimality of the gain of
the free boundary regularity with respect to the regularity of the metric aij : Proposi-
tion 3.9 in combination with our linearization results (c.f. Example 3.12 and Section
6.2) illustrates that F can be viewed as a nonlinear perturbation of the degenerate,
elliptic (second order) Baouendi-Grushin operator with metric aij . As such, we
can not hope for a gain of more than two orders of regularity for v compared to
the regularity of the metric aij (by interior regularity in appropriate Ho¨lder spaces,
c.f. Section 4). Hence, for the regular free boundary we can in general hope for a
gain of at most one order of regularity with respect to the regularity of the metric.
This explains our expectation that the regularity results from Theorem 1 are sharp
higher order regularity results.
By a simple transformation it is possible to construct an example to the sharpness
of this claim: In R3 the function w(x1, x2, x3) = Re((x2 − x1)/
√
2 + ix3)
3/2 is
a solution to the thin obstacle problem ∆w = 0 in R3+ with the free boundary
Γw = {(x1, x2, 0) ∈ B′1 : x2 = x1}. Applying a transformation of the form
y(x) := (x1, h(x2), x3),
with h being a W k+1,p diffeomorphism from (−1, 1) to (−1, 1) yields that w˜(y) :=
Re((h−1(y2)− y1)/
√
2+ iy3)
3/2 solves the variable coefficient thin obstacle problem
∂11w˜ + ∂2(h
′(x2)∂2w˜) + ∂33w = 0 in B
′
1,
with Signorini conditions on B′1. We note that the free boundary of w˜ is given by
the graph Γw˜ = {(y1, y2, 0) ∈ B′1 : y2 = h(y1)}. If h is not better than W k+1,p reg-
ular, the coefficients in the bulk equation are no more than W k,p regular. The free
boundary is W k+1,p regular. Since it is a graph, it does not admit a more regular
parametrization.
We further note that our choice of function spaces was crucial in deducing the
full gain of regularity for the free boundary with respect to the metric. Indeed,
considering the equation (21), we note that also second order derivatives of the
metric are involved. Yet, in order to deduce regularity of the free boundary (which
corresponds to partial regularity of the Legendre function v) this loss of regularity
does not play a role as it is a “lower order bulk term” (this is similar in spirit to
the gain of regularity obtained in boundary Harnack inequalities).
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Finally, we give the argument for the analyticity of the free boundary in the case
that the coefficients aij are analytic:
Theorem 4 (Analyticity). Let aij : B+1 → R(n+1)×(n+1)sym be an analytic tensor
field. Let w : B+1 → R be a solution of the variable coefficient thin obstacle problem
with metric aij. Then locally Γ3/2(w) is an analytic graph.
Proof. This follows from the analytic implicit function theorem (c.f. [Dei10]). In-
deed, due to Proposition 6.6, Fa is a real analytic function in a and hence also Ga
is a real analytic function in a. Applying the analytic implicit function theorem
similarly as in Step 1 of the previous proof, we obtain an in a analytic function w˜a.
As before, this coincides with our function wa. Therefore wa depends analytically
on a. As differentiation with respect to a however directly corresponds to differen-
tiation with respect to the tangential directions y′′, w (and hence v) is an analytic
function in the tangential variables. 
Remark 6.10 (Regularity in the normal directions). In Theorems 3 and 4 we
proved partial analyticity for the Legendre function v: We showed that in the tan-
gential directions, the regularity of v in a quantitative way matches that of the
metric (i.e. a Ck,γ metric yields Ck+1,γ regularity for ∂nv(y
′′, 0, 0)). Although this
suffices for the purposes of proving regularity of the (regular) free boundary, a nat-
ural question is whether it is also possible to obtain corresponding higher regularity
for v in the normal directions yn, yn+1. Intuitively, an obstruction for this stems
from working in the corner domain Q+. That this set-up of a corner domain really
imposes restrictions on the normal regularity can be seen by checking a compatibility
condition: As we are considering an expansion close to the regular free boundary
point, we know that the Legendre function asymptotically behaves like a multiple of
the function v0(y) = −(y31−3y1y22). If additional regularity were true in the normal
directions, we could expand the Legendre function v further, for instance into a fifth
order polynomial (with symmetry obeying the mixed Dirichlet-Neumann boundary
conditions), which has v0 as its leading order expansion. Hence, working in the
two-dimensional corner domain Q+ := {y1 ≥ 0, y2 ≤ 0}, we make the ansatz that
(49)
v(y) = −(y31−3y1y22)+c1y41+c2y21y22+c3y1y32+c4y51+c5y31y21+c6y21y32+c7y1y42+h.o.t,
where h.o.t abbreviates terms of higher order. We seek to find conditions on the
metric aij which ensure that such an expansion for v up to fifth order exists. With-
out loss of generality we may further assume that
aij(0) = δij , a12(x1, 0) = a
21(x1, 0) = 0,
which corresponds to a normalization at zero and the off-diagonal condition on the
plane {x2 = 0}. Transforming the equation
∂ia
ij∂jw = 0 in R
2
+,
into the Legendre-Hodograph setting with the associated Legendre function v yields
a11(−∂1v,−∂2v)∂22v + a22(−∂1v,−∂2v)∂11v − 2a12(−∂1v,−∂2v)∂12v
− J(v)[∂1a11(−∂1v,−∂2v) + ∂2a12(−∂1v,−∂2v)]y1
− J(v)[∂1a12(−∂1v,−∂2v) + ∂2a22(−∂1v,−∂2v)]y2 = 0 in Q+ := {y1, y1 ≥ 0}.
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Here J(v) = det
(
∂11v ∂12v
∂21v ∂22v
)
. Carrying out a Taylor expansion of the metric
thus gives
∆v − 2 (∂2a12(0)(−∂2v)) ∂12v
+
(
(−∂1v)∂1a11(0) + (−∂2v)∂2a11(0)
)
∂22v +
(
(−v1)∂1a22(0) + (−v2)∂2a22(0)
)
∂11v
− det
(
∂11v ∂12v
∂21v ∂22v
)(
(∂1a
11(0) + ∂2a
21(0))y1 + ∂2a
22(0)y2
)
+ h.o.t. = 0.
Inserting the ansatz (49) into this equation, matching all terms of order up to three
and using the off-diagonal condition, eventually yields the compatibility condition
∂2(a
11 + a22)(0) = 0.
Due to our normalization this necessary condition for having a polynomial expan-
sion up to degree five can thus be formulated as
(∂2 det(a
ij))(0) = 0.
In particular this shows that on the transformed side, i.e. in the Legendre-Hodograph
variables, one cannot expect arbitrary high regularity for v in the normal directions
yn, yn+1 in general. Compatibility conditions involving the metric a
ij have to be
satisfied to ensure this.
7. W 1,p Metrics and Nonzero Obstacles
In this section we consider the previous set-up in the presence of inhomogeneities
f ∈ Lp and possibly only Sobolev regular metrics. More precisely, in this section we
assume that aij : B+1 → R(n+1)×(n+1)sym is a uniformly elliptic W 1,p, p ∈ (n + 1,∞],
metric and consider a solution w of the variable coefficient thin obstacle problem
with this metric:
∂ia
ij∂jw = f in B
+
1 ,
w ≥ 0, ∂n+1w ≤ 0, w∂n+1w = 0 on B′1.
(50)
We will discuss two cases:
(1) f = 0, aij ∈ W 1,p with p ∈ (n+ 1,∞],
(2) aij ∈W 1,p, f ∈ Lp with p ∈ (2(n+ 1),∞].
In both cases all the normalization conditions (A1)-(A7) from Section 2.1 as well
as the asymptotic expansions (c.f. Proposition 3.1) hold. We observe that case (2)
in particular contains the setting with non-flat obstacles.
7.1. Hodograph-Legendre transformation for W 1,p metrics. In the sequel,
we discuss how the results from Sections 3.1- 3.3 generalize to the less regular
setting of W 1,p, p ∈ (n + 1,∞], metrics. We note that in this case the solution
w is only W 2,ploc (B
+
1 \ Γw) regular away from the free boundary Γw. Thus, our
Hodograph-Legendre transformation method from the previous sections does not
apply directly (as it relies on the pointwise estimates of D2v, and hence D2w).
Thus, a key ingredient in our discussion of this set-up will be the splitting result,
Proposition 3.9, from [KRS15b]. In order to apply it, we extend w and the metric
aij from B+1 to B1 by an even reflection as in [KRS15b]. We now split our solution
into two components, w = u+ u˜, where u˜ solves
aij∂ij u˜− dist(x,Γw)−2u˜ = f − (∂iaij)∂jw in B1 \ Λw, u˜ = 0 on Λw,(51)
THE VARIABLE COEFFICIENT THIN OBSTACLE PROBLEM: HIGHER REGULARITY 51
and the function u solves
aij∂iju = − dist(x,Γw)−2u˜ in B1 \ Λw, u = 0 on Λw.(52)
As in [KRS15b] the intuition is that u˜ is a “controlled error” and that u captures the
essential behavior of w. Moreover, as we will see later, u will be C
2,1−n+1p
loc regular
away from Γw and that Γw = Γu (c.f. the discussion below Lemma 7.1). Thus, in
the sequel, we will apply the Hodograph-Legendre transformation to the function u.
In order to support this intuition, we recall the positivity of ∂eu as well as the
fact that u inherits the complementary boundary conditions from w.
Lemma 7.1 ([KRS15b], Lemma 4.11). Let aij ∈ W 1,p(B+1 ,R(n+1)×(n+1)sym ) and let
f ∈ Lp(B+1 ). Suppose that either
(1) p ∈ (n+ 1,∞] and f = 0 or,
(2) p ∈ (2(n+ 1),∞].
Let w : B+1 → R be a solution to the thin obstacle problem with inhomogeneity
f , and let u be defined as at the beginning of this section. Then we have that
u ∈ C2,1−
n+1
p
loc (B
+
1 \ Γw) ∩ C
1,min{ 1
2
,1−n+1p }
loc (B
+
1 ). Moreover, there exist constants
c, η > 0 such that for e ∈ C′η(en), ∂eu satisfies the lower bound
∂eu(x) ≥ c dist(x,Λw) dist(x,Γw)− 12 .
A similar statement holds for ∂n+1u if Λw is replaced by Ωw.
We remark that the lower bound in Lemma 3.13 does not necessarily hold for
∂ew. This is due to the insufficient decay properties of ∂eu˜ in the decomposition
∂ew = ∂eu˜ + ∂eu. More precisely, the decay of ∂eu˜ to Λw is in general only of the
order dist(x,Λw)
1−n+1p , which cannot be controlled by dist(x,Λw).
We further note that the symmetry of u about xn+1 and the regularity of u imply
that ∂n+1u = 0 in B
′
1 \Λw. In particular, this yields the complementary boundary
conditions:
u∂n+1u = 0 on B
′
1.
Most importantly, Lemma 7.1 combined with the previous observations on the be-
havior of ∇u on B′1 implies that Γw = Γu. Hence, seeking to investigate Γw, it
suffices to study u and its boundary behavior. In this context, Lemma 7.1 plays a
central role as it allows us to deduce the sign conditions for ∂eu and ∂n+1u which
are crucial in determining the image of the Legendre-Hodograph transform which
we will associate with u.
In accordance with our intuition that u˜ is a “controlled error”, the function u
inherits the asymptotics of the solution w around Γw. As in Proposition 3.8 in
Section 3.2, this is of great importance in proving the invertibility of the Legendre-
Hodograph transform which we will associate with u. We formulate the asymptotic
expansions in the following proposition:
Proposition 7.2. Let aij ∈W 1,p(B+1 ,R(n+1)×(n+1)sym ) and let f ∈ Lp(B+1 ). Suppose
that either
(1) p ∈ (n+ 1,∞] and f = 0 or,
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(2) p ∈ (2(n+ 1),∞].
Let w : B+1 → R be a solution to the thin obstacle problem with inhomogeneity f ,
and let u be defined as at the beginning of this section. There exist small constants
ǫ0 > 0 and c∗ > 0 depending on n, p such that if
(i) ‖w − w3/2‖C1(B+
1
) ≤ ǫ0,
(ii) ‖∇aij‖Lp(B+
1
) + ‖f‖Lp(B+
1
) ≤ c∗,
then the asymptotics (i)-(iii) in Proposition 3.1 hold for ∂eu, ∂n+1u and u. The
exponent α in the error term satisfies α ∈ (0, 1− n+1p ] in case (1) and α ∈ (0, 12 −
n+1
p ] in case (2).
Proof. By the growth estimate of Remark 3.11 in [KRS15b] we have that
|u˜(x)| . c∗ dist(x,Λw) dist(x,Γw) 32−
n+1
p in case (1);
|u˜(x)| . c∗ dist(x,Λw) dist(x,Γw)1−
n+1
p in case (2).
(53)
In particular this implies that
|u˜(x)| . c∗ dist(x,Γw) 32+δ0 , |∇u˜(x)| . c∗ dist(x,Γw) 12+δ0 ,
where δ0 =
{
1− n+1p if p ∈ (n+ 1, 2(n+ 1)],
1
2 − n+1p if p ∈ (2(n+ 1),∞].
Since δ0 > 0, in both cases the functions u˜ and ∇u˜ are of higher vanishing order at
Γw compared to the leading term in the corresponding asymptotics of w and ∇w
(which are of order dist(x,Γw)
3/2 and dist(x,Γw)
1/2). 
In addition to these results the second order asymptotics for u (not for the whole
function w) remain valid under the conditions of Proposition 7.2. More precisely
we have the following result:
Proposition 7.3. Under the same assumptions as in Proposition 7.2, we have the
following: For each x0 ∈ Γw ∩B+1/2, for all x in an associated non-tangential cone
Nx0 and for all multi-indeces β with |β| ≤ 2,∣∣∂βu(x)− ∂βWx0(x)∣∣ ≤ Cn,p,β max{ǫ0, c∗}|x− x0| 32+α−|β|,[
∂βu− ∂βWx0
]
C˙0,γ(Nx0∩(B3λ/4(x0)\Bλ/2(x0)))
≤ Cn,p,β max{ǫ0, c∗}λ 32+α−γ−|β|.
Here γ = 1− n+1p and λ ∈ (0, 1).
Proof. We only prove the case of |β| = 2, the other cases are already contained in
Proposition 7.2. Since the arguments for case (1) and (2) are similar we only prove
case (2), i.e. p ∈ (2(n+1),∞]. As in Proposition 3.2 the result follows from scaling.
We consider the function
u¯(x) :=
u(x0 + λx)−Wx0(x0 + λx)
λ3/2+α
,
and note that it satisfies
aij(x0 + λ·)∂ij u¯ = G˜+ g˜1, ℓ ∈ {1, . . . , n},
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for x ∈ N0 ∩ (B1 \B1/4) and N0 := {x ∈ B+1/4| dist(x,Γwx0,λ) > 12 |x|}. Here
G˜(x) := −λ1/2−α dist(x0 + λx,Γw)−2u˜(x0 + λx),
= −λ− 32−α dist(x,Γwx0,λ)−2u˜(x0 + λx),
g˜1(x) := λ
1/2−α(aij(x0 + λx)− aij(x0))∂ijWx0(x0 + λx).
In the definition of g˜1 we have used that a
ij(x0)∂ijWx0 = 0 in Nx0 ∩ (Bλ(x0) \
Bλ/4(x0)). Using (53) and the regularity of u˜ (and abbreviating γ = 1 − n+1p )
yields
‖G˜‖C0,γ(N0∩(B1\B1/4)) ≤ Cλ−
3
2
−αλ2−
n+1
p = Cλ
1
2
−α−n+1p .
Recalling the C0,1−
n+1
p regularity of aij and the explicit expression of Wx0 , we
estimate
‖g˜1‖C0,γ(N0∩(B1\B1/4)) ≤ Cλ
1
2
−αλ1−
n+1
p λ−
1
2 = Cλ1−α−
n+1
p .
Hence, applying the interior Schauder estimate to u¯ we obtain
‖u¯‖C2,γ(N0∩(B3/4\B1/2)) ≤ C
(
‖G˜‖C0,γ(N0∩(B1\B1/4)) + ‖g˜1‖C0,γ(N0∩(B1\B1/4))
+‖u¯‖L∞(N0∩(B1\B1/4))
)
≤ C
(
λ
1
2
−α−n+1p + 1
)
≤ C (since α ∈ (0, 1
2
− n+ 1
p
]).
Scaling back, the error estimates become
‖∂eu− ∂eWx0‖L∞(Nx0∩(B3λ/4(x0)\Bλ/2(x0))) ≤ Cλ
1
2
−α,
‖∂ee′u− ∂ee′Wx0‖L∞(Nx0∩(B3λ/4(x0)\Bλ/2(x0))) ≤ Cλ−
1
2
−α,
[∂ee′u− ∂ee′Wx0 ]C˙0,γ(Nx0∩(B3λ/4(x0)\Bλ/2(x0))) ≤ Cλ
− 1
2
−α−γ .
Since this holds for every λ ∈ (0, 1), we obtain the asymptotic expansion for ∂ew
and ∂ee′w. The asymptotics for ∂ijw with i or j = n+1 are derived analogously. 
Due to the above discussion, the associated Hodograph transform with respect
to u,
T (x) := (x′′, ∂nu(x), ∂n+1u(x)),
still enjoys all the properties stated in Section 3.2. In particular, it is possible to
define the associated Legendre function
v(y) := u(x)− xnyn − xn+1yn+1,(54)
for x = T−1(y). This function satisfies an analogous nonlinear PDE as the one
from Section 3.3:
F˜ (v, y) = g(y).
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Here,
F˜ (v, y) = −
n−1∑
i,j=1
a˜ij det

 ∂ijv ∂inv ∂i,n+1v∂jnv ∂nnv ∂n,n+1v
∂j,n+1v ∂n,n+1v ∂n+1,n+1v


+ 2
n−1∑
i=1
a˜i,n det
(
∂inv ∂i,n+1v
∂n,n+1v ∂n+1,n+1v
)
+ 2
n−1∑
i=1
a˜i,n+1 det
(
∂i,n+1v ∂inv
∂n,n+1v ∂nnv
)
+ a˜nn∂n+1,n+1v + a˜
n+1,n+1∂nnv − 2a˜n,n+1∂n,n+1v,
a˜ij(y) := aij(x)
∣∣
x=(y′′,−∂nv(y),−∂n+1v(y))
,
J(v) := ∂nnv(y)∂n+1,n+1v(y)− (∂n,n+1v(y))2,
g(y) := −J(v(y)) dist(T−1(y), T−1(P ))−2u˜(T−1(y)), P := {yn = yn+1 = 0}.
(55)
From the asymptotics of J(v) and (53) for u˜ we have
|g(y)| ≤
{
C(y2n + y
2
n+1)
3
2
−n+1p if p ∈ (n+ 1,∞] and f = 0,
C(y2n + y
2
n+1)
1−n+1p if p ∈ (2(n+ 1),∞].(56)
The result of Proposition 7.3 in combination with an argument as in the proof
of Proposition 5.1 also yields that v ∈ Xα,ǫ for a potentially very small α > 0.
We summarize all this in the following Proposition:
Proposition 7.4. Let aij ∈W 1,p and let f ∈ Lp. Suppose that either
(1) p ∈ (n+ 1,∞] and f = 0 or,
(2) p ∈ (2(n+ 1),∞].
Let v : T (B+1/2) → R be the Legendre function associated with u defined in (54).
Then v ∈ C1(T (B+1/2)) ∩ Xα,ǫ(B+r0) for some α ∈ (0, 1) (which is the same as in
Proposition 7.3) and it satisfies the fully nonlinear equation
F˜ (v, y) = g(y).
Here F˜ , g are as in (55) and g satisfies the decay estimate (56).
Remark 7.5. We note that the leading contribution in the decay estimate for
g originates from the decay behavior of u˜ in (53). Therefore, the decay of g is
influenced by −(∂iaij)∂jw and by the inhomogeneity f from (51).
7.2. Regularity of the free boundary. In this section we discuss the implica-
tions of the results from Section 7.1 on the free boundary regularity. In order to
understand the different ingredients to the regularity results, we treat two different
scenarios: First we address the setting ofW 1,p metrics with p ∈ (n+1,∞], and zero
obstacles, i.e. with respect to Sections 3 - 6 we present a result under even weaker
regularity assumptions of the metric (c.f. Section 7.2.1). Secondly, in Section 7.2.2
we address the set-up with inhomogeneities. This in particular includes the case of
non-zero obstacles. We treat this in the W 1,p and the Ck,γ framework.
7.2.1. W 1,p metrics without inhomogeneity. We now specialize to the setting in
which aij ∈ W 1,p with p ∈ (n + 1,∞] and f = 0 in (50). In this framework, we
prove the following quantitative regularity result for the free boundary:
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Proposition 7.6 (C1,1−
n+1
p regularity). Let aij ∈ W 1,p with p ∈ (n + 1,∞] and
f = 0. Let w be a solution of (50) and assume that the normalizations (A1)-(A7)
from Section 2.1 hold. Then, if p <∞, Γw is a C1,1−
n+1
p (B′1/2) graph and if p =∞,
it is a C1,1−(B′1/2) graph.
Proof. We prove this result similarly as in the case of C1,γ metrics but instead of
working with the original solution w, we work with the modified function u from
Section 7.1.
We begin by splitting w = u + u˜ as in Section 7.1. Moreover, we recall that by
Lemma 7.1 (and the discussion following it) Γw = Γu. The Legendre function v
with respect to u (c.f. (54)) satisfies the nonlinear equation F˜ (v, y) = g(y) (c.f.
(55)), which in the notation in Section 5.2, can be written as
F˜ (v, y) =
n+1∑
i,j=1
a˜ij(y)Gij(v) = g(y).
Furthermore, g satisfies the decay condition (56). Keeping this in the back of our
minds, we begin by proving analogues of Propositions 5.5, 5.8. To this end, we use
a Taylor expansion to obtain that
a˜ij(y) = a˜ij(y0) + Eˆ
y0,ij(y), y ∈ B+1/2(y0),
for each y0 ∈ P ∩ B1/2. Due to the C0,1−
n+1
p Ho¨lder regularity of aij , for ǫ ∈
(0, 1− n+1p ) the function Eˆy0,ij(y) satisfies∥∥∥dG(·, y0)−2(1− n+1p )Eˆy0,ij∥∥∥
L∞(B+
1/2
(y0))
+
[
dG(·, y0)−2(1−
n+1
p −ǫ)Eˆy0,ij
]
C˙0,ǫ∗ (B
+
1/2
(y0))
≤ C.
(57)
Recalling (37), we expand the nonlinear function Gij(v) as
Gij(v) = Gij(vy0) + ∂mkℓG
ij(vy0)∂kℓ(v − vy0) + E˜y0,ij1 (y),
where vy0 is the asymptotic profile of v at y0 and E˜
y0,ij
1 (y) denote the same functions
as in (37). Due to Proposition 7.2 the error term E˜y0,ij1 satisfies the estimate (36).
Hence, as in Step 1c of Proposition 5.5, we can rewrite our nonlinear equation
F˜ (v, y) = g(y) as
Ly0v = Ly0vy0 + f˜
with Ly0 = a˜
ij(y0)∂mkℓG
ij(vy0)∂kℓ being the same leading term as in Remark 5.7
and
f˜(y) = −a˜ij(y0)E˜y0,ij1 (y)− Eˆy0,ij(y)Gij(vy0) + g(y).
Due to the error bounds for E˜y0,ij1 and Eˆ
y0,ij(y), the linear estimate for Gij(v) and
the estimate (56) for g, we infer that
|f˜(y)| ≤ CdG(y, y0)η0 , η0 = min
{
1 + 4α, 3− 2(n+ 1)
p
}
.
Hence, as long as 1+4α < 3− 2(n+1)p we bootstrap regularity as in Proposition 5.8,
in order to obtain an increasingly higher modulus of regularity for v at P . In
particular, by the compactness argument in the Appendix, c.f. Section 8.2, this
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allows us to conclude that the Legendre function v is in Xδ,ǫ(B+1/2) for all δ ∈
(0, 1− n+1p ] if p <∞ and in Xδ,ǫ(B+1/2) for all δ ∈ (0, 1− n+1p ) if p =∞. This shows
the desired regularity of v and hence of Γu. 
7.2.2. Regularity results in the presence of inhomogeneities and obstacles. In this
section we consider the regularity of the free boundary in the presence of non-
vanishing inhomogeneities f . In particular, this includes the presence of obstacles
(c.f. Remark 7.8).
In this set-up we show the following results:
Proposition 7.7 (Inhomogeneities). Let w be a solution of the thin obstacle prob-
lem with metric aij satisfying the assumptions (A1)-(A7) from Section 2.1.
(i) Assume further that aij ∈ W 1,p(B+1 ,R(n+1)×(n+1)sym ) and f ∈ Lp for some
p ∈ (2(n+ 1),∞]. Then Γw is locally a C1, 12−
n+1
p graph.
(ii) Assume further that aij ∈ Ck,γ(B+1 ,R(n+1)×(n+1)sym ) and that f ∈ Ck−1,γ
with k ≥ 1, γ ∈ (0, 1). Then we have that Γw is locally a Ck+[ 12+γ],( 12+γ−[ 12+γ])
graph.
We point out that compared with the result without inhomogeneities we lose
half a derivative. This is due to the worse decay of the inhomogeneity in (56).
Similarly as for the zero obstacle case the proofs for Proposition 7.7 rely on the
Hodograph-Legendre transformation. In case (i) of Proposition 7.7, we consider
the Legendre transformation with respect to the modified solution u after apply-
ing the splitting method. This is similar as in Section 7.2.1, where we dealt with
W 1,p metrics with zero right hand side. In case (ii) of Proposition 7.7, we consider
the Legendre transformation with respect to the original solution w. We remark
that the presence of the inhomogeneity changes neither the leading order asymp-
totic expansion of ∇w around the free boundary, nor of the second derivatives
D2w in the corresponding non-tangential cones (assuming ‖f‖L∞ is sufficiently
small, which can always be achieved by scaling). In particular, in this case the
Hodograph-Legendre transformation is well defined, and the asymptotic expansion
of the Legendre function (c.f. Section 5.1) remains true.
Proof. We prove the result of Proposition 7.7 in three steps. First we consider the
set-up of (i). Then we divide the setting of (ii) into the cases k = 1 and k ≥ 2.
• In the case of W 1,p metrics and W 2,p obstacles, we proceed similarly as in
Section 7.2.1 by using the splitting method from above. The only changes
occur when we estimate the inhomogeneity g(y), where g(y) is as in (55).
Indeed, in the case of f 6= 0 we can in general only use the decay estimate
(56) for g(y). This yields
|g(y)| ≤ CdG(y, y0)η0 , η0 = min
{
1 + 4α, 2− 2(n+ 1)
p
}
.
Thus, we obtain that v ∈ Xδ,ǫ(B+1/2) for all δ ∈ (0, 12 − n+1p ]. In particular,
this entails that ∂inv ∈ C0, 12−
n+1
p (P∩B 1
2
). Hence, the regular free boundary
Γ 3
2
(w) is locally a C1,
1
2
−n+1p submanifold.
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• In the case of a C1,γ metric aij and a C0,γ inhomogeneity f , we carry out
an analogous expansion as in Proposition 5.5 and estimate the right hand
side of the equation by dG(y, y0)
2. Hence, an application of the bootstrap
argument from Proposition 5.8 implies that v ∈ Xδ,ǫ(B+1/2) for all δ ∈ (0, 12 ].
Combining this with the application of the implicit function theorem as in
Section 6.3 hence yields that ∂inv ∈ C [1/2+γ],(1/2+γ−[1/2+γ]). This implies
the desired regularity.
• In the case of Ck,γ , k ≥ 2 metrics we first apply the implicit function theo-
rem (note that in our set-up the functional F˜a(wa, y) = Fa(wa+v, y)−ga(y)
is still Ck−1,γ−ǫ regular in the parameter a). In contrast to the argument
in Section 6.3 we can however now only apply the implicit function the-
orem in the spaces Xδ,ǫ with δ ∈ (0, 1/2]. Thus, by the implicit func-
tion theorem argument (Step 1 in Theorem 3 in Section 6.3) we infer that
∂inv ∈ Ck+[1/2+γ],(1/2+γ−[1/2+γ]).
This concludes the proof of Proposition 7.7. 
Finally, we comment on the relation of our regularity results with inhomo-
geneities and the presence of non-zero obstacles.
Remark 7.8. We note that the set-up of the present Section 7 (c.f. (50)) in partic-
ular includes the set-up on non-zero obstacles: Indeed, let aij : B+1 → R(n+1)×(n+1)sym
be a uniformly elliptic W 1,p, p ∈ (2(n+1),∞], metric satisfying (A1)-(A3) and let
φ : B′1 → R be a W 2,p function. Suppose that w˜ is a solution to the thin obstacle
problem with metric aij and obstacle φ. Then w := w˜ − φ is a solution of the thin
obstacle problem
∂ia
ij∂jw = f in B
+
1 ,
∂n+1w ≤ 0, w ≥ 0, w∂n+1w = 0 in B′1.
Hence, the inhomogeneity now reads f = −∂iaij∂jφ and is in Lp. In particular,
Proposition 7.7 is applicable and yields the C1,
1
2
−n+1p regularity of the free boundary.
Analogous reductions hold for more regular metrics and non-vanishing obstacles.
8. Appendix
Last but not least, we provide proofs of the estimates which we used in the ap-
plication of the implicit function theorem. This in particular concerns the spaces
Xδ,ǫ, Yδ,ǫ and the mapping properties of ∆G in these: After giving the proof of
the characterization of the spaces Xδ,ǫ, Yδ,ǫ in terms of decompositions into Ho¨lder
functions (c.f. Proposition 4.17) in Section 8.1, we present the proof of the (local)
Xδ,ǫ estimates for solutions of the Baouendi-Grushin operator with mixed homo-
geneous Dirichlet-Neumann data (c.f. Proposition 4.19) in Section 8.2. Here we
argue by an iterative approximation argument, which exploits the scaling properties
of the Baouendi-Grushin operator similarly as in [Wan03]. Finally in Sections 8.3
and 8.4, we use this to show the necessary mapping properties of ∆G in the spaces
Xδ,ǫ, Yδ,ǫ.
8.1. Proof of Proposition 4.17. In this section we present the proof of the char-
acterization of the spaces Xα,ǫ, Yα,ǫ in terms of decompositions into Ho¨lder func-
tions (c.f. Proposition 4.17 in Section 4.2).
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Proof. We argue in two steps and first discuss the decomposition of functions in
Yα,ǫ and then the corresponding property of functions in Xα,ǫ:
(i) Given f ∈ Yα,ǫ, we denote
f0(y
′′) := ∂nf(y
′′), f1(y) := r(y)
−(1+2α−ǫ)(f(y)− f0(y′′)yn).
In particular, this yields f(y) = f0(y
′′)yn + r
1+2α−ǫf1(y). Moreover, we note that
f1 is well-defined on P , where it vanishes as a consequence of the boundedness of
the Yα,ǫ norm and of Remark 4.15. Hence, it suffices to prove the Ho¨lder regularity
of f0 and f1.
To show that f0 ∈ C0,α(P ) (in the classical sense), we consider points y0, y1 ∈ P ,
y0 6= y1 and a point y = (y′′, yn, yn+1) /∈ P with the property that r(y) = |y0−y1|1/2
and y0, y1 ∈ B2r(y)(y). Then, by the boundedness of the norm and by recalling the
estimates in Remark 4.15 (i), we have
|f(y)− f0(y0)yn| ≤ Cr1+2α, |f(y)− f0(y1)yn| ≤ Cr1+2α.
Thus, by the triangle inequality,
|f0(y0)yn − f0(y1)yn| ≤ Cr1+2α.
Choosing y with yn+1 = 0, |yn| = r(y) > 0 and dividing by |yn| yields
|f0(y0)− f0(y1)| ≤ Cr2α = |y0 − y1|α.
This shows the C0,α regularity of f0 (if α ∈ (0, 1]).
We proceed with the C0,ǫ∗ (Q+) regularity of f1. First we observe that since |f(y)−
f0(y
′′)yn| ≤ Cr(y)1+2α (which follows from Remark 4.15 (i)), we immediately
infer that |f1(y)| ≤ Cr(y)ǫ. Thus, if y1, y2 ∈ Q+ are such that dG(y1, y2) ≥
1
10 max{r(y1), r(y2)}, we have
|f1(y1)− f1(y2)| ≤ Cr(y1)ǫ + Cr(y2)ǫ ≤ CdG(y1, y2)ǫ.
If y1, y2 ∈ Q+ are such that dG(y1, y2) < 110 max{r(y1), r(y2)}, then there is a point
y¯ ∈ P such that y1, y2 ∈ B+1 (y¯) (for example assuming r(y1) ≥ r(y2) we can let
y¯ = (y′′1 , 0, 0)). Then the Ho¨lder regularity follows from the C
0,ǫ
∗ (B+1 (y¯)) regularity
of d(·, y¯)−(1+2α−ǫ)(f − Py¯) and the C0,α(P ) regularity of f0. More precisely,
|f1(y1)− f1(y2)|
=
∣∣r(y1)−1−2α+ǫ (f(y1)− f0(y′′1 )(y1)n)− r(y2)−1−2α+ǫ (f(y2)− f0(y′′2 )(y2)n)∣∣
≤ r(y1)−1−2α+ǫ |(f(y1)− f0(y′′1 )(y1)n)− (f(y2)− f0(y′′1 )(y2)n)|
+ r(y1)
−1−2α+ǫ |f0(y′′1 )(y2)n − f0(y′′2 )(y2)n|
+ |r(y1)−1−2α+ǫ − r(y2)−1−2α+ǫ||f(y2)− f0(y′′2 )(y2)n|.
(58)
By the definition of the norm of Yα,ǫ, we have
|(f(y1)− f0(y′′1 )(y1)n)− (f(y2)− f0(y′′1 )(y2)n)|
=
∣∣(f(y1)− Py′′
1
(y1))− (f(y2)− Py′′
1
(y2))
∣∣ . r(y1)1+2α−ǫdG(y1, y2)ǫ.
Moreover, the C0,α regularity of f0 as well as |(y2)n| ∼ r yields
r(y1)
−1−2α+ǫ |f0(y′′1 )(y2)n − f0(y′′2 )(y2)n| . r(y1)−1−2α+ǫr(y1)dG(y1, y2)2α
. dG(y1, y2)
ǫ.
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Here we have used that 2α ≥ ǫ and that w.l.o.g. 0 ≤ r(y2) ≤ r(y1). Finally,
the last term in (58) is estimated by the C0,ǫ∗ regularity of r(y1)
ǫ and by recalling
the definition of the norm on Yα,ǫ in combination with Remark 4.15 once more.
Combining all the previous observations, we have
|f1(y1)− f1(y2)| . dG(y1, y2)ǫ.
This completes the proof of (i).
(ii) The proof for the decomposition of v is similar. Given any y ∈ Q+ \ P , we
denote by y0 := (y
′′, 0, 0) ∈ P the projection of y onto P . Since v is C3,α∗ at y0,
there exists a Taylor polynomial
Py0(z) = ∂nv(y0)zn + ∂inv(y0)(zi − yi)zn +
1
6
∂nnnv(y0)z
3
n +
1
2
∂n,n+1,n+1(y0)znz
2
n+1,
such that |v(z)− Py0(z)| ≤ CdG(z, y0)3+2α for each z ∈ B+1 (y0). Due to the regu-
larity of v at P , the coefficients have the desired regularity properties: ∂nv(y
′′) ∈
C1,α(P ∩ B1/2), ∂inv(y′′), ∂nnnv(y′′), ∂n,n+1,n+1v(y′′) ∈ C0,α(P ∩ B1/2). Moreover,
their Ho¨lder semi-norms are bounded from above by C‖v‖Xα,ǫ .
In order to show the C0,ǫ∗ estimates of C1, Vi and Cij , we argue similarly as in
(i) for f ∈ Yα,ǫ. For simplicity we only present the argument for
Vn(y) := r
−(2+2α−ǫ)∂n(v − Py′′)(y), y ∈ B+1 \ P.
The others are analogous. First, the boundedness of the first two terms in the
norm ‖v‖Xα,ǫ (c.f. Definition 4.14) and an interpolation estimate imply that for
each y ∈ B+1 \ P fixed, dG(z, y′′)−(2+2α−ǫ)∂n(v − Py′′)(z) as a function of z is in
C0,ǫ∗ (Br(y)/2(y)), with norm bounded by C‖v‖Xα,ǫ . Next, for any points z1 and z2
in the non-tangential ball Br(y)/2(y) we have
|Vn(z1)− Vn(z2)|
=
∣∣∣d(z1, z′′1 )−(2+2α−ǫ)∂n(v − Pz′′1 )(z1)− d(z2, z′′2 )−(2+2α−ǫ)∂n(v − Pz′′2 )(z2)
∣∣∣
≤
∣∣∣d(z1, z′′1 )−(2+2α−ǫ)∂n(v − Pz′′1 )(z1)− d(z2, z′′1 )−(2+2α−ǫ)∂n(v − Pz′′1 )(z2)
∣∣∣
+
∣∣∣(d(z2, z′′1 )−(2+2α−ǫ) − d(z2, z′′2 )−(2+2α−ǫ)) ∂n(v − Pz′′1 )(z2)
∣∣∣
+
∣∣∣d(z2, z′′2 )−(2+2α−ǫ)∂n(Pz′′2 − Pz′′1 )(z2)
∣∣∣ := I + II + III.
By the definition of the Xα,ǫ-norm and by interpolation, I ≤ C‖v‖Xα,ǫdG(z1, z2)ǫ.
Using the fact that |∂n(v−Pz′′
1
)(z2)| ≤ C‖v‖Xα,ǫdG(z2, z′′1 )2+2α and that dG(z′′2 , z′′1 ) ≤
CdG(z2, z1) ≤ Cmin{dG(z2, z′′2 ), dG(z1, z′′1 )} for z1, z2 in the non-tangential ball
Br(y)/2(y), we also have that II ≤ C‖v‖Xα,ǫdG(z2, z1)ǫ. To estimate III we notice
that
∂nPz′′
1
(z) = ∂nv(z
′′
1 ) +
n−1∑
i=1
∂inv(z
′′
1 )(zi − (z1)i)
+
1
2
∂nnnv(z
′′
1 )z
2
n +
1
2
∂n,n+1,n+1v(z
′′
1 )z
2
n+1.
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Recalling that ∂nv(y
′′) ∈ C1,α(P ) and using a Taylor expansion of ∂nv(y′′) at z′′1 ,
we infer that∣∣∣∣∣∂nv(z′′2 )−
(
∂nv(z
′′
1 ) +
n−1∑
i=1
∂inv(z
′′
1 )((z2)i − (z1)i)
)∣∣∣∣∣ ≤ C‖v‖Xα,ǫ |z′′2 − z′′1 |1+α.
Thus, recalling the C0,α regularity of ∂nnnv(z
′′) and ∂n,n+1,n+1v(z
′′), we obtain
∂n(Pz′′
1
− Pz′′
2
)(z2) =
(
∂nv(z
′′
1 ) +
n−1∑
i=1
∂inv(z
′′
1 )((z2)i − (z1)i)− ∂nv(z′′2 )
)
+
1
2
(∂nnnv(z
′′
1 )− ∂nnnv(z′′2 )) (z2)2n
+
1
2
(∂n,n+1,n+1v(z
′′
1 )− ∂n,n+1,n+1v(z′′2 )) (z2)2n+1
≤ C‖v‖Xα,ǫdG(z′′2 , z′′1 )2(1+α) + C‖v‖Xα,ǫdG(z′′1 , z′′2 )2αdG(z2, z′′2 )2.
Due to the same reason as for f , this implies the estimate for III. 
8.2. Proof of Proposition 4.19. In this section, we present the proof of the
(local) Xδ,ǫ estimates for the Baouendi-Grushin operator (c.f. Proposition 4.19 in
Section 4.2). We begin by recalling the natural energy spaces associated with the
Baouendi-Grushin operator:
Definition 8.1. Let Ω ⊂ Rn+1 be an open subset. The Baouendi-Grushin operator
is naturally associated with the following Sobolev spaces (recall Definition 4.8 for
the vector fields Y˜j):
M1(Ω) := {u ∈ L2(Ω)|Y˜ju ∈ L2(Ω) for j ∈ {1, . . . , 2n}},
M2(Ω) := {u ∈ L2(Ω)|Y˜ju, Y˜kY˜ℓu ∈ L2(Ω) for j, k, ℓ ∈ {1, . . . , 2n}}.
We prove Proposition 4.19 in two steps. Firstly, we obtain a polynomial approx-
imation (in the spirit of Campanato spaces) near the points at which the ellipticity
of the operator degenerates, P := {yn = yn+1 = 0} (c.f. Proposition 8.9). Then we
interpolate these estimates with the uniformly elliptic estimates which hold away
from the degenerate points. Here we follow a compactness argument which was
first outlined in this form by Wang, [Wan03]. It proceeds via approximation and
iteration steps.
In the sequel, we deduce a first regularity estimate in the energy space. This
serves as a compactness result for the following approximation lemmata:
Proposition 8.2. Let 0 < r ≤ R <∞. Let f : B+R(0)→ R be an L2 function and
let u : B+R → R be a solution of
∆Gu = f in B+R ,
u = 0 on B+R ∩ {yn = 0},
∂n+1u = 0 on B+R ∩ {yn+1 = 0}.
(59)
Then
‖u‖M2(B+r ) ≤ C(n, r, R)
(
‖f‖L2(B+R) + ‖u‖L∞(B+R)
)
.(60)
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Proof. The result is obtained by an even and odd reflection from the whole space
result (in particular by the kernel estimate, see e.g. Lemma 8.14 in Section 8.4). 
With Proposition 8.2 at hand, we prove our first approximation result: We ap-
proximate solutions of the inhomogeneous Baouendi-Grushin equation by solutions
of the homogeneous equation, provided the inhomogeneity is sufficiently small.
Lemma 8.3. Assume that u : B+1 → R is a solution of (59) which satisfies
1
|B+1 (0)|
ˆ
B+
1
(0)
u2dx ≤ 1.
For any ǫ > 0 there exists a constant δ = δ(ǫ) > 0 such that if
1
|B+1 (0)|
ˆ
B+
1
(0)
f2dx ≤ δ2,
then there is a solution h of the homogeneous Baouendi-Grushin equation with
mixed Dirichlet-Neumann data, i.e.
∆Gh = 0 on B+R(0),
h = 0 on {yn = 0} ∩ B+R(0),
∂n+1h = 0 on {yn+1 = 0} ∩ B+R(0),
(61)
such that
1
|B+1/2(0)|
ˆ
B+
1/2
(0)
|u− h|2dx ≤ ǫ2.
Proof. We argue by contradiction and compactness. Assume that the statement
were wrong. Then there existed ǫ > 0 and sequences, {um}m, {fm}m, such that on
the one hand
∆Gum = fm in B+1 (0),
um = 0 on {yn = 0} ∩ B+1 (0),
∂n+1um = 0 on {yn+1 = 0} ∩ B+1 (0).
(62)
and
1
|B+1 (0)|
ˆ
B+
1
(0)
u2mdx ≤ 1,
1
|B+1 (0)|
ˆ
B+
1
(0)
f2mdx ≤
1
m
.
On the other hand
1
|B+1 (0)|
ˆ
B+
1
(0)
|um − h|2dx ≥ ǫ2,
for all h which satisfy the homogeneous equation (61). By (60), we however have
compactness for um in M
1:
um → u0 in M1(B+3/4(0)).
Testing the weak form of (62) with a C∞0 (B+1/2(0)) function, we can pass to the limit
and infer that u0 is a weak solution of the homogeneous bulk equation from (61).
Finally, by the boundedness of um ∈ M2 and the corresponding trace inequalities
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or a reflection argument, we obtain that u0 satisfies the mixed Dirichlet-Neumann
conditions from (61). This yields the desired contradiction. 
We now prove a further approximation result for solutions of the homogeneous
Baouendi-Grushin equation in the quarter space. More precisely, we now seek
to approximate solutions of the homogeneous equation (62) by associated (eigen-
) polynomials. To this end, we recall the notion of homogeneous polynomials in
Section 4.
Remark 8.4. We note that all homogeneous polynomial solutions (e.g. the ones
up to degree five) of ∆Gv = 0 which satisfy the Dirichlet-Neumann boundary condi-
tions can be computed explicitly. For instance, the degree less than five polynomial
solutions are given by the linear combination of
yn, yjyn, j ∈ {1, . . . , n− 1}, y3n − 3yny2n+1.
Using the notion of homogeneous polynomials, we proceed to our second approx-
imation lemma:
Lemma 8.5. Let u : B+1 (0)→ R be a solution of (61) with ‖u‖L2(B+
1
(0)) ≤ c¯. Then
there exists a polynomial p of homogeneous degree less than or equal to three which
solves (61), i.e.
p(y) = yn
(
a0 +
n−1∑
i=1
aiyi + b(y
2
n − 3y2n+1)
)
,
such that for all 0 < r ≤ 12
1
|B+r (0)|
ˆ
B+r (0)
|u− p|2dy ≤ C(c¯)r10,(63)
and
n−1∑
i=0
|ai|+ |b| ≤ Cc¯,
where C is a universal constant.
Proof. After a conformal change of variables, the Baouendi-Grushin operator can
be rewritten as
∆G = (∂
2
t +∆Σ),
where Σ := {(y′′, yn, yn+1)| |y′′|4 + y2n + y2n+1 = 1} denotes the Baouendi-Grushin
sphere. In our setting this is augmented with the Dirichlet and Neumann condi-
tions from (61). The eigenfunctions of ∆Σ can be extended in the radial direction to
yield homogeneous solutions of the homogeneous Baouendi-Grushin equation. As
the Baouendi-Grushin operator is hypoelliptic, these solutions are polynomials (this
remains true in the cone Σ ∩ B+1 , as the eigenfunctions on the Baouendi-Grushin
quarter sphere can be identified as a subset of the eigenfunctions on the whole
sphere by appropriate (even and odd) reflections). Moreover, the eigenfunctions on
Σ are orthogonal and as a consequence, the same is true for the correspondingly
associated polynomials. The Baouendi-Grushin polynomials hence form an orthog-
onal basis into which a solution of the homogeneous Baouendi-Grushin problem can
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be decomposed. We denote these polynomials by pk(y) and normalize them with
respect to B+1 (0). Since u is bounded in L2(B+1 (0)), we have
u(y) =
∞∑
k=0
αkpk(y) with
∞∑
k=0
|αk|2 ≤ c¯2.(64)
The previous decomposition can also be seen “by hand”: Making the ansatz that
a homogeneous solution of the Baouendi-Grushin problem is of the form
u(t, θ) =
∑
k∈Z
αk(t)uk(θ),
where uk(θ) denotes the spherical eigenfunctions, we obtain that
0 = (uk,∆Gu)L2(Σ) = α
′′
k(t) + (uk,∆Σu)L2(Σ)
= α′′k(t)− λ2kαk(t) +
ˆ
∂Σ
uk(ν · ∇Σu)dHn−1 −
ˆ
∂Σ
u(ν · ∇Σuk)dHn−1.
Here λ2k is the eigenvalue associated with uk(θ) and ν : ∂Σ → Rn−1 is the outer
unit normal field. As both u and uk satisfy the mixed Dirichlet-Neumann boundary
conditions, this yields that
α′′k(t)− λ2kαk(t) = 0.
As the Dirichlet data imply that αk(−∞) = 0, this results in αk(t) = αk(0)e|λk|t.
By hypoellipticity, λk ∈ Z, so that we obtain a decomposition into polynomials,
after undoing the conformal change of coordinates. After an appropriate normal-
ization, we again infer (64).
We define p(y) :=
3∑
k=0
αkpk(y). Thus, recalling that there are no eigenpolyno-
mials of (homogeneous) degree four which satisfy our mixed Dirichlet-Neumann
conditions and computing the difference u− p, we arrive at
‖u− p‖2L2(B+r ) =
∞∑
k=5
|ak|2‖pk‖2L2(B+r ) ≤
∞∑
k=5
|ak|2r10|B+r |‖pk‖2L2(B+
1
)
≤ r10+2nC(c¯),
where we used the scaling of the Baouendi-Grushin cylinders from Definition 4.4
and the boundedness of u (c.f. (64)). This yields the desired result. 
Remark 8.6. We stress that the approximation from Lemma 8.5 is not restricted
to third order polynomials. It can be extended to polynomials of arbitrary (homoge-
neous) degree.
Combining the previous results, we obtain the key building block for the iteration
which yields regularity at the hyperplane {yn = yn+1 = 0} at which the ellipticity
of the Baouendi-Grushin operator degenerates.
Lemma 8.7 (Iteration). Let α ∈ (0, 1). Assume that u : B+1 → R is a solution of
(59) which satisfies
1
|B+1 (0)|
ˆ
B+
1
(0)
u2dx ≤ 1.
64 HERBERT KOCH, ANGKANA RU¨LAND, AND WENHUI SHI
There exist a radius r0 ∈ (0, 1), a universal constant C > 0 and a constant ǫ > 0
such that if
1
|B+1 (0)|
ˆ
B+
1
(0)
f2dx ≤ ǫ2,
then there exists a polynomial p of order less than or equal to three satisfying (61),
i.e.
p(y) = yn
(
a0 +
n−1∑
i=1
aiyi + b(y
2
n − 3y2n+1)
)
,
such that
1
|B+r0(0)|
ˆ
B+r0(0)
|u− p|2dy ≤ r2(3+2α)0 ,
and
n−1∑
i=0
|ai|+ |b| ≤ C.
Proof. By our first approximation result, Lemma 8.3, there exists a function h
which solves (61) and satisfies ˆ
B+
1/2
(0)
|u− h|2dy ≤ δ2.(65)
In particular, ‖h‖L2(B+
1/2
(0)) ≤ C. Hence, by our second approximation result,
Lemma 8.5, there exists a (homogeneous) third order Baouendi-Grushin polynomial
satisfying the Dirichlet-Neumann condition such that
1
|B+r (0)|
ˆ
B+r (0)
|h− p|2dy ≤ Cr10, for all 0 < r < 1/2.
Consequently, by rescaling, we obtain for each 0 < r < 1/2,
1
|B+r (0)|
ˆ
B+r (0)
|u− p|2dy ≤ 2 1|B+r (0)|
ˆ
B+r (0)
|u− h|2dy + 2 1|B+r (0)|
ˆ
B+r (0)
|h− p|2dy
≤ 2r−2n
ˆ
B+
1/2
(0)
|u− h|2dy + 2Cr10
≤ 2r−2nδ2 + 2Cr10,
where we used (65) to estimate the first term. First choosing 0 < r0 < 1 universal,
but so small such that 2Cr100 ≤ 12r2(3+2α)0 , and then choosing δ > 0 universal such
that 2r−2n0 δ
2 ≤ 12r2(3+2α)0 , yields the desired result. 
As a corollary of Lemma 8.7, we can iterate in increasingly finer radii.
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Corollary 8.8. Let α ∈ (0, 1). Assume that u : B+1 → R is a solution of (59)
which satisfies
1
|B+1 (0)|
ˆ
B+
1
(0)
u2dx ≤ 1,
and that for each k ∈ N+
1
|B+
rk−1
0
(0)|
ˆ
B+
r
k−1
0
(0)
f2dx ≤ ǫ2r2(k−1)(1+2α)0 .
Then there exists a polynomial pk of (homogeneous) degree (less than or equal to)
three solving (61) such that
1
|B+
rk
0
(0)|
ˆ
B+
rk
0
(0)
|u− pk|2dx ≤ r2k(3+2α)0 .
Moreover, it is of the form
pk(y) = yn

a0k + n−1∑
j=1
ajkyj

+ bk(y3n − 3yny2n+1),
and we have
|a0k − a0k−1| ≤ Crk(2+2α)0 ,
|ajk − ajk−1| ≤ Cr2kα0 , j = 1, . . . , n− 1,
|bk − bk−1| ≤ Cr2kα0 .
(66)
Proof. We argue by induction on k and take p0 = 0 and p1 as the polynomial from
Proposition 8.7. We assume that the statement is true for k and show it for k + 1.
For that purpose, we consider the rescaled and dilated functions
uk(y) :=
(u− pk)(r2k0 y′′, rk0yn, rk0yn+1)
r
k(3+2α)
0
.
Hence,
∆Guk =
r2k0 fr0
r
(3+2α)k
0
= r
−k(1+2α)
0 fr0 ,
where fr0(y
′′, yn, yn+1) = f(r
2
0y
′′, r0yn, r0yn+1). Using the smallness assumption
on f , we obtain that
1
|B+1 (0)|
ˆ
B+
1
(0)
|r−k(1+2α)0 fr0 |2dx ≤ r−2k(1+2α)0
1
|B+
rk
0
(0)|
ˆ
B+
rk
0
(0)
f2dx ≤ ǫ2.
Hence by Proposition 8.7, we obtain a (homogeneous) polynomial, q, of degree less
than or equal to three, which satisfies (61) and is of the form
q(y′′, yn, yn+1) = yn

a0 + n−1∑
j=1
ajyj

+ b(y3n − 3yny2n+1),
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and
n−1∑
j=0
|aj |+ |b| ≤ C,
such that
1
|B+r0(0)|
ˆ
B+r0(0)
|uk − q|2dx ≤ r2(3+2α)0 .
Rescaling therefore gives us that the polynomial
pk+1(y
′′, yn, yn+1) = pk(y
′′, yn, yn+1) + r
(3+2α)k
0 q
(
y′′
r2k0
,
yn
rk0
,
yn+1
rk0
)
,
satisfies the claim of the corollary. 
We summarize the previous compactness and iteration arguments in the following
intermediate result:
Proposition 8.9. Let α ∈ (0, 1). Assume that u : B+1 → R is a solution of (59).
Suppose that the inhomogeneity f : B+1 (0) → R is C1,α∗ at y = 0 in the sense of
Definition 4.12, i.e.
|f − f(0)− ∂nf(0)yn| ≤ F0r1+2α
for any 0 < r < 1. Then there is a polynomial p with
‖p‖C3(B+
1
) ≤ C
(
‖u‖L2(B+
1
) + |f(0)|+ |∂nf(0)|
)
of (homogeneous) degree less than
or equal to three such that
1
|B+r (0)|
ˆ
B+r (0)
|u− p|2dx ≤ C(‖u‖2
L2(B+
1
(0))
+ F 20 )r
2(3+2α).
Proof. Without loss of generality we may assume that f(0) = ∂nf(0) = 0. Indeed,
this follows by considering the function v(y′′, yn, yn+1) := u(y)− q(y), where q(y) is
a homogeneous polynomial of homogeneous degree less than or equal to three such
that ∆Gq = f(0)+ ∂nf(0)yn and q = 0 on {yn = 0}, ∂n+1q = 0 on {yn+1 = 0} (for
example, one can consider q(y) = 12f(0)y
2
n+ cyny
2
n+1+dy
3
n with 2c+6d = ∂nf(0)).
Considering v˜ := ǫF0 v, then also gives the smallness assumptions of Corollary 8.8.
Thus, for each k ∈ N+ there exists a Baouendi-Grushin polynomial pk such that
1
|B+
rk
0
(0)|
ˆ
B+
rk
0
(0)
|v˜ − pk|2dy ≤ r2k(3+2α)0 .
Due to the estimates (66) on the coefficients of pk, which were derived in Corollary
8.8, pk → p∞, where p∞ is a polynomial of (homogeneous) degree at most three
and which satisfies
1
|B+
rk
0
(0)|
ˆ
B+
rk
0
(0)
|p∞ − pk|2dy ≤ Cr2k(3+2α)0 .
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Consequently, by the triangle inequality
1
|B+
rk
0
(0)|
ˆ
B+
rk
0
(0)
|v˜ − p∞|2dy ≤ Cr2k(3+2α)0
for k ∈ N. Rescaling then yields the desired result. 
Remark 8.10. • The previous result yields the “Ho¨lder regularity at the
point” y = 0. For other points y0 = (y
′′
0 , 0, 0) an analogous result holds
by translation invariance of the equation and the boundary conditions in
the y′′ directions (c.f. (59)). In this translated case, the conditions on the
inhomogeneity f : B+1 (y0)→ R read
|f − f(y0)− ∂nf(y0)yn| ≤ F0r2(1+2α).
• Instead of imposing the C1,α∗ condition in the sense of Definition 4.12, it
would have sufficed to assume the weaker condition
1
|B+r (y0)|
ˆ
B+r (y0)
|f − f(y0)− ∂nf(y0)yn|2dy ≤ F0r2(1+2α).
• In order to argue as we have outlined above, we have to require the com-
patibility condition ∂n+1f(y
′′, 0, 0) = 0 (c.f. Definition 4.14). However,
apart from the described C1,α∗ regularity, we do not have to pose further
restrictions on f .
Building on the precise description of the regularity of solutions close to the
hyperplane {yn = yn+1 = 0}, we can now derive the full regularity result of Propo-
sition 4.19 by additionally invoking the uniform ellipticity which holds at a suf-
ficiently far distance from P . This then concludes the argument for Proposition
4.19.
Proof of Proposition 4.19. It suffices to prove the corresponding regularity result
in Xα,ǫ(B+3 ) (c.f. Definition 4.16). Indeed, the Ho¨lder estimate,
‖v‖C2,ǫ∗ (Q+) . ‖∆Gv‖C0,ǫ∗ (Q+),
follows similarly. As a consequence of the support assumption on ∆Gv, this then
yields the bound
‖v‖C2,ǫ∗ (Q+) . ‖∆Gv‖Yα,ǫ ,
which together with the local estimate in Xα,ǫ(B+3 ) provides the full bound from
Proposition 4.19.
Step 1. Polynomial approximation at P = {yn = yn+1 = 0}. We note that for
f ∈ Yα,ǫ and y0 ∈ P , there exists a first order polynomial py0(y) which is of the
form py0(y) = f0(y0)yn such that
1
|B+s (y0)|
ˆ
B+s (y0)
|f(y)− f0(y0)yn|2 ≤ Cs2(1+2α), ∀s ∈ (0, 1).
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By considering v(y) − f0(y0)y3n/6 and by still denoting the resulting function by
v, we may assume that f0(y0) = 0. The same arguments as before lead to the
existence of a third order (in the homogeneous sense) polynomial Py0 , where
Py0(y) = a0
(
y3n − 3yny2n+1
)
+
n−1∑
i=1
biynyi + c0yn,
for some constants a0, bi, c0 depending on y0, such that
1
|B+s (y0)|
ˆ
B+s (y0)
|v − Py0 |2 ≤ C
(
‖v‖2
L2(B+
1
)
+ ‖f‖2Yα,ǫ
)
s2(3+2α)(67)
for any 0 < s < 1/2.
Step 2. Interpolation. For y /∈ P with
√
y2n + y
2
n+1 = λ > 0, let
v˜λ(ξ) :=
(v − Py0)(y0 + λ2ξ′′, λξn, λξn+1)
λ3+2α
,
where y0 is the projection of y on P . Let ξ0 be the image point of y under this
rescaling. By Step 1, v˜λ(ξ) ∈ L2(B1/2(ξ0)) with
‖v˜λ‖L2(B1(ξ0)) ≤ C
(‖v‖L2 + ‖f‖Yα,ǫ) .(68)
Moreover,
∆Gv˜λ(ξ) = fλ(ξ),
where fλ(ξ) :=
1
λǫ f(y0 + λ
2ξ′′, λξn, λξn+1). We note that by the definition of Yα,ǫ
and by f0(y
′′
0 ) = 0,
‖fλ‖C0,ǫ(B1/2(ξ0)) ≤ ‖f‖Yα,ǫ .
In B1/2(ξ0), ∆G is uniformly elliptic. Thus, by the classical C2,ǫ Schauder estimates
‖v˜λ‖C2,ǫ(B1/4(ξ0)) ≤ C
(
‖v˜λ‖L2(B1/2(ξ0)) + ‖fλ‖C0,ǫ(B1/2(ξ0))
)
.
Rescaling back and letting v˜ := v − Py0 , we in particular infer
λ−1−2α+ǫ
n+1∑
i,j=1
[YiYj v˜]C0,ǫ(Bλ/4(y)) ≤ C
(
‖v‖L2(B+
1
) + ‖f‖Yα,ǫ
)
.
Here we used (68) to estimate the right hand side contribution. Recalling the L∞
estimate ‖v‖L∞(Q+) ≤ C‖∆Gv‖L∞ (c.f. the kernel bounds in Lemma 8.14 in Section
8.4) and the support conditions for ∆Gv and for f allows us to further bound
‖v‖L2(B+
1
) + ‖f‖Yα,ǫ ≤ C‖f‖Yα,ǫ .
This implies
λ−1−2α+ǫ
n+1∑
i,j=1
[YiYj v˜]C0,ǫ∗ (Bλ/4(y)) + λ
−1−2α
n+1∑
i,j=1
‖YiYj v˜‖L∞(Bλ/4(y)) ≤ C‖f‖Yα,ǫ .
(69)
THE VARIABLE COEFFICIENT THIN OBSTACLE PROBLEM: HIGHER REGULARITY 69
Passing through a chain of non-tangential balls, we infer that (69) holds in a non-
tangential cone at y0:
n+1∑
i,j=1
[dG(y, y0)
−1−2α+ǫYiYj v˜]C0,ǫ∗ (NG(y0))
+
n+1∑
i,j=1
‖dG(y, y0)−1−2αYiYj v˜‖L∞(NG(y0)) ≤ C‖f‖Yα,ǫ.
We note that it is possible to derive (69) for v−Py¯ at each y¯ ∈ P and that hence v
is C3,α∗ (P ) in the sense of Definition 4.12. As by Proposition 4.17 the map y¯ 7→ Py¯
is C0,α(P ) regular, a triangle inequality and a covering argument yield the estimate
in the full neighborhood of y0
n+1∑
i,j=1
[dG(y, y0)
−1−2α+ǫYiYj v˜]C0,ǫ∗ (B+1 (y0))
+
n+1∑
i,j=1
‖dG(y, y0)−1−2αYiYj v˜‖L∞(B+
1
(y0))
≤ C‖f‖Yα,ǫ .
This concludes the local estimate and hence concludes the proof of Proposition
4.19. 
8.3. Invertibility of the Baouendi-Grushin Laplacian in Xα,ǫ, Yα,ǫ. We pro-
vide the proofs of the completeness of the spaces Xα,ǫ, Yα,ǫ (c.f. Definition 4.14)
and the desired invertibility of the Baouendi-Grushin Laplacian as an operator from
Xα,ǫ to Yα,ǫ (c.f. Lemma 8.12).
Lemma 8.11. Let Xα,ǫ, Yα,ǫ be as in Definition 4.14. Then (Xα,ǫ, ‖·‖Xα,ǫ), (Yα,ǫ, ‖·
‖Yα,ǫ) are Banach spaces.
Proof. (i) We first note that by the definition of Yα,ǫ, supp(f) ⊂ B+3 . Hence,
it suffices to consider the behavior of functions on B¯+3 . By Proposition 4.17 and
Remark 4.18 a function f ∈ Yα,ǫ can be decomposed as
f(y) = f0(y
′′)yn + r(y)
1+2α−ǫf1(y), r(y) =
√
y2n + y
2
n+1,
with f0 ∈ C0,α(P ) and f1 ∈ C0,ǫ∗ (Q+) and f0, f1 are obtained by Taylor ap-
proximation of f (c.f. the proof of Proposition 4.17 in Section 8.1). Moreover,
[f0]C˙0,α(P∩B3) + [f1]C˙0,ǫ∗ (B+3 )
is equivalent to ‖f‖Yα,ǫ . Thus, in order to obtain the
desired Banach property, it suffices to show the equivalence of the homogeneous
Ho¨lder norms and their inhomogeneous counterparts for y ∈ B+3 .
We start by making the following observation: For any f ∈ Yα,ǫ, supp(f) ⊂ B+3
(in combination with the definition of f0, f1) implies that
f0(y
′′) = 0 and f1(y) = 0 for y = (y
′′, yn, yn+1) such that (y
′′, 0, 0) ∈ P \ B+3 .
Thus,
‖f0‖L∞(P∩B3) ≤ C[f0]C˙0,α(P∩B3), ‖f1‖L∞(B+3 ) ≤ C[f1]C˙0,ǫ∗ (B+3 ).
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In particular, this immediately entails that ‖f0‖C0,α(P∩B3) ≤ C[f0]C˙0,α(P∩B) and
‖f1‖C0,ǫ∗ (B+3 ) ≤ C[f1]C˙0,ǫ∗ (B+3 ). Therefore, Yα,ǫ is a Banach space.
(ii) Let v ∈ Xα,ǫ. Since supp(∆Gv) ⊂ B+3 , we infer that
‖∆Gv‖C0,ǫ∗ (Q+) ≤ C[∆Gv]C˙0,ǫ∗ (Q+) ≤ C‖v‖Xα,ǫ .(70)
Moreover, the Dirichlet-Neumann boundary conditions allow us to extend v and
∆Gv evenly about yn+1 and oddly about yn. After the extension, the assumption
that v ∈ C0(Q+) yields the representation
v(x) =
ˆ
Rn+1
K(x, y)∆Gv(y)dy,
where K is the fundamental solution of ∆G in R
n+1 (c.f. Lemma 8.14 in Section
8.4). We remark that a priori v deviates from
´
K(x, y)∆Gv(y)dy by (at most) a
third order polynomial as we only control the semi-norm [v]C2,ǫ∗ (Q+\B+1 )
in the bulk
and the deviation of YiYjv at the boundary of B+3 . However, the decay property
at infinity forces v to coincide with
´
K(x, y)∆Gv(y)dy. By the kernel estimates
for the fundamental solution (c.f. Lemma 8.14 in Section 8.4) and by the support
assumption (70)
‖v‖L∞(Q+) ≤ C‖∆Gv‖L∞(Q+) ≤ C‖v‖Xα,ǫ .
Thus, we are able to control the L∞ norm of the coefficients of the approximating
polynomial Py¯ at each point y¯ ∈ P . 
Last but not least, we show the invertibility of the Baouendi-Grushin Laplacian
as an operator on these spaces:
Lemma 8.12. Let Xα,ǫ, Yα,ǫ be as in Definition 4.14. Then, ∆G : Xα,ǫ → Yα,ǫ is
an invertible operator.
Proof. We show that for each f ∈ Yα,ǫ, there exists a unique u ∈ Xα,ǫ such that
∆Gu = f . Moreover, by Section 8.2
‖u‖Xα,ǫ ≤ C‖f‖Yα,ǫ.(71)
Indeed, given f ∈ Yα,ǫ, we extend f oddly about yn and evenly about yn+1
and (with slight abuse of notation) still denote the extended function by f . Let
u(x) =
´
K(x, y)f(y)dy, where K is the kernel from Section 8.4. In particular, the
decay estimates for K (c.f. Lemma 8.14 in Section 8.4) imply that u ∈ C0(Rn+1).
Since f ∈ L∞(Rn+1) and supp(f) ⊂ B3, we obtain that u ∈ M2,p(Rn+1) for any
1 < p < ∞ (c.f. the Calderon-Zygmund estimates in Section 8.4). Moreover, by
the symmetry of the extension, u is odd in yn and even in yn+1, which implies
that u = 0 on {yn = 0} and ∂n+1u = 0 on {yn+1 = 0}. We restrict u to Q+ and
still denote it by u. By the interior estimates from the previous Section 8.2 and a
scaling argument, we further obtain that u ∈ Xα,ǫ and that it satisfies (71).
It is immediate that supp(∆Gu) = supp(f) ⊂ B+3 . Moreover, by using the
equation, ∂nnu = f − (y2n + y2n+1)
∑n−1
i=1 ∂iiu− ∂n+1,n+1u = 0 on {yn = yn+1 = 0}.
This shows the existence of u ∈ Xα,ǫ which satisfies ∆Gu = f . Due to (71) such a
function u is unique in Xα,ǫ. 
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8.4. Kernel estimates for the Baouendi-Grushin Laplacian. Last but not
least, we provide the arguments for the mapping properties of the Baouendi-Grushin
Laplacian in the whole space setting. This in particular yields the kernel bounds,
which are used in the previous subsection.
Our main result in this section are the following Calderon-Zygmund estimates:
Proposition 8.13 (Calderon-Zygmund estimates). Let Y := (Y1, . . . , Yn+1) with
Yi denoting the vector fields from Definition 4.1 and let F = (F
1, . . . , Fn+1) ∈
Lp(Rn+1,Rn+1), f ∈ Lp(Rn+1). Suppose that
∆Gu = YiF
i.
Then, there exists a constant cn = c(n) > 0 such that
n+1∑
i=1
‖Yiu‖Lp(Rn+1) ≤ cn p
2
p− 1‖F‖Lp(Rn+1).
If
∆Gu = f,
then there exists a constant cn = c(n) > 0 such that
n+1∑
i,j=1
‖YiYju‖Lp(Rn+1) ≤ cn p
2
p− 1‖f‖Lp(Rn+1).
If 0 < s < 1 and F ∈ C˙s(Rn+1,Rn+1), then there exists a constant cn = c(n) > 0
such that
n+1∑
i=1
‖Yiu‖C˙s(Rn+1) ≤ cn
1
s(1 − s)‖F‖C˙s(Rn+1).
Moreover, if F is supported on ball of radius one,
n+1∑
i=1
‖Yiu(x)‖L∞(Rn+1) ≤ c‖F‖Cs(B1).
The key auxiliary result to infer the regularity estimates of Proposition 8.13 is
the following existence and regularity result for a kernel to our problem:
Lemma 8.14. Let u : Rn+1 → R be a solution of ∆Gu = f . Then there exists a
kernel k(z, w) : R(n+1)×(n+1) → R such that
u(x) =
ˆ
Rn+1
k(x, y)f(y)dy.
Let Y˜ α denote the composition of the vector fields Y˜α1 . . . Y˜α|α| where Y˜i, i ∈
{1, . . . , 2n}, denote the modified vector fields from Definition 4.8. Then for all
multi-indeces α, β the following estimates hold∣∣∣Y˜ αz Y˜ βw k(z, w)∣∣∣ ≤ cα,βdG(z, w)2−|α|−|β|(vol(BdG(z,w)(z)))−1.
Here the subscript z, w in the vector fields Y˜ αz , Y˜
β
w indicates the variable the vector
fields are acting on.
Relying on this representation, we can proceed to the proof of Proposition 8.13:
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Proof of Proposition 8.13. LetKij(z, w) = Yi,zYj,wk(z, w) for any pair i, j ∈ {1, . . . , n+
1}, where the indeces z, w refer to the variables which the vector field are acting on
and k(z, w) denotes the kernel from Lemma 8.14. The function Kij(z, w) is related
to the obvious Calderon-Zygmund operator T which maps Lp to Lp. This proves
the desired Lp bounds. Hence, it remains to prove the Ho¨lder estimates. Formally,
it maps constants to zero. Thus,
Tf(x) = T (f − f(x))(x) =
ˆ
Rn+1
Kij(x, y)(f(y) − f(x))dy.
Now let dG(z, w) = 3. We choose a smooth cutoff function φ which is equal to 1 in
B1(0) and equal to 0 outside B3/2(0) and set f(x) = φ(x− z)f(x)+φ(x−w)f(x)+
(1−φ(x− z)−φ(x−w))f(x). We claim that |T (f)(w)−T (f)(z)| ≤ c. This follows
from the kernel estimates of Lemma 8.14. 
Finally, to conclude our discussion of the mapping properties of the Baouendi-
Grushin operator, we present the proof of Lemma 8.14:
Proof of Lemma 8.14. We begin by considering the equation
∆Gu =
n+1∑
i=1
YiF in R
n+1.
For this we have the energy estimate
n+1∑
i=1
‖Yiu‖2L2(Rn+1) ≤
n+1∑
i=1
‖F i‖2L2(Rn+1).
Also, the Sobolev embedding
‖u‖Lp(Rn+1) ≤ c
n+1∑
i=1
‖Yiu‖Lq(Rn+1),
holds with
1
q
− 1
2n− 2 =
1
p
.
By duality, if
1
2
− 1
2n− 2 =
1
p
,
we have the embedding
‖f‖M˙−1(Rn+1) ≤ c‖f‖Lp′(Rn+1).
Here M˙−1(Rn+1) denotes the dual space of M˙1(Rn+1) (and M˙1(Rn+1) is the ho-
mogeneous version of the space introduced in Definition 8.1 in Section 8.2). As
discussed in Section 4 the symbol of ∆G defines the sub-Riemannian metric
gy(v, w) = (y
2
n + y
2
n+1)
−1
n−1∑
i=1
viwi + vnwn + vn+1wn+1,
which itself correspondingly defines a metric dG on R
n+1. The operator ∆G satisfies
the Ho¨rmander condition with the vector fields
Y˜i, i ∈ {1, . . . , 2n}.
THE VARIABLE COEFFICIENT THIN OBSTACLE PROBLEM: HIGHER REGULARITY 73
Hence, it is hypoelliptic and any local distributional solution is smooth. More
precisely, if u ∈ L1(B1(y)) satisfies ∆Gu = 0, then for any multi-index α
‖Y˜ αu‖L∞(B1/2(y)) ≤ cα‖u‖L1(B1(y)).
Let 1p +
1
2n−2 =
1
2 and let p
′ the Ho¨lder conjugate exponent. Then, by the embed-
dings, if f ∈ Lp′ and
∆Gu = f in R
n+1,
then ‖u‖Lp(Rn+1) ≤ c‖f‖Lp′(Rn+1).
By the Schwartz kernel theorem there is a kernel k(z, w) so that
u(z) =
ˆ
Rn+1
k(z, w)f(w)dw.
More precisely, if f ∈ M˙−1, then u ∈ M˙−1. In particular, if f is supported in ball
B1(w) then u is a solution to the homogeneous problem outside. In particular if
dG(z, w) ≥ 3 then u is bounded together with all derivatives in B1(z). We fix z.
Then,
M−1(B1(w)) ∋ f → u(z),
is a linear continuous map, which is represented by w˜ → k(z, w˜) ∈ M1(B1(w)).
Since ∆G is self-adjoint,k(z, w) = k(w, z). Repeating previous arguments we see
that
Y˜ αw k(z, w˜)
is bounded in B1/2(w). Repeating the arguments and dualizing once more we obtain
that
|Y˜ αz Y˜ βw k(z, w)| ≤ c,
provided dG(z, w) = 1. Hence rescaling leads to the desired kernel estimates. 
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