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Seznamte se s na´stroji pro meˇˇren´ı vzda´lenost´ı v s´ıti. Seznamte se s pro-
tokolem ICMP. Proved’te na´vrh aplikace popiˇste a v jazyce C cˇi C++ im-
plementujte. Vytvoˇrte automaticke´ skripty pro meˇˇren´ı RTT vzda´lenost´ı.
Proved’te meˇˇren´ı vzda´lenost´ı mezi mnozˇinou server˚u a vytvoˇrte tre´novac´ı
data. Posud’te za´vislost parametru RTT na vzda´lenosti na mapeˇ.
ZADA´NI´
ABSTRAKT
Soucˇasny´ Internet se cˇ´ım da´l cˇasteˇji poty´ka´ s proble´mem spra´vne´ho urcˇen´ı vzda´lenost´ı
mezi jednotlivy´mi stanicemi. Nejˇs´ırˇs´ı dopad ma´ znalost te´to velicˇiny v oblastech optima´l-
n´ıho rozlozˇen´ı s´ıteˇ aplikacˇn´ıho multicastu, spra´vne´ho vy´beˇru u´cˇastn´ıka peer-to-peer s´ıteˇ,
nebo pˇri proste´m rozhodova´n´ı koncove´ho uzˇivatele, ktere´ z nejblizˇsˇ´ıch zrcadel pouzˇ´ıt pro
stazˇen´ı neˇjaky´ch dat. Nejblizˇsˇ´ı v tomto smyslu vsˇak nemus´ı nutneˇ znamenat geograficky
nejblizˇsˇ´ı - vzda´lenosti na Internetu jsou typicky vyjadˇrova´ny ve velicˇina´ch jako je latence
nebo sˇ´ıˇrka pa´sma. Vsˇechny tyto pˇr´ıklady maj´ı spolecˇnou snahu o u´sporu sˇ´ıˇrky pa´sma a
t´ım pa´dem ekonomickou u´sporu. Metody odhadu pozice v s´ıti pracuj´ı na za´kladeˇ meˇˇren´ı
parametru latence. V te´to pra´ci budou vytvoˇreny na´stroje pro meˇˇren´ı tohoto parametru
a za´rovenˇ s pomoc´ı teˇchto na´stroj˚u uka´za´no, jak moc spolu koresponduj´ı velicˇiny geo-
graficka´ vzda´lenost a latence.
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ABSTRACT
Current internet more and more often faces the problem of the right definition of distance
between the single hosts. The knowledge of this quantity influences the areas of the
optimal lay-out of overlay multicast networks, the right selection of peer-to-peer network
participant, or the simple decision of the end user: which one of the nearest mirrors to use
for downloading datas. The nearest one doesn’t have to mean the nearest in geographical
point of view - the distance on Internet is usually expressed by quantities as latency or
bandwidth. All these examples have got the saving of bandwidth in common and therefore
economical saving. The methods of host position prediction in networks work on the basis
of measuring latency parameter. The tools for measuring of this parameter will be set
up in this thesis and at the same time it will be shown how geographical distance and
latency correspond with each other.
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U´VOD
V posledn´ı dobeˇ vzr˚usta´ potrˇeba rychle a efektivneˇ urcˇovat vzda´lenosti mezi jed-
notlivy´mi stanicemi v Internetu. Du˚vodem je obecna´ snaha poskytovatel˚u datovy´ch
prˇenos˚u o co nejveˇtsˇ´ı u´sporu sˇ´ıˇrky pa´sma a t´ım i u´sporu na´klad˚u. Typicky´m prˇ´ıkla-
dem zmensˇen´ı potrˇebne´ sˇ´ıˇrky pa´sma mu˚zˇe by´t tzv. multicast. Multicast je metoda
rozes´ıla´n´ı paket˚u z jednoho zdrojove´ho stroje ke skupineˇ neˇkolika koncovy´ch stanic,
prˇicˇemzˇ data vys´ılana´ zdrojem se replikuj´ı podle potrˇeby v jednotlivy´ch smeˇrovacˇ´ıch
a prˇepos´ılaj´ı se da´le na ta s´ıt’ova´ rozhran´ı, za nimizˇ se nacha´zej´ı registrovan´ı prˇ´ıjemci.
Typicke´ vyuzˇit´ı multicastu mu˚zˇe by´t naprˇ´ıklad prˇi streamova´n´ı IPTV, kdy zdroj ne-
mus´ı pos´ılat pro 1000 prˇ´ıjemc˚u 1000 datovy´ch tok˚u, cozˇ obzvla´sˇt’ u videoprˇenosu
mu˚zˇe znamenat vy´raznou u´sporu sˇ´ıˇrky pa´sma jednotlivy´ch linek. Bohuzˇel multicas-
tove´ protokoly sta´le nejsou v dnesˇn´ı dobeˇ ze strany komercˇn´ıch poskytovatel˚u prˇiliˇs
podporova´ny, jeho vyuzˇit´ı z˚usta´va´ sp´ıˇse na akademicke´ p˚udeˇ (vy´jimkou z˚usta´va´j´ı
poskytovatele´ IPTV, avsˇak ani ti nepodporuj´ı mutlicastove´ vys´ıla´n´ı vza´jemneˇ mezi
svy´mi s´ıteˇmi; tuto situaci se pokousˇ´ı rˇesˇit naprˇ. Na´rodn´ı centrum videa, ktere´
umozˇnˇuje jednotlivy´m poskytovatel˚um pra´veˇ vza´jemne´ propojen´ı a je potom pouze
na nich, zda se rozhodnou tyto multicastove´ prˇenosy distribuovat da´le ve sve´ s´ıti).
Jedn´ım z d˚uvod˚u male´ho rozsˇ´ıˇren´ı je fakt, zˇe pro klasicke´ smeˇrovacˇe je mnohem
jednodusˇsˇ´ı pouze smeˇrova´n´ı paket˚u namı´sto dalˇs´ıch rozhodovac´ıch mechanismu˚ a
replikace paket˚u. Rˇesˇen´ım se nab´ız´ı by´t tzv. aplikacˇn´ı (overlay) multicast. Princip
spocˇ´ıva´ v tom, zˇe prˇ´ıjemce dat se za´rovenˇ mu˚zˇe sta´t jejich vys´ılacˇem (prˇepos´ılacˇem)
dalˇs´ım uzl˚um, cˇ´ımzˇ se v podstateˇ simuluje multicast. A pra´veˇ zde se sta´va´ d˚ulezˇi-
tou znalost vzda´lenost´ı mezi stanicemi v s´ıti: Pomoc´ı n´ı se totizˇ mu˚zˇe mnohem le´pe
optimalizovat struktura te´to prˇekryvne´ s´ıteˇ a t´ım pa´dem zvy´sˇit jej´ı vy´kon.
Znalost vzda´lenost´ı uzl˚u je take´ d˚ulezˇita´ pro peer-to-peer s´ıteˇ, ve ktery´ch spolu
jednotliv´ı u´cˇastn´ıci komunikuj´ı naprˇ´ımo a navza´jem si poskytuj´ı r˚uzne´ sluzˇby. Je
tedy nasnadeˇ, zˇe dobry´ odhad vzda´lenosti mu˚zˇe vy´razneˇ usnadnit vy´beˇr teˇchto jed-
notlivy´ch poskytovatel˚u.
Acˇkoliv jizˇ bylo provedeno neˇkolik r˚uzny´ch vy´zkumu˚ ty´kaj´ıc´ıch se te´to problematiky,
zat´ım neexistuje zˇa´dny´ standardizovany´ protokol pro meˇrˇen´ı vzda´lenost´ı mezi jed-
notlivy´mi koncovy´mi body. Existuje neˇkolik r˚uzny´ch metod, pomoc´ı ktery´ch se da´
odhadnout pozice jednotlivy´ch stanic v s´ıti. Mezi nejzna´meˇjˇs´ı patrˇ´ı Spand, Remos
project, IDMaps a GNP (ktera´ da´va´ momenta´lneˇ jedny z nejprˇesneˇjˇs´ıch vy´sledk˚u).
Je velmi d˚ulezˇite´ uveˇdomit si motivaci (d˚uvod) meˇrˇen´ı vzda´lenost´ı, protozˇe r˚uzne´
architektury poskytuj´ı r˚uzne´ typy informac´ı a ne vsˇechny mohou by´t pouzˇitelne´
pro konkre´tn´ı prˇ´ıpady. Aby byly tyto architektury pouzˇitelne´, je trˇeba, aby byly
dostatecˇneˇ prˇesne´, rychle´ a snadno rozsˇ´ıˇritelne´. Drtiva´ veˇtsˇina teˇchto metod ma´
spolecˇnou jednu veˇc - zaby´vaj´ı se odhadem vza´jemny´ch vzda´lenost´ı na za´kladeˇ
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meˇrˇen´ı a vyhodnocen´ı parametru latence. Je to cˇas, ktery´ uplyne od odesla´n´ı zpra´vy
zdrojovy´m uzlem po jej´ı prˇijet´ı na uzlu c´ılove´m.
Tato pra´ce si klade za c´ıl vytvorˇit sadu na´stroj˚u pro meˇrˇen´ı latence. S jejich pomoc´ı
se pak na za´kladeˇ nameˇrˇeny´ch hodnot pokus´ı odpoveˇdeˇt na ota´zku, zda mezi velicˇi-
nami latence a geograficke´ vzda´lenosti existuje neˇjaka´ vza´jemna´ souvslost, tedy zda
lze pomoc´ı protokolu ICMP zmeˇrˇit nebo alesponˇ odhadnout geografickou vzda´lenost
jednotlivy´ch uzl˚u v s´ıti.
V kapitole 1 jsou shrnuty teoreticke´ poznatky, d˚ulezˇite´ pro meˇrˇen´ı vzda´lenost´ı v
s´ıt´ıch - jsou zde definova´ny d˚ulezˇite´ pojmy metriky. Druha´ kapitola prˇedstavuje nej-
zna´meˇjˇs´ı dosud vytvorˇene´ architektury pro odhad pozice stanice v s´ıti. Kapitola 3 se
zaby´va´ vytvorˇen´ım a otestovan´ım aplikace, ktera´ je schopna meˇrˇit latenci a za´rovenˇ
popisuje skripty, ktere´ byly naprogramova´ny pro meˇrˇen´ı latence ve veˇtsˇ´ı mı´ˇre a
za´rovenˇ nameˇrˇena´ data zpracova´vaj´ı. Pomoc´ı teˇchto skript˚u jsou da´le v kapitole 4
nameˇrˇena´ data vyhodnocena. V kapitole 5 jsou shrnuty vy´sledky te´to pra´ce.
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1 TEORETICKY´ ZA´KLAD PRO MEˇRˇENI´
VZDA´LENOSTI´ V SI´TI´CH
Mezi kvalitativn´ı parametry s´ıteˇ pouzˇitelne´ prˇi odhadech vzda´lenost´ı patrˇ´ı naprˇ´ıklad
latence, jitter, ztra´tovost paket˚u nebo propustnost. Jejich meˇrˇen´ı je v soucˇasne´ dobeˇ
te´meˇrˇ nezbytne´, pouzˇ´ıvaj´ı se jako identifika´tory stavu s´ıteˇ - mu˚zˇeme pomoc´ı nich
urcˇit, zda je neˇkde proble´m, cˇeho se ty´ka´ atd.
Jitter prˇedstavuje variabilitu v dorucˇova´n´ı paket˚u c´ılove´mu uzlu (tedy ve zpozˇdeˇn´ı
prˇi prˇenosu). Existuj´ı typy aplikac´ı, ktery´m rozptyl nezp˚usobuje zˇa´dne´ proble´my, a
naopak takove´, ktere´ trvaj´ı na konstantn´ım jitteru. Ztra´tovost paket˚u je vyjadrˇova´na
veˇtsˇinou procenty a prˇedstavuje pr˚umeˇrnou ztra´tu paket˚u za urcˇite´ obdob´ı. Dalˇs´ı
mozˇnost´ı vyuzˇit´ı (konkre´tneˇ parametru latence) je mozˇnost odhadovat pomoc´ı neˇho
virtua´ln´ı vzda´lenost jednotlivy´ch stanic v s´ıti.
1.1 Zpozˇdeˇn´ı (latency)
Latence je cˇas, ktery´ uplyne od odesla´n´ı zpra´vy zdrojovy´m uzlem po jej´ı prˇijet´ı na
uzlu c´ılove´m; zahrnuje zpozˇdeˇn´ı v prˇenosove´ trase a na zarˇ´ızen´ıch, ktere´ jsou jej´ı
soucˇa´st´ı. Je nutne´ rozliˇsovat zpozˇdeˇn´ı jednosmeˇrne´ (tj. cˇas mezi odesla´n´ım paketu
zdrojem a jeho prˇijet´ı c´ılem) a zpozˇdeˇn´ı obousmeˇrne´, tzv. round-trip latency, zahrnu-
j´ıc´ı dva faktory: dobu cesty paketu tam i zpeˇt a cˇas na jeho zpracova´n´ı (naprˇ. za-
ko´dova´n´ı paketu pro jeho prˇenos). Spodn´ı hranice zpozˇdeˇn´ı je dana´ vzda´lenost´ı,
kterou paket mus´ı urazit, a rychlost´ı, kterou se signa´l sˇ´ıˇr´ı prˇenosovy´m me´diem (ty-
picky je to hodnota 70-95% rychlosti sveˇtla, za´vis´ı na pouzˇite´m prˇenosove´m me´diu).
Skutecˇna´ velikost latence je samozrˇejmeˇ mnohem veˇtsˇ´ı. Parametr latence je d˚ulezˇite´
monitorovat z toho d˚uvodu, zˇe jeho na´hly´ na´r˚ust obvykle ukazuje na proble´my v
s´ıti (nejcˇasteˇji na prˇenosove´m me´diu). V s´ıt’ove´ praxi se nejcˇasteˇji vyuzˇ´ıva´ pra´veˇ
parametr round-trip latency nebo take´ Round Trip Time (RTT), protozˇe jej lze
zmeˇrˇit z jedne´ stanice. Jednoduchy´m testovac´ım mechanismem pro zkousˇen´ı dos-
tupnosti uzlu je aplikace ping, ktera´ pracuje na za´kladeˇ odes´ıla´n´ı a prˇij´ıma´n´ı ICMP
zpra´v (v´ıce viz kapitola 1.3.1).
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1.2 ICMP
Sluzˇebn´ı protokol ICMP, definovany´ specifikac´ı RFC7921, je vyzˇadovanou soucˇa´st´ı IP
protokolu. Slouzˇ´ı k signalizaci neobvykly´ch situac´ı v s´ıt´ıch, ktere´ jsou postaveny na
IP protokolu, naprˇ. umozˇnˇuje zdrojovy´m smeˇrovacˇ˚um a hostitel˚um (obecneˇ uzl˚um)
vyuzˇ´ıvaj´ıc´ım IP komunikaci ohlasˇovat chyby a vymeˇnˇovat si omezene´ rˇ´ıd´ıc´ı a stavove´
informace. Azˇ na vy´jimky nen´ı pouzˇ´ıva´n s´ıt’ovy´mi aplikacemi prˇ´ımo.
Stejneˇ jako u protokolu UDP, informace o ztra´teˇ nebo zrusˇen´ı ICMP zpra´vy nej-
Obra´zek 1.1: ICMP paket - struktura
sou prˇeda´va´ny. Z bezpecˇnostn´ıch d˚uvod˚u jsou pomeˇrneˇ cˇasto ICMP zpra´vy zaha-
zova´ny. Nejcˇasteˇji jsou tyto signalizacˇn´ı zpra´vy generova´ny prˇi chyba´ch v IP data-
gramech (viz specifikaceRFC1122), prˇ´ıpadneˇ pro diagnosticke´ nebo routovac´ı u´cˇely.
Konkre´tn´ım prˇ´ıkladem mu˚zˇe by´t situace, kdy:
– smeˇrovacˇ v tabulce nema´ za´znam o c´ılove´ s´ıti
– smeˇrovacˇ mus´ı zrusˇit paket, pokud dojde k prˇekrocˇen´ı TTL
– pozˇadovana´ sluzˇba nebo c´ıl nejsou dostupne´, atd.
K za´kladn´ım funkc´ım protokolu ICMP tedy patrˇ´ı testova´n´ı dostupnosti a stavu
c´ılove´ho uzlu s´ıteˇ, aktualizace smeˇrovy´ch tabulek uzl˚u, rˇ´ızen´ı zahlcen´ı s´ıteˇ a toku
paket˚u a odes´ıla´n´ı masky pods´ıteˇ. ICMP zpra´vy se prˇena´sˇ´ı v datove´ cˇa´sti IP data-
gramu. Aby se ICMP zpra´va dostala zpeˇt k p˚uvodn´ımu odes´ılateli, je nutne´, aby ji
1RFC, request for comments. Pouzˇ´ıva´ se pro oznacˇen´ı rˇady standard˚u a dalˇs´ıch dokument˚u
popisuj´ıc´ıch Internetove´ protokoly, syste´my atd. Vydane´ RFC se nerusˇ´ı, v budoucnu mu˚zˇe upravit
vyda´n´ım noveˇjˇs´ıho RFC.
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Typ Ko´d Popis
0 0 Echo
3 Nedorucˇitelny´ IP datagram (destination unreachable)
0 Nedosazˇitelna´ s´ıt’ (Network unreachable)
1 Nedosazˇitelny´ uzel (Host unreachable)
2 Nedosazˇitelny´ protokol (Protocol unreachable)
3 Nedosazˇitelny´ port protokolu UDP (Port unreachable)
5 Selhalo explicitn´ı smeˇrova´n´ı (Source route failed)
6 Adresa´tova s´ıt’ je nezna´ma´ (Destination network unknown)
7 Adresa´t˚uv uzel je nezna´my´ (Destination host unknown)
8 0 Zˇa´dost o echo
11 Cˇas vyprsˇel (time exceeded)
13 0 Pozˇadavek na cˇasovou synchornizaci (timestamp request)
14 0 Odpoveˇd’ na cˇasovou synchronizaci (timestamp reply)
Tabulka 1.1: Nejcˇasteˇjˇs´ı typy ICMP paketu
IP vrstva zapouzdrˇila novou IP hlavicˇkou. Za´hlav´ı ICMP paketu ma´ vzˇdy velikost 8
byt˚u. Prvn´ı cˇtyrˇi bajty nesou informaci o ko´du zpra´vy, jej´ım typu a da´le kontroln´ı
CRC soucˇet (16 bit˚u). Hrube´ rozdeˇlen´ı paket˚u se prova´d´ı typem, konkre´tn´ı urcˇen´ı
potom specifikuje ko´d. Nejcˇasteˇji pouzˇ´ıvane´ typy ICMP paketu obsahuje tabulka
cˇ.1.1.
Zpra´vy se velmi cˇasto pouzˇ´ıvaj´ı v kombinaci. Spojen´ı zpra´v cˇ.0 a 8 se vyuzˇ´ıva´
v aplikaci ping, ktera´ jednoduchy´m zp˚usobem testuje dostupnost uzlu (viz kapitola
1.3.1):
– Echo request (typ 8) se pouzˇ´ıva´ ke zjiˇsteˇn´ı, zda je dany´ uzel v s´ıti sta´le
prˇ´ıtomen
– Echo reply (typ 0) je odpoveˇd´ı na echo request
Dalˇs´ı obdobnou aplikac´ı vyuzˇ´ıvaj´ıc´ı tyto zpra´vy je traceroute. Aplikace odes´ıla´ UDP
datagramy se specia´lneˇ nastavenou zˇivotnost´ı v pol´ıcˇku TTL IP hlavicˇky a ocˇeka´va´
ICMP zpra´vu typu 11 nebo 3.
Zpra´vy cˇ.13 a 14 tvorˇ´ı mechanismus ke zjiˇst’ova´n´ı charakteristiky zpozˇdeˇn´ı prˇi pr˚u-
chodu paketu s´ıt´ı. Zdrojovy´ uzel vkla´da´ do datagramu timestamp (cˇasovou znacˇku)
a pos´ıla´ ho jako request. C´ılovy´ uzel vkla´da´ do datagramu timestamp prˇi prˇijet´ı i
odesla´n´ı a pos´ıla´ ho jako reply.
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1.3 Meˇrˇen´ı RTT
RTT neboli round-trip (delay) time je cˇas, za ktery´ informace doraz´ı od zdroje k
c´ıli a zpeˇt. Pomeˇrneˇ cˇasto je vyuzˇ´ıva´n routovac´ımi algoritmy pro vy´pocˇet optima´ln´ı
cesty. Pro kazˇde´ meˇrˇen´ı RTT existuje teoreticke´ minimum, ktere´ nelze prˇekonat.
Jeho d˚uvodem je fyzicka´ vzda´lenost zdroje a c´ıle (tj. de´lka prˇenosove´ho me´dia v
cesteˇ) a za´rovenˇ rychlost sˇ´ıˇren´ı signa´lu v dane´m me´diu. Beˇzˇneˇ se tento u´daj pohy-
buje v rˇa´dech des´ıtek azˇ stovek milisekund. Cˇ´ım veˇtsˇ´ı je toto zpozˇdeˇn´ı, t´ım h˚urˇe se
protokol˚um transportn´ı vrstvy udrzˇuje velka´ sˇ´ıˇrka pa´sma (viz RFC2679).
V neˇktery´ch prˇ´ıpadech se take´ vyuzˇ´ıva´ pouze tzv. jednosmeˇrne´ meˇrˇen´ı (one-way de-
lay). Jeho vy´hodou je fakt, zˇe cesta paketu s´ıt´ı nemus´ı by´t shodna´ v obou smeˇrech,
tj. v tomto prˇ´ıpadeˇ by na´m klasicky´ RTT dal informaci pouze o pr˚umeˇrne´ prodleveˇ.
V prˇ´ıpadeˇ zmeˇrˇen´ı teˇchto cest neza´visle je mozˇne´ z´ıskat lepsˇ´ı prˇehled o vy´konnost-
n´ıch rozd´ılech (kazˇda´ z cest mu˚zˇe procha´zet prˇes r˚uzne´ providery nebo dokonce zcela
odliˇsne´ typy s´ıt´ı - naprˇ. ATM versus SONET).
1.3.1 Aplikace ping
Program ping byl napsa´n r. 1983 Mikem Muussem. PING (neboli Packet InterNet
Grouper) slouzˇ´ı k detekci cˇasu odezvy s´ıt’ove´ho zarˇ´ızen´ı v IP s´ıti a patrˇ´ı mezi stan-
dardn´ı na´stroje pro spra´vu s´ıteˇ. Ping pouzˇ´ıva´ ICMP zpra´vy Echo request a Echo
reply. Pomoc´ı DNS serveru je testovana´ URL adresa prˇelozˇena na IP adresu a na ni
je vysla´n ICMP datagram s zˇa´dost´ı o odpoveˇd’. Ve stanovene´m limitu (beˇzˇneˇ cca 3
sekundy, jedna´ se o nastavitelny´ parametr) aplikace cˇeka´ na odpoveˇd’ Echo reply.
Tuto odpoveˇd’ lze identifikovat d´ıky polozˇce icmp seq v teˇle ICMP zpra´vy (viz kapi-
tola 1.2).
S´ıt’ mu˚zˇeme testovat pomoc´ı r˚uzneˇ dlouhy´ch paket˚u, zjist´ıme tak optima´ln´ı hodnotu
tzv. MTU (maximum transmisson unit). MTU je hodnota uda´vaj´ıc´ı maxima´ln´ı ve-
likost prˇenosove´ jednotky na u´rovni vrstvy s´ıt’ove´ho rozhran´ı. Standardem z r.1990
(RFC1191) byla urcˇena maxima´ln´ı velikost paketu v s´ıt´ıch pouzˇ´ıvaj´ıc´ıh standard
Ethernet II na 1500 byte. V te´to hodnoteˇ je zahrnuta standartn´ı TCP a IP hlavicˇka
(40 byte). Typicka´ hodnota je tedy 1500 byte, nejmensˇ´ı mozˇna´ je 576 byte.
Za zmı´nku stoj´ı varianta u´toku typu DoS2 vyuzˇ´ıvaj´ıc´ı chyby v TCP/IP protokolu.
Mnoho pocˇ´ıtacˇovy´ch syste´mu˚ neumeˇlo zpracovat ping vetsˇ´ı nezˇ 65535 byt˚u (cozˇ
je maxima´ln´ı velikost paketu v protokolu IP). Takto abnorma´lneˇ velky´ paket mu˚zˇe
u´tocˇn´ık poslat do s´ıteˇ, kde zp˚usob´ı chyby (obvykle tzv. prˇetecˇen´ı za´sobn´ıku) vedouc´ı
k selha´n´ı syste´mu˚, ktere´ nejsou proti takovy´m chybny´m paket˚um odolne´. Rˇesˇen´ım je
2DoS neboli Denial of Service, technika u´toku na internetove´ sluzˇby nebo stra´nky. Docha´z´ı prˇi n´ı
k zahlcen´ı pozˇadavky a pa´du nebo minima´lneˇ nefunkcˇnosti a nedostupnosti pro ostatn´ı uzˇivatele.
16
kontrola opeˇtovne´ho spojova´n´ı IP fragment˚u. Mus´ı platit, zˇe soucˇet pol´ı Fragment
Offset a Total Length v IP hlavicˇce kazˇde´ho fragmentu je mensˇ´ı nezˇ 65535 byt˚u.
Pokud je soucˇet veˇtsˇ´ı, paket je neplatny´ a IP fragment je ”zahozen”.
Pakety ICMP typu echo maj´ı ve smeˇrovacˇ´ıch i koncovy´ch uzlech cˇasto nastavenou
nizˇsˇ´ı prioritu zpracova´n´ı v˚ucˇi ostatn´ım druh˚um komunikace a to se mu˚zˇe projevit na
vy´sledc´ıch meˇrˇen´ı. Nav´ıc ping obvykle pouzˇ´ıva´ male´ pakety, takzˇe i zde docha´z´ı ke
znacˇne´mu rozd´ılu prˇi jejich pr˚uchodu s´ıt´ı v˚ucˇi velky´m TCP nebo UDP paket˚um. Da-
tove´ pakety maj´ı rozd´ılnou velikost, r˚uzne´ priority, a r˚uzne´ protokoly se v s´ıti chovaj´ı
take´ jinak. Prˇi vyuzˇ´ıva´n´ı programu ping pro meˇrˇen´ı kvalitativn´ıch parametr˚u s´ıteˇ je
tedy nutne´ vz´ıt v u´vahu vsˇechny tyto aspekty.
V soucˇasne´ dobeˇ jizˇ existuje velke´ mnozˇstv´ı na´stroj˚u pro meˇrˇen´ı RTT, nejjednodusˇsˇ´ı
(ping implementovany´ v OS Unix/Win) maj´ı pouze textovy´ vy´stup, slozˇiteˇjˇs´ı
nab´ız´ı graficke´ rozhran´ı se zobrazova´n´ım cesty paketu po zemeˇkouli. Velmi peˇkny´
graficky´ vy´stup poskytuje naprˇ. program VisualRoute, slabinou vsˇak z˚usta´va´ zp˚usob
zjiˇst’ova´n´ı prˇesne´ geograficke´ polohy pingany´ch host˚u (viz kapitola 1.4).
1.3.2 Faktory ovlivnˇuj´ıc´ı meˇrˇen´ı RTT
Prˇi odhadu vzda´lenosti pomoc´ı RTT je trˇeba vz´ıt v u´vahu neˇkolik faktor˚u, ktere´ jed-
notliva´ meˇrˇen´ı ovlivnˇuj´ı. Vy´sledny´ RTT je vzˇdy o neˇco veˇtsˇ´ı, nezˇ minima´ln´ı fyzika´ln´ı
hodnota, ktere´ by teoreticky mohl dosahovat. Ne vsˇechny faktory se vsˇak daj´ı elim-
inovat, vliv neˇktery´ch se da´ cˇa´stecˇneˇ predikovat. Jsou to zejme´na:
• velikost MTU,
• povaha prˇenosove´ho me´dia - zda se jedna´ o meˇd’eny´ dvoudra´t, optiku nebo
trˇeba bezdra´tovy´ prˇenos. Ru˚zna´ prostrˇed´ı znamenaj´ı r˚uzne´ rychlosti sˇ´ıˇren´ı
signa´lu, naprˇ. po Ethernetu (tedy meˇdeˇny´ dra´t) se signa´l sˇ´ıˇr´ı rychlost´ı 0,66
rychlosti sveˇtla;
• prˇenosova´ rychlost, kterou je zdroj prˇipojen do Internetu (tedy sˇ´ıˇrka pa´sma)
• fyzicka´ (geograficka´) vzda´lenost mezi zdrojem a c´ılem
• pocˇet uzl˚u mezi zdrojem a c´ılem (topologie s´ıteˇ)
• aktua´ln´ı velikost provoz v s´ıti LAN, do ktere´ je zapojen koncovy´ uzˇivatel
• pocˇet jiny´ch pozˇadavk˚u, ktere´ jsou vyrˇizova´ny mezilehly´mi uzly (souvis´ı s pri-
oritizac´ı paket˚u)
• prˇ´ıtomnost interferenc´ı ve veden´ı
Je zrˇejme´, zˇe naprˇ´ıklad zmeˇnou MTU se da´ dosa´hnout lepsˇ´ıho pr˚uchodu testovac´ıch
paket˚u s´ıt´ı, naopak typ prˇenosovy´ch me´di´ı obzvla´sˇt’ u pa´terˇn´ıch spoj˚u nema´me
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mozˇnost jakkoliv ovlivnit (jista´ mozˇnost existuje u me´dia pouzˇite´ho na posledn´ı
mı´li). Je vsˇak d˚ulezˇite´ uveˇdomit si, zˇe veˇtsˇina faktor˚u se bude uplatnˇovat jak prˇi
meˇrˇen´ı RTT, tak prˇi beˇzˇne´m vyuzˇit´ı s´ıteˇ, takzˇe zmeˇrˇeny´ RTT na´m mu˚zˇe poskytnout
pomeˇrneˇ dobry´ obra´zek o stavu s´ıteˇ.
1.4 Odhad geograficke´ polohy ze znalosti IP
adresy
Dnes nejpouzˇ´ıvaneˇjˇs´ı rodina internetovy´ch protokol˚u TCP/IP je postavena´ tak, zˇe
cˇ´ıselne´ IP adresy jsou prˇideˇlova´ny neza´visle na tom, kde se fyzicky nacha´z´ı (tj. jaka´
je jejich geograficka´ poloha), a take´ bez ohledu na to, jaky´m zp˚usobem jsou k Inter-
netu prˇipojeny. Vzhledem k omezeny´m mozˇnostem z´ıska´va´n´ı informac´ı o lokalizaci
IP adres je odhad pozice stanice v s´ıti na za´kladeˇ te´to metody velmi neprˇesny´.
Veˇtsˇina aplikac´ı funguje na za´kladeˇ cˇten´ı u´daj˚u z mezina´rodn´ıch nebo (a) regiona´l-
n´ıch databa´z´ı, jako je ARIN, APNIC nebo LACNIC. Poskytovatele´ Internetu v Cˇeske´
republice vyuzˇ´ıvaj´ı databa´zi RIPE, konkre´tneˇ NCC (Network Coordination Centre).
Ta obsahuje kontaktn´ı a registracˇn´ı u´daje pro tzv. RIPE NCC service region (kam
spada´ Evropa, Strˇedn´ı vy´chod a cˇa´st Asie). V RIPE databa´zi je mozˇno nale´zt IP
adresy, cˇ´ısla autonomn´ıch syste´mu˚3 (AS), da´le organizace nebo za´kazn´ıky spojene´ s
teˇmito AS a kontaktn´ı u´daje pro tyto s´ıteˇ (Points of Contact, POC). Kazˇda´ organi-
zace, ktera´ dle RIPE drzˇ´ı IP adresy, je zodpoveˇdna´ za jejich aktua´lnost v databa´zi.
Vsˇechny tyto informace jsou beˇzˇneˇ dostupne´ prˇ´ımo na www stra´nka´ch RIPE, viz
adresa www.ripe.net.
Jak tedy konkre´tneˇ funguje odhad geograficke´ pozice v s´ıti? Postup byl testova´n
na IP adrese 62.168.37.105. Na stra´nce http://www.ripe.net/whois zada´me do for-
mula´rˇe IP adresu, kterou chceme lokalizovat. Z vy´pisu na´s nejv´ıce zaj´ıma´ polozˇka ad-
dress, prˇ´ıpadneˇ jesˇteˇ netname. Pra´veˇ z adresy je mozˇno z´ıskat prˇedstavu o lokalizaci
IP adresy. Pro na´sˇ konkre´tn´ı prˇ´ıpad jsme z´ıskali za´znam addres: Brno a netname:
BRNO-NET. Dle tohoto za´znamu mu˚zˇeme odhadnout, zˇe IP adresa je vyuzˇ´ıva´na v
Brneˇ. Dotazem na providera4 (ktery´ je vy´pisu v polozˇce address uveden rovneˇzˇ)
bylo zjiˇsteˇno, zˇe odhad koresponduje s realitou a dana´ IP adresa je opravdu v
Brneˇ. Nicme´neˇ uzˇ prˇi testova´n´ı dalˇs´ı IP adresy, 62.84.132.211, byla zjiˇsteˇna nes-
rovnalost. Vy´pis odkazuje na adresu Praha, opeˇtovny´m dotazem na poskytovatele
vsˇak bylo zjiˇsteˇno, zˇe tato IP adresa je pouzˇ´ıva´na opeˇt v Brneˇ. Polozˇka address
by totizˇ meˇla obsahovat geografickou lokaci prohleda´vane´ IP adresy, bohuzˇel velmi
3Autonomn´ı syste´m je cˇa´st Internetu se spolecˇnou smeˇrovac´ı politikou, typicky ISP + jeho
za´kazn´ıci.
4poskytovatel prˇipojen´ı k s´ıti Internet, jenzˇ ma´ tyto IP adresy prˇideˇleny
18
cˇasto v n´ı by´va´ uvedeno s´ıdlo poskytovatele Internetu, ktery´ vlastn´ı adresn´ı rozsah
s touto IP adresou, nebo naprˇ. adresa s´ıdla firmy, ktera´ IP adresu vyuzˇ´ıva´ - nikoliv
jej´ı pobocˇky, ktera´ ji opravdu pouzˇ´ıva´ fyzicky na neˇktere´m zarˇ´ızen´ı.
Mezi dalˇs´ı databa´ze funguj´ıc´ı obdobneˇ jako RIPE patrˇ´ı ARIN (pro Severn´ı Ameriku),
AFRINIC (Afrika), LACNIC (pro Latinskou Ameriku) a APNIC (Asie a Pacifik).
Dalˇs´ı mozˇnost´ı, jak zjistit geografickou polohu, mu˚zˇe by´t zjiˇsteˇn´ı reverzn´ıho za´z-
namu IP adresy (naprˇ. pomoc´ı prˇ´ıkazu nslookup pod OS Win, host pod Linuxem).
Pro testova´n´ı byla pouzˇita IP adresa 195.113.160.10 - jej´ı reverz byl zjiˇsteˇn opeˇt
pomoc´ı programu nslookup: na prˇ´ıkazovy´ rˇa´dek (commandline) byl zada´n prˇ´ıkaz
nslookup 195.113.160.10. Cˇa´st odpoveˇdi s revezn´ım za´znamem byla:
Na´zev: gate.fnplzen.cz. Z toho je mozˇno usoudit, zˇe tato IP se pravdeˇpodobneˇ
nale´za´ v Plzni. I tato metoda ma´ vsˇak sva´ u´skal´ı, veˇtsˇ´ı nezˇ pomoc´ı z´ıska´va´n´ı in-
formace z RIPE: reverzn´ı za´znam totizˇ nen´ı povinna´ polozˇka (tj. mnoho adres ho
nema´ v˚ubec) a neexistuje prakticky zˇa´dna´ konvence, jak reverz zava´deˇt. Naprˇ´ıklad z
reverzn´ıho za´znamu pro adresu 175.75.89.65 je zrˇejme´, zˇe lokaci nema´me sˇanci zjistit
(nelze najı´t adresu 175.75.89.65: non-existent domain).
Posledn´ı mozˇnost´ı mu˚zˇe by´t vytva´rˇen´ı vlastn´ı databa´ze. Tato mozˇnost je vsˇak pro
beˇzˇne´ uzˇivatele sp´ıˇse nerea´lna´ a vzhledem k nutnosti neusta´le´ aktua´lnosti i velmi
syste´moveˇ na´rocˇna´.
Veˇtsˇina softwaru nebo prˇ´ımo internetovy´ch stra´nek oveˇrˇuj´ıc´ıch geografickou polohu
IP adresy pracuje pra´veˇ na ba´zi neˇktere´ho z vy´sˇe uvedeny´ch mechanismu˚. Na stej-
ne´m principu pracuj´ı take´ nejr˚uzneˇjˇs´ı graficke´ programy traceroute, ktere´ s kazˇdy´m
dalˇs´ım skokem vykresluj´ı jeho polohu na mapeˇ.
Prˇ´ıkladem sluzˇby, ktera´ pracuje se svou vlastn´ı databa´z´ı, je sluzˇba IP2Location [12].
Tato sluzˇba pro vy´sˇe testovane´ IP adresy nevrac´ı vsˇechny u´daje totozˇne´ jako ve
vy´pisu z RIPE. Graficky´ program traceroute lze nale´zt naprˇ. na adrese [13].
Jediny´m opravdu spolehlivy´m zp˚usobem zjiˇsteˇn´ı prˇesne´ geograficke´ lokace IP adresy
tedy z˚usta´va´ z´ıska´n´ı informac´ı od providera, ktery´ ma´ tuto adresu ve sve´m rozsahu,
prˇ´ıpadneˇ samozrˇejmeˇ od prˇ´ıme´ho uzˇivatele IP adresy.
19
2 PREDIKCE POZICE STANICE V SI´TI
V soucˇasne´ dobeˇ existuje pomeˇrneˇ velke´ mnozˇstv´ı r˚uzny´ch syste´mu, ktere´ umozˇnˇuj´ı
odhad vza´jemne´ vzda´lenosti jednotlivy´ch uzl˚u v s´ıti. Vzda´lenost v tomto prˇ´ıpadeˇ
neznamena´ prˇ´ımou geografickou vzda´lenost, metrikou je parametr latence. Acˇkoliv
geograficka´ vzda´lenost je jedn´ım z faktor˚u, ktere´ meˇrˇen´ı ovlivnˇuj´ı, velmi cˇasto se
lze setkat s prˇ´ıpady, kdy geograficky vzda´leneˇjˇs´ı uzly maj´ı vza´jemneˇ vy´razneˇ lepsˇ´ı
dobu odezvy, nezˇ neˇktere´ blizˇsˇ´ı. Z tohoto d˚uvodu nelze vzda´lenost uzl˚u meˇrˇit v geo-
graficky´ch jednotka´ch a je nutno pouzˇ´ıvat cˇasove´ odezvy.
Syste´my se deˇl´ı podle dvou za´kladn´ıch krite´ri´ı: zda se jedna´ o centralizovany´ (GNP)
nebo decentralizovany´ (Vivaldi) syste´m, nebo zda vyuzˇ´ıva´ aktivn´ıch (ID Maps) cˇi pa-
sivn´ıch (SPAND) dat. Kazˇdy´ z teˇchto syste´mu˚ ma´ sva´ specifika, vy´hody a nevy´hody,
a je nutne´ definovat si pozˇadavky tak, aby mohl by´t proveden spra´vny´ vy´beˇr ar-
chitektury. Veˇtsˇina z teˇchto syste´mu˚ vyuzˇ´ıva´ pro meˇrˇen´ı parametr latence RTT (viz
kapitola 1.3). Mezi nejzna´meˇjˇs´ı patrˇ´ı Spand, Remos project, IDMaps, Vivaldi nebo
GNP (jehozˇ vy´voj zat´ım nebyl plneˇ dokoncˇen). Na´sleduj´ıc´ı kapitola se detailneˇji
zaby´va´ dveˇma rozsˇ´ıˇreny´mi syste´my s rozd´ılnou architekturou, IDMaps a GNP.
2.1 Projekty Remos a SPAND
2.1.1 Remos
Remos (Resource Monitoring System) [17], vyvinuty´ v r.2000, je rozhran´ı nab´ızej´ıc´ı
s´ıt’ovy´m aplikac´ım relevantn´ı informace ohledneˇ jejich okol´ı, prˇ´ıpadneˇ o konkre´t-
n´ıch uzlech v s´ıti nebo komunikacˇn´ıch linka´ch. Snazˇ´ı se o dosazˇen´ı kompromisu
mezi prˇesnost´ı (poskytovana´ informace je tzv. best-effort) a efektivitou. Sp´ıˇse nezˇ na
vlastn´ı implementaci je zameˇrˇen na rozhran´ı. Zdrojove´ informace o metrice z´ıska´va´
z neza´visly´ch zdroj˚u - naprˇ´ıklad pomoc´ı SNMP protokolu. Z tohoto d˚uvodu je snazˇsˇ´ı
celou aplikaci vytvorˇit a implementovat (nezaby´va´ se prˇ´ımo meˇrˇen´ım, pouze posky-
tova´n´ım z´ıskany´ch informac´ı dalˇs´ım aplikac´ım). Remos funguje na za´kladeˇ logicke´
s´ıt’ove´ topologie. Du˚lezˇity´m pojmem jsou toky (tzv. flows), cozˇ jsou spojen´ı na
u´rovni aplikac´ı mezi dveˇma uzly (naprˇ. audio nebo video). Toky jsou vyuzˇ´ıva´ny jako
abstrakce fyzicky´ch spojen´ı, d´ıky cˇemuzˇ je Remos pouzˇitelny´ neza´visle na detailech
syste´mu.
2.1.2 SPAND
Na rozd´ıl od Remosu, SPAND (Shared PAssive Network Performance Discovery) [6]
sa´m prˇ´ımo prova´d´ı pasivn´ı sd´ılene´ meˇrˇen´ı a jeho vy´sledky uchova´va´ v centralizo-
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vane´ databa´zi. Pasivn´ı technika meˇrˇen´ı za´vis´ı pouze na datove´m provozu, ktery´ je
generova´n aplikacemi prˇi komunikaci s ostatn´ımi uzly v Internetu.
Sd´ılene´ meˇrˇen´ı se op´ıra´ o tuto mysˇlenku: v prˇ´ıpadeˇ, zˇe jsou si dva stroje v s´ıti bl´ızke´
(topologicky), je pravdeˇpodobne´, zˇe budou sd´ılet stejnou prˇ´ıstupovou linku spojuj´ıc´ı
je s neˇktery´m vzda´leny´m hostem. Dı´ky tomu budou mı´t oba dva k dispozici obdob-
nou sˇ´ıˇrku pa´sma a informace o latenci nebudou prˇ´ıliˇs rozd´ılne´ a nen´ı trˇeba prova´deˇt
tolik meˇrˇen´ı, stacˇ´ı vy´sledne´ u´daje sd´ılet (viz obra´zek cˇ.2.1).
Jednoznacˇna´ vy´hoda pasivn´ıho meˇrˇen´ı spocˇ´ıva´ v nezahlcova´n´ı s´ıteˇ dalˇs´ım pake-
Obra´zek 2.1: Sd´ılen´ı RTT u´daj˚u d´ıky male´ vzda´lenosti
tovy´m provozem, na druhou stranu ma´ neˇktera´ omezen´ı a nevy´hody: pomoc´ı neˇj lze
meˇrˇit pouze takove´ oblasti Internetu, ve ktery´ch prob´ıhal v prˇedesˇle´ dobeˇ provoz.
Naprˇ´ıklad pokud se ma´ neˇjaky´ klient rozhodnout, ktere´ zrcadlo1 si vybrat pro stazˇen´ı
dat, mus´ı vyzˇadovat informace o vzda´lenosti o vsˇech teˇchto zrcadlech. Syste´m za-
lozˇeny´ na pasivn´ım monitorova´n´ı vsˇak poskytuje informace pouze o teˇch serverech,
ke ktery´m bylo jizˇ drˇ´ıve prˇistupova´no.
Dalˇs´ı nevy´hodou mu˚zˇe by´t zmeˇna s´ıt’ove´ topologie, protozˇe v tomto prˇ´ıpadeˇ se sta´-
vaj´ı data nepouzˇitelna´ a zaktualizuj´ı se azˇ ve chv´ıli, kdy opeˇt danou cestou potecˇe
neˇjaky´ provoz.
Pasivn´ı meˇrˇen´ı obvykle vyzˇaduje meˇrˇen´ı nebo prˇ´ımo snoopova´n´ı2 s´ıt’ove´ho provozu,
cozˇ mu˚zˇe by´t povazˇova´no za porusˇen´ı bezpecˇnostn´ıch pravidel.
1Zrcadla neboli mirrory jsou servery se stejny´m (zrcadl´ıc´ım) obsahem.
2angl. snoop = sˇpehova´n´ı, sl´ıdeˇn´ı
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2.2 IDMaps
Jedn´ım ze zp˚usob˚u, jak z´ıskat informace o vzda´lenosti aktivneˇ (tj. tato informace
je meˇrˇena prˇ´ımo hostem3, ktery´ ji vyzˇaduje), je naprˇ. vyuzˇit´ı aplikac´ı ping nebo
traceroute. Tyto aplikace pracuj´ı na za´kladeˇ tzv. aktivn´ıho meˇrˇen´ı - pro samotne´
meˇrˇen´ı jsou pouzˇita data odeslana´ pouze za t´ımto u´cˇelem. Vy´hodou teˇchto aplikac´ı
je jejich jednoduchost, nicme´neˇ nezanedbatelny´ dopad na celou s´ıt’ mu˚zˇe mı´t situace,
kdy tato aktivn´ı meˇrˇen´ı bude neusta´le prova´deˇt veˇtsˇ´ı pocˇet stanic - vy´razneˇ vzroste
datovy´ tok. Idea´lneˇ by tedy toto meˇrˇen´ı meˇl prova´deˇt jeden stroj a poskytovat je
ostatn´ım.
2.2.1 Sonar a HOPS
Obeˇ dveˇ tyto sluzˇby zpracova´vaj´ı data z´ıska´vana´ ze syste´mu IDMaps a prˇeda´vaj´ı
je da´l. Server SONAR poskytuje ostatn´ım stanic´ım informace o vzda´lenosti mezi
n´ım a libovolnou vzda´lenou stanic´ı. HOPS distribuuje informace o vzda´lenosti mezi
jednotlivy´mi uzly hierarchicky, obdobneˇ jako naprˇ. sluzˇba DNS. Vy´beˇr nejblizˇsˇ´ıho
uzlu v tomto prˇ´ıpadeˇ funguje na za´kladeˇ nejmensˇ´ıho pocˇtu skok˚u (tedy do vy´beˇru
nezahrnuje vlastnosti jednotlivy´ch prˇenosovy´ch linek). Obeˇ dveˇ sluzˇby jsou typu
klient/server. Kazˇdy´ ze server˚u by meˇl poskytovat odpoveˇd’ ve velmi kra´tke´m cˇase -
nejle´pe cˇerpat informace z´ıskane´ prˇi drˇ´ıveˇjˇs´ıch meˇrˇen´ıch, ktere´ jsou aktua´lneˇ ulozˇeny
v loka´ln´ıch pameˇt´ıch (nicme´neˇ nen´ı to podmı´nkou).
Je d˚ulezˇite´ si uveˇdomit, zˇe IDMaps je architekturou, ktera´ poskytuje u´daje o
vzda´lenosti a prˇeda´va´ je sluzˇba´m typu SONAR, ktere´ s n´ı potom pracuj´ı da´le. Tato
separace je nutna´ z d˚uvodu rozdeˇlen´ı jednotlivy´ch pozˇadavk˚u na dva syste´my. Pozˇa-
davek na IDMaps je relativneˇ velka´ prˇesnost meˇrˇen´ı vzda´lenosti s co nejmensˇ´ımi
na´klady, zat´ımco pozˇadavky na sluzˇbu typu klient/server jsou rychle´ odezvy na
dotazy, velke´ objemy zpracovany´ch dotaz˚u a odpov´ıdaj´ıc´ı velikost u´lozˇiˇsteˇ dat.
2.2.2 Metrika
C´ılem IDMaps je tedy poskytovat co nejaktua´lneˇjˇs´ı informace o vzda´lenosti v
meˇrˇ´ıtku latence (naprˇ. informace o round-trip zpozˇdeˇn´ı), prˇ´ıpadneˇ sˇ´ıˇrky pa´sma (tam,
kde to lze). Nejv´ıce vyuzˇ´ıvany´ parametr pro odhad vzda´lenosti je pra´veˇ latence (viz
kapitola 1.1). Lze ji totizˇ jednodusˇe meˇrˇit - uzˇ za pomoci male´ho mnozˇstv´ı paket˚u
(rˇa´doveˇ jednotky azˇ des´ıtky) jsme schopni z´ıskat vy´sledek s dobrou vypov´ıdaj´ıc´ı
hodnotou.
Sˇ´ıˇrka pa´sma je pro mnoho aplikac´ı rovneˇzˇ d˚ulezˇity´m u´dajem, meˇrˇ´ı se vsˇak podstatneˇ
3Host je v tomto smyslu jaky´koliv stroj na Internetu, at’ uzˇ koncovy´ uzˇivatel, server atd.
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obt´ızˇneˇji. Jej´ı meˇrˇen´ı je drazˇsˇ´ı, a da´le je v´ıce citlive´ na prˇesny´ vy´beˇr cesty: linka s
nejuzˇsˇ´ım pa´smem v cesteˇ paketu urcˇuje sˇ´ıˇrku pa´sma pro celou tuto cestu (strucˇneˇ
rˇecˇeno, nejvysˇsˇ´ı prˇenosova´ rychlost je dana´ nejpomalejˇs´ım u´sekem cesty).
IDMaps se op´ıraj´ı o mysˇlenku, zˇe velmi prˇesne´ odhady vzda´lenosti (s odchylkou cca
5% od skutecˇne´ vzda´lenosti) je pro tak rozsˇ´ıˇrenou (a sta´le se rozsˇiˇruj´ıc´ı) sluzˇbu, jakou
Internet bezesporu je, te´meˇrˇ nemozˇne´ prove´st prˇ´ıliˇs efektivneˇ. Acˇkoliv pro jednotliva´
meˇrˇen´ı konkre´tn´ıch cest je mozˇno vysoke´ prˇesnosti dosa´hnout, odhad zalozˇeny´ na
triangulaci teˇchto meˇrˇen´ı (viz kapitola 2.2.4) v sobeˇ bude kumulovat chyby.
2.2.3 Zp˚usoby meˇrˇen´ı
Je potrˇeba vz´ıt v u´vahu dva odliˇsne´ u´daje o vzda´lenosti: za prve´ s ohledem na za-
t´ızˇen´ı s´ıteˇ, a za druhe´ tzv. cˇistou vzda´lenost (raw distance - tj. vzda´lenost nameˇrˇe-
nou prˇi nulove´m zat´ızˇen´ı s´ıteˇ). Tato cˇista´ vzda´lenost mu˚zˇe principielneˇ odpov´ıdat
nejmensˇ´ı celkoveˇ nameˇrˇene´ hodnoteˇ. V za´jmu co nejveˇtsˇ´ıho rozsˇ´ıˇren´ı sluzˇby tato
pocˇ´ıta´ s aktualizacemi u´daj˚u o cˇiste´ vzda´lenosti v rˇa´du dn˚u, v prˇ´ıpadeˇ potrˇeby v
rˇa´du hodin. To znamena´, zˇe informace o vzda´lenosti nebudou prˇesneˇ kop´ırovat prˇe-
chodne´ deˇje v s´ıti, sp´ıˇse budou porovna´vat dlouhodobeˇjˇs´ı zmeˇny v s´ıt’ove´ topologii.
Informace o okamzˇite´m stavu s´ıteˇ (v rˇa´du max. des´ıtek vterˇin) je te´meˇrˇ nemozˇne´
poskytovat globa´lneˇ, obzvla´sˇt’ vezmeme-li v u´vahu, zˇe se zrychluj´ıc´ım se Internetem
se mu˚zˇe sta´t mnohem vy´znamneˇjˇs´ı zpozˇdeˇn´ı vznikle´ prˇi zpracova´n´ı informace nezˇ
jej´ı samotny´ prˇenos.
Vy´sˇe zmı´neˇne´ projekty Remos a SPAND poskytuj´ı informace o vzda´lenosti pouze
mezi stanicemi nacha´zej´ıc´ımi se bl´ızko serveru a vzda´leny´mi uzly (zˇadatel mus´ı by´t
tedy v bl´ızkosti server˚u). Poskytova´n´ı takove´ sluzˇby mu˚zˇe by´t jednodusˇsˇ´ı z d˚uvodu
mensˇ´ıho mnozˇstv´ı dat, se ktery´mi mus´ı servery pracovat, ve srovna´n´ı s mnozˇstv´ım
mozˇny´ch destinac´ı (rˇa´doveˇ N ). IDMaps ale poskytuj´ı informace o vzda´lenosti mezi
jaky´mikoliv dveˇma platny´mi IP adresami, tj. rˇa´doveˇ N2. Mnozˇstv´ı meˇrˇeny´ch dat
vsˇak bude pravdeˇpodobneˇ mnohem mensˇ´ı, a to d´ıky globa´ln´ımu sd´ılen´ı informac´ı o
vzda´lenostech a take´ d´ıky technika´m komprese pomoc´ı graf˚u.
Jednou z mozˇnost´ı, jak poskytovat informace o vzda´lenosti v s´ıti, je sestaven´ı graf˚u
(idea´lneˇ stromovy´ch) fyzicky´ch spojen´ı mezi jednotlivy´mi uzly v s´ıti. Vzda´lenost
mezi uzly se potom da´ odhadnout pomoc´ı jejich vzda´lenost´ı v tomto grafu. Tato
metoda se nazy´va´ hop-by-hop approach (postup skok za skokem, viz [3]). Postup
spocˇ´ıva´ v pos´ıla´n´ı ICMP paket˚u po tomto grafu. Aby se minimalizovaly momenta´ln´ı
odchylky v s´ıti, kazˇdy´ u´daj se sb´ıra´ po urcˇitou dobu (naprˇ. ty´dny). Cˇasto jsou vsˇak
pokusy o toto meˇrˇen´ı zameˇnˇova´ny se SPAMovy´mi u´toky, pra´veˇ d´ıky de´lce meˇrˇen´ı.
Nejjednodusˇsˇ´ı a za´rovenˇ nejprˇesneˇjˇs´ı formou odhadu vzda´lenosti z˚usta´va´ meˇrˇen´ı
mezi vsˇemi koncovy´mi IP adresami, nicme´neˇ je prakticky neproveditelne´: v prˇ´ıpadeˇ
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N stanic bychom museli drzˇet informaci o velikosti N2 (je nutne´ drzˇet informaci o
vza´jemny´ch vzda´lenostech vsˇech u´cˇastn´ık˚u meˇrˇen´ı). Vzhledem k velikosti Internetu
- pocˇtu jednotlivy´ch stanic (stovky milion˚u a sta´le vzr˚usta´) - by sˇlo o velmi neefek-
tivn´ı metodu (obdobneˇ jako neusta´le´ vyhleda´va´n´ı noveˇ vznikly´ch stanic).
Druhou nejjednodusˇsˇ´ı formou je meˇrˇen´ı mezi jednotlivy´mi adresovy´mi prefixy4 (AP).
V tomto prˇ´ıpadeˇ je odhad vzda´lenosti mezi IP adresami trochu komplikovaneˇjˇs´ı nezˇ
prvn´ı zp˚usob: u kazˇde´ IP adresy je nejprve zjiˇsteˇno, pod ktery´ AP patrˇ´ı. Nicme´neˇ,
objem dat v tomto prˇ´ıpadeˇ sta´le z˚usta´va´ neefektivneˇ velky´ - celosveˇtovy´ pocˇet AP
se mu˚zˇe pohybovat v rˇa´dech statis´ıc˚u a opeˇt sta´le nar˚usta´. Je tedy jasne´, zˇe potrˇe-
bujeme dalˇs´ı zjednodusˇen´ı - naprˇ. zjiˇsteˇn´ı informac´ı vzda´lenost´ı mezi jednotlivy´mi
autonomn´ımi syste´my (AS) - za prˇedpokladu, zˇe v ra´mci jednotlivy´ch AS jsou
vzda´lenosti mezi IP adresami ekvidistatn´ı. I prˇesto, zˇe co se pocˇtu meˇrˇeny´ch in-
formac´ı ty´cˇe se situace znacˇneˇ zjednodusˇila (v cele´m Internetu mu˚zˇou existovat
max. desetitis´ıce AS), ani tato varianta nen´ı optima´ln´ı: pomeˇrneˇ cˇasto se sta´va´, zˇe
neˇktere´ IP adresy jsou si velmi bl´ızko (at’ uzˇ z hlediska latence nebo geograficke´ho),
ale za´rovenˇ patrˇ´ı k jiny´m AS, zat´ımco velmi vzda´lene´ IP adresy mohou patrˇit pod
stejne´ AS.
2.2.4 Tracery
Syste´m IDMaps vyuzˇ´ıva´ k meˇrˇen´ı vzda´lenosti tzv. tracery, cozˇ referencˇn´ı jsou ob-
jekty velikostneˇ spadaj´ıc´ı mezi AS a AP. Tyto jsou rozmı´steˇne´ po sveˇteˇ tak, zˇe
kazˇdy´ AP je relativneˇ bl´ızko neˇktere´mu z tracer˚u. Vzda´lenosti tracer˚u jsou zmeˇrˇene´
a zna´me´, takzˇe se aktualizuj´ı pouze u´daje o vzda´lenosti AP od tracer˚u. Vzda´lenosti
jednotlivy´ch stanic se potom urcˇ´ı jako suma vzda´lenost´ı AP1 −→ tracer1 −→
tracer2 −→ AP2 (prˇicˇemzˇ stanice cˇ.1 na´lezˇ´ı do AP1 a stanice cˇ.2 do AP2). Vy´sledna´
prˇesnost za´vis´ı na pocˇtu tracer˚u a jejich rozmı´steˇn´ı. Za prˇedpokladu, zˇe ma´me
mozˇnost oba tyto faktory ovlivnit, z´ıska´va´me takto na´stroj na zvysˇova´n´ı prˇesnosti
z´ıskany´ch informac´ı.
Z vy´sˇe uvedeny´ch mozˇnost´ı meˇrˇen´ı je pra´veˇ tato nejvhodneˇjˇs´ı z hlediska prˇesnosti
odhadu, a proto byla vybra´na pro architekturu IDMaps. Ta sesta´va´ z trˇ´ı hlavn´ıch
cˇa´st´ı: tracery, AP a tzv. virtua´ln´ı linky neboli cˇiste´ vzda´lenosti.
Prˇedpoklad, zˇe vzda´lenost mezi dveˇma body lze odhadnout jakozˇto sumu vzda´lenost´ı
mezi jednotlivy´mi mezilehly´mi body, u´zce souvis´ı s troju´heln´ıkovou nerovnost´ı. Ta
rˇ´ıka´, zˇe ma´me-li v rovineˇ trˇi r˚uzne´ body a, b, a c (vrcholy grafu), pak mus´ı platit:
C(a, c) ≤ C(a, b) + C(b, c) (2.1)
4Adresn´ı prefix je definovany´ jako po sobeˇ jdouc´ı (na´sledny´) rozsah IP adres, prˇicˇemzˇ vzda´lenosti
vsˇech host˚u s IP adresami z toho AP jsou v˚ucˇi zbytku internetu ekvidistatn´ı.
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kde funkce C je vzda´lenost´ı v dane´ metrice. Z rovnice (2.1) vyply´va´, zˇe pokud
zna´me C(a, b) a C(b, c), pak C(a, c) lezˇ´ı mezi C(a, b) + C(b, c) (omezen´ı shora) a
|C(a, b) − C(b, c)| (omezen´ı zdola). Cˇ´ım mensˇ´ı je rozd´ıl teˇchto dvou vy´raz˚u, t´ım
prˇesneˇjˇs´ı odhad z´ıska´me. Podrobneˇjˇs´ı informace o triangulaci lze z´ıskat z literatury
[5].
Do cele´ za´lezˇitosti jesˇteˇ vstupuje routova´n´ı: to samo o sobeˇ se samozrˇejmeˇ nesnazˇ´ı
nale´zt pouze cestu s nejmensˇ´ı latenc´ı (tj. nejkratsˇ´ı), vy´sledna´ cesta je ovlivneˇna´
v´ıce faktory (typicky v routovac´ım protokolu OSPF - nejlepsˇ´ı cesta je ta s nejnizˇsˇ´ı
souhrnnou cenou, prˇicˇemzˇ do ceny se zapocˇ´ıta´va´ propustnost spoj˚u, na´klady na
spoje atd.).
Prˇi vyv´ıjen´ı syste´mu IDMaps bylo provedeno pokusne´ meˇrˇen´ı, ktere´ meˇlo potvrdit
cˇi vyvra´tit, zda se triangulacˇn´ı odhady daj´ı k odhadu vzda´lenost´ı v Internetu
pouzˇ´ıt. Spocˇ´ıvalo v trasova´n´ı (pomoc´ı aplikace traceroute) mezi vybrany´mi hosty
bud’ prˇ´ımo, a nebo prˇes dalˇs´ı hostitele. Na za´kladeˇ tohoto meˇrˇen´ı bylo zjiˇsteˇno, zˇe
75-90% (v za´vislosti na vstupn´ıch podmı´nka´ch) vzda´lenost´ı C(a, b) + C(b, c) bylo
maxima´lneˇ dvakra´t veˇtsˇ´ı, nezˇ je prˇ´ıma´ vzda´lenost C(a, c) - opeˇt v metrice latence.
2.2.5 Rozlozˇen´ı tracer˚u
Rozlozˇen´ı jednotlivy´ch tracer˚u vy´razneˇ ovlivnˇuje vy´sledky poskytovane´ syste´mem
IDMaps. Pro optima´ln´ı vy´pocˇet se vyuzˇ´ıvaj´ı dva algoritmy: k-HST a K-center (viz
[9]). Na cely´ proble´m se da´ naz´ırat dveˇma zp˚usoby: meˇjme s´ıt’ G s N uzly a mez´ı
B. U´kolem je naj´ıt co nejmensˇ´ı pocˇet tracer˚u tak, aby vzda´lenost mezi jaky´mkoliv
uzlem a nejblizˇsˇ´ım tracerem byla mensˇ´ı nebo rovna B.
V druhe´m prˇ´ıpadeˇ meˇjme s´ıt’ G s N uzly a cˇ´ıslo K. U´kolem je nale´zt takove´
rozmı´steˇn´ı K -tracer˚u, ktere´ minimalizuje maxima´ln´ı vzda´lenost mezi uzlem a jeho
nejblizˇsˇ´ım tracerem. Tento proble´m je zna´my´ jako minimum K-centre problem.
Oba dva vy´sˇe zmı´neˇne´ algoritmy mohou by´t pouzˇity pro rˇesˇen´ı teˇchto dvou r˚uzny´ch
pohled˚u.
Nezanedbatelny´m faktem ovsˇem je, zˇe Internet se pomeˇrneˇ rychle dynamicky vyv´ıj´ı
a my nezna´me jeho prˇesnou topologii. Z tohoto d˚uvodu nen´ı c´ılem urcˇit nejmensˇ´ı
mozˇny´ pocˇet tracer˚u potrˇebny´ch k precizn´ımu odhadu vzda´lenosti, ale sp´ıˇse zhod-
nocen´ı efektivity r˚uzny´ch umı´steˇn´ı r˚uzne´ho pocˇtu tracer˚u.
Vy´sledky meˇrˇen´ı v [2] vsˇak proka´zaly, zˇe kvalita odhadu vzda´lenosti te´meˇrˇ nen´ı
za´visla´ na s´ıt’ove´ topologii, kterou oba dva tyto algoritmy vyzˇaduj´ı. Z tohoto d˚uvodu
se jimi nebudeme da´le zaby´vat, prˇ´ıpadne´ informace lze nale´zt v literaturˇe [9].
Dalˇs´ım d˚ulezˇity´m faktorem je typ AS, do ktere´ho budou tracery umı´steˇny. V prˇ´ı-
padeˇ tzv. tranzitn´ıho AS5 vyb´ıra´me umı´steˇn´ı tracer˚u v ra´mci AS tak, aby tyto meˇly
5Tranzitn´ı AS je propojeno s minima´lneˇ dveˇma dalˇs´ımi AS a procha´z´ı prˇes neˇj provoz.
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prˇ´ıstup k vysokokapacitn´ım linka´m. Naopak v prˇ´ıpadeˇ tzv. stub - AS6 vyb´ıra´me
umı´steˇn´ı se sp´ıˇse n´ızkokapacitn´ımi linkami.
2.2.6 Virtua´ln´ı spojen´ı
Jakmile jsou tracery v s´ıti rozmı´steˇny, zacˇnou vza´jemneˇ sledovat sebe a jednotliva´
AP. Vy´sledne´ informace jsou pr˚ubeˇzˇneˇ oznamova´na klient˚um (SONAR a HOPS
- viz 2.2.1). Tyto na za´kladeˇ vy´sledk˚u sestavuj´ı mapy vzda´lenost´ı. Za prˇedpok-
ladu, zˇe v s´ıti budeme mı´t cca 5% tracer˚u z celkove´ho pocˇtu sledovany´ch stanic,
v prˇ´ıpadeˇ s´ıteˇ Internet bychom museli kontinua´lneˇ sledovat a drzˇet informace o
obrovske´m mnozˇstv´ı virtua´ln´ıch cest mezi teˇmito tracery. Nicme´neˇ vezmeme-li v
u´vahu jizˇ zmı´neˇnou troju´heln´ıkovou nerovnost a efektivn´ı routova´n´ı, nen´ı nezbytneˇ
nutne´ drzˇet informaci o velikost B2 (kde B je pocˇet tracer˚u) k tomu, abychom dosa´hli
postacˇuj´ıc´ı prˇesnosti.
Prˇipomenˇme, zˇe vsˇechny IP adresy v ra´mci jednoho AP mu˚zˇeme v˚ucˇi zbytku Inter-
netu povazˇovat za ekvidistantn´ı. Pokud nen´ı v konfiguraci dane´ho AP prˇ´ımo rˇecˇeno,
ke ktere´mu traceru patrˇ´ı, mohou ho odhalit (a zmeˇrˇit vzda´lenost AP −→ tracer)
pouze nejblizˇsˇ´ı tracery. Z toho vyply´va´, zˇe prvn´ı tracer, ktery´ AP odhal´ı, prˇedpok-
la´da´, zˇe je nejblizˇsˇ´ı a svou vzda´lenost od AP zavede do databa´ze. Ostatn´ı tracery
mohou pote´ zkousˇet, zda na´hodou nejsou bl´ızˇe. V prˇ´ıpadeˇ, zˇe ano, prˇep´ıˇs´ı informaci
v databa´zi, a p˚uvodn´ı tracer prˇesta´va´ vza´jemnou vzda´lenost meˇrˇit.
Dalˇs´ı ota´zkou je, zda je v˚ubec dostacˇuj´ıc´ı meˇrˇit vzda´lenost AP pouze od jednoho
traceru. Pokud je totizˇ AP routova´no smeˇrem ven do Internetu v´ıce cestami, meˇrˇena´
vzda´lenost pouze k jedine´mu traceru mu˚zˇe da´vat neprˇesnou informaci (data mohou
mezi AP a zbytkem Internetu putovat i jinou cestou, nezˇ je ta trasovana´).
AP se poty´kaj´ı s obdobny´m proble´mem jako AS, nicme´neˇ v mensˇ´ım rozsahu. Jde o
to, zˇe jednotliv´ı ISP mohou adresn´ı bloky propagovane´ protokolem BGP da´le deˇlit
na mensˇ´ı podbloky (naprˇ. pra´veˇ AP), ktere´ jsou ovsˇem v ra´mci topologie s´ıteˇ od sebe
r˚uzneˇ vzda´lene´. Jediny´m zp˚usobem, jak zjistit adresn´ı rozsahy teˇchto podblok˚u, je
dotazova´n´ı na routery ISP pomoc´ı SNMP protokolu (viz RFC1157). Optima´ln´ı je,
pokud sa´m ISP urcˇ´ı polohu traceru v jeho s´ıti - pokud mozˇno veˇtsˇ´ıho pocˇtu.
2.2.7 Vy´konnost syste´mu
Vy´konnost syste´mu IDMaps mu˚zˇe by´t zhodnocena pomoc´ı krite´ria uzˇitecˇnosti
poskytovane´ informace o vzda´lenosti pro jednotlive´ dotazuj´ıc´ı se aplikace. Da´ se
oveˇrˇit prakticky´m prˇ´ıkladem: klient ma´ za u´kol na za´kladeˇ informac´ı z IDMaps
vybrat jedno z neˇkolika zrcadel (nejblizˇsˇ´ı) v s´ıti. Tento klient by tedy meˇl by´t
6Stub - AS je typ AS, ktere´ je prˇipojeno pouze na jedno dalˇs´ı AS - je v podstateˇ hranicˇn´ı.
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Obra´zek 2.2: Optima´ln´ı rozlozˇen´ı tracer˚u
prˇesmeˇrova´n na zrcadlo, ktere´ ma´ ve stromove´m grafu (zkonstruovane´m na za´k-
ladeˇ znalosti fyzicke´ topologie) nejkratsˇ´ı cestu. Vy´sledky testova´n´ı syste´mu po jeho
dokoncˇen´ı proka´zaly neˇkolik vy´znamny´ch fakt˚u:
• vy´beˇr zrcadel pomoc´ı informac´ı z IDMaps byl znatelneˇ lepsˇ´ı nezˇ cˇisteˇ na´hodny´
vy´beˇr
• s´ıt’ova´ topologie cˇa´stecˇneˇ mu˚zˇe vy´sledky ovlivnit
• metoda rozmı´steˇn´ı tracer˚u, ktera´ neza´vis´ı na znalosti s´ıt’ove´ topologie, uda´va´
stejneˇ dobre´ nebo dokonce lepsˇ´ı vy´sledky odhad˚u nezˇ algoritmy apriori znalost
topologie vyuzˇ´ıvaj´ıc´ı
• zvysˇova´n´ı pocˇtu tracer˚u (nad 2% pocˇtu uzl˚u v s´ıti) nen´ı co se vy´sledku
ty´cˇe efektivn´ı, uzˇ 0,2% - pod´ıl tracer˚u v s´ıti vrac´ı prˇesne´ odpoveˇdi s velkou
pravdeˇpodobnost´ı (v´ıce nezˇ 80%) prˇi 90% pokus˚u
• pocˇet virtua´ln´ıch link˚u mezi tracery by nemeˇl by´t vy´razneˇ vysˇsˇ´ıho rˇa´du, nezˇ
samotny´ pocˇet tracer˚u
• se zvysˇuj´ıc´ım se pocˇtem tracer˚u testuj´ıc´ıch jedno AP se za´rovenˇ zvysˇuje prˇes-
nost odhadu
Syste´m IDMaps lze tedy velmi dobrˇe vyuzˇ´ıt pro urcˇova´n´ı vzda´lenost´ı jednotlivy´ch
host˚u v s´ıti a d´ıky tomu za´rovenˇ poskytovat efektivn´ı informace pro dalˇs´ı sluzˇby
pracuj´ıc´ı s t´ımto druhem informace.
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2.3 Global Network Positioning (GNP)
Metoda odhadu pozice stanice v s´ıti, jenzˇ je v soucˇasne´ dobeˇ pravdeˇpodobneˇ ne-
jprˇesneˇjˇs´ı, je GNP (Global Network Positioning). Nejvy´znamneˇjˇs´ı faktory ovlivnˇu-
j´ıc´ı urcˇen´ı pozice pomoc´ı tohoto algoritmu jsou prˇesnost meˇrˇen´ı RTT (meˇrˇen´ı
vzda´lenost´ı tedy prob´ıha´ pomoc´ı ICMP protokolu.), rozmı´steˇn´ı orientacˇn´ıch bod˚u
a prˇevod vzda´lenost´ı v s´ıti do prostoru. Syste´m vyuzˇ´ıva´ vypocˇ´ıtane´ vzda´lenosti k
urcˇen´ı skutecˇny´ch vzda´lenost´ı.
Prvn´ı krok odhadu spocˇ´ıva´ v rozmı´steˇn´ı dostatecˇne´ho pocˇtu orientacˇn´ıch bod˚u (tzv.
landmarks), prˇicˇemzˇ jejich minima´ln´ı pocˇet je vzˇdy N + 1, kde N je dimenze (naprˇ.
N = 2 pro odhad v 2D-prostoru). Tyto orientacˇn´ı body jsou urcˇite´ uzly v s´ıti, ktere´
tvorˇ´ı kostru cele´ho vy´pocˇtu. S jejich vyuzˇit´ım mohou vsˇechny stanice prˇedpoveˇdeˇt
svou pozici v s´ıti a to anizˇ by byl generova´n zbytecˇneˇ velky´ tok dat. Obdobneˇ
jako u syste´mu IDMaps existuje proble´m optima´ln´ıho rozlozˇen´ı tracer˚u (viz ), GNP
se rovneˇzˇ zaby´va´ rozlozˇen´ım landmark˚u [8]. Pro optima´ln´ı rozlozˇen´ı je trˇeba zna´t
informace o jejich pocˇtu, zmeˇrˇenou vzda´lenost mezi nimi (pomoc´ı RTT) a vza´jem-
nou vypocˇ´ıtanou vzda´lenost, prˇicˇemzˇ je trˇeba hledat minimum funkce celkove´ sumy
chyb. Jakmile jsou orientacˇn´ı body ustaveny, lze zacˇ´ıt odhad pozice jednotlivy´ch
uzl˚u v s´ıti - postupuje se obdobny´m zp˚usobem, jako prˇi urcˇova´n´ı sourˇadnic samot-
ny´ch orientacˇn´ıch bod˚u. Nejprve jsou zmeˇrˇeny vzda´lenosti mezi stanic´ı, jej´ızˇ polohu
odhadujeme, a zna´my´mi landmarky a na za´kladeˇ teˇchto u´daj˚u jsou vypocˇ´ıta´ny jej´ı
sourˇadnice.
Vy´hodou syste´mu GNP oproti IDMaps je architektura typu peer-to-peer. IDMaps
funguj´ı jako klient-server, takzˇe dotazy vys´ılane´ jednotlivy´mi klienty mohou zname-
nat navy´sˇen´ı zpozˇdeˇn´ı, ktere´ u peer-to-peer s´ıt´ı nevznika´. U nich naopak docha´z´ı na
vyzˇa´da´n´ı jedne´ stanice k odesla´n´ı sourˇadnic stanice druhe´, d´ıky cˇemuzˇ prvn´ı stanice
je pak schopna´ vypocˇ´ıtat parametry spojen´ı k druhe´ stanici.
V cˇla´nku [7] je uka´za´n tzv. scale factor, s jehozˇ pomoc´ı se da´ srovnat skutecˇna´
vzda´lenost (geograficka´) se vzda´lenost´ı zmeˇrˇenou (RTT):
S =
2 ·∑Li,Lj∈Lk (dsLi,LjdLi,Lj
)
N2 − 2 (2.2)
V rovnici (2.2) N znamena´ prostorovou dimenzi, ds oznacˇuje vypocˇ´ıtanou vzda´lenost
a d vzda´lenost zmeˇrˇenou. Zde tedy prˇicha´z´ı v u´vahu meˇrˇen´ı RTT vzda´lenost´ı a jejich
porovna´n´ı se skutecˇny´mi geograficky´mi.
Strucˇneˇ rˇecˇeno, metoda GNP se snazˇ´ı prˇiˇradit jednotlivy´m uzl˚um v s´ıti eukleidovske´
sourˇadnice na za´kladeˇ meˇrˇen´ı RTT a znalosti korespondence latence a geograficke´
vzda´lenosti. Zaj´ımavou mysˇlenkou je umist’ova´n´ı jednotlivy´ch uzl˚u do v´ıce nezˇ 2-
D prostoru. V prˇ´ıpadeˇ 2D je totizˇ potrˇeba neˇktere´ stanice umı´stit mnohem da´le
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od ostatn´ıch. V prˇ´ıpadeˇ 3D prostoru tyto ”teˇzˇko umistitelne´” uzly mu˚zˇeme le´pe
polohovat pomoc´ı trˇet´ıho rozmeˇru. Obdobneˇ kazˇda´ dalˇs´ı dimenze tento proble´m rˇesˇ´ı
le´pe.
Detailn´ı popis te´to metody lze nale´zt v jizˇ zminˇovane´ literaturˇe [8].
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3 NA´STROJE PRO MEˇRˇENI´ LATENCE
3.1 Vytvorˇen´ı zdrojovy´ch ko´d˚u aplikace ping
3.1.1 Implementace
Vytvorˇena´ aplikace ping je urcˇena´ pro pouzˇit´ı pod syste´mem Linux (prˇ´ıpadneˇ Unix).
Naprogramova´n´ı bylo provedeno v jazyce C a prˇeklad za pomoc´ı kompila´toru gcc-
c++-3.3.2, ktery´ je soucˇa´st´ı distribuce Mandrake 10.0.
Nejd˚ulezˇiteˇjˇs´ı soucˇa´st´ı ko´du je tzv. socket, pomoc´ı ktere´ho se vytva´rˇ´ı spojen´ı mezi
jednotlivy´mi stroji. Soket je mechanizmus zajiˇst’uj´ıc´ı komunikaci, ktery´ byl poprve´
implementova´n v operacˇn´ım syste´mu BSD. Jedna´ se o velice obecny´ na´stroj. Ste-
jne´ funkce lze vyzˇ´ıvat pro komunikaci pomoc´ı r˚uzny´ch protokol˚u, nejcˇasteˇji vsˇak
TCP/IP a UDP/IP. Vsˇechny operacˇn´ı syste´my na ba´zi Unixu maj´ı shodne´ soketove´
API (tj. na vsˇech syste´mech unixove´ho typu by meˇly by´t k dispozici stejne´ funkce se
stejny´mi parametry). Prˇi pouzˇit´ı soket˚u na operacˇn´ıch syste´mech typu MS Windows
(tzv. WinSock) docha´z´ı k mı´rny´m zmeˇna´m, neˇktere´ funkce maj´ı jine´ typy parametr˚u,
maj´ı me´neˇ (prˇ´ıpadneˇ jine´) mozˇnost´ı. Da´le je zde neˇkolik specia´ln´ıch funkc´ı, ktere´ v
unixove´m soketove´m API nejsou k dispozici.
Po otestova´n´ı chybovy´ch stav˚u dojde v aplikaci k vytvorˇen´ı socketu, naplneˇn´ı ICMP
paketu a jeho vysla´n´ı. Za´rovenˇ je zaznamena´n cˇas. Jakmile prˇijde odpoveˇd’ (jednoz-
nacˇneˇ identifikovana´ v za´hlav´ı ICMP paketu), opeˇt je zaznamena´n cˇas a vypsa´na
statistika.
Ko´d aplikace se strucˇnou dokumentac´ı viz prˇ´ıloha A. Podrobne´ informace o socke-
tove´m programova´n´ı a aplikaci ping byly z´ıska´ny za pomoc´ı literatury [1] a Internetu
[16].
3.1.2 Oveˇrˇen´ı funkcˇnosti
Pro oveˇrˇen´ı spra´vne´ funkcˇnosti vytvorˇene´ aplikace bylo provedeno srovna´vac´ı meˇrˇen´ı.
Srovna´n´ı prob´ıhalo s aplikac´ı ping, ktera´ je prˇ´ımo implementovana´ v OS Linux, dis-
tribuce Mandrake 10.0. Testova´n´ı bylo prova´deˇno na dvou r˚uzny´ch IP adresa´ch,
jedne´ z CˇR a jedne´ z USA. Na kazˇdou IP adresu bylo ’pinga´no’ stokra´t za sebou
za´rovenˇ obeˇma aplikacemi, ze stejne´ho stroje. Vy´sledky testu jsou zaznamena´ny v
tabulce cˇ.3.1. Zaznamena´va´ minima´ln´ı (min), maxima´ln´ı (max) a pr˚umeˇrny´ (avg)
cˇas zmeˇrˇene´ho RTT (v milisekunda´ch). Ping1 odpov´ıda´ aplikaci, ktera´ je jizˇ imple-
mentovana´ v syste´mu Linux, ping2 noveˇ vytvorˇene´ aplikaci. Z tabulky vyply´va´, zˇe
pr˚umeˇrne´ vy´sledky meˇrˇen´ı RTT se od sebe liˇs´ı o 4,7% (CˇR) resp. 1,1% (USA). Noveˇ
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c´ılova´ IP adresa aplikace RTT min RTT max RTT avg
212.47.0.4 ping1 7,363 38,680 8,216
ping2 7,315 17,965 7,849
4.68.17.135 ping1 110,365 311,328 122,326
ping2 110,209 319,954 120,949
Tabulka 3.1: Porovna´n´ı linuxove´ a noveˇ vytvorˇene´ aplikace v milisekunda´ch
naprogramovana´ aplikace tedy mu˚zˇe by´t pro beˇzˇna´ meˇrˇen´ı RTT pouzˇita, zdrojove´
ko´dy jsou funkcˇn´ı a jejich vy´stupem jsou relevantn´ı hodnoty.
3.2 Vytvorˇen´ı skript˚u pro meˇrˇen´ı RTT a zpracov-
a´n´ı vy´sledk˚u
Jak jizˇ bylo v prˇedesˇle´m textu rˇecˇeno, urcˇen´ı za´vislosti hodnoty RTT na geograficke´
vzda´lenosti mu˚zˇe by´t efektivneˇ vyuzˇito jakozˇto soucˇa´st algoritmu˚ GNP apod. Aby-
chom byli schopni odpoveˇdeˇt na ota´zku, zda je v˚ubec RTT mozˇno neˇjaky´m zp˚usobem
mapovat na skutecˇne´ vzda´lenosti, bylo nutno prove´st velky´ pocˇet meˇrˇen´ı po cele´m
sveˇteˇ. Zrˇejmeˇ nejveˇtsˇ´ı proble´m s prˇesnou lokac´ı zahranicˇn´ıch IP adres byl vyrˇesˇen
pomoc´ı s´ıteˇ PlanetLab, ve ktere´ meˇrˇen´ı latence prob´ıhalo.
3.2.1 S´ıt’ PlanetLab
PlanetLab [18] je celosveˇtova´ pocˇ´ıtacˇova´ s´ıt’, ktera´ slouzˇ´ı pro vy´zkum distribuo-
vany´ch syste´mu˚, s´ıt’ovy´ch aplikac´ı apod. Jednotlive´ uzly s´ıteˇ jsou rozlozˇeny po cele´
planeteˇ (nutno podotknout, zˇe nikoliv rovnomeˇrneˇ - vyspeˇle´ zalidneˇne´ oblasti jsou
samozrˇejmeˇ pokryty husteˇji), cˇ´ımzˇ umozˇnˇuj´ı testova´n´ı v rea´lne´m prostrˇed´ı celosveˇ-
tove´ho Internetu. Projekt PlanetLab vznikl v r.2002 na neˇkolika americky´ch uni-
verzita´ch a v soucˇastnosti cˇ´ıta´ cca 800 uzl˚u. V CˇR jsou dva uzly - jeden umı´steˇn
na FIT VUTBR a druhy´ na s´ıti CESNET. Do s´ıteˇ PlanetLabu maj´ı prˇ´ıstup pouze
instituce a firmy, ktere´ se na neˇm samy aktivneˇ pod´ılej´ı (tj. samy na sve´m pracoviˇsti
vytvorˇ´ı alesponˇ jeden z uzl˚u te´to s´ıteˇ). V soucˇasnosti existuje mnoho projekt˚u, ktere´
tuto s´ıt’ vyuzˇ´ıvaj´ı (nama´tkou jmenujme CoDNS - distribuovany´ DNS odolneˇjˇs´ı proti
u´tok˚um; projekt RON zameˇrˇeny´ na tvorbu a optimalizaci routovac´ıch tabulek atd.).
Prˇednost PlanetLabu spocˇ´ıva´ prˇedevsˇ´ım v mozˇnosti vytva´rˇen´ı neza´visly´ch aplikac´ı,
ktere´ mohou beˇzˇet v s´ıti vedle sebe a vytva´rˇet tak ucelene´ virtua´ln´ı vrstvy s´ıteˇ.
Vrtsvy pouzˇ´ıvaj´ı spolecˇne´ uzly bez toho, aby se prˇi jejich uzˇit´ı jakkoliv vza´jemneˇ
ovlivnˇovaly.
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Postup cele´ho meˇrˇen´ı bylo nutno rozdeˇlit do neˇkolika za´kladn´ıch krok˚u prˇiblizˇneˇ
takto:
– vytvorˇen´ı skriptu, ktery´ bude schopny´ po distribuci od PlanetLabu pingat na
seznam host˚u
– vytvorˇen´ı skriptu odstranˇuj´ıc´ıho duplicity meˇrˇen´ı (protozˇe kazˇdy´ pinga´ na
kazˇde´ho, v idea´ln´ım prˇ´ıpadeˇ tak z´ıska´va´me kazˇdy´ za´znam vlastneˇ dvakra´t)
– vytvorˇen´ı skriptu, ktery´ doka´zˇe spocˇ´ıtat skutecˇnou geografickou vzda´lenost
dvou mı´st na zemeˇkouli, prˇ´ıcˇemzˇ na vstupu jsou sourˇadnice.
– vlastn´ı meˇrˇen´ı a na´sledne´ zpracova´n´ı dat
Jednotlive´ skripty jsou detailneˇji popsa´ny v na´sleduj´ıc´ıch kapitola´ch.
Vy´sledna´ data (vzda´lenosti a zmeˇrˇene´ RTT) je potrˇeba k sobeˇ spra´vneˇ napa´rovat,
cˇ´ımzˇ z´ıska´me soubor dat vhodny´ pro dalˇs´ı analy´zu.
Protozˇe na drtive´ veˇtsˇineˇ stanic, ktere´ jsou soucˇa´st´ı s´ıteˇ PlanetLab, je program ping
implemetova´n jizˇ v za´kladu (oveˇrˇeno pomoc´ı na´vratovy´ch ko´d˚u PlanetLabu), nebyl
pro meˇrˇen´ı RTT pouzˇit vlastn´ı zdrojovy´ ko´d, ale prˇ´ımo implementovane´ aplikace.
Postup meˇrˇen´ı prob´ıhal na´sleduj´ıc´ım zp˚usobem:
Nejprve byl z´ıska´n aktua´ln´ı seznam zˇivy´ch (tj. aktivn´ıch) stanic s´ıteˇ - jejich pocˇet se
pohyboval obvykle mezi 180-200. Tento seznam byl spolecˇneˇ s vytvorˇeny´mi skripty
nahra´n do s´ıteˇ PlanetLab na vsˇechny tyto aktivn´ı stroje. Po nastaven´ı prˇ´ıslusˇny´ch
pra´v bylo provedeno meˇrˇen´ı pingu na vytvorˇeny´ seznam (doba meˇrˇen´ı se pohybo-
vala okolo 20ti minut). Po zkoncˇen´ı meˇrˇen´ı byly vy´sledky zaznamena´ny do soubor˚u
a ty na´sledneˇ ze s´ıteˇ PlanetLab stazˇene´. V te´to fa´zi sˇlo pouze o surova´ data, ktera´
bylo nutno da´le zpracovat pomoc´ı skriptu na vyrˇazen´ı duplicit a pocˇ´ıtan´ı zemeˇpisne´
vzda´lenosti. Tyto vy´pocˇty trvaj´ı prˇi uvedene´m pocˇtu meˇrˇeny´ch host˚u cca 2 hodiny
- prˇi kazˇde´m meˇrˇen´ı (po vyrˇazen´ı duplicit) bylo z´ıska´no pr˚umeˇrneˇ 17000 unika´tn´ıch
za´znamu˚. Nutno poznamenat, zˇe pro u´cˇely meˇrˇen´ı byl vybra´n vzˇdy jen jeden uzel
v dane´ lokaliteˇ (typicky mnoho univerzit disponuje naprˇ. trˇemi i v´ıce uzly na stejne´
zemeˇpisne´ adrese). Prˇi pouzˇit´ı vsˇech aktivn´ıch uzl˚u by se jejich pocˇet prˇiblizˇneˇ zd-
vojna´sobil, cozˇ by znacˇneˇ prodlouzˇilo dobu na´sledny´ch zpracova´n´ı meˇrˇeny´ch dat.
Metoda meˇrˇen´ı v s´ıti PlanetLab ma´ vsˇak i sva´ u´skal´ı. Prvn´ım z nich je fakt, zˇe prˇi
odecˇ´ıta´n´ı sourˇadnic jednotlivy´ch stanic jsme odka´za´ni na lidsky´ faktor - sourˇadnice
jsou do syste´mu zada´va´ny rucˇneˇ. V neˇktery´ch prˇ´ıpadech scha´zely u´plneˇ a nepo-
darˇilo se je urcˇit, v neˇktery´ch prˇ´ıpadech je bylo mozˇno dohledat pomoc´ı sluzˇby
Google Maps. Z d˚uvodu cˇasove´ na´rocˇnosti vsˇak nebylo mozˇno oveˇrˇit, zda vsˇechny
jizˇ zadane´ sourˇadnice do s´ıteˇ PlanetLab koresponduj´ı s realitou, nama´tkova´ kontrola
veˇtsˇinoveˇ potvrdila, zˇe ano.
Druhy´m proble´mem je samotneˇ meˇrˇen´ı v s´ıti PlanetLab. Tato s´ıt’ ma´ sve´ korˇeny v
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univerzitn´ıch s´ıt´ıch a postupneˇ se na n´ı nabalovaly vy´znamne´ sveˇtove´ firmy. Svy´m
zp˚usobem tento fakt mu˚zˇe ovlivnit topologii s´ıteˇ - meˇrˇen´ı v n´ı zkra´tka nemus´ı ob-
jektivneˇ reflektovat rea´lne´ celosveˇtove´ podmı´nky s´ıteˇ Internet, mapuje sp´ıˇse jednu
jej´ı specifickou cˇa´st. Bohuzˇel se vsˇak v pr˚ubeˇho meˇrˇen´ı nepodarˇilo z´ıskat dostatecˇne´
mnozˇstv´ı dat z jiny´ch s´ıt´ı.
Vsˇechny skripty byly z d˚uvodu jednoduchosti napsa´ny prˇ´ımo v shellu Bash pod OS
Linux, Mandrake 10.0. Pro prˇehlednost byly rozdeˇleny do neˇkolika cˇa´st´ı:
3.2.2 Vytvorˇen´ı seznamu stanic
Nejprve bylo nutne´ vytvorˇit vlastn´ı databa´zi, ktera´ obsahuje na kazˇde´m rˇa´dku
na´zev uzlu a jeho geograficke´ sourˇadnice. Tato databa´ze je ulozˇena v souboru
nodes.axis a vyuzˇ´ıva´ se pro prˇ´ıpravu kazˇde´ho meˇrˇen´ı. Byla vytvorˇena rucˇneˇ
- informace o zemeˇpisny´ch sourˇadnic´ıch jednotlivy´ch uzl˚u se nacha´z´ı na www
stra´nka´ch PlanetLabu. Databa´ze nen´ı konecˇna´ a te´meˇrˇ prˇi kazˇde´m meˇrˇen´ı je nutno
do n´ı prˇidat dalˇs´ı za´znamy, podle toho zda je zˇivy´ neˇjaky´ novy´, dosud nepouzˇity´
uzel. Tato databa´ze se pak porovna´va´ s aktua´ln´ım seznamem stanic (na vstupu), na
ktere´ budeme pingat, pomoc´ı skriptu prepare nodes, viz prˇ´ıloha F. Na vy´stupu
skriptu je tenty´zˇ seznam obohaceny´ o sourˇadnice1 s na´zvem nodes.txt.
Aktua´ln´ı seznam stanic PlanetLabu lze z´ıskat na www adrese
http://comon.cs.princeton.edu/. Tento seznam je mozˇno r˚uzneˇ filtrovat
podle potrˇebny´ch krite´ri´ı: pouze zˇive´ uzly, pouze jeden uzel v kazˇde´ lokaliteˇ nebo
naprˇ. pouze takove´ uzly, ktere´ maj´ı dostatecˇneˇ velky´ diskovy´ prostor (obzvla´sˇt’ tato
mozˇnost se uka´zala by´t velmi na´pomocnou - uzly maj´ıc´ı ma´lo mı´sta na disku totizˇ
vykazovaly chyby prˇi zapisova´n´ı hodnot do promeˇnny´ch, cˇ´ımzˇ vy´razneˇ ovlivnˇovaly
vy´sledky meˇrˇen´ı).
3.2.3 Skript pro meˇrˇen´ı RTT
Tento skript (pojmenovany´ jako ping nodes random, viz prˇ´ıloha B) ma´ za u´kol
promı´cha´n´ı vstupn´ıho seznamu host˚u (nodes.txt), na ktere´ se bude pingat, pote´
prove´st vlastn´ı ping na tento seznam. Vy´sledek je prˇeda´n na vy´stup do souboru
pojmenovane´ho jmeno stanice.result2. Prˇi pocˇtu cca 200 stanic ve vstupn´ım souboru
beˇzˇ´ı tento skript prˇiblizˇneˇ 20 minut, cozˇ je zp˚usobeno nastaven´ım parametr˚u (pocˇet
ping˚u na jednotlive´ hosty, doba prodlevy prˇi neobdrzˇen´ı paketu; tyto parametry lze
ve skriptu meˇnit dle potrˇeby).
1Neˇktere´ za´znamy vsˇak ve vy´stupn´ım souboru mu˚zˇou chybeˇt, a to v prˇ´ıpadeˇ, zˇe nebyl v souboru
nodes.axis pozˇadovany´ uzel nalezen. V tom prˇ´ıpadeˇ je nutne´ ho doplnit a skript spustit znovu,
prˇ´ıpadneˇ pokud jeho sourˇadnice nezna´me, u´plneˇ ho vyrˇadit ze vstupn´ıho souboru.
2Jmeno stanice je nahrazeno konkretn´ım hostname dane´ho uzlu, ze ktere´ho se pinga´.
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Promı´cha´n´ı vstupn´ıho souboru bylo provedeno z d˚uvodu alesponˇ cˇa´stecˇne´ho
odstraneˇn´ı vlastn´ıho zat´ızˇen´ı s´ıteˇ: pokud bychom soubor nodes.txt nahra´li na
vsˇechny stanice a ty by za´rovenˇ zacˇaly pingat od prvn´ı polozˇky v seznamu, vy´sledky
meˇrˇen´ı by mohly by´t ovlivneˇny prˇet´ızˇen´ım (na zacˇa´tku by vsˇechny uzly pingaly na
prvn´ı polozˇku, pote´ na druhou atd., k posuvu by docha´zelo jen postupneˇ). Ko´d pro
promı´cha´n´ı (random shuﬄe) byl prˇevzat z [14].
Vy´sledkem tohoto skriptu je tedy pro kazˇdou stanici tolik soubor˚u, kolik je za´znamu˚
ve vstupn´ım souboru nodes.txt (mı´nus jeden, ktery´ odpov´ıda´ pra´veˇ te´to stanici).
Vy´sledne´ soubory bylo nutno ze s´ıteˇ PlanetLab sta´hnout pro dalˇs´ı zpracova´n´ı.
Za´znamy v souborech ve formeˇ rˇa´dk˚u maj´ı tento tvar:
kupl1.ittc.ku.edu;38.9527;-95.2644;129.670;134.942;138.652;3.829;Tue
May 13 09:22:10 UTC 2008
Prvn´ı za´znam odpov´ıda´ c´ılove´ stanici, na´sleduje zemeˇpisna´ sˇ´ıˇrka a de´lka zdrojove´
stanice (po n´ı je pojmenova´n cely´ soubor), da´le sourˇadnice c´ılove´ho uzlu, hodnota
pr˚umeˇrne´ho zmeˇrˇene´ho RTT (v ms) a cˇas.
3.2.4 Pocˇ´ıta´n´ı geograficke´ vzda´lenosti
Prvn´ı zpracova´n´ı stazˇeny´ch soubor˚u spocˇ´ıvalo v pocˇ´ıta´n´ı skutecˇne´ geograficke´
vzda´lenosti mezi jednotlivy´mi stanicemi. Pro vlastn´ı vy´pocˇet byl pouzˇit skript s
na´zvem vzdalenost.bc, viz prˇ´ıloha C. Jak sama prˇ´ıpona napov´ıda´, jde o posloup-
nost prˇ´ıkaz˚u zada´vany´ch v linuxove´ kalkulacˇce bc. Nejprve je nutno zadefinovat
funkce potrˇebne´ k vy´pocˇtu, ktere´ kalkulacˇka standartneˇ nezna´ (radians, ac, as atd.
- podrobneˇji viz dokumentace prˇ´ımo ve skriptu). Vlastn´ı vy´pocˇet je take´ noveˇ defi-
novana´ funkce s na´zvem vzdalenost, na jej´ımzˇ vstupu jsou cˇtyrˇi parametry (dvakra´t
zemeˇpisna´ sˇ´ıˇrka a de´lka, mezi ktery´mi budeme vzda´lenost pocˇ´ıtat). Do vy´sledne´
promeˇnne´ s na´zvem os je nacˇten vy´sledek vy´pocˇtu vzorce na urcˇen´ı vzda´lenosti na
kouli pomoc´ı sourˇadnic (vzda´lenost se meˇrˇ´ı jako nejkratsˇ´ı de´lka cˇa´sti kruzˇnice, ktera´
dveˇ dana´ mı´sta na zemeˇkouli spojuje). Podrobneˇjˇs´ı teorie vy´pocˇtu vzda´lenosti viz
[19], vzorec a definice funkc´ı byly veˇtsˇinoveˇ prˇevzaty z fo´ra [20]. Vy´stupem toho
skriptu je tedy vzda´lenost v km (s prˇesnost´ı na trˇi desetinna´ mı´sta) nacˇtena´ do
promeˇnne´. Vy´sledek lze ovlivnit nastaven´ım velikosti referencˇn´ı koule (v nasˇem prˇ´ı-
padeˇ o polomeˇru 6371,1km).
Zpracova´n´ı soubor˚u s nameˇrˇeny´mi daty prob´ıhalo na´sleduj´ıc´ım zp˚usobem:
Do adresa´rˇe (prˇedem definovane´ho ve skriptu count, viz prˇ´ıloha D) byl nahra´n
soubor nodes.axis a da´le vsˇechny vy´sledne´ soubory jmeno stanice.result. Nejprve se
oveˇrˇ´ı, zda pra´veˇ zpracova´vany´ soubor je uveden v seznamu nodes.axis a prˇiˇrad´ı se
mu jeho sourˇadnice. V prˇ´ıpadeˇ, zˇe nen´ı nalezen, skript se ukoncˇ´ı s chybovou hla´sˇkou.
V dalˇs´ım kroku se zpracova´va´ rˇa´dek po rˇa´dku - nacˇtou se hodnoty vzda´lene´ho
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uzlu (na´zev, sourˇadnice, RTT) a posˇlou se na vstup vy´sˇe popsane´ho skriptu vz-
dalenost.bc pro spocˇ´ıta´n´ı vza´jemne´ vzda´lenosti. Vy´sledek se je zapsa´n do vy´stup-
n´ıho souboru. T´ımto zp˚usobem se zpracuj´ı vsˇechny rˇa´dky pra´veˇ otevrˇene´ho souboru
a potom se smycˇka opakuje s dalˇs´ım souborem. Na vy´stupu skriptu count je sou-
bor result.dup obsahuj´ıc´ı rˇa´dky ve forma´tu oddeˇlene´m strˇedn´ıky (stanice1; stanice2;
RTT; vzda´lenost v km):
bob.cc.vt.edu;planet1.ecse.rpi.edu;18.582;839.152
Vzhledem k tomu, zˇe v pr˚ubeˇhu meˇrˇen´ı dosˇlo k pinga´n´ı mezi uzly A −→ B a take´
B −→ A, po zpracova´n´ı skriptem count bylo nutno jesˇteˇ odstranit jednu z teˇchto
hodnot jako duplicitu.
3.2.5 Odstraneˇn´ı duplicit
Prˇi vyrˇazova´n´ı duplicitna´ch za´znamu˚ - tj. takovy´ch, ve ktery´ch vystupuj´ı vzˇdy tyte´zˇ
stanice A a B - byl ponecha´n za´znam s mensˇ´ı pr˚umeˇrnou hodnotou RTT. Na ota´zku,
zda odstranit vysˇsˇ´ı cˇi nizˇsˇ´ı hodnotu RTT, bylo nahl´ızˇeno t´ımto zp˚usobem: acˇkoliv
jednotlive´ uzly pingaj´ı na stejny´ seznam ostatn´ıch (vyjma sebe samy´ch), ktery´ je
na´hodneˇ promı´chany´, i prˇesto se snadno mu˚zˇe sta´t, zˇe se sejde neˇkolik pingaj´ıc´ıch
uzl˚u na tenty´zˇ stroj, tj. vznikne veˇtsˇ´ı nezˇ beˇzˇna´ za´teˇzˇ, ktera´ je zp˚usobena nasˇ´ım
meˇrˇen´ım. Z tohoto d˚uvodu bylo prˇistoupeno k ponecha´n´ı mensˇ´ı hodnoty.
Skript na odstraneˇn´ı duplicit ma´ na´zev remove dup, viz prˇ´ıloha E. Na jeho vstupu
je soubor, ktery´ jsme z´ıskali pomoc´ı skriptu count, s na´zvem result.dup. Tento sou-
bor se da´le zpracova´va´ pomoc´ı prˇ´ıkazu awk. Sloupce s u´daji stanice1 a stanice2 se
porovna´vaj´ı ve dvou smycˇka´ch vza´jemneˇ (nacˇte se prvn´ı rˇa´dek, jeho hodnoty stan-
ice1 a stanice2 se porovnaj´ı s ostatn´ımi rˇa´dky, pokracˇujeme druhy´m rˇa´dkem atd.). V
prˇ´ıpadeˇ nalezen´ı shody se jesˇteˇ porovnaj´ı hodnoty RTT a na vy´stup se posˇle rˇa´dek s
nizˇsˇ´ı hodnotou. V prˇ´ıpadeˇ nenalezen´ı shody se posˇle na vy´stup prˇ´ımo porovna´vany´
rˇa´dek. Vy´sledny´ soubor bez duplicit ma´ na´zev output.txt.
Tento skript funguje stejny´m zp˚usobem i v prˇ´ıpadeˇ, zˇe na vstupu stoj´ı soubor nav´ıc
s u´dajem o pocˇtu hop˚u (viz 3.2.6).
3.2.6 Traceroute
Obdobneˇ jako skripty ping nodes random a count byl vytvorˇeny tyte´zˇ skripty s
na´zvem ping nodes random trace a count trace. Pracuj´ı velice podobneˇ, rozd´ıl
je pouze v tom, zˇe na vy´stupu ma´me nav´ıc u´daj o pocˇtu skok˚u mezi meˇrˇeny´mi uzly;
da´le se generuje dalˇs´ı samostatny´ soubor s kompletn´ım vy´pisem z traceroute vzˇdy s
oznacˇen´ım failed nebo passed pro konkre´tn´ı vzda´lenou stanici (failed v prˇ´ıpadeˇ, zˇe
se v traceroute vyskytuj´ı nezjiˇsteˇne´ skoky oznacˇene´ - ”*” (odpov´ıda´ situaci, kdy se
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nevra´t´ı ICMP paket).
Podrobneˇjˇs´ı komenta´rˇe spolecˇneˇ se zdrojovy´mi ko´dy jsou prˇilozˇeny elektronicky.
3.3 Databa´ze nameˇrˇeny´ch hodnot
Vy´stupem vy´sˇe popsany´ch skript˚u je soubor s na´zvem output.txt, ktery´ obsahuje
vsˇechna d˚ulezˇita´ data (na´zev zdrojove´ho hostitele, c´ılove´ho hostitele, geografickou
vzda´lenost mezi nimi a pr˚umeˇrnou hodnotu RTT). T´ımto zp˚usobem jsme tedy z´ıskali
pomeˇrneˇ obsa´hlou databa´zi - prˇi meˇrˇen´ı na cca 200 stanic´ıch jsme po odstraneˇn´ı
duplicitn´ıch (prˇ´ıpadneˇ nekompletn´ıch) za´znamu˚ z´ıskali kolem 18000 unika´tn´ıch za´z-
namu˚. Tento vzorek dat je dostatecˇneˇ velky´ na na´sledne´ zpracova´n´ı.
V prˇ´ıloze te´to pra´ce lze nale´zt jak nameˇrˇena´ nepzracovana´ data (adresa´rˇ mereni a v
neˇm podadresa´rˇe pojmenovane´ podle data meˇrˇen´ı), tak soubory stoj´ıc´ı na vy´stupu
skript˚u (tedy result.dup a output.txt - v adresa´rˇi vysledky, podadresa´rˇe opeˇt dle data
meˇrˇen´ı).
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4 ZPRACOVA´NI´ NAMEˇRˇENY´CH HODNOT
Nameˇrˇene´ hodnoty byly zpracova´ny (tabulkovy´m procesorem Excell) a pomoc´ı
programu GNUPlot z nich sestaveny grafy. Obr.cˇ.4.1 zobrazuje nameˇrˇena´ data
z 14.5.2008 07:45 UTC, s celkovy´m pocˇtem 20422 za´znamu˚. Z grafu jsou i bez
Obra´zek 4.1: Za´vislot RTT na geograficke´ vzda´lenosti - vsˇechny vzorky, 14.5.2008
d˚ukladneˇjˇs´ı analy´zy znatelne´ neˇktere´ vy´razneˇjˇs´ı oblasti a da´le urcˇity´ pocˇet r˚uzneˇ
(te´meˇrˇ na´hodneˇ) rozpty´leny´ch hodnot lezˇ´ıc´ıch mimo tyto oblasti. Podrobneˇjˇs´ı
na´hled proto ukazuje graf cˇ.4.2. Na prvn´ı pohled je z neˇj viditelny´ch neˇkolik
podstatny´ch fakt˚u: veˇtsˇina hodnot RTT spada´ do urcˇite´ho pa´su, ktery´ by mohl mı´t
prˇiblizˇneˇ linea´rn´ı za´vislost. Tento pa´s je na neˇktery´ch mı´stech vy´razneˇ prˇerusˇen, a
naopak v neˇktery´ch mı´stech se vytva´rˇ´ı vy´znamne´ shluky i mimo neˇj. Tyto vy´razne´
cˇa´sti veˇtsˇinou odpov´ıdaj´ı komunikaci uvnitrˇ kontinent˚u nebo mezikontinenta´ln´ımu
prˇenosu (viz kapitola 4.3).
4.1 Zmeˇna za´vislosti RTT vzhledem k denn´ı dobeˇ
Soucˇa´st´ı pra´ce bylo take´ mj. oveˇrˇen´ı, zda se za´vislost RTT na geograficke´ vzda´lenosti
meˇn´ı v zavislosti na denn´ı dobeˇ, prˇ´ıpadneˇ na dnu v ty´dnu. Cˇas vesˇkery´ch meˇrˇen´ı je
uva´deˇn jako UTC. Grafy cˇ. 4.3 a 4.4 zobrazuj´ı obdobne´ meˇrˇen´ı jako graf cˇ.4.2, pouze
v jine´ doby (a mı´rneˇ pozmeˇneˇny´ seznam stanic, na ktery´ch se meˇrˇilo - vzhledem
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Obra´zek 4.2: Za´vislot RTT na geograficke´ vzda´lenosti - detail, 14.5.2008
Obra´zek 4.3: Za´vislot RTT na geograficke´ vzda´lenosti - 20.4.2008
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Obra´zek 4.4: Za´vislot RTT na geograficke´ vzda´lenosti - 22.4.2008
datum meˇrˇen´ı rovnice prˇ´ımky spolehlivost R korelacˇn´ı koeficient
20.4.2008 y = 0,0277x + 60,768 0,0522 0,228512781
22.4.2008 y = 0,0254x + 38,362 0,0838 0,289478763
14.5.2008 y = 0,0243x + 55,746 0,0705 0,265582378
Tabulka 4.1: Regresn´ı a korelacˇn´ı koeficienty
k tomu, zˇe neˇktere´ se staly aktivn´ımi a neˇktere´ naopak nedostupny´mi - ve vsˇech
prˇ´ıpadech se vsˇak shoduje v´ıce nezˇ 75% stanic). Z graf˚u je na prvn´ı pohled zrˇejme´,
zˇe denn´ı doba nema´ na meˇrˇen´ı vy´razneˇjˇs´ı vliv, vy´sledne´ grafy jsou prakticky stejne´
(odliˇsnost mu˚zˇe by´t zp˚usobena pra´veˇ zbylou cˇtvrtinou host˚u, ktera´ se meˇnila). Pro
srovna´n´ı byla urcˇena linea´rn´ı regrese (pomoc´ı aplikace Excell, metodou nejmensˇ´ıch
cˇtverc˚u). Spolecˇneˇ s korelacˇn´ım koeficientem pro jednotlive´ datumy je videˇt v tab-
ulce cˇ.4.1. Vzhledem k male´ spolehlivosti vy´pocˇtu (viz koeficient R) jsou tato data
uva´deˇna sp´ıˇse orientacˇneˇ.
Z nameˇrˇeny´ch dat byl vybra´n vzorek ze dvou dn˚u (14.5.2008 a 20.4.2008) v de-
tailu na komunikaci mezi Evropou a Asi´ı. Z tohoto vzorku jesˇteˇ byla odstraneˇna
ta meˇrˇen´ı, ktera´ nebyla obsazˇena v obou dvou databa´z´ıch (tzn. vy´sledkem je vzˇdy
jedna vzda´lenost se dveˇmi hodnotami RTT, pro dveˇ r˚uzna´ meˇrˇen´ı). Vy´sledek zo-
brazuje graf cˇ.4.5. Acˇkoliv v celkove´m pohledu se grafy mohou zda´t podobne´ (barvy
se prˇekry´vaj´ı), jiste´ odliˇsnosti se daj´ı vysledovat. Naprˇ. vyznacˇena´ oblast v modre´
elipse: jedna´ se stanice, ktere´ vykazuj´ı te´meˇrˇ totozˇne´ posunut´ı (korelacˇn´ı koeficient
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Obra´zek 4.5: Porovna´n´ı za´vislosti RTT v r˚uznou dobu - 20.4.2008, 14.5.2008
mezi cˇervenou a cˇernou mnozˇinou v elipse vycha´z´ı cca 0,97). Pravdeˇpodobneˇ se tedy
jedna´ o oblast se stejnou topologi´ı, ve ktere´ dosˇlo k neˇjake´ zmeˇneˇ (vysˇsˇ´ı/nizˇsˇ´ı zat´ızˇen´ı
centra´ln´ıch router˚u, u´prava routova´n´ı atd.) Korelacˇn´ı koeficient pro celou oblast Asie
- Evropa je vsˇak 0,35, tzn. cela´ oblast spolecˇne´ znaky posunut´ı nevykazuje.
4.2 De´lka meˇrˇen´ı
Obdobneˇ jako denn´ı doba, ani pocˇet vyslany´ch (prˇijaty´ch) paket˚u vy´razneˇji
neovlivnˇuje pr˚ubeˇh za´vislosti RTT na vzda´lenosti. Pro oveˇrˇen´ı tohoto faktu byl
proveden test meˇrˇen´ı RTT v ra´mci neˇkolika stanic na r˚uzny´ch kontinentech (Evropa,
Asie, severn´ı a jizˇn´ı Amerika). Na tyto uzly byl postupneˇ vys´ıla´n r˚uzny´ pocˇet paket˚u
od 3 azˇ po 2000 (odpov´ıda´ prˇiblizˇneˇ cˇtyrˇhodinove´mu meˇrˇen´ı). Vy´sledky tohoto testu
ukazuje tabulka cˇ.4.2 a 4.3. Nameˇrˇene´ pr˚umeˇrne´ hodnoty jednotlivy´ch stanic se
od sebe vy´razneˇ neliˇs´ı - vza´jemna´ korelace jednotlivy´ch sloupecˇk˚u je ve vsˇech prˇ´ı-
padech veˇtsˇ´ı nezˇ 94%. Z toho vyply´va´, zˇe 3 vyslane´/prˇijateˇ ICMP pakety jsou pro
meˇrˇen´ı dostatecˇne´. Nutno vsˇak podotknout, zˇe meˇrˇen´ı za´vislosti RTT na geograficke´
vzda´lenosti je vhodne´ po urcˇite´m cˇasove´m obdob´ı opakovat, a to z duvodu oveˇrˇen´ı
platnosti dat. Topologie s´ıteˇ se neusta´le vyv´ıj´ı, prˇiby´va´ vysokorychlostn´ı opticky´ch
spoj˚u apod.
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vzda´lenost [km] 3 pakety [ms] 10 paket˚u [ms] 20 paket˚u [ms]
569,467 31,797 31,402 31,435
1603,444 69,622 68,958 69,139
1801,51 64,587 64,208 64,236
2220,87 100,408 100,249 100,131
3380,404 118,091 117,463 118,27
3945,239 145,935 139,345 147,707
5090,125 158,133 157,053 157,02
6498,663 120,285 120,142 120,257
6739,522 111,763 111,66 111,621
7335,219 335,143 334,986 335,118
7513,267 159,92 159,836 162,688
7855,952 147,531 147,471 147,413
8114,857 162,11 150,966 158,833
8276,357 142,956 142,805 142,741
8446,365 222,198 374,856 375,808
8806,548 299,458 299,25 299,325
8884,216 227,934 224,414 224,55
9015,553 235,278 386,443 387,813
9297,214 330,848 330,266 330,256
9846,301 380,499 380,096 380,116
10360,23 261,523 260,413 260,999
10632,184 197,609 197,508 202,052
11196,997 196,764 196,877 196,773
11545,679 326,225 311,22 312,651
11816,399 - 297,292 297,579
13363,292 335,965 333,342 333,682
14431,346 305,398 283,814 283,634
18949,668 490,353 564,314 565,051
Tabulka 4.2: Za´vislost RTT na pocˇtu odeslany´ch paket˚u pro r˚uzne´ vzda´lenosti - I
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vzda´lenost [km] 200 paket˚u [ms] 1000 paket˚u [ms] 2000 paket˚u [ms]
569,467 34,06 35,631 36,199
1603,444 69,021 69,167 69,711
1801,51 64,306 64,509 64,323
2220,87 100,321 100,391 101,014
3380,404 117,919 118,078 118,035
3945,239 144,775 146,379 152,096
5090,125 156,924 157,498 160,304
6498,663 124,442 124,867 124,74
6739,522 111,596 111,717 111,679
7335,219 335,237 335,202 335,482
7513,267 165,826 167,461 172,677
7855,952 147,538 147,676 148,212
8114,857 155,988 155,583 156,591
8276,357 142,729 143,051 142,828
8446,365 376,233 375,841 215,727
8806,548 299,323 299,257 299,367
8884,216 224,777 225,708 316,755
9015,553 388,41 389,891 241,278
9297,214 330,436 330,472 330,387
9846,301 380,149 380,28 380,408
10360,23 261,299 261,759 292,079
10632,184 200,21 202,779 210,513
11196,997 196,88 196,89 196,942
11545,679 312,122 312,52 313,236
11816,399 297,05 - -
13363,292 333,528 333,817 333,941
14431,346 283,333 283,98 305,388
18949,668 563,54 564,189 486,246
Tabulka 4.3: Za´vislost RTT na pocˇtu odeslany´ch paket˚u pro r˚uzne´ vzda´lenosti - II
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4.3 Analy´za referencˇn´ıho grafu
Graf cˇ.4.6 byl postupneˇ rozdeˇlen na jednotlive´ cˇasti, barevneˇ odliˇseny. Vzhledem
k tomu, zˇe veˇtsˇina host˚u v s´ıti PlanetLab je soustrˇedeˇna v Evropeˇ a Americe, dle
prˇedpokladu prvn´ı cˇa´st grafu odpov´ıda´ vnitrokontinenta´ln´ı komunikaci v Evropeˇ
a Americe (samozrˇejmeˇ vzhledem k maly´m vzda´lenostem sem patrˇ´ı drtiva´ veˇtsˇina
intrakontinenta´ln´ıch meˇrˇen´ı). Konkre´tneˇ tedy modra´ barva odpov´ıda´ komunikaci
uvnitrˇ Evropy, zelena´ uvnitrˇ Ameriky, zˇluta´ komunikaci mezi Amerikou a Evropou,
cˇerna´ mezi Evropou a jizˇn´ı Amerikou, sˇeda´ Asie - Evropa, fialova´ Asie - Amerika,
atd. (jednotlive´ barvy se mohou prˇekry´vat, jsou vrstvene´ na sebe).
Vymezen´ı jednotlivy´ch kontinent˚u bylo provedeno na za´kladeˇ zemeˇpisny´ch sourˇad-
nic. Mezera mezi prvn´ı a druhou cˇa´st´ı odpov´ıda´ vzda´lenosti, ktera´ nen´ı mezi uzly
PlanetLabu vy´razneˇji zastoupena. V idea´ln´ım prˇ´ıpadeˇ (pokud bychom neuvazˇovali
vsˇechny faktory ovlivnˇuj´ıc´ı meˇrˇen´ı RTT, viz kapitola 1.3.2), bychom mohli prˇed-
pokla´dat, zˇe za´vislost RTT na geograficke´ vzda´lenosti bude linea´rn´ı - signa´l se sˇ´ıˇr´ı
konstantn´ı rychlost´ı. Pro intrakontinenta´ln´ı meˇrˇen´ı RTT spada´ veˇtsˇina za´znamu˚ do
oblasti vymezene´ teˇmito prˇ´ımkami:
y1 = 0, 017333x a y2 = 0, 017333x + 40 (4.1)
Prˇ´ımky jsou rovnobeˇzˇne´ a vymezuj´ı interval o sˇ´ıˇrce 40ms (zat´ım se nepodarˇilo oveˇrˇit,
procˇ je to prˇiblizˇneˇ pra´veˇ tato hodnota). Konkre´tne´ pro geograficke´ vzda´lenosti do
4673km do tohoto intervalu spada´ v´ıce nezˇ 75% hodnot (pro meˇrˇen´ı z 14.5.2008 je
to 78,8%, tato hodnota byla spocˇ´ıta´na pomoc´ı eplikace Excell; viz obr.cˇ.4.7). Lze
tedy odhadnout, zˇe prˇ´ımka y1 = 0, 017333x prˇiblizˇneˇ tvorˇ´ı hranici, pod kterou se
drtiva´ veˇtsˇina hodnot RTT pro danou vzda´lenost nedostane (pro oveˇrˇen´ı, zda se tato
prˇ´ımka blizˇ´ı fyzika´ln´ı hranici, by bylo zapotrˇeb´ı prove´st meˇrˇen´ı i v jiny´ch s´ıt´ıch). Pro
cely´ graf vsˇak interval rozptylu nen´ı mozˇne´ v rozumne´ mı´ˇre urcˇit - bud’ by byl prˇ´ıliˇs
sˇiroky´ a tud´ızˇ nepouzˇitelny´, a nebo by do neˇj spadalo naopak prˇ´ıliˇs ma´lo hodnot. Lze
ho vsˇak urcˇit pro jednotlive´ u´seky grafu, ktere´ jsou barevneˇ oddeˇleny, podle toho,
ktera´ oblast na´s zaj´ıma (jedna´ se o jaky´si kompromis: cˇ´ım veˇtsˇ´ı bude tento interval
rozptylu, t´ım v´ıce hodnot do neˇj bude spadat, ale t´ım me´neˇ bude pouzˇitelny´).
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Obra´zek 4.6: Za´vislost RTT na geograficke´ vzda´lenosti - barevneˇ oddeˇleˇne´ skupiny, 14.5.2008
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Obra´zek 4.7: Oblast nejveˇtsˇ´ı koncentrace RTT, 14.5.2008
4.4 Analy´za evropsky´ch uzl˚u
Graf cˇ.4.8 zobrazuje pohled na komunikaci v ra´mci Evropy (celkem 2790 meˇrˇen´ı).
Korelacˇn´ı koeficient ma´ v prˇ´ıpadeˇ pouze evropsky´ch uzl˚u hodnotu c = 0,162088199,
prˇ´ımka metodou linea´rn´ı regrese pak prˇedpis y = 0,1094x + 11,404 se spolehlivost´ı
R = 0,0263.
4.5 Analy´za americky´ch uzl˚u
Vzhledem k faktu, zˇe veˇtsˇ´ı cˇa´st stanic se nacha´z´ı v Severn´ı Americe ve dvou sesku-
pen´ıch - na vy´chodn´ım a za´padn´ım pobrˇezˇ´ı, z grafu cˇ.4.9 je videˇt, zˇe hustota
meˇrˇeny´ch hodnot je nejveˇtsˇ´ı u maly´ch geograficky´ch vzda´lenost´ı, a da´le docha´z´ı
k jej´ımu mı´rne´mu zhusˇteˇn´ı naopak u veˇtsˇ´ıch vzda´lenost´ı (cozˇ odpov´ıda´ meˇrˇen´ı RTT
mezi pobrˇezˇ´ımi). Prˇi porovna´n´ı s grafem Evropy je videˇt, zˇe tam jsou jednotlive´ uzly
rozlozˇeny v´ıce rovnomeˇrneˇ (s nar˚ustaj´ıc´ı vzda´lenost´ı klesa´ hustota za´znamu˚).
4.6 Zhodnocen´ı nameˇrˇeny´ch vy´sledk˚u
Pomoc´ı vytvorˇeny´ch na´stroj˚u se podarˇil nashroma´zˇdit dostatecˇneˇ velky´ vzorek dat,
aby bylo mozˇno z jejich analy´zy udeˇlat neˇktere´ konkre´tn´ı za´veˇry. Acˇkoliv pro cely´
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Obra´zek 4.8: Za´vislost RTT na geograficke´ vzda´lenosti - Evropa, 14.5.2008
Obra´zek 4.9: Za´vislost RTT na geograficke´ vzda´lenosti - Amerika, 14.5.2008
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soubor meˇrˇen´ı nejsou korelacˇn´ı koeficienty zcela prˇ´ıznive´, lze vymezit neˇktere´ oblasti,
pro ktere´ se za´vislost RTT na geograficke´ vzda´lenosti jev´ı jako bl´ızka´ linea´rn´ı za´vis-
losti (interkontinenta´ln´ı meˇrˇen´ı), naopak neˇktere´ oblasti jsou te´meˇrˇ kruhoveˇ symet-
ricke´ (komunikace mezi Asi´ı a Evropou).
Slabinou tohoto meˇrˇen´ı mu˚zˇe by´t fakt, zˇe prob´ıha´ ve specificke´, te´meˇrˇ vy´hradneˇ
akademicke´ s´ıti PlanetLab. Jednou z mozˇnost´ı, jak z´ıskat neza´visla´ data z jiny´ch
s´ıt´ı pro meˇrˇen´ı, je vyuzˇit´ı sluzˇby Test Traffic Measurements (da´le jen TTM) orga-
nizace RIPE (Reseaux IP Europeens, www.ripe.net). RIPE je neziskova´ organizace,
ktera´ mj. rˇ´ıd´ı prˇideˇlova´n´ı blok˚u IP adres v Evropeˇ, jej´ı za´beˇr cˇinnost´ı je vsˇak ve
skutecˇnosti mnohem sˇirsˇ´ı. Jedn´ım z beˇzˇ´ıc´ıch projekt˚u je pra´veˇ TTM. Tato sluzˇba
doka´zˇe meˇrˇit kl´ıcˇove´ parametry prˇipojen´ı mezi r˚uzny´mi uzly v Internetu (slouzˇ´ı tedy
jako kontinua´ln´ı monitoring). Pro sva´ meˇrˇen´ı pouzˇ´ıva´ zarˇ´ızen´ı vyhrazene´ pouze na
tuto cˇinnost, ktere´ generuje male´ mnozˇstv´ı datove´ho provozu (tzn. zat´ızˇen´ı s´ıteˇ neza-
znamena´ vy´razneˇjˇs´ı na´r˚ust). Samotne´ zrˇ´ızen´ı se skla´da´ z pocˇ´ıtacˇe prˇipojene´ho na
Internet a da´le z GPS modulu, jeho instalace je velmi jednoducha´. Nameˇrˇena´ data
z jednotlivy´ch box˚u rozmı´steˇny´ch po sveˇteˇ dle za´kazn´ık˚u jsou k dispozici na www
stra´nka´ch RIPE, podle´haj´ı vsˇak licencˇn´ım podmı´nka´m a nelze je pouzˇ´ıt bez sou-
hlasu autor˚u. Ten se bohuzˇel beˇheˇm rˇesˇen´ı te´to pra´ce nepodarˇilo zajistit, nicme´neˇ
komunikace byla nava´za´na a v budoucnu by prˇicha´zela v u´vahu.
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5 ZA´VEˇR
Jak bylo naznacˇeno jizˇ v u´vodu, hlavn´ım c´ılem te´to pra´ce bylo vytvorˇen´ı na´stroj˚u
pro meˇrˇen´ı a zpracova´n´ı parametru latence v s´ıti a s jejich pomoc´ı prove´st konkre´tn´ı
meˇrˇen´ı oveˇrˇuj´ıc´ı fakt, zda hodnota RTT neˇjaky´m zp˚usobem za´vis´ı na skutecˇne´ ge-
ograficke´ vzda´lenosti. Na za´kladeˇ podrobneˇjˇs´ıho sezna´men´ı se se sluzˇebn´ım pro-
tokolem ICMP a na´stroji pro vytvorˇen´ı soket˚u byly vytvorˇeny zdrojove´ ko´dy pro
meˇrˇen´ı RTT v programovac´ım jazyku C a da´le skripty v prˇ´ıkazove´m interpretu Bash
pro zpracova´n´ı veˇtsˇ´ıho mnozˇstv´ı nameˇrˇeny´chy dat. Na vzorku meˇrˇen´ı byla oveˇrˇena
jejich plna´ funkcˇnost. Skripty i zdrojovy´ ko´d je mozˇno nada´le optimalizovat, prˇ´ı-
padneˇ doplnˇovat o nove´ potrˇebne´ funkce.
Interpretace nameˇrˇeny´ch hodnot uka´zala, zˇe v celkove´m pohledu vy´sledky prak-
ticky nejsou za´visle´ na denn´ı dobeˇ, nicme´neˇ neˇktere´ oblasti mohou jevit spolecˇne´
charakteristiky a je zapotrˇeb´ı d˚ukladneˇjˇs´ı analy´zy. Sp´ıˇse nezˇ rozbor cele´ho souboru
dat se tedy jev´ı by´t vhodneˇjˇs´ı posuzova´n´ı jednotlivy´ch (geograficky´ch) cˇa´st´ı zvla´sˇt’
- v za´vislosti na topologii s´ıteˇ maj´ı konkre´tn´ı vlastnosti, ktere´ nejsou v celkove´m
pohledu tolik zrˇetelne´.
Meˇrˇen´ı samotne´ proka´zalo, zˇe za´vislost RTT na geograficke´ vzda´lenosti neni cˇisteˇ
nahodila´, a proto ma´ smysl se j´ı nada´le zaby´vat (podrobneˇjˇs´ı analy´zou nameˇrˇeny´ch
hodnot, prˇ´ıpadneˇ novy´mi meˇrˇen´ımi). V kazˇde´m prˇ´ıpadeˇ by vsˇak bylo vhodne´ prove´st
veˇtsˇ´ı objem meˇrˇen´ı take´ v jiny´ch s´ıt´ıch, nezˇ v dosud prova´deˇne´ s´ıti PlanetLab, aby
bylo mozˇne´ vyloucˇit ovlivneˇn´ı vy´sledk˚u charakteristicky´mi vlastnostmi te´to speci-
ficke´ s´ıteˇ.
Vy´sledky te´to pra´ce mohou by´t pouzˇite´ naprˇ. jako podklad pro metody predikce
pozice stanic v s´ıt´ı, obzvla´sˇt’ GNP.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
RTT round-trip (delay) time je cˇas, za ktery´ informace (obvykle paket)
doraz´ı od zdroje k c´ıli a zpeˇt
ICMP Internet Control Message Protocol - jeho u´cˇelem je informova´n´ı
zdrojove´ho uzlu o chyba´ch a nestandartn´ıch situac´ıch prˇi prˇenosu
TTL time to live, znamena´ dobu zˇivota IP paketu
MTU Maximum transmission unit, jedna´ se o oznacˇen´ı maxima´ln´ı velikosti IP
paketu, ktery´ je mozˇne´ prˇene´st z jednoho s´ıt’ove´ho zarˇ´ızen´ı na druhe´;
obvykla´ hodnota MTU v prˇ´ıpadeˇ Ethernetu je 1500 bajt˚u
PING Packet InterNet Grouper slouzˇ´ı k detekci cˇasu odezvy s´ıt’ove´ho zarˇ´ızen´ı
v IP s´ıti a patrˇ´ı mezi standardn´ı na´stroje pro spra´vu s´ıteˇ; vyuzˇ´ıva´ ICMP
TCP/IP transmition control protocol/Internet protocol, sada protokol˚u pro
komunikaci v pocˇ´ıtacˇove´ s´ıti
UDP User Datagram Protocol je nespolehlivy´ nespojovy´ protokol -
nezarucˇuje, zda se prˇena´sˇeny´ datagram neztrat´ı, zda se nezmeˇn´ı porˇad´ı
dorucˇeny´ch datagramu˚ nebo zda se neˇktery´ datagram nedorucˇ´ı v´ıcekra´t
SNMP Simple Network Management Protocol slouzˇ´ı potrˇeba´m na´stroj˚u
spra´vy s´ıt´ı
FTP File Transfer Protocol, protokol aplikacˇn´ı vrstvy z rodiny TCP/IP
urcˇeny´ pro prˇenos soubor˚u mezi pocˇ´ıtacˇi
GNP Global Network Positioning, metoda odhadu pozice stanice v s´ıti
RIPE Re´seaux IP Europe´ens (RIPE), fo´rum pro za´jemce o technicky´ rozvoj
Internetu: jeho c´ılem komunity je zajiˇsteˇn´ı koordinace spra´vy, u´drzˇby a
rozvoje Internetu
AS Autonomn´ı syste´m, mnozˇina IP s´ıt´ı a router˚u pod spolecˇnou technickou
spra´vou, ktera´ reprezentuje v˚ucˇi Internetu spolecˇnou routovac´ı politiku
AP Adresn´ı prefix, definovany´ jako po sobeˇ jdouc´ı (na´sledny´) rozsah IP
adres, prˇicˇemzˇ vzda´lenosti vsˇech host˚u s IP adresami z toho AP jsou
v˚ucˇi zbytku internetu ekvidistatn´ı
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A ZDROJOVY´ KO´D APLIKACE PING
#include <netinet/in.h>
#include <sys/socket.h>
#include <sys/types.h>
#include <netdb.h>
#include <arpa/inet.h>
#include <stdlib.h>
#include <netinet/ip.h>
#include <netinet/ip_icmp.h>
#include <unistd.h>
#include <string.h>
#include <sys/time.h>
#include <signal.h>
#include <stdio.h>
#define BUFSIZE 1024
static int G_break = 0;
/* funkce checksum byla opsana z prislucnych RFC dokumentu */
unsigned short checksum(unsigned char *addr, int count)
{
register long sum = 0;
while( count > 1 )
{
/* This is the inner loop */
sum += * (unsigned short *) addr;
addr+=2;
count -= 2;
}
/* Add left-over byte, if any */
if( count > 0 )
sum += * (unsigned char *) addr;
/* Fold 32-bit sum to 16 bits */
while (sum>>16 != 0)
sum = (sum & 0xffff) + (sum >> 16);
return ~sum;
}
// signal handler
void catchsignal (int sig)
{
if (sig == SIGINT)
{
G_break = 1;
}
}
int main(int argc, char *argv[])
{
size_t size;
hostent *host;
icmphdr *icmp, *icmpRecv;
iphdr *ip;
int sock, length;
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unsigned int ttl = 255;
sockaddr_in sendSockAddr, receiveSockAddr;
char buffer[BUFSIZE];
fd_set mySet;
timeval tv;
char *addrString;
unsigned short int pid = getpid(), p;
int c = 0;
int s = socket(PF_INET, SOCK_RAW, IPPROTO_ICMP);
int x;
double z = 0;
/* deklarace promennych pro statistiku */
double y = 0;
double max = 0;
double min = 1000000;
double suma = 0;
int counter = 0;
if (argc != 2)
{
printf("Syntax:\n\t%s address\n",argv[0]);
return -1;
}
/* zjistime info o vzdalenem pocitaci */
if ((host = gethostbyname(argv[1])) == NULL)
{
printf("Wrong address\n");
return -1;
}
/* vytvorime socket*/
if((sock = socket(PF_INET, SOCK_RAW, IPPROTO_ICMP)) == -1)
{
printf("Can’t create socket\n");
return -1;
}
/* if (s == -1)
{
perror("Selhalo vytvoreni socketu.");
exit(1);
}
printf("proslo to, s=%d\n", s);*/
setsockopt(sock, SOL_IP, IP_TTL, (const char *)&ttl, sizeof(ttl));
/* naplneni polozek ICMP hlavicky */
icmp = (icmphdr *)malloc(sizeof(icmphdr));
if (icmp == NULL)
{
printf("Not enought memory\n");
return -1;
}
icmp->type = ICMP_ECHO;
icmp->code = 0;
icmp->un.echo.id = pid;
/* pripravime sendto */
sendSockAddr.sin_family = AF_INET;
sendSockAddr.sin_port = 0;
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memcpy(&(sendSockAddr.sin_addr), host->h_addr, host->h_length);
// install signal handler for CTRL+C
signal(SIGINT, catchsignal);
for (p = 1; p <= 20000; p++)
{
if (G_break == 1)
break;
struct timeval out, in;
icmp->checksum = 0;
icmp->un.echo.sequence = p;
icmp->checksum = checksum((unsigned char *)icmp, sizeof(icmphdr));
sendto(sock, (char *)icmp, sizeof(icmphdr), 0, (sockaddr *)&sendSockAddr, sizeof(sockaddr));
gettimeofday(&out, NULL);
tv.tv_sec = 30;
tv.tv_usec = 0;
do
{
FD_ZERO(&mySet);
FD_SET(sock, &mySet);
if (select(sock + 1, &mySet, NULL, NULL, &tv) < 0)
{
printf("Select failed\n");
break;
}
if (FD_ISSET(sock, &mySet))
{
size = sizeof(sockaddr_in);
if ((length = recvfrom(sock, buffer, BUFSIZE, 0, (sockaddr *)&receiveSockAddr,
&size)) == -1)
{
printf("Receiving data error\n");
}
/* prisel blok dat: IP hlavicka + ICMP hlavicka. */
gettimeofday(&in, NULL);
ip = (iphdr *) buffer;
icmpRecv = (icmphdr *) (buffer + ip->ihl * 4);
if ((icmpRecv->un.echo.id == pid) && (icmpRecv->type == ICMP_ECHOREPLY) &&
(icmpRecv->un.echo.sequence == p))
{
addrString = strdup(inet_ntoa(receiveSockAddr.sin_addr));
host = gethostbyaddr(&receiveSockAddr.sin_addr, 4, AF_INET);
printf("%d bytes from %s (%s)", length, (host == NULL? "?" : host->h_name),
addrString);
printf(": icmp_seq=%d ", icmpRecv->un.echo.sequence);
y = 1e3*(in.tv_sec - out.tv_sec + 1e-6*(in.tv_usec - out.tv_usec));
z = z + y;
max = (y > max)?y:max;
min = (y < min)?y:min;
suma+=y;
printf("ttl=%d, rtt=%.3f ms\n", (int)ip->ttl, 1e3 * (in.tv_sec - out.tv_sec
+ 1e-6 * (in.tv_usec - out.tv_usec)));
c++;
free(addrString);
}
}
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else
{
printf("- time exceeded -\n");
break;
}
}
while (!((icmpRecv->un.echo.id == pid) && (icmpRecv->type == ICMP_ECHOREPLY) &&
(icmpRecv->un.echo.sequence == p)));
sleep(1);
}
x = 100*(p-c-1)/(p-1);
close(sock);
printf("-- ping statistics for %s --\n", argv[1]);
printf("%d packets transmitted, %d received, %d %% packet loss, total time
was %f ms.\n", (p-1), c, x, z);
printf("Statistics rtt: max/min/avg is %lf/%lf/%lf\n",max,min,suma/c);
if (icmp != NULL)
{
free(icmp);
icmp = NULL;
}
return 0;
}
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B SKRIPT PING NODES RANDOM
#!/bin/bash
# pokud je pri spusteny zadan argument "-show", tak vypise vystup i na obrazovku
MY_HOST=‘hostname‘ #nacteni hostname do promenne
RESULT=$MY_HOST.result #definice vystupniho soubboru
INPUT="nodes.txt" #definice vstupnich souboru
INPUTR="nodes.rnd"
TIMEOUT="-W 5" #definice timeoutu pro ping
REPLACE1="/" #pomocne promenne
REPLACE2=";"
COUNT=1 #pocitadlo
if [ -f $RESULT ] #pokud jiz existuje soubor s vysledky, smaze ho
then
rm -f $RESULT
fi
if [ ! -e $INPUT ] #test zda mame vstupni soubor, pokud ne, tak se ukonci
then
echo "Input file: $INPUT not found!"
exit 1
fi
#funkce randomShuffle prevzata z http://www.shadegrowncode.com/
function randomShuffle
{
typeset -a elements
typeset length=0
while read line
do
elements[$length]=$line
length=$(($length + 1))
done
typeset firstN=${1:-$length}
if [ $firstN -gt $length ]
then
firstN=$length
fi
for ((i=0; $i < $firstN; i++))
do
randPos=$(($RANDOM % ($length - $i) ))
printf "%s\n" "${elements[$randPos]}"
elements[$randPos]=${elements[$length - $i - 1]}
done
}
#randomizace vstupniho souboru - vysledek zapsan do pomocneho souboru
cat $INPUT | randomShuffle > $INPUTR
#test zda byl vytvoren pomocny soubor, pokud ne, tak se ukonci
if [ ! -e $INPUTR ]
then
echo "Input randomized file: $INPUTR not found!"
exit 2
fi
#hlavni smycka
exec < $INPUTR
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while read REMOTE_HOSTS; do #cteme zaznamy po radcich
REMOTE_HOST=${REMOTE_HOSTS%%;*} #zapis do promenne
if [ $REMOTE_HOST != $MY_HOST ] #test zda vzdaleny host nejsme my
then
#ping s nastavenymi parametry; zapis do promenne PING
#pouze 4. sloupec (RTT - min/avg/max/mdev hodnoty)
PING=‘ping $TIMEOUT -q -c 10 -n $REMOTE_HOST | gawk ’END {print $4}’‘
TIME=‘date -u‘ #uloz aktualni datum a cas UTC do promenne
if [ "$PING" ] #test zda promenna obsahuje data
then
#vystup do souboru - vzdaleny host, RTT - AVRG, datum
echo "$REMOTE_HOSTS;${PING//$REPLACE1/$REPLACE2};$TIME" >>$RESULT
fi
if [ -n "$1" ] #test zda byl zadan argument
then
if [ $1 == "-show" ] #test zda argument = "-show"
then
echo "Radek: $COUNT"
echo "$REMOTE_HOSTS;${PING//$REPLACE1/$REPLACE2};$TIME"
((COUNT += 1))
fi
fi
else
INSIDE=1 #pokud vzdalena stanice jsme my, tak do promenne zapis 1
fi
done
echo "$INSIDE" >>$RESULT #kontrolni zapis na konec souboru zda jsme byli v seznamu
if [ -f $INPUTR ] #smaze pomocny soubor
then
rm -f $INPUTR
fi
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C FUNKCE VZDALENOST.BC PRO
POCˇI´TA´NI´ GEOGRAFICKE´ VZDA´LENOSTI
#!/usr/bin/bc -l
scale=100;
define pi(){return(a(1)*4)} ; pi = pi()
#prepocet stupnu na radiany:
define radians(x) { return(x*(pi/180)) }
#definice funkce arccos:
define ac(x) { return 2*a(1)-as(x) }
#definice funkce arcsin:
define as(x) { if(abs(x)==1)return(2*a(1)*x)else return( a(x/sqrt(1-x^2)) ) }
#definice funkce absolutni hodnoty:
define abs(x) { if(x<0)return(-x)else return(x) }
#zaokrouhleni na 3 desetinna mista:
define int(x) { auto os;os=scale;scale=3;x/=1;scale=os;return(x) }
#vlastni vzorec pro vypocet:
define vzdalenost(x,y,m,n)
{
auto os;
x=radians(x);
y=radians(y);
m=radians(m);
n=radians(n);
os=(ac(c(x)*c(y)*c(m)*c(n) + c(x)*s(y)*c(m)*s(n) + s(x)*s(m)) * 6371.1)
return (int(os))
}
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D SKRIPT COUNT
#!/bin/bash
INPUT_DIR="/home/jarosovl/planetlab/skripty/result/"
INPUT_AXIS="/home/jarosovl/planetlab/skripty/nodes.axis"
OUTPUT_FILE="$INPUT_DIR/result.dup"
VZDALENOST_BC="/home/jarosovl/planetlab/skripty/vzdalenost.bc"
#pokud jiz existuje soubor s vysledkem, smaze ho
if [ -f $OUTPUT_FILE ]
then
rm -f $OUTPUT_FILE
fi
cd $INPUT_DIR
#inicializace promennych
i=1
FILE_COUNT=0
date
#ulozi do promenne aktualni delku behu skriptu
merime=$SECONDS
#spocita pocet souboru s priponou .result
for soubor in *.result; do
test -f "$soubor" && ((FILE_COUNT +=1))
done
#zacatek hlavni smycky
for soubor in *.result; do #opakuj pro vsechny soubory s priponou .result:
if [ -f "$soubor" ]; then #test, zda se opravdu jedna o soubor
MYHOST=${soubor/%.result/} #do MYHOST nacti nazev souboru pred priponou
radku_host=‘wc -l < $INPUT_DIR$soubor‘ #uloz do promenne pocet radku souboru
LAT=0
LON=0
eval ‘gawk -F ";" -v mhost=$MYHOST ’{ if ($1 == mhost) print "LAT="$2"\n"
"LON="$3"\n" }’ $INPUT_AXIS‘ #pozn.c.1 - viz dole
if [ "$LAT" == "0" ] && [ "$LON" == "0" ] #jestlize nenajde souradnice aktualne
#zpracovavaneho hosta, ukonci se
then
echo "!! ERROR - AXIS for HOST: $MYHOST not found !!"
exit 1
fi
for ((j=1; j <= $radku_host ; j++)) #cteme radek po radku
do
eval ‘gawk -F ";" -v line=$j ’FNR==line {print "REMOTEHOST="$1"\n"
"LATR="$2"\n" "LONR="$3"\n" "AVRG="$5"\n"}’ $INPUT_DIR$soubor‘ #pozn.c.2
if [ $AVRG ] #test, zda se zmeril RTT
then
vzdalenost=‘echo "vzdalenost($LAT,$LON,$LATR,$LONR)" | $VZDALENOST_BC‘
#pozn.c.3 - viz dole
echo "$MYHOST;$REMOTEHOST;$AVRG;$vzdalenost" >>$OUTPUT_FILE
#vystup jde do souboru
i=$((i + 1)) #spocita zazanmy
fi
done
((FILE_COUNT -=1)) #odecte hotovy soubor
echo "$MYHOST - hotovo zaznamu: $i - zbyva souboru $FILE_COUNT - time:
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$((SECONDS-merime))" #vypis na obrazovku
merime=$SECONDS #nulovani
fi
done
date
echo "Done - celkem zaznamu: $i"
#pozn.c.1 - na vstup prikazu gawk predame promennou MYHOST; ten ji hleda v souboru
nodes.axis a pokud ho najde, do promennych LAT a LON vrati hodnoty
#pozn.c.2 - na vstup prikazu gawk predame promennou s cislem radku ($j); ten vraci
promenne REMOTEHOST, LATR, LONR, AVRG
#pozn.c.3 - pomoci echa posilame vzdalenost do externiho skriptu vzdalenost.bc,
vysledek se ulozi do promenne $vzdalenost
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E SKRIPT REMOVE DUP
#!/bin/bash
INPUT_DIR="/home/jarosovl/planetlab/skripty"
INPUT_FILE="$INPUT_DIR/result/result.dup"
OUTPUT_FILE="$INPUT_DIR/output.txt"
#pokud jiz existuje soubor s vysledkem, smaze ho
if [ -f $OUTPUT_FILE ]
then
rm -f $OUTPUT_FILE
fi
#testovani shodnych zaznamu hostnamu v ruznych radcich; v pripade nalezeni shody
#se porovnava RTT (avg) a na vystup je posilan radek s mensi hodnotou. V pripade
#nenalezeni shody se radek na vystup posila rovnou
awk -F ";" ’{ host1[NR] = $1 ; host2[NR] = $2 ; avrg[NR] = $3 ; radek[NR] = $0}
END { if (NR > 1) {
for (i=1; i<=NR; i=i+1) {
test=0
for (j=NR; i<=j; j=j-1) {
if (host1[i] == host2[j] && host1[j] == host2[i]) {
if (avrg[i] > avrg[j]) {
print radek[j]
test=1
radek[j]=""
}
else {
print radek[i]
test=1
radek[j]=""
}
}
}
if (test < 1 && radek[i]!= "")
print radek[i]
}
}
}’ $INPUT_FILE >>$OUTPUT_FILE
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F SKRIPT PREPARE NODES
#!/bin/bash
INPUT_AXIS="./nodes.axis"
INPUT_NODES="./nodes.actual"
OUTPUT_NODES="./nodes.txt"
OUTPUT_NODES_NOAXIS="./nodes.noaxis"
#ulozeni obsahu INPUT_NODES jiz bez duplicit do nodes_act
nodes_act=‘sort -u $INPUT_NODES‘
#ulozeni poctu radku
radku_nodes=‘echo "$nodes_act" | wc -l‘
#pokud jiz existuje soubor s vysledkem, smaze ho
if [ -f $OUTPUT_NODES ]
then
rm -f $OUTPUT_NODES
fi
#pokud jiz existuje soubor nodes.noaxis, smaze ho
if [ -f $OUTPUT_NODES_NOAXIS ]
then
rm -f $OUTPUT_NODES_NOAXIS
fi
#pro vsechny zaznamy v nodes_act delej:
for node in $nodes_act
do
LAT=0 #nulovani
LON=0 #nulovani
# hledani node v souboru INPUT_AXIS + vraceni jeho prislusnych souradnic
eval ‘gawk -F ";" -v mhost=$node ’{ if ($1 == mhost) print "LAT="$2"\n"
"LON="$3"\n" }’ $INPUT_AXIS‘
if [ "$LAT" == "0" ] && [ "$LON" == "0" ]
then
#pokud nebyl nalezen -> souradnice jsou LAT=0 LAN=0
#tak zapis do souboru OUTPUT_NODES_NOAXIS
echo "$node" >>$OUTPUT_NODES_NOAXIS
else
#pokud byl nalezen
#zapsat do souboru OUTPUT_NODES
echo "$node;$LAT;$LON" >>$OUTPUT_NODES
fi
#vypisy stavu zpracovani na obrazovku
echo "Zbyva zpracovat: $radku_nodes - time: $((SECONDS-merime))"
((radku_nodes -= 1))
merime=$SECONDS
done
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