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Abstract
The hierarchical MAX (HMAX) model of human visual sys-
tem has been used in robotics and autonomous systems widely.
However, there is still a stark gap between human and robotic
vision in observing the environment and intelligently cate-
gorising the objects. Therefore, improving models such as the
HMAX is still topical. In this work, in order to enhance the
performance of HMAX in an object recognition task, we aug-
mented it using an elastic net-regularised dictionary learning
approach. We used the notion of sparse coding in the S layers
of the HMAX model to extract mid- and high-level, i.e. ab-
stract, features from input images. In addition, we used spatial
pyramid pooling (SPP) at the output of higher layers to create a
fixed feature vectors before feeding them into a softmax clas-
sifier. In our model, the sparse coefficients calculated by the
elastic net-regularised dictionary learning algorithm were used
to train and test the model. With this setup, we achieved a clas-
sification accuracy of 82.6387%∓3.7183% averaged across 5-
folds which is significantly better than that achieved with the
original HMAX.
1 Introduction
Object recognition has attracted a great deal of interest during
the last decades. It is an essential step in the direction of build-
ing machines that can recognise and interact meaningfully with
their surroundings [1]. There are plenty of applications that re-
quire fast classification of images; based on features extracted
from their pixel content [2]. Current image search and char-
acterization platforms depend on image meta-data and water-
marks rather than the image pixel values. Platforms that do
make use of pixel values normally depend on previously ob-
tained image features instead of generating and obtaining new
features in real-time [3]. A growing body of evidence support
the proposition that biological systems are able to recognize an
object with different positions and scales after examining it for
the first time [4].
The primate brain handles visual information in a parallel and
hierarchical structure [5, 6]. Neurons at various stages of the
brain ventral pathways have various response characteristics
[7]. For instance primary visual area (V1) neurons are respon-
sive to bars at certain orientations, while corners can be de-
tected by neurons in V2 [6].
Inspired by these outcomes, hierarchical models have been
suggested to simulate the visual recognition method in the
brain. One of the first models in which position invariance and
feature complexity emerged into its hierarchical layers is the
Neocognitron [8]. Similarly, several computational methods
are used to achieve invariance and specificity [5].
It has been shown that hierarchical architectures, such as the
HMAX model, outperform the single template object recog-
nition systems in various object recognition tasks [9]. The
HMAX model consists of four different brain layers, e.g. V1,
V2, and V4. Each of these layers is sub-divided into two lay-
ers: a simple and a complex layer. Invariance can be achieved
by utilizing the max pooling operation, where each stage of the
visual hierarchy receives its input from a pooled units from the
previous layer. For this reason, this operation is called pool-
ing. Max pooling is applied to the afferent (i.e. conveying
towards the centre) units applied to the same feature but with
different scales and positions [10]. If the afferent simple unit
activated within the same pooling range, then the complex unit
will produce an equal response. If a number of the simple units
are active, the response of a complex unit will be equal to the
response of the simple unit with the maximum value. This
indicates that complex units attain some extent of invariance
to spatial position and scale [10]. Selectivity in the original
HMAX can be achieved using the template-matching approach
over a set of selected prototypes by implementing a radial basis
function network [11]. During the training operation, a dictio-
nary of S2 features is produced. As a result, each simple unit is
turned to be a specific feature in the S2 dictionary and then se-
lecting the maximum response within all the S2 dictionary fea-
tures. The response is modelled by a Gaussian function which
is a measure of the similarity between the input and the proto-
type.
Inspired by the brain ventral pathway in terms of selectivity
and invariance, the HMAX model provides useful insight of
both of these merits. However, the model has some draw-
backs. Firstly, S2 template matching is all based on selecting
random patches from the C1 layer, which are unlikely to have
an explicit resemblance with receptive fields of any neuron [6].
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Secondly, the HMAX model only provides a static description
in terms of the recognition process. Therefore, the same re-
sponse can be achieved every time from the same input image.
This obviously does not offer the dynamics, complexity and
the sparse firing of neuronal populations in the cortex. Thirdly,
the object recognition mechanism entirely depends on a hierar-
chical feed-forward structure, discarding many essential con-
nections which happen to exist across the visual cortex [10],
for example the long-range horizontal connections that are re-
sponsible for integrating information across the cortical re-
gions [12]. To which extent these are implicated in early stages
of immediate object recognition is an open question [13, 14].
We propose to contribute in mitigating the first and third limi-
tations by completely reformulating the HMAX model, by us-
ing an elastic net regularizer to perform sparse coding in both
higher and lower layers of HMAX. Additionally, we used long-
range horizontal connections in all complex layers, in which
it contains important features that reinforce the final decision
corresponding the object recognition task.
2 Sparse coding and elastic net regularizer
Given an image patch xi ∈ Rm (m denotes the size of the im-
age patch), sparse coding search for a set of bases di ∈ Rm, so
that xi =
∑p
j=1 di sj , p denotes the number of the coefficients
in si ∈ Rp. The coefficients sj are expected to be sparse (only
a limited number of them are non-zero). In the matrix notation,
the equation converts to:
X = DS, (1)
where each column of X is a patch xi, each column of D is a
basis di and each column of S is a vector si ∈ Rp containing
the coefficients of the p bases for reconstructing xi. An elastic
net formulation is:
minimize ‖X−DS‖2F + λ1 ‖S‖1 + λ2 ‖S‖
2
F
subjected to ‖di‖2 ≤ 1, ∀i = 1, ..., p.
(2)
Where ‖.‖F denotes the Frobenius norm. For a given signal
X = [x1, ...,xn] in Rm×n and a dictionary D in Rm×p, ef-
fectively, for every input parameter x, a matrix of coefficients
S = [s1, ..., sn] in Rp×n will be reproduced. For each column
x in X, the equivalent column s in D is the solution of (2).
λ1 and λ2 are the regularization parameters. They control the
trade-off between sparsity and fitting goodness. Where λ1 in-
creases, the bases become aggressively sparse and more silent.
However the reconstruction squared error function becomes in-
credibly large, which leads to a false description of the bases.
On the other hand, λ2 is used to control the sensitivity in atoms
selection [15]. Larger λ2 will lead to larger reconstruction er-
ror with more sparsity.
3 En-HMAX
Inspired by the performances of linear dependencies presented
by max pooling, it is suggested to generate linear bases by
inference
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Fig. 1: Illustration of the proposed En-HMAX model.
sparse coding using an elastic net dictionary learning on all
of the S layers of HMAX as shown in Fig. 1. The S layer fea-
ture maps are produced by a particular number of learned S
bases. Each C layer comprised feature maps generated by spa-
tially max pooling over the previous S layer and the elastic net
was used to learn the S bases. An over-complete dictionary can
be generated, which is often beneficial for image classification
because it creates a considerable dictionary size [6]. The elas-
tic net was utilized on small patches sampled from arbitrary
positions of C maps. Extracting a patch on a C layer involves
sampling the same size of the patch on each map at similar
positions. This infers that the bases produced at C layer have
dimensions r×r×mp , where r denotes the length of the patch
on each C map (patches are presumed to be square) andmp de-
notes the number of C maps. For image classification, the C1,
C2 and C3 maps (in the full En-HMAX model) are concate-
nated. For SPP a grid resolution of {2, 3, 4} was used, so that
each S basis in the ultimate S layer of the model produces 29
features. Notice that dissimilar to the S2 codes generated by
the original HMAX, the S codes gathered by elastic net can be
positive or negative.
4 Experimental results
The proposed HMAX model was trained on various classes
of Caltech 101 [16] data set with 40 S1 bases of dimensions
10×10, 40 S2 bases of dimensions 12×12×40 and 36 S3 bases
of dimensions 13×13×40. The bases were learned by elas-
tic net regularization with 50,000 patches arbitrarily extracted
from images or C patches. The training set consisted of 15
and 30 images per category. While the testing set consist of
108 and 93 images per category. Four classes were selected:
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Model Architecture Training Size15 30
En-HMAX 79.340∓1.976 82.365∓4.043
Model 1 (C1+C2) 82.638∓3.718 82.849∓4.038
Model 2 (C2) 69.837∓9.167 74.032∓9.938
Original HMAX [5] 34.143∓16.43 47.311∓4.725
Table 1: Mean classification accuracy (i.e. the ratio between
the number of correctly classified testing examples to
the number of testing Examples) ∓ standard devia-
tion (SD).
faces-easy, bonsai, planes and car-side. The faces- easy cate-
gory comprises images of eight different persons in both the
training and the testing set.
Results in (Table 1) are averaged across 5-folds. The whole
experiments are performed with the default settings. A rough
calculation of 140 image resolution, a pooling size of 2 in both
first layer and the second layer, and SPP grid resolution of
{2, 3, 4}. Pooling was implemented to each grid to generate
the concatenated features. Consequently each feature vector
had (40 + 40 + 36)×29 = 3364 dimensions (full model). Reg-
ularization parameters λ1, λ2 were 0.15.
All models were implemented in Matlab; a softmax classi-
fier [17] was used to perform classification. Table 1 summa-
rizes the results of other models extracted from the full model
of the En-HMAX (model 1 and model 2). Model 1 has the
same number of layers as the original HMAX [5, 9]. It outper-
formed previous HMAX models by a large margin. It is also
outperformed the En-HMAX due to the small number of S3
bases utilized on this particular experiment.
The generated model was tested with the same parameters and
conditions. Fig. 2 shows the classification accuracy of the in-
dividual categories when using 15 and 30 images for training
the model using the En-HMAX. It can be noted that car-side
achieve the highest accuracies while planes categories attains
the lowest even when the chance level used in all experiments
is even. The average time for one single-threaded operate
within our architecture was about 90 minutes. Including pa-
rameter initialization, training and testing on Caltech-101 with
15 or 30 training images and up to 108 testing images per class.
A Large proportion of time is spent on training the dictionar-
ies (about 60 minutes) to extract features. However, less time
is needed to perform cross-validation for testing the samples.
The PC used for these experiments was a dual-core i5 proces-
sors (3.4 GHz) with 16 G RAM and all timings were calculated
on a single thread.
5 Discussion
The new model structure implemented in this work improved
the original HMAX [5] in two ways. Firstly, the En-HMAX
configuration is scalable, as part of the model, for instance,
low-level layers can be exploited to perform a particular recog-
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Fig. 2: The accuracy of the individual categories when using
15 and 30 images for training.
nition task (less challenging one). For challenging tasks, for in-
stance, 15 training and 108 testing images per category, the full
model (see experiments) can be exploited to do the task. Sec-
ondly, the En-HMAX replaced the template matching (based
on selecting random patches as prototype or bases in the S2
layer) proposed in the original HMAX, with sparse coding
which is deeply rooted in neuroscience [6]. The En-HMAX
model suggests the use of the low level features e.g. corners
and edges form different feature maps. Mid-level layers cal-
culate more complex pattern counterparts, the same applies to
the last stage where it is mixing all these pairs to make the last
decision, and it similarly informs us that positions of the fea-
tures are vitally reinforced by the {2, 3, 4} sub-regions of the
spatial pyramid pooling. Using an elastic net-regularizer for
dictionary learning in higher layers of the En-HMAX encour-
ages the grouping effect when the atoms in the dictionary are
highly correlated.
6 Conclusion
Conventional HMAX coupled with dictionary learning algo-
rithms with l1 regularizer have attained good performance for
image classification. Nevertheless, while a group of atoms in
the dictionary are strongly correlated, the l1 regularizer have a
tendency to choose one atom from the group and neglect the
other atoms as explained above. Using elastic net regulariz-
ers for HMAX, offers three main benefits. Firstly, the l2 norm
regularizer assists to eliminate the drawback on the amount of
selected atoms from dictionary. Secondly, it supports group-
ing effect, which help the image feature to find atoms tend to
match same class of images. We showed that our proposed En-
HMAX outperforms the original HMAX model significantly.
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