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ABSTRACT
Due to its proximity, the Orion star forming region is often used as a proxy to study processes related
to star formation and to observe young stars in the environment they were born in. With the release
of Gaia DR2, the distance measurements to the Orion complex are now good enough that the three
dimensional structure of the complex can be explored. Here we test the hypothesis that, due to
non-trivial structure and dynamics, and age spread in the Orion complex, the chemical enrichment
of youngest stars by early core-collapse supernovae can be observed. We obtained spectra of 794
stars of the Orion complex with the HERMES spectrograph at the Anglo Australian telescope as
a part of the GALAH and GALAH-related surveys. We use the spectra of ∼ 300 stars to derive
precise atmospheric parameters and chemical abundances of 25 elements for 15 stellar clusters in
the Orion complex. We demonstrate that the Orion complex is chemically homogeneous and that
there was no self-pollution of young clusters by core-collapse supernovae from older clusters; with
a precision of 0.02 dex in relative alpha-elements abundance and 0.06 dex in oxygen abundance
we would have been able to detect pollution from a single supernova, given a fortunate location
of the SN and favourable conditions for ISM mixing. We estimate that the supernova rate in the
Orion complex was very low, possibly producing no supernova by the time the youngest stars of the
observed population formed (from around 21 to 8 Myr ago).
Key words: astrochemistry – surveys – stars: abundances – stars: formation – stars:
pre-main-sequence – open clusters and associations
? E-mail: janez.kos@fmf.uni-lj.si
1 INTRODUCTION
The Orion complex, at a distance of around 400 pc, is the
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2 J. Kos et al.
a proxy for the study of large, highly structured star form-
ing regions with visible hierarchy. While most of the studies
of star formation are focused into the Orion nebula clus-
ter (ONC) and Ori A and their ongoing star formation,
there are remnants of recent star formation (starting 21 Myr
ago Kos et al. (2019)) in regions to the north and west of
the ONC, and possibly in front of it (Alves & Bouy 2012;
Kounkel et al. 2017; Fang et al. 2017).
Due to its proximity, the Orion complex is the only
large star forming region for which extensive, high resolu-
tion spectroscopic studies can be performed; hundreds of
stars can be observed in a reasonable time. This fact, to-
gether with the interesting structure of the Orion complex
(hierarchy, sequential star formation, nontrivial kinematics,
unexplained origin), make it a prime case to study the chem-
ical evolution of star forming regions. In the past, it has
been observed that there are chemical inhomogeneties be-
tween stars and regions of the complex. In a series of papers
Cunha & Lambert (1992, 1994); Cunha et al. (1995, 1998)
analysed the abundances of Li, C, N, O, Si, and Fe, in a
broad range of stellar types (18 B stars and 9 F and G stars)
with great care, taking non-LTE effects into account. They
discovered a trend of younger regions of the complex having
higher abundances of O and Si, while the abundances of C,
N, and Fe are constant (Cunha & Lambert 1994). This has
been attributed to younger regions being polluted by core
collapse supernovae material from older regions. Most mas-
sive core collapse supernovae dominantly produce oxygen
(Nomoto et al. 2006), so this is indeed the expected signa-
ture of self-pollution. Others, however, do not see any corre-
lation between age and chemical abundances in the complex
(Simón-Dı́az 2010), or even observe the opposite trend, at
least in [Fe/H] (Biazzo et al. 2011a,b). Such inconsistency
(although the differences in absolute abundances between
studies are minuscule) might well be a consequence of small
number statistics. In fact, we now resolve more clusters in
the Orion complex than the number of stars studied in those
papers (Chen et al. 2019; Zari et al. 2019). This exposes an-
other problem: within each region of the Orion complex are
clusters of different ages, so by observing only a small num-
ber of stars, any analysis of age-abundances trends is am-
biguous. Clusters, as well as individual stars, in large hi-
erarchical star forming regions can evolve differently from
very early stages of cluster formation (Maschberger et al.
2010), so a large number of stars must be observed to un-
derstand the star forming complex entirely. Larger spectro-
scopic surveys of low-mass stars had been performed (e.g.
Maxted et al. 2008; Sacco et al. 2008; Bayo et al. 2011), but
a comparative chemical analysis of Orion regions had not
been conducted with these data.
Open clusters are most commonly used to demonstrate
chemical homogeneity and most show a high level of homo-
geneity (De Silva et al. 2006; Bovy 2016; Casamiquela et al.
2020). However, open clusters represent only a small fraction
of the clusters that have survived past 100 Myr. Arguably,
these represent the most massive clusters born in the least
perturbed environments. The chemical homogeneity of their
parent structures – whole star forming regions – is not ob-
vious. Star forming regions can be made inhomogeneous as
a result of most massive core collapse supernovae during
the gravitational collapse of the cloud or could be intrinsi-
cally inhomogeneous due to their size and lack of time for
the turbulence to homogenise the ISM (Feng & Krumholz
2014). The Orion complex is perfect for such an inquiry, as
it includes the λ Ori association, which does not appear to
have had direct contact with the rest of the complex in its
lifetime. There is also a relatively large age spread observed
in the complex, which makes the possibility of self-pollution
by core collapse supernovae real.
With modern multi-object spectrographs it is possi-
ble to observe hundreds of stars with each pointing, effec-
tively making a complete survey of Orion complex mem-
bers within the limiting magnitude range of such instru-
ments. We use the 400 fibre HERMES instrument at the
3.9 m Anglo-Australian Telescope at the Siding Spring Ob-
servatory. Some data were taken by the GALAH survey
and most by a dedicated survey performed by the GALAH
team members. A similar survey was also done as part of
the APOGEE 2 survey (Cottle et al. 2018; Kounkel et al.
2018). While such surveys cannot achieve the quality of ded-
icated star-by-star observations, the sheer quantity of data
and contemporary analysis techniques can give more reliable
picture of the chemical state of the complex.
In this paper we consider the hypothesis that the self-
pollution in the Orion complex is possible. This is supported
by: (i) a relatively large spread of ages of stars (21 Myr to
6.5 Myr in observed regions), (ii) consistent ages within clus-
ters, (iii) non-trivial dynamics of the Orion complex, which
puts older clusters into the vicinity of younger clusters at the
time of their birth, and (iv) prior observations of chemical
inhomogeneity, although observed in a small sample of stars.
Above facts are also consistent with a theory of triggered and
sequential star formation in the Orion complex (Lee & Chen
2007). It must be noted that we did not observe the youngest
regions in the complex (ONC and σ Ori region), so our find-
ings are based on regions Ori OB1a, OB1b, the λ Ori asso-
ciation, and stars around NGC 1788. We study the chemical
state and history of the Orion complex. Finding a complete
history of star formation in the complex is not the scope of
this paper, as we lack observations of the youngest stars and
stars less massive than 0.35 M. We also trade complete-
ness of our target selection for a more cautious target se-
lection, most suitable for measuring abundances of chemical
elements and having high membership probabilities for iden-
tified clusters. Dynamics of the complex is not addressed,
mostly for the same reasons, but is admittedly of equal im-
portance as ages and chemical composition in figuring out
the relations between clusters.
Proving that the younger Orion complex stars are pol-
luted by supernovae ejecta from older stars would be the first
time the population of polluting stars is observed alongside
the polluted population. On the other hand, observational
proof that large, complex, structured star forming regions
with measurable intra-region age spreads are chemically ho-
mogeneous would have important implications as well. This
is a proposition on which some techniques in Galactic ar-
chaeology rely on. Chemical tagging is a method by which
stars from long-ago dispersed structures can be related based
on similar chemical abundances. This is inevitably the des-
tiny of the Orion star forming region as well. While some
more massive open clusters can survive a few billion years,
most (> 90%) stars are dispersed much quickly. Eventually
they lose all kinematic similarity to their star forming re-
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Figure 1. Signal-to-noise ratio (S/N) distribution of all observed
Orion stars (solid lines), spectra where the parameter pipeline
converged (dashed lines) and spectra used in the final analysis
(filled histograms). S/N per pixel is shown. S/N per resolution
element is about twice as large.
signature. Two questions must be answered before chemi-
cal tagging of disk stars is deemed feasible: Do stars from
the same star forming regions really have similar enough
chemical signatures? And are we able to measure chemical
abundances with sufficient precision that tens of thousands
of different star forming regions can be discerned from each
other (Ting et al. 2015)? Nature and technical limitations
make answering these questions difficult. There are known
chemically non-homogeneous star forming regions, like γ Vel
(Spina et al. 2014) and Orion is often pictured like that in
the literature. Chemical differences have also been observed
in several binaries (Hawkins et al. 2020). On the other hand,
star forming regions, even outside the solar neighbourhood,
have similar (±0.15 dex) metallicities (Spina et al. 2017).
Our data are described in Section 2. One should also
read Kos et al. (2017); Buder et al. (2018), and Buder et al.
(2020) for a complete overview of the GALAH survey and
the data reduction. Clustering algorithm, isochrone fitting,
and photometric parameters and age determination are out-
lined in Section 3. Additional details are found in our previ-
ous paper on the ages of the Ori OB1a association (Kos et al.
2019). The bulk of our procedures are described in Section
4, where atmospheric parameters and abundances are calcu-
lated. We performed an unconventional, semi-Bayesian fit of
synthetic stellar templates to observed spectra. Photomet-
ric quantities are propagated into spectral fitting and the
results are probability distributions for all calculated pa-
rameters. Use of such a pedantic approach is obvious when
a statistical evaluation of the chemical homogeneity is made
in Section 4.3. Finally, we estimate the number of core col-
lapse supernovae in the observed population in Section 5
and show that the observed IMF (initial mass function) and
good chemical homogeneity agree that there were most likely
no supernovae that could have polluted the youngest popu-
lations in the Orion complex. Implications of this measure-
ment are discussed in Section 6.
2 DATA
This work relies on the observing and data reduction in-
frastructure of the GALAH survey. Some data were taken
as part of the regular GALAH survey, but most were ob-
tained on a separate observing proposal in order to target
fainter stars and specific populations. Fields from the reg-
ular GALAH survey were observed between 2014 and 2018
and the fainter fields of the dedicated survey were observed
in February 2019.
GALAH has a simple selection function, only observ-
ing stars between magnitudes 12.0 < VJK < 14.0, where the
VJK magnitude is a V magnitude calculated from 2MASS
JHK photometry. A separate selection function is used for
brighter targets observed during twilight, which have magni-
tudes 9.0 < VJK < 12.0. Unfortunately these selection func-
tions prevent us from observing any but the brightest A
and B dwarfs in the Orion complex. While some F stars
fall into the observed magnitude range, they are less likely
to be Orion complex members, because observed stars are
picked at random from all stars in the correct magnitude
range. The GALAH selection function does not prioritise
Orion members, so only a few Orion members were actually
observed. To determine the abundances of a large number
of elements, F, G and K type stars are more suitable than
A and B stars. Hence a special survey on a separate pro-
posal was made to observe fainter targets. Instead of using
a straightforward selection function, like that for GALAH,
we first found Orion complex members using the Gaia DR2
position-proper motion-parallax space and the clustering al-
gorithm presented in Section 3. Radial velocities were ig-
nored at this stage and the clustering was repeated with ra-
dial velocities taken into the account once the observations
were completed and all the data were reduced. Hence this
initial clustering was only used to make the observing strat-
egy as efficient as possible. Then priority was given to stars
with Gaia G magnitudes between 12.0 and 14.5 (roughly
12.25 < VJK < 14.75). The remaining fibres were filled with
Orion members up to one magnitude fainter. Orion complex
members filled most of the fibre positioner’s 400 fibres and
any remaining fibres were positioned to capture field stars in
the same magnitude range. The Ori OB1a, OB1b, λ Ori and
NGC 1788 regions were covered in the dedicated proposal.
The exposure time for the fields in the separate proposal was
extended by 60% compared to GALAH fields to accommo-
date fainter targets. Apart from the selection function, the
quality of spectra is therefore comparable in both surveys.
Collectively, in the GALAH survey and the dedicated
proposal we observed 16 fields: 11 on a separate proposal,
4 regular GALAH fields and one bright GALAH field. The
bright GALAH field only includes one Orion complex mem-
ber and one regular GALAH field only includes 3. All to-
gether we observed 794 members. Most of the observed stars
were not analysed fully. Final analysis of chemical homo-
geneity omits many stars as they are too faint for anything
more than a radial velocity measurement (48% of all ob-
served stars). Nevertheless, these stars still help constrain
the isochrone fits used for age measurements. Stars are also
excluded from the final analysis if they are hotter than
Teff > 7750 K (6%), rotate faster than v sin i > 40 km s−1
(4%), or are double lined binary stars (1%). Some spectra
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4 J. Kos et al.
These statistics are illustrated in Figure 1. Differences be-
tween the solid and dashed lines in Figure 1 are due to hot
stars (with not enough features for the pipeline to converge),
binaries, fast rotators and other peculiar spectra. There are
fewer stars in the final sample, as we rejected low S/N spec-
tra (with S/N < 20 in the red arm), results with large un-
certainties and moderately fast rotators (v sin i > 40 km s−1).
Almost 20% of stars were observed repeatedly over an inter-
val of years (due to the overlap between the GALAH pro-
gram and the dedicated Orion observing program) or days
(due to poor weather conditions during the dedicated Orion
observing program).
Spectra from all observing programs cover the same
wavelength range: 4718 – 4903 Å (blue channel), 5649 – 5873
Å (green channel), 6481 – 6739 Å (red channel), and 7590 –
7890 Å (infra red channel). Nominal resolving power is the
same for all channels (R = 28 000), but can vary between and
within spectra (see Section 4.1.2).
All fields/spectra were reduced with the same GALAH
pipeline, regardless from which survey program they were
taken. Spectra from the dedicated survey can therefore be
used within the GALAH ecosystem. Any repeated obser-
vations were combined. Our analysis pipeline, however, is
unique and is described in the following two sections.
3 CLUSTERING AND AGES
3.1 Clustering
Our goal is to measure precise relative chemical abundances,
which is much easier to do if measurements of individual
stars can be combined to increase precision. Obviously, the
measurements over a natural group of stars must be com-
bined. The next largest structures after individual stars in
the hierarchy of the complex are clusters. These do not nec-
essarily have to be open clusters, but any reasonably large
overdensities we can detect. We consider such clusters the
basic building blocks of the complex; stars in each cluster
are assumed to be born at the same time, in a small region.
Therefore these clusters are most likely – and indeed are
assumed to be – chemically homogeneous. Chemical abun-
dances measured as an average over the clusters can then be
measured more precisely than the abundances of individual
stars.
Clusters in the Orion complex are rarely well isolated
from their environment. Clustering the complex (identify-
ing clusters within the complex) is a challenging task and
is extensively explored in the literature, particularly suc-
ceeding the Gaia DR2 (Kounkel et al. 2018; Zari et al. 2019;
Chen et al. 2019; Kos et al. 2019). In general the identified
clusters agree between different authors.
We employed a similar approach to clustering the Orion
complex as in Kos et al. (2019), so we only give a brief re-
view of the method here. Parameters used in the clustering
algorithm are positions, proper motions, and parallax from
Gaia DR2 (Gaia Collaboration et al. 2016, 2018) and radial
velocity, either calculated by us, or taken from Gaia DR2 for
stars not observed by us. Clusters were found using ENLINK
(Sharma & Johnston 2009) separately for the Ori OB1 re-
gion and the λ Ori region. The former also included the
ONC and σ Ori cluster. In the Ori OB1 region we fixed the
number of clusters to 16, as such clustering seemed plausible
given the ENLINK hierarchy. 11 of them lie in our region of
interest (see green polygons in Figure 2). Other 5 also had to
be considered, otherwise stars belonging to the σ Ori cluster,
for example, but lying close to the Ori OB1b clusters could
be mis-clustered (note black points inside green polygons in
Figure 2). In the λ Ori association the ENLINK clustering
was more ambiguous. A small variation in parameters re-
turned between two and 6 clusters. While two clusters are
more likely, we divided the region into four clusters to check
for possible chemical variations in stars close to the centre
of the association as opposed to two “tails” stretching to the
north-west and south-east.
From the ENLINK clustering we only used the centres
of clusters and then found cluster members following the
same approach (modified K-mean algorithm) as in Kos et al.
(2019): we defined a metric
d =











|vr − vr |
15.0 km s−1
, (1)
where bars denote positions, proper motions, parallax and
the radial velocity of a cluster centre. The first term de-
scribes the distance on the sky. Stars with a normalised
distance d < 4.0 from a cluster centre are made members
of that cluster. If more than one cluster centre is within
this distance, a star is considered to be a member of only
the nearest one. If no cluster centre is within d < 4.0 of a
star it is designated a field star. Wherever no radial velocity
is available, we only use the first three terms in Equation
1 and scale the distance accordingly. This is described in
more details in Kos et al. (2019). Radial velocities used here
are of similar quality as in Kos et al. (2019); uncertainty of
GALAH vr is around 0.25 km s−1, and average Gaia vr un-
certainty is 4.9 km s−1.
After each star is assigned a cluster (or is left as a field
star) we recalculate cluster centres and repeat the above
process until it converges (so more than 98% of stars do not
change cluster memberships after the final iteration, approx-
imately 5 iterations are needed). Final cluster members are
illustrated in Figure 2. Individual clusters in a 6D space are
shown in Appendix A and a list of members is available at
CDS. The centres defining the clusters are listed in Table 1.
Clusters from Kos et al. (2019) are mostly the same. More
radial velocity measurements are used in this paper and bor-
der regions now have some overlap with clusters in the Ori
OB1b region.
3.2 Isochrones fitting and ages
We use Gaia photometry to derive Teff and log g of each
star and calculate ages (see Table 1) of clusters. We gen-
erated Padova isochrones (Bressan et al. 2012; Chen et al.
2014; Tang et al. 2014) for the Gaia magnitudes using the
photometric system from Máız Apellániz & Weiler (2018).
Which line opacity data and models of stellar atmo-
spheres are used to produce synthetic photometry are de-
scribed in Bressan et al. (2012). Age and interstellar ex-
tinction were the only free parameters. Metallicity was as-
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NGC 2068 NGC 1788
Figure 2. Orion complex with stars belonging to our clusters marked in colour. Green polygons show the region analysed in this work.
15 clusters in these regions are marked in colour. Black stars belong to other constituents of the Orion complex and are not analysed in
this work.
(e.g. Biazzo et al. 2011b). We assumed geometric distances
from Bailer-Jones et al. (2018). We found the best fitting
isochrone by eye, same as in Kos et al. (2019). Differen-
tial reddening is low in the Ori OB1a region (see Kos et al.
2019), but significant everywhere else. Due to the lack of
proper data to precisely measure the reddening of individ-
ual stars, we determined mean reddening by isochrone fit-
ting and increased the age uncertainty for clusters in regions
with higher differential reddening. One can see in Appendix
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Cluster α δ µα cos δ µδ $ vr age
◦ ◦ mas yr−1 mas yr−1 mas km s−1 Myr
λ Ori 1 83.545 9.865 1.643 -2.165 2.42 29.7 9.2±1.8
λ Ori 2 83.775 9.844 0.787 -2.097 2.45 27.6 6.5±1.3
λ Ori NW 82.810 11.347 1.343 -1.666 2.49 24.9 6.5±1.3
λ Ori SE 84.577 9.081 1.440 -2.500 2.50 27.8 7.0±1.4
Ori OB1a 16 81.057 1.304 1.326 -0.169 2.85 21.2 11.7±1.2
Ori OB1a 18 81.929 0.317 0.241 1.174 2.37 28.3 12.7±1.3
Ori OB1a 20 82.140 1.637 -0.598 0.687 2.69 29.7 21.2±2.1
Ori OB1a 21 82.052 3.561 1.432 -0.561 2.86 20.0 11.0±1.1
Ori OB1a 21a 82.786 2.344 1.685 -0.412 2.81 20.6 12.5±1.2
NGC 1788 77.820 -2.896 1.249 -0.724 2.64 22.8 8.5±2.1
Ori OB1b 1 83.824 -1.594 -1.267 1.048 2.33 28.8 17.0±3.4
Ori OB1b 2 84.226 -0.474 -1.014 -0.705 2.51 32.6 16.5±3.3
Ori OB1b 3 83.192 -1.711 0.051 -0.230 2.36 30.5 13.0±2.6
Ori OB1b 4 83.268 -0.522 1.666 -1.004 2.78 21.6 9.0±1.8
Ori OB1b 5 81.596 -2.029 1.148 -0.910 2.82 22.5 11.5±2.3
Table 1. Parameters defining cluster centres (columns 2 –7) as used in our membership determination algorithm. We also added a
column showing measured ages (not used in the membership determination algorithm).
less massive stars, its merging into the zero age main se-
quence (ZAMS), and the main sequence (MS) for more mas-
sive stars are clearly visible in HR diagrams for all clusters.
Hence we conclude that the differential reddening has a lim-
ited effect on measured ages. Note that only a few stars lie
on the ZAMS below the PMS-ZAMS merging point. These
are field stars that were not rejected by the clustering algo-
rithm. Once the isochrone is determined, the nearest point
on the isochrone to each star gives its mass, Teff , log g, etc.
Distance to the isochrone is calculated as a minimal distance
from the isochrone in a 3D magnitude space (MG,GBP,GRP).
We are looking for a point on the isochrone at mass m, where
the distance between the star and the isochrone is minimal:
m = min[√
(MG − MG(m))2 + (GBP − GBP(m))2 + (GRP − GRP(m))2
]
(2)
where MG etc. are magnitudes of stars and MG(m) etc. are
magnitudes on the isochrone, given as a function of mass.
All other parameters in the Padova isochrones are given
as a function of mass. Moreover, given the uncertainties of
Gaia magnitudes, the probability density functions (PDF)
for each parameter can be acquired. Age is used later in
this paper to estimate the number of supernova explosions
in the observed population (Section 5). Temperature and
gravity are needed to correctly marginalise measured stellar
parameters over Teff and log g. Stars that are much closer
to the binary sequence than the fitted isochrone are con-
sidered binaries. We choose to weight the distances to the
binary sequence and the fitted isochrone with a factor of 0.3
in favour of the fitted isochrone. This way the stars close to
the middle point are treated as single stars.
log g is measured from the HR diagram much more accu-
rately than one could from the spectra. The precision of log g
in GALAH spectra is extensively discussed in Buder et al.
(2018) and is, depending on the method used, typically worse
than 0.1 dex. Temperature can be measured much more pre-
cisely in this regard. Therefore a small variation in temper-
ature does not change the gravity measurement much (al-
though both correlate, as seen in Figure 5). Age dependence






























Figure 3. Left: HR diagram of all our members of the Orion
complex. Right: A Kiel diagram of stars with spectroscopic Teff
and log g. The zero-age-main-sequence (ZAMS) and isochrones for
ages of 5, 10, 15, and 20 Myr are plotted, with other parameters
being representative of the Orion complex. One star is marked
with × in both panels to illustrate the discrepancy in spectro-
scopic log g. In the right panel the black × indicates Teff and log g
calculated photometrically and the blue × indicates Teff and log g
measured from spectra alone.
is the exact opposite, so measuring ages well is critical for
gravity estimation from the HR diagram. This is illustrated
in Figure 3: a difference of 0.13 dex in logg is equivalent to
∼ 7 Myr (or 50%) difference in age for a star on the 15 Myr
isochrone. Given our age estimates and typical photomet-
ric uncertainties, a typical photometric log g uncertainty is
0.05 dex and a typical photometric temperature uncertainty
is 60 K.
4 SPECTROSCOPIC PARAMETERS AND
ABUNDANCES
4.1 Bayesian fitting schema
The following subsection gives a general description of our
approach to fitting parameters and abundances for our spec-
tral data. Some steps are then described in more detail in
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4.1.1 General description
To fit spectroscopic parameters and abundances we wanted
to include the photometric information (Teff and log g)
into the fitting schema. In the most basic implementa-
tion, one could leave photometric Teff and log g fixed when
fitting other spectroscopic parameters, but this approach
has a few dangerous drawbacks. Photometric and spec-
troscopic parameters do not necessary represent the same
quantities in practice; photometric and spectroscopic Teff ,
for example, might not measure the same temperature
(Pinsonneault et al. 2004). Even if the definition of Teff is
defined consistently, different line opacity data and models
of stellar atmospheres can be used for the calculation of the
synthetic photometry when generating the isochrones than
for the spectroscopic analysis. This can lead to large sys-
tematic errors for spectroscopic parameters. But more im-
portantly, when aiming for the most precise chemical abun-
dances possible, one should marginalise the calculated abun-
dances over other measured parameters. This means that a
single value for Teff and log g is not sufficient, but a PDF
must be used in all calculations. A PDF for Teff and log g
is composed from the fitted isochrone and photometric and
distance uncertainties.
The above reasoning led us to adopt a Bayesian fit-
ting scheme, where we can propagate photometrically mea-
sured Teff and log g throughout the spectral fitting proce-
dure. To fit the spectra we employ the radiative transfer
code from the SME software package (Valenti & Piskunov
1996; Piskunov & Valenti 2017) via the iSpec wrapper
(Blanco-Cuaresma et al. 2014; Blanco-Cuaresma 2019) to
produce synthetic spectra. MARCS atmospheric models
(Gustafsson et al. 2008) and Gaia-ESO linelist (Heiter et al.
2021) are used for spectrum synthesis within iSpec. Syn-
thetic spectra are fitted to normalised observed spectra.
Two different fits are made. First we fit the whole
spectrum in all four bands covered by the HERMES spec-
trograph to obtain the overall metallicity ([M/H]), alpha-
element abundance ([α/Fe])1, projected rotational speed
(v sin i), and spectroscopic Teff and log g. v sin i is the only
fitted broadening parameter. Micro- and macro-turbulence
velocities vmic and vmac are used in the calculation of the
synthetic spectra, but are estimated by iSpec from empiri-
cal relations (Jofré et al. 2014). Because the observed stars
are young, most are rotating fast enough that rotational
broadening dominates over turbulence broadening. Elemen-
tal abundances are fitted separately and each element is fit-
ted independently. Lines and wavelength ranges used for the
fitting of elemental abundances are the same as in GALAH’s
DR2 (Buder et al. 2018). See this reference for information
on the atomic data for each line.
In both cases, to fit atmospheric parameters and abun-
dances, the log-likelihood is written as









where f and s represent the observed and synthetic spec-
tra, the former having the uncertainty σf . Θ are parameters
1 Alpha elements with lines in the covered bands are Mg, Si, Ca,
Ti, and O.
of the synthetic spectrum (temperature, gravity, metallicity,
etc.), and λ is the wavelength. Summation is done over n
pixels or wavelength bins. The posterior probability for the
fitted parameters is
P(Θ| f , λ, σf ) ∝ P(Θ)P( f |λ, σf ,Θ). (4)
Prior P(Θ) includes all the photometric information.
When fitting the whole spectrum the prior for Teff is the
PDF of the photometric temperature with the mean value
corrected (see discussion on differences between photometric
and spectroscopic temperature in Section 4.1.4). The prior
for log g is just the PDF of the photometric gravity. Due to
the proximity of the Orion complex, there is no need to im-
prove distances by taking cluster membership into account.
For the remaining parameters ([M/H], [α/Fe], and v sin i)
we use flat priors; the prior probability distribution is uni-
form between bounds of the grid given in Table 2 and zero
elsewhere. Note that a separate grid is prepared for each star
(see Sections 4.1.4 and 4.1.5).
When fitting spectral lines of individual elements, the
priors for Teff , log g, [M/H], [α/Fe], and v sin i are PDFs of
the initial fit. This is a way to propagate global parame-
ters to fits of individual lines, but a PDF is also needed to
correctly marginalise the inferred abundances over other pa-
rameters. The PDF is represented by a multivariate Gaus-
sian. This is a simplification, but from our experience the
aforementioned PDF is indeed similar to a Gaussian and
there is no visible improvement when a more complicated
representation of the PDF is used.
The posterior distribution is calculated by the emcee
code (Foreman-Mackey et al. 2013). It turns out that cal-
culating a synthetic spectrum at every step of the Markov
chain Monte Carlo algorithm (MCMC) is too time consum-
ing. Instead we produce a grid of synthetic templates and
interpolate a template at each step of the MCMC from
that grid. This is much faster only if the number of spec-
tra in a grid can be much smaller than the number of re-
quired MCMC steps. Otherwise a synthetic template spec-
trum should be calculated with every step of MCMC. In
general, for a problem like ours, one needs ∼ 50 walkers.
Based on our experimentation, around 50 steps are needed
for the chains to stabilise (in the so-called burn-in phase)
and tens more to sample the distribution. On top of that
only ∼ 20% of the steps are actually accepted. These are
the minimum requirements to produce useful results with
well-behaved spectra. So in practice one would have to cal-
culate on the order of 10 000 synthetic templates to fit one
spectrum with MCMC. One can achieve a significant im-
provement, if a representative grid can be made from fewer
synthetic spectra (see Section 4.1.4).
The results of the fitting process are PDFs for all fit-
ted parameters and abundances. We use PDFs in the rest of
our analysis whenever possible. However, sometimes mean
values are used, especially to make some illustrations com-
prehensible.
4.1.2 Resolution equalisation
The observed spectra have a nominal resolving power of
28 000. Actual resolving power varies with wavelength, from
fibre to fibre and with time as well. Variation with wave-
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to around 23 000 in some corners of the detector. It is fol-
lowed by fibre-to-fibre variations, as not all fibres produce
the same sized beam and are not positioned in the pseudo slit
precisely enough. The latter causes some fibre bundles to be
slightly out of focus in respect to other bundles. Variations
with time can also occur, if the focus of the spectrograph
changes throughout the night.
To account for varying resolution, the synthetic spectra
must have the same resolution profile as the observed spec-
tra. Synthetic spectra that can be produced at a very high
resolution could be degraded to whatever is the resolution
profile of the observed spectrum. This approach introduces
some complications. Each observed spectrum has a different
resolution profile, which requires one more operation each
time a synthetic spectrum is calculated. More important
is that the resolution profile is not well known. Therefore
the observed spectrum and a resolution-corrected synthetic
spectrum might still have relatively very different resolution
profiles.
Instead we degraded all the observed spectra so they
have a constant resolution profile, with R = 22 000. By
degrading the resolution of the observed spectra, precise
knowledge of the initial resolution profile becomes less im-
portant. For a resolution degradation from R = 28 000 to
R = 22 000, an uncertainty of 10% in initial resolving power
is reduced to an uncertainty of 3.9% in the final lower res-
olution spectrum. 10% uncertainty is indeed plausible for
our initial spectra. Only synthetic spectra with a constant
resolving power of R = 22 000 are needed after such an oper-
ation.
4.1.3 Spectrum normalisation
Eventhough the reduction pipeline provides normalised
spectra, the normalisation is too crude to be used in the pro-
cess described here. For this purpose we produce a synthetic
spectrum with photometric Teff and log g, [M/H] = −0.07,
[α/Fe] = 0 and v sin i estimated with iSpec. The observed
and synthesised spectra are divided and the result is fitted
by a high order polynomial (between orders 9 and 15, de-
pending on the spectral band and the temperature of the
star) representing the continuum. Because the spectra are
expected to have similar [M/H] and [α/Fe], such a method
is reliable and robust and we do not have to change the con-
tinuum at any point during the following process, not even
calculating a local continuum when fitting individual lines.
Normalisation is also stable for small deviations from the
correct Teff , up to 400 K for most sensitive cold stars.
4.1.4 Initial conditions
While the MCMC algorithm itself does not need precise ini-
tial conditions, it pays to estimate all the parameters as well
as possible before fitting them. The main reason is that we
produce a new grid for every star and want it to be as small
as possible, as long as it can contain the space sampled by
MCMC. Initial conditions thus define the centre of each grid.
The initial condition for v sin i is calculated from the
spectra themselves by template fitting. Even without a well
known Teff and metallicity one can estimate the v sin i to
within a couple of km s−1. It is calculated in a similar way
4000 5000 6000 7000


















Figure 4. The difference between photometric and spectroscopic
temperatures. Red line shows the relation used to construct the
initial conditions for the spectroscopic temperature from its pho-
tometric counterpart.
to other parameters later: a grid of synthetic spectra is cal-
culated with different v sin i assuming the photometric tem-
perature, [M/H] = −0.05 and [α/Fe] = 0.0. The grid is then
interpolated, and the best matching v sin i is found.
The initial condition for the temperature is a slightly
modified photometric temperature. We found the photo-
metric and spectroscopic temperatures match in first order.
However, there is a deviation of ∼ 160 K in the 4700 to 6200
K range (see Figure 4). Figure 4 was produced by fitting the
spectra with a flat prior for Teff . For the rest of this work
we use a more restrictive prior. The Teff differences are con-
sistent enough that we can guess in advance how different
the photometric and spectroscopic temperatures will be to
adjust the initial condition accordingly. Such fine tuning is
not done to get a better temperature measurement or faster
convergence, but to be able to make the grid as small as pos-
sible. Improvement of the initial condition by 160 K means
the grid can be two or three nodes smaller in the temper-
ature dimension, which results in a significant decrease in
computing time.
Because the Orion complex seemed to be very chemi-
cally homogeneous at first inspection, the initial conditions
for metallicity and α abundance are [M/H] = −0.05 and
[α/Fe] = 0.0. The initial conditions for these two param-
eters are not that critical, as the grid has to be relatively
more extensive for them. A grid that is too small acts as a
determinational prior, which we want to avoid, as metallicity
and α abundance are the parameters we want to find.
4.1.5 Grid
As justified in Section 4.1.1, it is more feasible to interpolate
synthetic spectra from a small grid than producing them at
every step of the MCMC algorithm. Here we explore how
dense the grid must be to not introduce systematic errors
into the synthetic spectra.
To evaluate how dense must the grid be, we produced
Figures C1 – C4. These figures show the maximum error of
grid-interpolated synthetic spectra compared to synthetic
spectra calculated directly by the radiative transfer code
from the SME software package for the same set of param-
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Chemical homogeneity of the Orion complex 9
Atmospheric parameters Elemental abundances
Parameter # of nodes step size # of nodes step size
Teff 7 70 K 3 70 K
log g1 3 0.12 dex 3 0.1 dex
v sin i 3 2.5 km s−1 / /
[M/H] 9 0.075 dex / /
[α/Fe] 9 0.075 dex / /
[X/Fe] / / 30 0.1 dex
Total # of nodes 1701 270
1 log g dimension of the grid is omitted in practice, as
marginalisation over log g had no impact on our derived
PDFs (see text for explanation).
Table 2. Grid sizes. Atmospheric parameters and elemental
abundances are fitted separately, hence two grids are needed. Pa-
rameters not used in one of the grids are marked with “/”. A
separate grid is created for each star. This table only shows the
shape (dimension and resolution) of each such grid.
our analysis are shown (∆Teff = 70 K, ∆[M/H] = 0.05 dex,
∆[α/Fe] = 0.05 dex, and ∆(v sin i) = 2.5 km s−1).
Some spectral lines seem to be very susceptible to non-
linear effects and cannot be interpolated well, even with
higher order splines (cubic splines were used in this work).
Surprisingly the non-linear effects are limited to narrow tem-
perature or metallicity ranges. We conclude that such phe-
nomena are a product of SME or iSpec codes and not our
interpolation (see Appendix C). These errors can be reduced
by a finer grid, but not eliminated. However, a much finer
grid is not feasible for our application. Such errors do not ex-
ist in the v sin i plot (Figure C4), as rotational broadening is
accounted for by iSpec independently from the SME spectral
synthesis code. The errors of the interpolated spectra can be
neglected if they are much smaller than the uncertainty of
the observed spectra (typical S/N per pixel is 40, but can be
as high as 100). This is true in all the cases, except for the
aforementioned lines suffering from the strongest non-linear
effects. However the number of such lines is small and the
error is still smaller than the flux uncertainty (although not
much smaller), so they have a negligible influence on the
derived stellar parameters.
As with the grid density, the grid boundaries must
be as tight as possible to reduce computational time. Fig-
ure 5 shows a typical PDF. The precisions of metallic-
ity and alpha-element abundance that have otherwise non-
determinant priors improve significantly when photometric
priors are used. Some correlations also disappear. If the ini-
tial conditions (defining the centre of the grid) are chosen
well enough, there is no need for the grid to be orders of
magnitude larger than the uncertainties. Grid sizes are given
in Table 2. Note that such small grids are not suitable to
fit atmospheric parameters or abundances for strong out-
liers. They are, however, large enough to detect them. If the
MCMC algorithm requires a synthetic spectrum with pa-
rameters outside the grid, a spectrum at the grid edge is
returned. This effectively acts as a flat prior for all parame-
ters.
In the process we discovered that our results are the
same if we do not marginalise the abundances PDFs over
log g but instead assume photometric log g (as we always do
for the initial condition). The reason is that log g can be
calculated much more precisely from fitted isochrones than
we ever could spectroscopically. The likelihood is essentially
independent of any log g variability within the photometric
log g error bars, which means that having log g as a free
parameter is irrelevant. Therefore we can use grids without
log g, which reduces computational time significantly.
With the grid sizes discussed above, and the number of
spectra in our sample, we conclude that it is more feasible
to produce a small grid for each star as opposed to one gi-
ant grid spanning the parameter space of all observed stars.
The grid is interpolated by cubic splines. The chosen in-
terpolation algorithm is Scipy’s ndimage.map_coordinates
(Virtanen et al. 2019) for its fast performance in multiple
dimensions and ability to choose higher order splines as in-
terpolation functions.
4.2 Evaluation of systematic effects
In Figure 5 we analyse the differences between using photo-
metric Teff and log g priors in the fitting schema. The mean
values for [M/H] and [α/Fe] do not change much, but the
uncertainty is significantly improved when priors are used.
Lower uncertainty consequently has an effect on the level of
measured chemical homogeneity as we compare actual PDFs
and not just mean values of [M/H] and [α/Fe]. The uncer-
tainty in v sin i does not improve, but the mean value does
change.
In the fields observed in the special program we tar-
geted members regardless of whether they were already ob-
served in the GALAH survey. Due to poor weather we also
observed some fields over several nights. Before combining
observations over all epochs, we analysed individual spec-
tra in order to estimate statistical and systematic uncer-
tainties from repeated observations. Most observations were
repeated with the same fibre (the same fields observed over
several nights), but some were also done with a completely
different fibre configuration (overlaps between the GALAH
survey and the special program). An analysis of repeated
observations is shown in Figure 6. Metallicity and alpha-
element abundance are both correlated between repeated
observations, although the scatter is larger than for typical
observations (see Figures 10 and 11). The reason is that ob-
servations were repeated mostly for fields observed in poor
weather conditions yielding low S/N. Some repeats were
done for the overlap between the main GALAH program
and the Orion-dedicated program. Correlation between the
repeated observations is naturally better for high S/N ob-
servations. We can also conclude from Figure 6 that there
are no significant systematic trends related to the S/N of the
observation.
Uncertainties calculated by a Bayesian schema are just
statistical uncertainties – a consequence of noisy spectra,
blended spectral lines, etc. Systematic uncertainties arise
mostly from stars being observed with different fibres which
are affected by different optical aberrations. We tried to cor-
rect for that by reducing and equalising the resolution of
observed spectra, but any errors in the resolution profile
are still reflected in our parameters and abundances. The
scatter in metallicity and alpha-elements abundance in each
cluster is larger than one would expect from statistical un-
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no phot = 40.7 K
phot = 27.3 K
no phot = 0.086 dex
phot = 0.037 dex
no phot = 0.032 dex
phot = 0.021 dex
no phot = 0.033 dex
phot = 0.024 dex
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v sin i / km s 1
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Figure 5. Corner plot showing the PDF of fitted parameters for one star without (blue) or with (orange) using priors on Teff and log g.
Both priors are obtained from the isochrone fitting onto the HR diagram.
across the CCDs, as the discrepancy between the statistical
uncertainty and scatter of metallicity and alpha-elements
abundance becomes lower, if only spectra with a more con-
sistent resolution profile from the middle of the CCDs are
used. This indicates that the resolution profile plays a crucial
role, if very precise parameters and abundances are desired.
While the above is true for parameters measured across
a wide range of wavelengths ([M/H], [α/Fe]), individual
abundances suffer even more from systematic errors. Wave-
length ranges where abundances are measured were carefully
selected and we did not modify them from what is used in
GALAH’s DR2 (Buder et al. 2018). However a small pertur-
bation in continuum or a nearby spectral line that might be
characteristic for spectral types considered in this work can
contribute some systematic uncertainty. Such contributions
are very difficult to analyse and are beyond the scope of this
paper. We intent to use the Orion complex and other open
clusters observed in GALAH to tackle this problem in the
future.
4.3 Detrending and relative abundances
Figures 7, 8, and 9 show the measured metallicity, alpha-
elements abundance and abundances of 25 elements as a
function of temperature. For metallicity and alpha elements
abundance we show values normalised to the solar values2
and for elemental abundances we show absolute abundances
on a log ε scale3. It is evident that all parameters show trends
2 [X/H] = log(NX /NH )star − log(NX /NH )









niversity of Southern Q































































0 10 20 30 40 50 60 SNR (red channel)
Figure 6. Analysis of repeated observations. Differences between
repeats are shown for the measured metallicity (left) and alpha-
element abundance (right). Circles show observations repeated
with the same fibre and crosses show observations repeated with
different fibres. Colour marks the lower of the two S/N in the red
channel. Only mean values of measured metallicities and alpha-
elements abundances are shown here. Scatter around the linear
relation is given in each panel.
with temperature that are the same (within our precision)
for all clusters, regardless their age or location. Trends have
different shapes and amplitudes for different elements. Some
elements show simple trends (for example K), while other
show a simple trend that plateaus off at high or low temper-
atures. We attribute trends to non-LTE and 3D effects and
the plateau to the range of temperatures where the lines
are weak and the element abundance cannot be precisely
measured any more (see Ce, for example). More compli-
cated trends are probably influenced by weak blended lines
as well. In general, the following factors contribute to the
trends: (i) LTE approximation. We did no correction for non-
LTE or 3D effects, because we detrend all parameters any-
way. Assuming the non-LTE and 3D corrections (Asplund
2005) are a smooth function of temperature, they are ir-
relevant after detrending. (ii) Blended lines. These are par-
ticularly important for abundances of individual elements.
While only a small region around a line of interest is used
to fit a model spectrum to observations, the region is not
always clear of other lines. This is sometimes hard to take
into the account (by changing region boundaries, for exam-
ple), especially if stars with a wide range of temperatures are
being compared. Large departures of abundances of some el-
ements from the solar value is another tracer of blended lines
or wrong g f values. (iii) Insufficient model spectra. Model
spectra cannot incorporate all physical processes. This re-
flects in biases we observe as trends. Some trends might be
even more pronounced, as we are dealing with PMS stars,
which might not have model spectra calculated as carefully
and rigorously as main sequence stars. Chromospheric ac-
tivity (Carter 1989; Yana Galarza et al. 2019) and strong
magnetic fields (Basri et al. 1992; Johns-Krull et al. 1999;
Spina et al. 2020) are known to influence PMS stars sig-
nificantly. (iv) Biased photometric temperature and gravity
could have an effect as well, although it must be minor, as
this is the only effect we thoroughly analysed.
Detrending removes any systematic and non-LTE
trends well, but cannot improve the accuracy of absolute
abundances. For absolute abundances we have to know the
physical processes responsible for the trend. More precise
absolute abundances can only be obtained by taking non-
LTE effects into the account. In this work we neglect any
non-LTE effects and resort to detrending. However, most
of our stars are included in the GALAH DR3 (Buder et al.
2020), where considerable effort was put into non-LTE abun-
dance determination. The drawback of GALAH DR3 is that
the precision is lower than in this work, as stars are not
assumed to be cluster members anywhere in the analysis
process. Our work constrains relative chemical differences in
the Orion complex much better than GALAH DR3 (see Ta-
ble 3 and Appendix D), but GALAH DR3 probably gives
better mean absolute abundances. However, absolute abun-
dances must not be always trusted, as most stars are PMS
stars, which again are not treated any different to MS stars
in the GALAH DR3 pipeline. Detrending can also artificially
reduce the intra-cluster spread of chemical abundances, as
some removed trends are physical and real. This is a draw-
back we can neglect, because it should impact all clusters
equally, and should not affect differential abundances be-
tween clusters.
Most notable differences between this work and
GALAH DR3 are for elements Cu, Zn, Ba, and Nd. Cu and
Ba probably have underestimated abundances in this work.
We use lines and wavelength regions defined in GALAH
DR2, but here we compare abundances with GALAH DR3,
which shows higher abundances for these two elements. A
direct comparison of our abundances with GALAH DR2 is
impossible, because none of the stars from this paper was in-
cluded in DR2. Nd abundance is measured from very weak
lines and our uncertainties are underestimated, because they
do not account for any errors in continuum determination.
This is probably the source of large discrepancies between
this work and GALAH DR3. Finally, Zn appears to show
lower abundances in our work. This is one of the hardest el-
ements to de-trend, as is obvious from Figure 9. This again
means that the given uncertainties are underestimated.
For the purpose of relative chemical abundances we as-
sume that none of the observed trends with Teff and log g
or v sin i are intrinsic. However, we are interested in trends
with age or location, which could be a sign of chemical
pollution. We do not observe trends of metallicity, alpha-
elements abundance or the abundance of any of the 25 ele-
ments against any of the remaining measured atmospheric
parameters (Teff and log g, v sin i) other than temperature.
Relative metallicity, alpha and elemental abundances are
then calculated by removing the trend with temperature.
A cubic spline is fitted as illustrated in Figures 7, 8, and 9.
Nodes were selected at an interval of 250 K, but some were
removed, so there were at least 15 data-points between each
node. Three steps of a symmetric sigma clipping algorithm
with a threshold of 2.5 σ were done for the final fit.
A simple chi-square test shows that the observed region
of the Orion complex is chemically homogeneous in metallic-
ity, alpha-elements abundance, and all elements but lithium,
whose homogeneity is not expected anyway. Li is gradually
depleted early in the star’s life and the abundance evolution
of Li is not understood well enough to predict it at the level
of homogeneity we observe here for other elements. The re-
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where εcluster(x) is the mean abundances of element x in one
cluster, σcluster(x) equals the measured scatter divided by
the square-root of number of stars in that cluster, σint(x)
is the intrinsic uncertainty of individual measurements. For
most elements the reduced χ2 value is around 0.4, except
for lithium, where it is 2.9. Detrended metallicity, alpha-
elements abundance and individual elemental abundances
are displayed for each cluster in Figures 10, 11, and 12.
We observe no statistically significant inhomogeneities
between different clusters in Figures 10 (metallicity) and 11
(alpha-element abundance) – all clusters have mean metal-
licity and alpha-element abundance within one standard de-
viation of the whole region. Some stars deviate by several
sigmas from the mean, distorting the violin plots somewhat.
These few occurrences can be explained by problems with
spectrum reduction. It is also possible they are mis-identified
cluster members, but the former explanation is more plau-
sible.
There are more deviations from the mean observed in
Figure 12 (elemental abundances). We again claim that out-
liers are are a product of reduction, as cosmic rays and tel-
luric lines are likely to corrupt few spectral lines used in our
analysis. However, more “inhomogeneteis” between clusters
are observed in elemental abundances plots than for metal-
licity and alpha-element abundance. In the case of elemen-
tal abundances almost all clusters have mean abundances
within one standard deviation of the whole region, with
only five abundances of any cluster being up to two stan-
dard deviations from the mean. We conclude that this is not
enough to claim any chemical inhomogeneity. Some clusters
show a double-peaked distribution for some elements (Zr is
a nice example), which can be a consequence of detrending.
A physics-based detrending following non-LTE and 3D cor-
rections might be able to solve this in the future. However, it
is evident from the trends plotted in Figure 9 that perhaps
bimodal trends would have to be considered, which we find
over-complicated for the number of observations used in this
work.
4.4 Absolute abundances
Detrending improves the precision of our results, but not so
much the accuracy of absolute abundances reported in Table
3. Therefore we report (in Table 3) abundances after they
are detrended and then normalised to either the mean or the
value at the solar temperature (5770 K). One must be careful
when comparing our absolute abundances to other measure-
ments, especially for elements that show strong trends, like
O, Y, Rb, Ce, and Zr.
5 ESTIMATING THE NUMBER OF
SUPERNOVAE
To discuss the implications of a high degree of chemical ho-
mogeneity throughout the Orion complex, we want to esti-
mate the number of SNe that exploded since the first stars













Figure 7. Measured mean metallicities for each star as a function
of effective temperature. A clear trend exists and is independent
of the cluster or region in the Orion complex. The solid line shows
a cubic spline fit to the trend. Clusters from the Ori OB1a region
are plotted in blue, from the Ori OB1b region in purple, and from
the λ Ori region in green
.













Figure 8. Same as Figure 7 for alpha-element abundances.
in the complex were formed. One way is to integrate the
IMF to calculate the expected number of massive stars that
have had time to explode as core-collapse SNe.
We estimated the masses of our members from the fitted
isochrones. Because our membership selection is not com-
plete (and is in fact quite conservative as we prioritise high
membership probability to completeness and large number
of targets), we also made a different selection with very re-
laxed criteria to be complete wherever the Gaia DR2 is. DR2
is complete between 12.0 < G < 17.0 and almost complete
between 7.0 < G < 17.0 (Gaia Collaboration et al. 2018).
For the purpose of calculating the IMF, we selected stars






< 3.5 mas yr−1, and at all magnitudes
(but kept track of the completeness boundaries). Among
those stars we selected all that are within d < 8.0 of any
of the 15 clusters, where d is defined in Equation 1. Allow-
ing distant stars to being members of our clusters means
many stars might not have their membership determined
well, but the membership of the whole complex is more
complete. We also cleared the sample of any stars that can
be rejected based on their position on the HR diagram, in
the same manner as in the initial membership determina-
tion. Thus observed mass distribution is shown in Figure
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Figure 9. Measured mean abundances of 25 elements for each star as a function of effective temperature. Solid red line shows a cubic
spline fit to the trend. Horizontal line shows the solar abundance from Asplund et al. (2009). Clusters from the Ori OB1a region are
plotted in blue, from the Ori OB1b region in purple, and from the λ Ori region in green, same as in Figure 7.
their errorbars as seen in Figure 13 to the region where our
data are complete and obtained a slope α = 2.49 ± 0.15.
This is a bit steeper than the traditional Kroupa slope
of α = 2.3 (Kroupa 2001) or α = 2.27 ± 0.08 measured
in the λ Ori association (Barrado y Navascues et al. 2004),
α = 2.40±0.09 in the 25 Ori cluster (Suárez et al. 2019), and
α = 2.4± in the ONC (De Marchi et al. 2005), α = 2.21±0.18
in the Trapezium cluster (Muench et al. 2002), but flat-
ter than α = 2.7 in the ONC and the Trapezium cluster
Pflamm-Altenburg & Kroupa (2006), α = 2.9 ± 0.2 in the
ONC and the λ Ori association or α = 3.0± 0.1 in the σ Ori
cluster (De Marchi et al. 2010).
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Figure 10. The probability distribution of metallicity for all observed clusters. Each violin plot is composed of all samples of the
marginalised metallicity for each analysed star. The number of stars in each cluster is given on the top. The solid horizontal line shows
the mean and dashed horizontal lines show the standard deviation of the whole sample. The typical scatter of samples for individual
stars is shown on the right, together with a typical scatter in one cluster and the whole region. Vertical lines divide traditional regions




































































































































Figure 11. Same as Figure 10 for alpha-element abundances.

















describes the relation well for massive stars and [M/H] =
−0.07. By using our cluster ages and extrapolating and in-
tegrating the IMF, we estimate that in the observed popu-
lation there were between 0.81 and 2.28 (for α between 2.64
and 2.34) core collapse SNe in the population studied in this
paper. This number drops to 0.23 – 0.73 SNe, if we only
consider time until 7 Myr ago when the last clusters formed.
These estimates do not include any runaway/ejected stars
into the IMF, so the actual number is a fraction higher. As-
suming a steeper IMF, sometimes quoted in the literature
listed above, the number of SNe drops to essentially zero. A
much flatter IMF (lets say α = 1.8), which is not excluded by
most massive stars (m > 5M) and is not unprecedented in
the literature (De Marchi et al. 2005; Bastian et al. 2010),
would produce around ten times more SNe than an IMF
with α = 2.49. However, we do not expect that such an ex-
trapolation is realistic.
From the observation of chemical homogeneity we can
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= 0.062 dex
Figure 12. Probability distribution of abundances of chemical elements for all observed clusters. Each violin plot is composed of all
samples of the marginalised abundance for each analysed star. Number of stars in each cluster is given on the top. Gray horizontal line
shows the solar abundance. Red horizontal lines show the mean value (solid) and one standard deviation (dashed) for the abundance
of each element across all clusters. Typical scatter of samples for individual stars is shown on the right. Vertical lines divide traditional
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mean 5770 K mean 5770 K mean mean
normalised normalised normalised normalised normalised normalised
Li 3.41 3.55 2.36 2.50 0.123 2 3.00 ± 0.10 1.96 ± 0.10
O 9.76 9.04 1.07 0.35 0.063 3 1 9.50 ± 0.14 0.81 ± 0.14
Na 6.02 6.33 -0.21 0.09 0.025 3 6.14 ± 0.06 −0.08 ± 0.06
Mg 7.57 7.64 -0.02 0.04 0.040 3 7.48 ± 0.09 −0.12 ± 0.08
Al 6.47 6.51 0.02 0.06 0.027 4 6.40 ± 0.08 −0.03 ± 0.08
Si 7.45 7.37 -0.05 -0.13 0.081 4 7.56 ± 0.06 0.05 ± 0.07
K 5.20 5.87 0.17 0.84 0.035 1 5.35 ± 0.10 0.27 ± 0.09
Ca 6.36 6.68 0.02 0.34 0.032 5 6.50 ± 0.08 0.19 ± 0.08
Sc 3.13 3.24 -0.01 0.09 0.043 10 3.05 ± 0.07 −0.11 ± 0.06
Ti 4.70 4.56 -0.24 -0.38 0.053 20 5.00 ± 0.08 0.06 ± 0.07
V 3.94 3.91 0.01 -0.01 0.027 17 2 3.98 ± 0.11 0.03 ± 0.10
Cr 5.41 5.24 -0.22 -0.39 0.054 9 5.64 ± 0.10 0.04 ± 0.09
Mn 5.23 5.47 -0.19 0.04 0.049 4 5.42 ± 0.09 0.03 ± 0.08
Fe∗ 7.34 7.39 -0.15 -0.10 0.016 52 7.48 ± 0.07 −0.02 ± 0.07
Co 4.97 4.99 -0.01 0.00 0.069 3 2 5.05 ± 0.11 −0.03 ± 0.11
Ni 6.39 6.26 0.17 0.04 0.029 7 6.19 ± 0.10 −0.08 ± 0.09
Cu 3.59 3.65 -0.59 -0.53 0.029 2 4.02 ± 0.08 −0.20 ± 0.08
Zn 3.86 3.99 -0.69 -0.56 0.101 2 4.62 ± 0.13 0.09 ± 0.13
Rb 3.38 3.76 0.86 1.24 0.097 1 1 2.63 ± 0.13 0.018 ± 0.14
Y 2.12 1.82 -0.08 -0.38 0.126 4 1, 3 2.50 ± 0.17 0.38 ± 0.17
Zr 2.08 1.70 -0.49 -0.87 0.157 4 1, 2 2.90 ± 0.14 0.22 ± 0.13
Ba 1.91 2.16 -0.26 -0.01 0.029 2 2.54 ± 0.10 0.39 ± 0.09
Ce 2.29 1.67 0.71 0.09 0.214 1 1 1.80 ± 0.21 0.28 ± 0.21
Nd 0.37 0.37 -1.04 -1.04 0.099 5 2.42 ± 0.11 1.02 ± 0.11
Eu 0.43 0.49 -0.08 -0.02 0.057 2 1.07 ± 0.09 0.54 ± 0.09
1 Large range
2 Colder stars dominate
3 Hotter stars dominate
∗ [Fe/H] instead of [X/Fe] is given in 4th and 5th columns
Table 3. Absolute abundances of 25 elements averaged over all stars in which each elemental abundance was measured. “Large range”
means that the abundance measurements are spread over a large range (> 1 dex) before detrending, so the systematic uncertainty is
large. This implies that the reported absolute abundances are unreliable. Some elements have the measurements dominated by cold (note
2) or hot stars (note 3), so the mean is not calculated over the same type of stars for all elements. “Mean normalised” abundances were
detrended so the mean remained the same after detrending. “5770 K normalised” abundances were detrended so the value at 5770 K
(approximately solar Teff) remained the same. Column N. of lines gives the number of lines used to calculate elemental abundances of
each element in this work.
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Figure 12. contd.
younger clusters to show different chemical abundances. In
the following estimate we neglect any physics of ISM mixing
or cooling, as this is out of the scope of this paper. We only
deal with net yields of core collapse supernovae and observed
abundances.
From Figure 11 we can see that the largest mean alpha-
element enhancements are 0.03 dex in the λ Ori NW and
0.02 dex in Ori OB1b 1 clusters. However, these two clus-
ters are unlikely to be polluted due to supernova explosions
originating in older clusters. λ Ori is too far from old clus-
ters in Ori OB1a, so it is highly unlikely that the two groups
came within a few parsecs less than 10 Myr ago (see Table
1). Cluster Ori OB1b 1 is too old and was most likely formed
before any supernova explosion took place in the Orion com-
plex, given that the probability for a supernova in the first
few million years after first star were born is low. A typical
core-collapse supernova with initial mass of 25 M produces
4 M of alpha elements (Nomoto et al. 2006). Our largest
clusters have masses of around 600 M. Assuming a star
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Data (OB1a, OB1b, NGC 1788,  Ori)
Pflamm-Altenburg & Kroupa ( = 2.7)
Our fit ( = 2.49 ± 0.15)
Kroupa ( = 2.3)
Figure 13. An estimate of the IMF of the Orion complex. Se-
lection function is described in Section 5 and is different from
the selection function used for clustering. The selection is not
complete in the shaded regions. A traditional Kroupa IMF shown
with a solid blue line (Kroupa 2001) and an IMF obtained for mas-
sive stars by Pflamm-Altenburg & Kroupa (2006) shown with a
dashed blue line are given for reference. Our fit with 1σ uncer-
tainty is shown in red.
are formed from gas clouds of around 2000 M. Ejecta from
one 25 M supernova, if completely and ideally mixed with
such a cloud, would enhance its alpha-element abundance
by 0.05 dex, which would be detectable in our observations.
Individual abundances of Cr, Mg, and Si would increase by
0.06 dex, Ti by 0.02 dex and oxygen by 0.03 to 0.08 dex,
depending which absolute abundance from Table 3 is used.
We measure oxygen abundances from the 777 nm oxygen
triplet. These are the only oxygen lines in HERMES’s spec-
tral range and are also lines with the highest excitation po-
tential of all fitted lines. They are known to be very sensitive
to non LTE effects, chromospheric activity and atmospheric
models of young stars (Morel & Micela 2004; Schuler et al.
2006; Shen et al. 2007; Amarsi et al. 2016). As a result our
oxygen abundances are significantly higher than in the ex-
isting literature that uses a different selection of oxygen lines
(Cunha & Lambert 1992, 1994; Cunha et al. 1998). Because
the temperature trend (see Figure 9) is well behaved, we still
use oxygen as a tracer of chemical homogeneity, but any ab-
solute oxygen abundances given in this paper are invalid.
The lack of any observed chemical enrichment can be
explained either by no supernovae in the studied popu-
lation during the star formation phase, inefficient mixing
and directed flows, or large distance between the supernova
and star forming regions. SNe ejecta could also be too hot
and had no time to cool enough to form stars. Oxygen,
which should be enriched the most, has maximum abun-
dance (∼ 0.07 dex above average) in clusters Ori OB1b 1,
OB1b 2, and OB1b 3, which are the oldest clusters in the
OB1b region. Cr, Mg, and Si are most enhanced in random
clusters from any three regions with no apparent pattern.
Largest enhancements are again ∼ 0.07 dex above average, if
three most enhanced clusters are compared with the rest (see
Figure 12). We can claim with high certainty that the num-
ber of SNe in the Orion complex was not high, as this would
be reflected in more consistent chemical inhomogeneities.
6 CONCLUSIONS AND DISCUSSION
In this work, we consider the question of whether the Orion
star forming complex might exhibit evidence of contamina-
tion by supernovae in the elemental abundances of different
clusters that formed at different times in the complex’s his-
tory. To do this, we analyse data obtained using the HER-
MES instrument on the Anglo-Australian telescope by the
GALAH survey, and additional data focusing specifically on
the Orion complex obtained by the same instrument during
a series of special programs. We find that the various clusters
distributed across the complex are chemically homogeneous,
with the younger clusters showing no evidence of pollution
from supernovae amongst the older clusters.
Our conclusions are based on the Ori OB1a, OB1b, λ
Ori and NGC 1788 regions. We did not observe the ONC
or σ Ori regions due to a number of reasons. These are
the regions with the largest differential reddening, which we
have no way of properly accounting for. This would result in
poorly fitted isochrones and consequently inaccurate photo-
metric temperatures and gravities. We did not analyse how
this would impact our spectroscopic analysis, but our ap-
proach would definitely have had to be revised to include
younger stars and clusters with strong differential redden-
ing. Stars that were included in the analysis are either main
sequence stars or PMS stars very close to the main sequence.
Stars < 5 Myr old, like the ones in ONC and σ Ori regions
would be PMS stars, lying well above the main sequence,
and we had concerns that synthetic model codes would not
perform well enough on them. This could make calculation of
precise relative abundances hard and we would not be able to
properly interpret any observed chemical differences. How-
ever, we did observe one star that is more likely to belong to
the σ Ori cluster and has well determined atmospheric pa-
rameters and abundances. It is chemically identical to other
stars from this work.
Despite the Orion complex being chemically homoge-
neous in this study as opposed to some earlier studies, our
absolute abundances of chemical elements and metallicity
agree well with the literature (Cunha & Lambert 1992, 1994;
Cunha et al. 1995, 1998; Simón-Dı́az 2010; Biazzo et al.
2011a,b). A notable exception is oxygen, for which we were
unable to calculate accurate absolute abundances. For oxy-
gen, the measurements in the literature are done on lines
with low excitation potential are thus more accurate.
The number of supernovae that have exploded to date
in the Orion complex is a highly debated topic. Bubble-like
structures (Barnard’s loop, the Orion-Eridanus superbub-
ble, the λ Orion bubble) were most likely made by super-
nova explosions, but the present structure suggests that stel-
lar winds played a significant role as well (Ochsendorf et al.
2015), leading to the formation of a rich substructure. The
expansion velocity of the bubbles can be used as an indi-
cator when they were formed – but such estimates are in-
accurate (Bally 2008) and cannot provide the exact time
of the supernova explosions. Brown et al. (1995) estimate
the age of the largest bubble – the Orion Eridanus super-
bubble – is between 1.8 and 5.3 Myr. This suggests that
the bubbles are a product of recent supernovae explosions
(more recent than the time of formation of the youngest
stars studied in this paper). A low number of supernovae in
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novae remnants. G203.2 - 12.3 is the only supernova remnant
classified in Orion (Winkler & Reipurth 1992, possibly ob-
served in 483 CE). Another indirect tracer is emission from
the radioactive decay of 26Al in Ori OB1a (Voss et al. 2010;
Schlafly et al. 2015). Models of SN and stellar wind feed-
backs by Voss et al. (2010) suggest that 26Al was produced
by a few recent supernovae. 60Fe is another radioactive tracer
of SN (Wang et al. 2020), which has not been explored yet
in the Orion complex.
More recent studies of the formation of the Orion com-
plex are based on new Gaia distances and 3D velocities and
offer a compelling picture. The observed 3D kinematics can
be explained with a “few or several” supernovae assuming
no other forces (Großschedl et al. 2021). The most major
disruption event is thought to have happened 6 Myr ago
(Kounkel 2020; Großschedl et al. 2021), which supersedes
the creation of stars studied in this work.
Our results strongly suggest that there were no or at
least very few supernovae explosions in the early stages of
the Orion complex formation. Young supernova remnants,
also in the form of gas bubbles, can be explained by recent
supernovae in the past few million years. Such supernovae
are younger than observed stars and could not have chemi-
cally polluted the ISM from which these stars were born.
A convincing way of proving the chemical homogeneity
of clusters is a direct comparison of spectra (Bovy 2016).
The method avoids calculating atmospheric parameters and
deriving exact chemical abundances. In our case the param-
eter space is too large and we would struggle to find spectra
with similar atmospheric parameters in order to compare
lines of interesting elements. One of the reasons this is ex-
tremely difficult in young stellar associations (as compared
to old open clusters) is that stellar rotation can have a large
range of values, which effectively adds another dimension of
atmospheric parameters. Another drawback is that clusters
of different ages would have to be compared, complicating
the case for direct spectral comparison even further.
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569, A111
Bovy J., 2016, ApJ, 817, 49
Bressan A., Marigo P., Girardi L., Salasnich B., Dal Cero C.,
Rubele S., Nanni A., 2012, MNRAS, 427, 127
Brown A. G. A., Hartmann D., Burton W. B., 1995, A&A,
300, 903
Buder S., et al., 2018, MNRAS, 478, 4513
Buder S., et al., 2020, arXiv e-prints, p. arXiv:2011.02505
Carter B. D., 1989, Proceedings of the Astronomical Society of
Australia, 8, 68
Casamiquela L., Tarricq Y., Soubiran C., Blanco-Cuaresma S.,
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APPENDIX A: CLUSTERING
Figure A1 shows each cluster in 6D space (position on the
sky, proper motions and parallax).
APPENDIX B: HR DIAGRAMS
Figure B shows HR diagrams for all 15 clusters made with
Gaia photometry.
APPENDIX C: GRID INTERPOLATION
Figures C1 to C4 demonstrate the interpolation errors in-
troduced by a grid of stellar parameters. Figure C5 shows
a small portion of a spectrum and illustrates the differences
between synthetic spectra between grid points. A typical fit
of two synthetic spectra to an observed spectrum is also dis-
played.
APPENDIX D: GALAH DR3 ABUNDANCES
Figure D1 shows mean abundances of 25 elements for a cross-
match between our study and GALAH DR3.
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Figure B1. HR diagrams of all 15 clusters used in this work. Age as measured by isochrone fitting is given in each panel. Best fitting
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Teff, spline interpolation, Teff = 70K
Figure C1. Maximum interpolation error in the Teff dimension of the parameter grid. Colours show the difference between a synthetic
spectrum and an interpolated spectrum from a grid. Both spectra are normalized. The interpolated spectrum is always calculated in the
middle point between two nodes where the error is expected to be the largest. Errors never exceed the flux of 0.008 (in a normalised
spectrum). A spectrum with Teff = 5250 K, log g = 4.3, [M/H] = −0.05, [α/Fe] = 0.0, and v sin i = 10 km s−1 is overploted to illustrate the









niversity of Southern Q























28 J. Kos et al.
472.5 475.0 477.5 480.0 482.5 485.0 487.5 490.0
0.2
0.0







650 655 660 665 670
0.2
0.0























[MH ], spline interpolation, [MH ] = 0.05
Figure C2. Same as Figure C1 but for metallicity.
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[Fe ], spline interpolation, [Fe ] = 0.05
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vsini, spline interpolation, vsini = 2.5km s 1
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Figure C5. Sensitivity of synthetic templates to small variations in parameters. First panel: red lines show the difference when metallicity
is varied for ±0.05 dex. Black line shows a spectrum with Teff=5250 K, [M/H]=-0.05, [α/Fe]=0.0, v sin i = 5 km s−1, R = 22 000. Adjacent
plot shows the differences between red and black lines in more details. Second panel: red lines show the difference when Teff is varied
for ±70 K. Black line shows the same spectrum as before. Third panel: red lines show the difference when resolving power R = λ/∆λ
is varied for 2200. Note how a variation in resolution is not degenerated with variations in [M/H] or Teff . Last panel: Example of an
observed spectrum (gray, with thickness corresponding to uncertainty) and best fitting template with a solar mix of elements (blue).
Line at 570.02 nm belongs to Cu i, which has much lower abundance than in the Sun. Since the solar mix of elements was used in the
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Figure D1. Measured mean abundances of 25 elements given in GALAH DR3 for the same stars as in Figure 9. Stars without measured









niversity of Southern Q
ueensland user on 20 July 2021
