Abstract. I show that in an o-minimal structure on the real field, satisfying certain conditions, every closed definable set is the zero set of a smooth definable function. The conditions are shown to hold in the Pfaffian closure of a polynomially bounded o-minimal structure having smooth cell decomposition.
Introduction
Suppose that X ⊆ R n is closed. Then by a theorem of Whitney, there is a smooth (i.e. C ∞ ) function f : R n → R vanishing precisely on X such that f is analytic off X. The question I shall address in this note is, if we suppose in addition that X is definable in some o-minimal structure R on the real exponential field, can f be taken to be definable in R?
Progress on this question was first made by van den Dries and Miller ([3] ). Suppose that R is an o-minimal expansion of the real field and let p ∈ N. Suppose that X ⊆ R n is closed and definable. Then van den Dries and Miller show that there is a definable C p function f : R n → R such that f vanishes precisely on X. To obtain a smooth function, the exponential function is necessary. To see this, first note that, by a theorem of Miller ([7] ), if the exponential function is not definable, then the structure is polynomially bounded (that is, for every definable unary function g there is some m ∈ N such that, for large t, |f (t)| < t m ). Now, Miller ([8] ) has also proved that in a polynomially bounded o-minimal structure, if a smooth definable function has a flat point (that is, a point at which the function, and its derivatives of all orders, vanish), then it vanishes locally around that point. In particular, in a polynomially bounded o-minimal structure, the interval [0, 1] is not the zero set of a definable smooth function. Now suppose again that the exponential function is definable in R (in which case, the structure is said to be exponential). Most of the proof in [3] goes through in the smooth case, but the finiteness of p is used to preserve definability. I shall show that this is not necessary, provided we know that the structure has smooth cell decomposition and we have certain bounds on the derivatives (of all orders) of definable smooth functions. I shall assume that the reader is familiar with standard results on o-minimality; see van den Dries' book [2] . To state the precise result, I need to introduce some further terminology. [6] ) that if R has smooth cell decomposition, then so does P(R), the Pfaffian closure of R (the o-minimality of P(R) is due to Speissegger [10] ). I use their methods to prove the following. Theorem 1.3. Suppose R has smooth cell decomposition and piecewise controlled derivatives. Then P(R) has piecewise controlled derivatives. Now, any polynomially bounded structure with smooth cell decomposition has piecewise controlled derivatives. Lion, Miller and Speissegger proved ( [5] ) that the Pfaffian closure of a polynomially bounded structure is exponentially bounded. Combined with the results above, this easily implies the following.
Corollary 1.4. Suppose R is a polynomially bounded o-minimal structure with smooth cell decomposition. Then every exponential reduct of P(R) having smooth cell decomposition has piecewise controlled derivatives and each closed definable set is the zero set of a smooth definable function.
At the present time, all known exponential structures (see Speissegger's survey [9] ) satisfy the hypothesis of the corollary. Despite these examples, Theorem 1.2 is far from optimal. It requires two rather strong properties (in addition to ominimality) of the structure R. To make any progress on removing these assumptions, new ideas are needed. In addition, the question of whether a function f can be found which is also analytic off X remains open. Finally, I thank the referee for pointing out that the following question is also open. Suppose that X ⊆ R n is any closed set (not necessarily definable in an o-minimal structure). Can a function f be found, which, in addition to satisfying the conclusion of Whitney's result, is definable in the structure (R, +, ·, exp, X)?
Before beginning the proofs, we fix some notation. For a set X ⊆ R n , we let bd(X) be the boundary of X. Given a function f , we let Z(f ) = {x ∈ domf : f (x) = 0}. For r ∈ R, we let R ≥r = {t ∈ R : t ≥ r}. If N ≥ n, we let π n : R N → R n be projection onto the first n coordinates.
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The zero set property
In this section we prove Theorem 1.2. So, let R be an exponential o-minimal expansion of the real field and assume that R has smooth cell decomposition and piecewise controlled derivatives. With these assumptions, we only need to make a small adjustment to the proof in [3] . First, note that the proofs of C.5 to C.8 of [3] go through with p = ∞. We need the following version of [3, C.9] , in which Φ denotes the collection of increasing bijections φ : R → R which are smooth, definable and flat at 0. 
Since f and g have controlled derivatives on U , we can find a continuous definable function ω : U → R ≥0 such that (1.1) holds for both f and g. Now, by the p = ∞ version of [3, C.8], there exists ψ ∈ Φ such that for all y ∈ bd(U ) we have
Now suppose that θ : R → R is any smooth definable function which is flat at 0 and non-zero for small t. An easy argument using (2.1) and the fact that θ is flat at 0 shows that for all l, k ∈ N and y ∈ bd(U ), we have
In particular, if r ∈ N, then (2.2) holds for θ = ψ (r) . Let φ = ψ • ψ and note that φ ∈ Φ. Define h :
Let α ∈ N n . Using the chain rule and induction on |α|, it is easy to see that D α h is a sum of terms of the form (
n . Now, because (1.1) holds for both f and g, a term of this form has absolute value bounded by
for some k, l ∈ N and C ∈ R. Since ψ (s) (g(x)) → 0 as x → y for y ∈ bd(U ), it follows from (2.2) that each of the terms above approaches 0 as x approaches bd(U ). Hence for each y ∈ bd(U ) we have (2.5) lim
x→y, x∈U
and so by monotonicity and l'Hôpital's rule, h is smooth on R n .
To see that h has controlled derivatives, first note that since R is o-minimal and has piecewise controlled derivatives, any smooth unary definable function has controlled derivatives on its whole domain. So, we may choose a continuous definable function θ : R → R ≥0 and sequences C 1 , C 2 , . . . , E 1 , E 2 , . . . such that
E r for all r ∈ N and t ∈ R. Since each of the functions ψ (r) is flat at 0, we may choose θ such that 0 < θ(t) < |t| for small t. Hence by (2.2), the function ω 1 : R n → R ≥0 defined by
Then ω 2 is continuous and definable, and because of the bounds in (2.4), we can find sequences
for all α ∈ N n and x ∈ R n , and so h has controlled derivatives.
We need some closure properties of functions with controlled derivatives, which follow easily from the chain rule.
Proposition 2.2. Let U be a definable open subset of
R n . The collection C ∞ cd (U ) of
all smooth definable functions with controlled derivatives on U is a ring. If
Proof. Follow the proof of C.11 in [3] (in which there is a slight gap at the start of the third paragraph, use the maps τ n from [3, §3] to reduce to the compact case). Refer to Proposition 2.1 in place of C.9 (and the obvious corollary to Proposition 2.1 in place of C.10). To see that the resulting function has controlled derivatives, use the fact that the unary smooth definable functions and the function h provided by Proposition 2.1 have controlled derivatives, and use Proposition 2.2.
Controlling derivatives in the Pfaffian closure
In this section we prove Theorem 1.3. For the moment, let R be any o-minimal expansion of the real field, and let P(R) denote the Pfaffian closure of R. We use results from ( [6] ). First we recall some definitions and notation.
For p ≤ n, we let G p n be the Grassmannian of all p-dimensional vector subspaces of R n . Then G p n is a non-singular real algebraic variety and hence a real analytic manifold. It has a natural analytic embedding in the space of all n × n matrices. See [1] for details. We identify G p n with its image in the space of n × n matrices. Fix k ∈ {1, 2, . . . , ∞} and let M ⊆ R n be an embedded C k -submanifold.
x ∈ X. Note that we do not assume that integral manifolds are maximal. A vector
be the set of all C 1 vector fields on M which are tangent to D and let
where [v, w] is the Lie bracket of v and w. We say that D is integrable if I(D) = M .
We say that M ⊆ R n is an R-definable submanifold if M is an embedded C 1 submanifold of R n and an R-definable set. We need several results of Lion and Speissegger.
Theorem 3.2 (Corollary 5.2 in [6]). Suppose that
S ⊆ R n is definable in P(R). Then there are C 1 cells S 1 , . . . , S k , definable in P(R) with S = S 1 ∪· · ·∪S k such that for each S = S i the following holds: there exist N ≥ n, an R-definable manifold M ⊆ R N , an integrable C 1 R-definable p-distribution D on M where p = dim S , and a C 1 cell X ⊆ M definable in P(R) such that X is an integral manifold of D and S = π n (X).
Theorem 3.3 (Corollary 5.4 in [6]). If R has smooth cell decomposition, then so does P(R).
We now assume that R has smooth cell decomposition. 
for all x ∈ C and each i = 1, . . . , n.
Proof. Apply Theorem 3.2 to the graph of f . Then it suffices to prove the result for the restriction of f to each of the resulting cells. Hence we may suppose that we have
Using smooth cell decomposition in the structures R and P(R), we may suppose that all of the above data is smooth. In particular, we may assume that the projection map π = π n : R N → R n restricts to a diffeomorphism of X onto U .
For each y ∈ X, there is an induced isomorphism π * : T y X → T π(y) U = T π(y) R n . Note that for x ∈ U and i = 1, . . . , n, the image under π * of the tangent vector 0, . . . , 0, 1, 0, . . . , 0,
is the standard basis vector 0, . . . , 0, 1, 0, . . . , 0 in R n . Let Y be the set of points y ∈ M such that there is a unique basis of D(y) which maps to the standard basis of
Let P be the R-definable map which takes each y ∈ Y to the corresponding basis for all x ∈ U and i = 1, . . . , n. The result now follows from smooth cell decomposition (in R). Proof. This is an easy computation using the chain rule and the fact that R has piecewise controlled derivatives.
Combining the results of this section, we obtain the following. 
