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Abstract
Let G be an Abelian group admitting a homomorphism α :Z→G such that the induced homo-
morphisms α⊗ id :Z⊗G→G⊗G and α∗ : Hom(G,G)→Hom(Z,G) are isomorphisms. We show
that for every simplicial complex L there exists an Edwards–Walsh resolution ω : EWG(L,n)→|L|.
As applications of it we give several resolution theorems. In particular, we have
Theorem. Let G be an arbitrary Abelian group. For every compactum X with c-dimGX  n there
exists a G-acyclic map f :Z→X from a compactum Z with dimZ  n+ 2 and c-dimGZ  n+ 1.
Our methods determine other results as well. If the group G is cyclic, then one can obtain Z
with dimZ  n. In certain other cases, depending on G, we may resolve X in such a manner that
dimZ  n+ 1 and c-dimGZ  n.  2002 Elsevier Science B.V. All rights reserved.
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Keywords: Cohomological dimension; Acyclic resolution; Edwards–Walsh resolution
1. Introduction
The purpose of this paper is to show the existence of acyclic resolutions of compacta
with finite cohomological dimension. A compactum X is said to have cohomological
dimension at most n with respect to an Abelian group G, written c-dimGX  n, provided
that the ˇCech cohomology groups Hˇ q(X,A;G) = 0 for all q  n + 1 and all closed
* Current address: Department of Mathematics and Computer Science, Interdisciplinary Faculty of Science and
Engineering, Shimane University, Matsue, 690-8504, Japan.
E-mail addresses: koyama@cc.osaka-kyoiku.ac.jp (A. Koyama), yokoi@math.shimane-u.ac.jp (K. Yokoi).
1 The second author was partially supported by the University of Tsukuba Research Projects and the Ministry
of Education, Science, Sports and Culture, Grant-in-Aid for Encouragement of Young Scientists (No. 11740035,
1999–2000).
0166-8641/02/$ – see front matter  2002 Elsevier Science B.V. All rights reserved.
PII: S0166-8641(01)0 00 15 -3
176 A. Koyama, K. Yokoi / Topology and its Applications 120 (2002) 175–204
subsets A of X. An equivalent formulation of the definition is given as the solution of
an extension problem. Namely, c-dimGX  n provided that every map f :A→ K(G,n)
of a closed subset A of X to an Eilenberg–MacLane space K(G,n) extends to a map
F :X→K(G,n).
Recent progress of cohomological dimension theory was motivated by Edwards’
contribution. He established the equivalence between the problem, due to Alexandroff
[1], of whether there exists a compactum with infinite covering dimension but finite
cohomological dimension and whether there exists a cell-like dimension-raising map. The
latter is the so-called Cell-like Mapping Problem. The key to producing the equivalence
was a characterization of cell-like images of n-dimensional compacta [11] (details can be
found in [18]):
Edwards Theorem. A compactum X has c-dimZX  n if and only if there exists a
compactum Z of dimension  n and a cell-like map f :Z→X.
We note that a map f is cell-like if all point inverses f−1(x) have trivial shape. In
particular, a cell-like map is Z-acyclic, where a compactum X is said to be G-acyclic for
an Abelian groupG if ˜ˇH ∗(X;G) is trivial for any dimension. Thus, we can regard the result
above as the Integral Resolution Theorem of compacta having finite integral cohomological
dimension. A similar characterization of compacta with finite cohomological dimension
modulo p was given by Dranishnikov [4,5]:
Modulo p Resolution Theorem. A compactum X has c-dimZ/pX  n if and only if
there exists a compactum Z of dimension  n and a UVn−1-map f :Z → X such that
Hˇ n(f−1(x);Z/p)= 0 for all x ∈X.
On the other hand, for the group of rationals Q there is no resolution theorem as
formulated above. It is known that a compactum X with c-dimQX = 1 and c-dimZX  2
does not admit a Q-acyclic resolution f :Z→ X with any one-dimensional compactum
Z (see 8.2 and 8.3 of [15]). In general, any compactum X with c-dimQX = n < c-dimZX
cannot be aQ-acyclic UVn−1-image of any n-dimensional compactum, because the map is
Z-acyclic, in fact, cell-like. However, Dranishnikov [7] showed the existence of Q-acyclic
resolutions of compacta having finite rational cohomological dimension:
Rational Resolution Theorem. Let X be a compactum with c-dimQX  n. Then there
exists a Q-acyclic map f :Z→X of a compactum Z with dimZ  n+ 1.
Additionally, if n > 1, c-dimQZ  n.
All results are based on the excellent idea by Edwards–Walsh which is called Edwards–
Walsh modification. Dydak–Walsh [9, Theorem 4.1] analyzed the modification and
investigated a general property of an Abelian group G that admits an Edwards–Walsh
resolution ω : EWG(L,n)→ |L| of a simplicial complex L. Then they asserted that for
n 2, k > n+ 1, and k-simplex σ , ω−1(σ ) is obtained from ω−1(∂σ ) by attaching cells
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whose dimension is greater than n+1, and its proof is based on [9, Lemma 4.4]. However,
the lemma is incorrect. For example, let us consider the identity map f = idSn :Sn → Sn
of the n-sphere on itself with a fixed triangulation L. Then for each simplex σ ∈ L and
each 0  s  n, H˜s(σ ;Z) = 0 = H˜s(σ ;G). However, if the lemma were valid, we could
have that
Z≈Hn
(
Sn;Z)≈Hn(Sn;G)≈G.
Hence we do not know whether their property of G implies the existence of an Edwards–
Walsh resolution.
In this paper we consider the following stronger property of G that induces the existence
of an Edwards–Walsh resolution of a simplicial complex: an Abelian group G has property
(EW) provided that there exists a homomorphism α :Z→G such that
(EW1) α⊗ id :Z⊗G→G⊗G is an isomorphism, and
(EW2) α∗ : Hom(G,G)→Hom(Z,G) is an isomorphism.
For such a group G we construct an Edwards–Walsh resolution ω : EWG(L,n)→ |L| of
each simplicial complex L.
As an application, we have a G-acyclic resolution theorem of compacta having finite
cohomological dimension with respect to an Abelian group G with property (EW):
Resolution Theorem I. Let G be an Abelian group satisfying (EW) and X a compactum
with c-dimGX  n. Then
(1) if G/ Imα is trivial, there exists a G-acyclic map f :Z→X from a compactum Z
with dimZ  n,
(2) if G/ Imα is not trivial and n 2, there exists a G-acyclic map f :Z→X from a
compactum Z with dimZ  n+ 1 and c-dimGZ  n.
WhenG is eitherZ orZ/p, we can apply case (1) using α = idZ or the natural projection
of Z onto Z/p. As the group Q has clearly property (EW), case (2) induces the Rational
Resolution Theorem. Thus we obtain a full generalization of known resolution theorems.
Moreover, we discuss resolution theorems of several types. As a general case we have the
following resolution theorem:
Resolution Theorem II. Let G be an arbitrary Abelian group. For every compactum
X with c-dimGX  n there exists a G-acyclic map f :Z → X of a compactum Z with
dimZ  n+ 2 and c-dimGZ  n+ 1.
By the dimension of a space X (denoted by dimX) we mean the covering dimension of
X. Z is the additive group of all integers andQ is the additive group of all rational numbers.
Z(P ) is the ring of integers localized at a subset P of P = {all prime numbers}. We denote
by Z/p and Z/p∞ the cyclic group of order p and the quasi-cyclic group of type p∞,
respectively. We use the symbol Gp for an Abelian group G to denote the p-primary part
of G; i.e., the subgroup of those elements of G which have the orders of powers of p.
For a brief historical view of cohomological dimension theory we refer readers to [8,12,
16].
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2. Edwards–Walsh resolutions of a simplicial complex
An important tool of characterizing compacta X with c-dimGX  n is an Edwards–
Walsh resolution ω : EWG(L,n) → |L| of a simplicial complex L. For G = Z these
resolutions were formally formulated in [18]. The relation of Edwards–Walsh resolutions
to cohomological dimension theory and their existence for certain other groups were
discussed in [6,9].
Definition 2.1. Let G be an Abelian group and L a simplicial complex. An Edwards–
Walsh resolution of L in the dimension n is a pair (EWG(L,n),ω) consisting of a CW-
complex EWG(L,n) and a combinatorial map ω : EWG(L,n)→|L| (that is, ω−1(|L′|) is
a subcomplex for each subcomplex L′ of L) such that
(i) ω−1(|L(n)|)= |L(n)| and ω||L(n)| is the identity map of |L(n)| onto itself,
(ii) for every simplex σ of L with dimσ > n, the preimage ω−1(σ ) is an Eilenberg–
MacLane space of type (
⊕
G,n), where the sum here is finite, and
(iii) for every subcomplex L′ of L and every map f : |L′| →K(G,n), the composite
f ◦ω|ω−1(|L′|) :ω−1
(|L′|)→K(G,n)
of ω|ω−1(|L′|) and f extends to a map
F : EWG(L,n)→K(G,n).
Dydak–Walsh [9] mentioned a property of Abelian groups that implies the existence of
Edwards–Walsh resolutions of an arbitrary finite simplicial complex. But we need to add
more induction steps to kill torsion groups. Here we construct Edwards–Walsh resolutions
of a simplicial complex with respect to Abelian groups with property (EW). Although
property (EW) is stronger than the one mentioned in [9], the groups Z, Z/p, Q and Z(P )
still have property (EW). We prove fundamental properties of property (EW) needed later:
Lemma 2.2. Let G be an Abelian group with property (EW) in the Introduction. Then we
have the following properties.
(i) The group G/ Imα is a torsion group and (G/ Imα)⊗G= 0.
(ii) If Imα is an infinite cyclic group, G is torsion-free.
(iii) If Imα is a finite cyclic group, G= Imα.
(iv) If G/ Imα is not trivial, Ext(G,G)= Ext(G/ Imα,G)= 0.
Proof. (i) Let us consider the exact sequence:
Z
α→G→G/ Im→ 0.
Since the tensor product is right exact, we have (G/ Imα)⊗G= 0 by property (EW1). If
G/ Imα has an element of infinite order, so does G. However, this is a contradiction to the
triviality of (G/ Imα)⊗G. Namely, G/ Imα should be a torsion group.
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(ii) Assume that Gp = 0 for some prime number p, where Gp is the p-primary
component of G. We note that (Imα) ∩Gp = {0}. We first suppose that Gp is divisible
by p. Then, since the group Z/p∞ is divisible, G ≈ Z/p∞ ⊕ B for some subgroup B .
Hence G/ Imα ≈ Z/p∞ ⊕ (B/ Imα). Therefore Hom(G/ Imα,G) contains a copy of the
non-trivial group Hom(Z/p∞,Z/p∞).
However, considering the exact sequence in the proof of (i), we have the exact sequence:
0→Hom(G/ Imα,G)→Hom(G,G) α∗−→Hom(Z,G).
Then the injectiveness of (EW2) implies that Hom(G/ Imα,G) = 0. Thus, we have a
contradiction.
Next, we suppose that Gp is not divisible by p. Then G≈ Z/pk⊕C for some k  1 and
some subgroupC of G by [17]. HenceG/ Imα ≈ Z/pk⊕(C/ Imα). But as (G/ Imα)⊗G
contains a copy of the non-trivial group Z/pk ⊗Z/pk , we have a contradiction to (i).
It follows that G is torsion free.
(iii) The assumption means that Imα = Z/q for some positive integer q . Then we have
by property (EW1)
G≈ Z⊗G≈ (Imα)⊗G≈G/qG.
Namely, G=Gq . Hence G can be represented as
G=Gp1 ⊕ · · · ⊕Gpm,
where q = pk11 × · · · × pkmm for some prime numbers p1, . . . , pm and positive integers
k1, . . . , km. Suppose that some Gpi contains a copy of Z/p∞i . Then both G and G/ Imα
contain a copy of Z/p∞i as direct summands. However we have a contradiction by the
same argument as that in (ii). Hence no Gpi contains a copy of Z/p∞i . Particularly, no Gpi
is divisible.
If Imα = G, then G/ Imα is a non-trivial torsion group by (i) and the order of each
element is a divisor of q . Hence some (G/ Imα)pi is non-trivial. Moreover (G/ Imα)pi
is not divisible, because Gpi does not contain a copy of Z/p∞i and Imα is finite. Hence
G contains a copy of Z/pki , and G/ Imα contains a copy of Z/p
!
i as direct summands by
[17]. But it induces a contradiction to (G/ Imα)⊗G= 0. Therefore Imα =G.
(iv) By (iii) and (ii), it suffices to show that if (EW) holds and G is torsion free, then
Ext(G,G)= Ext(G/ Imα,G)= 0. Let us consider the short exact sequences:
0−→ Imα i−→G ϕ−→G/ Imα −→ 0,
and
0−→G j−→D(G) ψ−→D(G)/G−→ 0,
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where D(G) is the divisible hull of G, and i , j and ϕ, ψ are suitable inclusions and natural
projections, respectively. Then we have the following diagram of exact sequences:
Hom(G,G)
i∗ ≈
Hom(Imα,G)
Hom(G/ Imα,D(G))
ψ∗ Hom(G/ Imα,D(G)/G) ≈ Ext(G/ Imα,G) j∗
ϕ∗ ≈
Ext(G/ Imα,D(G))= 0
Ext(G,G)
Ext(Imα,G)
‖
0
In the vertical sequence, we have Hom(G,G)≈ Hom(Imα,G) by (EW2), and Ext(Imα,
G)= 0, because Imα is an infinite cyclic group. Hence Ext(G/ Imα,G)≈ Ext(G,G). In
the horizontal sequence, Hom(G/ Imα,D(G)) = 0, because G/ Imα is a torsion group
and the divisible hull D(G) of the torsion free group G is torsion free. It follows that
Ext(G,G)≈ Ext(G/ Imα,G)≈Hom(G/ Imα,D(G)/G). As G/ Imα is a torsion group,
the group on the right hand side is isomorphic to∏
p
Hom
(
(G/ Imα)p, (D(G)/G)p
)
.
On the other hand, we consider the following exact sequence:
Tor
(
G/ Imα,D(G)
) ψ∗−→ Tor(G/ Imα,D(G)/G)→ (G/ Imα)⊗G
j∗−→ (G/ Imα)⊗D(G).
Tor(G/ Imα,D(G)) = 0, because D(G) is torsion free, and (G/ Imα) ⊗ G = 0 by (i).
Hence,
0= Tor(G/ Imα,D(G)/G)=⊕
p
Tor
(
(G/ Imα)p,
(
D(G)/G
)
p
)
.
It follows from [10, Lemma 1.4] that 0=Hom(G/ Imα,D(G)/G). ✷
In the rest of this section, we construct Edwards–Walsh resolutions of a simplicial
complex with respect to an Abelian group with property (EW). We make use of an
argument similar to Dydak–Walsh [9, Theorem 4.1]. Here we state again it, as it is the
key to proving our resolution theorems of compacta.
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Theorem 2.3 (cf. [9]). Let G be an Abelian group with property (EW). Then for any n 1
and any simplicial complexL, there exists an Edwards–Walsh resolution ω : EWG(L,n)→
|L|. Furthermore;
(1) if G/ Imα is trivial, then for n 2, k > n+ 1, and each k-simplex σ of L, ω−1(σ )
is obtained from ω−1(∂σ ) by attaching cells whose dimension is greater than n+ 1,
(2) if G/ Imα is not trivial, then for n 2, k > n+1, and k-simplex σ of L, the (n+1)-
skeleton of ω−1(σ ) is obtained from ω−1(σ (n+1)) by attaching (n + 1)-cells by
means of maps β : ∂Bn+1 → ω−1(σ (n+1)) which induce elements of finite order in
πn(ω
−1(σ (n+1))).
Before showing our theorem, we state a fact by Dydak–Walsh [9].
Proposition 2.4 [9, Lemma 4.3]. Let H be a given Abelian group and n 1 be an integer.
Let ϕ : K˜ → |K| be a combinatorial map from a CW-complex K˜ to a simplicial complex
K . If, for each simplex σ ∈K , the inclusion-induced homomorphismHi(ϕ−1(σ (n));H)→
Hi(ϕ
−1(σ );H) is an isomorphism for every 0  i  n, then, for any subcomplex M ⊆
K , the inclusion-induced homomorphism Hi(ϕ−1(M(n));H)→ Hi(ϕ−1(M);H) is an
isomorphism for every 0 i  n.
Proof of Theorem 2.3. We shall produce a proof in case (2). For the case of (1), see [18,
4], or we can use the argument below.
For the construction, we need to add one more condition:
(iv) for each simplex σ ∈ L of dimension greater than n and k  n, the inclusion-
induced homomorphism Hk(ω−1(σ (n));G)→Hk(ω−1(σ );G), and the homomor-
phism H˜k(ω−1(σ );Z)→ H˜k(ω−1(σ );G) induced by α are isomorphisms.
We first consider the case n > 1 and dimL <∞. Proceed by induction on m= dimL.
If m n, we define EWG(L,n)= |L| and ω = id|L|.
Suppose that m = n + 1. For each (n + 1)-simplex σ ∈ L, we consider the homo-
morphism α as a homomorphism α :πn(∂σ)→ πn(K(G,n)) which is induced by a map
gα : ∂σ →K(G,n). Attaching via the identity map the mapping cylinder M(σ) of the map
gα on the subcomplex ∂σ of |L(n)| for each (n+ 1)-simplex σ and employing the weak
topology, we have the complex EWG(L(n+1), n). The map ω is chosen so that
ω
(
M(σ) \ ∂σ )⊆ σ \ ∂σ, (∗)
and ω is an extension of the identity map id|L(n)|. Conditions (i) and (ii) of Definition 2.1 are
trivial. To check condition (iii) of Definition 2.1, it suffices to show that for each simplex
σ ∈ L with dimσ = n + 1, the inclusion-induced homomorphism Hn(ω−1(σ );G)→
Hn(ω−1(∂σ );G) is an epimorphism. It follows easily from the universal coefficient
theorem for cohomology and the surjectiveness of (EW2). We next show condition (iv)
above. For k  n − 1, it follows from the connectedness and the triviality of homology
groups. For k = n, we easily see those isomorphisms by using the universal coefficient
theorem for homology and property (EW1) (details can be found in [9, p. 336]).
Next, we consider the case m= n+2, and inductively suppose that we have constructed
the Edwards–Walsh resolution ω : EWG(L(n+1), n)→ |L(n+1)| with condition (iv). Then
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for each (n+ 2)-simplex σ ∈ L, the homology group Hn(ω−1(∂σ );Z) can be determined
as follows:
Fact 1. Hn(ω−1(∂σ );Z)≈ (G/ Imα)⊕G⊕ · · · ⊕G︸ ︷︷ ︸
n+2
.
Proof. We write ∂σ as the union σ0 ∪ σ1 ∪ · · · ∪ σn+2, where each σi is an (n+ 1)-face of
σ . Then we have, by the previous construction,
ω−1(∂σ )=M(σ0)∪M(σ1)∪ · · · ∪M(σn+2)
and
M(σi)∩M(σj )= σi ∩ σj for each pair i, j ∈ {0,1, . . . , n+ 2}.
The following is easily obtained by the routine work of using Mayer–Vietoris exact
sequences:
Hn
(
M(σ1)∪ · · · ∪M(σn+2);Z
) ≈ Hn(M(σ1);Z)⊕· · · ⊕Hn(M(σn+2);Z)
≈ G⊕ · · · ⊕G︸ ︷︷ ︸
n+2
.
Next, let us take the following Mayer–Vietoris sequence of the pair (M(σ0),M(σ1)∪ · · ·∪
M(σn+2)):
Hn
(
M(σ0)∩
(
M(σ1)∪ · · · ∪M(σn+2)
);Z)
(i∗,−j∗)−→ Hn
(
M(σ0);Z
)⊕Hn(M(σ1)∪ · · · ∪M(σn+2);Z)
k∗+l∗−→ Hn
(
ω−1(∂σ );Z) ∂→Hn−1(M(σ0) ∩ (M(σ1) ∪ · · · ∪M(σn+2));Z)→ ·· · ,
where i , j , k and l are suitable inclusion maps. Since ∂σ0 = M(σ0) ∩ (M(σ1) ∪ · · · ∪
M(σn+2)), the sequence above can be reduced to the next exact sequence:
Z
∆α−→G⊕ · · · ⊕G︸ ︷︷ ︸
n+3
→Hn
(
ω−1(∂σ );Z)→ 0, (∗∗)
where ∆α is the homomorphism given by ∆α(j) = (α(j),−α(j), . . . ,−α(j)). Hence it
suffices to see that
G⊕G⊕ · · · ⊕G︸ ︷︷ ︸
n+3
/ Im∆α ≈ (G/ Imα)⊕G⊕ · · · ⊕G︸ ︷︷ ︸
n+2
.
The homomorphism
h :G⊕G⊕ · · · ⊕G︸ ︷︷ ︸
n+3
→ (G/ Imα)⊕G⊕ · · · ⊕G︸ ︷︷ ︸
n+2
given by
h(x0, x1, . . . , xn+2)=
([x0], x1 + x0, . . . , xn+2 + x0),
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where [x], x ∈ G, is the equivalence class of x in G/ Imα, clearly induces a homomor-
phism h˜ : (G⊕ · · · ⊕G)/ Im∆α → (G/ Imα)⊕G⊕ · · · ⊕G. Then we have easily that h˜
is an isomorphism. ✷
Let us return to the construction. Recall that σ ∈ L with dimσ = n+ 2. We have that
ω−1(∂σ ) is simply connected, and H˜k(ω−1(∂σ );Z) is trivial for k  n − 1 by using the
Mayer–Vietoris exact sequence of dimension k  n− 1 in the proof of Fact 1. Hence
πn
(
ω−1(∂σ )
)= (G/ Imα)⊕( n+2⊕
1
G
)
by the Hurewicz isomorphism theorem and Fact 1. Therefore we can construct an
Eilenberg–MacLane space of type (
⊕n+2
1 G,n) from ω−1(∂σ ) by attaching (n+ 1)-cells
to kill the torsion subgroup G/ Imα, and next attaching cells of dimension  n+ 2 to kill
higher-dimensional homotopy groups. Moreover, extend the map ω such that the interior
of each cell used to construct the Eilenberg–MacLane space is mapped into σ \ ∂σ . We use
the same notation ω for the extension.
Conditions (i) and (ii) of Definition 2.1 have been built in. We are checking condi-
tion (iii) of Definition 2.1. For a given subcomplex L′ of L and a map f : |L′| →K(G,n),
f can be extended to a map f1 : |L′ ∪ L(n)| → K(G,n) by properties of K(G,n). We
shall show that f1 ◦ ω|ω−1(|L′∪L(n)|) :ω−1(|L′ ∪ L(n)|)→ K(G,n) extends to a map of
EWG(L(n+2), n) to K(G,n). Applying the construction when m= n+ 1, one can see that
the map f1 ◦ω|ω−1(|L′∪L(n)|) extends to a map f2 :ω−1(|L′ ∪L(n+1)|)→K(G,n). Hence it
suffices to show that for every (n+2)-simplex σ ∈ L\L′, the map f2|ω−1(∂σ ) :ω−1(∂σ )→
K(G,n) can extend over ω−1(σ ). By the construction,
ω−1(σ )(n+1) = ω−1(∂σ )(n+1) ∪
⋃
βi
Bn+1,
where βi represents an element of G/ Imα in πn(ω−1(∂σ )). Then we have f∗([βi])= 0 in
πn(K(G,n)) for any map f :ω−1(∂σ )→K(G,n), because Hom(G/ Imα,G)= 0 which
is by (i) and (ii) of Lemma 2.2. Hence f2|ω−1(∂σ ) can extend on ω−1(σ )(n+1). Therefore
we have an extension fσ :ω−1(σ )→K(G,n) by the triviality of higher homotopy groups
of K(G,n).
We shall study the first part of condition (iv). It suffices to show it in the case of
dimσ = n+2. For k  n−1, it follows from the triviality of the groups H˜k(ω−1(σ (n));G)
and H˜k(ω−1(σ );G) for k  n− 1. For k = n, Proposition 2.4 applied to the subcomplex
∂σ of L(n+1) shows that
Hn
(
ω−1
(
σ (n)
);G)=Hn(ω−1(∂σ (n));G)≈Hn(ω−1(∂σ );G).
We also consider the following commutative square of the universal coefficient laws:
Hn(ω
−1(∂σ );Z)⊗G ≈ Hn(ω−1(∂σ );G)
Hn(ω
−1(σ );Z)⊗G ≈ Hn(ω−1(σ );G)
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Then the left vertical homomorphism is an isomorphism by Fact 1, the construction of
ω−1(σ ) and Lemma 2.2(i). Hence the right vertical homomorphism is an isomorphism.
The two isomorphisms above show the first part of (iv). The second part of (iv) is easily
obtained, as in case dimσ = n+ 1, from the Universal Coefficient Theorem, the Hurewicz
isomorphism theorem and the fact, which is induced by property (EW1), that the induced
homomorphism (
⊕
G)⊗Z→ (⊕G)⊗G by α is an isomorphism:
Hn(ω
−1(σ );Z)⊗Z ≈ Hn(ω−1(σ );Z)
Hn(ω
−1(σ );Z)⊗G ≈ Hn(ω−1(σ );G)
Finally we consider the case m n+ 3. Suppose that we have constructed the Edwards–
Walsh resolution ω : EWG(L(m−1), n)→|L(m−1)|with condition (iv). Then we shall show:
Fact 2. Hn(ω−1(∂σ );Z)≈G⊕ · · · ⊕G︸ ︷︷ ︸
rankHn(σ (n);Z)
for any m-simplex σ of L.
Proof. It will follow from the next series of isomorphisms:
Hn
(
ω−1(∂σ );Z)≈Hn(ω−1(∂σ );G)≈Hn(ω−1(σ (n));G)=Hn(σ (n);G),
where the first homomorphism is induced by α and the second one is by the inclusion.
Let us prove that the first one is an isomorphism. For that purpose we shall show by
induction that for any face τ  σ with dimτ  n+3,Hn(ω−1(∂τ );Z)→Hn(ω−1(∂τ );G)
induced by α is an isomorphism.
Let dimτ = n+ 3. We write ∂τ as the union τ0 ∪ τ1 ∪ · · · ∪ τn+3, where each τi is an
(n+2)-face of τ . Then we have the following commutative diagram of the Mayer–Vietoris
exact sequences, one using Z-coefficients and the other G-coefficients:
Hn(ω
−1(∂τ0);Z) Hn(ω−1(τ0);Z)⊕Hn(ω−1(τ1 ∪ · · · ∪ τn+3);Z)
≈
Hn(ω
−1(∂τ);Z) 0
Hn(ω
−1(∂τ0);G) Hn(ω−1(τ0);G)⊕Hn(ω−1(τ1 ∪ · · · ∪ τn+3);G) Hn(ω−1(∂τ);G) 0
(#)
The middle vertical homomorphism is an isomorphism by the second part of condi-
tion (iv) and a usual inductive calculation of Mayer–Vietoris sequences. Here, the left
vertical homomorphism is not an isomorphism by Fact 1. However, applying the short
exact sequence (∗∗), we have the commutative diagram with exact rows:
(
⊕n+3
1 G)⊗Z
id⊗α
Hn(ω
−1(∂τ0);Z)⊗Z
id⊗α
0
(
⊕n+3
1 G)⊗G Hn(ω−1(∂τ0);Z)⊗G 0
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Hence we have the next commutative diagram with exact rows by using the Universal
Coefficient Theorem and the left vertical homomorphism above:
(
⊕
G)⊗ Z
id⊗α≈
Hn(ω
−1(τ0);Z)⊕Hn(ω−1(τ1 ∪ · · · ∪ τn+3);Z)
≈
Hn(ω
−1(∂τ);Z) 0
(
⊕
G)⊗G Hn(ω−1(τ0);G)⊕Hn(ω−1(τ1 ∪ · · · ∪ τn+3);G) Hn(ω−1(∂τ);G) 0
Therefore the right vertical homomorphism is an isomorphism by property (EW1) and the
five-lemma.
Suppose that we have showed Hn(ω−1(∂τ );Z)→Hn(ω−1(∂τ );G) is an isomorphism
for dim τ < k m. Let dim τ = k. Then proceed as in the preceding proof. Here we note
that in case dim τ > n+ 3, the left vertical homomorphism in (.) is an isomorphism by the
inductive assumption. As a result, the first homomorphism is an isomorphism.
Next we shall show the second isomorphism. Let us consider the subcomplex ∂σ of
L(m−1). For the Edwards–Walsh resolution ω : EWG(L(m−1), n)→ |L(m−1)|, the first part
of condition (iv) induces the required assumption of Proposition 2.4. Hence Hn(σ (n);G)=
Hn(ω
−1(∂σ (n));G)≈Hn(ω−1(∂σ );G). ✷
Let us return to the construction. Recall that m  n + 3. We have πn(ω−1(∂σ )) =
G⊕· · ·⊕G for everym-simplex σ of L by Fact 2 and the Hurewicz isomorphism theorem,
as in the case of m= n+ 2. Hence we can construct an Edwards–Walsh resolution of L(m)
by attaching cells of dimension of greater than n+ 1 and extending the map ω such that
the interior of new cell is mapped into σ \ ∂σ , as in the construction of case m = n+ 2.
The extending map satisfies the property:
ω
(
EWG
(
L(m), n
) \ EWG(L(m−1), n))⊆ ∣∣L(m)∣∣ \ ∣∣L(m−1)∣∣.
Here we note that
ω−1(∂σ )(n+1) = ω−1(σ )(n+1) (/)
for any m-simplex σ of L. Then conditions (i) and (ii) of Definition 2.1 for L= L(m) are
easily seen to be true. Condition (iii) of Definition 2.1 follows from (/) and properties of
K(G,n). For the first part of condition (iv), it suffices to show it in the case of dimσ =m.
For k  n, the isomorphism follows from the next series of isomorphisms:
Hk
(
ω−1
(
σ (n)
);G)=Hk(ω−1(∂σ (n));G)≈Hk(ω−1(∂σ );G)≈Hk(ω−1(σ );G),
where the first isomorphism is by Proposition 2.4 and our inductive assumption, and the
second is by (/). The second part of (iv) is easily obtained, as before, from the Universal
Coefficient Theorem, the Hurewicz isomorphism theorem and the fact, which is induced
by property (EW1), that the induced homomorphism (
⊕
G)⊗ Z→ (⊕G)⊗G by α is
an isomorphism.
If dimL = ∞, by applying the previous construction inductively, we can have a
sequence {Ei}i0 of Edwards–Walsh complexes along with respective maps ωi to |L(n+i)|
in such a manner that
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(i) E0 ⊆E1 ⊆E2 ⊆ · · · ,
(ii) ωi+1|Ei = ωi :Ei → |L(n+i)|, and
(iii) ω−1i+1(|L(n+i)|)=Ei .
Then, taking direct limits, we define
E =
⋃
i0
Ei, and ω :E→|L| by ω|Ei = ωi, i = 0,1,2, . . . .
The pair (E,ω) is clearly our desired Edwards–Walsh resolution.
In case n = 1, we apply the abelianization, that is, an abelianization of a CW-complex
K means a CW-complex Ab(K) obtained from K by attaching 2-dimensional cells to
kill all non-trivial commutators of π1(K). Then the inclusion-induced homomorphism
π1(K)→ π1(Ab(K)) is the homomorphism of the abelianization of the fundamental group
π1(K). We also note (assumingK is connected) that the inclusion-induced homomorphism
H1(K)→ H1(Ab(K)) is an isomorphism, the Hurewicz homomorphism π1(Ab(K))→
H1(Ab(K)) is an isomorphism and the following diagram is commutative:
π1(K) π1(Ab(K))
≈
H1(K) ≈ H1(Ab(K))
where the vertical homomorphisms are the Hurewicz ones.
Essentially, the strategy of the construction is the same as the case n 2. Here we shall
give only an outline.
If dimL = 2, EWG(L,1) consists of mapping cylinders M(σ) of the map gα attached
to the 1-skeleton |L(1)|, as in the case of n 2. Then (i)–(iii) of Definition 2.1 and condi-
tion (iv) are similarly seen.
Let dimL = 3. Suppose that we have constructed the Edwards–Walsh resolution
ω : EWG(L(2),1)→ |L(2)| with condition (iv). Then for each 3-simplex σ ∈ L the one-
dimensional homology group is
H1
(
ω−1(∂σ );Z)≈ (G/ Imα)⊕G⊕ · · · ⊕G
by the same way as the proof of Fact 1. After abelianizing the complex, we have
π1
(
Ab
(
ω−1(∂σ )
))≈H1(Ab(ω−1(∂σ ));Z)≈H1(ω−1(∂σ );Z).
Therefore we can construct an Eilenberg–MacLane space of type (
⊕
G,n) from
Ab(ω−1(∂σ )) by attaching 2-cells to kill the torsion subgroup G/ Imα, and next attaching
cells of dimension  3 to kill higher dimensional homotopy groups. Moreover, extend the
map ω such that the interior of each new cell is mapped into σ \ ∂σ . We use the same
notation ω for the extension.
Then we note that for each 3-simplex σ ∈L,
ω−1(σ )(2) =Ab(ω−1(∂σ )(2))∪⋃
βi
B2 =
(
ω−1(∂σ )(2) ∪
⋃
γj
D2
)
∪
⋃
βi
B2,
where the elements γj represent commutators of π1(ω−1(∂σ )) and βi induce torsion
elements of π1(Ab(ω−1(∂σ )))≈H1(Ab(ω−1(∂σ ))).
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It is straightforward to show that conditions (i) and (ii) of Definition 2.1 and condi-
tion (iv) hold. We also find condition (iii) of Definition 2.1, by an argument parallel to that
of the case n 2, after applications of
f∗
([γj ])= 0= g∗([βi]) in π1(K(G,1))
for any maps f :ω−1(∂σ )→ K(G,1) and g :ω−1(Ab(∂σ ))→ K(G,1), which are by
commutativity of G and Hom(G/ Imα,G)= 0, respectively.
For a higher dimensional complex, following the case dimL = 3, we can construct an
Edwards–Walsh resolution in the dimension one. ✷
The next fact is clearly obtained by the definition. But as we shall implicitly use it in the
proof of Theorem 3.1, we should state it here.
Proposition 2.5. Let L be a subcomplex of a simplicial complex K . Suppose that
ω : EWG(K,n) → |K| is an Edwards–Walsh resolution of K . Then the restriction
ω|ω−1(|L|) :ω−1(|L|)→|L| is an Edwards–Walsh resolution of L.
3. Acyclic resolutions of compacta: Case of a group G having property (EW)
As an application of Edwards–Walsh resolutions we shall give a resolution theorem of
compacta having finite cohomological dimension with respect to an Abelian group having
property (EW).
Theorem 3.1. Let G be an Abelian group with property (EW). For a compactum X with
c-dimGX  n, we have
(1) if G/ Imα is trivial, there exists a G-acyclic map f :Z→X from a compactum Z
with dimZ  n,
(2) if G/ Imα is not trivial and n > 1, there exists a G-acyclic map f :Z→X from a
compactum Z with dimZ  n+ 1 and c-dimGZ  n.
Our proof in case (2) is based on Dranishnikov’s one [7]. Before showing our theorem,
we need some technical terms and the Lemma below (see section three of [6]). To conserve
notation in this section, where no confusion arises, let us use L= |L|whenL is a simplicial
complex.
Suppose that {Xi,pi+1i } is an inverse sequence of pointed compacta and base point
preserving bonding maps. Then for every m 1, there exists the natural embedding of the
product X1 × · · · ×Xm into the infinite product∏∞i=1 Xi . Thus, the sequence
X1
p21←−X2
p32←− · · · p
m
m−1←− Xm
defines an embedding of Xm into the product
m∏
i=1
Xi ⊆
∞∏
i=1
Xi.
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The inverse sequence {Xi,pi+1i } also defines an embedding of the limit space X in∏∞
i=1Xi . The projection p∞m :X → Xm coincides with the restriction on X of the
projection onto the factor
∞∏
i=1
Xi →
m∏
i=1
Xi.
We call this system of embeddings above in
∏∞
i=1Xi a realization of the inverse sequence
{Xi,pi+1i } in the product
∏∞
i=1Xi .
Let ρi be a metric on Xi and let us assume that
∑∞
i=1 diamρi [Xi]<∞. Then the formula
ρ({xi}, {yi})=∑∞i=1 ρi(xi, yi) defines a metric on the product∏∞i=1 Xi . We call the metric
ρ a brick metric.
Let M be a (finite) covering of a compactum X with a given metric ρ such that
IntM= {IntM: M ∈M} is a covering of X. The covering is called an interior covering.
By λρ(M) we denote a Lebesgue number of IntM with respect to ρ, that is, a positive
number r satisfying that the set {U(x; r): x ∈X} is a refinement of IntM, where U(x; ε)
is the ε-ball in X centered at x with respect to ρ. We put dρ(M)=max{diamM: M ∈M},
which is called the mesh of M. Here we note that there exists a Lebesgue number
λρ(M)  dρ(M). For a point x ∈ X, let Mx denote an arbitrary member Mx ∈M such
that x ∈U(x;λ(M))⊆Mx .
A known tool of constructing resolutions is the following lemma which is a parametric
version of Brown’s idea [3].
Lemma 3.2 [6]. Let X = lim←−{Ki,f
i+1
i } be the limit space of an inverse sequence of
compacta and suppose that the sequence is realized in
∏∞
i=1 Ki with the brick metric ρ on
it. Suppose Z = lim←−{Li, g
i+1
i } is the limit space of another inverse sequence of compacta
and for each i a finite interior covering Mi of Ki with the mesh di = dρ|Ki (Mi ) and a
Lebesgue number λi = λρ|Ki (Mi ) and a map ϕi :Li →Ki are defined such that
(1) ϕi(Li) ∩M = ∅ for every M ∈Mi ,
(2) the diagram
Li
ϕi
Li+1
gi+1i
ϕi+1
Ki Ki+1
f i+1i
is λi/4-commutative with respect to the brick metric ρ, i.e., ρ(ϕi ◦ gi+1i , f i+1i ◦
ϕi+1)= ρ|Ki (ϕi ◦ gi+1i , f i+1i ◦ ϕi+1) < λi/4, and
(3) di < λi−1/4< λi−1  di−1 and d1  1.
Then there exists a map ϕ :Z→X onto X such that for x ∈X the preimage ϕ−1(x) is the
limit space lim←−{ϕ
−1
i (Mxi ), q
i+1
i }, where xi = f∞i (x) ∈Ki and qi+1i = gi+1i |ϕ−1i+1(Mxi+1 ).
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The following proposition is from [9, Lemma 4.3], slightly reworded to the form in
which it will be used here. See [9] for a proof.
Proposition 3.3. Let π :E → L be a combinatorial map from a CW-complex E to a
simplicial complex L and ϕ :L→K a combinatorial map from L to a simplicial complex
K . Suppose that ω is a combinatorial extension of ϕ ◦π over a CW-complex E˜ containing
E as a subcomplex. If for each simplex σ ∈ K , the inclusion-induced homomorphism
Hk(π
−1(ϕ−1(σ )(n));G)→Hk(ω−1(σ );G) is an isomorphism for 0 k  n, then for any
subcomplex N of K , the inclusion-induced homomorphism Hk(π−1(ϕ−1(N)(n));G)→
Hk(ω
−1(N);G) is an isomorphism for 0 k  n.
Proof of Theorem 3.1. In case (1) G is a cyclic group. This case is covered in [4,11,18].
(See the Edwards Theorem and the Modulo p Resolution Theorem in the Introduction.)
To show the case (2) we use an argument similar to that of Dranishnikov in [7] and apply
Theorem 2.3. Specify an inverse sequence {(Pk,p∗k ),pk+1k } of pointed compact polyhedra
with limit space (X,∗); here we assume that each Pk is given a metric ρk with ρk < 1/2k .
We shall construct, by induction, two inverse sequences {Ki,f i+1i }, {Li, gi+1i } of pointed
compact polyhedra and base point preserving bonding maps and a sequence {ϕi :Li →Ki}
of maps such that X = lim←−{Ki,f
i+1
i }, (1)–(3) of Lemma 3.2 and certain properties below
are satisfied:
L1
ϕ1
L2
g21
ϕ2
· · · Lmg
m
m−1
ϕm
K1 K2
f 21
· · · Km
fmm−1
(Dm)
More precisely, we make a list of our desired properties to construct our resolution. On
each Ki we define an interior coveringMi , a triangulation τKi , a metric ρKi and a base
point x∗i . We also define on each Li a triangulation τLi and a metric ρLi satisfying the
following properties.
(1) For every i , there exists r(i)  i such that Ki = Pr(i), x∗i = p∗r(i), ρi = ρr(i),
f i+1i = pr(i+1)r(i) and if x ∈X, then xi = p∞r(i)(x), where p∞r(i) is the projection of X
to Pr(i).
(2) ϕi(Li)∩M = ∅ for every M ∈Mi , i.e., Lemma 3.2(1).
(3) The diagram
Li
ϕi
Li+1
gi+1i
ϕi+1
Ki Ki+1
f i+1i
is λi/4-commutative, where λi = λρKi (Mi ), i.e., Lemma 3.2(2).
(4) di < λi−1/4 < λi−1  di−1  1, where di = dρKi (Mi ), i.e., Lemma 3.2(3).
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(5) The homomorphism (qi+1i )∗ : H˜ ∗(ϕ−1i (Mxi );G)→ H˜ ∗(ϕ−1i+1(Mxi+1);G) is triv-
ial, where qi+1i = gi+1i |ϕ−1i+1(Mxi+1 ).
(6) All spaces Ki are embedded into the product space
∏m
j=1 Kj by the mapping
(f i1 , f
i
2 , . . . , f
i
i−1, idKi , x∗i+1, . . . , x∗m), where the metric ρKi is induced from the
brick metric ρ1 + · · · + ρm on the product, where ρj is the original metric on Kj
with diamρj [Kj ] 1/2j .
(7) meshρKi [τKi ] λi/16.
(8) Every M ∈Mi is a contractible subcomplex of Ki with respect to τKi .
(9) We form a partition τi of τ (n+1)Ki so that each (n + 1)-simplex of (Ki, τKi ) is
subdivided into a finite collection of (n+ 1)-cells. The complex Li is formed by
replacing some (n+ 1)-cells B of τi . In that case we attach an (n+ 1)-cell along
the boundary of a small regular neighborhood of ∂B (in B) by a map of nonzero
degree e, where e is a product of (prime) numbers from {p ∈ P : (G/ Imα)p = 0}.
Then ϕi is a map obtained by extending the identity on ∂B to a map taking the
attached cell into a point in the interior of B . Furthermore the only nontrivial fibre
above B is the attached cell.
(10) The procedure used in (9) is to be done so that Li can be given a triangulation τLi
in such a manner that each of the attached cells is the polyhedron of a subcomplex
of τLi and |τ (n)Ki | is spanned by a subcomplex of τ
(n)
Li
.
(11) The triangulations τLi and their metrics ρLi satisfy meshρLj [gij (τLi )] 1/2j for
every j  i .
(12) ϕ−1i (|τ (n)Ki |)= |τ
(n)
Ki
| and ϕi |ϕ−1i (|τ (n)Ki |) = id|τ (n)Ki |.
(13) ϕi(Li \ |τ (n)Ki |)⊆Ki \ |τ
(n)
Ki
|.
(14) gi+1i is combinatorial and gi+1i = ωτLi ◦ f¯i , where f¯i :Li+1 → EWG(τLi , n) is a
cellular map and ωτLi : EWG(τLi , n)→ Li is an Edwards–Walsh resolution.
Our construction is by induction. Let K1 = P1 with the metric ρK1 ≡ ρ1 ≡ ρ1. Put
x∗1 = p∗1 and r(1)= 1. Consider the finite interior coveringM1 of K1 by closed stars with
respect to the fixed triangulation of K1 and let λ1 = λρK1 (M1) be a Lebesgue number
such that λ1  d1 ≡ dρK1 (M1). Let τK1 be a subdivision of the triangulation above with
meshρK1 [τK1]< λ1/16 and τ1 be τ
(n+1)
K1
. Define L1 to be |τ1| = |τ (n+1)K1 | and ϕ1 :L1 ↪→K1
the inclusion. Choose a metric ρL1 on L1 and a subdivision τL1 of (L1, τ
(n+1)
K1
) with
meshρL1 [τL1]< 1/2. Then all properties are satisfied.
Suppose that we have constructed the diagram (Dm) satisfying properties (1)–(14). It
follows from the proof of Theorem 2.3 (see condition (iv)) that we have an Edwards–Walsh
resolution ωτLm : EWG(τLm,n)→ Lm such that for each σ ∈ τLm with dimσ = n+ 1 and
k  n, the inclusion-induced homomorphismHk(ω−1τLm (σ
(n));G)→Hk(ω−1τLm (σ );G), and
the homomorphism H˜k(ω−1τLm (σ );Z)→ H˜k(ω−1τLm (σ );G) induced by α are isomorphisms.
For simplicity, let us assume that the Edwards–Walsh resolution ωτLm has been constructed
in the manner specified in Theorem 2.3.
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We need to show the following claim in order to continue our construction. (One should
not assume that EWG(τKm,n) as follows is constructed in the same manner as in the proof
of Theorem 2.3.)
Claim. There exists an Edwards–Walsh resolution ωτKm : EWG(τKm,n)→ Km which is
an extension of the composite ϕm ◦ωτLm : EWG(τLm,n)→Lm → |τ (n+1)Km | of ωτLm and ϕm
such that
EWG(τKm,n)(n+1) = EWG(τLm,n)(n+1) ∪
(⋃
νq
)
∪
(⋃
hδ,a
Bn+1δ,a
)
,
where an (n+1)-cell νq is attached by a map ∂νq → (ϕm ◦ωτLm )−1(γ˜νq ) which represents
a generator of the torsion subgroup Z/q of πn((ϕm ◦ ωτLm )−1(γ˜νq )) such that γ˜νq is an
(n + 1)-cell of the partition τm, which is replaced by an (n + 1)-cell, where γ˜νq lies
in an (n + 1)-simplex of τKm (see (9) and Fact 1 below), and for an (n + 2)-simplex
δ ∈ τKm , the homotopy class of an attaching map hδ,a : ∂Bn+1δ,a → ω−1τKm (∂δ) is a torsion
element of πn((ϕm ◦ ωτLm )−1(∂δ)), whose order is a composite number made from the set
{p ∈ P : (G/ Imα)p = 0}.
Proof. The proof will be produced by an argument similar to but more delicate than that
of Theorem 2.3. We first note that
(ϕm ◦ ωτLm )−1
(∣∣τ (n)Km ∣∣)= ∣∣τ (n)Km ∣∣ and ϕm ◦ωτLm ||τ (n)Km | = id|τ (n)Km | .
We have by (9) and (10) that
(♦) for each (n+1)-simplex σ ∈ τKm , the partition τm subdivides σ into a finite number
of (n+ 1)-cells σ = δ1 ∪ · · · ∪ δs ∪ γ˜1 ∪ · · · ∪ γ˜t such that
ϕ−1m (σ)= δ1 ∪ · · · ∪ δs ∪ (∂γ˜1 ∪hq1 γ1)∪ · · · ∪ (∂γ˜t ∪hqt γt )
and
ϕ−1m (δi)= δi and ϕ−1m (γ˜j )= ∂γ˜j ∪hqj γj ,
where the attaching map hqj : ∂γj → ∂γ˜j is of degree qj and qj is a composite
number from the set {p ∈ P : (G/ Imα)p = 0}.
We note that
ωτLm |(ϕm◦ωτLm )−1(σ ) : (ϕm ◦ ωτLm )
−1(σ )→ ϕ−1m (σ)
is an Edwards–Walsh resolution of ϕ−1m (σ) with respect to the triangulation τLm restricted
to ϕ−1m (σ), and
πk
(
(ϕm ◦ ωτLm )−1(δi)
)≈ {0 for k  n− 1,⊕
G for k = n
(where the number of G-summands is finite) by Mayer–Vietoris exact sequences and the
Hurewicz isomorphism theorem.
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Next we shall consider the other case, that is, where δi is replaced by γ˜j on the left side
of the preceding relation.
Fact 1. Hn((ϕm ◦ωτLm )−1(γ˜j );Z)≈ Z/qj ⊕ (
⊕r
i=1 G).
Proof. By (10), we can represent γj as the union of (n+ 1)-simplexes η1, . . . , ηr . By the
construction (see the proof in the case of an (n + 1)-dimensional simplicial complex of
Theorem 2.3),
(ϕm ◦ ωτLm )−1(γ˜j )= ω−1τLm (∂γ˜j ∪hqj γj )= ∂γ˜j ∪hqj
(
M(η1)∪ · · · ∪M(ηr)
)
,
where M(ηi) is the mapping cylinder induced by α. Hence we have the following Mayer–
Vietoris exact sequence:
Hn(∂η1;Z) (i∗,−j∗)−−−−−→ Hn
(
M(η1);Z
)⊕Hn(M(η2)∪ · · · ∪M(ηr);Z)
k∗+l∗−−−−−→ Hn
(
(ϕm ◦ ωτLm )−1(γ˜j );Z
) ∂∗−→Hn−1(∂η1;Z)= 0,
where i , j , k and l are suitable inclusion maps. Then the sequence can be reduced to the
next exact sequence:
Z
∆−→G⊕Z⊕G⊕ · · · ⊕G︸ ︷︷ ︸
r−1
−→Hn
(
(ϕm ◦ωτLm )−1(γ˜j );Z
)−→ 0,
where ∆ is the homomorphism given by ∆(i)= (α(i),−qj i,−α(i), . . . ,−α(i)). Hence it
suffices to show that
G⊕Z⊕G⊕ · · · ⊕G︸ ︷︷ ︸
r−1
/ Im∆≈ Z/qj ⊕G⊕ · · · ⊕G︸ ︷︷ ︸
r
.
For that purpose we need the following algebraic fact:
Fact 2. The group G is divisible by qj .
Proof. By Lemma 2.2(i), G/ Imα is a torsion group. Hence we may describe the group as
follows:
G/ Imα ≈
⊕
(G/ Imα)p =0
(G/ Imα)p,
where p are prime numbers. It is enough to see that G is divisible by such prime numbers
p, because of (9).
Consider two cases. If (G/ Imα)p is divisible by p, then (G/ Imα)p is a direct sum
of quasi-cyclic groups Z/p∞ by the structure theorem of divisible groups. Hence 0 =
Z/p∞ ⊗G≈ lim−→{G/p
kG} by Lemma 2.2(i). Since G is torsion-free by Lemma 2.2(ii), it
follows that G= pG.
If (G/ Imα)p is not divisible by p, then (G/ Imα)p ≈ Z/pk ⊕ C for some k  1 and
some subgroupC by [17]. Hence Z/pk⊗G= 0 by Lemma 2.2(i), and thereforeG= pkG.
It means pG=G. Thus in either case we have Fact 2. ✷
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Now let us return to the proof of Fact 1. We note that for each x ∈ G, there exists a
unique element z ∈G such that qjz= x by Fact 2 and Lemma 2.2(ii). Here, we denote by
x/qj such z. We define the homomorphism h :G⊕Z⊕G⊕· · ·⊕G→ Z/qj⊕G⊕· · ·⊕G
by
h(x1, i, x2, . . . , xr)=
([i]qj , x1 + α(i)/qj , x2 + x1, x3 + x1, . . . , xr + x1),
where [i]qj , i ∈ Z, is the equivalence class of i in Z/qj . Here we note that the function
Z→G defined by i #→ α(i)/qj is a homomorphism by an application of Lemma 2.2(ii).
It is easy to see that h induces an isomorphism h˜ : (G ⊕ Z ⊕ G ⊕ · · · ⊕ G)/ Im∆ ≈
Z/qj ⊕G⊕ · · · ⊕G. Hence we have Fact 1. ✷
Note that (ϕm◦ωτLm )−1(γ˜j ) is simply connected and H˜k((ϕm◦ωτLm )−1(γ˜j );Z) is trivial
for k  n− 1. We have now, by Fact 1 and the Hurewicz isomorphism theorem, that
πk
(
(ϕm ◦ ωτLm )−1(γ˜j )
)≈ {0 for k  n− 1,
Z/qj ⊕ (⊕G) for k = n.
Attaching an (n+ 1)-cell νqj to (ϕm ◦ ωτLm )−1(γ˜j ) to kill the torsion subgroup Z/qj ,
we have a CW-complex L˜m containing EWG(τLm,n) as a subcomplex and a combinatorial
extension ω˜m : L˜m → |τ (n+1)Km | of ϕm ◦ ωτLm : EWG(τLm,n)→ |τLm| → |τ
(n+1)
Km
| such that
the interior of each cell νqj used to construct the CW-complex is mapped into γ˜i \ ∂γ˜i .
Let σ ∈ τ (n+1)Km with dimσ = n+ 1. Since ω˜−1m (σ) is simply connected and H˜k(ω˜−1m (σ);
Z) is trivial for k  n − 1 and H˜n(ω˜−1m (σ);Z) ≈
⊕
G which are true by an argument
using Mayer–Vietoris exact sequences and the construction above, then we have, by the
Hurewicz isomorphism theorem,
πk
(
ω˜−1m (σ)
)≈ {0 for k  n− 1,⊕
G for k = n.
Attaching cells of dimension  n + 2 to kill higher dimensional homotopy groups, we
can construct an Eilenberg–MacLane space of type (
⊕
G,n). Furthermore, extend ω˜m to
ωm such that the interior of each cell used to construct the Eilenberg–MacLane space is
mapped into σ \ ∂σ .
As a result, we have a CW-complex EWG(τ (n+1)Km ,n) containing EWG(τLm,n) as
a subcomplex and a combinatorial extension ωm : EWG(τ (n+1)Km ,n) → |τ
(n+1)
Km
| of ϕm ◦
ωτLm : EWG(τLm,n)→ |τLm | → |τ (n+1)Km |. We shall show that ωm is an Edwards–Walsh
resolution. Conditions (i) and (ii) in Definition 2.1 are trivial to confirm. We check
condition (iii) of Definition 2.1. By the construction,
EWG
(
τ
(n+1)
Km
,n
)(n+1) = EWG(τLm,n)(n+1) ∪⋃hqj νqj .
For every subcomplex K ′ with respect to τ (n+1)Km and map β :K
′ → K(G,n), the
map β ◦ ϕm ◦ ωτLm |(ϕm◦ωτLm )−1(K ′) : (ϕm ◦ ωτLm )
−1(K ′) → K(G,n) has an extension
β˜ : EWG(τLm,n)→K(G,n), becauseωτLm is an Edwards–Walsh resolution. Furthermore,
β˜ has an extension β¯ over EWG(τLm,n)∪EWG(τ (n+1)Km ,n)(n+1), because Hom(Z/qj ,G)=
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0 (for each j ) by Lemma 2.2(ii). Hence we have an extension of β¯ over EWG(τ (n+1)Km ,n)
by properties of K(G,n). Thus, the map ωm : EWG(τ (n+1)Km ,n)→ |τ
(n+1)
Km
| is an Edwards–
Walsh resolution of τ (n+1)Km .
We need an additional condition (v) below, which corresponds to condition (iv) in the
proof of Theorem 2.3, in order to continue our construction.
(v)l For each simplex σ ∈ τ (l)Km of dimension l greater than n and k  n, the
inclusion-induced homomorphism Hk(ω−1τLm (ϕ
−1
m (σ)
(n));G) → Hk(ω−1m (σ);G)
and the homomorphism H˜k(ω−1m (σ);Z) → H˜k(ω−1m (σ);G) induced by α are
isomorphisms, where ϕ−1m (σ)(n) is the n-skeleton of ϕ−1m (σ) with respect to τLm .
We shall study the first part of condition (v)l when l = n + 1. Let σ ∈ τ (n+1)Km with
dimσ = n+ 1. For k  n− 1, it follows from the connectedness of ω−1τLm (ϕ−1m (σ)(n)) and
ω−1m (σ) and the triviality of the groups Hk(ω−1τLm (ϕ
−1
m (σ)
(n));G) and Hk(ω−1m (σ);G) for
1 k  n− 1. For k = n, Proposition 2.4 applied to the subcomplex ϕ−1m (σ) of τLm shows
that Hn(ω−1τLm (ϕ
−1
m (σ)
(n));G) ≈ Hn(ω−1τLm (ϕ−1m (σ));G). We also consider the following
commutative square of the universal coefficient laws:
Hn(ω
−1
τLm
(ϕ−1m (σ));Z)⊗G ≈ Hn(ω−1τLm (ϕ−1m (σ));G)
Hn(ω
−1
m (σ);Z)⊗G ≈ Hn(ω−1m (σ);G)
Here we note that
ω−1m (σ)(n+1) = ω−1τLm
(
ϕ−1m (σ)
)(n+1) ∪⋃
hq
νq .
Thus it follows from Fact 2 that the left vertical homomorphism is an isomorphism. Hence
the right vertical homomorphism is an isomorphism. The second part of (v)n+1 is easily
obtained from the Universal Coefficient Theorem, the Hurewicz isomorphism theorem
and the fact that the induced homomorphism (
⊕
G) ⊗ Z→ (⊕G) ⊗ G by α is an
isomorphism.
Let us prepare to extend the map ωm over τ (n+2)Km . By the same way as in Fact 1 of
Theorem 2.3, we can see that for each (n+ 2)-simplex σ ∈ τKm ,
πn
(
ω−1m (∂σ)
)≈Hn(ω−1m (∂σ);Z))≈G/ Imα⊕G⊕ · · · ⊕G.
We have attached (n + 1)-cells to ω−1m (∂σ) to kill the torsion subgroup G/ Imα in the
proof of Theorem 2.3. However, we need a more delicate procedure so that we eventually
may secure property (14).
Fact 3. For each (n+ 2)-simplex σ ∈ τKm , the inclusion-induced homomorphism
i∗ :Hn
(
(ϕm ◦ ωτLm )−1(∂σ );Z
)→Hn(ω−1m (∂σ);Z)≈G/ Imα⊕G⊕ · · · ⊕G
is an epimorphism. Furthermore, for every element g of the subgroup G/ Imα, there exists
hg ∈Hn((ϕm ◦ ωτLm )−1(∂σ );Z) such that i∗(hg)= g and the order of the element hg is a
composite number made from the set {p ∈ P : (G/ Imα)p = 0}.
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Proof. By the previous construction, the partition τm subdivides ∂σ into a finite number
of (n+ 1)-cells ∂σ = δ1 ∪ · · · ∪ δs ∪ γ˜1 ∪ · · · ∪ γ˜t such that
ϕ−1m (∂σ)= δ1 ∪ · · · ∪ δs ∪ (∂γ˜1 ∪hq1 γ1)∪ · · · ∪ (∂γ˜t ∪hqt γt )
and
ϕ−1m (δi)= δi and ϕ−1m (γ˜j )= ∂γ˜j ∪hqj γj ,
where the attaching map hqj : ∂γj → ∂γ˜j is of degree qj and qj is a composite number
made from the set {p ∈ P : (G/ Imα)p = 0}.
If there are no γ˜j ’s, then ω−1m (∂σ) = (ϕm ◦ ωτLm )−1(∂σ ). Hence our assertion is
valid. Otherwise t  1. Consider the following exact sequence of the pair (ω−1m (∂σ),
(ϕm ◦ωτLm )−1(∂σ )):
Hn+1
(
ω−1m (∂σ), (ϕm ◦ ωτLm )−1(∂σ );Z
)
∂∗−→Hn
(
(ϕm ◦ ωτLm )−1(∂σ );Z
) i∗−→Hn(ω−1m (∂σ);Z)
−→Hn
(
ω−1m (∂σ), (ϕm ◦ωτLm )−1(∂σ );Z
)
.
We note that
ω−1m (∂σ)(n+1) = (ϕm ◦ ωτLm )−1(∂σ )(n+1) ∪
⋃t
1 hqj
νqj .
Thus i∗ is epimorphism, because Hn(ω−1m (∂σ), (ϕm ◦ ωτLm )−1(∂σ );Z) = 0. Let g ∈
G/ Imα with the order q . Then there exists hg ∈ Hn((ϕm ◦ ωτLm )−1(∂σ );Z) such that
i∗(hg) = g. Since i∗(qhg) = qi∗(hg) = qg = 0, qhg ∈ Ker i∗. Hence we have ξ ∈
Hn+1(ω−1m (∂σ), (ϕm ◦ ωτLm )−1(∂σ );Z) such that ∂∗(ξ) = qhg . By the construction, we
see 0 = q1 · · ·qt∂∗(ξ) = q1 · · ·qtqhg . Hence the order of hg is a composite number made
from the set {p ∈ P : (G/ Imα)p = 0}. ✷
We shall construct our Edwards–Walsh resolution by using Fact 3 above. We note by
the Hurewicz theorem that we can regard the homology groups as the homotopy groups
in dimensions  n. Attaching (n + 1)-cells to (ϕm ◦ ωτLm )−1(∂σ ) ⊆ ω−1m (∂σ) to kill
the element hg for each element g ∈ G/ Imα, where hg appears in Fact 3, and cells of
dimension  n + 2 to kill higher dimensional homotopy groups, we have an Eilenberg–
MacLane space of type (
⊕
G,n) by Fact 3. Next we extend the map ωm so that the interior
of each cell used to construct the Eilenberg–MacLane space is mapped into σ \ ∂σ . We
use the same notation ωm for the extension. We can easily check conditions (i)–(iii) of
Definition 2.1 by an argument similar to the proof of Theorem 2.3. Furthermore, we can
show condition (v)n+2 by using Proposition 3.3 instead of Proposition 2.4 in the proof of
Theorem 2.3.
Finally we consider the case l  n+ 3. Suppose that we have constructed the Edwards–
Walsh resolution ωm : EWG(τ (l−1)Km ,n)→|τ
(l−1)
Km
| with condition (v)l−1.
Fact 4. Hn(ω−1m (∂σ);Z)≈G⊕ · · · ⊕G for any l-simplex σ of τKm .
Proof. It will follow from the next series of isomorphisms:
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Hn
(
ω−1m (∂σ);Z
) ≈ Hn(ω−1m (∂σ);G)
≈ Hn
(
ω−1τLm
(
ϕ−1m (∂σ)(n)
);G)=Hn(ϕ−1m (∂σ)(n);G),
where the first homomorphism is induced by α and the second one is by the inclusion. We
can show those isomorphisms by the same argument as Fact 2 in the proof of Theorem 2.3:
for the first part, do an inductive argument on the faces of ∂σ , and for the second part, use
Proposition 3.3 instead of Proposition 2.4. Thus those are omitted here. ✷
By Fact 4, attaching cells of dimension of greater than n+1, we can obtain an Edwards–
Walsh resolution ωτKm : EWG(τ
(l)
Km
,n) → |τ (l)Km | which is an extension of the previous
resolution on τ (l−1)Km by a construction as in the proof of Theorem 2.3. Here we note that
ω−1m (∂σ)(n+1) = ω−1m (σ)(n+1) for any l-simplex σ of τKm . We also can check condition
(v)l by the same way as in the proof of Theorem 2.3. This ends the proof of the Claim. ✷
Let us return to the construction of our inverse sequences. Because c-dimGX  n,
there exists a combinatorial lift pm :X→ EWG(τKm,n) of p∞r(m) :X→Km = Pr(m) such
that if p∞r(m)(x) ∈ σ ∈ τKm , then ωτKm ◦ pm(x) ∈ σ . Since EWG(τKm,n) is an absolute
neighborhood extensor for metrizable spaces, the map pm can be factorized by maps
p∞k :X→ Pk, r(m+ 1)≡ k > r(m), and f ′m :Pk → EWG(τKm,n) with
ρKm
(
pkr(m),ωτKm ◦ f ′m
)
< λm/16.
Then we define
Km+1 = Pr(m+1), x∗m+1 = p∗r(m+1),
ρm+1 = ρr(m+1) and fm+1m = the bonding map pr(m+1)r(m) .
We consider Km+1 as the subspace of
∏m+1
i=1 Ki by (f
m+1
1 , f
m+1
2 , . . . , f
m+1
m , idKm+1).
Moreover, we define the metric ρKm+1 on Km+1 by the reduced one of the brick metric
ρ1 + · · · + ρm+1 = ρr(1)+ · · · + ρr(m+1) on ∏m+1i=1 Ki .
Let us consider a triangulation τ of Km+1 satisfying meshρKm+1 [τ ]< λm/8. Define the
finite interior coveringMm+1 = {st(v): v ∈ τ (0)} of Km+1 by closed stars. Then the mesh
dm+1 ≡ dρKm+1 (Mm+1) < λm/4. Let λm+1 = λρKm+1 (Mm+1) be a Lebesgue number such
that λm+1  dm+1. Take a subdivision τKm+1 of τ with meshρKm+1 [τKm+1]< λm+1/16.
Let f˜m :Km+1 → EWG(τKm,n) be a cellular approximation of f ′m with respect to τKm+1
and the natural CW-structure on EWG(τKm,n) such that
if f ′m(x) ∈ ω−1τKm (σ ), then f˜m(x) ∈ ω−1τKm (σ ).
To construct a CW-complex Lm+1, recall that the (n+ 1)-skeleton EWG(τKm,n)(n+1)
is:
EWG(τKm,n)(n+1) = EWG(τLm,n)(n+1) ∪
(⋃
νq
)
∪
(⋃
hδ,a
Bn+1δ,a
)
,
where an (n+1)-cell νq is attached by a map ∂νq → (ϕm ◦ωτLm )−1(γ˜νq ) which represents
a generator of the torsion subgroup Z/q of πn((ϕm ◦ ωτLm )−1(γ˜νq )) such that γ˜νq is
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an (n + 1)-cell of the partition τm, which is replaced by an (n + 1)-cell, where γ˜νq
lies in an (n + 1)-simplex of τKm (see (♦) and Fact 1), and for an (n + 2)-simplex
δ ∈ τKm , the homotopy class of an attaching map hδ,a : ∂Bn+1δ,a → ω−1τKm (∂δ) is a torsion
element of πn((ϕm ◦ωτLm )−1(∂δ)), whose order is a composite number made from the set
{p ∈ P : (G/ Imα)p = 0} (see Fact 3).
We may assume, by retaking a finer subdivision τKm+1 of (Km+1, τ ) and changing the
map f˜m slightly, if necessary, that we can obtain a partition τm+1 of τ (n+1)Km+1 so that for
every (n+ 1)-simplex σ in τKm+1 , the partition τm+1 subdivides σ into finitely many PL
(n + 1)-cells σ = δ1 ∪ · · · ∪ δs ∪ γ˜1 ∪ · · · ∪ γ˜t such thatthe δi’s are precisely those for
which,
the imagef˜m(δi) is in the (n+ 1)-skeleton of EWG(τLm,n),
and the others are those satisfying,
the image f˜m(γ˜j ) is some νq or Bn+1δ,a .
If f˜m(γ˜j ) = νq or Bn+1δ,a for some δ and a, we delete the interior of γ˜j and attach an
(n + 1)-cell γj by means of a map ∂γj → ∂γ˜j of degree q or equal to the one of hδ,a ,
respectively. The complex resulting from the previously described construction is our
Lm+1. We define ϕm+1 :Lm+1 → |τ (n+1)Km+1 | ⊆Km+1 by taking every cell γj to γ˜j with (12)
and (13).
Then we can find an extension f¯m :Lm+1 → EWG(τLm,n) of the restriction
f˜m|(f˜m◦ϕm+1)−1(EWG(τLm ,n)) :
(
f˜m ◦ ϕm+1
)−1(EWG(τLm,n))
→ EWG(τLm,n)⊆ EWG(τKm,n)(n+1)
such that
if f˜m(γ˜j )= νq , then f¯m(γj )⊆ (ϕm ◦ωτLm )−1(γ˜νq ),
and
if f˜m(γ˜j )= Bn+1δ,a , then f¯m(γj )⊆ (ϕm ◦ ωτLm )−1(∂δ) (see Fact 3).
Note that (f˜m ◦ ϕm+1)−1(EWG(τLm,n))⊆Km+1, and on this set, f˜m ◦ ϕm+1 is the same
as f˜m. We define gm+1m to be the composite ωτLm ◦ f¯m of f¯m and ωτLm .
Fix a metric ρLm+1 on Lm+1. We may assume that Lm+1 is a polyhedron and we take
a triangulation τLm+1 on it with max{meshρLm+1 [τLm+1], . . . ,meshρLm [gm+1m (τLm+1)]} <
1/2m+1 and (10).
By the definition we can easily check the inductive conditions (1)–(14) except (3) and
(5).
For a given point x ∈ Lm+1,
ρKm
(
ϕm ◦ gm+1m (x), f m+1m ◦ ϕm+1(x)
)
 ρKm
(
ϕm ◦ωτLm ◦ f¯m(x),ωτKm ◦ f˜m ◦ ϕm+1(x)
)
+ ρKm
(
ωτKm ◦ f˜m ◦ ϕm+1(x), f m+1m ◦ ϕm+1(x)
)
198 A. Koyama, K. Yokoi / Topology and its Applications 120 (2002) 175–204
meshρKm [τKm]
+ ρKm
(
ωτKm ◦ f˜m ◦ ϕm+1(x),ωτKm ◦ f ′m ◦ ϕm+1(x)
)
+ ρKm
(
ωτKm ◦ f ′m ◦ ϕm+1(x), f m+1m ◦ ϕm+1(x)
)
meshρKm [τKm] +meshρKm [τKm] + λm/16
< λm/4.
Here ρKm(ϕm ◦ ωτLm ◦ f¯m(x),ωτKm ◦ f˜m ◦ ϕm+1(x))  meshρKm [τKm] in the second
inequality follows from the next argument: Let x ∈ Lm+1. For x ∈ γj , we suffice to estimate
the difference between those maps. Then we note that ϕm+1(x) ∈ γ˜j .
If f˜m(γ˜j )= νq , then f¯m(x) ∈ f¯m(γj )⊆ (ϕm ◦ωτLm )−1(γ˜νq ). Thus ϕm ◦ωτLm ◦ f¯m(x) ∈
γ˜νq . We also have ωτKm ◦ f˜m ◦ϕm+1(x) ∈ ωτKm (νq)⊆ γ˜νq . Therefore these points are in an
(n+ 1)-simplex of τKm , because γ˜νq lies in an (n+ 1)-simplex of τKm .
If f˜m(γ˜j ) = Bn+1δ,a , then f¯m(x) ∈ f¯m(γj ) ⊆ (ϕm ◦ ωτLm )−1(∂δ). Thus ϕm ◦ ωτLm ◦
f¯m(x) ∈ ∂δ ⊆ δ ∈ τKm . We also see ωτKm ◦ f˜m ◦ ϕm+1(x) ∈ ωτKm (Bn+1δ,a ) ⊆ δ ∈ τKm .
Therefore the difference of those maps is at most the mesh of τKm .
The third inequality is easily seen by the construction of f˜m and f ′m. Hence we have
condition (3).
We next check condition (5). Here we note that the inverse sequence {ϕ−1m (Mxm), qm+1m }
is well-defined by (D) in [6, Lemma 4].
Fact 5. (qm+1m )∗ : H˜ ∗(ϕ−1m (Mxm);G)→ H˜ ∗(ϕ−1m+1(Mxm+1);G) is trivial, where qm+1m =
gm+1m |ϕ−1m+1(Mxm+1 ).
Proof. We first note that ϕ−1m+1(Mxm+1) is (n− 1)-connected, since the complex Mxm+1 is
contractible and conditions (12), (13). Hence it suffices to consider the cases of dimension
n and n+ 1, because dimϕ−1m+1(Mxm+1)  n + 1. Since we may consider that each fibre
of ϕm+1 is a Moore space mod q or a point by (9), the Vietoris–Begle theorem implies
that
Hn
(
ϕ−1m+1(Mxm+1);G
)≈Hn(Mxm+1;G)= 0.
Thus (qm+1m )∗ is trivial in dimension n.
It follows from the long-exact sequence of cohomology groups that for a simplicial com-
plex L, Hn+1(EWG(L,n);G) is the image of Hn+1(EWG(L,n), |L(n)|;G). Moreover, if
dimL= n+ 1, the construction in Theorem 2.3 and Lemma 2.2(iv) imply that
Hn+1
(
EWG(L,n),L(n);G
) ≈ Hn+1( ∨
dimσ=n+1
M(σ)/∂σ ;G
)
≈
⊕
Ext(G/ Imα,G)= 0,
where M(σ) is the mapping cylinder of the map gα : ∂σ → K(G,n) in the proof of
Theorem 2.3. Here the second isomorphism follows from the next Universal Coefficient
formula:
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0 → Ext(Hn(M(σ)/∂σ ;Z),G)→Hn+1(M(σ)/∂σ ;G)
→ Hom(Hn+1(M(σ)/∂σ ;Z),G)→ 0,
and Hk(M(σ)/∂σ ;Z)=G/ Imα, if k = n; 0, if k = n+ 1. We note that α is injective by
our assumption G/ Imα = 0 and Lemma 2.2(iii) and (ii). Furthermore a calculation of the
homology groups is the same as one of a mapping-cone. That is, the space M(σ)/∂σ can
regard as Con(∂σ ) ∪M(σ), where Con(∂σ ) ∩M(σ)= ∂σ . By the Mayer–Vietoris exact
sequence of the pair above, we have
Hn+1
(
Con(∂σ );Z)⊕Hn+1(M(σ);Z)
epi→Hn+1
(
M(σ)/∂σ ;Z) zero→ Hn(∂σ ;Z)
(0,−α)→ Hn
(
Con(∂σ );Z)⊕Hn(M(σ);Z)
→Hn
(
M(σ)/∂σ ;Z)→Hn−1(∂σ ;Z).
So Hn+1(M(σ)/∂σ ;Z) = 0, because of Hn+1(Con(∂σ );Z) ⊕ Hn+1(M(σ);Z) = 0. We
also have Hn(M(σ)/∂σ ;Z)≈G/ Imα.
In particular, we have Hn+1(EWG(K,n);G) = 0, where K is the subcomplex of τLm
such that the geometric realization is ϕ−1m (Mxm). Therefore we have that (qm+1m )∗ is trivial
in dimension n+ 1 by (14). ✷
As a consequence, we have, by Lemma 3.2, a map ϕ :Z → X from a compactum Z
onto X such that for x ∈ X, ϕ−1(x) = lim←−{ϕ
−1
i (Mxi ), q
i+1
i }. By conditions (9) and (14),
dimZ  n+ 1 and c-dimGZ  n. Condition (5) implies that the map ϕ is G-acyclic. Thus
we have our desired G-acyclic resolution. ✷
4. Acyclic resolutions of compacta: General case
In this section we give several formulations of resolution theorems for cohomological
dimension. The set of Bockstein groups is
{Q} ∪
⋃
p∈P
{
Z(p),Z/p,Z/p
∞},
where P is the set of all prime numbers. It is known that Bockstein groups take an
important role in cohomological dimension theory (see [9, Section 5]).
The following inequalities are a well-known tool:
Bockstein Theorem 4.1. For every compactum X and every prime p the following
inequalities hold:
(1) c-dimZ/p∞X  c-dimZ/pX  c-dimZ/p∞X+ 1,
(2) c-dimZ/pX  c-dimZ(p)X,
(3) c-dimQX  c-dimZ(p)X,
(4) c-dimZ/p∞X max{c-dimQX, c-dimZ(p)X− 1}, and
(5) c-dimZ(p)X max{c-dimQX, c-dimZ/p∞X+ 1}.
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Lemma 4.2. A compactum K is Z/p-acyclic if and only if it is Z/p∞-acyclic.
Proof. The lemma follows from the Universal Coefficient Theorem and the next
algebraic fact: G ⊗ Z/p = 0 and Tor(G,Z/p) = 0 if and only if G ⊗ Z/p∞ = 0 and
Tor(G,Z/p∞)= 0. ✷
Theorem 4.3. Let G be a Bockstein group. For every compactum X with c-dimGX  n,
there exists a G-acyclic map f :Z→X from a compactum Z with dimZ  n+ 1.
Proof. It suffices to show it in case G is a quasi-cyclic group Z/p∞, because the other
Bockstein groups have property (EW). Let X be a compactum with c-dimZ/p∞X  n.
Then c-dimZ/pX  n+1 by Theorem 4.1(1). Thus we have a Z/p-acyclic map f :Z→X
with dimZ  n+ 1. It follows from Lemma 4.2 that the map is Z/p∞-acyclic. ✷
The next follows from Lemma 4.2. Note that such a compactum exists [5]. Hence it
shows that we cannot improve the dimensional condition of Z in Theorem 4.3.
Theorem 4.4. Any compactum X with c-dimZ/p∞X = n < n+ 1= c-dimZ/pX cannot be
a Z/p∞-acyclic image of any n-dimensional compactum.
In order to investigate acyclic resolutions for cohomological dimension with respect to
any Abelian group, we introduce a criterion for the acyclicity of compacta. For an Abelian
group G its Bockstein basis σ(G) is a set of Bockstein groups defined as follows:
(i) Q ∈ σ(G) if and only if G⊗Q = 0,
(ii) Z(p) ∈ σ(G) if and only if G⊗Z/p∞ = 0,
(iii) Z/p ∈ σ(G) if and only if Gp ⊗Z/p = 0, and
(iv) Z/p∞ ∈ σ(G) if and only if Gp ⊗Z/p = 0 and Tor(G,Z/p) = 0.
The Bockstein basis σ(G) decides the cohomological dimension of a compactum with
respect to G as follows:
Bockstein Theorem 4.5. For any Abelian group G and a compactum X, we have the
following:
c-dimGX= sup
{
c-dimHX: H ∈ σ(G)
}
.
About G-acyclicity the next fact is known:
Theorem 4.6 [10]. For any compactum X, Hˇ q(X;G) = 0 if and only if either
(1p) both G and Hˇ q(X;Z) contain elements of infinite order,
or for some prime p either
(2p) Gp ≈⊕Z/p∞ and Hˇ q(X;Z) has property P(p),
(3p) Hˇ q(X;Z)p ≈⊕Z/p∞ and G has property P(p),
(4p) both Gp and Hˇ q(X;Z) contain elements not divisible by p,
(5p) both Hˇ q(X;Z)p and G contain elements not divisible by p, or
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(6p) both G and Hˇ q+1(X;Z) contain elements of order p,
where we call that a group H has property P(p) if there is some element of H/Hp which
is not divisible by p (or an equivalent definition is H ⊗Z/p∞ = 0).
The next easily follows from Theorem 4.6 by a simple argument.
Corollary 4.7. A compactum X is G-acyclic if and only if it is σ(G)-acyclic (that is, X is
H -acyclic for every H ∈ σ(G)).
To show resolution theorems for cohomological dimension with respect to torsion free
groups, we introduce a replacement lemma as follows:
Lemma 4.8. For every torsion free Abelian groupG there exists a set PG of prime numbers
(possibly empty) such that for any compactum X,
(1) c-dimGX = c-dimZ(PG)X, and(2) X is G-acyclic if and only if X is Z(PG)-acyclic.
Proof. Since G is torsion free, we have σ(G)⊆ {Q} ∪ {Z(p): p ∈ P}. We define the set
PG = {p ∈ P : Z(p) ∈ σ(G)}. Then σ(G) = σ(Z(PG)). Hence, properties (1) and (2) are
satisfied by Theorem 4.5 and Corollary 4.7. ✷
Theorem 4.9. Suppose that n > 1 and an Abelian group G is torsion free. Then for
every compactum X with c-dimGX  n, there exists a G-acyclic map f :Z → X from
a compactum Z with dimZ  n+ 1 and c-dimGZ  n.
Proof. Let PG be the set of prime numbers taken as in Lemma 4.8. Then we can easily see
that the natural inclusion α :Z→ Z(PG) satisfies property (EW). Hence, by Theorem 4.8(1)
and Theorem 3.1(2), there exists a Z(PG)-acyclic map f :Z → X from a compactum Z
with dimZ  n + 1 and c-dimZ(PG)Z  n. Then, c-dimGZ  n and f is G-acyclic by
Lemma 4.8. Thus, we have our desired G-acyclic resolution. ✷
The following is an application of the theorem above.
Corollary 4.10. Suppose that n > 1. For every compactum X with c-dimẐpX  n, there is
a Ẑp-acyclic map f :Z→X from a compactumZ with dimZ  n+1 and c-dimẐpZ  n,
where Ẑp is the group of p-adic integers.
Next we discuss a resolution theorem with respect to torsion groups.
Theorem 4.11. Suppose that G is a torsion group. Then for every compactum X with
c-dimGX  n, there exists a G-acyclic map f :Z → X from a compactum Z with
dimZ  n+ 1.
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Proof. Let us define the set
QG =
{
p ∈P : Z/p ∈ σ(G) or Z/p∞ ∈ σ(G)}.
Then for any p ∈ QG such that Z/p∞ ∈ σ(G) but Z/p /∈ σ(G), c-dimZ/pX 
c-dimZ/p∞X + 1  n + 1. Hence, c-dimZ/pX  n + 1 for all p ∈ QG. Therefore, it
follows from [5, Theorem 3.1] that there exists a map f :Z → X from a compactum
Z of dimZ  n + 1 onto X such that, for every x ∈ X and p ∈ QG, f−1(x) is Z/p-
acyclic. Since G is a torsion group, σ(G) ⊆ {Z/p, Z/p∞: p ∈ QG}. Hence for every
x ∈ X, f−1(x) is σ(G)-acyclic by Lemma 4.2. Therefore f is our desired G-acyclic
resolution. ✷
Theorem 4.12. Let G be an arbitrary Abelian group. For every compactum X with
c-dimGX  n, there exists a G-acyclic map f :Z → X from a compactum Z with
dimZ  n+ 2 and c-dimGZ  n+ 1.
Proof. Let X be a compactum with c-dimGX  n. By Theorems 4.9 and 4.11, we
may suppose that G is neither torsion nor torsion free. Hence Q ∈ σ(G) and the set
RG = {p ∈P : Z(p),Z/p or Z/p∞ ∈ σ(G)} is non-empty. It follows from Theorem 4.1(1)
and (5) that we have for all p ∈ RG
c-dimZ(p)X max
{
c-dimQX, c-dimZ/p∞X+ 1
}
 n+ 1.
Then, as in Theorem 4.9, we have a map f :Z→X from a compactum Z with dimZ 
n+ 2 onto X such that for all p ∈RG and x ∈X,
(i) c-dimZ(p)Z  n+ 1, and
(ii) f−1(x) is Z(p)-acyclic.
Since σ(G) ⊆ {Q} ∪ {Z(p), Z/p, Z/p∞: p ∈ RG}, the Bockstein inequalities imply
that c-dimGZ  n+ 1.
Consider the following exact sequences:
0→ Z(p) → Z(p) → Z/p→ 0
and
0→ Z(p) →Q→ Z/p∞ → 0.
Then Z(p)-acyclicity implies Z/p, Z/p∞ ,Q-acyclicities. Hence f is G-acyclic by (ii) and
Corollary 4.7. ✷
Appendix A
By [13] and [14] we may expect that a commutative ring with identity should play an
interesting role the existence of resolution theorems for cohomological dimension. On the
other hand, in this paper we showed property (EW) is a general condition that guarantees
the existence of an Edwards–Walsh resolution of complexes. Here we note the following
fact:
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Theorem. Let G be an Abelian group with property (EW). Then G admits a nontrivial
commutative ring structure with identity.
Proof. Let ξ :Z⊗G→G be the canonical isomorphism defined by ξ(1 ⊗ x)= x . Now,
by property (EW1), we give a multiplication on G as follows:
x · y = ξ ◦ (α⊗ idG)−1(x ⊗ y) for x, y ∈G.
The multiplication is clearly distributive. To see the multiplication is associative and
commutative, we suffice to show that
(a)
(
idG⊗
(
(α⊗ idG) ◦ ξ−1
)) ◦ (α⊗ idG) ◦ ξ−1
= (((α⊗ idG) ◦ ξ−1)⊗ idG) ◦ (α⊗ idG) ◦ ξ−1
and
(c) (α⊗ idG) ◦ ξ−1 = (idG⊗α) ◦ ξ˜−1,
where ξ˜ :G ⊗ Z→ G is the canonical isomorphism defined by ξ˜ (x ⊗ 1) = x . So let us
prove (a) and (c). Since(
idG⊗
(
(α⊗ idG) ◦ ξ−1
)) ◦ (α⊗ idG) ◦ ξ−1 ◦ α(1)
= α(1)⊗ α(1)⊗ α(1)
= (((α⊗ idG) ◦ ξ−1)⊗ idG) ◦ (α⊗ idG) ◦ ξ−1 ◦ α(1)
and
(α⊗ idG) ◦ ξ−1 ◦ α(1)= α(1)⊗ α(1)= (idG⊗α) ◦ ξ˜−1 ◦ α(1),
those show that (idG⊗((α ⊗ idG) ◦ ξ−1)) ◦ (α ⊗ idG) ◦ ξ−1 ◦ α = (((α ⊗ idG) ◦ ξ−1)⊗
idG) ◦ (α⊗ idG) ◦ ξ−1 ◦ α and (α⊗ idG) ◦ ξ−1 ◦ α = (idG⊗α) ◦ ξ˜−1 ◦ α. Hence we have
the equalities (a) and (c) by property (EW2). Thus, G is a commutative ring under the
multiplication.
It is clear that α(1) ∈G is the identity element for the multiplication. ✷
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