In this paper, we consider the feasibility of linear interference alignment (IA) for multiple-input multiple-output (MIMO) channels with constant coefficients for any number of users, antennas and streams per user. We combine algebraic geometry techniques with differential topology ones and prove much stronger results than those previously published on this topic. Specifically, we consider the input set (complex projective space of MIMO interference channels), the output set (precoder and decoder Grassmannians) and the solution set (channels, decoders and precoders satisfying the IA polynomial equations), not only as algebraic sets but also as smooth compact manifolds. The main result of the paper states that the linear alignment problem is feasible when the algebraic dimension of the solution variety is larger or equal than the dimension of the input space and the linear mapping between the tangent spaces of both smooth manifolds given by the first projection is surjective. If that mapping is not surjective, then the solution variety projects into the input space in a singular way and the projection is a zero-measure set. Building on these results, another contribution of the paper is to propose a simple, polynomial-complexity test of feasibility for the linear alignment problem.
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I. INTRODUCTION
The degrees of freedom (DoF) of wireless interference networks represent the number of non-interfering data streams that can be simultaneously transmitted over the network. Recently, it has been shown that to achieve the maximum spatial DoF of the K-user multiple-input multiple-output (MIMO) interference channel, the interference from other transmitters must be aligned at each receiver in a lower-dimensional subspace [1] . This is the basic idea of the interference alignment (IA) technique, which was first proposed in [2] , [3] and has received a lot of attention since then.
In this paper we consider the alignment problem for the K-user MIMO interference channel with constant channel coefficients. Also, we restrict our attention to IA schemes that apply linear decoders and precoders without channel or symbol extensions, which means that the MIMO channel matrices have no particular structure (e.g., diagonal or block diagonal) 1 . For this setting, when all transmitters and receivers have the same number of antennas, the ratio of total DoF to the single user DoF is upper bounded by 2, whereas this ratio increases to K/2 for frequency or time-varying channels when the channel extensions are i.i.d. and exponentially long in K [2] , [7] . However, requiring channels to have an unbounded number of extensions can be a limiting factor in practice and, consequently, alignment in signal space with constant MIMO interference channels has been the preferred option for recent experimental studies on IA [8] , [9] , [10] .
In this paper we address the feasibility of linear IA for MIMO interference networks with constant channel coefficients. This problem, which amounts to solving a set of polynomial equations, has received recently a lot of attention and some partial results can be found in [7] , [11] , [12] . The first work to study this problem was [7] , where the solvability of the IA polynomial equations was analyzed based on classic results in algebraic geometry like Bezout's and Bernstein's theorems. By counting the number of equations and variables involved in any subset of zero-forcing alignment equations, Yetis et al. introduced in [7] the definition of a proper system. Connections between proper and feasible systems were established only for the single-beam case in which each user transmits only one stream of data. When more than one data stream is transmitted, the genericity of the polynomial coefficients is destroyed and the equivalence between proper and feasible systems does not longer hold. Some information theoretic outer bounds, e.g., [13] and [14] , can be included in the properness definition to further close the gap between proper and feasible systems, but the precise connection between both concepts still remains unclear.
In [15] , the feasibility of IA was studied by interpreting the alignment process as a joint transmitreceive zero-forcing scheme in which each interfering stream can be suppressed at either the transmitter or the receiver sacrificing one degree of freedom. The proposed feasibility test, however, provides only necessary conditions and is combinatorial in nature since must check all possible ways to suppress interfering streams at both sides of the link and for all users.
More recent work on the feasibility of IA has been presented in [11] and [12] . Specifically, [11] studies the dimensions of the algebraic varieties involved in the alignment problem (input, output and solution variety), and proves a sufficient and necessary condition of feasibility for the particular case of symmetric square MIMO interference channels, where all transmitters and receivers have the same number of antennas, all users transmit the same number of streams and there are at least three interfering users (K ≥ 3). For the general case with arbitrary system parameters, only a necessary condition is proved in [11] . Similar algebraic tools are used in [12] to prove general bounds on the tuple of DoF that are achievable through linear interference alignment. Furthermore, for the particular case of symmetric systems where the number of transmit and receive antennas is divisible by the number of streams the bound is tight and can be achieved through IA.
In this work we unify and generalize these results and prove theorems that solve the feasibility of linear interference alignment for MIMO channels with constant coefficients in arbitrary settings (for any number of users, antennas and streams per user). To do this, we combine algebraic geometry techniques with differential topology ones and prove much stronger results than those previously published. This leads us to consider the three sets involved in the problem (i.e., the input set formed by the Cartesian product of complex projective matrices, H, the output set formed by the Cartesian product of precoder and decoder Grassmannians, S, and the solution variety formed by tuples of channels, decoders and precoders satisfying the alignment equations, V), not only as algebraic sets but also as smooth compact manifolds. Some important results stand out from the study of their tangent spaces. In words, the main result of the paper states that the linear alignment problem is feasible when the algebraic dimension of February 
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V is larger or equal than the dimension of H and the linear mapping between the tangent spaces of both smooth manifolds given by the first projection is surjective. If that mapping between the tangent spaces of V and H is not surjective, then the whole set V projects into H in a singular way and the projection is a zero-measure set. This situation explains those systems that are proper, but infeasible.
Another contribution of the paper is to propose a simple, polynomial-complexity test of feasibility for the linear alignment problem that amounts to checking the rank of a given matrix. More precisely, the problem of deciding infeasibility is shown to belong in the Bounded-error Probabilistic Polynomial-time (BPP) complexity class in the Turing Machine model of computation. Finally, it is remarkable that the proposed feasibility test can be used to obtain the total DoF for any K-user MIMO interference channel without resorting to the existing inner and outer information-theoretic bounds.
The paper is organized as follows. In Section II, the system model is introduced and the IA feasibility problem is formally stated. In Section III we present the two main theorems of the paper, which solve the feasibility of linear interference alignment for MIMO channels with constant coefficients in arbitrary settings. Furthermore, in this section we also propose a IA feasibility test that consists of checking whether a given matrix is rank-deficient or not. In Section IV, we prove the two main theorems of the paper.
Previously, we present in this section some Lemmas on the dimension and the topological properties of the algebraic sets involved in the problem. In Section V, we validate our feasibility test in several symmetric and asymmetric interference channels that allow to corroborate the existence of proper but infeasible systems, as well as to quantify the tightness of the existing outer DoF bounds for this setting.
Finally, the main conclusions are summarized in Section VI.
II. SYSTEM MODEL AND PROBLEM STATEMENT
A. System model
We consider in this paper the K-user MIMO interference channel with transmitter j having M j ≥ 1 antennas and receiver j having N j ≥ 1 antennas. Each user j wishes to send d j ≥ 0 streams or messages.
We adhere to the notation used in [7] and denote this (fully connected) asymmetric interference channel
The symmetric case in which all users transmit d streams and are equipped with M transmit and N receive antennas is denoted as (M × N, d)
K .
In the square symmetric case all users have the same number of antennas M = N .
The MIMO channel from transmitter l to receiver k is denoted as H kl and assumed to be flat-fading and constant over time. Each H kl is an N k × M l complex matrix with independent entries drawn from a continuous distribution (channels generated in this way are generic). We let Φ ⊆ {1, . . . , K}×{1, . . . , K} February 1, 2012 DRAFT be the (nonempty) subset of indexes such that H kl is nonzero, therefore we assume that H kl is defined for
Note that if Φ = {(k, l) : k = l}, then the interference channel is fully connected, otherwise the channel is partially connected which can be due to path loss or shadowing [16] . However, our results apply with total generality to these two cases. We will denote by (Φ) the cardinality of Φ, that is the number of elements in the (finite) set Φ (i.e., the non-zero interference links).
User j encodes its message using an M j × d j precoding matrix V j and the received signal is given by
where x j is the d j × 1 transmitted signal and n j is the zero mean unit variance circularly symmetric additive white Gaussian noise vector. The first term in (1) is the desired signal, while the second term represents the interference space. The receiver j applies a linear decoder
where superscript T denotes transpose.
B. Problem statement
The interference alignment (IA) problem consist in finding the decoders and precoders, V j and U j , in such a way that the interfering signals at each receiver fall into a reduced-dimensional subspace and the receivers can then extract the projection of the desired signal that lies in the interference-free subspace.
To this end it is required that the polynomial equations
are satisfied, while the signal subspace for each user must be linearly independent of the interference subspace and must have dimension d k , that is
In this paper we are interested in studying the relationship between d j , M j , N j , K such that the linear alignment problem is feasible. For example, we may want to know: for given K and d j , which collections of M j , N j make the problem feasible (for every possible choice of the matrices H kl ), or for given K and M j , N j , which are the greatest values for d j that can be achieved? In the later case, the tuple
defines the maximum degrees of freedom (DoF) of the system, that is the maximum number of independent data streams that can be transmitted without interference in the channel.
It is well-known that the number of streams transmitted by each user must satisfy
Note that we can exclude the case that some d j = 0 without loosing generality, because it amounts to removing all pairs containing the index j from Φ. From a mathematical point of view, in the general (not necessarily fully connected) case, the natural substitute of (5) is the following:
We want to state absolutely general results, which leads us to consider the two following sets:
Note that Φ R (Φ T ) is the first (second) projection of the set Φ. In words, Φ R indicates the set of receivers which suffer interference from at least one transmitter, whereas Φ T contains the set of transmitters which provoke interference to at least one receiver. Then, (6) is equivalent to
Note that (7) and (5) are equivalent if each user interferes at least one user and it is interfered by at least one user, that is if Φ R = Φ T = {1, . . . , K} in particular, they are equivalent in the fully-connected case. Note also that if l ∈ Φ T then the precoder V l does not appear in the equations (3) and plays no role in the problem, thus it consists on free variables. We consider that it is better not to consider these free variables as part of the problem. Hence, if for example we say that the problem has finitely many solutions we mean that the number of solutions of the nonfree variables is finite (although, if there is some l ∈ Φ T , there will be infinitely many ways to choose V l ). The same can be said if k ∈ Φ R for some k.
There are other, more complicated, necessary conditions for feasibility. In [13] it was proved that for the 2-user MIMO interference channel consisting of users k and l, if (k, l) ∈ Φ and (l, k) ∈ Φ, the maximum DoF is
We will consider the much more simple and natural necessary bound for feasibility with does not depend on the symmetry in (k, l) as the one above:
From our main results we assume that (7) and (9) hold. For the sake of completeness, let us remind that for the symmetric K-user MIMO interference channel 2 , the following outer bound for the total number of DoF was proved in [14] 
where I (·) represents the indicator function and R = max(M,N ) min(M,N ) . Our techniques for proving the main results will come from algebraic geometry and differential topology. Our arguments are sometimes similar to those in [11] , [12] , with the difference that not only the algebraic nature of the objects is used, but also their smooth manifold structures, as well as the key property of compactness. We are greatly inspired by Shub and Smale's construction for polynomial system solving, see [17] or [18] . Some basic knowledge of smooth manifolds is assumed. More advanced results on differential topology that will also be used during the derivations are relegated to Appendix A.
To formally state the IA feasibility problem, it is convenient to use the symmetries of (3): if (H, U, V ) satisfies (3) then we can multiply each matrix H kl in H by a nonzero complex number and (3) will still hold. Thus, it makes sense to consider our matrices as elements of the projective space of matrices, that is we can think of H kl as a whole line in the space M Nk×Ml (C). Similarly, we can think of each Thus, we consider the projective space of complex channel matrices, P(M Nk×Ml (C)), and the Grassmannians 3 formed by the decoders and precoders. More formally, given (Φ) projective matrices
one would like to find a collection of elements
such that the polynomial equations (3) are satisfied. The (generic) IA feasibility problem consists on deciding whether, given K, M j , N j , d j and Φ, all or almost all choices of H kl will admit such U k , V l . 2 Let us remind again that we are only considering the DoF achievable with linear alignment schemes. When lattice-based alignment schemes are used, the DoF of interference channels with real and constant coefficients has been studied in [4] , [5] , [6] . 3 For integers 1 ≤ a ≤ b we denote as G a,b the Grassmannian formed by the linear subspaces of (complex) dimension a in
We have already pointed out that the IA equations given by (3) hold or do not hold independently of the particular chosen affine representatives of H, U, V . Note also that for a
As in [11] , the proof of our main theorems will follow from the study of the set {(H, U, V ) : (3) holds}.
More precisely, consider the following diagram
where
is the input space of interference MIMO channels (here, holds for Cartesian product),
is the output space of decoders and precoders (i.e. the set where the possible outputs exist) and
is the so-called solution variety (that was denoted, in a slightly different context, by I in [11] ). Note that we are denoting by H the collection of all matrices H kl , (k, l) ∈ Φ and, similarly, U and V denote the set of U k , k ∈ Φ R and V l , l ∈ Φ T , respectively. The set V is given by certain polynomial equations, linear in each of the H, U i , V i and therefore is an algebraic subvariety of the product space H × S.
Note that, given H ∈ H, the set π −1
1 (H) is a copy of the set of U, V such that (3) holds, that is the solution set of the linear interference alignment problem. On the other hand, given (U, V ) ∈ S, the set π −1 2 (U, V ) is a copy of the set of H ∈ H such that (3) holds. The feasibility question can then be restated as, is π
In [11] , [12] algebraic geometry techniques were used to prove certain properties in the event that the problem is generically feasible. We will generalize these results and indeed prove that it is either feasible for every H, or infeasible for almost every H. This leads us to consider the sets V, H, S not only as algebraic sets but also as smooth (compact) manifolds, and to study their tangent spaces. The first step will be to study the affine (non-compact) versions of these sets, namelỹ
At an intermediate point of the proof of Theorem 1 we will need to use even one more version of these spaces, that isĤ
where S(M Nk×Ml (C)) holds for the (Frobenius norm) unit sphere in M Nk×Ml (C), and
where U a,b (a ≥ b) is Stiefel's manifold, that is the set of orthonormal b-frames in C a or equivalently the set of matrices R in M a×b (C) such that R * R = I b , where * denotes Hermitian. This set corresponds to selecting unitary decoders and precoders as representatives of the Grassmannians, as it is usually done in alternating minimization IA algorithms [19] , [20] , [21] .
Elements ofH will be denotedH, elements ofS will be denoted (Ũ ,Ṽ ) and similarly forĤ andŜ.
III. MAIN RESULTS
In this section we present the two main theorems of the paper, which solve the feasibility of linear interference alignment for MIMO channels with constant coefficients for any number of users, antennas and streams per user. Moreover, we provide a polynomial-complexity test of feasibility for this problem.
The following theorem establishes the feasibility conditions. Theorem 1: Fix d j , M j , N j and Φ satisfying (7) and (9) and let
Then, 1) If s < 0 then, for every choice of H kl out of a zero-measure subset, the system of polynomial equations (3) has no solution and, therefore, the IA problem is infeasible.
2) If s ≥ 0 then there are two cases: a) for every choice of H kl out of a zero-measure subset, the system (3) has no solution and, therefore, the IA problem is infeasible; or b) for every choice of H kl there exists at least one solution to (3) and for every choice of H kl out of a zero-measure set the set of solutions of (3) is a smooth complex algebraic submanifold of dimension s (i.e., the IA problem is feasible). If additionally s = 0 then there is a constant C ≥ 1 such that for every choice of H kl out of a proper algebraic subvariety (thus, for every choice out of a zero measure set) the system (3) has exactly C alignment solutions.
Remark 1:
In the fully connected symmetric case (that is, Φ = {(k, l) : k = l}, every d j has the same value d, every M j has the same value M and every N j has the same value N ), the cases s < 0, s ≥ 0 are, respectively
with an equality if s = 0). [7] by simply comparing the number of equations and the number of variables in the system of polynomial equations (3), and was used to define the so-called proper systems. It is clear that improper systems (i.e.
problems. However, the converse is not true as it was shown in [7] , where some examples of proper but infeasible problems were pointed out. The distinction between infeasible proper and feasible proper systems corresponds to cases (a) or (b) of item (2) in Theorem 1, respectively.
Remark 2: As pointed out above if some
can be complemented with any choice of U k0 and V l0 and still be a solution of (3), just because the variables U k0 and V l0 do not appear in (3). If we are in case (b) of item 2 and s = 0, when we say that the number of solutions is a finite number C, we are not counting these infinitely many possible choices for U k0 and V l0 . We trust that this convention is clear and natural enough to avoid confusion.
We also prove the following result which yields a practical test to distinguish if a choice of
Theorem 2: Fix d j , M j , N j and Φ satisfying (7) and (9) and let s be defined by (12) . Assume that s ≥ 0. Then, the following claims are equivalent:
2) The system (3) has solution for every choice of H kl .
3) For almost every choice of H kl , and for any choice of U k , V l satisfying (3), the linear mapping
Here, some affine representative (H,Ũ ,Ṽ ) of (H, U, V ) has been taken.
4)
There exist a H kl and a choice of U k , V l satisfying (3), such that the linear mapping (13) is surjective.
A. A polynomial-complexity test of feasibility
Theorem 2 provides in fact a test for checking whether a given choice of d j , M j , N j , Φ defines a feasible alignment problem or not. To this end, we first have to choose randomly a collection of H kl , U k , V l such that (3) holds. Notice that an arbitrary set of channels, decoders and precoders satisfying the IA equations (3) can be obtained very easily by solving what we call the inverse IA problem; that is, given a set of arbitrary (e.g. random) decoders and precoders, U k , V l , find H such that (3) holds. This is totally different (and much easier to solve) than the original IA problem, which is given channel matrices H kl , find elements U k , V l that solve (3). Since the polynomial equations (3) are linear in H kl , the inverse IA problem is completely solved by the following Lemma. (7) and (9), and let (U, V ) ∈ S be any element.
Then, the set
is a nonempty product of projective vector subspaces and a smooth submanifold of H of complex
In particular, this quantity is greater than or equal to 0.
Proof: See Appendix B.
Lemma 1 gives us a very easy procedure to generate an arbitrary element (H, U, V ) ∈ V that will be detailed later. Now, choose any affine representatives of that element. If the linear mapping defined in (13) is surjective, then the alignment problem is generically feasible by item (4) of Theorem 2. If that mapping is not surjective, unless we are extremely lucky (which can only happen when our interference MIMO channels H kl are in the zero-measure set of item (3) of Theorem 2) the alignment problem is not generically feasible, namely it can be solved just for a zero-measure set of H kl . The proposed feasibility test has to perform two tasks:
1) To choose an arbitrary H kl , U k , V l such that (3) holds. As we have already pointed out, this inverse IA problem is very simple to solve, as we will detail later.
2) To check whether the matrix B (in any basis) defining the linear mapping (13) satisfies det(BB * ) = 0 (which is equivalent to mapping θ defined in (13) being surjective) or not. Now, we detail the two stages of the proposed IA feasibility test.
1) Solving the inverse IA problem:
The first stage consists of solving the inverse IA problem, that is,
given an arbitrary (random) realizations of U k , V l , to find a set of MIMO channels such that (3) holds.
It must be noticed that this problem is linear in the entries of the MIMO channels, therefore, solving (3) for known U k , V l amounts to solving the following set of linear systems of equations
where vec(H kl ) is a vectorized version of the MIMO channel matrix H kl , and A kl is obtained as the transpose of the Kronecker products of V l and U k such that (k, l) ∈ Φ, that is
In particular,
and thus (14) represents a set of underdetermined systems of linear equations. A solution can be easily obtained by taking an arbitrary vector, vec(H kl ), in the nullspace of A kl . For example, for the 3-user fullyconnected interference channel, the inverse IA problem (14) reduces to solving the following (Φ) = 6
systems of linear equations
Let us finally mention that, as we point out in Appendix I, a more intelligent selection of the elements U k , V l would allow us to obtain the channels satisfying (3) in a trivial manner, without solving (15).
However, we have preferred to discuss here the method in its full generality.
2) Checking the rank of the linear mapping θ: Solving the inverse IA problem produces a generic choice of U k , V l and H kl satisfying (3). For this particular element of the solution variety, let us remind that the linear mapping θ is given by
which can be written in matrix form as
where w = ({U T k } k∈ΦR , {V T l } l∈ΦT ) T and B is a block matrix with (Φ) row partitions (as many blocks as interfering links) and 2K column partitions (as many blocks as precoding and decoding matrices). Checking the feasibility of IA then reduces to check whether matrix B is full rank or not. This block matrix is composed of two main blocks:
where I n denotes the n × n identity matrix, and
where K mn is the mn × mn commutation matrix that transforms the vectorized form of an m × n matrix into the vectorized form of its transpose. Block B kl occupies the k-th column partition. The rest of blocks are occupied by null matrices with all entries being zero. The dimensions of B are
Once B has been built, the last step is to check whether the mapping is surjective and, consequently, Notice that B has the same structure as the incidence matrix of the network connectivity graph. Taking again the 3-user fully-connected interference network as an example, B is constructed as follows Column partition Interfering link
where the blocks B kl are given by (18) and (19), respectively.
B. A discussion on the generality of the proposed test
If (7) and (9) hold then there exist U k , H kl , V l such that (3) holds and H kl = 0 for (k, l) ∈ Φ. In the notations above, V is nonempty. Then, the test checks the matrix B for singularity and it decides whether the given scenario is feasible or not.
However, it can be noted that our test gives the correct answer even if (7) or (9) fail to hold. At this point, three different cases can be distinguished:
H kl = 0, thus V = ∅ and the problem is infeasible. This follows easily from the particular shape of the H kl when U k , V l are chosen as in Appendix I. H kl = 0 clearly implies that the mapping in (13) is not surjective, so the test will answer infeasible anyway.
• If (7) fails, our test answers infeasible. Indeed, let us take any triple (H kl , U k , V l ) satisfying U T k H kl V l = 0, and assume that U k , V l are generic in the sense that they have maximal rank. Assume for example 
and hence rank(B (U )
Thus, the row-partition corresponding to the link (k, l) (and, consequently, matrix B) cannot be full-rank. Therefore, the test will answer infeasible. Similar arguments show that if d l > M l for some l ∈ Φ T , matrix B will also be rankdeficient and the test will also answer infeasible. So our test answers coherent results even if (7) fails without explicitly checking it.
• Finally, if (7) automatically fails and we are in the previous case. Note that this case does not generally imply H kl = 0. One such example is the (2 × 1, 3)(3 × 4, 2) system for which the first step of our test (i.e. generating (H, U, V )) will
A nice consequence coming out from this discussion is that the proposed test is completely general and does not rely on any information-theoretic bound for the interference channel. Obviously, if other, more complicated, bounds like those in [13] , [14] , [22] , [23] and [24] , do not hold, then the problem is infeasible and from Theorem 2, matrix B is rank-deficient. More direct proofs of this fact can probably be found by analyzing of the form of B.
Finally, let us notice that if the alignment problem is feasible for a given stream distribution,
this DoF tuple is achievable by linear IA. Therefore, by solving the feasibility problem it would be possible to obtain the maximum total DoF for any interference channel simply by exhaustive search over all possible DoF tuples that satisfy the existing outer bounds.
C. Some final remarks about the complexity of the IA feasibility problem Some complexity analysis have recently appeared in the literature suggesting that to check the feasibility of IA problems is strongly NP-hard [25] , [26] . However, there is a crucial difference between the problem considered in [25] , [26] and that considered in this paper. The problem in [25] 
However, we are considering in this paper a different feasibility problem:
Problem 2: Given d j , M j and N j (and a connectivity graph or matrix Φ), decide whether there exists a linear alignment solution for generic interference MIMO channels H kl .
While Problem 1 is NP-hard, we have just shown that Problem 2 can be solved in polynomial time. The complexity of Problem 1 appears because the authors in [25] , [26] are considering a given realization of H kl . In fact, to check whether this channel realization is in cases (a) or (b) of item (2) in Theorem 1, can indeed be NP-hard. However, by restricting the problem to generic MIMO channels, e.g., channels with independent entries drawn from continuous distributions, the IA feasibility problem becomes quite simple. Note also that even if checking the feasibility of IA can be done with polynomial complexity, finding the actual decoders and precoders that align the interference subspaces can still be NP-hard when K is large, as proved in [25] .
Finally, in Appendix I we present a Turing machine, exact arithmetic, version of the proposed test and prove that checking the IA infeasibility belongs to the complexity class of Bounded-error Probabilistic Polynomial time (BPP) problems. From a practical point of view, however, the floating point version of the test described in the previous sections was found to provide always robust and consistent results.
D. Mathematical insights
Before providing rigorous mathematical proofs of the claims made in the paper, we want to give here a more descriptive explanation that help readers to develop a clear understanding of our main results.
Consider the solution variety already defined,
We will study the projection π 1 into the first coordinate H. Then, an instance H has a solution if and only if π −1 1 (H) is nonempty. It will turn out that both the set H of inputs H and the set V are smooth manifolds. The case s < 0 will correspond to the dimension of V being smaller than that of H, which intuitively implies that the projection of V cannot cover the greatest part of H. The case s ≥ 0 will correspond to the dimension of V being greater than or equal to that of H. A naive approach should then tell us that the projection of V will cover "at least a good portion" (i.e. an open subset) of H. Indeed, the algebraic nature of our sets and some powerful techniques from differential topology will prove that if an open set of H is reached by the projection, then the whole H is. This will be the case of item 2(b) of our Theorem 1. But there is another, counterintuitive thing that can happen: if the whole set V projects into H in a singular way (more precisely, if every point of V is a critical point of π 1 , namely the tangent space above does not cover the tangent space below), it will still happen that the image of V is a zero-measure subset of H, which will produce the case 2(a) of our Theorem 2. Geometrically, the reader may imagine V as a vertical line and H as a horizontal line: the projection of V into H is just a point, thus a zero-measure set, although both manifolds have the same dimension. This setting looks such a particular situation that it is hard to imagine it happening in real-life examples, but indeed it does happen for many choices of M j , N j , d j , K that are in case 2(a). The good news is that, as our Theorem 2 explains, the particular case that all of V projects into H in a singular way, can be easily detected by linear algebra routines involving the mapping (13) which is related to the derivative of this projection. This analysis produces the feasibility test explained after Theorem 2.
We must also point out that some -but not all-of our results can be proved without the use of so much machinery from differential topology (using Bertini's Theorem, see for example [27] ). However, the present proof produces stronger results (for example, the fiber-bundle structure of the solution variety) and allows us to very easily derive the test of Theorem 2.
It is important for our analysis that the input and output spaces are defined over the complex numbers, not over the reals. Indeed, a key property in proving our main results is that the critical points and values of π 1 are algebraic sets. In the complex case this means they have (real) codimension 2 and hence do not disconnect their ambient spaces. In the real case, these sets have real codimension 1 and they thus disconnect their ambient spaces. More specifically, it is Corollary 1 below that is false in the real case.
As a consequence, one cannot apply Ehressman's Theorem and a more delicate analysis is required.
IV. PROOFS OF THE MAIN RESULTS
In this section we first present some Lemmas on the dimension of the algebraic sets involved in the problem. Second, we consider their topological properties and present some results related to the critical points and critical values of projection π 1 . Finally, we present the proofs of Theorems 1 and 2. To keep the paper concise, most of the proofs are relegated to appendices.
A. Dimensions of the algebraic manifolds involved in the problem
Let us start with some basic definitions, recall (see for example [27, Lemma 2: Let ∧ a (C b ) the a-th exterior power of C b . Then, G a,b is a complex algebraic subvariety of the complex projective space P ∧ a (C b ) . Moreover, G a,b is also a compact complex manifold of (complex) dimension a(b − a).
We will not use exterior powers in this paper, we just need to use the fact that ∧ a (C b ) is a complex vector space (of high dimension) associated to a and C b .
Lemma 3: Both H and S are complex manifolds, and
Proof: both H and S are Cartesian products of complex manifolds, thus complex manifolds. The dimension count comes simply from adding up the dimensions of the spaces that conform H and S. For the second one,
Lemma 4: The set
is a smooth real submanifold ofH ×Ŝ, and the real dimension of V is
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Moreover, its tangent space at (H,Û ,V ) ∈ THH × T (Û ,V )Ŝ is the set of vectors (Ḣ,U,V ) satisfyinġ
Proof: See Appendix C.
Lemma 5: The setV
is a smooth submanifold ofĤ ×Ŝ and the real dimension ofV is
Moreover, its tangent space at (Ĥ,Û ,V ) is the set of vectors
Proof: See Appendix D.
Lemma 6:
The set V is a complex smooth submanifold of H × S and its complex dimension is
Proof: See Appendix E.
B. The critical points and values of π 1
We now study the sets of critical points and values of π 1 .
Lemma 7:
Let (H, U, V ) ∈ V be fixed and let θ be the mapping defined in (13) . Then, θ is surjective or not, independently of the chosen representatives of (H, U, V ).
Proof: See Appendix F. Proof: See Appendix G.
We now prove that the set of critical points and values are both complex algebraic subvarieties of their respective ambient spaces.
Proposition 2:
The set Σ ⊆ V of critical points of π 1 is an algebraic subvariety of V. The set Σ ⊆ H
of critical values of π 1 is a proper (i.e. different from the total) algebraic subvariety of H.
Proof: See Appendix H.
Corollary 1: H \ Σ is a connected set.
Proof: From Proposition 2, the set Σ is a complex proper algebraic subvariety, therefore it has real codimension 2 and removing it does not disconnect the space H.
Corollary 2:
Assume that Σ is a proper algebraic subvariety of V (equivalently, π 1 : V→H has at least one regular point). Then, we are in the case 2(b) of our Theorem 1, that is for every H ∈ H the set π −1
1 (H) is nonempty, and for H ∈ Σ it is a smooth complex manifold of dimension s. Indeed, the restriction
→H \ Σ is a fiber bundle.
Proof: From Corollary 1, the set H \ Σ of non-critical values of π 1 is a connected set. Moreover, we have:
is not empty by assumption,
is a submersion (because we have removed the set of critical points), and • it is proper: let A ⊆ H \ Σ be a compact set. Because Σ ⊆ H is closed, A is compact as a subset of H. Then, A is closed and from the continuity of π 1 , so is A = π −1 1 (A). Now, A is a closed subset of the compact set V and hence A is compact. 
Ehresmann's Theorem then implies that π | V\π
(H)
is a smooth submanifold of complex codimension equal to dim C H, thus of complex dimension equal to dim C V − dim C H = s. Now, let H ∈ Σ and let H i , i ≥ 1 be a sequence of elements in H \ Σ such that lim i →∞ H i = H. Let (H ∞ , U ∞ , V ∞ ) be an accumulation point of (H i , U i , V i ) ∈ V, which exists because V is compact. Then, by continuity of π 1 we have that
1 (H) = ∅ and we conclude that for every choice of H kl there exists at least one solution to (3) as claimed.
C. Proof of Theorem 1
Recall that the complex dimension of H is
From this and from Lemma 6, defining s as in (12) we have
We now distinguish two cases: (11) is a smooth mapping from a lower-dimensional manifold to H. The derivative of π 1 cannot be surjective at any point, and thus every H ∈ π 1 (V) is a critical value of π 1 , that is π 1 (V) = Σ. On the other hand, from Proposition 2, Σ is a proper algebraic subset of H, thus a zero measure set of H, proving item (1) in Theorem 1.
2) Assume now that dim C (H) ≤ dim C (V) (equivalently, s ≥ 0). There are two cases:
(a) if Σ is not a proper algebraic subset of V then every point of V is a critical point of π 1 and hence every element of π 1 (V) is a critical value of π 1 . As in the case s < 0, this means that π −1 (H) = ∅ for every H out of the zero-measure set Σ. 
D. Proof of Theorem 2
We prove each of the following implications:
(1)⇒(2): this is part of Theorem 1 which has already been proved. 1 (H) = ∅ for every H ∈ H then, from Sard's theorem, for almost every H ∈ H we have H ∈ H \ Σ, which implies that π 1 is a submersion at every (H, U, V ) and from Proposition 1 the mapping (13) defines a surjective linear mapping. This finishes the proof.
V. DISCUSSION AND COMPUTER SIMULATIONS
In this section, we show that the proposed feasibility test provides consistent results in agreement with those found in the literature. Moreover, we also discuss scenarios for which the existing DoF outer bounds are not tight. Although the feasibility test has been evaluated on a vast amount of scenarios, here we only show a selection of the most representative cases 4 .
Example 1: First, consider the simple (3 × 3, 2) 2 system, which has been already studied in [7] .
Although this system is proper, it is infeasible since it does not satisfy the 2-user outer bound given by (8) . Our test also shows that this system is infeasible.
Example 2: Consider the symmetric (5 × 11, 4) 3 interference network, which was studied in [29] and is also proper. This scenario is clearly infeasible (in agreement with our test) because it does not satisfy the outer bound (10) , which establishes that the maximum total number of DoF for this network cannot be larger than 11. By shutting off one beam of the first user, the system (5 × 11, 3)(5 × 11, 4) 2 could in principle be feasible because it satisfies the mentioned outer bound. Our test shows that this system is actually feasible and thus the outer bound (10) is tight for this particular scenario. Furthermore, recent results about the feasibility of the symmetric 3-user scenario [22] , [24] establish that the system would be infeasible if 4 streams per user are transmitted, which is in agreement with the result provided by our test.
Example 3: Consider the 3-user system 3 j=1 (7 × 13, d j ) where the stream distribution among users is not specified. The outer bound (10) establishes that total number of DoF cannot exceed 19.5 in this network, whereas the properness condition in [7] guarantees that the system is infeasible if more than 5 DoF per user are transmitted (i.e. a total of 15 DoF). However, the results in [22] , [24] provide an even tighter bound which shows that the system is infeasible if 5 streams per user are transmitted. Our test indicates that the (7 × 13, 5) 3 system is infeasible whereas the system (7 × 13, 4)(7 × 13, 5) 2 is feasible, which allows us to claim that the maximum total DoF for this network is 14.
Example 4:
Similarly to the previous example, the (4 × 4, 2)(5 × 3, 2)(6 × 2, 2) system, which was studied in [15] , satisfies (8) for all 2-user pairs and satisfies all known outer bounds. The proposed test establishes that this system is infeasible.
Example 5: A controversial example can also be found in [15] : the (3 × 4, 2)(1 × 3, 1) (10 × 4, 2) system. The test proposed in [15] indicates that this system is feasible, while our test establishes that it is infeasible. In our view, the test in [15] gives only necessary (but not sufficient) conditions for feasibility.
As our analysis has shown, it is not possible to solve the feasibility problem just by counting variables in all subsets of IA equations, a much more subtle analysis is needed. Similar examples are the (4 × 8, 3) 3 and (5 × 11, 4) 3 networks, which are infeasible according to our test (moreover they violate the outer bound (10)) while the test in [15] states they are feasible.
Example 6: Now, let us consider the (3×4, 2)(1×3, 1)(10×4, 2) system studied in [7] . It is proper but infeasible, since it violates the 2-user cooperative outer bound (it is equivalent to the (4 × 7, 3)(10 × 4, 2) network). Our test also shows that the system is infeasible.
Example 7: Consider the (2 × 2, 1) 3 (3 × 5, 1) system also studied in [7] . Checking the properness of this scenario involves checking the properness of all the possible subsets of equations. It can be found that the subset of equations which is obtained by shutting down the fourth receiver is improper, therefore the system is infeasible. Our test provides the same result.
Example 8: A final interesting example is the (2 × 2, 1)(5 × 5, 2) 2 (8 × 8, 4) system, which is feasible according to the proposed test. This system has been built by taking the symmetric (5 × 5, 2) 4 system, which is known to be feasible, and transferring 6 antennas from the first user to the fourth. It must noticed that while the total amount of antennas in the network remains constant, the redistribution of antennas has allowed to achieve a total of 9 DoF instead of the 8 DoF achieved in the symmetric case. This example gives new evidence for the conjecture settled in [15] , which asserts that for a given total number of DoF,
there exist feasible asymmetric MIMO interference systems (that is, with unequal antenna and stream distribution among the links) such that the total number of antennas, k (M k + N k ), is less than number of antennas of the smallest symmetric system (M k = M , N k = N , and
Let us finally point out that, in all cases in which our feasibility test was positive, we were able to find an IA using the iterative interference leakage minimization algorithm proposed in [19] [20] 5 .
VI. CONCLUSIONS
This paper gives some new results on the feasibility of interference alignment on the signal space for the K-user MIMO channel with constant coefficients. We have proved that the input, output and solution variety sets for the IA problem are smooth compact algebraic manifolds. Of particular importance and interest is the study of the projection of the solution variety into its first coordinate and the analysis of their tangent spaces. A key result of this paper is to prove that for an arbitrary MIMO interference channel IA is feasible iff the algebraic dimension of the solution variety is larger or equal than the dimension of the input space and the linear mapping between the tangent spaces of both smooth manifolds given by the first projection is surjective. The matrix representing this linear mapping can be easily obtained and the feasibility of IA amounts to checking whether this matrix is full rank or not. Proper but infeasible systems correspond to cases in which the dimension of the solution variety coincides with the dimension of the input space, but the mapping is not surjective, that is, the solution variety is mapped to a zero-measure set of MIMO interference channels. We have evaluated our feasibility test in many examples, some of them served to corroborate known results, others showed the non-tightness of existing DoF outer bounds for this setting or provided evidence on the advantages of unequal antennas and stream distribution for DoF maximization.
APPENDIX A REVIEW OF SOME RESULTS FROM ALGEBRAIC GEOMETRY AND DIFFERENTIAL TOPOLOGY A key point of our analysis is a subtle use of the notion of compactness of spaces. We introduce this fundamental mathematical concept in the following lines. Recall that a topological space X is just a set where a collection τ ⊂ {subsets of X} of "open subsets" has been chosen, satisfying three conditions:
1) the empty set and the total set X are in τ ,
2) the intersection of a finite number of elements in τ is again in τ , and
3) the union of any collection of elements in τ is again in τ . contains A. This is not a particularly intuitive definition, but it permits to obtain many results, notoriously a fundamental result due to Ehressman that will be recalled below. From the Heine-Borel Theorem, a subset of R n or C n is compact if and only if it is closed (in the usual definition) and bounded. Thus, the sphere is compact but a linear subspace is not.
Using the definition, note that a given manifold X is itself compact if any collection of open subsets whose union is X has a finite subcollection that covers X. For example, R n is not compact (the union for m ≥ 1 of open balls of radius m covers R n but no finite subcollection of these balls covers R n ). It is not obvious but it is true that the projective spaces P(R n ) and P(C n ) are both compact. We will finally use the following basic fact: if X is compact and A ⊆ X is closed, then A is compact as well.
We will also use some basic notions related to regular mappings: let ϕ : X→Y be a smooth mapping where X and Y are smooth manifolds. For every x ∈ X, the derivative is a linear mapping between the tangent spaces, Dϕ(x) : T x X→T ϕ(x) Y . A regular point of ϕ is a point such that Dϕ(x) is surjective (which requires dim(X) ≥ dim(Y )). A critical point is a x ∈ X which is not regular. Similarly, a regular value of ϕ is an element y ∈ Y such that for every x ∈ X such that ϕ(x) = y, x is a regular point. That is, y ∈ Y is a regular value if every point mapped to y is a regular point. This includes, by convention, the case ϕ −1 (y) = ∅. If y is not a regular value, we say that it is a critical value. Note that ϕ{critical points of ϕ} = {critical values of ϕ}.
If x is a regular point of ϕ we say that ϕ is a submersion at x. If ϕ is a submersion at every point (equivalently, every x ∈ X is a regular point of ϕ) then we simply say that ϕ is a submersion.
A related concept is that of transversality: two submanifolds Y, Z of a manifold X are transversal if
for every x ∈ Y ∩ Z we have T x Y + T x Z = T x X, namely if the tangent spaces of Y and Z span that of X.
We now recall a few results from regular mappings; the reader may find them for example in [30, Ch.
1] or [31]:
Theorem 3 (Preimage Theorem):
. Moreover, the tangent space T x Z at x to Z is the kernel of the derivative Dϕ(x) : Remark 3: Note that it can happen that every x ∈ X is a critical point: this simply means that every y ∈ ϕ(X) is a critical value, which by Sard's theorem means that ϕ(X) has zero-measure in Y . This phenomenon is behind case 2 (a) of Theorem 1.
Another tool that we will use is a celebrated theorem by Ehresmann, a foundational result in differential topology. Before writing it, we recall that a fiber bundle is a tuple (E, B, π, F ) where E, B, F are manifolds and π : E→B is a continuous surjective mapping that is locally like a projection B × F →E, in the sense that for any x ∈ E there exists an open neighborhood U ⊆ B of π(x) such that π −1 (U ) is homeomorphic to the product space U × F . For example, E = R 2 \ {0} is a fiber bundle with base space B the unit circle and fiber F = R, because locally R 2 \ {0} is as a product space of a short piece of the circle and a line (which goes from 0 to ∞ with no extremes). Fiber bundles are very useful objects in the study of geometry and they are closely related to regular values as the following result (see [32] or • π is a submersion, and
• π is proper, i.e. the inverse image of a compact set is a compact set.
Then, π : X→Y is a fiber bundle, and π(U ) = Y .
In the precedent theorem, if X is compact and dim(X) = dim(Y ), then the inverse image of any point is a finite set and the fact that every point is regular with the Inverse Mapping Theorem implies that π is actually a covering map, that is every point y ∈ Y has an open neighborhood V whose preimage by π which is equal to a finite number of open sets of X, each of them homeomorphic to V . Thus:
Corollary 3: If in Ehresmann's Theorem we assume moreover that X is compact and dim(X) = dim(Y ) then π defines a covering map. In particular, this implies that every y ∈ Y has a finite number of preimages, and that number is the same for all y ∈ Y .
We will also use at some point a little bit of Lie group theory. A Lie group is a manifold that also has a group structure, namely, there is a "product", a unit element, and every element has an inverse, and the product and inversion operations are smooth. The most elementary example is the unit circle S(C)
which is a one-dimensional Lie group with the product given by complex number multiplication. More generally, the set of unitary matrices U a ⊆ C a 2 is a real Lie group of real dimension a 2 , with the product given by the usual matrix product. An action of a Lie group G on a manifold X is a smooth mapping x) ) and such that φ(e, x) = x for all
x ∈ X where e ∈ G is the identity element. As an example, the group of unitary matrices U a defines an action on the space of matrices M a×b (C) by (U, A) → U A. An action is free if ϕ(g, x) = x for every g = e. We also note that if G 1 , . . . , G l is a collection of Lie groups then the product G 1 × · · · × G l is also Lie group. A fundamental fact about Lie groups and actions is the following one.
Theorem 7 (Quotient manifold theorem): Let X be a smooth manifold and G a compact group acting freely on X. Then, the quotient space X/G (defined as the set of classes of elements through the action) has a unique structure of smooth manifold of dimension equal to dim X − dim G such that the mapping
is a smooth submersion.
We recall also some known facts from algebraic geometry. Our basic references are [27] , [34] . Given complex vector spaces V 1 , . . . , V l , the Segre embedding is a mapping from the product of projective spaces
into a higher dimensional projective space P(T ) (where T is a high-dimensional vector space) such that:
• it is a diffeomorphism into its image (more specifically, it is an embedding), and
• the image of an algebraic subvariety is an algebraic subvariety and viceversa.
The Segre embedding is useful because it allows us to treat some objects (for example, products of Grassmannians) as algebraic subvarieties of a high-dimensional projective space. We will use this at some point combined with the following result Theorem 8 (Main Theorem of Elimination Theory): Let Z ⊆ P(C a ) × P(C b ) be an algebraic variety.
Then,
is an algebraic subvariety of X.
APPENDIX B PROOF OF LEMMA 1
Proof: Let (U, V ), (A, B) ∈ S be two points. Choose some affine representativesŨ ,Ṽ ,Ã,B. Note that there exist nonsingular square matrices Q j of size M j and P j of size M j such thatŨ j = Q jÃj and V j = P jBj . Consider the following mapping
which is a linear bijection. Thus, π −1 2 (U, V ) is empty or nonempty for every (U, V ) ∈ S and it suffices to prove the claim for some (U, V ) ∈ S. If it is nonempty for some (thus, all) (U, V ), let (U, V ) ∈ S be a regular value of π 2 . Then, from the Preimage Theorem π −1 2 (U, V ) is a smooth submanifold of V of the claimed dimension (for the dimension count, we need to know the dimension of V. This will be computed in Lemma 6.) Moreover, it is given by the nullset of a set of linear (in H) equations and is thus a product of projective vector subspaces as claimed.
We now discard the case that π −1 2 (U, V ) is empty for every (U, V ) ∈ S (equivalently, V is empty). First, note that (7) and (9) imply:
Indeed, if
. Now, from (20) the particularly simple element (H, U, V ) described in Appendix I is in V and hence
If V is empty then its dimension, computed in Lemma 6 cannot be positive, which together with (20) implies M j + N j = 2d j for 1 ≤ j ≤ K, but this together with (7) implies
which contradicts (9).
APPENDIX C PROOF OF LEMMA 4
Proof: Note that V is the preimage of 0 under the mapping ϕ = (ϕ kl ) (k,l)∈Φ fromH ×Ŝ to
equations in the coordinate-wise expressions of (3). Now, we claim that 0 is a regular value of ϕ. Indeed,
has a solutionḢ kl . Thus, Dϕ(H,Û ,V ) is surjective and (H,Û ,V ) is a regular point of ϕ, namely 0 is a regular value and (because V = ∅ from Lemma 1) from the preimage theorem we conclude that V is a smooth submanifold ofH ×Ŝ and its codimension is equal to the real dimension of C (k,l)∈Φ dkdl . Now, the dimension ofH ×Ŝ is
and Lemma 4 follows.
APPENDIX D PROOF OF LEMMA 5
Proof: We first note that
We thus have
That is,Ĥ ×Ŝ is a submanifold ofH ×Ŝ of real codimension equal to (Φ).
Note thatV is the intersection of V ⊆H ×Ŝ with the setĤ ×Ŝ. Now, V is homogeneous in the variableH, meaning that
Hence, V is transversal toĤ×Ŝ inH×Ŝ. The intersection of transversal manifolds theorem then implies thatV is a manifold and
The claim about the dimension ofV then follows from Lemma 4.
APPENDIX E PROOF OF LEMMA 6
Proof: Note that H × S is the quotient ofĤ ×Ŝ under the action of the compact Lie group
which acts freely onĤ ×Ŝ, and V is the quotient ofV under the same free action and from the Quotient Manifold Theorem we conclude that V is a real smooth submanifold of H × S of real dimension
On the other hand, from Lemma 2 we can see V as an algebraic subvariety, given by (3), of the product of projective spaces:
As we have proved that it is smooth at every point, we conclude that is in indeed a complex smooth algebraic subvariety and complex smooth submanifold of H × S. Its complex dimension is half of its real dimension.
APPENDIX F PROOF OF LEMMA 7
Proof: Let θ 1 be the mapping of (13) for representatives (H 1 ,Ũ 1 ,Ṽ 1 ) of (H, U, V ), and similarly let θ 2 be the mapping of (13) for representatives (H 2 ,Ũ 2 ,Ṽ 2 ) of (H, U, V ). We need to prove that if θ 1 is surjective then so is θ 2 . Because both affine points are representatives of the same (H, U, V ), there exist complex numbers (λ kl ) (k,l)∈Φ and nonsingular matrices Q k ∈ M dk×dk (C), k ∈ Φ R , and
Thus, θ 2 is surjective as claimed.
APPENDIX G PROOF OF PROPOSITION 1
Proof: Assume first that θ is surjective. From Lemma 7 we can assume that the chosen representatives (Ĥ,Û ,V ) are inĤ ×Ŝ. LetḢ ∈ T H H, choose some affine representativeḢ ∈ TĤĤ ofḢ and leṫ
Because θ is surjective, there exists
We note that we can chooseV in such a way that all the columns ofV l are orthogonal to the column space ofV l . Indeed, for anyẆ l writeẆ l =V l + A, where the columns of A are spanned by the columns ofV l . Then, from U T k H kl V l = 0 we have thatÛ T kĤ klẆl =Û T kĤ klVl . Thus, we can takeV l with that property, and a similar argument shows that we can chooseU k with the equivalent property too. Now, this precisely means that (U,V ) ∈ T (Û ,V )Ŝ is in the tangent space toŜ, and from Lemma 5 we conclude that (Ḣ,U,V ) is in the tangent space toV at (Ĥ,Û ,V ). Now, letγ(t) ⊆V be a curve such that γ(0) = (Ĥ,Û ,V ) andγ(0) = (Ḣ,U,V ) and recall that V was obtained as the quotient manifold ofV by the action of a group G. The associated curve γ ⊆ V projects through π 1 to a curve H(t) ⊆ H such that H(0) = H,Ḣ(0) =Ḣ, which means that Dπ 1 (H, U, V ) −1 (Ḣ) = ∅ and thus π 1 is a submersion at (H, U, V ), namely (H, U, V ) is a regular point of π 1 as wanted. This finishes the "if" part of the proposition.
The "only if" part is a converse reasoning: assume that (H, U, V ) is a regular point of π 1 . This means that for everyḢ ∈ T H H there exist (U ,V ) ∈ T (U,V ) S such that (Ḣ,U ,V ) ∈ T (H,U,V ) V. Let (Ĥ,Û ,V ) ∈V be affine representatives of (H, U, V ) and let (Ṙ kl ) (k,l)∈Φ ∈ (k,l)∈Φ M dk×dl (C). Assume first that we can writeṘ kl = −U T kḢ kl V l for someḢ kl such thatḢ kl ⊥H kl . Identifying as usual the tangent space to the projective space with the orthogonal complement of a representative we can identify T H H with (k,l)∈Φ (H kl ) ⊥ , and then the fact that π 1 is a submersion at (H, U, V ) implies that there exists a tangent vector (Ḣ,U,V ) ∈ T (Ĥ,Û ,V )V , which from Lemma 5 meanṡ
that is all suchṘ kl have a preimage by θ. Now, we claim that
which will prove the proposition. To see this last equality, note that, becauseÛ k andV l are of maximal rank, for anyṘ kl there existsḢ kl such thatÛ T kḢ klVl =Ṙ kl . Now,Û T kH klVl = 0 and hence we can chooseḢ kl to be perpendicular toH kl and we are done.
APPENDIX H PROOF OF PROPOSITION 2
Proof: From Proposition 1, Σ can be written as the set of (H, U, V ) such that all the minors of the matrix defining θ are equal to 0. Thus, Σ is an algebraic subvariety of V. The set H is a product of projective spaces and hence the associated Segre embedding defines a natural embedding
where T 1 is a high-dimensional complex vector space. Moreover, from Lemma 2 the Grassmannian G a,b
can be seen as an algebraic subset of a projective space P(∧ a (C b )). The Segre embedding defines a natural embedding
where T 2 is a certain (high-dimensional) complex vector space. Both ϕ 1 and ϕ 2 define diffeomorphisms between their domains and ranges, as does the product mapping ϕ 1 × ϕ 2 , and they preserve algebraic varieties in both ways. We can thus identify H ≡ ϕ 1 (H), S ≡ ϕ 2 (S) and see V as an algebraic subvariety of the product space V ≡ (ϕ 1 × ϕ 2 )(V) ⊆ P(T 1 ) × P(T 2 ).
The Main Theorem of Elimination Theory then grants that Σ = π 1 (Σ ) is an algebraic subvariety of H.
We moreover have that it is a proper subvariety because by Sard's Theorem it has zero-measure in H.
APPENDIX I A TURING MACHINE TEST
The test explained after our Theorem 2 has been programmed in floating point arithmetic, and it is thus sensitive to floating point errors. Although it is robust enough for every example that we have tried, we also want to describe a Turing machine version of this test (that is, a test working in exact arithmetic).
First, we note that from Appendix B we may fix our U and V to the ones of our choice. So, let us fix
We can then describe the set of H such that (H, U, V ) ∈ V: it is the set of H such that
where A kl , B kl , C kl are matrices of compatible size. Now, let h ≥ 1 be an integer number and let those matrices have only Gaussian rational coefficients of the form
with denominator h and numerators a, b in [0, h]∩Z. If the system is generically feasible, for most choices of these matrices A kl , B kl , C kl , we will have (H, U, V ) ∈ Σ. Indeed, this "for most" can be quantified using a classical result by Milnor which counts the number of connected components of algebraic sets.
We omit some details of the following argument. The set ofH such that (H, U, V ) ∈ Σ is the set of H such that the linear mapping (13) is not surjective. So, it can be described as the set ofH such that (13)), letting
we have: where h given by (25) , and if the problem is generically feasible, then with probability at least 1/4 we have that (H, U, V ) ∈ Σ.
We thus have the following Turing machine (i.e. exact arithmetic) test for generic feasibility: choose A kl , B kl , C kl as described in Lemma 8. Check, using exact linear algebra procedures, if the mapping (13) is surjective. Then,
• if the mapping is surjective, answer feasible,
• otherwise, answer infeasible.
From Lemma 8 we have:
• if the problem is infeasible, the test answers infeasible.
• if the problem is feasible, the test answers feasible with probability at least 3/4.
One can repeat the test k times to get the probability of having a wrong answer decreasing as 1/4 k . Note that the integers defining the mapping (13) are of bit length bounded above by 1 + | log 2 h|, a quantity which is polynomial in K and max{M j , N j }. Hence, the exact arithmetic test can be carried out in time which is polynomial in the same quantities. Technically, we have proved that the problem of deciding if a given choice of K, M j , N j , d j , Φ is generically infeasible is in the complexity class BPP (Bounded-error Probabilistic Polynomial time), when K, M j , N j are written in unary representation.
