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Abstract. Speeding describes the unusually fast responses provided to survey questions. 
A characteristic of speeders is that answers by-pass cognitive process. Consequently, this 
low respondent engagement results in the poor quality and validity of data. 
The issue at hand is how to detect speeders in a survey. The presumption is the use of 
different statistical outlier detection methods. This paper presents graphical methods for 
outlier detection, such as: dot-plot diagrams, scatter diagrams, histograms and box-plot 
diagrams. Furthermore, the quantitative methods for outlier detection in this paper are 
the z-score, modified z-score, Dixons’ test, Grubbs’ test, Tietjen-Moore test, Rosners’ or 
the generalized extreme studentized deviate (ESD) test. The performance of these outlier 
detection methods was observed on completion times of 217 surveys from enterprises which 
participated in a web survey on the use of statistical methods, and which use them in their 
business processes. 
The analysis has shown that none of the observed outlier detection methods were able to 
detect speeders in an appropriate and satisfactory way as shown by the threshold. The 
main reasons for this can be found in slowers, the violations of assumptions on normal 
distribution and in masking. Hence, existing outlier detection methods should be improved 
and adjusted in future research in order to detect speeders. The introduction of novel 
speeders detection methods would be a good choice for future research. 
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Worse than no answer is getting a wrong answer in a survey question. Here, a 
wrong answer is when a reply does not correlate to a respondent’s attitude, thin-
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king or facts. Such answers are considered invalid or incorrect. Web surveys are 
prone to such situation. The main reason is that these surveys are self-
administered surveys (Bowling, 2005). Hence, no one directly observes respo-
ndents. Furthermore, no assistance from an interviewer is possible. Therefore, web 
surveys should be well designed and be interesting to respondents, not too long, 
nor be technically demanding (Fowler, Cosenza, 2008). The progress of 
respondents can be monitored using (para)data on survey processes and contexts. 
Paradata enables researchers to see what device respondents use in completing a 
survey, the time needed to complete the entire questionnaire and even time 
necessary to complete each question, the respondent’s location when they took 
the survey, and similar data (Heerwegh, 2003, Kreuter, 2013). Paradata can be 
also used to study non-response bias (Durrant, D'Arrigo, Steele, 2011). The 
availability of such data depends on the software used to devise a web survey, 
and the actual design of the survey. Hence, questionnaire design is important. 
Questionnaire design is also important in preventing respondents from satisficing 
(Krosnick, 1991). Satisficing is when respondents choose an answer solely for the 
purpose of satisfying the form or completing the questionnaire without cognitive 
effort (Krosnick, 2002, Lenzner, Kaczmirek, Lenzner, 2010). During this process, 
the likelihood that a respondent will provide an answer that is not valid and 
correct increases. The more questions in the questionnaire, the greater the 
likelihood of providing such answers. The problem of satisficing is in later question 
even more expressed (Galesic, 2006). 
In web surveys, this satisficing is observable when a respondent completes a 
questionnaire too quickly (Zhang, Conrad, 2013). This is known as speeding. 
However, the question remains as to how to detect respondents - speeders. 
Speeders are respondents who complete questionnaires in significant less time than 
other respondents. Accordingly, speeders may also be treated as outliers. An 
outlier is a data value which is considerably and significantly different from other 
values (Acuña, Rodriguez, 2004, Ben-Gal, 2005). Outliers can have a significant 
impact on statistical analyses (Rasmussen, 1988). Generally speaking, outliers 
increase data variability levels which in turn reduce the power of statistical tests 
(Zimmerman, 1994). Furthermore, non-randomly distributed outliers disrupt the 
normal distribution of data, which in turn affects the probabilities of Type I and 
Type II errors in statistical tests (Peña, Pireto, 2001). 
However, the biggest danger of outliers is their impact on statistical results which 
could lead to misleading conclusions. In the business world, decision making which 
is based on misleading conclusions can be very costly and devastating for an 
enterprise. Therefore, it is crucial that outliers be detected first and, subsequently, 
decide on how to treat them. Outliers might be just mistyped values, but they 
may also point to important factors in business processes. It then becomes 
important to careful delve into the source of outliers and the picture they are 
presenting. Only then is a decision made whether to keep or omit outliers in the 
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analysis. The basis for this is successful detection of real outliers. Accordingly, 
appropriate outlier detection methods are crucial. 
Speeders also can be treated as outliers as the survey times are considerably lower 
compared to that of other respondents. Hence, the logical assumption is that 
outlier detection methods can help in detecting speeders. This is the research 
hypothesis of this paper. Previous studies have examined response times as a 
proxy for respondent burden with the assumption that faster response times are 
linked to more efficient questionnaire designs (Bassili, 1996, Draisma, Dijkstra, 
2004, Tourangeau, Couper, Conrad, 2004). However, few studies have questioned 
the appropriateness of utilized speeder detection methods nor have they 
investigated the negative effects of speeding on data quality (Zhang, Conrad, 
2013). Hence, the question of how to determine the speeding threshold remains 
open. Accordingly, this paper deals with the problem of determining the speeding 
threshold using different outlier detection methods. 
It should be pointed out that the researcher has to be careful when classifying a 
respondent to as a speeder. In other words, a respondent may quickly fill out a 
questionnaire if reading fast or possessing a lot of experience as a respondent, one 
who has participated in numerous surveys and is familiar with survey processes. 
For this reason, a researcher should apply an appropriate outlier detection 
method. If not careful in performing outlier detection and selection, the research 
may haphazardly classify a respondent as a speeder despite that not being the 
case. Furthermore, some real speeders may be missed if the outlier detection and 
selection process is not taken seriously.  
This paper will observe the issue of speeder detection for the case of business 
surveys where the respondents are actual employees in the respective enterprises. 
Respondents in business surveys exhibit different characteristics than other 
respondents. The main problem with business surveys is to convince respondents 
to set aside the appropriate time and participate properly in the survey. This 
would mean that they should take part in surveys during work hours, which might 
be a problem due to their job requirements. Hence, these respondents do not have 
the spare time and are forced to finish the questionnaire as fast as possible. Also, 
respondents in enterprises are often interrupted by telephone calls, e-mails and 
their colleagues. They usually have to take time out when answering surveys and 
continue later. All this means that they need more time to complete the 
questionnaire. Here arises the issue of those respondents who are relatively slow 
in completing web surveys. This has to be taken into account when conducting 
speeder detection. 
This paper is organized as follows. After a brief introduction, where the research 
problem is presented, the second chapter provides an overview of the data used 
in the analyses. The third chapter treats graphical and quantitative outlier 
detection methods used in the paper. This is followed by the fourth chapter which 
provides an analysis and discussion. First descriptive statistics methods are used 
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in the analyses in order to gain insight into the data, and subsequently the selected 
graphical and quantitative outlier detection methods are applied and the results 
are compared and discussed. The fifth chapter provides the final conclusions and 




This paper treats data from a web survey on statistical methods used in Croatian 
enterprises. The survey was conducted in 2013, in which more than 600 Croatian 
enterprises participated (Žmuk, 2015). The length of questionnaire depended on 
whether the particular enterprise utilized statistical methods in their business 
processes. If so, the questionnaire was comprised 28 questions (including the filter 
question). On the other hand, if an enterprise did not use statistical methods, it 
was required to answer 11 questions in order to complete the questionnaire 
(including the filter question). For the purpose of this paper, only the times needed 
for completing the questionnaire by enterprises using statistical methods are 
observed. The sample include 217 such enterprises. Accordingly, 217 pieces of 





Detecting speeders or enterprises that completed the questionnaire significantly 
faster than others will rely on using different outlier detection methods. These 
methods are divided into groups for graphical and quantitative outlier detection 
methods. The group relating to graphical outlier detection methods used in this 
paper are: dot-plot diagram, scatter diagram, histogram, and box-plot diagram. 
Quantitative outlier detection methods applied in the paper are: Chebyshev's 
inequality, z-score, modified z-score, Dixons’ test, Grubbs’ test, Tietjen-Moore 
test, Rosners’ or the generalized extreme studentized deviate (ESD) test. 
Importantly, using these methods means that not only speeders but also slowers 
are detected. 
The results of all these methods are then benchmarked to a threshold. The 
threshold is determined by assuming that an average respondent will require 
about 300 milliseconds per word in a question to completely understand the 
question, perform the thinking process and provide an answer (Zhang, Conrad, 
2013). In that way, the efficacy of each outlier detection method will be 





                              Speeding problem detection in business surveys                           37 
3.1. Graphical methods for outlier detection 
 
Graphical methods techniques for outlier detection are based on a graphical 
approach to determining whether certain data points are anomalies. Sometimes 
this is not an easy task. At times, outliers are difficult to identify, and at other 
times it remains unclear whether a data point is in fact an outlier. Furthermore, 
a number of researchers observing the same graphs may result in a different 
number of outliers in the analysis. For this reason, graphical methods techniques 
for outlier detection are very subjective, and should be viewed as tools for 
preliminary outlier detection, which are subsequently verified by quantitative 
methods for outlier detection. 
The dot-plot diagram is useful tool in outlier detection when a relatively small 
number of data points are observed. It can also be used for a large number of 
data, but in that case graphical representation might be complex and ambiguous. 
As its name suggests, the dot-plot diagram relies on dots. The vast majority of 
the dots are found together in a single group. However, some dots or data points 
are found at a greater distance from the group on the left or right side. These 
data points are treated as outliers. 
A scatter diagram uses dots to present data points also in the form of a dot-plot 
diagram. However, scatter diagrams introduce another dimension of data, two 
dimensions of data. The technique of determining outliers therefore is somewhat 
different compared to the dot-plot technique. Here outliers are data points that 
do not follow a certain pattern of other data points, and outliers can also be found 
in any direction, as long as the distance of data points from the pattern is 
considerable.  
Instead of using dots, histograms use columns but the principle is the same. 
Columns which are more distanced from other columns are suspect of containing 
outliers. In most cases, when a histogram is used, data are in forward by a 
researcher grouped into frequency distribution. In that case, research must be 
careful done in determining the number of classes and their width as such values 
have a strong impact on detecting real outliers. 
The box-plot diagram originally consisted of a figure that showed the lowest and 
highest data points, and between them a rectangle was placed for which limits 
were determined by the value of lower and upper quartiles (Hoaglin, 2003). 
However, it is very difficult to detect outliers in this way. Hence, Tukey improved 
the box-plot by introducing the so-called fences based on the interquartile value 
multiplied by a certain value (Choonpradub, McNeil, 2005). In the meantime, 
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3.2. Quantitative methods and tests for outlier detection 
 
After a preliminary analysis of outlier detection is conducted using graphical 
methods, the final conclusion on outliers is made using quantitative methods and 
a statistical test for detecting outliers. Chebyshev's inequality and the z-score 
methods are the best known classical quantitative methods for outlier detection. 
Both methods consider an outlier to be a data point lying far from the mean of 
all data points. However, Chebyshev's inequality is based on the confidence 
interval and is calculated as follows: 
 
                                                                                          (1) 
where x  is the sample mean, k  is a number higher than one, and s  is the sample 
standard deviation. According to Chebyshev's inequality, outliers are data points 
with values outside of the calculated interval. Still, given that Chebyshev's 
inequality method can be used for any data distribution, even if unknown, the 
main drawback is that it shows only the lowest, but not precise, data points share 
which could be found in the calculated interval (Seo, 2002). On the other hand, 
the z-score method inspects individual data points if they are outliers. Z-score 
values are calculated using the following equation: 
,     (2) 
 
where iz  is the z-score for an i-th data point, ix  is the original value of an i-th 
data point, x  is the sample mean, s  is the sample standard deviation and n  is 
the sample size. Contrary to Chebyshev's inequality method, the z-score method 
is recommended only if data points are normally distributed, which is the main 
drawback of this approach. Furthermore, this method is not recommended for 
considerably small sample sizes, i.e. smaller than 10 units, as the danger of 
erroneous outlier detection is possible. On the other hand, some real outliers may 
possible be hidden, as their values are also taken into account when calculating 
the sample mean and sample standard deviation (Seo, 2012). Avoiding a situation 
where some outliers are hidden, requires calculating the modified z-score. Hence, 
the median may be used instead of the sample mean, and the median absolute 
deviation instead of the sample standard deviation (Habib, 2012). In that case, 
Equation 2 is transformed into: 
 
,   (3) 
where iM  is a modified z-score for the i-th data point, ix  is the original value of 
an i-th data point, Me is the sample median, MAD  is the median absolute 
deviation. The constant value of 0.6745 was added in Equation 3 to take into 
  1,11 2  kkksxksxP 
  nisxxz ii ,...,2,1, 
   niMADMexM ii ,...,2,1,6745.0 
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account the fact that                             for a large sample size (Iglewicz, 
Hoaglin, 1993). 
Different statistical tests can be applied to detect outliers. There are a lot of stati-
stical tests along with the different versions. However, they can be roughly divided 
depending on the conditions for which they are applied. Statistical tests for 
detecting outliers exist and which do not rely on knowing the distribution of data 
points or distribution of data parameters. There are also statistical tests for 
inspecting whether one or more outliers exist. In general, there are six basic types 
of statistical tests of outlier detection (Barnett, Lewis, 1983). The best known and 
most frequently used statistical tests for outlier detection are: Dixons’ test, 
Grubbs’ test, Tietjen-Moore test, Rosners’ or the generalized extreme studentized 
deviate (ESD) test. This paper will utilize these tests. However, it must be 
emphasized that, generally speaking, almost all statistical tests for outlier 
detection have two major drawbacks. The first drawback is the fact that almost 
all statistical tests for outlier detection are appropriate only for univariate 
analysis, while in reality it would be better to observe outlier presence over several 
variables which requires multivariate analysis. Another drawback is that all tests 
assume a certain shape of data distribution, which is, in reality, rarely known. 
Dixons’ test of outlier detection is known also as Dixons’ Q test because it uses 
the Q test statistical value (Dean, Dixon, 1951). The main advantage of Dixons’ 
test is that it can be applied when sample size is very small, between 3 and 25 
units, but it can also be applied for larger samples as well. Dixons’ test is a 
univariate test used only if data is normally distributed. Furthermore, Dixons’ 
test can be used to test the presence of only one outlier at a time. These 
characteristics of Dixons’ test may seem as drawbacks but the main advantages, 
and the reason that Dixons’ test is popular, are its convenience and ease of 
application. Namely, a Q test statistical value is calculated as a ratio of the 
difference between a potential outlier and the nearest data point and the difference 
between a potential outlier and the highest or the lowest data point. In order to 
avoid two or more outliers in row on the same side, what would result in decision 
that there are no outliers, test statistic is, depending upon sample size, calculated 
different (Thompson, Lowthian, 2011). As is the case with other statistical tests, 
test statistics is compared to theoretical values which are tabled and shown for a 
certain level of significance (see Rorabacher, 1991). If test statistics are lower than 
the theoretical value, the conclusion is that there are no outliers. To be more 
precise, regardless of what is tested, the conclusion is that the largest or smallest 
data point is not an outlier. If a researcher wants to verify the presence of more 
outliers in the sample, Dixons’ test can be repeated for the next data points in 
the row. However, in that case, the power of the test is reduced and another 
statistical test for outlier detection should be considered. 
Given that Dixons’ test may result in a hidden outlier, sometimes preference is 
given to Grubbs’ test or the maximum normed residual test (Hund, Massart, 
  6745.0MADE
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Smeyers-Verbeke, 2000). Just like Dixons’ test, Grubbs’ test can also test whether 
only one outlier is exists at the time. Hence, Grubbs’ test can be used to inspect 
whether the smallest or largest data point in the sample is an outlier. However, 
to get valid test results, the recommendation is a sample size larger than 6 (Dol, 
Verhoog, 2010). Grubbs’ test is a univariate test and is used if data is normally 
distributed, but it can also be used on logarithmic values of data points (Grubbs, 
1969). The null hypothesis of Grubbs’ test contains the assumption that there are 
no outliers in the sample, whereas the alternative hypothesis holds the assumption 
that there is exactly one outlier. If there is doubt as to the existence of more 
outliers, another statistical test for outlier detection should be considered. After 
calculating the sample mean and sample standard deviation, G test statistics is 
calculated as follows: 
 ,      (4) 
                                                              ,                     (5) 
                                                              ,                                  (6) 
where x  is the sample mean, s is the sample standard deviation, xmin is the 
smallest value in the sample, xmax is the largest value in the sample, xi is a data 
point value in the sample with the largest absolute difference from the sample 
mean. Equation 4 is used when a two-sided Grubbs’ test is conducted for 
inspecting the presence of any outliers. On the other hand, Equations 5 and 6 are 
used for a one-sided Grubbs’ test to inspect whether the smallest or largest value 
is an outlier. After calculating G test statistics, critical value is then calculated. 
The critical value for a two-sided Grubbs’ test is as follows: 
 
 
     (7) 
where n is the sample size,  2 ; 2n nt   is the theoretical value of the Students’ 
distribution at a significance level of 2n  and for n-2 degrees of freedom. In ca-
se of a one-sided test, the significance level in Equation 7 is replaced with n . 
If G test statistic is higher than the G* critical value, the null hypothesis is 
rejected and the conclusion is that there is an outlier in the sample. In that case, 
the outlier is omitted and Grubbs’ test is applied again as long as the conclusion 
is that there is no outlier in the sample. 
The Tietjen-Moore test (Tietjen, Moore, 1972) represents a generalization of the 
Grubbs' test for the case of multiple outliers. Namely, in case testing for a single 
outlier, the Tietjen-Moore test is equivalent to the Grubbs' test (NIST/SE-
MANTECH, 2012). However, contrary to Grubbs’ test, the Tietjen-Moore test 
  sxxG i  max
  sxxG min
  sxxG  max
         22;222;2* 21   nnnn tntnnG 
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can detect multiple outliers at the time. Still, the Tietjen-Moore test assumes 
approximately-normal distributed univariate data points. The emphasis is that 
for the Tietjen-Moore test, the number of suspected outliers must be specified in 
forward and exactly. Here, the normal probability plot can be helpful. The null 
hypothesis of the Tietjen-Moore test holds the assumption of no outliers, whereas 
the alternative hypothesis assumes the existance of k outliers. Calculate test 
statistics requires sorting the data points from the smallest to highest value. After 
that, the following test statistics can be calculated: 
 
 
    ,      (8) 
 
 
   ,      (9) 
 
 
where iy  is the i-th largest value, y  is the sample mean, ky  is the sample mean 
without k the largest values (Equation 8) or the sample mean without k the 
smallest values (Equation 9). If the aim is to test for the presence of outliers on 
both sides of the distribution, the first absolute value of differences between actual 
data points values and average values should be calculated. After that, data points 
are sorted again from the smallest to largest value, but according to the value of 
the differences. In this case, the test statistics is calculated using Equation 8. The 
test statistics value is between zero and one. If the test statistics is close to 1, the 
conclusion is that there are no outliers. On the other hand, a test statistics close 
to 0 suggests the presence of outliers. The Tietjen-Moore test is always a one-
tailed test. Formulating a conclusion requires comparing the test statistics to the 
theoretical one which is determined by simulation. The simulation is based on 
10,000 standard normal random samples of size n (NIST/SEMANTECH, 2012). 
A table with theoretical values can be found at ASTM International (2008). 
Rosners’ test or Generalized Extreme Studentized Deviate (ESD) test can be used 
to verify the presence of k outliers in the sample (Rosner, 1975). The k value must 
be chosen before starting the testing process. Rosners’ test is always two-sided, 
meaning that it can be inspected if outliers are coinddently the smallest and 
highest values. However, this test can be applied only if a sample is larger than 
24 (Gibbons, 1994). Furthermore, Rosners’ test can be used only if data points 
are normally distributed. The test can be used not only on logarithmic data values 
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sample standard deviation, the value of a data point farthest from the sample 
mean must be determined. This data point is then used to calculate test statistics 
using following equation: 
 
    (10) 
where mR  is Rosners’ test statistics for m-th data point, mx  is the value of the 
data point farthest away from the sample mean, mx  is the sample mean with the 
included m-th data point, ms  is the sample standard deviation with the included 
m-th data point, and k  is the presumed number of outliers. After calculating the 
test statistics, the m-th data point is then omitted from further analysis and the 
procedure is repeated and additional k-1 times. Consequently, there is in all k test 
statistics values which should compared with critical values be one after the other, 















                                                                                                     (12) 
where n is starting sample size and m is the presumed number of outliers. Using 
Equations 11 and 12, the critical values at a significance level of 5% are calculated 
(McCuen, 2003), but these values can also be found in corresponding tables 
(Gilbert, 1987). The next step involves comparing test statistics and critical values 
in reserve order, which means that the last calculated value is first compared with 
the critical values. So, first is test statistics Rk compared with critical value Rc(k). 
If test statistics Rk is greater than the critical value Rc(k), the null hypothesis can 
be rejected and the conclusion is that the k-th value is an outlier. Moreover, it 
can also be concluded that all previous examined data points are also outliers. On 
other hand, if test statistics Rk is less than the critical value Rc(k), the k-th value 
cannot be considered an outlier. In that case, the process of testing continues and 
test statistics Rk-1 is compared with the critical value Rc(k-1). This process continues 
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4. Analysis and discussion 
 
4.1. Threshold and descriptive statistics analysis 
 
The respective questionnaire contained a total of 28 questions on statistical me-
thods used in enterprises which had been grouped into five question groups. These 
groups are shown in Table 1, together with number of questions in each group, 























Filter 1 81 519 20.25 24.30 48.60 
Statistical 
methods 
used in  
enterprises 





used in  
enterprise 
10 458 2,836 114.50 137.40 274.80 









6 138 953 34.50 41.40 82.80 
Total 28 1,217 7,700 304.25 365.10 730.20 
Table 1: Content of the questionnaire content and the defined threshold 
 
According to Table 1, there are in all 1,217 words in the questionnaire. If a 
threshold of 300 milliseconds is taken into account, it is estimated that an average 
respondent needs about 365 seconds (slightly more than 6 minutes) to complete 
the questionnaire. The vast majority of questions are a closed question type, hence 
this estimation is correct for the average respondent. However, there are some 
remaining issues in the questionnaire for which a respondent may provide a 
shorter or longer answer or comment. For this reason, an upper threshold of 600 
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milliseconds per word was introduced. In other words, if a respondent needed 
more than 730.20 seconds, they are considered to be a slower. On the other hand, 
experience and the ability of respondents to read and understand quickly should 
also be taken into account. This led to defining also a lower threshold of 250 
milliseconds per word. So, if a respondent completes the questionnaire in less than 
304.25 seconds, they are considered to be a speeder. 
The analysis of outliers is conducted on the entire sample of those 217 enterprises 
that use statistical methods, but also on a strata level. In that way, a distinction 
is made between small, medium-sized and large enterprises. The enterprises are 
classified into these categories based on total value of assets, the amount of 
revenue and the average number of employees during the financial year. The 
critical limits for classification are taken from the Accounting Act (Official 
Gazette, 109/07). The basic descriptive statistics results of survey completion 


















Small 196 784 453 58 652 278 2598 1.95 
Medium-
sized 
12 794 390 49 687 333 1672 1.15 
Large 9 1000 660 66 684 504 2299 1.42 
All 217 794 459 58 654 278 2598 1.90 
Table 2: Basic descriptive statistics results of survey completion times, in seconds 
 
According to the results provided in Table 2, it becomes evident that the sample 
sizes between different strata vary. Accordingly, the performance of the observed 
outlier detection method for large and small samples is observable and 
comparable. Furthermore, the variation level for each observed category of 
enterprise seems to be exceptionally high. Consequently, none of the observed 
category of enterprises follows a normal distribution. It would be interesting to 
see how all these mentioned data characteristics affect detection outlier power for 
the observed outlier detection methods. Table 3 reveals that there are many more 
slowers than speeders in the sample. This is as expected due to fact that 
respondents in enterprises were often interru-pted by other employees, phones, e-



















Small 2 12 81 95 
Medium-sized 0 1 5 6 
Large 0 0 4 4
All 2 13 90 105 
Table 3: Number of enterprises that are speeders or slowers based on the thresholds 
 
The results in Table 3 will be used as benchmarks for other outlier detection me-
thods. 
 
4.2. Graphical outlier analysis 
 
The first graphical method used for outlier detection is the dot-plot diagram. As 
the diagram’s name suggests, it is based on dots. Each dot represents a data value. 
In this particular case, each dot represents an on-time completed questionnaire 
by an enterprise. The dot-lot diagrams for all enterprises together and for small, 
medium-sized, and large enterprises are shown separately in Figure 1. 
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Medium-sized enterprises, n=12 Large enterprises, n=9 
 
Figure 1: Dot-plot diagrams for times needed to complete the questionnaire, in seconds 
 
For the purpose of comparing the four observed dot-plot diagrams in Figure 1, 
the x-axis is the same for all diagrams. All x-axes range from 0 to 3000 seconds. 
According to the dot-plots in Figure 1, outliers (here dots) not grouped together 
with other dots are easily detected. However, according to the dot-plots it seems 
that there are no speeders presents at any of the observed enterprises. Still, strictly 
speaking, the conclusion may be that there is one speeder if only medium-sized 
enterprises are observed. But this conclusion is somewhat questionable, and it 
could be further discussed. On the other hand, there are no such problems in 
detecting slowers. At all enterprise levels, the dot-plot suggests that there are 11 
enterprises which are slowers and which required 1,794 seconds or more to 
complete the questionnaire. Those 11 enterprises are represented by the 11 dots 
to the right in Figure 1 and that seem to be distanced from the others dots on 
the left. Similar, for small enterprises, there are detected 9 dots distanced from 
the others. Those 9 slowers required 1,794 seconds or more to complete the survey. 
Because of the relatively smaller sample sizes, smaller number of slowers can were 
also detected at medium-sized and large enterprises. Thus, at medium-sized 
enterprises, 3 slowers were found, at enterprises that required 1,201 seconds or 
more to complete the questionnaire, whereas there were 2 slowers at large enter-
prises that required 1,914 seconds or more to complete the survey. 
In Figure 2 shows scatter diagrams of questionnaire completion times for all four 
observed types of enterprises. On the x-axes enterprises according theirs ordinal 
number in the survey are shown. Here the horizontal position of the dots is not 
determined by the time needed to complete the questionnaire as was the case with 
the dot-plot diagrams, but the first dot represents the first enterprise that 
completed the questionnaire, the second dot refers to the second enterprise that 
completed the questionnaire, and so on. However, the vertical position of the dots 
is determined by the time required to complete the questionnaire. Thus, time in 
seconds is shown on the y-axis. Again, for comparison purposes, the range of the 
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variable time on all four scatter diagrams in Figure 2 is the same as on the dot-
plot diagrams in Figure 1. 
 
 
All enterprises, n=217 Small enterprises, n=196 
 
Medium-sized enterprises, n=12 Large enterprises, n=9 
 
Figure 2: Scatter diagrams for times required to complete the questionnaire, in seconds 
Detecting speeders requires looking at the dots that are considerably closer to the 
x-axis than other dots. However, hardly any speeders can be detected as shown 
in the scatter diagrams in Figure 2. On the other hand, slowers are observable, 
but the problem is how to exactly ascertain which dots represent slowers and 
which do not. Meaning, the dots are in order of value and hence searching for 
slowers in the scatter diagrams it is a little bit ambiguous and confusing. The 
hardest way to determine slowers is across all enterprises, whereas for the other 
three levels it is obvious which dots represent slowers. Nevertheless, a possible 
conclusion is that the number of slowers across all enterprise, small enterprise and 
large enterprises, is the same as in the earlier analysis that was based on the dot-
plot diagrams. As shown in the scatter diagram for medium-sized enterprises, it 
seems there is only one slower, i.e. one dot is positioned significantly above the 
others, and which required 1,672 seconds to complete the survey. 
Histograms of questionnaire completion time for all four types of enterprises are 
given in Figure 3. The histograms are based on frequency distribution data where 
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data points are grouped into certain classes. The frequency shows the number of 
enterprises in each class. It was determined that class sizes be 200 seconds and a 
time of 200 seconds was chosen as the starting point for forming classes. Due to 
the different ranges of completion times, the number of classes may be different 
for the observed enterprise types. Consequently, for all enterprises and small 
enterprise, there are 11 classes in all, 8 classes for medium-sized enterprises, and 
10 classes for large enterprises. If each class contains at least one frequency or one 
data point, the number of classes is equal to the number of columns on the 
histogram. However, if a class contains no data, there will be an empty space 
instead of a column on the histogram. That empty space can be used to find 
outliers more easily. 
 
All enterprises, n=217 Small enterprises, n=196 
 
Medium enterprises, n=12 Large enterprises, n=9 
 
Figure 3: Histograms for times needed to complete the questionnaire, in seconds 
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As before, none of the histograms in Figure 3 reveal the presence of speeders. The 
first columns, containing enterprises with the lowest questionnaire completion 
times, are well connected to the other columns without any space between them. 
The heights of the first columns are decent in comparison to the heights of other 
columns, which shows that these columns contain a significant number of 
enterprises. However, for medium-sized enterprises, the first column has a height 
of only one, suggesting that there is one speeder for that type of enterprise. If 
slowers are observed, based on the histograms the conclusion is that they can be 
found in the last five classes across all enterprises and small enterprises. The 
columns representing those five last classes are either very low compared to the 
other columns or are separated from the other columns. Therefore, the conclusion 
is that there are 14 slowers, when observing all types of enterprises, and 11 slo-
wers, when small enterprises observed. For medium-sized and large enterprises, 
the slowers are easier to detect due to quite a number of empty spaces or “zero” 
columns, thus making a distinction between the columns. Consequently, the 
number of slowers in medium-sized enterprises is three, whereas it is two for large 
enterprises. 
Different versions of the box-plot diagrams can be used. Here is used the version 
which under outliers considers data points which values are either lower than 
median value reduced by 1.5 distance of the difference between the third quartile 
and the first one or higher than median value increased by 1.5 distance of the 
difference between the third quartile and the first one. Because of this quantitative 
background, detection of outliers using box-plots is a straightforward process. 
According to Figure 4, where box-plots are shown for all four observed enterprise 
types, there are no speeders. In addition, there are no slowers either in medium-
sized nor in large enterprises. However, the box-plots shown in Figure 4 indicate 
that there are 12 slowers across all enterprises and 9 slowers in small enterprises. 
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Figure 4: Box-plots for times required to complete the questionnaire, in seconds 
 
If the results in Table 4 are compared to those in Table 3, the conclusion is that 
there are very large differences in the numbers of detected speeders and slowers 
















Number of  
speeders 
0 0 0 0 
Number of  
slowers 
11 11 14 12 
Total 
number of  
outliers 
11 11 14 12 
Small-
sized 
Number of  
speeders 
0 0 0 0 
Number of  
slowers 
9 9 11 9 
Total 
number of  
outliers 
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Medium 
Number of  
speeders 
1 0 1 0 
Number of  
slowers 
3 1 3 0 
Total 
number of  
outliers 
4 1 4 0 
Large 
Number of  
speeders 
0 0 0 0 
Number of  
slowers 
2 2 2 0 
Total 
number of  
outliers 
2 2 2 0 
Table 4: Number of detected speeders and slowers using different graphical outlier 
detection approaches 
 
The main problem here is that the observed graphical outlier detection approaches 
were not able to detect speeders and separate them from the others. This problem 
was more prevalent in larger samples. In that case, enterprises with “normal” 
times, in some way, covered up the speeders, and consequently graphical outlier 
detection methods were not able to detect them clearly. Consequently, the 
conclusion is that graphical outlier detection methods are not sensitive enough to 
detect speeders. 
 
4.3. Quantitative outlier analysis 
 
In quantitative outlier analysis, Chebyshev's inequality method will not be 
observed separately, due to its imprecision stemming from the way it defines its 
inequality confidence interval. Therefore, quantitative outlier analysis will begin 
with the z-score and modified z-score approaches. The number of speeders and 





























No. of speeders No. of slowers No. of speeders No. of slowers 
z < -3 z < -2 z > 2 z > 3 M < -3 M < -2 M > 2 M > 3 




0 0 1 0 0 0 2 1 
Large 0 0 0 0 0 0 2 2 
All 0 0 11 7 0 0 26 14 
Table 5: Number of outliers based on the z-score and modified z-score approaches 
 
Detecting outliers (speeders and slowers) required using two intervals for the both 
z-score and modified z-score approaches. In the first interval, speeders have a z-
score or modified z-score less than -2, while the slowers have a z-score or modified 
z-score greater than 2. In the second interval, the limits were set to -3 and 3, 
respectively. According to the results in Table 5, both intervals for both observed 
outlier detection approaches resulted in no speeders. On the other hand, slowers 
were detected. Given that modified z-score account no normal data distribution, 
this approach resulted in a higher number of slowers compared to the number of 
slowers detected using the z-score approach. However, the number of detected 
slowers is far less than defined for the threshold provided in Table 3. As no 
speeders were detected using the z-score and modified z-score approaches, the 
conclusion is that their position and role in the process of detected speeders in the 
survey is questionable. 
Table 6 shows Dixons’ test results for outlier presence across all four observed 
types of enterprises. The Dixons’ test can be used if only one outlier is present. 
Hence, the analysis was used to inspect either the smallest or largest values as 
outliers, respectively. Furthermore, Section 3.2 describes the core version of 
Dixons’ test for outlier detection. However, Dixon emphasized that the larger 
samples from a normal population are selected the more likely is that extremes or 
outliers are included (Dixon, 1953). For that reason, Dixon introduced ratios, 
which should be used in line with sample sizes. If the sample size ranges from 
three to seven, the ratio r10 (original Dixons’ test statistics) should be used. If 
the sample size varies from eight to 10, the ratio r11 is recommended. If the 
sample size ranges from 11 to 13, a ratio of r21 is recommended. If the sample 
size is greater than 13, ratio r22 should be used (Dixon, 1953). These ratios differ 
in that they take into account the difference between the second and the first 
data point, the third and first ones, the penultimate and last ones, or it can 
observe the difference between the data before the penultimate and the last ones 
(Rorabacher, 1991). According to these recommendations, different Dixons’ ratios 
were used in the analysis. 













All Minimum 217 r22 0.01 0.981 
Maximum 217 r22 0.05 0.804 
Small Minimum 196 r22 0.01 0.982 
Maximum 196 r22 0.05 0.813 
Medium-
sized 
Minimum 12 r21 0.19 0.737 
Maximum 12 r21 0.38 0.266 
Large Minimum 9 r11 0.01 0.977 
Maximum 9 r11 0.22 0.442 
Table 6: Dixons’ outlier tests results for the observed enterprises levels 
 
The null hypothesis of Dixons’ test is based on the assumption that all data values 
come from the same normal population, whereas the alternative hypothesis 
assumes that the smallest or the largest (in dependence which one is tested) data 
point value is an outlier. According to the results in Table 6, at any usually used 
significance levels, the conclusion is that neither the lowest nor highest values at 
each of the four types of observed enterprise are outliers. In other words, Dixons’ 
test failed to detect any speeders or slowers. The results are astonishing, especially 
given that all previous observed outlier detection methods at least pointed out 
the presence of slowers. There could be two reasons for this. The first is that the 
observed data distributions do not exhibit a normal distribution (see Table 2), 
which could have impact on Dixons’ test results. The second reason could be the 
presence of more than just one outlier, which only Dixons’ test is capable of 
detecting, and there the smallest or largest values cannot be declared outliers. 
The conducted Grubbs’ outlier test results for the observed enterprise types are 
shown in Table 7. The Grubbs’ test can also detect the presence of just one outlier 
in the dataset and therefore it was the test of choice for the smallest or largest 
values as outliers, respectively. The contents of the hypotheses for Grubbs’ test 
are identical to the contents of hypotheses for the Dixons’ test. According to the 
results in Table 7, Grubbs’ test results for any frequently used significance levels 
show that the smallest data point value cannot be considered an outlier. 
Consequently, Grubbs’ tests show that there are no speeders. However, at a 
significance level of 1%, Grubbs’ tests show that the largest values across all 
enterprises and small enterprise types are outliers. Furthermore, at a significance 
level of 10%, the conducted Grubbs’ test shows that the largest value in medium-
sized enterprises can be considered an outlier. Finally, at a significance level of 
15%, Grubbs’ test points out that the largest value for large enterprises can be 
considered an outlier. Therefore, regardless of assuming a violation to the normal 
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Enterprises Value G test 
statistics 
p-value 
All Minimum 1.12 1.000
Maximum 3.93 0.007
Small Minimum 1.12 1.000
Maximum 4.01 0.004
Medium-sized Minimum 1.18 1.000
Maximum 2.25 0.058
Large Minimum 0.75 1.000
Maksimum 1.97 0.104
Table 7: Grubbs’ outlier test results for the observed enterprises 
 
The Tietjen-Moore test is used to detect more than just one outlier. In the 
analysis, a separate test was conducted to see whether the smallest data point 
values were outliers (speeders) and whether the largest data point values were 
outliers (slowers). In both cases, it is assumed that one-tail statistical test on the 
lower limit is conducted where in the null hypothesis is the assumption that there 
are no outliers whereas in the alternative hypothesis the assumption of certain 
number of outliers presence is assumed. The analysis was conducted so that the 
number of observed outliers were increasing until the null hypothesis could no 
longer be reject for all four observed significance levels (10%, 5%, 2.5%, and 1%). 
The results are shown in Table 8. 
 
 
Enterprises Outliers Significance level
10% 5% 2.5% 1% 
All Number of speeders 0 0 0 0 
Number of slowers >31* >31* >31* >31* 
Small Number of speeders 0 0 0 0 
Number of slowers >31* >31* >31* >31* 
Medium-
sized 
Number of speeders 0 0 0 0 
Number of slowers 5 5 3 0 
Large Number of speeders 0 0 0 0 
Number of slowers 3 3 3 3 
*The statistical software stopped working if the number of tested outliers was set to more than 
31 (NIST, 2013). 
Table 8: Tietjen-Moore outlier test results for the observed enterprises 
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According to the results in Table 8, it becomes obvious that even the Tietjen-
Moore test was unable to detect the presence of speeders at any of the four 
observed significance levels. On the other hand, the detected number of slowers 
were close to the number of given thresholds. However, this is true for medium-
sized and large enterprises. Unfortunately, for all enterprises and small enterprises, 
a full comparison with the threshold cannot be done due to limitation of the 
statistical software, but it was assumed that the final number of slower’s would 
be nearly identical to the number of thresholds. 
The null hypothesis of the Rosners’ test contains the assumption that there are 
no outliers, whereas the underlying assumption of the alternative hypothesis is 
the existence of a certain number of outliers. The test is a two-sided test and 
observes absolute differences. Hence, it was necessary to observe which data point 
values were included in the analysis. This enables us to determine the number of 
observed smallest data point values (speeders) and largest data points (slowers), 
respectively. The results of the conducted Rosners’ tests or Generalized Extreme 
Studentized Deviate (ESD) tests are given in Table 9. 
 
 
Enterprises Outliers Significance level
10% 5% 2.5% 1% 
All Number of speeders 0 0 0 0 
Number of slowers 10 8 8 6 
Small Number of speeders 0 0 0 0 
Number of slowers 8 7 7 7 
Medium-
sized 
Number of speeders 0 0 0 0 
Number of slowers 0 0 0 0 
Large Number of speeders 0 0 0 0 
Number of slowers 2 2 2 0 
Table 9: Rosners’ outlier test results for the observed enterprises levels 
 
According to the results in Table 9, neither was Rosners’ test capable of detecting 
speeders. Some slowers were detected using Rosners’ tests. But taking into 
account the threshold results, the performance of the Rosners’ tests is worse than 




Speeding in surveys is a significant issue and is becoming a growing problem with 
the increasing popularity and use of web surveys. The main problem posed by 
speeding is that respondents fail to invest ample time in completing surveys, and 
as a consequence reduces time for cognitive processes. Consequently, this may 
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lead to respondents providing wrong answers not in line with his attitudes and 
beliefs. 
However, the question remains as to how to identify speeders. The assumption in 
this paper was that this can be done using different outlier detection methods. 
Accordingly, the aim of the paper was to select the most precise outlier detection 
method from the observed outlier detection method. The graphical outlier analysis 
has shown that the dot-plot diagram, scatter diagram, histogram and box-plot 
diagram were able to detect outliers. However, they were able to detect only 
slowers but not speeders. A similar problem with detecting speeders relied on 
applying quantitative outlier detection methods. They too were able to detect 
slowers, but detecting speeders was a lot more difficult. Unfortunately, it has been 
shown that all observed outlier detection methods had problems in detecting 
speeders. This was due to their inadequate sensitivity and were thus unable to 
recognize speeders in appropriate way either for large or small samples. Therefore, 
the conclusion is that all observed outlier detection methods are ineffective in 
detecting speeders. 
Three possible reasons exist as to why the respective outlier detection methods 
exhibited poor performance in detecting speeders. The first one reason can be 
found in slowers who have taken full attention of outlier detection methods. The 
second reason for the poor performance in detecting speeders is the fact that the 
observed outlier detection methods assume, more or less, that data is normally 
distributed, which here was not the case. Hence, one of the assumptions for their 
application has been violated. On the other hand, if the data contains speeders, 
then the expectation is that the normality assumption has been violated. The 
third reason could possibly be the large number of speeders in the distribution. 
This meant that they had masked each other, meaning that the observed outlier 
detection methods were unable to carry out detection . 
Given the above, future research should incorporate additional efforts in finding 
a method that detect speeders precisely and reliably. To detect speeders properly, 
the existing outlier detection method should be improved significantly. However, 
perhaps the development of new specialized techniques or methods for detecting 
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