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Turbulente Stro¨mungen begegnen uns u¨berall im ta¨glichen Leben, ob es die Turbu-
lenz in der Kaffeetasse ist, die beim Umru¨hren entsteht, oder der aufsteigende Rauch
u¨ber einem Streichholz, der nach einer bestimmten Laufla¨nge ungeordnete Struktu-
ren annimmt. Die Turbulenz bestimmt auch unser Wetter durch ihre Auswirkungen
auf die Stro¨mungen in der Atmospha¨re der Erde.
Nahezu alle Stro¨mungen in technischen Anwendungen sind turbulent, und ihre kor-
rekte Beschreibung ist von enormer Bedeutung fu¨r Ingenieure verschiedener Fach-
bereiche, z.B. in der Aerodynamik um Stro¨mungswidersta¨nde zu minimieren, in der
Kraftwerkstechnik um eine effiziente Verbrennung zu gewa¨hrleisten, oder im Um-
weltschutz um Schadstoffausbreitungen in Wasser oder Luft vorhersagen zu ko¨nnen.
In der Klimatechnik ko¨nnen hierdurch Aussagen u¨ber die Effizienz von Klimaanlagen
bzw. deren Auswirkungen auf die Temperaturverteilung oder die Sta¨rke des Luftzugs
in Geba¨uden getroffen werden. Bauingenieure ko¨nnen Aussagen u¨ber Auswirkungen
von Wind auf Geba¨ude, wie z.B. Hochbauten oder Bru¨cken treffen. Diese Auswahl
stellt nur einen geringen Teil des Anwendungsbereichs der Stro¨mungsmechanik dar.
Die mathematischen Grundgleichungen zur Beschreibung turbulenter Stro¨mungen
wurden bereits in der ersten Ha¨lfte des 19. Jahrhunderts (1827 bzw. 1845) unabha¨ngig
voneinander von dem franzo¨sischen Ingenieur Claude L. M. H. Navier und dem iri-
schen Mathematiker George G. Stokes aufgestellt. Die sogenannten Navier-Stokes-
Gleichungen ko¨nnen aufgrund ihrer Nichtlinearita¨t nur fu¨r einfache Geometrien un-
ter bestimmten Annahmen analytisch gelo¨st werden. Untersuchungen von komple-
xen Stro¨mungskonfigurationen waren lange Zeit auf messtechnische Experimente
beschra¨nkt. Mit Eintritt in das Computerzeitalter war die Mo¨glichkeit fu¨r numeri-
sche Simulationen von turbulenten Stro¨mungen gegeben. Wegen geringer Compu-
terresourcen wurden in der Vergangenheit diese Simulationen mittels der Reynolds-
gemitteltelten Navier-Stokes-Gleichungen (RANS) durchgefu¨hrt, d.h. die Turbulenz
wird komplett herausgemittelt und ihr Einfluss auf die Stro¨mung durch ein Modell
beru¨cksichtigt. Durch den hohen Modellierungsgrad sind diese Berechnungen zum
Teil großen Fehlern unterworfen, und es ist in diesem Kontext kein allgemeingu¨ltiges
Modell bekannt. Auch wenn heutzutage numerische Simulationen viele teure experi-
mentelle Untersuchungen ersetzen, kann wegen diesen Ungenauigkeiten nicht ganz
auf Experimente verzichtet werden.
Durch steigende Rechengeschwindigkeiten ist es seit einiger Zeit mo¨glich die tur-
bulenten Strukturen in einer Direkten Numerischen Simulation (DNS) direkt zu be-
rechnen. Ein Modell kommt bei diesem Ansatz nicht zum Einsatz. Die Ergebnisse
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weisen nur noch Fehler durch die Diskretisierung der Gleichungen auf. Der Rechen-
aufwand ist jedoch so immens, dass selbst in absehbarer Zukunft diese Methode auf
Stro¨mungen mit geringer turbulenter Intensita¨t beschra¨nkt bleibt. So sei, laut Breuer
(2001), bei konstanter Weiterentwicklung der Computer (Verdopplung der Rechen-
geschwindigkeit alle 1,5 Jahre) eine DNS eines Verkehrsflugzeugs fru¨hestens in 50
Jahren mo¨glich und selbst dann wa¨re die Rechendauer erheblich. Es wa¨re eine Re-
chenleistung notwendig, die etwa 1010 schneller ist als die Leistung von heutigen
Supercomputern. Aus diesen Gru¨nden wird das Aufgabengebiet der DNS vorerst die
Grundlagenforschung zum besseren Versta¨ndnis der Turbulenz bleiben.
Als ein Ausweg wird die Large-Eddy Simulation (LES) angesehen. Die LES wird oft
als goldener Mittelweg bezeichnet. Nach diesem Ansatz werden nur die großen tur-
bulenten Strukturen berechnet und die kleinen modelliert. Wie sich in der Vergan-
genheit gezeigt hat, sind die Ergebnisse von LES unabha¨ngig vom eingesetzten Mo-
dell tendenziell richtig, und es kommt nicht zu einem totalen Versagen wie es bei
RANS-Simulationen mo¨glich ist. So wird allgemein angenommen, dass sich der Ein-
satz dieser Technik durchsetzen wird. In Zukunft werden LES genutzt, um die Vorher-
sagefa¨higkeit von RANS-Modellen abzuscha¨tzen, sowie um technische Stro¨mungen
zu berechnen. Heutzutage ist der Einsatz der LES aufgrund des hohen Rechenauf-
wands nur auf parallelisierten Hochleistungsrechnern wirtschaftlich. Außerdem gibt
es bei dieser Technik noch erheblichen Forschungsbedarf.
In den sechziger Jahren wurde die LES erstmals von Smagorinsky (1963) zur Simu-
lation von meteorologischen Vorga¨ngen vorgeschlagen. Seither ist auf dem Gebiet
der Modellbildung zur LES viel geforscht und etliche Modelle entwickelt worden.
Trotzdem ist das nach ihm benannte Smagorinsky-Modell bis heute eines der am
ha¨ufigsten verwendeten Modelle. Die Konstante des Modells ist jedoch nicht uni-
versell und muss an die jeweiligen Stro¨mungskonfigurationen angepasst werden.
Ga¨nzlich versagt die Konstante bei wandgebundenen Stro¨mungen und muss zur
Wand hin geda¨mpft werden.
Einen regelrechten Schub bekam die LES durch die Entwicklung einer Prozedur zur
Bestimmung einer Modellkonstanten wa¨hrend der Berechnung durch Germano et al.
(1991). Diese dynamische Prozedur, in Verbindung mit dem Smagorinsky-Modell als
Germano-Modell bekannt, fu¨hrt jedoch zu einer stark schwankenden Konstante, die
zu numerischen Instabilita¨ten fu¨hrt. Der Einsatz der Prozedur ist nur mit Hilfsmitteln,
wie z.B. diverse Arten der Mittelung, anwendbar.
1.2 Zielsetzung
Fu¨r den Ingenieur ist die Berechnung von technischen Stro¨mungen notwendig. Die
Geometrien dieser Stro¨mungen sind in der Regel hochgradig komplex. Dies fu¨hrt zu
komplexen Eigenschaften der Stro¨mungen und hohen Anforderungen an das Turbu-
lenzmodell.
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Bisher beschra¨nkte sich der Anwendungsbereich der LES auf einfache Testfa¨lle. Zur
Entwicklung und Evaluierung von neuen Modellen wurden in der Regel isotrope
Turbulenz, Scherstro¨mungen oder ebene Kanalstro¨mungen herangezogen. Fu¨r diese
Testfa¨lle ist der Einsatz des Germano-Modells durch Mittelung u¨ber homogene Rich-
tungen mo¨glich.
Erst in den letzten Jahren wurde der Ansatz der LES dazu verwendet komplexe Stro¨-
mungskonfigurationen zu berechnen. In diesen Simulationen wird meist auf den Ein-
satz von dynamischen Modellen verzichtet.
Gerade fu¨r solche Konfigurationen, in denen die nichtuniverselle Konstante ra¨umlich
und mo¨glicherweise auch zeitlich variieren, fu¨hrt eine dynamische Bestimmung der
Konstanten zu einer deutlichen Verbesserung der Vorhersagefa¨higkeit der Simulati-
on. Das Germano-Modell ist hier nur eingeschra¨nkt anwendbar und Weiterentwick-
lungen fu¨hren meist zu deutlich erho¨htem numerischen Aufwand.
Prima¨res Ziel dieser Arbeit ist es dynamische Prozeduren fu¨r komplexe Stro¨mungs-
konfigurationen anwendbar zu machen. Hierzu werden verschiedene Lo¨sungsan-
sa¨tze verfolgt. Zum einen werden herko¨mmliche Prozeduren betrachtet und ange-
wendet. Zum anderen werden Ansa¨tze zur Formulierung neuer dynamischer Proze-
duren betrachtet. Weiterhin wird die Verwendung herko¨mmlicher dynamischer Pro-
zeduren mit anderen Modellen untersucht und analysiert. Um die Gu¨te der Ansa¨tze
zu bestimmen, werden ausgesuchte turbulente Stro¨mungen simuliert und ausgewer-
tet.
1.3 Aufbau der Arbeit
In Kapitel 2 werden die stro¨mungsmechanischen Grundlagen erla¨utert. Es werden
die Eigenschaften von Turbulenz und die mathematischen Grundgleichungen darge-
stellt. Ein grober U¨berblick u¨ber die Modellierungsansa¨tze der statistischen Turbu-
lenzsimulation und der direkten numerischen Simulation wird gegeben.
Der Ansatz der LES wird in Kapitel 3 ausfu¨hrlich behandelt. Die Elemente der LES
umfassen die Filterung der Grundgleichungen und die Modellierung der Feinstruk-
tur. Auf die dynamische Feinstrukturmodellierung, die ein wichtiger Bestandteil die-
ser Arbeit ist, wird ausfu¨hrlich eingegangen. Die verwendeten Feinstrukturmodelle
und die eigenen Weiterentwicklungen werden hier beschrieben.
Kapitel 4 befasst sich mit der Diskretisierung der mathematischen Gleichungen mit-
tels der Finite-Volumen-Methode, wie sie in dem verwendeten Programm Fastest-3D
realisiert ist.
Zur Evaluierung der verwendeten Feinstrukturmodelle bzw. dynamischen Prozedu-
ren werden drei verschiedene, turbulente Stro¨mungen simuliert. Diese sind die voll-
entwickelte turbulente Kanalstro¨mung, die U¨berstro¨mung einer zuru¨ckspringenden
Stufe und die Umstro¨mung eines Wu¨rfels in einem Kanal. Kapitel 5 stellt die Ergeb-
nisse dieser Berechnungen vor.
4 Einleitung
Abgeschlossen wird die Arbeit in Kapitel 6 mit einer Zusammenfassung und einem
Ausblick auf weitere Verbesserungen im Hinblick auf Feinstrukturmodellierung und
dynamische Prozeduren zur Anwendung in komplexen Geometrien.
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2.1 Turbulenz
Turbulente Stro¨mungen sind immer dreidimensional, instationa¨r, diffusiv, dissipativ,
wirbelbehaftet und nicht lokal. Der U¨bergang von der geordneten, gleichma¨ßigen
laminaren Stro¨mung zur scheinbar ungeordneten, stochastischen turbulenten Stro¨-





Hier sind l0 und u0 Referenzgro¨ßen fu¨r ein La¨ngenmaß und eine Geschwindigkeit, ν
ist die kinematische Viskosita¨t. Fu¨r jede Stro¨mung ko¨nnen unterschiedliche Referenz-
gro¨ßen bestimmt werden. Die Reynoldszahl beschreibt das Verha¨ltnis der Tra¨gheits-
kra¨ft˙e zu den Reibungskra¨ften. Bei kleinen Reynoldszahlen u¨berwiegen die Reibungs-
kra¨fte, eventuelle Sto¨rungen werden geda¨mpft, und es kann eine stabile laminare
Stro¨mung erhalten bleiben. Bei ho¨heren Reynoldszahlen u¨berwiegen die Tra¨gheits-
kra¨fte. Auftretende Sto¨rungen werden nicht mehr geda¨mpft sondern angefacht. Es
entsteht eine turbulente Stro¨mung. Fu¨r das Umschlagen einer laminaren in eine tur-
bulente Stro¨mung kann keine genaue Reynoldszahl angegeben werden. Fu¨r Rohr-





bezogen auf den Rohrdurchmesser D und die mittlere Geschwindigkeit im Rohr U .
In experimentellen Versuchen konnte jedoch durch sorgfa¨ltig beruhigte Zustro¨mung
laminares Fließen bis zu Rekrit ≈ 50.000 erreicht werden (Bollrich 2000).
Turbulente Stro¨mungen setzen sich aus Wirbelstrukturen verschiedener Gro¨ßenord-
nungen zusammen. Die Verteilung der turbulenten kinetischen Energie auf die ver-
schiedenen Gro¨ßenordnungen bzw. die entsprechenden Wellenzahlen k wird durch
das Energiespektrum wiedergegeben. Das Energiespektrum einer vollentwickelten
turbulenten Stro¨mung ist in Abbildung 2.1 dargestellt. Es ergibt sich durch eine Fou-
riertransformation der Geschwindigkeiten einer in diesem Fall homogenen und iso-
tropen Stro¨mung.
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Abbildung 2.1: Energiespektrum einer turbulenten Stro¨mung
Die gro¨ßten Wirbel, welche die charakteristische Abmessung des durchstro¨mten bzw.
umstro¨mten Ko¨rpers besitzen, sind energiereich. Nach der Modellvorstellung der
Wirbel- bzw. Energiekaskade von Richardson (1922) zerfallen die großen Wirbel in
kleinere und geben somit Energie an diese kleineren Wirbel ab. Im Inertialbereich
erfolgt der Energietransfer alleine durch die Wirkung der Tra¨gheitskra¨fte. Das Ener-
giespektrum ist in diesem Bereich proportional zu k−5/3. In den kleinsten Wirbeln
dissipiert die Energie durch die Wirkung der viskosen Kra¨fte in Wa¨rme. O¨rtlich und
zeitlich begrenzt kann auch ein Energietransfer von kleinen zu gro¨ßeren Skalen auf-
treten. Aufgrund dieses ”Backscatter-Effekts” gilt die Modellvorstellung der Energie-
kaskade nur fu¨r die Netto-Energiebilanz. Leslie & Quarini (1979) scha¨tzen den Anteil
der zuru¨ckfließenden Energie auf etwa ein Drittel der an kleinere Skalen abgegebe-
nen Energie. Diese Abscha¨tzung wird durch die Arbeiten von Carati, Ghosal & Moin
(1995) und Mason & Thomson (1992) besta¨tigt.
Wa¨hrend die Gro¨ße der gro¨ßten Strukturen durch die durch- oder umstro¨mte Geo-
metrie vorgegeben ist, kann das kleinste La¨ngenmaß η eines turbulenten Feldes nach








bestimmt werden. ε stellt die Dissipationsrate dar. Das korrespierende kleinste Zeit-







Diese kleinsten Skalen, welche die kleinsten auftretenden, dissipativen Wirbel re-
pra¨sentieren, werden Kolmogorov-Skalen genannt.
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2.2 Grundgleichungen der Stro¨mungsmechanik
Die grundlegenden Gleichungen zur Beschreibung von Stro¨mungen sind die Erhal-














Hier bezeichnet t die Zeit, xi die kartesischen Koordinaten, ρ die Dichte, ui die Ge-
schwindigkeitskomponente in Richtung der Koordinate i, p den Druck und fi die
Summe der a¨ußeren Kra¨fte in Richtung i. Die Einsteinsche Summenkonvention wird
hier und im folgenden auf doppelt auftretende Indizes angewendet. Nach der Hypo-
these von Stokes kann der Spannungstensor Ti j fu¨r ein Newtonsches Fluid wie folgt
dargestellt werden:











Das Kronecker Delta δi j ist fu¨r gleiche Indizes 1, fu¨r ungleiche Null. Im Rahmen die-
ser Arbeit werden nur inkompressible Fluide betrachtet. Die notwendigen Annahmen
fu¨r Inkompressibilita¨t sind eine niedrige Mach-Zahl und vernachla¨ssigbare Tempera-
turschwankungen (Spurk 1996). Da fu¨r inkompressible Fluide die Dichte als konstant




Somit verschwindet der zweite Term von Gleichung (2.7), und diese Gleichung einge-
setzt in die Impulserhaltungsgleichung (2.6) fu¨hrt zu den Navier-Stokes-Gleichungen:
∂ui






















Damit bilden Gleichungen (2.8) und (2.9) ein geschlossenes Gleichungssystem mit
vier Gleichungen und vier Unbekannten. Die Unbekannten sind der Druck und die
drei Geschwindigkeitskomponenten. Mit diesem Gleichungssystem ko¨nnen turbu-
lente Stro¨mungen mathematisch vollsta¨ndig beschrieben werden.
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Abbildung 2.2: Vergleich der Modellierungsansa¨tze
2.3 Ansa¨tze der Turbulenzmodellierung
Um Stro¨mungen numerisch zu berechnen, existieren drei unterschiedliche Ansa¨tze.
Bei der direkten numerischen Simulation (DNS) werden alle turbulenten Skalen durch
das Rechengitter aufgelo¨st. Somit werden alle Effekte erfasst und es ist keine Model-
lierung notwendig. Allerdings ist fu¨r diese Art der Berechnung der Rechenaufwand
extrem hoch. In der Large-Eddy Simulation (LES) werden die kleinsten Skalen durch
das Gitter nicht aufgelo¨st. Es kann folglich mit einer gro¨beren Auflo¨sung gerechnet
werden. Die Effekte der kleinen dissipativen Wirbel mu¨ssen modelliert werden. Der
Modellierungsgrad einer LES ist gering im Vergleich zur statistischen Turbulenzmo-
dellierung (RANS). Der Rechenaufwand ist aber deutlich erho¨ht. Durch eine statis-
tische Mittelung werden in der statistischen Turbulenzmodellierung alle turbulenten
Skalen herausgemittelt. Die Turbulenz muss komplett modelliert werden. Dies fu¨hrt
zu wesentlich komplexeren Turbulenzmodellen. Einen Vergleich zwischen Modellie-
rungsgrad und Rechenaufwand der verschiedenen Ansa¨tze ist in Abbildung 2.2 il-
lustriert. Der Unterschied dieser Ansa¨tze wird in den errechneten Geschwindigkei-
ten deutlich. Abbildung 2.3 zeigt Geschwindigkeitssignale einer DNS, LES und ei-
ner RANS-Berechnung. Wa¨hrend bei der DNS auch kleinste Schwankungen sichtbar
sind, weist das Signal der LES nur noch die groben Schwankungen auf. Bei RANS-
Berechnungen sind keine Schwankungen vorhanden. Es wird nur ein Mittelwert er-
mittelt.
Desweiteren gibt es Mischformen dieser Ansa¨tze, auf die hier nicht weiter eingegan-
gen wird. Im folgenden werden die drei Ansa¨tze der Turbulenzmodellierung kurz
erla¨utert. Auf die LES wird im Kapitel 3 noch genauer eingegangen.
2.3.1 Direkte numerische Simulation - DNS
In einer DNS mu¨ssen alle Skalen, auch die Kolmogorov-Skalen, durch das numeri-
sche Gitter aufgelo¨st werden. Dies erfordert eine extrem feine Auflo¨sung, was wie-
derum einen immensen Rechenaufwand bedeutet. Allerdings ist in diesem Fall keine
Modellierung notwendig.
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Abbildung 2.3: Vergleich der Geschwindigkeitssignale der verschiedenen Modellie-
rungsansa¨tze
Eine Erho¨hung der Reynoldszahl sorgt fu¨r eine Aufweitung des Energiespektrums.







∼ Re 12 (2.12)
abscha¨tzen. Turbulente Stro¨mungen sind immer dreidimensional, weshalb der nu-
merische Aufwand mit Re11/4 steigt, da auch die Zeitschritte kleiner gewa¨hlt werden
mu¨ssen.
Aus diesem Grund ist die DNS in absehbarer Zukunft fu¨r technische Stro¨mungen
nicht anwendbar. Heutzutage sind DNS bis Re≈ 104 mo¨glich. Die meisten technische
Stro¨mungen haben weitaus gro¨ßere Reynoldszahlen. Demnach beschra¨nkt sich das
Einsatzgebiet auf einfache Stro¨mungen mit geringen Reynoldszahlen.
Dem hohen Rechenaufwand steht die gro¨ßte Genauigkeit der drei Methoden gegen-
u¨ber. Es ist kein Modell notwendig, d.h. es tritt kein Modellfehler auf. Die einzige
Fehlerquelle ensteht durch die Diskretisierung der Navier-Stokes-Gleichungen und
die verwendeten numerischen Verfahren.
Aus diesen Gru¨nden wird die DNS vorwiegend zur Grundlagenforschung eingesetzt.
Ergebnisse dieser Simulationen haben in den letzten Jahren zum besseren Verta¨ndnis
der Turbulenz beigetragen.
2.3.2 Statistische Turbulenzmodellierung - RANS
Die hydrodynamischen Feldgro¨ßen ψ , also die Geschwindigkeitskomponenten ui und
der Druck p, sind in turbulenten Stro¨mungen chaotisch verteilt, wa¨hrend die mittlere
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Stro¨mung dagegen ein ”stabiles” Verhalten zeigt, das sich in Form von Differenti-
algleichungen fu¨r die Mittelwerte definieren und lo¨sen la¨sst. Hierzu lassen sich die
Feldgro¨ßen ψ in einen Mittelwert 〈ψ〉 und einen Schwankungswert ψ′′ zerlegen:
ui = 〈ui〉+u′′i , p = 〈p〉+ p′′, (2.13)
wobei der Mittelwert als Ensemble-Mittelwert definiert ist.
Die nach Reynolds benannte Mittelung fu¨hrt, eingesetzt in die Navier-Stokes-Gleich-

























Hier erscheint ein neuer Term korrelierter, fluktuierender Gro¨ßen 〈u′′i u′′j 〉, der als Rey-
noldsspannungstensor bezeichnet wird. Diese Spannungen repra¨sentieren den Im-
pulsaustausch zwischen Fluidelementen aufgrund turbulenter Bewegung und ko¨n-
nen nicht direkt aus den gemittelten Impuls- und Massenerhaltungsgleichungen be-
rechnet werden. Der Term muss semiempirisch modelliert werden, weil das Glei-
chungssystem hierdurch ungeschlossen ist. Dies wird auch als das Schließungspro-
blem der Turbulenz bezeichnet.
Die verschiedenen Ansa¨tze zur RANS-Modellierung lassen sich grundsa¨tzlich in die
direkte Modellierung und die Modellierung des Reynoldsspannungstensors mittels
Differentialgleichungen einteilen. Die direkten Modelle zeichnen sich dadurch aus,
dass die Reynoldsspanunngen direkt durch algebraische Ausdru¨cke modelliert wer-
den. Hierzu geho¨ren unter anderen auch die Wirbelviskosita¨tsmodelle. Bei den Rey-
noldsspannungsmodellen (RSM) werden die Reynoldsspannungen durch Transport-
gleichungen beschrieben, in denen wiederum neue Unbekannte in Form ho¨herer sta-
tistischer Momente auftreten. In diesem Fall werden diese ho¨heren statistischen Mo-
mente modelliert. Bei algebraischen Spannungsmodellen (ASM) werden diese Diffe-
rentialgleichungen vereinfacht, um algebraische Ausdru¨cke zur Schließung des Glei-
chungssystems zu erhalten.
Der von Boussinesq (1877) formulierte Wirbelviskosita¨tsansatz modelliert die turbu-
lenten Spannungen in den Impulsgleichungen durch eine turbulente Viskosita¨t, die
so genannte Wirbel- oder Scheinviskosita¨t. Diese variiert ra¨umlich und zeitlich als
Funktion der Stro¨mung, deshalb ist es erforderlich sie mittels eines Turbulenzmo-
dells zu berechnen. Wirbelviskosita¨tsmodelle ko¨nnen entsprechend der Anzahl der
zusa¨tzlichen Transportgleichungen in Nullgleichungs-, Eingleichungs-, Zweigleich-
ungs- bzw. Mehrgleichungsmodelle unterteilt werden. Das am ha¨ufigsten verwende-
te k-ε-Modell ist ein Zweigleichungsmodell mit Gleichungen fu¨r die turbulente kine-
tische Energie k und die Dissipationsrate der turbulenten kinetischen Energie ε . Das
k-ε-Modell wurde 1972 von Launder & Spalding (1972) entwickelt. Der große Erfolg
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des Modells ist wohl dem relativ geringen Rechenaufwand und der hohen numeri-
schen Stabilita¨t zuzuschreiben. Schwa¨chen hat das Modell allerdings bei komplexen
Stro¨mungen. Anisotropien in der Turbulenz sowie spezielle Effekte, wie z.B. Rotatio-
nen in der Stro¨mung ko¨nnen damit nicht korrekt modelliert werden (Oberlack 2000).
Ein weiteres, ha¨ufig verwendetes Zweigleichungsmodell ist das k-ω-Modell. Dieses
Modell ist hauptsa¨chlich bekannt aus den Arbeiten von Wilcox (1993), Grundlage sind
aber die Arbeiten von Kolmogorov (1942). Im Vergleich zu dem k-ε-Modell wird die
ε-Gleichung durch eine ω-Gleichung ersetzt. Dies fu¨hrt zu besseren Vorhersagen in
Grenzschichten sowie in Wiederanlegezonen hinter Grenzschichtablo¨sungen. In der
Na¨he von Wa¨nden wird bei Wirbelviskosita¨tsmodellen die Verwendung einer Wand-
funktion notwendig, da die Voraussetzung der lokalen Isotropie der Turbulenz und
die Vernachla¨ssigung der molekularen Viskosita¨t hier nicht mehr erfu¨llt wird. Als
Grundlage fu¨r die Wandfunktion dient das logarithmische Wandgesetz (Pope 2000),
das sich durch A¨hnlichkeitsbetrachtungen oder aus dem Prandtlschen Mischungs-
weggesetz fu¨r eine la¨ngsangestro¨mte, ebene Platte herleiten la¨sst.
Die oben beschriebenen RSM verwenden die vollen Transportgleichungen der Rey-
noldsspannungen. Die RSM-Differentialgleichungen beinhalten weitere vier, unge-
schlossene Terme, welche modelliert werden mu¨ssen. Mit diesen Modellen ko¨nnen
genauere Ergebnisse erzielt werden, aber der Rechenaufwand ist deutlich gro¨ßer, und
die Konvergenz der Berechnung kann nicht immer gewa¨hrleistet werden.
Bei algebraischen Reynoldsspannungsmodellen werden diese Transportgleichungen
durch die Vernachla¨ssigung der Advektions- und Diffusionsterme so vereinfacht, dass
nicht mehr Differentialgleichungen gelo¨st werden mu¨ssen, sondern algebraische Aus-
dru¨cke zur Berechnung der Reynoldsspannungen zur Verfu¨gung stehen. Hier sind
die expliziten algebraischen Reynoldsspannungsmodelle (EARSM) hervorzuheben.
Eine gute Beschreibung dieser Modelle liefert Johansson (2002). Verglichen mit den
RSM zeichnen sich die EARSM durch ihre numerische Stabilita¨t aus. Im Gegensatz
zu den Wirbelviskosita¨tsmodellen vermeiden sie die Defizite in der Berechnung von
Stro¨mungen mit starken Kru¨mmungen der Stromlinien, die fu¨r viele technische Ap-
plikationen von Bedeutung sind.
Hervorzuheben ist, dass allen Modellen eine allgemeine Gu¨ltigkeit fehlt, d.h. es gibt
kein RANS-Modell, das fu¨r alle Stro¨mungsfa¨lle (bei gleichen Modellparametern) zu-
friedenstellende Ergebnisse liefern kann (Ferziger 1996).
2.3.3 Large-Eddy Simulation - LES
Die Idee der LES ist es die Vorteile der DNS und der statistischen Turbulenzmodel-
lierung zu vereinen: Die Genauigkeit der DNS mit dem geringen Rechenbedarf des
RANS-Konzepts. Dies ist nur mit Abstrichen mo¨glich. So liegt die LES in Genauigkeit
und numerischem Aufwand zwischen den beiden Methoden (siehe Abbildung 2.2).
Bei der LES werden nur die großen, energietragenden turbulenten Skalen in der nu-
merischen Simulation aufgelo¨st. Die kleinen Skalen und ihr Einfluss auf die großen
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Skalen mu¨ssen modelliert werden. Tabelle 2.1 zeigt die Eigenschaften von großen und
kleinen turbulenten Strukturen. Die kleinen Wirbel entstehen aus dem Zerfall der
großen Wirbel und verlieren so Informationen u¨ber Randbedingungen oder Geome-
trien. Sie sind somit nahezu homogen und isotrop. Durch diese universellen, von den
Randbedingungen bzw. von der Geometrie unabha¨ngigen Eigenschaften der kleinen
Wirbel erscheint das Finden eines allgemeingu¨ltigen Modells fu¨r die LES wahrschein-
licher als im RANS-Kontext. Der Rechenaufwand einer LES ist immer noch sehr hoch,
aber deutlich geringer als der einer DNS. So werden heutzutage schon technische
Stro¨mungen mit moderaten Reynoldszahlen gerechnet.
Große Skalen Kleine Skalen
abha¨ngig von der Geometrie universal
geordnet zufa¨llig verteilt





schwierig zu modellieren leicht zu modellieren
Tabelle 2.1: Unterschiede zwischen großen und kleinen Skalen unter idealisierten Be-
dingungen (nach (Schumann & Friedrich 1987))
In Kapitel 3 wird genauer auf die Filterung und die daraus resultierenden Gleichun-
gen eingegangen. Weiterhin werden die wichtigsten Feinstrukturmodelle beschrie-
ben. Bevor auf die in dieser Arbeit verwendeten Modelle eingegangen wird, wird ein
U¨berblick u¨ber die dynamischen Prozeduren zur Bestimmung von Modellkonstanten
gegeben.
2.4 Modellierungsprinzipien
Unter Modellierungsprinzipien ko¨nnen Richtlinien zur systematischen Entwicklung
von Turbulenzmodellen verstanden werden. Offensichtliche Grundsa¨tze sind dimen-
sionale und tensorielle Konsistenz sowie physikalische Koha¨renz. Dimensionale Kon-
sistenz ist gegeben, wenn alle Terme in allen Gleichungen die gleiche Dimension
haben. Der richtige Gebrauch der Tensoralgebra ist notwendig, um sicherzustellen,
dass alle Terme die gleichen freien Indizes haben und die Matrizenmultiplikation
korrekt durchgefu¨hrt wird. Physikalische Koha¨renz beschreibt den logischen Zusam-
menhang zwischen Physik und Modell. Ein Schließungsmodell, das einen realen Pro-
zess abbildet, sollte diesen auch physikalisch plausibel ersetzen, z.B. sollte ein rei-




• Rapid Distortion Theory (RDT),
• Realizability,
• Symmetriemethoden.
Diese Prinzipien fu¨hren zu neuen mathematischen Entwicklungen, die Richtlinien
zur Bewertung, Verbesserung und auch Herleitung von Turbulenzmodellen geben.
Einschra¨nkungen, die aus diesen Prinzipien hergeleitet werden, mu¨ssen von Turbu-
lenzmodellen eingehalten werden. Diese Prinzipien sind in der Vergangenheit haupt-
sa¨chlich im RANS-Kontext beachtet worden. Sie mu¨ssen aber auch im Kontext der
LES eingehalten werden.
Thermodynamische Konsistenz bezeichnet die Einhaltung des zweiten Hauptsatzes
der Thermodynamik. Hieraus ko¨nnen Bedingungen bzw. Beschra¨nkungen fu¨r Turbu-
lenzmodelle und deren Modellkoeffizienten abgeleitet werden. Fu¨r na¨here Ausfu¨hr-
ungen zur thermodynamischen Konsistenz wird auf Sadiki (1998) verwiesen. In der
RDT werden gegebene Geschwindigkeitsfelder mit einer Sto¨rung von kurzer Dauer
u¨berlagert. Es werden linearisierte Gleichungen verwendet, um die Vera¨nderungen
der Geschwindigkeitsfelder zu beschreiben. Aus den sich ergebenden Erkenntnissen
ko¨nnen ebenfalls Richtlinien zur Modellierung abgeleitet werden. Einen detaillierten
Einblick gibt Pearson (1959). Im Folgenden wird auf die Realizability und die Sym-
metriemethoden na¨her eingegangen.
2.4.1 Realizability
Unter dem Begriff Realizability bzw. Realisierbarkeit werden Plausibilita¨tsforderung-
en an die Struktur der Reynoldsspannungen zusammengefasst. Die Einhaltung dieser
Forderungen soll zu einer besseren Wiedergabe der physikalischen Effekte fu¨hren. Sie
wurden zuerst von Schumann (1977) auf die Modellierung turbulenter Stro¨mungen














) ≥ 0. (2.18)
Hier wird die Einsteinsche Summenkonvention nicht angewendet. Ungleichung (2.17)
ist auch als Schwarzsche Ungleichung bekannt.
Im RANS-Kontext wurden diese Bedingungen als theoretische Basis zur Herleitung
einiger Turbulenzmodelle verwendet (Johansson & Hallba¨ck 1994, Ristorcelli, Lumley
& Abid 1995, Sjo¨gren & Johansson 2000). Die Realizability-Bedingungen lassen sich
auch auf den Feinstrukturspannungstensor τi j in der LES u¨bertragen. Vreman, Geurts
& Kuerten (1994) zeigen, dass der Filterkernel G positiv sein muss (G ≥ 0), damit τi j
”realisierbar” ist, d.h. dass die Ungleichungen (2.16)-(2.18) fu¨r die Feinstrukturspan-
nungen eingehalten werden. Aus weiteren Gru¨nden ist ein ”realisierbarer” Feinstruk-
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turspannungstensor wu¨nschenswert. Dadurch wird die Bedingung eingehalten, dass




eine positive Gro¨ße ist. Das ist eine wichtige Bedingung fu¨r Feinstrukturmodelle, die
eine Gleichung fu¨r die turbulente kinetische Energie beinhalten (Ghosal, Lund, Moin
& Akselvoll 1995, Yoshizawa 1982, Yoshizawa 1986).
Neben den Bedingungen fu¨r den Filterkernel ergeben sich auch Bedingungen fu¨r die
Modellierung des Feinstrukturspannungstensors. So ergibt sich fu¨r ein Wirbelvisko-
sia¨tsmodell der Form
τi j =−νταi j + 23kδi j (2.20)
eine untere Grenze fu¨r k in Abha¨ngigkeit von der Wirbelviskosita¨t, damit τi j ”rea-
lisierbar” bleibt (Geurts 2003). Weitere Konsequenzen fu¨r die Modellierung ko¨nnen
(Vreman et al. 1994) entnommen werden.
2.4.2 Symmetriemethoden
Die Navier-Stokes-Gleichungen besitzen fundamentale Eigenschaften wie die Inva-
rianz unter bestimmten Transformationen. Diese Eigenschaften werden Symmetrien
genannt. Zur Vereinfachung der Darstellung werden die Kontinuita¨tsgleichung (2.8)
und die Navier-Stokes-Gleichungen (2.9) zusammengefasst durch
E (y) = 0 (2.21)
dargestellt, wobei y = (t,xi,ui, p). Eine Transformation Ta von der Form
Ta : y → yˆ = yˆ(y,a) (2.22)
sei eine Transformation bezu¨glich des kontinuierlichen Parameters a. Diese Transfor-
mation wird als Symmetrie bezeichnet, wenn gilt:
E (y) = 0 =⇒ E (yˆ) = 0. (2.23)
Mit Hilfe der Lie-Gruppen-Theorie ko¨nnen die Symmetrien einer partiellen Differen-
tialgleichung bestimmt werden. Die Navier-Stokes-Gleichungen weisen Invarianz ge-
genu¨ber einer Translation in Zeit sowie einer Translation des Druckes auf. Sie sind
außerdem Skalen-, Rotations- und Galilei-Invariant. Weiterhin besitzen die Navier-
Stokes-Gleichungen eine Symmetrie, die in der Literatur ha¨ufig als ”2d material fra-
me indifference” (2DMFI) bezeichnet wird (Oberlack 2000). Die 2DMFI sagt aus, dass
die Rotation einer zweidimensionalen Stro¨mung diese nicht vera¨ndert, wenn die Ro-
tationsrate konstant ist und die Drehung um die unabha¨ngige Achse erfolgt.
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Neben den Lie-Symmetrien besitzten die Navier-Stokes-Gleichungen auch diskrete
Symmetrien. Hier sind die Reflektionssymmetrien bezu¨glich Raum und Zeit zu nen-
nen. Fu¨r na¨here Ausfu¨hrungen wird auf Oberlack (2000) verwiesen.
Diese Symmetrien sind physikalische Eigenschaften der partiellen Differentialglei-
chungen. Und es ist wesentlich, dass Turbulenzmodelle die vorhandenen Symmetrien
nicht brechen. Dies gilt sowohl fu¨r RANS-Modelle als auch fu¨r Feinstrukturmodelle
im LES-Kontext. Wie Oberlack (1997) zeigt, werden von den meisten Feinstrukturmo-
dellen nicht alle Symmetrien eingehalten. Hierauf wird genauer in der Beschreibung
der Feinstrukturmodelle in Kapitel 3.4 eingegangen.
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3 Elemente der Large-Eddy Simula-
tion
3.1 Filterung
Um die dissipativen Skalen von den energietragenden Skalen zu trennen, werden die
physikalischen Feldgro¨ßen ψ in einen Grobstrukturanteil ψ und einen Feinstruktu-
ranteil ψ ′ aufgespalten:
ψ = ψ +ψ ′. (3.1)
Mathematisch la¨sst sich der Grobstrukturanteil durch eine ra¨umliche Filterung der





Fu¨r den Filterkernel G muss gelten:∫
V
G(xi,x′i)dxi = 1. (3.3)
Die Filterfunktion G(xi,x′i) stellt eine ra¨umliche Mittelung mit einem begrenzten Wir-
kungsbereich dar. Sie entspricht einer Tiefpassfilterung und trennt die hochfrequen-
ten Strukturen ab. In der LES ha¨ufig verwendete Filterfunktionen sind in Abbildung
3.1 dargestellt.
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Abbildung 3.1: Filterfunktionen
Hier steht ∆ fu¨r die Filterweite. Es gibt neben Top-Hat-, Gauß- und Sharp-Spectral-
Filter noch weitere Filter (z. B. Cauchy-, Pao-Filter), die jedoch selten Verwendung
finden.
Der Filterkernel G des Top-Hat-Filters ist im Intervall |xi− x′i| < 12∆ konstant und au-
ßerhalb dieses Bereichs gleich Null. Die Anwendung dieses Filters fu¨hrt zu einer
einfachen Integration u¨ber die Filterweite ∆. Dies entspricht einer Mittelwertbildung
u¨ber diesen Bereich. Die Wirkungsweise des Top-Hat-Filters im Wellenzahlen-Raum
ist gleichzusetzen mit der Wirkungsweise des Sharp-Spectral-Filters im physikali-
schen Raum. Daraus la¨sst sich folgern, dass er nicht zu einer scharfen Trennung von
kleinen und großen Skalen fu¨hrt, sondern eine Da¨mpfung der kleinen Skalen zur Fol-
ge hat.
Abbildung 3.2: Gefiltertes Energiespektrum
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Abbildung 3.2 zeigt, dass der Sharp-Spectral-Filter ab einer bestimmten ”Cut-Off”-
Wellenzahl kcut-off alle Frequenzen abtrennt, wa¨hrend der Top-Hat-Filter, wie oben be-
schrieben, die kleinen Skalen da¨mpft. Wie Vreman et al. (1994) zeigen, verletzen Filter-
funktionen, die nicht ausschließlich positiv sind, die Realizability-Bedingungen und
ko¨nnen zu negativer kinetischer Energie wa¨hrend der Berechnung fu¨hren. Zu diesen
Filtern geho¨rt der Sharp-Spectral-Filter. Andererseits ist bekannt, dass das Smagorin-
sky-Modell in Verbindung mit diesem Filter zu den besten Ergebnissen fu¨hrt (Piomelli,
Moin & Ferziger 1988).
Ein ausgepra¨gter Inertialbereich im Energiespektrum der Sto¨mung ist notwendig um
die dissipativen Skalen klar von den energietragenden Skalen zu trennen. Dies ist
in der Regel nur bei hohen Reynoldszahlen gegeben. Die kleinsten aufgelo¨sten Ska-
len sollten noch im Inertialbereich liegen. Alternativ kann gefordert werden, dass die
aufgelo¨sten Grobstrukturen den Großteil der Energie beinhalten.
Fu¨r die Finite-Volumen-Methode bietet sich die Anwendung des Top-Hat-Filters an.
Aufgrund der ra¨umlichen Diskretisierung, die mit einer Mittelung u¨ber das Zellen-
volumen gleichzusetzen ist, ist eine Filterung mit diesem Filter in das Verfahren impli-
ziert (Schumann 1975). Zur Berechnung der Feinstrukturmodelle ist meist ein La¨ngen-
maß notwendig, fu¨r das normalerweise die Filterweite verwendet wird. Fu¨r anisotro-











wobei ∆x,∆y,∆z den Gitterabstand in der jeweiligen Raumrichtung darstellt. Der Un-
terschied zwischen beiden Berechnungsarten verschwindet fu¨r wu¨rfelformige Git-
terzellen. Fu¨r stark verzerrte Gitter ergeben sich Unterschiede, die allerdings relativ
gering sind, wie Lafeber (1987) nachweist. Die Wahl der Berechnung von ∆ ist rela-
tiv willku¨rlich und es sind weitere Variationen denkbar (Deardorff 1971, Mason &
Callen 1986). In dieser Arbeit wird die Filterweite nach Gleichung (3.7) berechnet.
3.2 Grundgleichungen der LES
Wird die Filterung auf die Kontinuita¨tsgleichung (2.8) und die Navier-Stokes-Gleich-













)− ∂τi j∂x j , (3.10)












Die Feinstrukturspannungen τi j beschreiben den Effekt der nicht aufgelo¨sten Skalen
auf die großen Skalen. Diese Spannungen sind definiert als
τi j = uiu j−uiu j (3.12)
und ko¨nnen nicht berechnet werden. Das Gleichungssystem ist somit ungeschlos-
sen. Um es zu schließen, mu¨ssen die Feinstrukturspannungen modelliert werden.
Den Gleichungen (3.9) und (3.10) liegt die Annahme zugrunde, dass Filterung und
ra¨umliche Ableitung kommutieren. Diese Annahme ist jedoch nur fu¨r homogene Fil-
ter gu¨ltig. Bei der Verwendung von anisotropen Gittern, wie sie bei wandgebundenen
Stro¨mungen oder Stro¨mungen in komplexen Geometrien notwendig sind, entsteht
ein Kommmutationsfehler. Auf diesen Fehler wird in Kapitel 3.3 na¨her eingegangen.
Die Feinstrukturspannungen τi j ko¨nnen in die Leonard-Spannungen Li j, die Kreuz-
spannungen Ci j und die Feinstruktur-Reynolds-Spannungen Ri j zerlegt werden:
τi j = uiu j−uiu j︸ ︷︷ ︸
Li j





Die Leonard-Spannungen repra¨sentieren die Dissipation der großskaligen Struktu-
ren. Sie ha¨ngen nur von Gro¨ßen der Grobstruktur ab und ko¨nnen direkt berechnet
werden. Die Kreuzspannungen bilden den Energieaustausch zwischen großen und
kleinen Strukturen ab. In diesen Termen sind unbekannte Gro¨ßen der Feinstruktur
enthalten, die modelliert werden mu¨ssen. Rogallo & Moin (1984) haben eine Taylor-
reihenentwicklung zur Bestimmung der Kreuzspannungen hergeleitet. Die Feinstruk-
tur-Reynolds-Spannungen bestehen nur aus Feinstrukturgro¨ßen und beschreiben die
Interaktion zwischen den nicht aufgelo¨sten Skalen. Sie mu¨ssen somit modelliert wer-
den.
Durch diese Zerlegung lassen sich die einzelnen Effekte der Feinstrukturspannun-
gen getrennt betrachten und auch getrennt modellieren. Dieser Ansatz konnte sich
aber nicht durchsetzen, da die Leonard- und auch die Kreuzspannungen nicht Galilei-




Bei der Herleitung der Gleichungen (3.9) und (3.10) wird eine Kommutativita¨t von







Diese Annahme ist nur fu¨r homogene Filter mit konstanter Filterweite gu¨ltig. Wird
die Ungu¨ltigkeit dieser Annahme fu¨r inhomogene Filter beru¨cksichtigt, ergeben sich





































− ∂ψ∂xi . (3.17)
Filter mit vera¨nderlicher Filterweite sind z. B. bei wandgebundenen Stro¨mungen not-
wendig. Die energietragenden Strukturen werden zur Wand hin kleiner. Wu¨rde hier
eine konstante Filterweite gewa¨hlt, die sich an den Strukturen im wandfernen Ge-
biet orientiert, so wu¨rden im wandnahen Gebiet wesentliche Strukturen durch die zu
große Filterweite herausgefiltert. Andererseits wu¨rden mit einer zu kleinen konstan-
ten Filterweite im wandfernen Gebiet die kleinen Skalen nicht ausreichend herausge-
filtert (Moin & Jimene´z 1993).
Das Problem der Kommutativita¨t von Filterung und ra¨umlicher Ableitung wurde zu-
erst betrachtet von Ghosal & Moin (1995). Sie zeigen, dass der Kommutationsfeh-
ler zweiter Ordnung ist. Es wird eine Filterdefinition hergeleitet, basierend auf einer
Transformationsvorschrift, die aus dem Zusammenhang zwischen dem anisotropen
Gitter und eines kartesischen, a¨quidistanten Einheitsgitters hervorgeht. Die Fehlerter-
me werden mit einer Taylorreihenentwicklung u¨ber die Filterweite erweitert, wobei
die Koeffizienten von der ra¨umlichen Ableitung des gefilterten Feldes und der Trans-
formationsvorschrift abha¨ngen. Hierdurch entstehen weitere Terme in den gefilter-
ten Gleichungen, die die differentielle Ordnung erho¨hen. Folglich werden zusa¨tzliche
Randbedingungen erforderlich. van der Ven (1995) entwickelt eine Gruppe von einpa-
rametrigen kommutativen Filtern fu¨r Diskretisierungen beliebiger Ordnung. Eine all-
gemeine Formulierung des Kommutationsfehlers durch anisotrope Filter und durch
Gebietsgrenzen bzw. Randbedingungen wird von Fureby & Tabor (1997) vorgeschla-
gen. Eine numerische Analyse der Verteilung der Intensita¨t der nichtkommutativen
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Terme wird hier durchgefu¨hrt durch Vergleiche von LES- und DNS-Daten einer tur-
bulenten Kanalstro¨mung bei Reτ = 180 und 395. Wie erwartet sind die Intensita¨ten
dort am ho¨chsten, wo die Anisotropie des Gitters am sta¨rksten ist. Allerdings hat die
Verwendung von unterschiedlichen Feinstrukturmodellen nur geringen Einfluss auf
die Intensita¨ten der nichtkommutativen Terme.
Eine Verallgemeinerung der Arbeiten von Ghosal und Moin und van der Ven wird
von Vasilyev, Lund & Moin (1998) aufgezeigt. Eine Minimierung des Kommutations-
fehlers wird durch die Verwendung einer Klasse von Filtern mit n−1 verschwinden-
den Momenten erreicht, wenn eine numerische Diskretisierung n-ter Ordnung ver-
wendet wird. Es werden Regeln zur Konstruktion von diskreten Filtern erstellt, wel-
che mit Ableitungen jeder Ordnung in komplexen Geometrien kommutieren. Durch
eine Betrachtung des lokalen Spektrums des Kommutationsfehlers zeigen Vasilyev &
Goldstein (2004), dass die Gro¨ßenordnung des Fehlers linear proportional zum Faktor
der Filterweitena¨nderung ist.
Breuer (2001) weist darauf hin, dass falls die gefilterten Erhaltungsgleichungen mit
einem numerischen Verfahren zweiter Ordnung gelo¨st werden und eine Filterweite
vergleichbar mit der Maschenweite des Gitters gewa¨hlt wird, der Kommutationsfeh-
ler vernachla¨ssigt werden kann, da er dann die Gro¨ßenordnung des Abbruchfehlers
besitzt. Wird allerdings ein Verfahren ho¨herer Ordnung benutzt, ist ein Kommutati-
onsfehler zweiter Ordnung nicht akzeptabel.
In dieser Arbeit wird ein numerisches Verfahren zweiter Genauigkeitsordnung ver-
wendet, weshalb der Einfluss des Kommutationsfehlers vernachla¨ssigt wird. Bei der
Gittererstellung fu¨r die numerischen Simulationen wird darauf geachtet, die Aniso-
tropie der Gitter mo¨glichst gering zu halten, um den Kommutationsfehler zu mini-
mieren.
3.4 Feinstrukturmodelle
Die LES scheint sehr vielversprechend fu¨r die Simulation von turbulenten Stro¨mung-
en. Aus diesem Grund wurde in den letzten Jahrzehnten viel Forschung auf dem Ge-
biet der Feinstrukturmodellierung betrieben. Dementsprechend hoch ist die Anzahl
der verschiedenen Ansa¨tze zur Modellentwicklung und der entsprechenden Modell-
varianten. Wie oben bereits beschrieben, ist die Aufgabe der Modelle den Einfluß der
kleinen, herausgefilterten Skalen auf die Stro¨mung zu modellieren. Wie im RANS-
Konzept fu¨hrt der LES-Ansatz auf ein Schließungsproblem. Um das Gleichungssys-
tem schließen zu ko¨nnen, mu¨ssen semi-empirische Annahmen eingefu¨hrt werden. Im
folgenden werden hier nur die wichtigsten Ansa¨tze beschrieben. Einen detaillierten
U¨berblick und auch genaue Beschreibungen u¨ber eine große Auswahl von Ansa¨tzen
und Modellen bietet Sagaut (2001).
Die Feinstrukturspannungen werden zu Modellierungszwecken in die Spur des Ten-
sors und den spurfreien Teil aufgeteilt. Die Spur der Spannungen wird dann mit dem
Feinstrukturmodelle 23
Druck kombiniert und die spurfreien Feinstrukturspannungen werden modelliert. Im
folgenden stellt τ∗i j den spurfreien Feinstrukturspannungstensor dar:




Fu¨r Wirbelviskosita¨tsmodelle ist diese Aufspaltung fu¨r inkompressible Stro¨mungen
notwendig. Wird die Kontinuita¨tsgleichung eingehalten, ist der Deformationstensor
Si j spurfrei. Durch den linearen Zusammenhang zwischen Deformationstensor und
Feinstrukturspannungen mu¨ssen diese ebenfalls spurfrei sein.
3.4.1 Smagorinsky-Modell
Das bekannteste Feinstrukturmodell wurde bereits 1963 von Smagorinsky (1963) for-
muliert. Es geho¨rt noch heute zu den am ha¨ufigsten angewendeten Modellen. Es
basiert auf dem Wirbelviskosita¨tsansatz, welcher die Feinstrukturspannungen τ∗i j zu
dem großskaligen Scherspannungstensor Si j in Beziehung setzt. Als Proportionalita¨ts-
faktor wird die turbulente Viskosita¨t ντ verwendet:
τ∗i j =−2ντ Si j. (3.19)
Die turbulente Viskosita¨t ντ la¨sst sich aus dem Prandtlschen Mischungsweg herleiten,
wobei sie zum Betrag der lokalen großskaligen Geschwindigkeitsgradienten in Bezug
gesetzt wird:
νt = l2|Si j|= l2
√
2Si jSi j. (3.20)
Das La¨ngenmaß l steht charakteristisch fu¨r die kleinen Skalen und wird aus der Sma-
gorinsky–Konstante Cs und der Filterweite ∆ gebildet:
l = Cs∆. (3.21)
Wie alle Wirbelviskosita¨tsmodelle la¨sst sich das Smagorinsky-Modell sehr leicht u¨ber
die Viskosita¨t implementieren. Zu der Viskosita¨t des Fluids ν in den Navier-Stokes-
Gleichungen wird die turbulente Viskosita¨t ντ einfach hinzuaddiert. Es entsteht die
effektive Viskosita¨t νeff:
νeff = ν +ντ . (3.22)
Simulationen haben gezeigt, dass die Konstante Cs nicht universell ist. Sie ist un-
terschiedlich fu¨r verschiedene Stro¨mungsfa¨lle, und ein optimaler Wert kann auch
ra¨umliche Variationen aufweisen. Je nach Art der Stro¨mung liegt sie zwischen 0,065
und 0,2. Hinzu kommt ein fast vollsta¨ndiges Versagen des Smagorinsky-Modells in
Wandna¨he. In diesem Bereich muss die Konstante geda¨mpft werden, da mit Anna¨he-
rung an die Wand die Geschwindigkeitsschwankungen gegen Null konvergieren.
Aus diesem Grund sollte dieses Modell bei wandgebundenen Stro¨mungen immer mit
der Van-Driest-Da¨mpfungsfunktion angewendet werden (Moin & Kim 1982). Wei-
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terhin gibt es dynamische Prozeduren um die Konstante wa¨hrend der Rechnung zu
bestimmen. Hierauf wird na¨her in Kapitel 3.5 eingegangen.
Schwachpunkte des Modells sind,
• dass nicht gewa¨hrleistet ist, dass die Wirbelviskosita¨t fu¨r laminare Stro¨mungen
automatisch gleich Null ist,
• dass der Backscatter-Effekt nicht wiedergegeben werden kann (Leslie & Quarini
1979),
• zu hohe dissipative Wirkung.
Zur Beschreibung des Backscatter-Effekts gibt es verschiedene Erweiterungen des
Standard-Modells (Schumann 1995, Leith 1990, Mason & Thomson 1992).
Diverse a priori-Untersuchungen haben gezeigt, dass das Smagorinsky-Modell nur ei-
ne geringe U¨bereinstimmung mit den tatsa¨chlichen Feinstrukturspannungen erreicht.
Fu¨r verschiedene Stro¨mungsfa¨lle liegen die Korrelationskoeffizienten zwischen mo-
dellierten und tatsa¨chlichen Feinstrukturspannungen bei 0,1-0,2 (Clark, Ferziger &
Reynolds 1979, McMillan & Ferziger 1979, Piomelli et al. 1988). Das Modell bildet je-
doch den grundlegenden Mechanismus der nicht aufgelo¨sten Skalen ab. Es entzieht
der Stro¨mung Energie. Außerdem scheinen die Details der Feinstruktur in den un-
tersuchten Stro¨mungen kaum Einfluss auf die Statistiken der Grobstruktur zu haben
(Rogallo & Moin 1984).
Wie Oberlack (1997) zeigt, bricht das Smagorinsky-Modell die Skaleninvarianz, da
als La¨ngenmaß die Filterweite ∆ verwendet wird. Dieses La¨ngenmaß steht nicht in
Zusammenhang mit einem turbulenten La¨ngenmaß.
3.4.2 Scale Similarity Modelle
Die Scale-Similarity Modelle bzw. A¨hnlichkeitsmodelle gehen auf die Arbeiten von
Bardina, Ferziger & Reynolds (1980) zuru¨ck. Sie basieren auf der Annahme, dass die
kleinsten aufgelo¨sten Skalen den gro¨ßten nicht aufgelo¨sten a¨hnlich sind. Weiterhin
wird folgende Annahme getroffen:
ψφ = ψ φ . (3.23)
Durch eine weitere Anwendung der Filterung werden die Kreuzspannungen und der
Feinstruktur-Reynolds-Spannungsterm modelliert mit:























Das Hinzufu¨gen der Leonard-Spannungen, welche direkt aus Gro¨ßen der Grobstruk-
tur berechenbar sind, fu¨hrt zu:





wobei die Bardina-Konstante CB gleich Eins sein muss, um Galilei-Invarianz zu ge-
wa¨hrleisten (Speziale 1985). Das Modell gibt alle Symmetrien der Navier-Stokes--
Gleichungen wieder. Die 2DMFI wird eingehalten, wenn die eingesetzte Filterfunkti-
on bestimmte Bedingungen einha¨lt (Razafindralandy 2005).
Bei der Verwendung des Sharp-Spectral-Filters muss fu¨r die zweite Filterung eine
gro¨ßere Filterweite gewa¨hlt werden, da bei gleicher Filterweite ui = ui gilt und so-
mit die modellierten Feinstrukturspannungen gleich Null sind. A priori-Tests zeigen
eine wesentlich verbesserte U¨bereinstimmung der tatsa¨chlichen mit den modellier-
ten Feinstrukturspannungen als es beim Smagorinsky-Modell der Fall ist. Das Mo-
dell kann den ru¨ckwa¨rtigen Energietransfer wiedergeben, aber eine dissipative Wir-
kung ist kaum vorhanden. Eine Kombination dieses Modells mit dem Smagorinsky-
Modell, ein sogenanntes ”Mixed Modell”, erho¨ht die Dissipation (Zang, Street & Koseff
1993):
τ∗i j = CB
(
uiui−uiu j
)−2C2S∆2|Si j|Si j. (3.28)
Durch eine alternative Aufspaltung des Feinstrukturspannungstensors erhalten Fu-
reby, Bensow & Persson (2005) einen modifizierten Leonard-Term von der Form des
Bardina-Modells. Sie weisen darauf hin, dass dieser explizite Term exakt ist und durch
dessen Einbeziehung in die gefilterten Navier-Stokes-Gleichungen der Modellierungs-
grad reduziert wird. Aufgrund der alternativen Aufspaltung ergeben sich modifizier-
te Kreuzspannungen, die Galilei-Invariant sind. Sie ko¨nnen nun zusammen mit den
Feinstruktur-Reynolds-Spannungen modelliert werden.
3.4.3 Approximate Deconvolution Modell
Das Approximate Deconvolution Modell (ADM) wurde von Stolz et al. (2001a, 2001b)
ohne notwendige physikalische Modellannahmen entwickelt. Dieses Modell basiert
auf der Grundlage einer Taylorreihenentwicklung des inversen Filterkernels G−1. Das
ADM besteht aus drei Prozessen:
• Durchfu¨hrung einer expliziten Filterung,
• Na¨herung der ungefilterten Variablen durch inverse Filterung der gefilterten
Variablen,
• Hinzufu¨gen eines Relaxations-Terms, der die dissipative Wirkung der durch das
Gitter nicht repra¨sentierten Skalen simuliert.
Fu¨r die explizite Filterung werden Pade´-Approximationen basierend auf der Arbeit
von Lele (1993) als Filterfunktionen verwendet. Die approximative Invertierung des
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gefilterten Geschwindigkeitsfeldes ui(x) liefert das rekonstruierte Geschwindigkeits-
feld ui (x)≈ ui(x):
ui = QN ∗ui, (3.29)
wobei QN der approximierte invertierte Filter ist. Dieser la¨sst sich durch eine Reihen-





(I−G)ν ≈ G−1. (3.30)
Hier ist I der Identita¨tsoperator. Mit N = 5 und numerischen Verfahren hoher Ge-
nauigkeitsordnung wurden fu¨r viele Testfa¨lle gute Ergebnisse erzielt (Stolz, Adams
& Kleiser 2001a). Mit dem rekonstruierten Geschwindigkeitsfeld ui (x) la¨sst sich der
Feinstrukturspannungstensor wie folgt berechnen:
τ∗i j = ui u

j −uiu j. (3.31)
Das Geschwindigkeitsfeld kann aber auch direkt in den nichtlinearen Term der Im-
pulsgleichung eingesetzt werden. Zur Rekonstruktion werden nur der Teil des Spek-
trums zwischen der Cut-Off-Wellenzahl der expliziten Filterung und der impliziten
Filterung durch das Gitter ausgewertet. Der Einfluss der nicht aufgelo¨sten Skalen
wird durch einen Relaxationsterm erreicht. Hiermit wird durch eine zweite Filterung
den Skalen zwischen expliziter und impliziter Filterung kinetische Energie entzogen.
Sowohl a-priori- als auch a-posteriori-Tests an einfachen Stro¨mungskonfigurationen ha-
ben gezeigt, dass das ADM gegenu¨ber Wirbelviskosita¨tsmodellen in der Regel bessere
Ergebnisse liefert (Adams 2000, Stolz et al. 2001a, Stolz, Adams & Kleiser 2001b). Der
Ansatz setzt jedoch Verfahren hoher Ordnungsgenaugkeit voraus, was eine U¨bertra-
gung auf krummlinige Gitter problematisch macht. Das ADM besitzt zwei freie Para-
meter, einen Relaxationsparameter im Relaxations-Term und die Anzahl der Glieder
in der Reihenentwicklung fu¨r die Approximation des inversen Filters. Die Parame-
ter sind fu¨r einfache Stro¨mungen na¨herungsweise bekannt, fu¨r komplexere Fa¨lle lie-
gen jedoch keine Erfahrungen vor. Außerdem fu¨hrt die explizite Filterung zu einem
erho¨hten numerischen Aufwand.
3.4.4 Strukturfunktions-Modelle
Von Chollet & Lesieur (1981) wurde ein Wirbelviskosita¨tsmodell im spektralen Raum
aufgestellt. Die Wirbelviskosita¨t wird mittels des Energiespektrums im Bereich der
Cut-Off-Wellenzahl bestimmt. Die Herleitung beruht auf der ”Eddy-Damped Quasi-
Normal Markovian (EDQNM)”-Theorie. Im Wellenzahl-Raum fu¨hrt dieses Modell zu
hervorragenden Ergebnissen (Lesieur & Metais 1996), jedoch muss der Ansatz zur Be-
rechnung von komplexen Geometrien in den physikalischen Raum u¨bertragen wer-
den. Fu¨r das Strukturfunktions-Modell nach Me´tais & Lesieur (1992) wird hierzu
die Wirbelviskosita¨t u¨ber eine Strukturfunktion zweiter Ordnung basierend auf dem
Grobstrukturfeld bestimmt. Die Bestimmung der Strukturfunktion entspricht einer
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Berechnung eines lokalen Mittelwerts von quadrierten Geschwindigkeitsdifferenzen
zwischen dem aktuellen Punkt und seinen Nachbarn (Comte, Lee & Cabot 1990). Die-
ses Modell ist ebenfalls nicht in der Lage den Backscatter-Effekt wiederzugeben. Bei
der Simulation des transitionellen Vorgangs einer Grenzschicht stellt sich heraus, dass
dieses Modell zu dissipativ ist. Zur Verbesserung wurden mehrere Varianten des Mo-
dells vorgeschlagen (Ducros, Comte & Lesieur 1996, Lesieur & Metais 1996).
3.4.5 Mehrgleichungsmodelle
Prinzipiell lassen sich alle bekannten Turbulenzmodelle aus dem RANS-Konzept auf
die LES u¨bertragen. Dies gilt natu¨rlich auch fu¨r Mehrgleichungsmodelle. Wa¨hrend
im RANS-Bereich die Verwendung von Mehrgleichungsmodellen Standard ist, kom-
men in der LES neben wenigen Eingleichungsmodellen hauptsa¨chlich algebraische
Modelle zur Anwendung. Zum einen zeigt dies, dass in der LES derart komplexe
Modelle nicht notwendig sind. Zum anderen kann bei Verwendung von weniger re-
chenintensiven Modellen durch eine Verfeinerung der Gitterauflo¨sung eine erho¨hte
Genauigkeit erzielt werden.
Bei Eingleichungsmodellen wird die Lo¨sung einer weiteren Transportgleichung not-
wendig. Bei dem Eingleichungsmodell von Yoshizawa (1982, 1986) wird die Wirbel-
viskosita¨t anstatt durch den Deformationstensor Si j durch die Feinstrukturenergie ksgs



































bestimmt. Die Terme, die Feinstrukturgro¨ßen beinhalten, sind unbekannt und mu¨ssen
modelliert werden. Der Rechenaufwand im Vergleich zu algebraischen Modellen ist
aufgrund der Lo¨sung von Gleichung (3.33) erho¨ht. Der Vorteil dieses Modells ist, dass
es in laminaren Bereichen keinen Beitrag liefert.
Auch wurden fu¨r die LES Schließungen zweiter Ordnung formuliert (Deardorff 1973,
Fureby, Tabor, Weller & Gosman 1997). Aufgrund der Rechenregeln fu¨r Filterungen
(ui = ui,u′i = 0) beinhalten die sechs Differentialgleichungen fu¨r die Komponenten des
Feinstruktur-Spannungstensors noch mehr Terme als im RANS-Kontext. Die Erho¨-
hung des Gleichungssystems von vier auf zehn Gleichungen hat außerdem einen im-
mensen Rechenbedarf zur Folge.
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3.5 Dynamische Feinstrukturmodellierung
Eine spezielle Technik erlaubt es vorhandene Modellkonstanten wa¨hrend der Berech-
nung anhand von charakteristischen Gro¨ßen der Stro¨mung zu bestimmen. Dies wird
als dynamische Methode bezeichnet. Diese Methoden wurden auch fu¨r Feinstruktur-
modelle entwickelt. Die bekannteste Methode, beschrieben in Kapitel 3.5.1 hat den
Nachteil, dass sie in komplexen Geometrien nicht ohne weiteres anwendbar ist. Wei-
tere Lo¨sungsansa¨tze, die diese Nachteile nicht haben, sind bereits vorhanden. Diese
haben jedoch meist erheblichen Rechenbedarf zur Folge. Im folgenden werden diese
Methoden beschrieben.
3.5.1 Ansatz nach Germano und Lilly
Germano, Piomelli, Moin & Cabot (1991) entwickelten eine dynamische Prozedur un-
ter der Annahme, dass die kleinsten durch das Gitter aufgelo¨sten Skalen den nicht
aufgelo¨sten Skalen a¨hnlich sind. Aus diesem Grund wird ein sogenannter Testfilter
eingefu¨hrt. Die Weite dieses Filters ∆̂ ist gro¨ßer als die Weite des Gitterfilters ∆. Als
Basis fu¨r diese Methode dient die Germano-Identita¨t
Li j = Ti j− τˆi j, (3.34)
mit
τi j = uiu j−uiu j, (3.35)
Ti j = ûiu j− ˆui ˆuj, (3.36)
Li j = ûi u j− ˆui ˆu j. (3.37)
Das Dach bezeichnet eine mit dem Tesfilter gefilterte Gro¨ße. Die Germano-Identita¨t
repra¨sentiert die aufgelo¨sten Spannungen der Skalen zwischen der Filterweite des
Gitterfilters ∆ und der Filterweite des eingefu¨hrten Testfilters ˆ∆ (Germano 1992), wie
Abbildung 3.3 verdeutlicht. Diese Beziehung ist exakt und der Tensor Li j kann aus
dem aufgelo¨sten Stro¨mungsfeldwa¨hrend der Berechnung bestimmt werden.
Werden nun die beiden Feinstrukturtensoren wie folgt modelliert:
τi j = Cαi j(u), (3.38)
Ti j = Cαi j(ˆu), (3.39)
wobei der Tensor αi j das Feinstrukturmodell ohne die Modellkonstante darstellt, er-
gibt sich aus Gleichung (3.34) die Beziehung:
Li j = Cαi j(ˆu)− ̂Cαi j(u). (3.40)
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Als Basismodell kann ein algebraisches Feinstrukturmodell mit einer Modellkonstan-
te gewa¨hlt werden, wie z. B. das Smagorinsky-Modell. Aus dieser Gleichung kann
die Konstante nicht direkt bestimmt werden, da sie sich in einem gefilterten Produkt
befindet (Ronchi, Ypma & Canuto 1992). Zur Bestimmung muss folgende Annahme
gemacht werden: ̂Cαi j(u) = Cαˆi j(u). (3.41)
Diese Annahme besitzt nur dann Gu¨ltigkeit, wenn C konstant u¨ber ein Intervall der
Mindestla¨nge der Testfilterweite ist. In der Tat ist dies nicht der Fall. Akzeptiert man
dies als Annahme, wird die Konstante durch die Minimierung des Feinstrukturfehlers
Ei j bestimmt:
Ei j = Li j−Cαi j(ˆu)+Cαˆi j(u). (3.42)









Mi j = αi j(ˆu)− αˆi j(u). (3.45)
Die Modellkonstante C kann also wa¨hrend der Rechnung durch Gro¨ßen der Grob-
struktur bestimmt werden. Anwendungen dieser Prozedur haben gezeigt, dass die
dynamische Konstante C instationa¨r ist und im Raum stark variiert. Somit ist die An-
nahme, die Gleichung (3.41) zugrunde liegt, nicht gu¨ltig. Weiterhin nimmt C sowohl
sehr hohe als auch negative Werte an. Negative Werte fu¨hren zu negativer Wirbel-
viskosita¨t. Diese Eigenschaften haben numerische Stabilita¨tsprobleme zur Folge. Um
Abbildung 3.3: Energiespektrum mit verschiedenen Filterweiten gefiltert
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diesen Problemen zu begegnen, schlagen Germano et al. (1991) vor, Za¨hler und Nen-
ner der dynamischen Konstante u¨ber homogene Richtungen zu mitteln:
C =
〈Li jMi j〉
〈Mi jMi j〉 . (3.46)
In komplexen Geometrien ohne homogene Richtungen ist diese Mittelung nicht mo¨g-
lich. Diese ra¨umliche Mittelung kann auch durch eine zeitliche Mittelung ersetzt wer-
den. Allerdings erha¨lt man durch eine einfache zeitliche Mittelung eine dynamische
Konstante C(xi), die nicht mehr von der Zeit abha¨ngt. Alternativ erha¨lt man durch
eine Tiefpass-Filterung von der Form
Cn+1f = (1− ε)Cn + εCn+1 (3.47)
eine niederfrequente, zeitliche Abha¨ngigkeit der dynamischen Konstante. Hier be-
zeichnen die hochgestellten Indizes n und n + 1 den letzten und den aktuellen Zeit-
schritt. Mit einem Filterparameter ε in der Gro¨ßenordnung von 10−3 werden alle
hochfrequenten Anteile herausgefiltert. Akselvoll & Moin (1993) sowie Breuer (2001)
erzielen mit dieser Variante bessere Ergebnisse in ihren Berechnungen als mit einer
zeitlich unabha¨ngigen Konstante.
Fu¨r inhomogene und instationa¨re Stro¨mungen schlagen Carati, Rogers & Wray (2002)
eine Mittelung u¨ber parallel laufende Simulationen vor. Diese ”Ensemble Averaged Dy-
namic Procedure (EADP)” wird in dieser Arbeit verwendet und in Kapitel 3.6.1 genauer
beschrieben.
Um den numerischen Instabilita¨ten zu begegnen, ko¨nnen alternativ oder auch in Ver-
bindung mit den erwa¨hnten Mittelungen Begrenzungsregeln fu¨r die Wirbelviskosita¨t
eingefu¨hrt werden. Durch dieses sogenannte ”Clipping” kann die Wirbelviskosita¨t
auf positive Werte begrenzt werden. Es ko¨nnen aber auch negative Werte in dem
Maß zugelassen werden, dass die effektive Viskosita¨t nicht negativ wird. Durch das
Zulassen von negativen Werten kann der Backscatter-Effekt wiedergegeben werden.
Analog dazu ko¨nnen die Werte auch nach oben begrenzt werden.
Die Anwendung dieser dynamischen Prozedur mit dem Smagorinsky-Modell als Ba-
sismodell wird allgemein als Germano-Modell bezeichnet. Durch die Einfu¨hrung der
dynamischen Bestimmung der Smagorinsky-Konstante ergeben sich einige Vorteile
gegenu¨ber dem Standard Modell:
• Die Konstante muss nicht mehr empirisch angepasst werden. Sie ist nicht mehr
im ganzen Feld konstant, sondern passt sich dynamisch an.
• Eine Verwendung von Da¨mpfungsfunktionen in Wandna¨he ist nicht notwendig.
• In laminaren Bereichen liefert das Modell automatisch keinen Beitrag mehr.
• Durch Zulassen von negativen Konstanten kann der Backscatter-Effekt wieder-
gegeben werden.
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• Einziger Freiheitsgrad ist das Verha¨ltnis von Testfilter- zu Gitterfilterweite ˆ∆/∆.
Numerische Tests zeigen einen optimalen Wert von ∆̂ = 2∆ (Sagaut 2001). Die
Ergebnisse von Berechnungen zeigen jedoch nur eine geringe Abha¨ngigkeit von
der Wahl dieses Verha¨ltnisses.
• Das dynamische Smagorinsky-Modell ist Skalen-Invariant, da als La¨ngenmaß
das Verha¨ltnis der Weiten des Gitter- und Testfilters ˆ∆/∆ dient (Oberlack 1997).
3.5.2 Alternative Ansa¨tze
3.5.2.1 Lagranges Modell
Fu¨r inhomogene und instationa¨re Stro¨mungen schlagen Meneveau, Lund & Cabot
(1996) eine Mittelung entlang der Partikeltrajektorien vor. Sie begru¨nden dies mit
zwei Argumenten. Zum einen sind Partikeltrajektorien genau definierte, Galilei-in-
variante Objekte, die vollkommen unabha¨ngig von Randbedingungen oder von An-
nahmen von statistischer Homogenita¨t sind. Zum anderen zerfallen Wirbel entlang
ihrer Trajektorien und wie Meneveau & Lund (1994) gezeigt haben, kann angenom-
men werden, dass die Energiekaskade entlang der Trajektorien stattfindet. Somit er-
scheint es physikalisch sinnvoll die Konstante u¨ber die ”Entwicklungsgeschichte” der
Partikel zu mitteln.
Der Ansatz fu¨hrt zu zwei zusa¨tzlichen Transportgleichungen, die gelo¨st werden mu¨s-
sen. Diese Gleichungen enthalten zusa¨tzliche Parameter, wie das Zeitintervall u¨ber
das gemittelt wird. Meneveau et al. (1996) erreichen bei Tests an isotroper Turbu-
lenz sowie vollsta¨ndig entwickelter und transitioneller Kanalstro¨mung bessere oder
zumindest gleichwertige Ergebnisse als mit der konventionellen dynamischen Proze-
dur. Die Nachteile dieser Methode sind die Lo¨sung von zwei zusa¨tzlichen Transport-
gleichungen, was zu einem deutlich erho¨hten numerischen Aufwand fu¨hrt, und die
zusa¨tzlichen freien Parameter, die der Philosophie des dynamischen Ansatzes wider-
sprechen.
3.5.2.2 Localization Model
Mit Hilfe eines Variationsansatzes beru¨cksichtigen Ghosal et al. (1992, 1995) die ra¨um-
liche Vera¨nderung der Konstante. Die Konstante wird nicht aus der Filteroperati-
on herausgezogen. Dies fu¨hrt zu einer ”Fredholm Integralgleichung zweiter Art”. Die
Lo¨sung dieser Gleichung fu¨hrt zu der ra¨umlichen und zeitlichen Verteilung der dy-
namischen Konstante. Auch hier treten negative Werte fu¨r C auf und sorgen fu¨r nume-
rische Stabilita¨tsprobleme. Durch die Nebenbedingung C ≥ 0 entsteht das ”Constrai-
ned Dynamic Localization Model”. Hierdurch wird aber der Backscatter-Effekt komplett
unterdru¨ckt. In der Modellvariante ”K-Equation Dynamic Localization Model” wird die
Wirbelviskosita¨t in Abha¨ngigkeit der turbulenten kinetischen Feinstrukturenergie ksgs
bestimmt:
τi j =−2Cksgs 12 Si j. (3.48)
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Die Feinstruktur-Energie wird mittels einer weiteren Transportgleichung ermittelt.
Dieser Ansatz la¨sst Backscatter zu, ohne zu Instabilita¨ten zu fu¨hren, da der ru¨ckwa¨r-
tige Energietransfer durch die Energiebilanz begrenzt ist. Wie Ghosal et al. (1995) zei-
gen, ist dieses Modell numerisch stabil und Galilei-invariant, es genu¨gt den Realiz-
ability-Bedingungen, zeigt korrektes Verhalten in Wandna¨he und kann auch tran-
sitionelle Stro¨mungen richtig wiedergeben. Allerdings fu¨hrt das Modell nur zu ge-
ringfu¨gigen Verbesserungen gegenu¨ber der traditionellen dynamischen Prozedur bei
erheblich erho¨htem numerischen Aufwand. Das Modell hat bisher keine breite An-
wendung gefunden.
3.6 Herleitung und Analyse weiterer Feinstrukturmodel-
le
3.6.1 Ensemble Averaged Dynamic Procedure (EADP)
Wie oben beschrieben ist die dynamische Prozedur nach Germano et al. (1991) auf-
grund der stark schwankenden dynamischen Konstante nicht ohne weiteres anwend-
bar. Fu¨r inhomogene und instationa¨re Stro¨mungen schlagen Carati et al. (2002) ei-
ne Mittelung u¨ber parallel laufende Simulationen vor. Hierfu¨r werden die Navier-













)− ∂τri j∂x j mit r = 1, ...,R. (3.49)
Fu¨r jede einzelne Simulation werden diese Gleichungen unabha¨ngig voneinander
gelo¨st. Fu¨r die Berechnung der Feinstrukturspannungen wird das traditionelle dyna-
mische Smagorinsky-Modell verwendet. Zur Vermeidung von numerischen Instabi-
lita¨ten wird die dynamische Konstante u¨ber die Simulationen gemittelt. In Abbildung
3.4 ist dieser Vorgang schematisch dargestellt. Die dynamische Konstante wird fu¨r je-
de der n parallel laufenden ”Realisationen” separat fu¨r alle Gitterzellen bestimmt.
Anschließend wird die Mittelung u¨ber diese Realisationen durchgefu¨hrt. Eine Mitte-
lung u¨ber homogene Richtungen oder die Zeit findet nicht statt.
Diese parallel laufenden Simulationen mu¨ssen statistisch equivalent und unabha¨ngig
sein. LES sind statistisch equivalent, wenn das Rechengebiet und die Randbedingun-
gen identisch sind. Die Anfangsbedingungen mu¨ssen den gleichen statistischen Be-
dingungen unterliegen. Sie sind jedoch nur unabha¨ngig voneinander, falls die An-
fangsbedingungen nicht miteinander korrelieren.
Carati et al. (2002) weisen darauf hin, dass der numerische Aufwand fu¨r diese Mit-
telung nicht viel ho¨her sein muss als fu¨r eine einzelne Simulation. Bei LES ist man
an statistischen Gro¨ßen interessiert. Wenn tt die Zeit von Simulationsbeginn bis zur
vollentwickelten Turbulenz bezeichnet und ts die Zeit ist um geeignete Statistiken zu
erhalten, dann ist die Berechnungsdauer einer einzelnen LES tt + ts. Bei R parallelen
Simulationen erha¨lt man geeignete Statistiken bereits nach ts/R. Die Rechenkosten fu¨r
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Abbildung 3.4: Funktionsweise der EADP
ein Ensemble an Simulationen betra¨gt folglich R(tt +ts/R), also lediglich (R−1)tt mehr.
Wenn tt  ts gilt, dann ist der Mehraufwand sogar vernachla¨ssigbar.
Diese Methode wurde an isotroper Turbulenz getestet. Ab einer Anzahl von 16 Reali-
sationen sind die Ergebnisse fast unabha¨ngig von der Anzahl der parallelen Simula-
tionen u¨ber die gemittelt wird.
3.6.2 Energietransfer-Gleichgewichtsmodell
Der Unterschied zur klassischen dynamischen Methode besteht bei dieser Methode
darin, dass der Feinstrukturfehler Ei j nicht auf der Germano-Identita¨t beruht, son-
dern auf einer Gleichgewichtsannahme des Energietransfers zwischen verschiedenen
Skalen. Murota (2003) schla¨gt diese Annahme als Grundlage fu¨r sein Modell vor, weil
die klassische dynamische Prozedur fu¨r Wirbelviskosita¨tsmodelle die Dissipation der
Energie nicht garantiert.
Abbildung 3.5 zeigt die Einteilung des Energiespektrums in drei Teilbereiche. Unter-
teilt wird das Spektrum durch zwei Wellenzahlen kT und kG, die den Filterweiten des
Testfilters bzw. des Gitterfilters entsprechen. Nach dem Modell der Energiekaskade
wird die Energie von den großen zu den kleinen Skalen transferiert. Außerdem wird
zusa¨tzlich in allen Skalen Energie dissipiert.
Wird ein Energietransfer-Gleichgewicht in diesem Zwischenbereich angenommen,
d.h. zwischen dem testgefilterten und dem gittergefilterten Stro¨mungsfeld, ergibt sich
folgende Beziehung:
εˆg− εt − τ̂i jSi j +Ti j ˆSi j = 0. (3.50)
mit
εt = 2ν ˆSi j ˆSi j, (3.51)
εˆg = ̂2νSi jSi j. (3.52)
Hier sind εt und εg die Dissipationsrate des testgefilterten bzw. des gittergefilterten
Spektrums. εˆsgs bezeichnet die Dissipationsrate des Feinstrukturbereichs.
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Abbildung 3.5: Dissipation und Energietransfer im Energiespektrum
Murota (2003) entwickelt aus dieser Annahme ein Modell, das viele Beschra¨nkungen
aufweist, z. B. ist das Modell durch weitere Annahmen nur mit der Finite Volumen
Methode und mit orthogonalen Gittern anwendbar. Nimmt man aber Gleichung (3.50)
als Definition des Fehlers Ei j:
Ei j = εˆg− εt − τ̂i jSi j +Ti j ˆSi j (3.53)
und minimiert das Fehlerquadrat nach C:
∂Ei jEi j
∂C , (3.54)




αi j(ˆu)ˆSi j− ̂αi j(u)Si j =
2ν ˆSi j ˆSi j− ̂2νSi jSi j
αi j(ˆu)ˆSi j− ̂αi j(u)Si j , (3.55)
Mit dieser Gleichung la¨sst sich die Konstante eines Modells dynamisch bestimmen.
Theoretisch wird durch diese Prozedur die Modellkonstante so ermittelt, dass durch
das Modell die richtige Menge an Energie dissipiert wird.
3.6.3 Nichtlineares dynamisches Modell nach Lund und Novikov
Das Smagorinsky-Modell bzw. seine dynamische Variante ist immer noch eines der
am ha¨ufigsten benutzten Modelle, obwohl seit u¨ber 25 Jahren bekannt ist, dass die
modellierten Feinstrukturspannungen nur eine schlechte U¨bereinstimmung mit den
tatsa¨chlichen Spannungen haben. Aus diesem Grund entwickelten Lund & Novikov
(1992) ein anisotropes Feinstrukturmodell basierend auf der Scher- und Rotationsra-
te. Es gibt keinen Grund die Rotation in einem Modell fu¨r den turbulenten Trans-
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port nicht zu beru¨cksichtigen. Es wird sogar angenommen, dass die Aufweitung der
Wirbel ein wesentlicher Mechanismus ist, um die Energie von den gro¨ßeren in die
kleineren Skalen weiterzuleiten (Pope 2000).
Modelle basierend auf dem Scher- und Rotationstensor sind bekannt aus dem Kontext
der RANS-Modellierung. Solche Modelle werden nichtlineare Reynolds-Spannungs-
modelle genannt (Pope 1975, Speziale 1987, Gatski & Speziale 1993).
Die Annahme, die dem Modell zugrunde liegt, ist, dass die Feinstrukturspannungen
sowohl von der Scher- als auch von der Rotationsrate abha¨ngen:
τi j = f (Si j,Ri j,δi j). (3.56)




















Wird der symmetrische Feinstrukturspannungstensor als Integrita¨tsbasis ausgedru¨ckt
und werden Tensorprodukte ab der vierten Ordnung vernachla¨ssigt, erha¨lt man ein
Modell bestehend aus fu¨nf Termen mit jeweils einer Modellkonstante:
τ∗i j = C1∆2|S|Si j +C2∆2(SikSk j)∗
+ C3∆2(RikRk j)∗+C4∆2(SikRk j−RikSk j)
+ C5∆2
1
|S|(SikSklRl j−RikRklSl j). (3.59)
∆ ist die Weite des Gitterfilters, |S| =
√
tr(SikSk j) und ()∗ bezeichnet den spurfreien
Teil des Tensors. Die Herleitung des Modells ist in (Lund & Novikov 1992) detail-
liert beschrieben. Im folgenden werden die einzelnen Terme mit Term 1, Term 2, usw.
benannt.
Lund & Novikov (1992) fu¨hrten einige a priori Tests mit gefilterten DNS Daten von
homogener, isotroper Turbulenz durch. Das Smagorinsky-Modell (Term 1) ist der
fu¨hrende Term in dem Modell. Das Hinzufu¨gen weiterer Terme fu¨hrte zu keiner signi-
fikanten Verbesserung der Ergebnisse. Das Modell wurde nie in einer Grobstruktursi-
mulation verwendet. Hier wird darauf hingewiesen, dass Piomelli et al. (1988) gezeigt
haben, dass a priori-Analysen nur qualitative Abscha¨tzungen der Leistungsfa¨higkeit
eines Modells zulassen, jedoch keine genauen quantitativen. Außerdem ist fraglich,
wie die einzelnen Terme in komplexen Stro¨mungen das Ergebnis beeinflussen.
Razafindralandy & Hamdouni (2006) weisen darauf hin, dass das Modell die Skalen-
symmetrie bricht und der vierte und fu¨nfte Term die 2DMFI nicht einhalten.
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Kosovic´ (1997) schla¨gt ein Modell vor in dem die Terme 1, 2 und 4 enthalten sind.
Term 3 wird vernachla¨ssigt, weil er zu fehlerhaften Ergebnissen in isotroper Turbu-
lenz bezogen auf eine Festko¨rperrotation fu¨hrt (Gatski & Speziale 1993). Die Modell-
konstanten werden analytisch bestimmt. Wang & Bergstrom (2005) greifen dieses Mo-
dell auf und bestimmen die drei Modellparameter dynamisch.
Der Rechenaufwand steigt exponentiell mit der Anzahl der zu bestimmenden dy-
namischen Konstanten an. Aus diesem Grund werden im Rahmen dieser Arbeit die
einzelnen Terme als Modelle und Kombinationen aus zwei Termen als Modelle be-
trachtet. Somit werden insgesamt 15 Modelle untersucht.
Hieraus ergeben sich folgende Einzelterm-Modelle:
Term 1: τ∗i j = C1∆2|S|Si j, (3.60)
Term 2: τ∗i j = C2∆2(SikSk j)∗, (3.61)
Term 3: τ∗i j = C3∆2(RikRk j)∗, (3.62)
Term 4: τ∗i j = C4∆2(SikRk j−RikSk j), (3.63)
Term 5: τ∗i j = C5∆2
1
|S|(SikSklRl j−RikRklSl j). (3.64)
Folgende Doppelterm-Modelle sind zu untersuchen:
Term 1+2: τ∗i j = C1∆2|S|Si j +C2∆2(SikSk j)∗, (3.65)
Term 1+3: τ∗i j = C1∆2|S|Si j +C3∆2(RikRk j)∗, (3.66)
Term 1+4: τ∗i j = C1∆2|S|Si j +C4∆2(SikRk j−RikSk j), (3.67)
Term 1+5: τ∗i j = C1∆2|S|Si j +C5∆2
1
|S|(SikSklRl j−RikRklSl j), (3.68)
Term 2+3: τ∗i j = C2∆2(SikSk j)∗+C3∆2(RikRk j)∗, (3.69)
Term 2+4: τ∗i j = C2∆2(SikSk j)∗+C4∆2(SikRk j−RikSk j), (3.70)
Term 2+5: τ∗i j = C2∆2(SikSk j)∗+C5∆2
1
|S|(SikSklRl j−RikRklSl j), (3.71)
Term 3+4: τ∗i j = C3∆2(RikRk j)∗+C4∆2(SikRk j−RikSk j), (3.72)
Term 3+5: τ∗i j = C3∆2(RikRk j)∗+C5∆2
1
|S|(SikSklRl j−RikRklSl j), (3.73)
Term 4+5: τ∗i j = C4∆2(SikRk j−RikSk j)+C5∆2
1
|S|(SikSklRl j−RikRklSl j). (3.74)
Die Bestimmung der dynamischen Konstanten wird, wie unter 3.5.1 beschrieben,
nach der Methode von Germano mit der Modifikation nach Lilly durchgefu¨hrt. Fu¨r
Modelle mit zwei Termen und somit auch zwei Modellkonstanten
τi j = Cααi j(u)+Cβ βi j(u) (3.75)
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ist der Feinstrukturfehler gegeben durch:
Ei j(Cα ,Cβ ) = Li j +CαMi j +Cβ Ni j, (3.76)
mit
Li j = uiu j−uiu j, (3.77)
Mi j = αi j(û)− α̂i j(u), (3.78)
Ni j = βi j(û)− ̂βi j(u). (3.79)
Eine Minimierung der Fehlerdichte E2i j fu¨hrt zu einem Gleichungssystem mit dem die
zwei dynamischen Konstanten bestimmt werden ko¨nnen:[
Mi jMi j Ni jMi j















Die Navier-Stokes-Gleichungen ko¨nnen aufgrund ihrer Nichtlinearita¨t nicht analy-
tisch gelo¨st werden. Eine numerische Lo¨sung des Gleichungssystems ist jedoch mo¨g-
lich. Eine genaue Beschreibung der numerischen Vorgehensweise wird in diesem Ka-
pitel beschrieben. Laut Ferziger & Peric´ (2002) beinhaltet ein numerisches Lo¨sungs-
verfahren ein mathematisches Modell, eine Diskretisierungsmethode, ein Koordina-
ten- und Basisvektorensystem, ein numerisches Gitter, eine finite Na¨herungs- und
Lo¨sungsmethode. In dieser Arbeit wurde das CFD-Programm FASTEST-3D (Flow
Analysis Solving Transport Equations Simulating Turbulence 3 Dimensional) ver-
wendet und um die in Kapitel 3.6 beschriebenen Feinstrukturmodelle bzw. dynami-
schen Prozeduren erweitert. Das Programm wurde urspru¨nglich von der INVENT
Computing GmbH (Erlangen, Deutschland) entwickelt. Es wird zur Zeit vom Fach-
gebiet fu¨r numerische Berechnungsverfahren im Maschinenbau an der Technischen
Universita¨t Darmstadt verwaltet und weiterentwickelt.
Das Programm FASTEST-3D basiert auf der Finite Volumen Diskretisierung. Wichtige
Merkmale sind die Verwendung von dreidimensionalen, randangepassten, nichtor-
thogonalen, blockstrukturierten Gittern. Die wichtigsten Elemente der numerischen
Methode werden im folgenden fu¨r orthogonale Gitter beschrieben. In FASTEST-3D
ist die Verwendung von nichtorthogonalen Gittern mo¨glich. Fu¨r solche Gitter wird
fu¨r jedes Kontrollvolumen ein lokales Koordinatensystem eingefu¨hrt und eine Koor-
dinatentransformation ist erforderlich. Aus Gru¨nden der U¨bersichtlichkeit wird auf
diese Koordinatentransformation nicht eingegangen. Sie ist detailliert in Ferziger &
Peric´ (2002) beschrieben.
4.1 Finite Volumen Methode
Ziel der numerischen Diskretisierung ist es, die partiellen Differentialgleichungen in
eine lo¨sbare algebraische Form umzuwandeln. Bei der Finiten Volumen Methode wer-
den die Differentialgleichungen dazu u¨ber Kontrollvolumen integriert:∫
V
∂



























Hier ist die allgemeine Transportgleichung dargestellt, wobei ψ eine beliebige Gro¨ße
ist, wie z.B. eine Geschwindigkeitskomponente oder ein Skalar. Γψ stellt den Trans-
portkoeffizienten der Gro¨ße ψ dar, wie z.B. die Viskosita¨t oder die Diffusivita¨t, und
Sψ ist die Summe aller Quell- und Senkenterme. Mit Hilfe des Gaußschen Divergenz-
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Abbildung 4.1: Position der Stro¨mungsgro¨ßen an einem Kontrollvolumen














σ beschreibt hier die Oberfla¨che des Volumens und ni ist die Komponente des Ein-
heitsnormalenvektors n, der Normal zur Oberfla¨che steht und immer nach außen
zeigt. Das Rechengebiet wird durch ein sogenanntes Rechengitter in eine endliche
Anzahl ausreichend kleiner Kontrollvolumen zerteilt. Gleichung (4.2) muss in jedem
Kontrollvolumen gelo¨st werden. In FASTEST-3D wird das Rechengebiet in Hexaeder
zerteilt. Abbildung 4.1 zeigt ein Kontrollvolumen P. Jedes Hexaeder ist durch seine
Eckpunkte und die sechs damit beschriebenen Außenfla¨chen w, e, n, s, t und b be-
grenzt. Jedem Kontrollvolumen ist ein Rechenknoten zugeordnet, der im Mittelpunkt
des jeweiligen Kontrollvolumen liegt. Die Werte im Mittelpunkt stellen jeweils das
Mittel der Stro¨mungsgro¨ßen u, v, w und p u¨ber das gesamte Kontrollvolumen dar.
Die Pfeile in Abbildung 4.1 deuten die Massenflu¨sse m˙ durch die jeweilige Fla¨che an.
Der Vorteil der Finite Volumen Methode gegenu¨ber anderen Methoden (z. B. Fini-
te Elemente Methode oder Finite Differenzen Methode) ist die implizite Konserva-
tivita¨t, d.h. die Massenerhaltung wird erfu¨llt. Gleichung (4.2) gilt sowohl fu¨r jedes
Kontrollvolumen als auch fu¨r das gesamte Rechengebiet, denn eine Aufsummierung
der Gleichung fu¨r alle Kontrollvolumen fu¨hrt zur globalen Erhaltungsgleichung, weil
sich alle inneren Oberfla¨chenintegrale gegenseitig aufheben. Die Oberfla¨chen- und
Volumenintegrale mu¨ssen approximiert werden, um die Differentialgleichung (4.2)
in eine algebraische Form zu u¨berfu¨hren.
4.2 Diskretisierung
Ein hexaederfo¨rmiges Kontrollvolumen, bezeichnet mit dem Index P, besitzt sechs
benachbarte Kontrollvolumen: W (west), E (east), N (north), S (south), T (top) und
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Abbildung 4.2: Nachbarbeziehungen der Kontrollvolumen
B (bottom). Abbildung 4.2 verdeutlicht die Beziehungen zwischen den benachbarten
Kontrollvolumen.
Die benachbarten Volumen teilen sich jeweils eine gemeinsame Fla¨che mit dem Kon-
trollvolumen P. So ist z.B. die o¨stliche Fla¨che e des Kontrollvolumen P identisch mit
der westlichen Fla¨che w des Kontrollvolumen E. Werte auf diesen Fla¨chen sind be-
tragsma¨ßig gleich, unterscheiden sich aber je nach Zugeho¨rigkeit vom Vorzeichen
aufgrund des Normalenvektors.
Ziel der Diskretisierung ist es, die integrale Differentialgleichung (4.2) in eine alge-
braische Gleichung der Form
APψP−∑
Nb
ANbψNb = SP (4.3)
zu u¨berfu¨hren. Hier bezeichnet der Index Nb die sechs benachbarten Kontrollvolu-
men, AP und ANb sind die aus der Diskretisierung hervorgegangenen Koeffizienten
der variablen Gro¨ße ψP, ψNb in den zugeho¨rigen Kontrollvolumen P und Nb. Auf der
rechten Seite von Gleichung (4.3) werden alle Terme, die nicht in dem impliziten Teil
enthalten sind, in dem Quellterm SP zusammengefasst. Um Gleichung (4.3) zu erhal-
ten, ist es notwendig die Oberfla¨chen- und Volumenintegrale mit ihren Integranden
durch Ausdru¨cke mit bekannten Gro¨ßen anzuna¨hern.
Die gesamte Oberfla¨che eines Kontrollvolumen ist eingeteilt in sechs Teilfla¨chen. Das
Oberfla¨chenintegral u¨ber die konvektiven und diffusiven Flu¨sse in Gleichung (4.2)
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wobei der Index j u¨ber alle Seitenfla¨chen la¨uft. Fu¨r benachbarte Kontrollvolumen mit
gemeinsamer Fla¨che ist der Fluss durch diese Fla¨che betragsma¨ßig gleich, lediglich
die Vorzeichen unterscheiden sich.
4.2.1 Approximation der Oberfla¨chenintegrale
Zur Bestimmung der Oberfla¨chenintegrale mu¨ssen die Werte des Integranden aus
den Zellmittelpunkten der Kontrollvolumen approximiert werden. Eine Mo¨glichkeit
ist die Anwendung der Mittelpunktsregel, welche ein Verfahren zweiter Ordnung
darstellt: ∫
σi
ψdσi ≈ ψmiδσi. (4.5)
Das Integral wird hier durch das Produkt des Integranden im Mittelpunkt der Ober-
fla¨che ψmi und der Fla¨che der Oberfla¨che δσi approximiert. Hierbei wird ψmi aus den
benachbarten Zellmittelpunkten angena¨hert und die Fla¨che ist durch die Geometrie
gegeben.
Diese Approximation wird im folgenden beispielhaft fu¨r die Ostseite eines Kontroll-
volumens durchgefu¨hrt. Wird diese Na¨herung nun auf die Oberfla¨chenintegrale in
Gleichung (4.4) angewendet, ergibt sich der konvektive Fluss zu∫
σe
(ρuiψni)e dσe ≈ (ρuini)e δσeψme = m˙eψme (4.6)


















Hier ist m˙ der Massenfluss durch die betrachtete Fla¨che. Die Massenbilanz muss fu¨r
jedes Kontrollvolumen erfu¨llt sein:
∑
σi
m˙i = 0. (4.8)
Mit dem Zentraldifferenzenschema wird ψme durch lineare Interpolation der Werte
aus den benachbarten Kontrollvolumen bestimmt:
ψme ≈ ψEγe +ψP (1− γe) . (4.9)
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Den Wert im Kontrollvolumenmittelpunkt im o¨stlichen Kontrollvolumen stellt ψE dar




xE − xP . (4.10)
Dieses Schema ist ein Verfahren zweiter Ordnung. Gegenu¨ber Verfahren erster Ord-
nung wie dem Upwind-Verfahren hat es den Vorteil der ho¨heren Genauigkeit, aller-
dings auf Kosten der Stabilita¨t. Fu¨r LES sind Verfahren erster Ordnung aufgrund der
numerischen Diffusion nicht zu verwenden.
Fu¨r die Na¨herung des diffusiven Flusses muss die partielle Ableitung ∂ψ∂xi approxi-





xE − xP . (4.11)
Fu¨r a¨quidistante Gitter ergibt sich ein Fehler zweiter Ordnung. Bei nicht a¨quidistanten
Gittern erho¨ht sich der Fehler mit dem Gro¨ßenunterschied der benachbarten Zellen.
Bei der Gittergenerierung sollte folglich auf ein Expansionsverha¨ltnis benachbarter
Gitterabsta¨nde nahe Eins geachtet werden.
4.2.2 Approximation der Volumenintegrale
Bei der Na¨herung der Volumenintegrale wird ebenfalls die Mittelpunktsregel ange-
wendet. Das Volumenintegral wird ersetzt durch das Produkt des Wertes des Inte-
granden im Kontrollvolumenmittelpunkt und des Volumens des Kontrollvolumens:∫
V
f dV ≈ fPδVP. (4.12)
Diese Approximation wird auf den instationa¨ren Term sowie auf den Quellterm ange-
wendet. Einige Volumenintegrale ko¨nnen Gradienten von bestimmten Gro¨ßen bein-
halten, wie z. B. den Druckgradienten in den Navier-Stokes-Gleichungen. Durch die













(pni)m j δσ j. (4.13)
Der Druck in den Mittelpunkten der Teilfla¨chen des Kontrollvolumens pm j wird durch
lineare Interpolation zweiter Ordnung zwischen den Werten in den Mittelpunkten
der benachbarten Kontrollvolumen ermittelt:
pme = γe1pE + γe2pP, (4.14)
mit den entsprechenden Interpolationsfaktoren γe1 und γe2.
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4.2.3 Zeitliche Diskretisierung
Durch die oben genannten Approximationen erha¨lt man die allgemeine Transport-
gleichung in ihrer diskretisierten Form fu¨r jedes Kontrollvolumen i:
(∂ρψi,P)
∂ t δV =−ai,Pψi,P−∑Nb ai,Nbψi,Nb +SP. (4.15)
Die Koeffizienten werden zusammengefasst, so dass fu¨r jedes Kontrollvolumen mit




In Gleichung 4.15 ist der instationa¨re Term noch zu diskretisieren. Hierzu wird das zu
betrachtende Zeitintervall in Teilintervalle ∆tn zerlegt. Zur Vereinfachung der Schreib-
weise wird ein Variablenwert zum Zeitpunkt tn mit dem hochgestellten Index n be-
zeichnet, z. B.
ψ (tn+1) = ψn+1. (4.17)
Zur Zeitdiskretisierung wird das Crank-Nicolson-Verfahren verwendet. Diese impli-
zite Diskretisierungsmethode erha¨lt man, indem fu¨r jede Komponente der Variablen
ψi die Zeitableitung zum Zeitpunkt tn+ 12 durch die Steigung der Geraden zwischen
ψn+1i und ψni approximiert wird. Mit den zeitabha¨ngigen Variablen ρ und ui ergibt
sich aus Gleichung (4.15):




















Der zeitliche Abbruchfehler dieses Verfahrens ist zweiter Ordnung. Es kann gezeigt
werden, dass es das genaueste Verfahren dieser Ordnung ist (Scha¨fer 1999).
4.2.4 Druck-Korrektur-Verfahren
Mit der diskretisierten Impulserhaltungs- und Kontinuita¨tsgleichung soll ein Druck-
und Geschwindgkeitsfeld ermittelt werden. Um dieses gekoppelte Gleichungssys-
tem zu lo¨sen, ist ein Druckkorrekturverfahren notwendig, denn der Druck ist le-
diglich in den Impulserhaltungsgleichungen enthalten. Das hier verwendete Verfah-
ren ist das sogenannte SIMPLE-Verfahren (Semi-Implicit Method for Pressure-Linked
Equations). In FASTEST-3D ist das Verfahren von Rhie und Chow (Rhie & Chow 1983)
implementiert.
Der Ablauf ist durch zwei Schritte gekennzeichnet, den Pra¨diktor- und den Korrek-
torschritt. Im ersten Schritt werden ausgehend von der Anfangsbelegung die Im-
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pulsgleichungen gelo¨st. Setzt man das errechnete Geschwindigkeitsfeld in die Kon-
tinuita¨tsgleichung ein, kommt es aufgrund des unkorrekten Druckfeldes zu einem
Massendefekt. Durch Umformen der Gleichungen kann ein zu dieser Massenquel-
le passendes Druckfeld errechnet werden. Um diesen Massendefekt auszugleichen,
wird im darauf folgenden Korrektorschritt eine Gechwindigkeitskorrektur berechnet
und durchgefu¨hrt. Im Falle der Konvergenz wird der na¨chste Zeitschritt berechnet,
ansonsten wird eine weitere Iteration durchgefu¨hrt und mit einem weiteren Pra¨dik-
torschritt und darauf folgenden Korrektorschritt begonnen.
4.3 Lo¨sungsverfahren
Das zu lo¨sende Gleichungssystem in FASTEST hat die Form
Aψ = s, (4.19)
wobei A die Koeffizientenmatrix mit n×n Elementen darstellt. ψ und s sind n-dimen-
sionale Vektoren der gesuchten Variable und der Quellterme. Zur Lo¨sung des Systems
wird der SIP-Solver (Strongly Implicit Procedure) von Stone (Stone 1968) verwendet.
Dieser iterative Lo¨ser berechnet von einer gescha¨tzten Anfangslo¨sung ψ0 eine Folge
von Na¨herungen ψ1, ψ2,...,ψn bis die Abbruchkriterien erfu¨llt sind. Fu¨r eine Iteration
gilt:
Aψn = s+ rn, (4.20)
wobei rn den Residuenvektor darstellt. Der Lo¨ser beruht auf einer Matrizenzerlegung
von der Form
A = M−N. (4.21)
Der auf dieser Zerlegung basierende Algorithmus la¨sst sich darstellen mit:
Mψn+1 = Nψn−b. (4.22)
Im Falle der Konvergenz gilt b = s. Um schnelles Konvergieren zu gewa¨hrleisten,
sollte M eine gute Approximation von A sein und folglich N klein sein. Substrahiert
man nun Mψn von Gleichung (4.22), erha¨lt man:
Mδ n = rn. (4.23)
Hier ist δ n = ψn+1−ψn der Korrekturvektor. Um das System effizient zu lo¨sen, wird
eine unvollsta¨ndige LU-Zerlegung durchgefu¨hrt. Die Matrix M wird in eine untere
und eine obere Dreiecksmatrix L und U aufgespalten:
M = LU. (4.24)
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Nachdem L und U bestimmt sind, werden die inneren Iterationen durchgefu¨hrt. Der
Residuenvektor rnL wird bestimmt durch:
rnL = Uδ n = L−1rn. (4.25)
Die Vorteile der LU Zerlegung nutzend, werden zuerst die Elemente des Vektors rnL
berechnet. Danach werden die Elemente des Korrekturvektors δn bestimmt. Anschlie-
ßend werden die Elemente der Variablen durch ψn+1 = ψn +δ n korrigiert. Diese Itera-
tionen werden durchgefu¨hrt bis das Abbruchkriterium erfu¨llt ist, d.h. bis die Summe
der Elemente des Residuenvektors rn einen vorgegebenen Wert unterschreitet.
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5 Large-Eddy Simulation ausgewa¨hl-
ter turbulenter Stro¨mungen
Zur Evaluierung der in Kap. 3.6 beschriebenen Modelle werden drei Testfa¨lle mit stei-
gendem Komplexita¨tsgrad gerechnet. Zum ersten Vergleich der Modelle wird eine
vollentwickelte, turbulente, ebene Kanalstro¨mung simuliert. Diese besitzt zwei ho-
mogene Richtungen. Durch den Einsatz von periodischen Randbedingungen entfa¨llt
die Problematik der Einstrom- und Ausstromrandbedingung. An diesen Ra¨ndern
sind die Geschwindigkeiten in der Regel unbekannt und mu¨ssen vorgegeben bzw.
approximiert werden. Der zweite Testfall beschreibt eine zuru¨ckspringende Stufe.
Die Anwendung der dynamischen Prozedur ist hier durch eine homogene Richtung
mo¨glich. Die Einstromrandbedingung muss hier allerdings generiert werden, da in
Fließrichtung keine periodischen Randbedingungen eingesetzt werden ko¨nnen. An
der Stufe lo¨st die Stro¨mung ab, was die Komplexita¨t der Stro¨mung erho¨ht. Als drit-
ter Testfall wird die Umstro¨mung eines wandgebundenen Wu¨rfels in einem ebenen
Kanal gerechnet. Homogene Richtungen sind hier nicht vorhanden. Der Einsatz der
Germano-Prozedur ist nur durch alternative Mittelungen, zeitliche Filterung oder ex-
tremes Begrenzen der dynamischen Konstante mo¨glich. Durch Ablo¨sungen an ver-
schiedenen Punkten ist die korrekte Beschreibung dieser Stro¨mung eine große Her-
ausforderung.
5.1 Turbulente, ebene Kanalstro¨mung
5.1.1 Beschreibung des Testfalls
Als Kanalstro¨mung wird eine Stro¨mung zwischen zwei ebenen Platten mit unendli-
cher Ausdehnung bezeichnet. Durch die unendliche Ausdehnung wird ein vollsta¨n-
dig ausgebildetes Stro¨mungsprofil erreicht. Diese Stro¨mung ist ein ha¨ufig verwende-
ter Testfall, weil sie alle charakteristischen Merkmale wandgebundener turbulenter
Stro¨mungen beinhaltet. Durch die Anwendung von periodischen Randbedingungen
ist sie außerdem numerisch leicht zu berechnen. Die homogenen Richtungen erlauben
den Einsatz von spektralen Verfahren, die in Genauigkeit und Konvergenzverhalten
ihre Vorteile haben. Die einfache Geometrie ermo¨glicht den Einsatz von kartesischen
Gittern. Außerdem ist die Kanalstro¨mung durch Direkte Numerische Simulationen
detailliert beschrieben und dokumentiert. Hier wird eine Kanalstro¨mung mit einer
turbulenten Reynoldszahl bezogen auf die Wandschubspannungsgeschwindigkeit uτ
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Abbildung 5.1: Rechengebiet einer Kanalstro¨mung
simuliert. Die Ergebnisse werden mit einer DNS-Berechnung von Moser, Kim & Man-






entdimensioniert. Hier ist τw die Wandschubspannung.
In Abbildung 5.1 ist ein Rechengebiet fu¨r eine solche Kanalstro¨mung schematisch
dargestellt. Der Pfeil deutet die Hauptstro¨mungsrichtung an. Der Abstand zwischen
den Platten betra¨gt 2δ . Das Rechengebiet hat die Ausmaße von 2πδ in x- und πδ in
z-Richtung. Diese Stro¨mung besitzt homogene Richtungen, die Hauptstro¨mungsrich-
tung und die Spannweitenrichtung, d. h. die statistischen Gro¨ßen der Turbulenz a¨n-
dern sich in diesen Richtungen nicht.
5.1.1.1 Rand- und Anfangsbedingungen
An den Wa¨nden gilt die Haftbedingung, d.h. Fluidteilchen an der Wand bewegen sich
mit der Geschwindigkeit der Wand. In x- und z-Richtung gelten periodische Randbe-
dingungen. Die Problematik der Einstro¨m- und Ausstro¨mrandbedingung wird hier-
mit umgangen. Eine Bedingung fu¨r den Einsatz der periodischen Randbedingungen
ist, dass die Gro¨ße des Rechengebietes in homogenen Richtungen dabei so gewa¨hlt
wird, dass auf halber La¨nge die Fluktuationen der Turbulenz unkorreliert sind (Kim,
Moin & Moser 1987). Die Stro¨mung wird durch einen Druckgradienten angetrieben.
Neben einer Simulation mit konstantem Druckgradienten gibt es die Mo¨glichkeit den
Massenfluss konstant zu halten. Der Druckgradient muss dann entsprechend korri-
giert werden. Der Druckgradient fu¨r den na¨chsten Zeitschritt berechnet sich dann wie















wobei Ub die u¨ber den Querschnitt gemittelte Geschwindigkeit und ∆t die Zeitschritt-
weite sind. U0b beschreibt den Ausgangs- bzw. Zielwert. Dieses Verfahren wird in die-
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Abbildung 5.2: Gitterauflo¨sung einer Kanalstro¨mung
ser Arbeit verwendet. Gegebenenfalls muss die Korrektur mit einem Unterrelaxati-
onsparameter abgemindert werden.
Im gesamten Rechengebiet sind Startwerte fu¨r Geschwindigkeiten notwendig. Im
Idealfall ist dies ein korrektes turbulentes Stro¨mungsfeld, welches auch den Randbe-
dingungen genu¨gt. Dies ist in der Regel nicht gegeben. Fu¨r diesen Testfall sind die An-
fangswerte an die statistischen Mittelwerte der DNS angena¨hert und mit zufa¨lligen
Sto¨rungen u¨berlagert. Da dies nicht einem korrekten turbulenten Stro¨mungsfeld ent-
spricht, entwickelt sich die Turbulenz aus diesen Anfangsbedingungen. Erst wenn
die Turbulenz vollsta¨ndig entwickelt ist, d. h. die Stro¨mung statistisch stationa¨r ist,
kann mit der Auswertungsphase begonnen werden. Wa¨hrend der Auswertungspha-
se werden ausreichend unabha¨ngige Stichproben genommen, um statistische Werte
der Turbulenz zu erhalten.
5.1.2 Einfluss der Gitterauflo¨sung
Um den Einfluss der Gitterauflo¨sung darzustellen, wird die Kanalstro¨mung mit drei
verschiedenen Auflo¨sungen simuliert. Die Gitter haben Auflo¨sungen von 48 x 49 x
48, 64 x 65 x 64 bzw. 96 x 97 x 96 Gitterzellen in x-, y- und z-Richtung. Die Gitter
sind in Hauptstro¨mungs- und Spannweitenrichtung a¨quidistant, wa¨hrend die Zel-
len in Wandnormalenrichtung zur Wand hin feiner werden. Abbildung 5.2 zeigt das
Rechengebiet mit Gitter einer Kanalstro¨mung.
Der wandna¨chste Gitterpunkt liegt beim feinsten Gitter bei y+ = 0,8 und bei den





Die Zeitschrittweite ist so gewa¨hlt, dass CFL < 1 eingehalten wird. Die CFL-Zahl be-
schreibt das Verha¨ltnis der Strecke, die ein Fluidteilchen wa¨hrend eines Zeitschritts
zuru¨cklegt, zu der La¨nge der durchstro¨mten Zelle. Um Turbulenz zeitlich richtig
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aufzulo¨sen, sollte ein Fluidteilchen nicht eine ganze Zelle in einem Zeitschritt u¨ber-
springen, also oben genannte Bedingung einhalten. Ho¨here Zeitschrittweiten ka¨men
einer zeitlichen Filterung gleich.
Um den Einfluss der Gitterauflo¨sung zu beurteilen, werden die Simulationen oh-
ne Feinstrukturmodell durchgefu¨hrt. Bei geringen Reynoldszahlen ist dies mo¨glich.
Bei Stro¨mungen mit sta¨rkerer Turbulenz entsteht mehr turbulente kinetische Energie.
Diese Energie wird aufgrund der fehlenden, nicht aufgelo¨sten, kleinen Skalen nicht















Abbildung 5.3: Einfluss der Gitterauflo¨sung auf die mittlere Geschwindigkeit in x-
Richtung auf eine LES ohne Feinstrukturmodell im ebenen Kanal
Abbildung 5.3 zeigt die gemittelte Geschwindigkeit in Hauptstro¨mungsrichtung im
Kanal fu¨r die verschiedenen Gitterauflo¨sungen. Die Geschwindigkeitsprofile na¨hern
sich wie erwartet mit steigender Auflo¨sung an die Daten der DNS an. Die feine Auf-
lo¨sung mit 96 x 97 x 96 Gitterzellen ist erstaunlich nahe an der DNS. Bei einer weiteren
Verfeinerung des Gitters wu¨rde, wie Gullbrand und Chow (Gullbrand & Chow 2003)
zeigen, das Geschwindigkeitsprofil weiter unter das der DNS sinken und sich dann
bei weiterer Verfeinerung wieder der DNS anna¨hern.
Fu¨r die gro¨beren Auflo¨sungen liegt die mittlere Geschwindigkeit im wandfernen Be-
reich deutlich ho¨her, als die der Simulation auf dem feinen Gitter. Hier wird ein
noch ungelo¨stes Problem der LES deutlich. In einer LES mu¨ssen die energietragenden
Strukturen durch das Gitter aufgelo¨st werden. Zur Wand hin werden diese Struktu-
ren immer kleiner. Im Gegensatz zum RANS-Konzept reicht es bei einer LES nicht
aus, nur in wandnormaler Richtung fein aufzulo¨sen. Es ist in alle Raumrichtungen
eine extrem feine Auflo¨sung notwendig. Um die Wand aufzulo¨sen, sind allein in der
viskosen Unterschicht (y+ < 5) mehrere Gitterzellen notwendig. Bei der Verwendung
von strukturierten Gittern fu¨hrt diese feine Auflo¨sung an der Wand auch zu einer
hohen Auflo¨sung in der Kanalmitte. Aus den hier herrschenden, ho¨heren Geschwin-
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digkeiten folgt eine deutlich geringere, mo¨gliche Zeitschrittweite. Wird der wandna-
he Bereich nicht fein genug aufgelo¨st, wird die Turbulenzproduktion zu klein vor-
hergesagt, da in diesem Bereich ein großer Teil der kinetischen turbulenten Energie
produziert wird. Dies resultiert in zu geringen Reynoldsspannungen und zu geringer
Wandreibung.
Bei sogenannten wandaufgelo¨sten LES liegen bis zu einem Drittel der Gitterpunkte
im wandnahen Bereich. Mit der Verwendung von Wandmodellen kann dieser nume-
rische Aufwand vermieden werden. Allerdings gibt es noch kein Wandmodell, das
zufriedenstellend mit Ablo¨sungen umgehen kann. Auf diesem Gebiet ist noch erheb-
licher Forschungsbedarf vorhanden. Einen guten U¨berblick u¨ber Wandmodelle gibt
Breuer (2001). Beim sogenannten hybriden Ansatz wird im wandnahen Bereich auf
den RANS-Ansatz zuru¨ckgegriffen. Hier bereitet allerdings die Kopplung zwischen
den LES- und RANS-Gebieten Probleme. Auch auf diesem Gebiet wird intensiv ge-
forscht.
Dem Vorteil der besseren Wandauflo¨sung bei der feinsten Gitterauflo¨sung stehen
zwei Nachteile gegenu¨ber. Der Einfluss der Feinstrukturmodelle nimmt mit feiner
werdenden Gittern ab und die Rechenzeiten erho¨hen sich. Aus diesen Gru¨nden wird
der Testfall der ebenen Kanalstro¨mung in dieser Arbeit mit einer Gitterauflo¨sung von
64 x 65 x 64 Gitterzellen simuliert.
5.1.3 Einfluss des Germano-Modells
Zum Vergleich der getesteten Modelle werden Rechnungen mit dem traditionellen
Germano-Modell durchgefu¨hrt. Als Funktion des Testfilters wird der Top-Hat-Filter
verwendet. Die Filterweite wird nach Gleichung (3.7) ermittelt. Es wird ein Verha¨ltnis
von Testfilter- zu Gitterfilterweite ∆̂/∆ = 2 gewa¨hlt. Die Germano-Konstante wird in
diesem Testfall u¨ber die homogenen Richtungen gemittelt. Eventuell auftretende ne-
gative Werte werden in dem Maße begrenzt, dass die effektive Viskosita¨t nicht kleiner
Null werden kann.
Abbildung 5.4 zeigt das gemittelte Geschwindigkeitsprofil in Hauptstro¨mungsrich-
tung ohne Feinstrukturmodell und unter Verwendung des Germano-Modells. Auf
den ersten Blick fu¨hrt die Verwendung des Germano-Modells nicht zu einer Verbes-
serung der Ergebnisse. Wie oben erwa¨hnt, wird durch die nicht vollsta¨ndige Wand-
auflo¨sung eine zu niedrige Wandschubspannungsgeschwindigkeit uτ errechnet. Die
Abweichung ist mit dem Germano-Modell nochmal deutlich gro¨ßer. Dies kann auf
die dissipative Wirkung des Feinstrukturmodells zuru¨ckgefu¨hrt werden. In Wand-
na¨he werden dadurch Skalen unterdru¨ckt, die an der Turbulenzproduktion beteiligt
sind. Liegt die Wandschubspannungsgeschwindigkeit ohne Feinstrukturmodell nur
1,5% unter der der DNS, so ist der Wert mit dem Germano-Modell u¨ber 5 geringer.
Allerdings gleicht der Verlauf des Geschwindigkeitsprofils mit Modell mehr dem der
DNS-Daten.
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Abbildung 5.4: Einfluss des Germano-Modells auf die mittlere Geschwindigkeit in
x-Richtung im ebenen Kanal
Sowohl die Gitterauflo¨sung als auch das Feinstrukturmodell haben eine erhebliche
Auswirkung auf die Wandschubspannung. Fu¨r diesen Testfall ist die Wandschub-
spannung eine wichtige Gro¨ße, da die Ergebnisse mit der Wandschubspannungsge-
schwindigkeit normalisiert werden. Die Ergebnisse sind somit stark abha¨ngig von
der gewa¨hlten Gitterauflo¨sung. Eine Bewertung der Feinstrukturmodelle fa¨llt somit
schwer. Aus diesem Grund liegt bei diesem Testfall das Hauptaugenmerk auf dem
Verhalten der dynamischen Konstante.
5.1.4 Ensemble Averaged Dynamic Procedure
Die Ensemble-Mittelung wurde bisher nur an einfachen, nicht wandgebundenen Stro¨-
mungen, wie isotroper Turbulenz, getestet. Ab einer Anzahl von 16 Realisationen fin-
det bei diesen Stro¨mungen laut Carati et al. (2002) keine A¨nderung der Ergebnisse
mit weiter steigender Anzahl an Realisationen statt. Wandgebundene Stro¨mungen,
wie die Kanalstro¨mung, sind aufgrund der entstehenden Grenzschicht komplexer als
die bisher mit der EADP simulierten Stro¨mungsfa¨lle. Es wird hier untersucht, ob die
EADP fu¨r diese Stro¨mungen ebenfalls mit einer geringen Anzahl von Realisationen
durchfu¨hrbar ist.
Wie bereits erwa¨hnt sind fu¨r die Ensemble-Mittelung der dynamischen Konstante
unkorrelierte Anfangsbedingungen notwendig, um statistisch unabha¨ngige Simula-
tion durchzufu¨hren. Aus diesem Grund werden aus einer LES in bestimmten zeit-
lichen Absta¨nden ein Geschwindigkeitsfeld entnommen, um Anfangsbedingungen
zu erhalten. Der zeitliche Abstand zwischen diesen Feldern muss ausreichend groß
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gewa¨hlt werden, damit diese nicht korrelieren. Als Maß fu¨r die Korrelation der Ge-
schwindigkeitsfelder dient der Korrelationskoeffizient Ri j:
Ri j =





Er beschreibt die statistische Abha¨ngigkeit einer Gro¨ße ψi zum Zeitpunkt t am Ort
x von einer anderen Gro¨ße ψ j zum Zeitpunkt t +∆t am Ort x + r. Werden identische
Parameter betrachtet, wird von einer Autokorrelation gesprochen.
Abbildung 5.5 zeigt die zeitliche Autokorrelation der Geschwindigkeitskomponenten
ui zwischen Geschwindigkeitsfeldern der Kanalstro¨mung. Die dimensionslose Zeit t∗
ist hier bezogen auf die u¨ber den Querschnitt gemittelte Geschwindigkeit Ub und die




Die Korrelation fa¨llt bereits nach kurzer Zeit stark ab, so dass die statistische Ab-
ha¨ngigkeit nur noch gering ist. In dieser Arbeit wird zwischen den Anfangsbedin-
gungen der einzelnen Simulationen ein dimensionsloser zeitlicher Abstand von ∆t∗ =
0,5 gewa¨hlt. Auch wenn die Anfangsbedingungen noch leicht miteinander korrelie-
ren, erha¨lt man nach einigen gerechneten Zeitschritten vollkommen unkorrelierte Ge-
schwindigkeitsfelder, da Turbulenz ein stochastischer Prozess ist.
Es werden Simulationen mit 1, 2, 4, 8 und 16 Realisationen durchgefu¨hrt. Die Simu-
lation mit nur einer Realisation la¨uft numerisch nicht stabil. Aus diesem Grund wird
die Konstante hier u¨ber homogene Richtungen gemittelt. Somit ist diese Simulation
a¨quivalent zu einer Simulation mit einer Anzahl von parallelen Realisationen von
R = 642. Diese Simulation wird im Folgenden und in den Abbildungen entsprechend
















Abbildung 5.5: Autokorrelation der Geschwindigkeitsfelder im ebenen Kanal
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Abbildung 5.6: Gemittelte Geschwindigkeit in x-Richtung fu¨r unterschiedliche An-























Abbildung 5.7: Gemittelte reduzierte Reynoldsspannungen fu¨r unterschiedliche An-
zahlen von Realisationen im ebenen Kanal
dings wird bei allen Simulationen die dynamische Konstante nach der Mittelung in
dem Maße begrenzt, dass keine negative effektive Viskosita¨t entsteht.
Abbildung 5.6 zeigt das gemittelte Geschwindigkeitsprofil in Hauptstro¨mungsrich-
tung. Aus Gru¨nden der U¨bersichtlichkeit wird auf eine Darstellung der Simulationen
mit R = 4,8,16 verzichtet. Die Werte dieser Simulationen liegen alle zwischen den
zwei dargestellten Kurven fu¨r R = 642 und R = 2. Mit steigender Anzahl der Realisa-
tionen na¨hern sich die Kurven der Kurve der u¨ber homogene Richtungen gemittelten
Simulation (R = 642) an.
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In Abbildung 5.7 sind die reduzierten Reynoldsspannungen der Simulationen darge-
stellt. Wie Winckelmans, Jeanmart & Carati (2002) diskutieren, ko¨nnen bei der Ver-
wendung von spurlosen Modellen, wie sie in dieser Arbeit verwendet werden, nur
die reduzierten Reynoldsspannungen mit experimentellen oder DNS-Daten vergli-
chen werden. Bei spurlosen Modellen wird die Spur des Feinstrukturspannungsten-
sors mit dem Druck kombiniert und nur der spurfreie Teil des Tensors modelliert.
Um nun Simulationsergebnisse und DNS-Daten korrekt miteinander vergleichen zu
ko¨nnen, muss sowohl von den Reynoldsspannungen der LES-Daten als auch von de-
nen der DNS-Daten die Spur abgezogen werden:
(uiu j)∗ = uiu j− 13(u1u1 +u2u2 +u3u3). (5.7)
Betrachtet man die reduzierten Reynoldsspannungen in Abbildung 5.7, so kommt es
durch diese vera¨nderte Berechnung der Konstante zu einer Anna¨herung der redu-
zierten Reynoldsspannungen an die DNS-Ergebnisse. Der U¨berschuss der Spannun-
gen im Vergleich zu den DNS-Daten fa¨llt nicht so groß aus wie bei der gemittelten
Variante. Dies ist zum einen mit der ho¨heren Wandschubspannungsgeschwindigkeit
zu begru¨nden, zum anderen ko¨nnte dies auf den Backscatter-Effekt zuru¨ckzufu¨hren
sein. Durch die Mittelung u¨ber eine geringe Anzahl von Realisationen gibt es einen
Anteil von negativen Konstanten, die lokal auftreten. Bei einer Mittelung u¨ber homo-
gene Richtungen ko¨nnen auch negative Konstanten auftreten. Diese erstrecken sich
dann allerdings u¨ber die gesamte, homogene Ebene u¨ber die gemittelt wird. Die re-
duzierten Reynoldsspannungen der Simulationen mit R = 4,8,16 liegen ebenso wie
die Geschwindigkeitsprofile zwischen den zwei dargestellten Kurven fu¨r R = 642 und
R = 2 und na¨hern sich mit steigender Anzahl der Realisationen der Kurve fu¨r R = 642
an.
Abbildung 5.8 zeigt das statistische Mittel der dynamischen Konstante. Hier ist eine
Abha¨ngigkeit zwischen der mittleren Konstante und der Anzahl der Realistionen zu
erkennen. Fu¨r nur eine Realisation sind die Konstanten schon wa¨hrend der Berech-
nung u¨ber homogene Richtungen gemittelt worden. Die Simulation mit zwei Reali-
sationen zeigt die gro¨ßten Abweichungen gegenu¨ber der u¨ber homogene Richtungen
gemittelten Simulation. Mit steigender Anzahl an Realisationen na¨hern sich die Kur-
ven ebenfalls an die Kurve von R = 642 an.
Die Anzahl der Realisationen hat folglich einen Einfluß auf die Stro¨mung. Die Modell-
konstante wird dynamisch aus den errechneten Geschwindigkeiten ermittelt. Ha¨tte
die Art der Mittelung keinen Einfluss auf die Stro¨mung, wu¨rde sich der Mittelwert
der Konstante nicht mit der Anzahl der Realisationen a¨ndern. Die Begrenzung der
dynamischen Konstante auf eine positive, effektive Viskosita¨t ist nicht in diese Mitte-
lung einbezogen.
Abbildung 5.9 zeigt, wie sich die Wahrscheinlichkeitsdichtefunktion (PDF) der dy-
namischen Konstante in der Mittelebene des Kanals mit der Anzahl der Realistionen
vera¨ndert. Die Werte der dynamischen Konstanten der Simulation mit nur einer Rea-
lisation sind vor der Mittelung u¨ber homogene Richtungen entnommen worden. Die
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Abbildung 5.8: Gemittelte dynamische Konstante fu¨r unterschiedliche Anzahlen von
Realisationen in Abha¨ngigkeit vom Wandabstand
PDF
-0,02 0 0,02 0,040
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Abbildung 5.9: Wahrscheinlichkeitsdichtefunktionen der dynamischen Konstante in
Kanalmitte fu¨r verschiedene Anzahlen von Realisationen
Streuung nimmt mit steigender Anzahl von Realisationen ab, so dass die Ha¨ufung
um den Mittelwert zunimmt. Auch wenn bei mehreren Realisationen noch ein be-
deutender Teil der Werte negativ ist, nimmt der Betrag dieser Werte erheblich ab. Die
Anzahl der Werte kleiner -0,01, die fu¨r numerische Instabilita¨ten sorgen, sind bei 16
Realisationen schon marginal.
Deutlich wird die Abnahme der Schwankung auch in Abbildung 5.10. Hier ist die
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Abbildung 5.10: Standardabweichung der dynamischen Konstante fu¨r verschiedene
Anzahlen von Realisationen in Abha¨ngigkeit vom Wandabstand
Die Standardabweichung ist ein Maß dafu¨r, wie stark die Werte um den Mittelwert
schwanken. Fu¨r die Simulation mit nur einer Realisation betra¨gt die Standardabwei-
chung ein Vielfaches des Mittelwerts der dynamischen Konstante. Dies zeigt, dass die
Schwankungen enorm sind.
Wie schon Carati et al. (2002) anhand der isotropen Turbulenz zeigen, reichen auch bei
der ebenen Kanalstro¨mung bereits 8−16 Realisationen aus, um mit dem gemittelten
Germano-Modell vergleichbare Ergebnisse zu erlangen.
5.1.5 Energietransfer-Gleichgewichtsmodell
Als Basismodell fu¨r das EGM wird das Smagorinsky-Modell gewa¨hlt, um eine gu-
te Vergleichbarkeit mit dem herko¨mmlichen dynamischen Smagorinsky-Modell zu
gewa¨hrleisten. Auch die mittels EGM ermittelte Konstante unterliegt Schwankun-
gen, weshalb hier ebenfalls eine Mittelung u¨ber homogene Richtungen durchgefu¨hrt
wird. Der einzige Unterschied zwischen den Simulationen mit dem EGM und dem
Germano-Modell liegt in der Bestimmung der dynamischen Konstanten. Wa¨hrend
fu¨r das Germano-Modell die Germano-Identita¨t als Grundlage dient, wird fu¨r das
EGM ein Gleichgewicht im Energietransfer in einem Zwischenbereich des Energie-
spektrums angenommen. Das EGM ist detailliert in Kapitel 3.6.2 beschrieben.
In Abbildung 5.11 ist der Verlauf der errechneten Modellkonstanten dargestellt. Mit
dem EGM wird ein deutlich flacheren Verlauf der Konstanten errechnet. Die dy-
namische Konstante des Germano-Modells steigt mit zunehmendem Wandabstand
zuna¨chst stark an und fa¨llt dann zur Kanalmitte hin wieder ab. Die mit dem EGM er-
mittelte Konstante zeigt nahe der Wand ein a¨hnliches Verhalten, auch wenn sie nicht
ganz so stark ansteigt. Allerdings bleibt sie dann zur Kanalmitte hin nahezu konstant.
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Abbildung 5.11: Gemittelte dynamische Konstante des EGM im Vergleich zum
Germano-Modell im ebenen Kanal
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Abbildung 5.12: Gemittelte Geschwindigkeit in x-Richtung des EGM im Vergleich
zum Germano-Modell im ebenen Kanal
Das Maß zur Bestimmung der Konstante ist der Energietransfer bzw. die Dissipati-
onsrate. Das Germano-Modell ist bekanntermaßen zu dissipativ, somit ist eine gerin-
gere Konstante beim EGM diesbezu¨glich konsistent.
Abbildungen 5.12 und 5.13 zeigen das Geschwindigkeitsprofil und die turbulenten
Statistiken. Wie bereits erwa¨hnt liegt der einzige Unterschied der Simulationen in der
Bestimmung der Konstanten. Durch die niedrigere Konstante, die das EGM errechnet,
liegen die Ergebnisse fu¨r diese Prozedur zwischen den Ergebnissen des Germano-
Modells und der Simulation ohne Feinstrukturmodell. Ein zur Kanalmitte hin fla-
cheres Geschwindigkeitsprofil ist zu beobachten und die Wandschubspannungsge-






















Abbildung 5.13: Gemittelte reduzierte Reynoldsspannungen des EGM im Vergleich
zum Germano-Modell im ebenen Kanal
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Abbildung 5.14: Wahrscheinlichkeitsdichtefunktionen der dynamischen Konstante
in Kanalmitte fu¨r das Germano-Modell und das EGM
schwindigkeit der LES mit EGM liegt etwa 4% unter der der DNS. Mit dem Germano-
Modell liegt die Wandschubspannungsgeschwindigkeit um mehr als 5% darunter.
Die Wahrscheinlichkeitsdichtefunktion der Konstanten in Kanalmitte zeigt eine ge-
ringe Streuung und negative Werte treten selten auf. Dies la¨sst darauf schließen, dass
eine Anwendung des EGM ohne Mittelung mo¨glich wa¨re. Eine genauere Betrach-
tung der Statistiken fu¨r die dynamische Konstante zeigt jedoch ein anderes Bild.
Die Minimal- bzw. Maximalwerte der dynamischen Konstante liegen im Bereich von
±107. Demgegenu¨ber stehen beim Germano-Modell lediglich Werte bis zu 2∗101. Die-
se Konstanten mit extrem hohen Betrag treten selten und so verteilt auf, dass sie in
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der Wahrscheinlichkeitsdichtefunktion nicht sichtbar sind. Das Entstehen dieser ho-
hen Betra¨ge ist darauf zuru¨ckzufu¨hren, dass der Nenner in Gleichung (3.55) gegen
Null geht, wa¨hrend der Za¨hler nicht gegen Null geht. Mit diesen Eigenschaften ist
das Modell nicht in komplexen Geometrien, d.h. ohne Mittelung, anwendbar und
wird in dieser Arbeit nicht weiter verfolgt.
5.1.6 Nichtlineares dynamisches Modell nach Lund und Novikov
Das in Kapitel 3.6.3 beschriebene dynamische nichtlineare Modell wird an der ebenen
Kanalstro¨mung getestet. Im ersten Schritt werden die einzelnen Terme als Modelle
betrachtet. Dies sind die fu¨nf Einzelterm Modelle nach den Gleichungen (3.60) bis
(3.64). Im zweiten Schritt werden zwei Terme aus Gleichung (3.59) miteinander kom-
biniert, folglich sind zehn Zweiterm-Modelle nach den Gleichungen (3.65) bis (3.74)
zu untersuchen. Bis auf das Einzelterm-Modell, welches nur den ersten Term aus
Gleichung (3.59) beinhaltet, sind die Modelle keine Wirbelviskosita¨tsmodelle. Aus
diesem Grund ko¨nnen sie nicht u¨ber die turbulente Viskosita¨t in die Navier-Stokes-
Gleichungen integriert werden. Die Implementierung erfolgt explizit u¨ber einen neu-
en Term fu¨r die Feinstrukturspannungen gema¨ß der gefilterten Navier-Stokes-Gleich-
ungen. Um eine bessere Vergleichbarkeit zu gewa¨hrleisten, wird auch der erste Term
auf diese Weise implementiert. Durch die verschiedenen Implementierungen ko¨nnen
sich Unterschiede in den Ergebnissen zwischen dem Germano-Modell und dem Ein-
zelterm-Modell Term 1 ergeben. Bei allen Simulationen werden die Konstanten u¨ber
homogene Raumrichtungen gemittelt. Ein Clipping wird nicht durchgefu¨hrt.
5.1.6.1 Einzelterm-Modelle
Das Modell Term 1 und das Germano-Modell sind identisch. Es besteht folglich kein
numerischer Mehraufwand. Der Mehraufwand zu den anderen Einzelterm-Modellen
ist vernachla¨ssigbar gering. Das Konvergenzverhalten ist bei allen Simulationen ver-
gleichbar. Abbildung 5.15 zeigt die Verla¨ufe der dynamisch bestimmten Konstanten
im Mittel. Alle Konstanten sind an der Wand Null und steigen mit zunehmendem
Wandabstand an bevor sie zur Kanalmitte hin wieder abfallen. Die Konstanten der
Terme 1,4 und 5 liegen im positiven Bereich, wa¨hrend die Konstante des zweiten
Terms komplett im negativen Bereich liegt. Eine Ausnahme bildet die Konstante des
dritten Terms. Sie wechselt mit zunehmendem Wandabstand aus dem Positiven in
den negativen Bereich und steigt zur Kanalmitte wieder ins Positve.
Betrachtet man die Standardabweichung der dynamischen Konstanten in Abbildung
5.16, so fa¨llt auf, dass die Konstante des dritten Terms mit Abstand die ho¨chsten
Schwankungen aufweist. Die Streuung ist so groß, dass der Umfang der Stichprobe
nicht ausreicht, um eine glatte Kurve zu ermitteln. Die Standardabweichungen der
Konstanten der Terme 1, 4 und 5 liegen etwa im gleichen Bereich, wobei letztere im
wandnahen Bereich ho¨here Abweichungen als die Konstante des ersten und vierten
Terms aufweist, jedoch ab y/δ =0,5 wieder auf deren Niveau abfa¨llt.
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Abbildung 5.15: Gemittelte dynamische Konstante der Einzelterm-Modelle im ebe-
nen Kanal in Abha¨ngigkeit vom Wandabstand
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Abbildung 5.16: Standardabweichung der dynamischen Konstante der Einzelterm-
Modelle im ebenen Kanal
Die mittleren Geschwindigkeitsprofile in Hauptstro¨mungsrichtung, die die Modelle
liefern, sind in Abbildung 5.17 dargestellt. Die Modelle Term 3 und Term 4 fu¨hren zu
den besten U¨bereinstimmungen bei der Wandschubspannungsgeschwindigkeit, wo-
bei mit Term 4 der DNS-Wert sogar mit u¨ber 2% u¨berschritten wird. Jedoch sind die
Verla¨ufe der Profile deutlich zu flach, was auch fu¨r das Modell mit dem fu¨nften Term
gilt. Die Modelle mit dem ersten und dem zweiten Term liefern hier zufriedenstellen-
de Ergebnisse. Allerdings fu¨hren sie zu einer deutlich zu geringen Wandschubspan-
nungsgeschwindigkeit. Dieser Effekt ist auch sichtbar bei den reduzierten Reynoldss-
pannungen in Abbildung 5.18. Hier wird mit u2τ normiert, was zu den gro¨ßten Abwei-
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chungen fu¨r diese Modelle fu¨hrt. Einzig das Modell Term 4 zeigt aufgrung der guten
Vorhersage der Wandschubspannung gute Ergebnisse. Die Reynoldsspannungen des
Modells Term 5 sind aus Gru¨nden der U¨bersichtlichkeit nicht aufgefu¨hrt. Sie liegen
im Bereich von Modell Term 3.
〈u〉
uτ






































Abbildung 5.18: Gemittelte reduzierte Reynoldsspannungen der Einzelterm-Modelle
im ebenen Kanal
Es bleibt festzustellen, dass keines der verwendeten Modelle eine deutliche Verbes-
serung gegenu¨ber dem Smagorinsky-Modell erreicht. Eine Verbesserung der Wand-
schubspannungsgeschwindigkeit geht meist einher mit einer Verschlechterung des
mittleren Geschwindigkeitsprofils. Dies ist konsistent mit den Beobachtungen der a
priori-Untersuchungen von Lund & Novikov (1992). Hier erzielte ebenfalls das Ger-
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mano-Modell die besten Ergebnisse. Aus diesem Grund werden die Einzelterm-Mo-
delle bei den weiteren Testfa¨llen nicht betrachtet.
5.1.6.2 Doppelterm-Modelle
Fu¨r eine Anwendung ohne Mittelung ist eine geringe Standardabweichung der dy-
namischen Konstante Grundvoraussetzung. Bei der Anwendung der EADP bedeutet
eine geringe Standardabweichung weniger notwendige parallele Realisationen. Wie
sich anhand der Einzelterm-Modelle erwiesen hat, weist die Konstante des Modells
Term 3 eine extrem hohe Streuung auf. Zudem fu¨hrt dieser Term im RANS-Kontext
zu falschen Ergebnissen bei isotroper Turbulenz bezogen auf eine Festko¨rperrotation.
Aus diesen Gru¨nden werden im Folgenden die Doppelterm-Modelle, welche den
dritten Term enthalten, nicht betrachtet. Es bleiben sechs Kombinationen aus Termen
der Gleichung (3.59). Die a priori-Untersuchungen von Lund und Novikov zeigen,
dass der erste Term aus dieser Gleichung der fu¨hrende Term ist. Abbildungen 5.19
und 5.20 stellen die Geschwindigkeitsprofile und die reduzierten Reynoldsspannun-
gen der Modelle dar, die diesen Term enthalten. Der numerische Mehraufwand im
Vergleich zum Germano-Modell fu¨r die Doppelterm-Modelle liegt zwischen 11% und
13%. Der Mehraufwand entsteht zum gro¨ßten Teil durch die Ermittlung der zwei, ge-
koppelten, dynamischen Konstanten nach Gleichung (3.80). Das Konvergenzverhal-
ten der verschiedenen Modelle ist vergleichbar.
Das Modell Term 1+4 zeigt die beste U¨bereinstimmung mit dem mittleren Geschwin-
digkeitsprofil der DNS, auch wenn der Verlauf zur Kanalmitte hin etwas zu flach ist.
Die ermittelte Wandschubspannungsgeschwindigkeit weicht von der DNS nur um
etwa 0,5% ab. Deutlich gro¨ßer fallen die Abweichungen bei den Modellen Term 1+2
〈u〉
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Abbildung 5.19: Gemittelte Geschwindigkeit der Doppelterm-Modelle mit
Smagorinsky-Term in x-Richtung im ebenen Kanal























Abbildung 5.20: Gemittelte reduzierte Reynoldsspannungen der Doppelterm-
Modelle mit Smagorinsky-Term im ebenen Kanal
und Term 1+5 aus. Den besten Verlauf zur Kanalmitte hin zeigt Modell Term 1+2, je-
doch wird im wandnahen Bereich die Geschwindigkeit zu gering vorhergesagt. Trotz
der guten U¨bereinstimmung der Wandschubspannungsgeschwindigkeit werden die
reduzierten Reynoldsspannungen 〈u′′u′′〉∗ und 〈v′′v′′〉∗ von dem Modell Term 1+4 be-
tragsma¨ßig zu hoch bestimmt. Erstaunlich ist, dass es fu¨r die Spannungen 〈w′′w′′〉∗ zu
mit der DNS u¨bereinstimmenden Ergebnissen kommt. Die Reynoldsspannungen der
Modelle Term 1+2 und Term 1+5 weichen aufgrund der zu niedrigen Wandschub-
spannungen deutlich von den Spannungen der DNS ab.
Es fa¨llt auf, dass Modelle, die den vierten Term enthalten, zu einer ho¨heren Wand-
schubspannungsgeschwindigkeit fu¨hren. Dieser Effekt ist bei dem Einzelterm-Modell
Term 4 sehr ausgepra¨gt. In den entsprechenden Zweiterm-Modellen tritt dieser Ef-
fekt abgeschwa¨cht auf. Der mit diesem Term einhergehende zu flache Verlauf des
Geschwindigkeitsprofils kann ebenfalls durch die entsprechende Wahl des zweiten
Terms abgemindert oder versta¨rkt werden. Term 1 und Term 2 als Einzelterm-Modelle
fu¨hren nicht zu einem zu flachen Verlauf und schwa¨chen in Kombination mit Term
4 diesen unerwu¨nschten Effekt ab. Diese Beobachtungen gehen aus Abbildung 5.21
hervor. Hier sind die Geschwindigkeitsprofile der verbleibenden Zweiterm-Modelle
abgebildet. Wa¨hrend die Profile der Modelle Term 2+4 und Term 4+5 nah an dem
Profil der DNS liegen, was auf eine gute Betimmung von uτ hinweist, liegt das Profil
von Modell Term 2+5 deutlich daru¨ber.
Die Berechnung zweier gekoppelter dynamischer Konstanten, wie sie bei den Doppel-
term-Modellen durchgefu¨hrt wird, fu¨hrt zu einer Senkung der Fluktuationen der
Konstanten. Abbildung 5.22 zeigt die Standardabweichungen fu¨r die Konstanten des
Smagorinsky Terms fu¨r das entsprechende Einzelterm-Modell und die Zweiterm-
Modelle Term 1+2 und Term 1+4. Die Standardabweichungen von C1 der Zweiterm-
Modelle liegen deutlich unter der des Einzelterm-Modells. Dieser Effekt ist bei al-
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Abbildung 5.21: Gemittelte Geschwindigkeit der Doppelterm-Modelle ohne
Smagorinsky-Term in x-Richtung im ebenen Kanal
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C1 von Term 1
C1 von Term 1+2
C1 von Term 1+4
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δ
Abbildung 5.22: Standardabweichungen der Konstanten des Smagorinsky-Terms im
ebenen Kanal
len Konstanten zu beobachten. Fraglich ist, ob die Reduzierung der Fluktuationen
ausreicht um eine stabile Simulation ohne Mittelung durchzufu¨hren. Die Konstan-
ten der Einzelterm-Modelle Term 1 und Term 4 weisen im Vergleich zu den anderen
Einzelterm-Modellen die geringste Streuung auf. Durch eine weitere Verringerung
der Schwankungen durch die Kombination beider Terme wird mo¨glicherweise ei-
ne Anwendbarkeit des Modells ohne Mittelung erreicht. Dies wird in den weiteren
Testfa¨llen untersucht. Neben dem Modell Term 1+4 werden ebenfalls die Modelle
Term 1+2 und Term 2+4 betrachtet.
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5.2 U¨berstro¨mung einer zuru¨ckspringenden Stufe
5.2.1 Beschreibung des Testfalls
Die ebene Kanalstro¨mung ist ein nu¨tzlicher Testfall fu¨r die Bewertung von Feinstruk-
turmodellen. Sie stellt in Bezug auf technische Stro¨mungen jedoch ein zu stark ver-
einfachtes Stro¨mungsproblem dar. Einen Schritt weiter geht die Testkonfiguration der
zuru¨ckspringenden Stufe. Hierbei handelt es sich um eine plo¨tzliche Aufweitung in
einem ebenen Kanal. Abbildung 5.23 zeigt schematisch diesen Testfall. Der große Pfeil
deutet die Hauptstro¨mungsrichtung an. Die plo¨tzliche Aufweitung des Kanals fu¨hrt
dazu, dass die Stro¨mung ablo¨st. Hinter der Stufe bildet sich eine Rezirkulationszo-
ne aus. Die Wiederanlegela¨nge xR gibt die La¨nge der Rezirkulationszone an. Hinter
dieser Zone legt sich die Stro¨mung wieder an, d. h. die Geschwindigkeiten nahe der
Wand sind wieder positiv in Hauptstro¨mungsrichtung.
Die Geometrie dieses Testfalls ist sehr einfach und kann mit kartesischen Gittern ab-
gebildet werden. Es wird in z-Richtung eine unendliche Ausdehnung der Stufe ange-
nommen. Es liegt folglich eine homogene Richtung vor.
Fu¨r diesen Testfall betra¨gt die Kanalho¨he bzw. der Abstand zwischen den Platten am
Einstromrand 2δ . Er vergro¨ßert sich durch die Aufweitung auf 3δ . Dies entspricht
einem Expansionsverha¨ltnis von 2:3. Die Stufenho¨he betra¨gt somit δ .
Abbildung 5.23: Skizze einer U¨berstro¨mung einer zuru¨ckspringenden Stufe
Zum Vergleich der Ergebnisse werden die experimentellen Daten von Yoshioka et al.
(2001a, 2001b) herangezogen. Die Reynoldszahl des Testfalls liegt bei Reτ = 180 vor
der Aufweitung. Dort liegt eine vollentwickelte turbulente Kanalstro¨mung vor.
5.2.2 Beschreibung der experimentellen Daten
Yoshioka et al. (2001a, 2001b) haben an der zuru¨ckspringenden Stufe das Verhalten
einer turbulenten Stro¨mung auf periodische Sto¨rungen untersucht. Hierzu wurden
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experimentelle Daten auch im ungesto¨rten Zustand gesammelt, die hier zur Validie-
rung der Simulationen herangezogen werden. Der Versuch wurde in einem Wasser-
kanal durchgefu¨hrt. Die Stufe befand sich 50δ hinter dem Kanaleintritt. Stolperdra¨hte
an der oberen und unteren Wand direkt hinter dem Kanaleintritt sorgten fu¨r einen
laminar-turbulenten Umschlag, um ein vollentwickelte turbulente Kanalstro¨mung an
der Stufe zu erreichen. Durch Messungen an der Stelle x/δ = −0,6 wurde dies vali-
diert. Die Breite des Kanals betrug 12δ , wobei die Daten nur im mittleren Bereich von
−3 < z/δ < 3 gesammelt wurden, um den Einfluss der Seitenwa¨nde vernachla¨ssigbar
klein zu halten.
Zur genauen Erfassung der Stro¨mungsgeschwindigkeiten wurde ein zwei-dimen-
sionales Particle-Image-Velocimeter (PIV) verwendet. In den Querschnitten x/δ =
2,4,6,8 und 10 liegen die Werte fu¨r die mittlere Geschwindigkeit in Hauptstro¨mungs-
richtung u und die Reynoldsspannungen u′′u′′, v′′v′′,−u′′v′′ vor. Die Daten sind mit der
gemittelten Mittengeschwindigkeit Uc im vor der Stufe liegenden ebenen Kanal nor-
miert. Daru¨berhinaus wurde die La¨nge der Ablo¨sezone hinter der Stufe gemessen.
Genaue Einzelheiten u¨ber den Versuchsaufbau und Messverfahren sind den Arbeiten
von Yohsioka et al. (2001a, 2001b) zu entnehmen.
5.2.3 Rechengebiet und Gitterauflo¨sung der Simulationen
Das Rechengebiet ist in x-Richtung vor der Aufweitung 0,5δ lang und dahinter 30δ
lang. Vor der Stufe ist nur ein kurzer Einlauf notwendig, weil die Stro¨mung strom-
aufwa¨rts durch die Stufe nicht beeinflusst wird. Durch die Kanalla¨nge hinter der Stu-
fe von 30δ liegt der Ausstromrand weit genug von der Stufe entfernt, um den Einfluss
der Ausstromrandbedingung auf das Rechengebiet zu minimieren.
Der Koordinatenursprung liegt am Fuß der Stufe. Der Kanal mit dem Plattenabstand
2δ verbreitert sich durch die Stufe plo¨tzlich auf 3δ . Die Stufenho¨he entspricht δ . Die
Breite des Rechengebietes wird mit 34πδ gewa¨hlt. Fu¨r eine Kanalstro¨mung bei der ent-
sprechenden Reynoldszahl von Reτ = 180 ist dies die notwendige Breite um periodi-
sche Randbedingungen einsetzen zu ko¨nnen (Kim et al. 1987). Es wird angenommen,
dass dies fu¨r den Fall der zuru¨ckspringenden Stufe ebenfalls ausreichend ist.
Abbildung 5.24 zeigt das Rechengebiet und das verwendete Gitter der zuru¨cksprin-
genden Stufe im Bereich der Stufe. Das gesamte Rechengebiet endet wie oben be-
schrieben bei x/δ = 30. Es wird ein kartesisches Gitter verwendet. In z-Richtung sind
48 Zellen u¨ber die Breite von 43πδ a¨quidistant verteilt. Um die Haftbedingung an den
Wa¨nden verwenden zu ko¨nnen, wird das Gitter zu jeder Wand hin, einem logarithmi-
schen Gesetz folgend, verfeinert. Bei Wa¨nden parallel zur Hauptstro¨mungsrichtung
liegt der wandna¨chste Gitterpunkt bei y/δ = 4∗10−3. Bei der horizontalen Wand liegt
der wandna¨chste Gitterpunkt erst bei x/δ = 2 ∗ 10−2. Hier wurde der Gitterpunkt
bewusst weiter entfernt von der Wand gelegt. Durch die Verwendung eines karte-
sischen Gitters zieht die Verfeinerung des Gitters an der Wand ebenfalls eine Ver-


















Abbildung 5.24: Ausschnitt des Rechengebiets und der Gitterauflo¨sung der
zuru¨ckspringenden Stufe
feinerung im Inneren des Stro¨mungsgebiets nach sich. Gerade in diesem Bereich,
in Verla¨ngerung der horizontalen Wand, treten die gro¨ßten Geschwindigkeiten in
Hauptstro¨mungsrichtung auf. Um die Zeitschrittweite nicht zu klein werden zu las-
sen, die durch das CFL-Kriterium limitiert ist, wurde hier auf eine ho¨here Auflo¨sung
der horizontalen Wand verzichtet.
Die Gitterverfeinerung an der unteren Wand vor der Stufe fu¨hrt ebenfalls zu einer
Verfeinerung im Inneren des Stro¨mungsgebiets, wie in Abbildung 5.24 gut zu erken-
nen ist. Dies erho¨ht zwar die Anzahl der Gitterzellen und somit auch den numeri-
schen Aufwand, aber da in diesem Bereich keine großen vertikalen Geschwindigkei-
ten auftreten, ist dieser Bereich nicht fu¨r die Begrenzung der Zeitschrittweite maßge-
bend.
In y-Richtung verteilen sich 64 Gitterzellen u¨ber eine Ho¨he von 3δ . In x-Richtung
liegen 10 Gitterzellen vor der Stufe, die sich auch zur Stufe hin verfeinern, um das
Expansionsverha¨ltnis nebeneinanderliegender Zellen mo¨glichst nahe Eins zu halten.
Hinter der Stufe liegen 192 Zellen auf einer La¨nge von 30δ , wobei im Bereich x/δ < 10
die Ha¨lfte der Gitterpunkte liegt, die sich zur vertikalen Wand hin verfeinern. Im Be-
reich 10 < x/δ < 30 sind die restlichen Zellen a¨quidistant verteilt. Das gesamte Gitter
hat somit knapp 600.000 Gitterzellen.
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5.2.4 Rand- und Anfangsbedingungen der Simulationen
Aufgrund der unterschiedlichen Geometrie an Ein- und Ausstro¨mrand, sowie der
unterschiedlichen vorliegenden Stro¨mungsverha¨ltnisse, ko¨nnen bei diesem Testfall
an diesen Ra¨ndern keine periodischen Randbedingungen eingesetzt werden.
Am Einstro¨mrand besteht die Mo¨glichkeit u¨ber bekannte statistische Gro¨ßen ein tur-
bulenzartiges Einstro¨men zu generieren. In diesem Fall liegt am Einstro¨mrand eine
vollentwickelte Kanalstro¨mung vor. Aus diesem Grund ist es hier eine bessere Alter-
native eine einfach zu realisierende Kanalstro¨mung vorzuschalten. Hierzu wird ei-
ne Kanalstro¨mung simuliert und die Geschwindigkeiten in einem Querschnitt senk-
recht zur Hauptstro¨mungsrichtung an den Einstro¨mrand der zuru¨ckspringenden Stu-
fe weitergegeben. Das Gitter der Kanalstro¨mung hat dabei in y- und z-Richtung die
exakt gleiche Auflo¨sung wie das Gitter am Einstromrand der zuru¨ckspringenden Stu-
fe. Zudem stimmt die Zeitschrittweite der beiden Simulationen u¨berein. Ist dies nicht
der Fall, mu¨ssen die Geschwindigkeiten in Abha¨ngigkeit von Zeit und Ort interpo-
liert werden. Bei dieser Simulation wird eine Kanalstro¨mung mit Reτ = 180 vorge-
schaltet. Die Gitterauflo¨sung in y- und z-Richtung entsprechen der Auflo¨sung am
Einstromrand der zuru¨ckspringenden Stufe. Das Rechengebiet der vorgeschalteten
Kanalstro¨mung hat die Ausmaße 4πδ x 2δ x 34πδ . Die Anzahl der Gitterpunkte be-
tra¨gt 64 x 32 x 48 in x-, y- und z-Richtung. Wie im ersten Testfall sind die Gitterweiten
in x- und z-Richtung a¨quidistant, wa¨hrend in Wandnormalenrichtung das Gitter zur
Wand feiner wird. Der wandna¨chste Gitterpunkt liegt bei y+ = 0,8.
Am Ausstro¨mrand besteht die Mo¨glichkeit eine Nullgradienten-Randbedingung oder





∂ χ |out = 0. (5.9)
Hier ist Uconv die mittlere Konvektionsgeschwindigkeit in Richtung des Ausstromran-
des. Sie wird entsprechend dem Massenfluss am Einstromrand gewa¨hlt, damit die
globale Massenerhaltung erfu¨llt ist. Der Gradient normal zum Ausstro¨mrand ∂∂ χ |out
muss einseitg approximiert werden. Bei dieser Randbedingung handelt es sich um
eine linearisierte und vereinfachte 1-D Transportgleichung. Sie hat sich fu¨r LES und
DNS bewa¨hrt (Breuer 2001). Mit dieser Randbedingung werden Reflektionen am Aus-
stromrand vermieden.
Aufgrund der Homogenita¨t in z-Richtung werden an den seitlichen Ra¨ndern des Re-
chengebiets periodische Randbedingungen eingesetzt.
An den Wa¨nden gilt die Haftbedingung. Durch die geringe Reynoldszahl ist es mo¨g-
lich, die Auflo¨sung fein genug zu wa¨hlen, um die Wand als ausreichend aufgelo¨st zu
betrachten.









Tabelle 5.1: Mittlere Wiederanlegela¨ngen xR der Ablo¨sung hinter der
zuru¨ckspringenden Stufe
5.2.5 Vergleich der Doppelterm-Modelle mit dem Germano-Modell
Fu¨r diesen Testfall werden die Doppelterm-Modelle, Term 1+2, Term 1+4 und Term
2+4 verwendet. Von diesen Modellen ha¨lt lediglich das Modell Term 1+2 alle Sym-
metrien der Navier-Stokes-Gleichungen ein. Die beiden anderen Modelle brechen
die 2DMFI, werden aber aufgrund der vielversprechenden Ergebnisse in der Kanal-
stro¨mung weiter betrachtet.
Obwohl bei diesem Testfall eine Mittelung u¨ber eine homogene Richtung mo¨glich
ist, zeigt sich eine deuliche A¨nderung im Konvergenzverhalten. Wurde bei der Ka-
nalstro¨mung noch u¨ber eine ganze Ebene mit 642 Gitterzellen gemittelt, ist bei die-
sem Testfall nur eine Mittelung u¨ber eine homogene Richtung mo¨glich, was bei der
vorliegenden Auflo¨sung 48 Gitterzellen entspricht. Wa¨hrend die Simulation mit dem
Germano-Modell mit der Mittelung u¨ber 48 Zellen sehr stabil la¨uft, beno¨tigen die
Doppelterm-Modelle deutlich mehr Iterationen pro Zeitschritt um das Konvergenz-
kriterium zu erreichen. Fu¨r das Modell Term 2+4 muss neben der Mittelung noch ein
Clipping der Konstanten eingefu¨hrt werden, um numerische Stabilita¨t zu gewa¨hr-
leisten. Obwohl nachweislich die Schwankungen der Konstanten beim Germano-Mo-
dell ho¨her sind, weist es eine ho¨here Stabilita¨t auf. Dies kann auf die unterschiedli-
chen Implementierungen zuru¨ckgefu¨hrt werden.
Die mittlere Wiederanlegela¨nge ist im Experiment mit 5,5 ermittelt worden. Die Simu-
lationen geben dies nicht korrekt wieder. Die Simulation mit dem Germano-Modell
zeigt bezogen auf den experimentellen Vergleichswert einen mit 16% deutlich zu
großes Rezirkulationsgebiet. Die Wiederanlegela¨ngen der verwendeten Zweiterm-
Modelle liegen im a¨hnlichen Bereich. Von den Modellen Term 1+2 und Term 1+4
werden sie noch etwas la¨nger vorhergesagt. Das Modell Term 2+4 ermittelt eine ge-
ringfu¨gig ku¨rzere Rezirkulationszone als das Germano-Modell, wie Tabelle 5.1 zeigt.
Die Abbildungen 5.25 und 5.26 zeigen die Geschwindigkeitsprofile in Hauptstro¨-
mungsrichtung in den im Experiment erfassten Querschnitten. Es fa¨llt auf, dass die
Profile aller Simulationen sehr a¨hnlich sind. Lediglich im Bereich der unteren Wand,
weiter entfernt von der Stufe und auch im Bereich der oberen Wand gibt es leich-
te Unterschiede im Profil. Die Simulationen zeigen eine gute U¨bereinstimmung mit
den experimentellen Daten. Im Bereich der Rezirkulationszone (y/δ < 1) kommt es






















Abbildung 5.25: Gemitteltes Stro¨mungsprofil in Hauptstro¨mungsrichtung fu¨r die
Querschnitte x/δ = 2, 4, 6 hinter der zuru¨ckspringenden Stufe
zu sta¨rkeren Abweichungen. Mit gro¨ßerer Distanz zur Stufe na¨hern sich die Profi-
le der Simulationen den experimentellen Daten an. Dafu¨r zeigen die Simulationen
fu¨r die Querschnitte x/δ = 8 und x/δ = 10 eine zu geringe Spitzengeschwindigkeit
im Profil. In diesen Querschnitten weichen die Profile der Simulationen mit Modell
Term 1+4 und Term 2+4 von den Profilen der anderen Simulationen ab. Diese Simu-
lationen zeigen im Bereich der oberen Wand eine deutlich bessere U¨bereinstimmung
mit den experimentellen Daten als die anderen Simulationen mit dem Modell 1+2
und dem Germano-Modell. Offensichtlich ist der Einfluss des vierten Terms fu¨r diese
Vera¨nderung verantwortlich. Allerdings erreicht das Germano Modell im Bereich der
unteren Wand eine bessere Vorhersage der Geschwindigkeiten in Hauptstro¨mungs-
richtung.
Die Statistiken zweiter Ordnung sind wesentlich empfindlicher als die mittleren Ge-
schwindigkeiten. Hier zeigen sich deutliche Unterschiede zwischen den Simulationen
und auch zu den experimentellen Daten. Obwohl fu¨r diesen Testfall spurfreie Fein-
strukturmodelle verwendet werden, ko¨nnen nicht die reduzierten Reynoldsspannun-
gen nach Gleichung (5.7) verglichen werden, weil im Experiment die Reynoldsspan-
nungen 〈w′′w′′〉 nicht erfasst wurden. Folglich werden die aufgelo¨sten Reynoldsspa-
nungen der Simulation mit den Reynoldsspannungen aus dem Experiment vergli-
chen. Die gemittelten Reynoldsspannungen in Hauptstro¨mungsrichtung 〈u′′u′′〉 sind
in den Abbildungen 5.27 und 5.28 dargestellt. Das Germano-Modell gibt die Verla¨ufe
aus den im Experiment ermittelten Reynoldsspannungen gut wieder. Allerdings sind
die Werte deutlich zu hoch. Die verwendeten Doppelterm-Modelle liefern ebenfalls
zu hohe Werte. Diese liegen aber gerade bei den Spitzenwerten na¨her an den experi-
mentellen Daten als die Werte des Germano-Modells. In dem Bereich, in dem das Ge-
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Abbildung 5.26: Gemitteltes Stro¨mungsprofil in Hauptstro¨mungsrichtung fu¨r die
Querschnitte x/δ = 6, 8, 10 hinter der zuru¨ckspringenden Stufe
schwindigkeitsprofil nicht korrekt wiedergegeben wird, also in der Rezirkulationszo-
ne nahe der Stufe (x/δ = 2), sagt das Germano-Modell zu geringe Werte fu¨r 〈u′′u′′〉 vor-
aus. Hier liegen die Ergebnisse der Doppelterm-Modelle ebenfalls na¨her an den ex-
perimentellen Werten. Insgesamt liefert das Modell Term 1+4 fu¨r die Reynoldsspan-
nungen in Hauptstro¨mungsrichtung leicht bessere Ergebnisse als die beiden anderen
Doppelterm-Modelle und erheblich bessere Ergebnisse als das Germano-Modell.
Die Reynoldspannungen in Wandnormalenrichtung 〈v′′v′′〉 werden von allen Model-
len gut wiedergegeben. Wie die Abbildungen 5.29 und 5.30 zeigen, liefert das Ger-
mano-Modell, wie schon bei den Reynoldsspannungen 〈u′′u′′〉 die gro¨ßten Abwei-
chungen. In den ersten zwei zu betrachtenden Querschnitten bei x/δ = 2 und x/δ = 4
ist der Spitzenwert deutlich zu gering. Die Doppelterm-Modelle zeigen hier eine ge-
nauere Vorhersage. In den folgenden Querschnitten weist das Germano-Modell deut-
lich zu hohe Spitzenwerte auf, wa¨hrend die Zweiterm-Modelle dies auch, aber nur
gema¨ßigt, zeigen. Im Bereich der oberen Wand steigen die im Experiment gesammel-
ten Werte zur Wand hin noch eimal an. Diese Charakteristik weisen die Ergebnisse
des Germano-Modells nicht oder nur ansatzweise auf. Die Doppelterm-Modelle bil-
den dieses Verhalten ab, wobei die Modelle, die den vierten Term enthalten, hier die
besten Vorhersagen liefern.
Ein a¨hnliches Bild liefern die Reynoldsspannungen −〈u′′v′′〉, dargestellt in den Ab-
bildungen 5.31 und 5.32. Das Germano-Modell weist im Querschnitt x/δ = 2 einen
zu geringen Spitzenwert auf. In den Querschnitten x/δ = 6, 8 und 10 werden auch
hier deutlich zu hohe Spitzenwerte vorhergesagt. Die Doppelterm-Modelle geben
die im Experiment ermittelten Spitzenwerte besser wieder. Lediglich im Querschnitt
x/δ = 4 sagt das Germano-Modell die experimtentellen Spitzenwerte sehr gut vor-






















Abbildung 5.27: Gemittelte Reynoldsspannungen in Hauptstro¨mungsrichtung fu¨r






















Abbildung 5.28: Gemittelte Reynoldsspannungen in Hauptstro¨mungsrichtung fu¨r
die Querschnitte x/δ = 6, 8, 10 hinter der zuru¨ckspringenden Stu-
fe
her. Die Doppelterm-Modelle liefern fu¨r diesen Querschnitt vergleichbare Reynoldss-
pannungen. In allen Querschnitten zeigen die Modelle Term 1+4 und Term 2+4 im
Bereich der oberen Wand gro¨ßere Abweichungen von den experimentellen Daten als






















Abbildung 5.29: Gemittelte Reynoldsspannungen in Wandnormalenrichtung fu¨r die






















Abbildung 5.30: Gemittelte Reynoldsspannungen in Wandnormalenrichtung fu¨r die
Querschnitte x/δ = 6, 8, 10 hinter der zuru¨ckspringenden Stufe
das Germano-Modell und das Modell Term 1+2, die in diesem Bereich vergleichbare
Ergebnisse liefern und die experimentellen Daten sehr gut wiedergeben.
Alle Simulationen geben die tatsa¨chlich vorliegenden Stro¨mungsverha¨ltnisse aus dem
Experiment gut wieder. Einzig die Wiederanlegela¨nge zeigt gro¨ßere Abweichungen.























Abbildung 5.31: Gemittelte Reynoldsspannungen−〈u′′v′′〉 fu¨r die Querschnitte x/δ =























Abbildung 5.32: Gemittelte Reynoldsspannungen−〈u′′v′′〉 fu¨r die Querschnitte x/δ =
6, 8, 10 hinter der zuru¨ckspringenden Stufe
Die Stro¨mungsprofile zeigen trotzdem eine gute U¨bereinstimmung mit den experi-
mentellen Daten. Die Anwendung der verschiedenen Feinstrukturmodelle wirkt sich
kaum auf die Geschwindigkeitsprofile dieses Testfalls aus. Eine Auswirkung auf die
Statistiken zweiter Ordnung ist deutlich erkennbar. Alle Zweiterm-Modelle zeigen
eine Verbesserung der Vorhersage der Reynoldsspannungen. Auch das Modell Term
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Abbildung 5.33: Skizze der Stro¨mungsstrukturen einer Wu¨rfelumstro¨mung aus
Breuer (Breuer 2001)
2+4, welches den Smagorinsky-Term nicht entha¨lt zeigt eine sehr gute U¨bereinstim-
mung mit den experimentellen Daten. Allerdings zeigt die Simulation mit diesem
Modell das schlechteste Konvergenzverhalten.
Bis auf die Abweichung fu¨r die Reynoldsspannungen −〈u′′v′′〉 im Bereich der oberen
Wand zeigt das Doppelterm-Modell Term 1+4 die beste Leistung fu¨r diesen Testfall.
5.3 Turbulente Umstro¨mung eines Wu¨rfels in einem ebe-
nen Kanal
5.3.1 Beschreibung des Testfalls
Ein weitaus komplizierterer Testfall als die U¨berstro¨mung der zuru¨ckspringenden
Stufe ist die Umstro¨mung eines auf die Wand eines ebenen Kanals montierten Wu¨r-
fels. Diese Stro¨mungskonfiguration kommt einer technischen Stro¨mung sehr nahe.
Sie besitzt keine homogenen Richtungen. Eine Simulation dieser Stro¨mung mit den
Standard RANS-Modellen fu¨hrt nur zu unzureichenden Ergebnissen und ist daher
gut geeignet um die Leistungsfa¨higkeit von Feinstrukturmodellen zu beurteilen. Zu-
dem wurde sie von Martinuzzi (1992) ausfu¨hrlich experimentell untersucht und do-
kumentiert.
Abbildung 5.33 stellt die wichtigsten Stro¨mungsstrukturen einer Wu¨rfelumstro¨mung
dar. Das anstro¨mende Fluid trifft auf den Wu¨rfel und wird davor gestaut. Ein Teil des
Fluids stro¨mt aufwa¨rts u¨ber den Wu¨rfel. Der andere Teil stro¨mt nach unten und bildet
vor dem Wu¨rfel eine flache Rezirkulationszone. Hier entsteht der sogenannte Huf-
eisenwirbel, der links und rechts an dem Wu¨rfel vorbeila¨uft. Auf dem Wu¨rfeldach
lo¨st die Stro¨mung an der scharfen Kante ab. Hinter dem Wu¨rfel entsteht das gro¨ßte
Ru¨ckstromgebiet. In diesem bildet sich ein Bogenwirbel. Die Wu¨rfelumstro¨mung ist
stark instationa¨r und die beschriebenen Strukturen sind nur im Mittel zu beobachten.
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5.3.2 Beschreibung der experimentellen Daten
Eine experimentelle Untersuchung der Umstro¨mung wandgebundener, rechteckiger,
prismatischer Hindernisse wurde von Martinuzzi (1992) durchgefu¨hrt. Darunter wur-
de sehr ausfu¨hrlich die Umstro¨mung eines Wu¨rfels in einem ebenen Kanal betrach-
tet. Durchgefu¨hrt wurden die Versuche sowohl im Luft- als auch im Wasserkanal.
Der Kanal hatte dabei eine Ho¨he von 2δ . Die Kantenla¨nge des Wu¨rfels entsprach
der halben Kanalho¨he δ . Die Breite des Kanals betrug 24δ . Somit war der Einfluss
der Seitenwa¨nde auf die Stro¨mung in der Na¨he des Wu¨rfel vernachla¨ssigbar. Der
Wu¨rfel befand sich 104δ hinter dem Kanaleintritt. Wie auch schon im Experiment der
zuru¨ckspringenden Stufe sorgten Stolperdra¨hte fu¨r einen fru¨hen Umschlag in eine
turbulente Stro¨mung. Vor dem Hindernis lag eine vollentwickelte turbulente Kanal-
stro¨mung vor, was durch eine Messung verifiziert wurde. Die vorliegende Reynolds-
zahl bezogen auf die Kantenla¨nge des Wu¨rfels und der mittleren Geschwindigkeit
im Kanal Ub betrug Reb = 40.000. Die Daten wurden mit einem Zwei-Komponenten
Laser-Doppler-Anemometer gesammelt. In vielen Punkten um den Wu¨rfel wurden
die Geschwindigkeitskomponenten in Hauptstro¨mungs- und Wandnormalenrichtung
ermittelt. Somit liegen die Statistiken vor, die aus diesen Komponenten gebildet wer-
den ko¨nnen. Na¨here Informationen zu Versuchsaufbau, Messtechnik und Messfehler
sind der Arbeit von Martinuzzi (1992) zu entnehmen.
5.3.3 Rechengebiet und Gitterauflo¨sung der Simulationen
Dieser Testfall kann theoretisch, wie Testfa¨lle der ebenen Kanalstro¨mung und der
zuru¨ckspringenden Stufe, mit einem kartesischen Gitter diskretisiert werden. Dies
ha¨tte aufgrund der notwendigen Gitterverfeinerung an den Wa¨nden zur Folge, dass
das Gitter auch u¨ber dem Wu¨rfel sehr fein wird. Hier sind die ho¨chsten Geschwindig-
keiten zu erwarten und die mo¨gliche Zeitschrittweite wu¨rde extrem klein ausfallen.
Das verwendete Programm FASTEST ist in der Lage nichtkartesische Gitter zu ver-
wenden. Fu¨r diesen Testfall wird diese Mo¨glichkeit genutzt. Es wird ein sogenanntes
”O-Grid” um den Wu¨rfel gelegt. Dieses ”O-Grid” besteht aus insgesamt fu¨nf Blo¨cken,
also aus einem Block auf jeder Seite des Wu¨rfels. Abbildung 5.34 zeigt das Gitter um
den Wu¨rfel, wobei die Blockgrenzen durch die fetten, grauen Linien gekennzeichnet
sind. Außerhalb dieser Blo¨cke kann weiterhin ein kartesisches Gitter verwendet wer-
den. Innerhalb des ”O-Grids” sind die Gitterzellen verzerrt. Das Gitter kann durch die
freie Wahl der Anzahl der Gitterzellen zur Wand hin fast beliebig verfeinert werden.
Dieses Gitter hat gegenu¨ber einem kartesischen Gitter einen wesentlichen Vorteil. Das
Gitter kann zum Wu¨rfel hin verfeinert werden ohne Verfeinerungen des Gitters im
Inneren des Rechengebiets zur Folge zu haben, wie es bei der zuru¨ckspringenden
Stufe der Fall war. Hierdurch sind deutlich gro¨ßere Zeitschrittweiten mo¨glich, zudem
wird die Anzahl der Gitterzellen reduziert. Der Nachteil dieses ”O-Grids” liegt in
den verzerrten Gitterzellen innerhalb der Blo¨cke um den Wu¨rfel und dem dadurch
erho¨hten numerischen Fehler.





Abbildung 5.34: ”O-Grid” um den Wu¨rfel
Die Abbildungen 5.35 und 5.36 zeigen das gesamte Integrationsgebiet in der y-Ebene
bzw. in der z-Ebene. Der Abstand zwischen den ebenen Platten betra¨gt die doppelte
Wu¨rfelho¨he 2δ . Das Gebiet beginnt in Stro¨mungsrichtung 3δ vor dem Wu¨rfel und
endet 6δ hinter dem Wu¨rfel. Die seitlichen Ra¨nder liegen jeweils 3δ von dem Wu¨rfel
entfernt. Somit hat das Integrationsgebiet die Ausmaße 10δ x 2δ x 7δ in x-, y- und
z-Richtung. Das Gitter besteht aus 22 Blo¨cken und weist eine Verfeinerung zu jeder
Wand hin auf. In den Abbildungen 5.35 und 5.36 sind die Blockgrenzen durch dicke
Linien gekennzeichnet. Zwischen den ebenen Platten des Kanals liegen in y-Richtung
86 Gitterzellen. An den Platten liegt der erste Gitterpunkt in einem Abstand von y/δ =
4∗10−3. In Hauptstro¨mungsrichtung verteilen sich 148 Zellen und quer dazu sind es
98 Gitterzellen. Innerhalb des ”O-Grids” verfeinern sich 20 Lagen von Gitterzellen
zu den Wa¨nden des Wu¨rfels hin. Hier liegt der erste Gitterpunkt 1,25∗10−3 von den
Wa¨nden entfernt. Dies ergibt eine Gesamtanzahl von knapp 1,5 Mio. Gitterzellen.
5.3.4 Rand- und Anfangsbedingungen der Simulationen
Fu¨r diesen Testfall bietet es sich an, periodische Randbedingungen in Hauptstro¨-
mungsrichtung zu verwenden. Ein- und Ausstro¨mrand haben die selbe Geometrie,
wodurch der Einsatz dieser Randbedingung mo¨glich wa¨re. Doch ein Vergleich der
vorliegenden Stro¨mungzusta¨nde aus dem Experiment in den beiden Querschnitten
zeigt, dass hier erhebliche Unterschiede vorliegen. Ein Einsatz der periodischen Rand-
bedingungen wu¨rde nicht den im Experiment vorliegenden Stro¨mungsverha¨ltnissen
entsprechen. Aus diesem Grund wird der Simulation, wie bereits bei dem Testfall der
zuru¨ckspringenden Stufe, eine ebene Kanalstro¨mung vorgeschaltet. Als Feinstruktur-
modell wird das Germano-Modell verwendet. Das Gitter der ebenen Kanalstro¨mung
hat dabei die selbe Auflo¨sung in y- und z-Richtung wie der Einstro¨mrand. Das Git-
ter der Kanalstro¨mung ist nur in x-Richtung a¨quidistant. Daher wird die Germano-
Konstante hier nur u¨ber diese Richtung gemittelt. Die Zeitschrittweite entspricht der
verwendeten Zeitschrittweite der Simulation der Wu¨rfelumstro¨mung. Die Geschwin-
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Abbildung 5.35: Gitter der Wu¨rfelumstro¨mung in der Ebene y/δ =0,5
mit den ausgewa¨hlten Messpunkten
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Abbildung 5.36: Gitter der Wu¨rfelumstro¨mung in der Ebene z/δ = 0
digkeitswerte in einem Querschnitt der Kanalstro¨mung werden an den Einstromrand
der Wu¨rfelumstro¨mung weitergegeben.
Das Gitter verfeinert sich an den Wa¨nden des Kanals auf bis y/δ = 4∗10−3. Dies ent-
spricht in der Kanalstro¨mung einem Abstand des ersten Gitterpunktes von y+ ≈ 6.
Bei dieser Auflo¨sung wird von einer grob aufgelo¨sten LES gesprochen, weil die Wand
aufgrund der hohen Reynoldszahl nicht fein genug aufgelo¨st werden kann. Auf die
Verwendung einer Wandbedingung wird trotzdem verzichtet und es wird die Haft-
bedingung an den Wa¨nden verwendet.
Am Ausstro¨mrand wird die konvektive Randbedingung nach Gleichung (5.9) ver-
wendet, wobei die mittlere Konvektionsgeschwindigkeit Uconv entsprechend der mitt-
leren Geschwindigkeit Ub am Einstro¨mrand gewa¨hlt wird.
An den seitlichen Ra¨ndern bietet sich die Anwendung zwei verschiedener Rand-
bedingung an. Zum einen besteht die Mo¨glichkeit reibungsfreie Wa¨nde an diesen
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Abbildung 5.37: Definition der Wiederanlegela¨ngen xRF und xRR
Ra¨ndern zu verwenden. Zum anderen ko¨nnen periodische Randbedingungen einge-
setzt werden, denn in dem vorliegendem Abstand zum Wu¨rfel von 3δ zu jeder Seite
liegen vergleichbare Stro¨mungsverha¨ltnisse vor. Hier werden periodische Randbe-
dingungen verwendet.
5.3.5 Vergleich der Doppelterm-Modelle mit dem Germano-Modell
Der Testfall des umstro¨mten Wu¨rfel besitzt in Gegensatz zu den vorangegangenen
Testfa¨llen keine homogenen Richtungen. Um zu starke Schwankungen der dynami-
schen Konstanten zu vermeiden, bleibt die Mo¨glichkeit der Anwendung der EADP
oder die Anwendung eines zeitlichen Tiefpassfilters. Fu¨r diesen Testfall wird eine
zeitliche Tiefpassfilterung nach Gleichung (3.47) mit einem Filterparameter ε = 1 ∗
10−3 gewa¨hlt. Die Reduktion der Schwankungen durch die gekoppelte Berechnung
der dynamischen Konstante bei den Doppelterm-Modellen reicht nicht aus, um die
Rechnung stabil ohne diese zeitliche Filterung durchzufu¨hren. Auch mit dieser Fil-
terung zeigen sich Konvergenzprobleme, so dass fu¨r die ausgewa¨hlten Doppelterm-
Modelle zusa¨tzlich ein Clipping eingefu¨hrt wird. Trotzdem divergiert die Simulation
mit dem Modell Term 2+4. Die Simulation des Germano-Modells la¨uft hingegen ohne
Clipping stabil.
Zu einem ersten Vergleich der Simulationen mit Germano-Modell und den verblei-
benden Doppelterm-Modellen Term 1+2 und Term 1+4 mit den experimentellen Da-








Term 1+2 0,85 2,3
Term 1+4 0,8 2,4
Tabelle 5.2: Mittlere Wiederanlegela¨ngen xRF und xRR der Ablo¨sungen vor und hinter
dem umstro¨mten Wu¨rfel
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die verschiedenen Ablo¨sezonen vor, auf und hinter dem Wu¨rfel und die Definition
der entsprechenden Wiederanlegela¨ngen xRF ,xRT und xRR. Im Experiment sowie in
allen Simulationen kommt es nicht zu einem Wiederanlegen der Stro¨mung auf dem
Dach des Wu¨rfels. Aus diesem Grund zeigt Tabelle 5.2 nur den Vergleich der mittleren
Wiederanlegela¨ngen fu¨r die Rezirkulationszonen vor und hinter dem Wu¨rfel.
Die Wiederanlegela¨ngen werden von der Simulation mit dem Germano-Modell zu-
friedenstellend vorhergesagt. Die vordere Ablo¨sela¨nge wird um 13 % zu kurz be-
stimmt. Die La¨nge des vorderen, sehr flachen Rezirkulationsgebietes xRF ist sowohl
im Experiment als auch numerisch schwer aufzulo¨sen. Eine gro¨ßere Aussagekraft
hat die La¨nge der Ablo¨sung hinter dem Wu¨rfel, die experimentell und numerisch
sehr gut zu erfassen ist. Hier wird mit dem Germano-Modell eine um weniger als 6
% zu lange Wiederanlegela¨nge vorhergesagt. Wa¨hrend die ermittelten Wiederanle-
gela¨ngen fu¨r die vordere Rezirkulationszone der beiden Doppelterm-Modelle noch
im Rahmen liegen, versagen sie vo¨llig bei der Vorhersage der Wiederanlegela¨nge der
Ablo¨sung hinter dem Wu¨rfel. Die Ablo¨sung wird um u¨ber 40 % zu lang berechnet.
Zur Validierung der Simulation werden die experimentellen Daten in sechs Punkten
mit den Simulationsergebnissen verglichen. Dabei handelt es sich um drei Punkte bei
z/δ = 0, der Symmetrieachse des Rechengebiets. Es liegt jeweils ein Punkt vor, auf
und hinter dem Wu¨rfel bei x/δ = -0,5, 0,5 und 2. Weitere drei Punkte liegen neben
dem Wu¨rfel bei z/δ =±1, auch jeweils vor, auf und hinter dem Wu¨rfel. Diese Punkte
sind in Abbildung 5.35 gekennzeichnet.
Abbildungen 5.38 und 5.39 zeigen die mittleren Geschwindigkeitsprofile in Haupt-



















Abbildung 5.38: Gemitteltes Stro¨mungsprofil in Hauptstro¨mungsrichtung fu¨r die
Querschnitte x/δ = -0,5, 0,5 und 2 bei z/δ = 0



















Abbildung 5.39: Gemitteltes Stro¨mungsprofil in Hauptstro¨mungsrichtung fu¨r die
Querschnitte x/δ = -0,5, 0,5 und 2 bei z/δ = 1
Simulationen gut wiedergegeben. Die Doppelterm-Modelle liefern sogar u¨ber dem
Wu¨rfeldach bei x/δ = 0,5 eine bessere U¨bereinstimmung mit dem Experiment. Ne-
ben dem Wu¨rfel, dargestellt in Abbildung 5.39, zeigen die Profile eine zufriedenstel-
lende U¨bereinstimmung mit den experimentellen Daten. Im Querschnitt x/δ = 0,5
liegen aus messtechnischen Gru¨nden nur fu¨r y/δ > 1 experimentelle Daten vor. Hier
weichen die Profile der Simulationen mit Doppelterm-Modell deutlich von der Si-
mulation mit dem Germano-Modell ab. Eine qualitative Beurteilung ist jedoch auf-
grund fehlender Experimenteller Daten hier nicht mo¨glich. Im Querschnitt dahinter
bei x/δ = 2 weichen die Profile der Doppelterm-Modelle stark von den experimentel-
len Daten ab. Das Germano-Modell gibt hier eine bessere Vorhersage.
Ein Blick auf die Statistiken zweiter Ordnung zeigt den Grund fu¨r die vom Expe-
riment stark abweichenden Ergebnisse der Doppelterm-Modelle. Abbildungen 5.40
zeigt die gemittelten Reynoldsspannungen in Hauptstro¨mungsrichtung bei z/δ = 0.
Hier ist im ersten Querschnitt vor dem Wu¨rfel ein enormer Anstieg der Reynoldspan-
nungen zu verzeichnen. Diese deutlich zu hohen Spannungen sind ebenfalls in allen
Querschnitten neben dem Wu¨rfel in Abbildung 5.41 zu beobachten. Dies la¨sst dar-
auf schließen, dass im Bereich des Hufeisenwirbels, der sich um den Wu¨rfel legt,
die Doppelterm-Modelle keine ausreichende dissipative Wirkung haben. Hierdruch
kommt es zu einem Anstieg der Reynoldsspannungen.
Die Dissipation der turbulenten kinetischen Energie findet in den kleinsten Wirbeln
statt. Diese sind bei einer LES nicht durch das Gitter aufgelo¨st und ihr Einfluss muss
durch das Feinstrukturmodell modelliert werden. Hat das Feinstrukturmodell eine
zu geringe dissipative Wirkung, kommt es zu einer Akkumulation der turbulenten
kinetischen Energie, was oft mit numerischen Stabilita¨tsproblemen einhergeht. Dieses



















Abbildung 5.40: Gemittelte Reynoldsspannungen in Hauptstro¨mungsrichtung fu¨r



















Abbildung 5.41: Gemittelte Reynoldsspannungen in Hauptstro¨mungsrichtung fu¨r
die Querschnitte x/δ = -0,5, 0,5 und 2 bei z/δ = 1
Pha¨nomen ist erst bei ho¨heren Reynoldszahlen zu beobachten. Das erkla¨rt, warum
die Doppelterm-Modelle bei den ersten beiden Testfa¨llen, die deutlich geringere Rey-
noldszahlen aufwiesen, gute Ergebnisse erzielten.



















Abbildung 5.42: Gemittelte Reynoldsspannungen in Wandnormalenrichtung fu¨r die



















Abbildung 5.43: Gemittelte Reynoldsspannungen in Wandnormalenrichtung fu¨r die
Querschnitte x/δ = -0,5, 0,5 und 2 bei z/δ = 1
Durch die Hinzunahme eines zweiten Terms in das Modell wird die Konstante des
Smagorinsky-Terms kleiner ermittelt als die Konstante des Germano-Modells. Diese
Abminderung fu¨hrt anscheinend dazu, dass die dissipative Wirkung des Modells zu
stark reduziert wird.




















Abbildung 5.44: Gemittelte Reynoldsspannungen −〈u′′v′′〉 fu¨r die Querschnitte




















Abbildung 5.45: Gemittelte Reynoldsspannungen −〈u′′v′′〉 fu¨r die Querschnitte
x/δ =-0,5, 0,5 und 2 bei z/δ = 1
Eine weitere Ursache fu¨r die zu hohen Reynoldsspannungen kann eine ungenu¨gende
Reduktion der Schwankungen der Konstante durch die zeitliche Tiefpassfilterung
sein. Die zu starken Schwankungen fu¨hren zu numerischen Instabilita¨ten, was sich
in Oszillationen der Geschwindigkeiten ausdru¨ckt und somit in diesen Bereichen zu
erho¨hten Reynoldsspannungen fu¨hrt.
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Lediglich u¨ber dem Dach des Wu¨rfels ist die Vorhersage der Reynoldsspannungen
gut und hinter dem Wu¨rfel werden sogar zu geringe Reynoldsspannungen vorher-
gesagt. Das Germano-Modell zeigt fu¨r alle gewa¨hlten Querschnitte ein gute U¨berein-
stimmung mit den experimentellen Daten. Nur seitlich, hinter dem Wu¨rfel (x/δ =
2,z/δ = 1) kommt es auch bei diesem Modell zu einer Vorhersage von zu hohen Span-
nungen.
Die Beobachtungen die fu¨r die Reynoldsspannungen in Hauptstro¨mungsrichtung ge-
macht wurden, treffen ebenfalls auf die Reynoldsspannungen in Wandnormalenrich-
tung zu, die in den Abbildungen 5.42 und 5.43 abgebildet sind. Auch hier sind die
deutlich zu hohen Spannungen der Doppelterm-Modelle im Bereich des Hufeisen-
wirbels zu beobachten.
Fu¨r die Reynoldsspannungen −〈u′′v′′〉 in den Abbildungen 5.44 und 5.45 ergibt sich
ein a¨hnliches Bild wie bei den Reynoldsspannungen in Hauptstro¨mungs- und Wand-
normalenrichtung. Die starken Schwankungen in den Profilen neben dem Wu¨rfel bei
z/δ = 1 weisen auf die extremen Schwankungen bei den Geschwindigkeiten durch
die Zunahme der turbulenten kinetischen Energie hin.
Die Ergebnisse zeigen ein deutliches Versagen der Doppelterm-Modelle fu¨r diesen
Testfall mit einem verha¨ltnisma¨ßig groben Gitter, wa¨hrend das Germano-Modell ei-
ne zufriedenstellende U¨bereinstimmung mit den experimentellen Daten erreicht. Die
sehr guten Ergebnisse der Doppelterm-Modelle fu¨r den Testfall der zuru¨ckspringen-
den Stufe konnten durch den Testfall des umstro¨mten Wu¨rfels nicht besta¨tigt werden.
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6 Zusammenfassung und Ausblick
In dieser Arbeit wurden LES mit dynamischen Feinstrukturmodellen an turbulen-
ten Stro¨mungen in komplexen Geometrien durchgefu¨hrt. Ziel dabei war es, die Gu¨te
von neuen und modifizierten dynamischen Prozeduren und Feinstrukturmodellen
im Vergleich zu herko¨mmlichen Methoden zu bestimmen. Dazu wurden neue An-
sa¨tze verfolgt und in ein bestehendes Programm zur Simulation von Stro¨mungen
implementiert. Mit diesem Programm wurden eine vollentwickelte turbulente Kanal-
stro¨mung, eine Stro¨mung u¨ber eine zuru¨ckspringende Stufe und die Umstro¨mung
eines wandgebundenen Wu¨rfels simuliert und ausgewertet.
Zuna¨chst wurde die Turbulenz und ihre enorme Bedeutung fu¨r technische Stro¨mung-
en diskutiert. Dabei wurden die Grundlagen der Turbulenz und die damit einherge-
henden Effekte aufgezeigt. Die zur Beschreibung von turbulenten Stro¨mungen not-
wendigen Grundgleichungen der Stro¨mungsmechanik wurden pra¨sentiert. Das durch
die Nichtlinearita¨t dieser Gleichung auftretende Schließungsproblem der Turbulenz
wurde erla¨utert. Im Folgenden wurden die die Grundlagen verschiedenen Verfahren
der Simulation von turbulenten Stro¨mungen beschrieben. Hierbei wurden die Vor-
und Nachteile von der Direkten Numerischen Simulation, der Large-Eddy-Simulation
und der statistischen Turbulenzmodellierung aufgezeigt.
Im Anschluss daran wurde na¨her auf die Methode der Large-Eddy-Simulation und
ihre Elemente eingegangen. Die Filterung, die die Stro¨mung in eine direkt zu simu-
lierende Grobstruktur und eine zu modellierende Feinstruktur trennt, wurde detail-
liert beschrieben. Aus dieser Filterung wurden die gefilterten Grundgleichungen her-
geleitet, die einen neuen Term mit dem unbekannten Feinstrukturspannungstensor
enthalten. Dieser muss u¨ber ein Feinstrukturmodell modelliert werden. Die wich-
tigsten Modelle insbesondere das Smagorinsky-Modell wurden vorgestellt. Danach
wurde detailliert auf die dynamischen Prozeduren eingegangen, die in dieser Arbeit
eine wichtige Rolle spielen. Hier wird die Modellkonstante aus bekannten Gro¨ßen
bestimmt. Er wird somit zeitlich und ra¨umlich an die vorliegende Stro¨mung ange-
passt. Das bekannteste dynamische Modell, das Germano-Modell, ermittelt eine stark
schwankende Konstante, die zu numerischen Instabilita¨ten und einem erho¨hten Mo-
dellfehler fu¨hrt. Um dies zu verhindern wird die Konstante meist gemittelt.
Weiterhin wurden die Ensemble Averaged Dynamic Procedure, sowie das Energietrans-
fer-Gleichgewichtsmodell und ein nichtlineares dynamisches Feinstrukturmodell de-
tailliert hergeleitet und analysiert. In der Ensemble Averaged Dynamic Procedure werden
die Modellkonstanten u¨ber a¨quivalente, aber statistisch unabha¨ngige Simulationen
gemittelt und somit ihre Schwankungen reduziert. Das dynamische Energietransfer-
Gleichgewichtsmodell basiert auf der Annahme eines Gleichgewichts des Energie-
transfers zwischen verschiedenen Skalen des Energiespektrums der turbulenten Stro¨-
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mung. Basierend auf dem nichtlinearen Modell von Lund & Novikov (1992) wurden
dynamische Varianten des Modells vorgestellt, die nicht alle fu¨nf Terme enthalten,
sondern nur bis zu zwei davon.
Das Programm FASTEST wurde um die zuletzt angesprochenen Modelle erweitert,
um Simulation mit diesen Modellen durchzufu¨hren. Das Programm FASTEST ist ein
Stro¨mungslo¨ser basierend auf der Finiten Volumen Methode. Fu¨r die Simulationen
kam das Zentraldifferenzenverfahren zur Anwendung. Zur Zeitintegration wurde
das Crank-Nicolson-Verfahren verwendet. Als Druck-Korrekturverfahren wurde das
SIMPLE-Verfahren eingesetzt.
Anhand der ebenen Kanalstro¨mung wurde der Einfluss der Gitterauflo¨sung sowie
der Einfluss des Germano-Modells auf die Simulationsergebnisse diskutiert. Die En-
semble Averaged Dynamic Procedure wurde erstmals an einer wandgebundenen Stro¨-
mung getestet. Die Ergebnisse der bisherigen Untersuchungen wurden auch fu¨r diese
Stro¨mung besta¨tigt. Es reicht eine Mittelung der dynamischen Konstante u¨ber 8 - 16
parallel laufende Simulationen aus, um mit einer Mittelung u¨ber homogene Richtun-
gen vergleichbare Ergebnisse zu erhalten. Das Energietransfer-Gleichgewichtsmodell
lieferte fu¨r diese Stro¨mung eine im Mittel geringere dynamische Konstante als das
Germano-Modell, welches als zu dissipativ bekannt ist. Dies fu¨hrte zu guten Ergeb-
nissen fu¨r die Kanalstro¨mung. Eine Anwendbarkeit dieses Modells in komplexen
Geometrien ist jedoch nicht gegeben, da die Standardabweichung der ermittelten dy-
namischen Konstanten noch ho¨her lag als bei dem Germano-Modell. Die fu¨nf Einzel-
term-Modelle des dynamischen nichtlinearen Modells lieferten vergleichbare Ergeb-
nisse, doch einige der untersuchten Doppelterm-Modelle zeigten verbesserte Ergeb-
nisse gegenu¨ber dem Germano-Modell. Die Bestimmung zweier gekoppelter dyna-
mischer Konstanten verringerte signifikant die Schwankungen der einzelnen Kon-
stanten.
Die Untersuchung ausgesuchter Doppelterm-Modelle an einer zuru¨ckspringenden
Stufe bei niedriger Reynoldszahl zeigte eine geringe Auswirkung auf die mittleren
Stro¨mungsprofile der Simulationen. Das Germano-Modell sowie die Doppelterm-Mo-
delle zeigten hier eine gute U¨bereinstimmung mit den experimentellen Daten. Ei-
ne deutliche Verbesserung zeigte sich jedoch bei den Reynoldsspannungen durch
die Hinzunahme eines zweiten Terms zu dem Smagorinsky-Term. Die reduzierten
Schwankungen der Modellkonstanten bei den Doppelterm-Modellen fu¨hrten nicht
zu einer Verbesserung des Konvergenzverhaltens. Bei manchen der Modelle musste
trotz der Mittelung u¨ber eine homogene Richtung ein Clipping eingefu¨hrt werden
um Konvergenz zu erreichen.
Die Umstro¨mung eines an der Wand eines Kanals montierten Wu¨rfels bei hoher Rey-
noldszahl wurde als letzter Testfall mit den Doppelterm-Modellen simuliert. Hier
kam es zu einem Versagen der beiden ausgewa¨hlten Modelle. Wa¨hrend das Germano-
Modell eine gute U¨bereinstimmung mit den experimentellen Daten zeigte, ermittel-
ten die Doppelterm-Modelle deutlich zu hohe Reynoldsspannungen im Bereich des
Hufeisenwirbels um den Wu¨rfel. Dies deutet entweder auf eine zu geringe dissipative
Wirkung dieser Modelle hin, die bei hohen Reynoldszahlen zu einer Akkumulation
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von turbulenter kinetischer Energie fu¨hren, oder auf numerische Stabilita¨tsprobleme
infolge ungenu¨gender Reduktion der Schwankungen der dynamischen Konstanten
durch die verwendete zeitliche Tiefpassfilterung. Das Germano-Modell lieferte bei
dieser verha¨ltnisma¨ßig groben Gitterauflo¨sung hingegen zufriedenstellende Ergeb-
nisse.
Hier zeigte sich, dass auch im LES-Kontext gute Ergebnisse eines Feinstrukturmo-
dells in einigen Testfa¨llen nicht auf weitere komplexere Testfa¨lle u¨bertragbar sind.
Erst bei hohen Reynoldszahlen zeigt sich, ob ein Modell die Eigenschaft der ”Ener-
gieerhaltung” besitzt. In der Vergangenheit waren Testfa¨lle fu¨r Feinstrukturmodelle
aufgrund geringer Rechenleistung meist mit niedrigen Reynoldszahlen verbunden.
Erfahrungen zeigen, dass jedoch auch Testfa¨lle mit hohen Reynoldszahlen notwen-
dig sind, um Ru¨ckschlu¨sse auf die Gu¨te eines Feinstrukturmodells zu schließen.
An dieser Stelle muss darauf hingewiesen werden, dass die in dieser Arbeit dar-
gestellten Ergebnisse nur im Zusammenhang mit dem verwendeten numerischen
Lo¨sungsverfahren zu sehen sind. Untersuchungen haben gezeigt, dass das numeri-
sche Verfahren einen großen Einfluss auf die Ergebnisse von Grobstruktursimulatio-
nen hat. Durch die Diskretisierung der Grundgleichung ergibt sich ein Diskretisie-
rungsfehler, ebenso ist aufgrund des Feinstrukturmodells ein Modellfehler vorhan-
den. Diese beiden Fehler ko¨nnen nicht getrennt voneinander betrachtet werden. Sie
ko¨nnen sich z. B. aufsummieren und zu einem schlechten Ergebnis fu¨hren, oder sie
ko¨nnen sich idealerweise gegenseitig aufheben. Erst Simulationen mit den hier ver-
wendeten Modellen und unterschiedlichen numerischen Lo¨sungsverfahren ko¨nnen
endgu¨ltig Aufschluss u¨ber die Gu¨te der Modelle geben.
Abschließend stellt sich die Frage, ob der numerische Mehraufwand, der fu¨r komple-
xere Modelle anfa¨llt, nicht besser eingespart werden sollte und in eine Verfeinerung
des Gitters investiert werden sollte. Denn mit immer feiner werdendem Gitter na¨hert
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