Borodin, Nielsen and Rackoff [13] introduced the class of priority algorithms as a framework for modeling deterministic greedy-like algorithms. In this paper we address the effect of randomization in greedy-like algorithms. More specifically, we consider approximation ratios within the context of randomized priority algorithms. As case studies, we prove inapproximation results for two well-studied optimization problems, namely facility location and makespan scheduling.
Introduction
Greedy algorithms are a popular approach in combinatorial optimization and approximation algorithms. This is mainly due to their conceptual simplicity as well as their amenability to analysis. In fact, one reasonably expects a greedy algorithm to be one of the first approaches an algorithm designer employs when facing a specific optimization problem. It would therefore be desirable to know when such an approach is not likely to yield an efficient approximation. However, while it is relatively easy to identify a greedy algorithm based on intuition and personal experience, a precise definition of such a class of algorithms is needed so as to prove limitations on its power. Even more importantly, a rigorous framework for greedy algorithms can hopefully provide insight on how to develop better, more efficient algorithms.
The term greedy algorithm seems to have first appeared in print in seminal papers by Edmonds [20, 21] . The greedy algorithm concept, however, was surely understood in earlier papers. There is indeed a significant literature concerning problems where a "natural greedy algorithm" performs well. In addition to the work of Edmonds, some early important papers in this regard are (for example) due to Rado [46] , Hoffman [31] , Graham [27, 28] , Fisher et al [43] and Korte and Lovász [35, 36] . Despite the long standing popularity and importance of greedy algorithms as an algorithmic paradigm, it is recently that a formal framework for a general study of greedy algorithms is emerging. In particular, Borodin Nielsen and Rackoff [13] introduced the class of priority algorithms as a framework for abstracting the main properties of deterministic greedylike algorithms. Within the proposed framework, they showed how to derive lower bounds on the approximability of various scheduling problems by such a class of algorithms.
In hindsight, the priority framework is very similar to the ideas proposed by Dechter and Dechter [19] who are concerned with optimal greedy algorithms for non-linear objective functions in the context of greedoids. Following the introduction of the priority model, there have been a number of further papers (see Section 3) studying the limitations of deterministic priority algorithms. In this paper we extend the priority-algorithm paradigm so as to provide a formal definition of randomized greedy-like algorithms. This framework allows us to use the Von Neumann/Yao principle in the context of priority algorithms, and thus prove lower bounds for algorithms that behave in a greedylike fashion but also allow randomization. As case studies, we apply the technique to two wellstudied NP-hard problems, namely, metric facility location and makespan minimization on identical machines.
Deterministic greedy-like algorithms are modeled as priority algorithms, which are, informally, algorithms with the following two properties: i) the algorithm considers each input item in some "allowable order"; and ii) as each input item is considered, the algorithm makes an "irrevocable decision" concerning the input item. Here, the decision on how to represent an input (i.e., what the input items are) and the precise meaning of an irrevocable decision are pertinent to specific problems. A precise formulation of priority algorithms is given in Section 2.
Depending on whether the ordering of input items can change throughout the execution of the algorithm, we define two distinct classes of priority algorithms. Fixed (order) priority algorithms commit to an ordering prior to considering any input item, and the ordering cannot change in any subsequent iteration. On the other hand, adaptive (order) priority algorithms can specify a new ordering after each input item is considered and processed 1 As in [13] we use the term "priority algorithm" to refer to an algorithm in the more general class of adaptive priority algorithms which clearly encompasses fixed priority algorithms.
Following [13] , a further distinction can be made among (fixed or adaptive) priority algorithms. We call a priority algorithm greedy if every irrevocable decision optimizes the given objective function, as if the current input item was the last to be considered by the algorithm. In view of this definition not every greedy-like (that is, priority) algorithm is greedy.
There are two natural ways to introduce randomization in a priority algorithm. First, the algorithm may choose a random ordering of the input items. Second, the algorithm can make random decisions for each input item. In the case where randomization can be applied to both orderings and decisions we refer to such algorithms as fully randomized algorithms.
Note that every randomized online algorithm can be classified as a fixed priority, randomdecisions algorithm. It is well-known that randomization can be helpful in improving the competitiveness of online algorithms. As an illustrative example, we mention the randomized algorithm of Bartal et al. [7] for makespan scheduling on two machines which achieves the best possible randomized competitive ratio, namely 4/3 ; in contrast there is a 3/2 lower bound on the competitive ratio of every deterministic online algorithm. Likewise, there is evidence that randomization may be useful in improving the approximation ratio of priority algorithms. For instance, Borodin et al. [13] presented a "classify and randomly select" priority algorithm for the problem of interval scheduling, and showed that it is a O(log ∆) approximation (here ∆ is the ratio of the maximum profit per unit size over the minimum profit per unit size amongst all jobs in the input). In contrast, 1 The algorithm can thus use information about input items already considered to determine a new ordering. A further distinction can be made based on whether the priority algorithm is "memoryless" or not (see [4] [17] ). For priority algorithms that either accept or reject input items (as for example in the case of the facility input problem studied in section 4.1), an acceptances first priority algorithm satisfies the property that once an input item is rejected, all remaining input items will be rejected. For such problems, it is observed in [4] , that the memoryless and acceptances first concepts are equivalent for adaptive priority algorithms. The randomized inapproximation results in this paper do not assume any restriction on the algorithm's past knowledge. they showed that, for interval scheduling on a single machine, no deterministic priority algorithm can achieve better than a ∆ approximation.
Contributions of this paper. Our main goal is to be able to derive lower bounds on the approximability of optimization problems by randomized priority algorithms. We apply the framework to the following well-known problems:
1. The metric facility location problem. (a) For the model in which the input is represented as a set of facilities, we show that no fully-randomized priority algorithm is better than a 4/3 approximation. For randomized-ordering, fixed priority greedy algorithms, we prove a 1.5 lower bound on the approximation ratio. (b) For the model in which the input is represented as a set of cities, we show that no fully-randomized priority algorithm is better than a 3-approximation.
2.
The makespan scheduling problem on identical machines. We show that no fully-randomized priority algorithm achieves an approximation ratio better than 12/11. For fixed priority algorithms with (only) randomized decisions, and for the case of at least three machines, we show an approximation lower bound of 10/9.
We emphasize that as in the case of deterministic priority algorithms (and similar to competitive analysis in the online world), inapproximation bounds are derived by exploiting the syntactic structure of the algorithms, and are orthogonal to any complexity considerations. In other words, we allow the algorithm unbounded time complexity. The inapproximation results suggest that it is the nature and the inherent limitations of this algorithmic paradigm, rather than resource constraints (such as the available space and running time) that cause greedy-like algorithms to be suboptimal.
As one may expect, the criterion of what precisely constitutes a greedy or greedy-like algorithm can be very subjective. We recognize that there exist algorithms which can intuitively be characterized as greedy algorithms, but which do not fit into the priority algorithm framework. For example, in the context of packing problems, a revocable priority algorithm is allowed to reject previously accepted items so as to maintain feasibility. (See [6, 22, 32] for revocable priority algorithms for weighted interval scheduling problems.) There are also algorithms which output the best of the partial solutions constructed during the execution of a greedy (i.e. priority) algorithm. (See the "greedy" algorithm for densest subgraph [37, 14] .) These algorithms can be modeled by extensions of the priority model but are beyond the scope of this paper. Nevertheless, we believe that most greedy algorithms do fall within the priority model. Furthermore, these extended models as described above are not defined for problems such as the makespan problem.
This line of work is motivated by the fact that greedy algorithms are a standard tool in both theory and practice, and thus it is useful to know in which cases the greedy approach will not provide solutions of sufficiently high quality (in terms of approximability). There are two additional reasons we believe it is interesting to focus on the approximation power of the broad class of priority algorithms (as opposed to only considering a few "natural" greedy algorithms for every specific problem). First, as argued in [13] , it is expected that the intuition behind the lowerbound constructions will provide insight into how to design better (variants of) randomized priority algorithms. Similar insight has proven quite useful in the design of online algorithms. For a simple yet illustrative concrete example, see [51] where the proof that no randomized online algorithm for 2-machine scheduling is better than 4/3-competitive suggests how to design a randomized algorithm which is 4/3-competitive (a result due to Bartal et al. [7] ).
Second, there exist problems where good approximations are achieved by greedy-like algorithms which, if not "unnatural", certainly are not straightforward. For instance, the natural greedy algo-rithm of Mahdian et al. [39] for metric facility location does not achieve as good an approximation ratio as the priority algorithm of Jain, Mahdian and Saberi [33] , which can be implemented as a priority algorithm but is described as a primal-dual algorithm and does not yet have a "simple combinatorial statement". In fact, several (but not all) primal-dual algorithms can be interpreted as priority algorithms. This means that inapproximation results for priority algorithms have implications that go beyond the strict boundaries of what we identify as "greedy algorithms".
Preliminaries

Deterministic vs. Randomized Priority Algorithms and the Minimax Principle
Informally, we can define a randomized priority algorithm as a probability distribution over the set of all deterministic priority algorithms of the same class. To do so, we first must provide a more precise description of deterministic priority algorithms. (A formal definition can be found in Davis and Impagliazzo [17] .) Consider optimization problems Π that are defined as follows. We associate with Π a set S of all possible input or data items. For example, in the problem of makespan scheduling, S is the (infinite) set of all possible jobs, with each job s i characterized by its size (or load) p i and its id i. For every input item s ∈ S, denote by D(s) the set of allowable decisions associated with s; e.g., in makespan scheduling with m machines, D(s) can be described by the set {1, . . . , m}, where decision k ≤ m is interpreted as "schedule job s on machine k". A problem Π is then defined by a family of objective functions g = {g n } with g n (s 1 , . . . ,
On input I = {s 1 , . . . , s n } ⊂ S, the goal (for problem Π) is to assign a decision d i to each input s i so as to maximize (or minimize) g n . Returning to the makespan problem on m identical machines, the goal is to define a machine k = σ(i) for each job s i so as to minimize the maximum total load on any machine; i.e. minimize the quantity max k:1≤k≤m i:k=σ(i) p i where p i is the size of job i.
As stated in the introduction, adaptive order (deterministic) algorithms will consider each input item s ∈ I in some order and upon considering item s will make an irrevocable decision d ∈ D(s). To make this more precise let us first consider fixed order priority algorithms and then later indicate how to modify the definition for adaptive orderings. A fixed order deterministic priority algorithm for Π is specified by two functions: the ordering function π and the decision function δ. The ordering function produces an allowable ordering on the given set I of input items. One clearly has to restrict the possible orderings; otherwise, using as much time as needed, the algorithm can consider the input set I and choose an ordering that gives rise to an optimal solution. The priority model avoids such "cheating" by assuming that the algorithm must choose an ordering on the set S of all possible input items. The input items that are in the given input set I then inherit their ordering from the ordering on S. Using the language of social choice theory, the allowable orderings satisfy Arrow's IIA axiom [5] (Independence of Irrelevant Attributes) in that the removal of an item C from the input does not change the relative ordering between any two input items A and B. For simplicity, the reader can think of the ordering being defined by a real-valued function f on S and then ordering items by non-decreasing (or non-increasing) f -values. This IIA requirement is precisely what enables us to use an adversarial argument to create "difficult" input sets of finite size by selectively removing items from a large (possibly infinite) set of possible items. We claim that almost all greedy algorithms 2 utilize such IIA orderings. 2 One example of a non-IIA ordering is the randomized greedy algorithm for the stochastic knapsack problem in [18] .
The decision function δ i is a function which, given the i th input item s ∈ S being considered and the history of the algorithm's execution thus far, maps s to a decision in D(s). Here, the term history refers to all input items the algorithm has considered in the past and the algorithm's corresponding decisions for those items. That is, the history H i at the beginning of the i th iteration contains all ordered pairs of the form (s j , d j ) for j < i, where s j is the item considered at iteration j, and d j the decision associated with that item. We will also distinguish between greedy and non-greedy priority algorithms by whether or not the decision function is "greedy" in the sense that every decision δ i () produces a choice which optimizes the objective function given the previous decisions. For example, in the makespan problem, a greedy decision will only schedule a job on a machine which will minimize the overall makespan 3 . For facility location (say in the facility input model that we will define), a greedy decision must open the facility being considered if it decreases the total cost (i.e. opening costs thus far plus connections costs of all cities to the nearest open facility).
The format of an adaptive priority algorithm is as follows:
Choose an ordering function π on S
3
/* This induces an ordering s π(i) , s π (2) , . . . on the remaining input items in
Remove s π(i) from I and remove s π(i) and all items that precede s π(i) in π from S 5 /* the algorithm now knows that certain input items do not occur in I */ A fixed (order) priority algorithm is obtained by simply exchanging steps (2) and (3) in the format (Algorithm 1) of an adaptive algorithm. That is, the algorithm initially chooses an ordering π on S which induces a fixed ordering s π(1) , s π(2) , . . . on all the input items in I.
A priority algorithm A for a cost-minimization problem is a c-approximation algorithm if
for every input σ, where A(σ), OP T (σ) denote the cost of algorithm A and the optimal cost on input σ, respectively. The approximation ratio of A is defined as the infimum of the set of values c for which A is a c-approximation. A randomized priority algorithm is a priority algorithm in which either the ordering function(s) or the decision functions, or both, are randomized; we refer to such algorithms as randomized on the orderings, randomized on the decisions, or fully-randomized, respectively. For a randomized priority algorithm, the definition of a c-approximation is as in (1), with A(σ) replaced by its expected value over the random choices of A, denoted by E[A(σ)]. We shall see when considering the makespan problem in section 5 that we achieve improved inapproximation bounds for the more restrictive randomized on the decisions in contrast to fully-randomized priority algorithms.
One can derive lower bounds for deterministic priority algorithms by evaluating the performance of every such algorithm A on an appropriately constructed nemesis input for A. But how can we show bounds on the approximability of a problem by a randomized priority algorithm? We will assume that an adversary against a randomized priority algorithm has knowledge of the algorithm, but does not have any access to the random choices the algorithm makes in the course of the algorithm. Borrowing the terminology of competitive analysis, we refer to such an adversary as an oblivious adversary. Under this assumption, one can resort to the minimax principle, also known as the Von Neumann/Yao principle [54] in order to prove lower bounds on the approximation ratio of randomized priority algorithms against such an adversary. This is similar to the application of the same principle in the analysis of online algorithms (as introduced by Borodin, Linial and Saks [12] ). More specifically, suppose that there exists a constant c ≥ 1 such that we can present a distribution D over inputs σ such that
for every deterministic priority algorithm A in the class C. Then the cost-minimization problem cannot be approximated by any randomized priority algorithm in the class C within a ratio better than c. Naturally, the crux in the application of the Von Neumann/Yao principle lies in the selection of the appropriate input distribution. As in competitive analysis of online algorithms, the lower-bound constructions for deterministic algorithms are suggestive of the appropriate distribution. A special case arises when one considers fixed priority algorithms with randomization on the decisions only, in the sense that one can have better insight on how to identify a good distribution. In this case, the distribution can be determined by a game between a deterministic fixed priority algorithm and an adversary, as follows: the adversary presents a set of potential input items S, and having knowledge only of the ordering that is decided by the algorithm, removes input items from S according to a specific probability distribution, so as to generate a distribution over the actual inputs. An example of such a game applied in the problem of makespan scheduling will be given in Section 5.2. Note that an adaptive priority algorithm with randomized decisions will introduce randomization on the selection of the orderings as well since the next input to be considered depends on the (randomized) decisions made for previously considered input items. Hence, a similar conceptual game is not directly applicable for adaptive priority algorithms.
Problem definitions and input representations
The input to the makespan scheduling problem on m identical machines consists of a set of jobs, each having a certain size. The load of a machine is the sum of the sizes of jobs scheduled on it. The objective is to minimize the maximum load among the m machines.
In the (uncapacitated, unweighted) facility location problem, there are various natural problem formulations and input representations. Facility location is defined in terms of a set F of facilities and a set C of cities. In the complete (graph) model, F = C; that is, every city is also a potential facility. In the disjoint (or bipartite) model, F ∩ C = ∅. Although from a general algorithmic viewpoint these two formulations are equivalent via appropriate reductions, they are not equivalent in the context of priority algorithms. In this paper, we shall restrict attention to the disjoint model. Each facility i ∈ F is associated with an opening cost f i which reflects the cost that must be paid to utilize the facility. Furthermore, for every facility i ∈ F and city j ∈ C, the non-negative distance or connection cost c ij is the cost that must be paid to connect city j to facility i. The objective is to open a subset of the facilities in F and connect each city in C to an open facility so that the total cost incurred, namely the sum of the opening costs and the connection costs, is minimized. We focus on the metric version of the problem, in which the connection costs satisfy the triangle inequality.
When considering priority algorithms for the above problems, we need to establish a model for representing the input. For the makespan scheduling problem on identical machines, there is no issue as to what constitutes the input: the input is a set of jobs, with each job being characterized by its id and its size. In contrast, there exist two natural ways to represent inputs for the facility location problem within the disjoint model formulation. In particular, we may assume that the input consists of facilities, where each facility is identified by a unique id, its distance to every city and its opening cost. When considering a facility of highest priority, the algorithm must make an irrevocable decision as to whether or not to open this facility. Note that in this model, the decisions d i made for each input item (i.e. facility) are either to 'open' (i.e. accept) or to 'not open' (i.e. reject). In this model, we do not specify which cities are connected to each open facility as this is completely determined by the closest distance to open facilities. This model of input representation was assumed in [4] , since it abstracts several known priority algorithms (see the adaptive-priority algorithms in [39] and [33] as well as a fixed priority algorithm in [41] [34]). We refer to the above representation of input items as the facility-input model.
A different way of representing the input is to view the cities as the input items. Namely, the input consists of the set of all cities, with each city being identified by its id and its distance to every facility. The opening costs of the facilities are treated as global information. In this context, an irrevocable decision is interpreted as assigning each city to some open facility, possibly opening a new facility, but without affecting the assignment of cities considered in the past. We refer to this model of representing the inputs as the city-input model.
Related Work
Since their introduction in [13] , priority algorithms have been studied in a variety of problems and settings. Angelopoulos and Borodin [4] showed lower bounds on the approximability of facility location and set cover by priority algorithms. Davis and Impagliazzo [17] , Borodin, Boyar and Larsen [9] and Angelopoulos [3] addressed the application of the framework to graph optimization problems. Papakonstantinou [45] provided results on hierarchies for classes of priority algorithms for job scheduling, and Regev [47] gave an Ω(log m/ log log m) fixed priority lower bound for makespan minimization in the subset model (nearly matching the log m online greedy upper bound). Priority algorithms with revocable decisions were studied by Horn [32] in the context of the job interval selection problem [22] and by Ye and Borodin [55] in the context of the subset-sum problem. All these results pertain to deterministic priority algorithms.
Beyond what might reasonably be called greedy algorithms, there has been a number of algorithmic models which build upon priority algorithms. More specifically, Lesh and Mitzenmacher [38] introduce Bubble Search as a local-search method that modifies an initial priority-based solution by randomly perturbing the priority ordering. In order to capture simple forms of dynamic programming and backtracking Alekhnovich et al. [2] introduce Priority Backtracking, namely a model for algorithms that can branch on decisions so as to form a tree in which every path corresponds to an execution of a priority algorithm. As another example, Borodin, Cashman and Magen [10] introduce stack algorithms as a model to capture certain primal-dual/local-ratio algorithms.
With regards to the specific optimization problems considered in this paper, the first constantfactor polynomial-time approximation algorithm for (metric) facility location was given by Shmoys, Tardos and Aardal [53] . The past several years have witnessed a steady series of improvements on the approximability of this problem with approaches that employ techniques such as LP-rounding, the primal-dual method, local search, dual fitting, or combinations of the above. (We refer the reader to the survey of Shmoys [52] ). Interestingly, the current best approximation ratio (1.52), due to Mahdian, Ye and Zhang [40] , can be implemented 4 as an adaptive priority greedy algorithm in the facility-input model. With respect to negative results, Guha and Khuller [29] showed that the problem is not approximable by a deterministic (respectively, randomized) polynomial time algorithm within a factor better than 1.463, unless N P ⊆ DT IM E(n O(log log n) ) (respectively, N P ⊆ RT IM E(n O(log log n) )).
We identify other facility location algorithms that can be described as priority algorithms in the facility-input model. Mahdian, Markakis, Saberi and Vazirani [39] showed that a natural adaptive priority algorithm algorithm gives a 1.861 approximation; the analysis is performed by an elegant application of the dual-fitting technique. A more complicated priority algorithm, due to Jain, Mahdian and Saberi [33] yields a 1.61 approximation factor (and is also analyzed by using the dual fitting technique). Mettu and Plaxton [41] gave an algorithm which can be interpreted as a fixed order priority algorithm (where facilities are the input items) 5 that achieves a 3-approximation for the problem.
On the use of randomization, Meyerson [42] provides an algorithm that can be interpreted as a fully-randomized priority algorithm with respect to the complete model formulation (where F = C). The Meyerson algorithm 6 does not lend itself to the disjoint input model in either the facility or city input model. In subsequent work Fotakis [24] presented a deterministic online algorithm in the complete model formulation with competitive ratio O( log n log log n ) where n denotes the number of nodes. This algorithm can be interpreted as an online (and hence priority) algorithm in either the facility or city input model. As such, the Fotakis algorithm provides (to our knowledge) the current best polynomial time approximation in the city input model. On the negative side, Fotakis showed that no randomized online algorithm (i.e. using randomization only in determining whether or not to open a new facility) can achieve a competitive ratio better than Ω( log n log log n ), against the oblivious adversary.
The problem of makespan scheduling on identical machines has long been known to be strongly NP-hard [25] . Hochbaum and Shmoys [30] showed that it is possible to derive a PTAS, while Sahni [48] showed that when the number of machines m is fixed, there exists a FPTAS for the problem. For the online version of the problem, Graham [28] showed that the natural "List Scheduling" greedy algorithm (each job is scheduled on the currently least loaded machine) is (2 − 1 m )-competitive. Currently, Fleishcher et al [23] have the best competitive ratio 1.9201 (for arbitrary m) achieved by a deterministic online algorithm while the best known lower bound is 1.853, due to Gormley et al. [26] . The algorithm of Fleishcher et al. is a non-greedy priority (i.e. jobs are not necessarily scheduled on the least loaded machine and may indeed increase the makespan beyond what is needed). When randomization is introduced, Albers [1] proposed and analyzed an algorithm that achieves a competitive ratio of 1.916 for general m. Chen, van Vliet and Woeginger [15] and Sgall [50] showed that no randomized online algorithm can be better than
) m -competitive which limits to e e−1 ≈ 1.582 as m increases. Concerning priority makespan algorithms, Graham [28] showed that a simple algorithm called Longest Processing Time First (or LPT, for brevity), which sorts jobs by non-increasing size and assigns the current job to the least loaded machine, is a 4m−1 3m -approximation. Note that LPT is clearly a fixed order greedy priority algorithm. Seiden, Sgall and Woeginger [49] showed that LPT is optimal for m = 2 (i.e. non greedy decisions cannot help) when jobs are considered by nonincreasing size (which they call semi-online scheduling); they also presented a 8 7 -approximation semi-online algorithm with random decisions for m = 2, and showed it is optimal for the class of semi-online randomized algorithms when m = 2. Borodin et al. [13] showed that LPT is optimal with respect to all priority algorithms when m = 2 and that, for arbitrary m, no (deterministic) priority algorithm is better than a 7 6 approximation. They also proved that LPT is optimal for fixed order priority algorithms when m = 4. Tables 1 and Table 2 summarize the previous work for the two problems, as well as results (in boldface) which appear in this paper. The measures on which we compare the algorithms are as follows: For priority (respectively online) algorithms the measure is the approximation (respectively, competitive) ratio, and lower bounds hold for this class of algorithms, without any complexity-type restrictions (e.g., regardless of whether P = N P ). For offline algorithms, the measure is again the approximation ratio, but the inapproximation lower bounds hold under certain complexity assumptions (e.g., N P ⊆ DT IM E[n O(log log n) ]). A dash signifies that no randomized upper bounds better than the corresponding deterministic upper bounds are known. Offline complexity based randomized inapproximations follow from their deterministic counterparts by strengthening the complexity assumption to concern the randomized polynomial time class (e.g. log n log log n ) [24] Ω( log n log log n ) [24] - [24] - , m = 2 [49] 10/9 randomized decisions only Adaptive priority 4m−1 3m
[27] 7 6 for all m [13] - [27] 12/11 fully-randomized algorithms Table 2 : Summary of some approximation bounds for makespan scheduling.
Randomized priority facility location
In this section we show lower bounds on the approximation ratio achieved by randomized priority algorithms for the metric facility location problem. All our lower-bound constructions use connection costs in {1, 3}, thus suggesting the following definitions. Let C f be the set of cities at distance 1 from facility f . We say that f covers C f . Two facilities f and f are called complementary if and only if C f ∪ C f = C (i.e., f and f cover all cities in the input), C f ∩ C f = ∅, and f and f have the same opening cost. For convenience, we call f the complement of f (and vice versa), and we use the notation f to denote the complement of a given facility f .
It is worth pointing out that for the special case of metrics where distances are either 1 or 3, Guha and Khuller [29] give an improved (non-priority) algorithm which is 1.463-approximation, and thus matches the previously mentioned NP-hardness bound. We again emphasize that inapproximation bounds for priority algorithms are incomparable with inapproximation bounds based on complexity assumptions. In particular, the following theorem (Theorem 1) is incomparable with the stronger inapproximation bound of Guha and Khuller [29] . Proof. Suppose we have n = 2 k cities, each with an id in {0, . . . , 2 k − 1} in binary representation. In addition, we define a set F , which consists of k pairs of complementary facilities, as the set of potential facilities. The facilities are identified by the cities they cover in the following way: The i-th pair of complementary facilities, denoted by f i , f i with i ≤ k is such that facility f i covers exactly those cities whose i-th bit is 0, while f i covers only cities whose i-th bit is 1. By the triangle inequality, the distance between a facility and a city it does not cover is equal to 3. By construction, any j facilities in F no two of which are complementary cover exactly n j i=1 2 −i = n(1 − 2 −j ) cities. Each facility has an opening cost of n 4 . We will now define how to generate the actual input, as a distribution over all possible inputs defined on the above set of cities and potential facilities. Only one of the k pairs of complementary facilities in F appears in the actual input, and this pair is chosen uniformly at random, i.e., with probability 1 k . For each of the remaining k − 1 pairs, only one of the two facilities will be in the actual input, and it is likewise chosen uniformly at random; i.e., with probability Note that for every actual input I drawn from the distribution defined above, there always exists a unique pair of complementary facilities in the input. An algorithm that opens this pair only has cost 2
Facility-input model
2 ; moreover, the optimal cost is the same for every random I. On the other hand, it is easy to observe the following: i) an algorithm that opens one facility only has cost at least 2n, for n ≥ 2; ii) an algorithm that opens either two or three facilities, but does not open a pair of complementary facilities, has cost at least 2n; and iii) an algorithm that opens at least four facilities incurs cost at least 3n. Since there is always a pair of complementary facilities in I (but only one such pair), it follows that any algorithm that does not open both facilities in such a pair has approximation ratio at least 4/3. For the remainder of the proof we refer to the (unique) pair of complementary facilities in I as the optimal pair.
It suffices then to argue that any deterministic priority algorithm A for this problem that opens at most 3 facilities on a random input I will fail to open both facilities in the optimal pair, with high probability. This is formalized in the following lemma.
Lemma 2. Given a random input I, if A opens at most 3 facilities on I, then the probability that A opens both facilities in the optimal pair in I is at most 8/k.
Proof. We will show the result for an algorithm that is at least as powerful as an adaptive priority algorithm. Recall that F denotes the set of all potential facilities, and I an actual input according to the specified probability distribution. In each iteration, the algorithm will probe a facility in F . Formally, let P i denote the set of facilities that the algorithm has probed by the end of iteration i (P 0 = ∅). In iteration i + 1, the algorithm will probe a facility from the set F \ P i : if the facility is present (that is, if the facility is in the actual input I), the algorithm will consider it in iteration i + 1 and make an irrevocable decision concerning it. Otherwise, that is if the facility is absent, the algorithm will do nothing; however it acquires some information concerning the actual input. For instance, if facility f is not in I, the algorithm deduces that f must be in I.
We call every algorithm in the above class a probe algorithm. Every (adaptive) priority algorithm can be implemented as a probe algorithm (although it is not clear if the opposite is necessarily true). The potential added power of a probe algorithm over a priority algorithm is that it is allowed to change the ordering after learning that a potential input item is not in the actual input.
Let A then denote a deterministic probe algorithm. We can further assume that A works in phases where each phase consists of two consecutive iterations, in which the algorithm probes two complementary facilities in F . To see this, suppose that in iteration i, A probes facility f . We consider the following cases:
• f is not present in I. Then the algorithm deduces that the pair (f, f ) is not the optimal pair in I. In this case, A will probe f in iteration i + 1 (which must be in I) and reject it.
• f is present in I, and A opens it in iteration i. Then A can probe f in iteration i + 1: if it is the case that f ∈ I, A has identified the optimal pair (and thus will open f ). Otherwise, A does not take any action in iteration i + 1.
• f is present in I and A does not open it in iteration i. Then once again, A can probe f in iteration i + 1: if it is in I, then regardless of the decision of A concerning f , the algorithm has failed to open both facilities of the optimal pair. If the facility in question is not in I, then the algorithm deduces that f is not in the optimal pair, and will not take further action on this iteration.
We will now show how to bound the probability that A opens a facility that belongs in the optimal pair. Let p 1 , . . . p k denote the k pairs probed by A in phases 1 . . . k. Suppose that in phase i, A decides to open a facility of pair p i . Following the earlier argument, this means that the first facility of p i that is considered by A is opened. We define the event that A is succeeds in phase i if this facility that is opened by A, say f i , belongs in the optimal pair. We have:
Pr(A succeeds in phase i) = Pr(f i ∈ optimal pair | pairs p 1 , . . . p i−1 are not optimal and f i ∈ I) · Pr(pairs p 1 , . . . p i−1 are not optimal).
Eq. (3) is derived from the observation that A is successful in phase i if the following hold: the first facility that A opens during that phase (that is, facility f i ) belongs in the optimal pair, and all previously probed pairs are not optimal. Also note that since A is a probe algorithm, if it decides to open A, it knows that f i ∈ I, otherwise it would not open it (hence the conditional dependence on the event f ∈ I). We will show that Pr(A succeeds in phase i) ≤ 2/k. First, note that
We also have
We can simplify Eq (5). First, we have
Next, it is easy to see that
Last, note that f i cannot belong in the optimal pair if f i / ∈ I. Using this observation, as well as (6) and (7), (5) becomes
. . p i−1 are not optimal and f i ∈ I) · 1 2 + 0 from which it follows that Pr(f i ∈ optimal pair | p 1 , . . . p i−1 are not optimal and f i ∈ I) < 2
Substituting (4) and (8) into (3) we obtain Pr(A succeeds in phase i)
To conclude the proof of the lemma, recall that we can assume that A can open facilities which belong to at most three pairs. Since A is deterministic, on any input I, it is characterized by three phases i 1 , i 2 , i 3 ≤ k in which it will open the first facility of that phase. As shown above, the probability the optimal pair will be one of the i j is at most 2/k and hence the probability that it opened the optimal pair is at most 8/k. Using Lemma 2, it follows that with probability at least 1 − 8/k, any priority algorithm A pays cost at least 2n on a random input I. Since the optimal solution on I has cost at most 3n/2, the approximation ratio of A can be made arbitrarily close to 4/3, for large n.
The following theorem shows that it is possible to obtain a stronger lower bound when considering the class of fixed priority greedy algorithms.
Theorem 3.
There is a lower bound of 1.5 − on the approximation ratio of every randomized (on the orderings) fixed priority greedy facility location algorithm.
Proof. Suppose we have a set C of n cities with id's 1 . . . n. Define the set F of potential facilities as follows: For a fixed integer i ∈ [ 2 ], and each facility has an opening cost equal to 2− , for arbitrarily small . Consider a deterministic fixed priority greedy algorithm A, and denote by I i (respectively I i ) the potential input that consists of all facilities of the form f ∈ F (resp. f ∈ F ) as well as facility f i (resp. f i ), for i ∈ [ n 2 ]. The actual input to A, which we denote by z, is selected uniformly at random from the set I ∪ I, where
.e., a specific actual input is chosen with probability equal to 1 n . Since every possible input set contains (exactly) one pair of complementary facilities, the optimal algorithm (OP T ) can cover all n cities by opening the two complementary facilities, hence E[OP T ] = n + 2(2 − ). Denote by A f the cost of facilities opened by A. Note that
In order to show the desired result, we give expressions for E[A f |z ∈ I] and E[A f |z ∈ I]; the intuition is that not both expressions can be very small, hence E[A f ] is large.
Proof. Let σ be the ordering of facilities in F as produced by the fixed priority greedy algorithm A. ], define by x k the number of f -facilities that precede f j k and also follow f j k−1 in σ (for the special case k = 1, we define x 1 as the number of f -facilities that precede f j 1 ). Note that the total number of f -facilities that precede f j k is k l=1 x l ; denote this sum by p k . First, consider the event that z (the actual input to A) is I j l ∈ I, with l ∈ [ n 2 ]. The greedy criterion dictates that every time the algorithm considers an f -facility that precedes f j l , it will open it: this is because the algorithm will pay a total of 3 − for opening the f -facility and connecting a currently "uncovered" city to the f -facility, thereby improving upon the cost of 3 that must be paid if the algorithm does not open the f -facility. Hence, A must open p l facilities.
Therefore,
Pr(z = I j l |z ∈ I) · cost of opened facilities on input
and by expanding the double summation we obtain
Next, consider the event that z is I i l ∈ I, with l ∈ [ n 2 ]. Similar to the argument shown earlier concerning the greedy property, every time A considers an f -facility which precedes f i l in σ, it must open the facility in question. Observe that if l is such that p t < l ≤ p t+1 , for some t ∈ [ n 2 − 1] (and thus for p t+1 − p t = x t+1 possible values of l), there are t f -facilities that precede f i l in σ. We can rephrase the above observation by saying that in a randomly chosen input from I, the probability that A opens t facilities is at least f -facilities in σ; again, we can restate the previous observation by saying that with probability at least max
facilities. Summarizing, we can bound E[A f |z ∈ I] as follows:
thus getting
2 By adding (10) and (11) we obtain
Observe that if n 2 i=1 x i ≥ n/2, the RHS of (12) is at least (2 − ) n 2 , whereas if
which concludes the proof. 2
The theorem then follows, since from (9) and Lemma 4 we have
, and thus the expected total cost paid by A is at least n + n 2 (1 − 2 ), whereas the optimal cost is at most n + 2(2 − ). 
City-Input model
As already noted in section 3, we do not know of any results that provide an O(1) approximation in the city input model. In particular, for the city input model, the best known upper bound is the online bound due to Fotakis [24] . In this section we establish a constant inapproximation bound (namely 3) for the city input model that contrasts with the 1.52 approximation ratio obtained by the Mahdian, Ye and Zhang [40] algorithm for the facility input model.
Theorem 5.
No fully-randomized priority algorithm for facility location in the city-input model is better than a (3 − )-approximation.
Proof. The set C of potential input items (cities) consists of n 2 cities. There are n 2 n facilities, each covering (i.e., at distance 1) a set of n cities in C, and no two facilities cover the same set of cities. The distance from a given facility to every city it does not cover is 3, and the opening cost of every facility is equal to 2. Each of the n 2 cities in C will appear in the actual input with probability 1 n , thus, the expected number of cities in the actual input is n. Using the Chernoff bound (see, e.g. [44] ), we obtain that the probability that the number of cities exceeds 2n is at most 2e − n 3 . If there are at most 2n cities in the actual input, then two facilities suffice to cover them, otherwise, up to n facilities may be required. Therefore we obtain
2 ).
Next, we will bound the expected cost of a deterministic algorithm A. First, note that every time a city c not covered by an opened facility is considered, it is to the algorithm's benefit to open a new facility: the total cost of opening a new facility (say f ) that covers c and connecting c to f is 3, which is the connection cost that must be paid if no facility is opened. Therefore, we assume that when A considers an uncovered city it must open a new facility.
We now argue that with high probability, the algorithm must open more than n − ln n facilities. Suppose the algorithm opens at most n − ln n facilities implying that at most n 2 − n ln n cities are covered or equivalently that at least n ln n cities are uncovered. We let F A denote the set of facilities opened by A (for a given actual input upon termination), and let C denote the set of cities in C which are not covered by F A . Clearly, every city in C must not be in the actual input, otherwise A would consider it and open an additional facility, contradicting the definition of F A . Since |C| ≥ n ln n, the probability that all the cities in C will not be in the actual input is at most
That is, with probability at least (1−1/n), an uncovered city will be in the actual input contradicting the definition of F A . It follows that with probability at least (1 − 1/n), the algorithm must open at least n − ln n facilities and therefore, the expected cost of facilities opened by the algorithm is at least (1 − 1/n) · 2(n − ln n). On the other hand, using the Chernoff bound, with probability at least 1 − 2e
3 , there are at least n − n 2 3 cities in the actual input, which incur a connection cost of at least n − n 2 3 . Summarizing, the expected cost of the algorithm is
Using (13) and (14), we observe that the ratio E[A]/E[OP T ] becomes arbitrarily close to 3, as n approaches infinity.
Randomized priority makespan scheduling
In this section we show lower bounds on the approximation ratio of randomized priority algorithms for makespan scheduling in identical machines. The results hold under the assumption that the algorithm does not know the number n of jobs in the input. The same assumption is used in deriving lower bounds for deterministic priority algorithms in [13] 7 . While it is clearly easy for an offline algorithm to determine n, we note that known priority algorithms (e.g. LPT) and all online algorithms for the makespan problem operate as if n is unknown. However, currently we cannot tell if a priority makespan algorithm can take advantage by knowing n so as to reduce the approximation ratio for either deterministic or randomized algorithms.
Once we assume that the algorithm cannot know the number of actual inputs (until the input set is exhausted), we are also implicitly accepting some additional assumptions as to the nature of the input items and the execution of the algorithm. Namely, we assume that the input item identifier for each input is an arbitrary integer. If, say instead, the input items were numbered sequentially as 1, 2, . . . , n where n is the number of inputs, then the algorithm can immediately determine n in the first iteration. It then follows (using Lemma 2 of [13] ) that for a fixed order priority algorithm, the jobs are ordered according to the size of the job with all jobs having the same size being adjacent in the ordering. That is, the input identifier plays no role in determining the ordering. The same observation applies to each iteration of an adaptive priority algorithm. Hence, we are considering the following algorithmic model: In each iteration, the algorithm chooses an ordering of possible (remaining) job sizes, say the ordering s 1 , s 2 , . . .. Suppose that there is a job of size s j and no jobs of size s 1 , . . . , s j−1 . The algorithm must then make an irrevocable scheduling decision for a job of size s j and remove that particular job from the input set. The algorithm terminates when no job remains.
Fully-randomized priority makespan scheduling
Theorem 6. No fully-randomized priority makespan scheduling algorithm has approximation ratio better than 12 11 , for all m ≥ 2. Proof. As in the proof of the deterministic 7 6 bound in [13] , the set S of potential jobs consists of 2 m 2 jobs of size 3, and 3 m 2 jobs of size 2. If the actual input is S itself, the optimal makespan is 6, and is achieved by scheduling 2 jobs of size 3 on each of m 2 machines and 3 jobs of size 2 on each of the remaining m 2 machines. We will make use of the following fact that is shown in [13] : Fact 7. Any algorithm on input S that schedules two jobs of different sizes in the same machine has makespan at least 7.
We will bound the expected makespan of any deterministic algorithm A for a probability distribution over the actual inputs that is defined as follows: with probability p, to be determined later, the actual input to A is S, while with probability 1 − p the actual input is a set S ⊂ S, which consists of all jobs of size 3 in S (namely, all 2 m/2 of them) as well as 2 m/2 jobs of size 2, if m is even, or 2 m/2 + 2 such jobs if m is odd, respectively (note that 2 m/2 + 2 < 3 m/2 when m is odd).
We will make use of the following important observation. Suppose that, by the end of iteration i, the algorithm has considered x 2 jobs of size 2 and x 3 jobs of size 3, such that both x 2 and x 3 are strictly smaller than the corresponding number of jobs in S . Then at the beginning of iteration i+1 the algorithm cannot know which of the two potential inputs chosen at random by the adversary (S or S ), is the actual one. This is due to the fact that at this point, for both potential inputs, jobs of both sizes would have to be considered in future iterations. In what follows we will describe this situation by saying that A cannot distinguish S from S at the beginning of iteration i + 1. Note that by "beginning of iteration i + 1" we mean the point in which the algorithm has considered the input item of iteration i + 1 but has not yet made a decision concerning it.
We will also need the following lemma. Lemma 8. Let x 2 , x 3 be the number of jobs of size 2,3 respectively that A has considered by the end of iteration i, and suppose that at the beginning of iteration i + 1 A cannot distinguish S from S . If x 2 > m/2 or x 3 > m/2 then at the end of iteration i, either A has scheduled two jobs in the same machine, or in the event S is the actual input, A's makespan is at least 7.
Proof. Suppose that no two jobs were scheduled in the same machine by the end of iteration i. In the event where S is the actual input, then if A on input S schedules two jobs of different sizes in the same machine, from Fact 7 it follows that its makespan will be at least 7. Otherwise, i.e., if no two jobs in S of different sizes were scheduled in the same machine, let l 2 , l 3 denote the number of machines in which jobs in S of size 2 and 3 were scheduled, respectively. If x 2 > m/2 then l 3 < m/2 , thus at least 3 jobs of size 3 are scheduled in the same machine. Similarly, if x 3 > m/2 then l 2 < m/2 , thus at least 4 jobs of size 2 are scheduled in the same machine. In either case the makespan is at least 7.
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; then choosing p = 1/2 will yield the desired lower bound, as will become clear later. Denote by T the multiset of the m jobs that A considered (and irrevocably scheduled) by the end of iteration m. To simplify the proof, we will consider two cases: the case where m is even, and the case where m is odd. m is even: Note that S consists of m jobs of size 2 and m jobs of size 3. The optimal algorithm on S schedules one job of size 2 and one job of size 3 in each machine, hence E[OP T ] = 6p + 5(1 − p).
• Case 1: The number of both size 2 and size 3 jobs in T is in the range [1, m − 1]. Then at the beginning of iteration m + 1, A cannot distinguish S from S .
Subcase 1a:
A scheduled all m jobs in T on distinct machines. Denote by s the job considered at iteration m + 1. Either s will be scheduled to a machine where a job of the same size as s has been scheduled, or not. In the former case, A's makespan will be at least 6 whether S or S is the actual input, hence E[A] ≥ 6p + 6(1 − p) = 6. In the latter case, Fact 7 guarantees that
Subcase 1b: A scheduled two jobs in T on the same machine. If the two jobs are of different sizes, then on input S, A's makespan would be at least 7. Otherwise, on input S , A's makespan would be at least 6. The corresponding bounds are then E[A] ≥ 7p + 5(1 − p), and E[A] ≥ 6, respectively.
• Case 2: T is not as in Case (1), i.e, T consists of m jobs, all of the same size r ∈ {2, 3}. At the beginning of iteration m/2+1, A cannot distinguish S from S . If A scheduled all jobs of size r considered through the first m/2 + 1 iterations in separate machines, then in the event S is the actual input, A's makespan will be at least 7 (from Lemma 8), hence E[A] ≥ 7p + 5(1 − p). Otherwise two jobs of the same size r were scheduled in the same machine, which implies that on the event S is the actual input, A's makespan will be at least 6, hence E[A] ≥ 6. m is odd. Note that S consists of m − 1 jobs of size 3 and m + 1 jobs of size 2. The optimal algorithm on S has makespan 5, since it will schedule pairs of jobs of sizes 2 and 3 in each of the first m − 1 machines, and two jobs of size 2 in the last machine. Hence E[OP T ] ≤ 6p + 5(1 − p). This case is more technically involved due to the asymmetry of the optimal solution.
We will need the following straightforward lemma Lemma 9. Suppose that at some point in the execution of A, its schedule includes two machines each with two jobs of size 2. Then A's makespan is at least 6 (on input S or S ).
Proof. If a third job is scheduled in one of the machines assigned two jobs of size 2, then the lemma holds. Otherwise, the remaining m − 2 machines must accommodate a load of at least 3(m − 1) + 2(m + 1) − 8 = 5m − 9 > 5(m − 2), hence one of the m − 2 machines will have load at least 6. 2 We now consider cases on the multiset of jobs T , as defined earlier in the proof. Denote by s 1 , s 2 the jobs considered at iterations m + 1 and m + 2, respectively.
• • Subcase 1aa: Suppose s 2 is a 2-job. If s 2 is scheduled in a machine where a 3-job was scheduled, then E[A] ≥ 7p + 5(1 − p). Otherwise, since there are at least 4 jobs of size 2 among the first m + 2 jobs considered, it follows that either one machine has load at least 6, or there exist two machines of load 4. In the latter case, Lemma 9 yields E[A] ≥ 6.
• Subcase 1ab: Suppose s 2 is a 3-job. If it is scheduled in a machine where a 3-job was scheduled, then
Subcase 1b: A scheduled at least two jobs of T in the same machine. We can assume, without loss of generality that a single machine was assigned exactly two jobs of size 2, one machine is empty, and every other machine was assigned only one job in T (since in any other case, Fact 7 and Lemma 9 imply that E[A] ≥ 7p + 5(1 − p), or E[A] ≥ 6, using arguments as earlier). Let m 1 denote the machine assigned two 2-jobs, and m 2 denote the empty machine. Consider job s 1 of size r ∈ {2, 3}. If s 1 is scheduled in some non-empty machine, then
. Suppose then that s 1 is assigned to m 2 . If s 1 is of size 2, then at the beginning of iteration m + 2, A cannot distinguish S from S . At the beginning of this iteration, all machines are occupied, hence no matter which machine s 2 is assigned to,
(due to Fact 7 and Lemma 9, respectively). Suppose then that s 1 is a 3-job. We need to consider the following subcases:
• Subcase 1ba: T consists of at most m − 3 jobs of size 3. Then at the beginning of iteration m + 2, A cannot distinguish S from S . Using similar arguments as in subcase (1b) we
More specifically, if s 2 is a 2-job, then any assignment for s 2 will give rise to a schedule with either at least two machines having two jobs of size 2, or a machine with jobs of both sizes, or a machine with 3 jobs of size 2. On the other hand, if s 2 is a 3-job, then any assignment of s 3 will give rise to either a schedule with a machine with jobs of both sizes, or a schedule with a machine with 2 jobs of size 3.
• , is a lower bound on the approximation ratio of A. The expression is maximized at p = . Proof. The set of potential jobs S is as defined in the proof of Theorem 6, i.e., 3 m 2 jobs of size 2, and 2 m 2 jobs of size 3. Fix a deterministic priority algorithm A, and on input S, let σ denote the sequence of the first m jobs as chosen by A. In order to determine an appropriate input distribution we will consider cases for σ as follows.
• Case 1: The number of size 2 jobs in σ equals m 2 and the number of size 3 jobs in σ equals m 2 . In this case, with probability p 1 (to be determined later), the input to A consists only of the set of the m jobs in σ, while with probability 1 − p 1 the input contains all jobs in σ and one additional job J ∈ S \ σ of size 3; denote this set by S . The optimal algorithm on input σ will schedule all m jobs in different machines, while on input S it will place two jobs of size 2 on the same machine and all 3-jobs on different machines, hence E[OP T ] = 3p 1 + 4(1 − p 1 ), and the approximation ratio of A in case 1 is at least max p 1
, which equals . In this case, with probability p 2 (to be determined later) the actual input to A is the set S, while with probability 1 − p 2 , the actual input consists only of jobs in σ.
Subcase 2a: A schedules all m jobs in σ on different machines. It is easy to see that on input S, A will schedule two jobs of different size on the same machine, or a machine will be assigned either 3 jobs of size 3 or 4 jobs of size 2. In either case, a minimum makespan of 7 is incurred (from Fact 7). Hence E[A] ≥ 7p 2 + s(1 − p 2 ), where s is the maximum size of jobs in σ.
Subcase 2b: A schedules two jobs in σ on the same machine. Using arguments as above it follows that E[A] ≥ 6p 2 + 4(1 − p 2 ).
On the other hand, the optimal algorithm has makespan 6, on input S, and makespan equal to s on input σ. Thus, E[OP T ] = 6p 2 + s(1 − p 2 ), and the approximation ratio of A in the second case is at least
with the constraint s ∈ {2, 3}. The expression is maximized for p 2 = 1 2 , in which case it is equal to 10 9 . In either case, the approximation ratio of A is at least 
Oblivious vs. adaptive adversaries
As we stated in section 2.1, so far we assumed that the adversarial input is generated by an oblivious adversary. More precisely, an oblivious adversary has access only to the statement of the priority algorithm and not the random choices made throughout its execution. But what if the adversary is not oblivious, but instead it can observe the outcome of the algorithm's random orderings and/or random decisions? We call such an adversary adaptive 8 using, again, terminology from the analysis of online algorithms. Since the adaptive adversary has knowledge of the algorithm's random choices, it works by removing input inputs from the set of potential input items based on the outcome of such choices. This means that the actual input to the algorithm, and hence the value of the optimal solution will both be random variables. A priority algorithm is a c-approximation against an adaptive adversary if
The following theorem shows that in the context of priority algorithms, the adaptive adversary is too powerful to be of any interest (reminiscent of the online world, where there is no advantage to using randomization against adaptive-offline adversaries [8] ).
Theorem 11. Suppose that a problem is not c-approximable by a deterministic priority algorithm. Then the problem is not c-approximable by any randomized priority algorithm against the adaptive adversary.
Proof. We will assume the general case of an adaptive priority algorithm, and randomization on both ordering and decisions. Assume also, without loss of generality, that the problem in question is a cost-minimization problem. Since the problem is not c-approximable by a deterministic priority algorithm, it follows from [17] that the lower bound of c can be derived by an explicit game between a deterministic algorithm, denoted by A d and an adversary (denoted by ADV d ). More precisely, the game can be described as a tree T , in which each node v corresponds to a subset of the (finite) set of potential input items S, denoted by S v . In particular, the root r corresponds to S itself (S r = S), every leaf l in T corresponds to a singleton s l ∈ S, and every internal node corresponds to a subset of S of cardinality at least 2. The tree can be described as follows: For every pair s, d s , where s ∈ S, and d s ∈ D(s) is a decision associated with s, r has a child (labeled as < s, d s >) which corresponds to the set of input items that are maintained by ADV d in the case where the first input item considered by A d is s, and the corresponding decision is d s . If we denote the child in question by v 1 (where the meaning of the index is that the child is at depth 1), we can say that S v 1 ⊆ S \ {s}. Recursively, let v k be an internal node in the tree, i.e., |S v k | ≥ 2, at depth k, and let r, v 1 , v 2 , . . . , v k−1 be the nodes in the path from r to v k . Suppose that each node v j in the path is labeled by < s j , d s j > (j < k), and denote by seq(v k ) the sequence of input items s 1 , . . . , s k . Then, for every pair s, d s where s ∈ S v k and d s ∈ D(s), v k has a child labeled < s, d s > which corresponds to the subset of S \ {s 1 , . . . s k , s} that is maintained (i.e, not removed) by ADV d , in the case the algorithm considers the input items s 1 , s 2 , . . . s k , s (in this order) with corresponding decisions d s 1 , . . . d s k , d s . Note that the construction is such that every leaf l in T corresponds to a singleton s l ∈ S. Also, the fact that A d cannot be a c-approximation priority algorithm means that for every leaf l, A(seq(l)) > c · OP T (seq(l)).
Consider now a randomized priority algorithm A r for the problem against the adaptive adversary denoted by ADV r . Let X i , Y i be the random variables that indicate the i-th input item considered by A r , and the decision concerning X i , respectively. Recall that at every iteration the adversary has knowledge of both random variables. We describe how ADV r works. The adversary presents S as the set of potential input items; we emphasize that S is identical to the set of potential input items used by the deterministic adversary ADV d , described above. Suppose that, in the first round of the game between A r and ADV r , we have that (X 1 , Y 1 ) = (s, d s ) ; then the adversary removes all input items except the (unique) set that corresponds to the child of the root in the tree T which is labeled by < s, d s >. In general, suppose that, for a fixed i, (X j , Y j ) = (s j , d s j ) for all j ≤ i. Then, in the i-th round of the game, ADV r will have removed all input items from S except for the (uniquely defined) set that corresponds to the vertex v in T which can be reached from the root r by following a path of vertices labeled by < s j , d s j > in T .
The game between A r and ADV r terminates when the set of remaining inputs is a singleton. It is easy to show that the game always terminates, and that the said singleton is the set to which some leaf in T corresponds. In other words, the random variable σ which denotes the input to A r , as produced by ADV r is identical to the sequence seq(l) to which some leaf l in T corresponds. This implies that E[A r (σ)] > c · E[OP T (σ)]. 2
Lower bounds on asymptotic approximability
The definition of a c-approximation algorithm as provided by (1), refers to strict approximability. Alternatively, we say that A is an asymptotic c-approximation algorithm if A(σ) ≤ c · OP T (σ) + o(OP T (σ)). This is a weaker definition of approximability, since it ignores the (sometimes pathological) performance of the algorithm on small input sets. In order to apply the Von Neumann/Yao principle with respect to asymptotic approximability, we need to supplement condition (2) in section 2.1 with additional constraints, similar to the argument of Chrobak et al. [16] in the context of competitive analysis of online algorithms. In particular, we must show that for arbitrarily large l the distribution D we present must be such that E D [OP T (σ)] ≥ l, and that for all inputs σ (over which D is defined), we have that E D [OP T (σ)] ≥ f (OP T (σ)), where f is a function with f (n) ∈ Ω(n). We can then apply the argument of Chrobak et al. to show that no randomized priority algorithm can be an asymptotic c-approximation.
Some of our proofs can be modified so as to guarantee the above constraints. For the makespan scheduling problem, it suffices to scale the sizes of the jobs accordingly; for instance, we can replace the jobs of sizes 2 and 3 by jobs of sizes 2l and 3l, respectively. For the problem of facility location in the facility-input model, and in particular Theorem 1 and Theorem 3, the constraints are also satisfied since the expected cost of the optimal solution as well as the optimal solution on a random input are linear functions of n. However, for facility location in the city-input model, the construction for the lower bound in Theorem 5 is such that there exist inputs σ for which OP T (σ) can be as large as quadratic on n, whereas E D [OP T (σ)] is O(n). Thus the result of Theorem 5 applies only to strict (non-asymptotic) approximability.
Conclusion
Our objective, in this work, is to extend the priority-algorithm framework so as to capture greedylike algorithms with access to randomization. We show that in this framework it is possible to obtain non-trivial lower bounds on the approximability of optimization problems by randomized priority algorithms. As case studies we considered two fundamental problems, namely facility location and makespan scheduling. We believe that this framework is applicable to a wider class of problems; in particular, we believe that it can be applied in the model of Davis and Impagliazzo [17] , so as to address the power of randomized greedy-like algorithms for graph-related problems.
The obvious open question is whether our lower bounds can be improved. A much more compelling question is whether the intuition behind the lower-bound constructions can lead to the design of better randomized priority algorithms. For instance, would the results of Section 5 suggest better upper bounds for randomized priority makespan scheduling? This would be a true testament to the importance of priority algorithms as an algorithmic paradigm. More specifically, we do not know whether the knowledge of the size of the input is critical in the context of makespan scheduling. Our results follow [13] , and assume that the algorithm does not know the number of jobs in the input. However, we have not been able to remove this assumption, which points towards the possibility that a better algorithm could use this information to its benefit, in a clever manner. Nevertheless, we can still obtain some lower bounds when this information is available to the algorithm, albeit much weaker than the ones of Section 5.
Questions which apply to the competitive analysis of online algorithms can also be asked about the class of algorithms we study. For instance, how critical is memory in randomized priority algorithms? When are greedy decisions restrictive? When does randomization help? (See [11] for a discussion of the situation in the online world.) Wherever greedy algorithms are applied, it is relevant to understand the power and limitations of (randomized) greedy algorithms. The priority model (with irrevocable decisions) as studied in this paper provides a general framework for understanding the limitations of such algorithms. It is not the only such model but it does capture many of the known greedy algorithms and is amenable to analysis. More general models based on a priority ordering of the input items can be found (for example) in [2, 10, 55] . So far, only deterministic versions of these models have been studied.
