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In dieser Arbeit sol1 eine Klasse T von Algebrcn der folgenden Art 
untersucht werden: Jede Algebra A von X der Dimension p” iiber einem 
I&per K mit Char. K L= p > 2 lal3t sich auf die folgende Weise darstellen: 
Sei R, = K[x, ,..., xn], xiv = 0, ein reduzierter Polynomring. Man schreibe 
f~ g fur das kommutativc und assoziative Produkt in B, . Dann sei A 
definiert als der Vektorraum l3, mit der Multiplikation 
wo cij(---cii) beliebige Elcmente von B, sind mit der einzigen Bedingung, 
dal3 wenigstens eines nicht nilpotent ist. .X besteht aus nodalen nicht- 
kommutativen Jordanalgebren [5, 6, 91. 
In I untersuchen wir die Ideale dieser Algebren. In II ordnen wir denjenigen 
Algebren /I von .X, fur die A- eine Liealgebra ist, (nichtklassische) Unter- 
algebren von Jacobson-Witt-Algebren zu, und untersuchen, wieweit sich 
die Idealstruktur auf diese Liealgebren iibertragt. In III wird em Algebren- 
prod& der Algebren von X definiert. Dies wird benutzt, urn zu zeigen, 
da8 es fur jede natiirliche Zahl q eine einfache Liealgebra gibt, die eine 
Cartan-Unteralgebrd RQ enthalt mit fie] + 0. SchlieDlich wird fiir die 
Algebren von 37 ein Konstruktionsverfahren angegeben. Dies liefert u.a. 
einen konstruktiven Bewcis dafiir, da13 sich jede L,iealgebra E mit EE = E 
und Zentr. E :L 0 in eine Jacobson-Witt-Algebra WdimE einbetten I&. 
In die vorliegende Arbcit sind einige dankenswerte Remerkungen des 
Rcfcrcnten R. D. Block aufgenommen worden. 
I. 
Aus (1) erhalt man 
2cij === xixj -- xjxi , Hfi? i-gf) =f “g. 
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Also ist die kommutative Algebra Ai- assoziativ. Die Multiphkation in A-- 
wird definiert durch 
Falls fl- Liealgebra ist, hei& A Lie-zulbsig. Ein brauchbares Kriterium 
liefert 
LEMMA 1. A-- ist genau dann Lie-Algebra, wetzn die Jacobi-Idclztitiit f i~
ein lheugendensystem (xi) gilt. 
Beweis. Nach [9, S. 3181 ist A- genau dann Liealgebra, wenn 
gilt. Iiach (1) ist dies genau die Jacobi-Identitat 
[[Xi Y xj], xk] + [Lx, T xk1, xil + [Lxk Pxil, xj1 = O- 
DEFINITIOS 1. (a) Sei I’ Untervektorraum von 23, . Dann bezeichne 
(b) %I% >..., 4 :-.-.= (JJyzl x:, 0 < sj ,< p -- 1, xy r s, > i). Dabei 
bezeichne (ul ,..., u,.) den durch die ui aufgespannten Vektorraum und “n” 
bedeute das kommutativc Produkt “0”. 
(c) Der Grad eines Polynoms P wird definiert durch 
GYO :+ co, GyP:zi&FPENj, p 6 Ni-i.1 fiir P f 0 
(A’ das Radikal von R,). 
Unmittelbar folgt 
Gr(f og) > &f + GT~ 
GY (+) > GT f - 1 (2) 
En wichtiges Hilfsmittel liefert dcr 
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SA’IZ 1. (hr. Jacobson) Seien 11~ ,..., u, E X Polynome zon B,, und 
B,, --• B, 
s: 
S ist genau dann ein Automorphismus ran B, , wetm die induzierte Abbildung 
X/N2 3 iV,/IV2 nichtsingulk ist. 
Dcr Bezueis ist eine direkte h’olge van [4, S. log]. 
Da A flexibel ist, gilt 
[f, g 0 111 == [f, gl 0 h + g 0 [f, hl fur alle f, g, h E A, (3) 
d.h. L--(f) E Der(A+) fur allefE A. Hieraus folgt 
4(f, g, h) z=z 4(fg) h - - Y( gh) = 4(fo g) h f 2[f, kl h .- ?f( R 0 4 - 2f[ g, hl 
=4fagoh$-2[fog,h] i-2[f,g]oh I-[[f,g],h] --4ffogoh 
--2[f,~~~l-22f~[g,~l-~,~g,~ll==2f~~~,~l 
+ 2[f, h] og i- 2v,g] c h -i [[f, gl, hl - 2~ 0 If, hl --- 2Ej-3 gl 9 h 
- y 0 [g, Al - [f, [g, AlI -7. [V,sl, hl -.- VT [g, hll. 
Mit der Definition 
Zentr. A : = (fE A/[f, A] = (f, A, .4) ~7 (A,f, A) = (A, /f, f) = 0) 
folgt aus der obigen Rechnung Zentr. /I = {fg il/[f, /I] =: O}. Falls /I 
einfach ist, gilt nach [9, S. 3241 Zentr. L’I 7 KI. 
Xach Kokoris [6] definiert man eine antisymmetrische Bilinearform F 
durch 
[f> gl --. F(f, s> 1 t w, g>, W(f, g) E N. 
Falls fe: AT2 oder g E N2 gilt, folgt aus (2), daB [f, g] nilpotent ist und 
also P(j, g) =- 0. F induziert eine antisymmetrische Bilinearform auf 
X/M2 x IV/W. Es gilt Rang I; =- 2r < n. 
%u einer genauen Untersuchung von A kommt es darauf an, fur die 
einzelnen Fragestellungen passende Erzeugendensysteme zu konstruieren 
(d.h. geeignete Automorphismen von A+ =.- R, zu finden). Jedenfalls kann 
man Erzeugende (IQ finden, so da0 
F(u,,el , uei) :-.= 1 1 <i<r 
F(Ui ) I$) =- 0 sonst 
gilt. Bin solches Erzeugendensystem wird kanonisch genannt. 
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LEMMA 2. Seien f, g E N, [f, g] invertierbar. Dunn gibt es u, ,..., u, , so 
&Jf,g, us ,-.., u, ein kanonisches Erzeugendensystem bidden. 
Beweis. f, g sind linear unabhangig modulo N2. Dcnn sonst giltg = sf + h, 
s E K, h E X2 und [f,g] = [f, h] E M nach (2). Also gibt es us ,..., u, , so da13 
f, g, u3 ,**., u, linear unabhangig sind modulo N2 (d.11. ein Erzeugendensystem 
bilden) und auBerdcm kanonisch sind. 
Wir untcrsuchen die Struktur der Ideale van A. 
DEFINITION 2. Sei 9 eine Menge von Dcrivationen von A. Ein Ideal S 
von A heiBt L&invariant, w-enn die Derivationen von 9 S in sich abbilden. 
Da jcdes echte Ideal van A Nilideal ist, ist mit S, und S2 such S, + S, 
echtes 3-invariantes Ideal. Es folgt 
Sa~z 2. Zu einer Menge 9 von Derivatiomx von A gibt es genau ein gr$tes 
9-invariantes Ideal G(9) von A. G(9) enthtilt alle echten Ideale, die 9- 
invariant sind. 
Die Ideale G(9) lassen sich naher bestimmen. 
LEMMA 3. Sei G(9) das gr$te 9-invariante Ideal von A. Dunn gilt 
A/G(%) E X. 
Be-weis. 1) Wegen D(G(9)) C G(9) fiir alle D E 9 induziert 9 eine 
Mengc 9’ von Dcrivationen von A/G(9). Sei I C A/G(g) 9’-invariantes 
Ideal +A/G(.Q). Dann ist S, := {f 6 A/f + G(9) C 1) 9-invariantes Ideal 
von A, also gilt S1 C G(9), d.h. I -= 0. Also ist A/G(Q) 9’-einfach. 
2) Man betrachte die kommutative assoziative Algebra B :== (A/G(9))+. 
Die Menge L? :--= 3? u {L--( f ), f E: A} von Derivationen von A+ induziert 
eine Mcnge g :- 3’ u {L-( f ‘), f’ E A/G(9)) von Derivationen von B. 
Sei T # B g-invariantes Ideal von B. Es gilt also 
T 0 I3 C B, weil ‘1’ Ideal von B ist, 
[T, B] C B, weil T g-invariant ist. 
Dann ist T aber LV-invariantes Ideal von A/G(g), d.h. T = 0. Also ist 
B g-einfach. 
Da B aul3crdem eine Trcktorraumzerlegung B 7:: Kl @ NB besitzt, Itit 
sich ein Satx von Harper [6] anwendcn’, B ist reduzierter Polynomring.Da mit 
A such A/G(9) nodale nichtkommutative Jordan-algebra ist, folgt mit [6] 
die Behauptung. 
1 Man vergleiche such BLOCK’s Theorem iiber differcntialeinfache Algebren. 
LIE-ALGEBRA 357 
LEMMA 4. Seien B, = K[q ,..., x,J und B, -= K[u, ,..., urn] reduxierte 
Polynomringe und T AZgebrenhomomorphismus aon B, auf B, . Dunn gibt es 
R E Aut(B,) mit 
n-m 
Kern T =:- c R(q) 0 8,. 
i=l 
Beweis. 1) T(N,,) = NB2 2 T(NiI) == N& . Also induziert T eine 
Abbildung T’ E Hom(Na,lN& , N,JN~.p). Wegen dim(NB1/NiJ) = n, 
dim(N,2/Nis) = m gilt dim(Kern T’) = n -. m. Es gibt also in NB, Polynome 
yi (i .= l,..., n -. m), die modulo N& linear unabhangig sind und fiir die 
I”( yi) = 0 gilt. Hieraus folgt T( yi f NiJ C IV& , also such T( yJ C IV& , 
i :_ 1 ,..., n - m. 
Also gibt es Polynome P,(X, ,..., X ) in m Unbestimmten ohne konstante 
und lineare Glieder mit T(yJ = Pi(Ur ,..., u ). Da T suqektiv ist, gibt es 
fi ,..a>f,,, 6 NB, mit T(f,) == uj . Man setzc 
.zi : = yi - Pi(fi )...) f,J, i .= I,..., n --- m. 
Es gilt 
Wi) = T(Y,) - T(pi(fi mfm)) 
-- P& )...) 21,) - P,(T(f*),..., T(f,)) = 0. 
Hieraus ergibt sich zi E Kern T, Cr:-,” Zi 0 B, C Kern T. 
2) Man erganze z1 ,..., z , zu einem Erzeugendensystem (q), 1 < i < TZ. 
Die lineare Abbildung R definiert durch 
B, ---+ B, 
R: 
jj xi’ 4 I’1 29’ 
i _: 1
induziert eine Abbildung R’ : XBl/A$ + N+/N& , die nach Konstruktion 
umkehrbar ist. f\Tach Satz 1 folgt H c Aut(B,), nach Definition gilt H(q) = .z~ .
3) Eine Betrachtung der Basis bestehend aus den Monomen in R(q) 
ergibt~~~-~ R(xJ o B, = K,[R(x,) ,..., R(x,+,)] 0 K[R(x+,~+~) ,..., R(xn)]. Fur 
die Dimensionen gilt daher pn -- pm = dim B, - dim B, -:= dim(Kern ‘1’) 3
dirn(xF-rm R(xi) 0 B,) = ( p”-” -- 1) pm = p” -pm. Also gilt die Behaup- 
tung. Aus beiden Lemmata ergibt sich 
SATZ 3. Zu jeder Menge 53 von Derizationen won A gibt es R E Aut(A-i-) 
und Y = r(9), 0 < Y < n, so daJ gilt 
G(9) :.= c R(q) 3 A :-= K,[fi(jc,),..., R(q)] o K[R(x,, &..., R(q)]. 
i=l 
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Speziell erhalt man so eine Bestimmung fur das gr613te Ideal G, von 
A (9 = a) und das griil3te derivationsinvariante Ideal G(Der A). 
KOROLLAR 1. SeiF die durch die antikommutative Multiplikation definierte 
Bilinearform. Dann gilt 
dim GA < p” - pRa”sr. 
Beweis. Sei G, = & R(q) 3 A. Wegen [GA , A] C G C N gilt 
F(R(x,) + IV”, X/l\;“) = 0 fiir 1 S.i<.r, 
also RangF < n - T. Damit ergibt sich dim GA = p” - pn+ <p” - pRangF. 
Dies liefert eincn neuen Beweis fur das schon bekannte Ergebnis 
KOROILAR 2. Sei RangF =- n. Dann ist A einfach. 
Aus den Idcalen G(9) konncn weitere konstruiert werden. 
hUMA 5. Sei A nicht einfach. Dann enthiilt A die Ideale Gai, i > I. 
Sie lassen sich darstellen als 
GAi .= KJR(x,) ,..., R(x,.)] o K[H(x,,J ,..., R(x,)]. 
Fiir i > 1 ist GAi nilpotent. 
Beweis. a) [GAi, A] C Gyl 3 [G, A] C Gyl 3 G, = Gni; G,ioA = 
G;.loG,oA =m G,i. 
b) Aus der Kommutativitat und Assoziativitat der Multiplikation “0” 
folgt GAi = (K,[H(X,) ,..., R(x,)]}~ 0 (K[R(xri.J ,..., R(x,J])i. Der zweite 
Faktor ist eine Algebra mit 1, andert sich beim Potenzieren daher nicht. 
Der erste Faktor andert sich auf die angegebene Weise. 
c) Es wird gezeigt: G,jG,,” C GiA+l fur i > I. 
GAjGAi C G%’ o (GAG/) C G;-l o (GAG,,) 3 G;-1 C G2-i-2 o GA C Gy’. 
G selbst braucht nicht nilpotent zu sein. 
SATZ 4. Sei A nicht einfach. Dann enthiilt A ein kleinstes Ideal 111~ , 
melches in allen echten Idealen enthalten ist. Esgilt lMA 0 M,, = = [MA , MA] = 0. 
Beweis. Sei S echtes Ideal von A, f E S, f f 0. Definiese f. z-f, 
fi := XI’ ofi+(i > 0), wo si so gewahlt ist, dal3 fi f 0, aber xi 0 fi = 0 
gilt. Da S Ideal von A.- ist, gilt fn E S. Nach Konstruktion folgt aus der 
Kommutativitat und Assoziativitat 
xkofn =- 0 (k = l,..., n), d.h. aEK, a + 0. 
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Also ist der Durchschnitt aller echten Ideale von a4 ein kleinstcs Ideai #O. 
Da G,,2 nilpotent ist, enthalt A ein Ideal Z mit ZZ --: 0. ,%Z,j ist in I enthalten. 
Q.E.D. 
II 
Im Faigenden werden die Algebren von X untersucht, fiir die A (d.h. 
der \Tcktorraum A mit dcr Multiplikation [f, g] : -- fg - gj) Lie-Algebra 
ist. Die Klasse der Lie-zulassigen Algebrcn von .;Y werde mit .Y bezeichnet. 
Diese Algebren sind u.a. von Schafer [9] und Oehmke [7] untersucht worden. 
?Tunachst sol1 mit ciner geeigneten Gektorraumzerlegung die derivierte 
Reihe von ill- untersucht werden. 
In 17, Beweis zu Satz l] ist eine Konstruktion angegeben, die die Existenz 
eines Erzeugendensystems der folgenden Art sicherstellt: 
1) bl, x2] -L 1 -j- xf-’ c p--1 c m m E A 
2) [xl , xj] -= xf-’ 0 mj , [Z, , xi] ‘= xf-’ c m,‘, mj , mj’ E: A, j + 1, 2. 
I,EMMA 6. ad, x1 0 x2 ist halbeinfach mit Eilenwerten in K, . 
Bewei.s. 
Die Erzeugenden des Systems sind Eigenvektoren von ad, X, c .r2 mit 
Eigenwerten in K, . Da nach I (3) ad,, . 1: 0 x, Derivation von .4 7 ist, ist ein 1
Monom JJz-, xii Eigenvektor zum Eigenwert (t, -- t,). Damit ist tine 
Eigenvektorbasis von A angegcben. 
14 l&t sich in Eigenmoduln bez. ad,,, x1 o X~ zerlcgen, A = OiEZ Ai, 
wo /Ii der Eigenraum zum Eigcnwert i ist. Da ad, .T~ o a, Derivation vo”, .4- 
und A- ist, gilt [Ai , A?] C /Iisj , Ai o A, C A, -.j _
LEMMA 7. A, C A(") fiir iy2 0. 
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LEMMA 8. A,Cxf-‘o xZpelo A, + [A-,,AJ. 
B~eis. Nach dem Beweis von Lemma 6 gilt 
[A-, ) A,] 3[Xl ,x; 3 xi+;’ c fix?] 
Der dritte Term verschwindet, da in ihm nach Wahl des Erzeugendensystems 
ein Faktor x2” auftritt. Wegen xIPlfS o A$-‘~’ 0 m o ny=, xi? E xl-’ o X2 P-l o A, 
folgt die Behauptung. 
SATZ 5. Sei A E 9, A nicht notwendig einfach. Dunn gilt 
A’Z’ = A(l). 
Beweis. Mit den Bezeichnungen der Lemmata gilt A - BieK, Ai, 
A(l) z [A,, A”] + C [A, y Ai] + C [Ai 3 Aj] C A$’ 
i# 0 i.jiO 
-I- c 4 + c [A< , A-J C At’ + Ac2). 
i#O i :# 0 
Es mul3 also nur A:) C A@) gezeigt werden. 
A;) C (x1-l o x:-l o A,)(l) + ([A-, , A,])“’ + [x:-l c x:-l 0 A, , [A-, , Al]] 
Der zweite Term liegt in A@), ebenso der dritte wegen 
[x:-l 3 x2”-’ 0 A, , [A-, , A;]] C [A,, [A-, > 411 C [A-I, 41 
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SchlieBlich gilt wegen [x1 0 x2 , A,] = 0 
[x:-l 0 $1 0 A O,l 2-l 0 ‘2 yP- l 0 A,)] = x1”--’ 0 x2”-l 0 [A, ) x1”-’ 0 x2”--1 0A,] 
z-7 .y 2D-2 "P-2 I 0 r, _ 0 A$ 
Dies verschwindet wegen 2p - 2 > p, xip-2 0 xi,-, :-. 0. Q.E.D. 
Speziell ist A- weder nilpotent noch auf&bar. 
K~ROLLAR 1. A”) enthiilt ein lkzeugendensystem van A. Es gilt 
A z A”’ I N” 
Bemis. Nach Lemma 7 und 8 gilt Ai C /l(l) fur i :$- 0 und A, C 4”) + N” 
(weil p > 2), also A C Au) -+ N*. 
Sei (xi) i = l,..., n ein Erzeugendcnsystem von 4. Dann gibt es Polynome 
Pi E X4 mit Zi := xi $- Pi E A”‘. Nach I Satz 1 ist (zi) ein Erzeugendcn- 
system von A in A”‘. 
KOROLLAII 2. Zentr. A”) == A”) n Zentr. A. 
Beweis. Zcntr. 4”) = {f~ /I(r)/[j, P] = 0 fur alle PE A(l)). 
a) Trivial gilt A”) n Zentr. 4 C Zentr. A(*). 
h) Sei (q) ein Erzeugendensystem von A in A(I), f~ Zentr. A(l), also 
[f, q] = 0 fur alle i. Dann gilt v, l’J:-., ~911 = 0, [f, 41 -2 0, nach S. 3 
also fE Zentr. A. 
Die Rechnung S. 3 zeigt zusammen mit Satz 5, daB Kommutator und 
Assoziator von A mit 4”) iibereinstimmen. Also gibt es genau dann auf A 
eine assoziative Lincarform f0, wenn A w # A gilt. Fur einfache Algebren 
gilt zusatzlich zu Satz 5 
SATZ 6. Sei A E 9, A einfuch. Dam gilt 
A'11 _ A oder Codim, A”) = 1. 
Beweis. Sei A(i) # A und 1/ ein Iinearer Raum mit A”) C V # A. Eine 
Basis von V erganze man zu einer Basis von A durch geeignete Polynome 
PI )..., Pm : A = V@KP,~...@KP,. 
Auf A definiercn wir eine Linearform 1 durch 
1(V) == 0, I(P,) - 1) Z(Pi) = 0 fiir if I. 
Wegen l(A”)) = 1(V) = 0 ist 1 assoziative Linearform. Man betrachte den 
zugehorigen Bilinearkern Bk(l) := (f E A/Z(fg) =I 0 fur alle g E A) ==-= 
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(fE A/l(fog) L 0 f” ur alle g E A}. Wegen I f 0 gilt Rk(l) # A, aus der 
Einfachheit von A folgt Bk(l) : 0. 
Sei (xi) ein Erzeugendensystcm von A. Falls ny., xf-’ E 17 gilt, folgt 
(wegen (ny=, x:-l) 0 A7 = 0) rJT= r xf-’ E Bk(Z), tin Widerspruch. Also gilt 
A(l) -j- K& $-’ -z A. Q.E.D. 
Der Beweis bleibt offenbar richtig, wenn A E X’ gilt. 
Speziell folgt fin eine einfache Algebra A(l) =- A, wenn ftir tin 
Erzeugendensystcm ny=, x:-” E A[*) gilt. 
Schafer ist bei der I!ntersuchung gewisser Liealgebren auf die Algebren 
von Y gefuhrt worden [9]. I? ordncte jeder Blockschen Liealgebra L(G, 6, f) 
eine Algebra A von 9 zu. Diese Algebra ist einfach, wenn L(G, 6, f) einfach 
ist, und es gilt dann (A/l(l)“) g L(G, S,f). 
Wir werden zeigen, da0 man umgekehrt jeder Algebra von 5’ in gecigneter 
Weise eine Liealgcbra zuordnen kann, die genau dann einfach ist, wenn die 
Ausgangsalgebra einfach ist. In diesem Falle ist die Zuordnung genau die 
Umkehrung der Schafer’schen, d.h. sie spezialisiert sich zu dcr Abbildung 
A --> (A/Kl)“), 
wenn A einfach ist. 
DEFINITIOS 3. Sei A E 2, L(A) :-= A”J/Zentr. A”) 
SATz 7. Es gilt 
1) [L(A), L(A);/ =:= L(A) 
2) Zentr.(L(A)) =: (0) 
3) L(A) s ad,(l) A(l) G (ad, A)“) 
4) Fulls A einfach ist, gilt L(A) g (A/Kl)(‘). 
&x&s. 3) Wegen (ad,, A)(r) = ad,., A(l) ist nur ad,, A(l) E ad,,,, A”) 
zu zeigen. Durch die Abbildung 
ad, A(r) + ad,(,) Au) 
T: 
ad,f i+ ad,(,)f 
ist ein Homomorphismus der Licalgebren gegeben, T ist surjektiv. 7’ ist 
injektiv: adAIl, f =I 0 2 f E Zentr. /I(r) C Zentr. A * ad,f --: 0. 
2) Wir zeigen: Zentr.(adAu, Aor) = {O}. 
ada(,)fE Zentr.(ad,(,, A”)) 2 0 = [ad,(,) f, ad,(,) A”‘] --= ad,c,)[f, A(r)] 
.* If, Aor] C Zentr. A(r). 
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Wegen Satz 5 zieht dies [f, An’] 7 [f, [A”‘, ,4(i)]] C [[f, /1”‘], A”‘] = 0 
nach sich, d.h. f E Zentr. 4”’ und ad,‘,, f = 0. 
I) Wegen (ad,(,) A’r))(r’ 7. ad,ll, 24(2) =: ad,(,) 4”’ gilt (L(.4))(‘) -.= Z,(A). 
4) Sei ;I einfach. Dann gilt %entr. A = Kl, also folgt 
L(A) e (ad, .4)(l) s (il/Kl)(n. Q.E.D. 
Zu einer weiteren llntcrsuchung bctrachten wir die Idcale von A undL(A). 
Es bezeichnc 
S(S) die Menge der (cchten) Ideale von d 
Z(Z’) die Menge der (echten) Ideale von L(A) 
k den kanonischen Homomorphismus A-- -- > il- /Zentr. 4”’ 
P die Projektion von A nach TV, P(al -+ n) : :. n 
S(fl ,..., f,,J das von fi ,..., fin E A erzeugte Ideal von il. 
Es definiert 
l/G : s --•z I
s ,-+ k(S n A”‘) 
eine isotone Abbildung von S nach Z und 
Z + (Pk--‘(I)) c A -j- [k--‘(Z), A’l’] o A 
eine isotone Abbildung von Z nach S. 
Die Isotonie der Abbildungen und die Wohldefiniertheit von (cr sind trivial. 
Es muI gezeigt werden, da13 dZ) fiir Z E Z Ideal von il ist. Wegen der 
Assoziativitat in A * ist es Ideal von A-1. Wegen k([k--l(Z), A”‘]) C [I, L(A)] C Z 
gilt 
[k--‘(Z), A”‘] C k-*(Z). 
Kach Satz 5, Korollar 1 gibt es ein Erzeugendensystem (zi) von A in A(r). 
Sei f~ k-‘(Z): 
[‘.I 
f, !I, z;i- = c SJf, z] 3 fj zy 
i z- I 
Hieraus folgt 
[k-‘(Z), A] C [k-‘(Z), D’j c A. 
Zusammen ergibt sich 
[I, A] =. [Pk-‘(Z) 3A, AJ 
+ [[k-‘(Z), A”‘] o A, A] C {Pk-‘(I) r: A” :- [k--‘(Z), A] o A} 
+ {[k-‘(f), A”‘] 0 A”’ -t [[k-‘(Z), A”‘], A] 0 -4) C q(Z) 
:- [k-‘(Z), A] 0 A c y(Z). 
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Also ist ~(1) Ideal von A- und damit such von fl. Offenbar gilt #(A) = L(A). 
q@(A)) == A gilt, weil nach Korollar 1 zu Satz 5 y(L(A)) (>A”)) tin 
Erzeugendensystem von A cnthilt. # und y bilden sogar echte Ideale in 
echtc Idedle ab. Zum Beweis benijtigt man 
LEMMA 9. Sei I E I, ~(1) == A. Dunn gilt I = L(A). 
Beweis. &Z : :2 {P E Ac1J/3Pl E k-‘(l) n A”) : Gr(P -- Pi) > Gr P}. Sei 
44 # A”) und t : = Min(Gr Q/Q E A(l), Q $ M}. 
a) Es wird gezeigt: t > 2. 
Wegcn ~(1) = A gilt [K-i(l), Atz)] @TV. Also gibt es f E k+(l), g E A(1) 
mit [f, ~1 = 1 + n, n E X. Wegen 1 CT-~- ‘(I) kann f E N gewghlt werden. 
Nach Lemma 2 gibt es ein kanonisches Erzeugendensystem (q) mit ui == f, 
~a = g (es gilt also Gr([u, , q]) 3 1 fur i # 2). Wegen A =I A(l) + hr4 
(Korollar 1 zu Satz 5), [A, A’*] C N” und [k-‘(I), A(l)] C k-‘(I) (s.o.) gibt es 
zu h E k-‘(I), Zc- A ein Polynom P(h, 1) G A(l), Gr(P(h, 1)) > 3 mit 
[h, Z] + P(h, 1) E k-l(l) n .4(l). ES f01gt 
(i) [ul , u2] = 1 + n E k-l(l) n A(l). 
(ii) i f 2 : [ul , u2 0 UJ = (1 + n) 0 Ui + u, 0 [Ui , z+] .?? qvs), 
da (ui) kanonisch ist. Also gibt es Polynome Pi, Gr 1’; > 2, so da8 
[ur , ua 0 ui] = ui + Pi’ gilt. Es folgt 
ui + Pi E k-l(l) n A”) mit Pi := P(z+ , ~2 0 ui) + Pi’, Gr I’i > 2. 
[u i , ua2] == 2u, 0 (1 + TZ) ~4 224, (N2). Also gibt es P2, Gr P2 > 2, 
un + Pz E k-l(I) n A(l). 
(iii) i,j # 2 : [ul , u2 0 ui 3 2q-j = (1 + n) 0 ui 0 ui f u, 0 [ul , ui 0 u,] 
E= ui 0 uj (hy 
j # 2 : [ul , uz2 0 Uj] =E 2u, 3 24’. (1V3) 
Also gibt es Polynome Pij , Gr Pij 9 h 3, so dal3 gilt ui 0 ui .-I- Pij E K-l(I) n A”) 
fiir (i,j) -f (2, 2). 
[Ul o 242 -i-e P~2,u2*] = 2u,2.(1 j-n) + [P12, u2*] .= 2~,~ (N3), also gibt es 
P22 , Gr Pz2 3 3 mit u22 -I- P22 E k--‘(I) n A(l). 
Also gilt t > 2. 
b) Das Minimum t wird angenommen von einem Polynom 
Q,, : Q. E A”), Q,, $ M, Gr QO = t. Wegen A (l) -= A(2) gibt es eine Darstellung 
Qo = C [Ai 9 Bil, Ai , Bi E A’l’. 
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Falls Gr Ai < t gilt, gibt es Ui, E k-‘(Z) n A(l) mit Gr(A, .-- Pil) > Gr Ai 
nach Wahl van t. Sukzessive gibt es Pil E K--I(Z) n A(l) mit 
Man setze 
A; := Ai - C Pi, ) Ai’ := c Pi, 
/ 1 
und erhalt eine Zerlegung von Ai 
Ai = Ai’+ A;, A,‘EK-~(Z) n A(‘), Gr(A;) & 1, A; = Ai - A,‘E A(‘). 
Entsprechend gibt es eine Zerlegung von Bi . Also gilt 
Qo q = c [A , &I 
I 
= T [A;, B,‘] + ; [A;, Bi’] -I- ; [Ai’, B;J f 2 [A;, Kl. 
i 
Wegen Ai’, Bi’ E F(I) n A”) und A:, Bi E A(l) liegen die ersten drei 
Summanden in k-l(Z) n A (1). Aus der Gradrelation Z(2) folgt 
Gr([Al, B;]) 3 Gr(A;) k Gr(BC) - 2 > 2t - 2 > t. 
Dies widerspricht der Wahl von Q,, . Also gilt M =: A”‘. 
c) Sei A(l) Q K-l(Z), I : = Max{Gr Q/Q E A(r), Q # k-*(Z)). Dieses 
Maximum wird von einem Polynom Q1 angenommen. 
Q, E A(l) = M 2 3P E k--l(Z) n A(l) mit Gr(Q, - - P) > Gr Q, . 
Q1 -- P E A(l), Gr(Q, --- P) > Y > Qr .- P E K-l(Z) = Qr E k-i(Z), 
ein Widerspruch. Also gilt A(i) C K-r(Z) und Z,(A) = I. U.E.D. 
LEtitnfA 10. a) # ist Abbildung S’ -+ I’. 
b) v ist Abbildung 1’ --+ 5”. 
c) Es giZt Z C k((y(Z) -j- Kl) n A(l)) fii~ Z E I. 
Beweis. a) Sei S E S’ f a. 
(i) $(S) = {O}. Dann gilt wegen der Isotonie von # fur das kleinste 
Ideal 1%’ von A #(M) = {0}, d.h. 
K(M n A(r)) L= {0), 111 n A(l) C Zentr. A(l) C Zentr. A. 
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Es folgt [M, LIol] C [M, A], A] C [Zentr. A, A] = (01. Mit &Z 0 A C M 
ergibt sich {O) = [M, A”‘] 3 [AI 0 A, A”‘] : M 0 [A, A’1’] = dl 0 .~4(1). 
(Dabei wurde bei der vorletzten Gleichung [N, Atl)] = (0) und bei dcr 
letztcn Satz 5 verwendet.) Da 4”) nach Vorraussetzung invertierbare Elemente 
enthilt, folgt M = CO>, ein Widerspruch. 
(ii) I(S) == L(111). Wegen der Isotonic von $ gilt fiir das gr&e Ideal 
G von A 4(G) = L(4). Es folgt 
./I(i) C G A A”) + Zcntr. Jo’ C G 0 Kl, 
A”’ :z [A”‘, A”‘] C [G ,z; K 1, d(l)] C G C N, ein Widerspruch. 
(b) Sei 1~ I. ~(1) = (0) 2 H-‘(l) = (01 3 k-‘(l) C Kl =- I = CO> 
dl) =. A 2 1 :- L(A) nach Lemma 9. 
(c) Aus den Dcfinitionen folgt IC k(P~?-‘(1) 0 KJ), also gilt 
I C k(v(Z) -i- Kl) n L(A) = k((rp(Z) + Kl) n A”‘). Q.E.D. 
Einc Licalgebra heil3e halbeinfach, wenn sie keine echten abelschcn IdeaIe 
enthalt. Dann gilt 
SATZ 8. Sei -4 E 9. Dam sind die folgenden -4ussagen &p&alent 
(1) A ist einfach 
(2) A enthiilt keitze echten ahelschen Ideale 
(3) I,(A) ist einfach 
(4) L(A) ist hafbeinfach. 
Reweis. (2) e (1) nach I Sate 4 
(1) o (3) nach Lemma 10 
(3) -;- (4) ist trivial 
(4) =a (2) : -4 enthalte ein echtes abelsches Ideal S -3- #(S) ist 
echtes ideal von L(A) nut [tb(S), 4(S)] C [k(S), k(S)] = k([S, Sj) := 0. 
Q.E.D. 
SATZ 9. Sei A E Y, A nicht einfach. Dam enth$it L(A) das gr@e Ideal 
((G,,, G KI) n J(r))/Zentr. Au’, welches alle echten Ideale van L(A) enthiilt. 
Es gilt 
L(-4)/{(G,d 0 Kl) n .4(r),!%cntr. ,4(t)] z L(A!G.,). 
Beweis. 
(a) ((G,, Fj KI) n A(i))/Zentr. d4u’ ist Ideal von L(A), weil G,,, c$ Kl 
Ideal von d- ist. Falls ((G., 0 Kl) n fln’/Zentr. 4”) = 1,(A) gilt, folgt 
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-4”’ C (G, 3 Kl) 1 Zentr. ~qrl), alsu .drlJ = [-g(r), r3”)] C [-g(l), G,,] C :Y.< , 
ein IViderspruch. 
(b) i EI’ L ~(1) E S’ -:- ~(1) C G,,, > I C k((G., 0 Kl) n =1(t)) nach 
Lemma 10. Also ist dies das griiljte Ideal vonL(d). 
(c) Anwendung des zweiten Isomorphiesatzes ergibt mit der 
Rezeichnung R :=- J/G, 
H -;‘h-I R G (.+/G,,)/(G,, .z:> H/GA) 2; :I-:‘((;,, 1% K1,4). 
Sach Satz 7 folgt, da R einfach ist, 
L(R) :> (B~k’l,)“’ z ($/(G, @I Kl,,)) ‘1) = A’“;((G,, $2 A-l,.,) r? P) 
,: (.+ld)/Zcntr. A(r’)I((G,, 3 KI,) n .d”J!‘%entr. ~~urJ 
= L(.-jl)/{(G, @ Ki,) n Ad)/%entr. .4(llj. Q.E.D. 
&x- die Existenz tines kleinsten Ideales lassen sich keine ,4ussagcn machcn. 
SATZ IO. Sei A E 8, 11 einfach, dim A =--- p?‘. Dam &It 
Heweis. Da il einfach ist, gilt Zentr. B = k’l. Dann folgt die Bchauptung 
aus Satz 6 und Korollar 2 zu Satz 5. 
Die Klasse dieser Liealgebren bezeichnen air mit 8. Nach Schafer 
[9, Satz 71 in Verbindung mit Satz 7 sind die einfachen Blockschen 
Liealgehren isomorph zu Algebren von 2. LVir vergleichen 9 mit den 
klassischen Algebren (mit der Definition nach [lo, S. 281) bei Char. I\’ > 3. 
Sei L(J) eine (nicht notwendig einfache) Liealgebra von 8 und L(A) := 
4l ‘- lLEJI ’ 15, , d,’ die Menge der Wurzeln ~0, eine Cartan-Zerlegung 
beziiglich der Cartan-Algebra L,, . Dann ist Iz-~(L,) nilpotente Lnteralgebra 
von .?---. --I Ial% sich in tine direktc Summe von Eigenmoduln beziiglich 
h .l(I-,) zerlegen: 
d4-- =: JA 4, ) a’ E’g 1 enwertverteilung auf k-r(&) (s. VII)* 
a 
Da ad f fiir alle f~ A Derivation van -:I .- und “1 i ist, gilt 
[iI&, ) AD,] c d4,..,, ) d,, 0 A,, c A,,; Be . 
Sei .J; C N’ fur alle CX’ :,I; 0. Dann enthalt A, ein Erzeugcndensystem von 
d, es folgt Jo = II, d.h. ad, K ‘(I,,) ist nilpotent. Dann ist such adlcn)Lo 
nilpotent. Da& Cartan-Algebra von L(z3) ist, folgt L, .-= L(A),L(.4) nilpotent 
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im Widerspruch zu Satz 5. Also gibt es eine Wurzel y’ f 0, so da0 A,,, ein 
Polynom P enthalt mit Gr P < 1. Dann gilt Pr f 0 fur I < T < p -- 1, 
P’ E A; . Also ist ry’ Wurzel fur I E K, . 
Die Zerlegung von il- beziiglich k-l(L,) liefert nun (wegen A,, C -go’ 
fur cy’ + 0) eine Zerlegung von 15(/l): 
L(A) = k(A, n A(l)) + 2 k(=l,,). 
3, 
Wegen Zentr. R(l) C A, gilt &A,,,) f 0. Aus [R--‘(LO), A,,] C Aup folgt 
[L,, K(B,,)] C k(A,,) fur (I’ f 0. Da ad,0 k-‘(L,) nilpotent ist, ist such 
adk(AOnAol) L,, nilpotent, also folgt K(A, n Ad)) L- L,, aus der Maximalitat 
von I,, . Also ist die vorliegende Zerlegung bereits die Ausgangszerlegung 
von L(A). Also gibt es eine Wurzel y E d,‘, so daR k(A,,,) = L, . Xach 
Konstruktion gilt L,, :-= k(A,,,,). Damit gibt es zu jeder Cartan-Zerlegung 
von L(A) eine Wurzel y # 0, so daf3 my Wurzel ist fiir alle Y E k’, . Nach der 
Definition von [IO] folgt hieraus 
KATZ 11. Sei L(A) E 2. Dam ist L(.4) nicht Khsisch. 
Ref. [7] von R. H. Oehmke beschaftigt sich mit den einfachen Algcbren 
von Y. Dabei sind einige Fehler aufgctretcn, so da0 die Ergebnisse nur 
fur schr spezielle Algebren von 3’ bewiesen wurden. 
1) Satz 1 (S. 417) sol1 die Existenz eines geeigneten Erzeugendensystems 
sicherstellen. Er lautet : Sei A eine einfache, Lie-zul%ssige nodale nicht- 
kommutative Jordanalgebra uber einem Korper der Charaktcristik p f- 2. 
Wenn A+ eine gerade Anzahl von Erzeugenden besitzt, kann man tin 
Erzeugcndensystem JC~ ,..., x*( wahlen, da0 gilt 
[xi , .x~,.~] == I + a&-l c .z$;~, i == I,..., r 
[Xl 9 xi] == 0 sonst 
(1) 
mit ai E K. 
Wenn A +- eine ungerade Anzahl von Erzeugenden besitzt, kann man ein 
Erzeugendensystem x1 ,..., x*,+r wahlcn, so da13 (1) erfiillt ist und 
(2) 
Dieser Satz enthalt zwei unabhangigc Fehler. 
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a) Sei TZ =- 2~. Man bctrachte das Beispiel des folgenden Kapitcls. 
Dort ist eine einfache Lie-zulassige Algebra A c Y angegeben mit n = 4, 
dim d = p”, RangF == 2 + 4. Falls A zu einer Algebra isomorph ware 
mit eincm Erzeugendensystem (1) mtil3te Rang F = 4 gelten. 
b) Sei n = 2r -5 1. Die angegebene Konstruktion ist fehlerhaft. Die 
auf S. 422 Zcile 11 ausgefiihrte Wahl von 6 ist nur mkglich, falls die dort 
auftrctende Konstante /3 nicht verschwindet. 
2) Im Reweis von Satz 3 (S. 426) werden auf S. 425 in den Zeilen 
25-30 Korperelemente in eine Polynomidentitat eingesetzt. Das ist nicht 
zulassig, weil .qr’ :-: 0 gilt. Satz 3 ist trotzdcm in der verscharftcn Fassung 
unserer Satze 8 und 10 richtig. 
3) Die in Satz 4 (S. 429) angegebencn Derivationen sind linear 
abhangig. Daher ist die Dimension von Dcr d falsch angegeben. 
Ueweis. Die Derivationsalgebra einer Algebra, die ein Erzeugenden- 
system (1) und (2) bcsitzt, besteht aus dem richtigen Teil des Bcweises von 
Satz 4 aus den Abbildungen 
Dabei sind g, y, , 6 beliebig wahlbar. In anderer Schrcibweise ergibt dies 
Da 1 E Zentr. d und also Ql, 0,O) = 0 gilt, folgt fur die Dimension 
von Der d 
dim(Der A) < ( p” - 1) + TZ $- 1 -= p” -j- n. 
481/21/3-z 
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Ungleichheit gilt gcnau dann, wcnn es eine weitere (nicht-triviale) Dar- 
stellung dcr O-Derivation gibt. Es gilt aber: n := D(x,,,, , yj , 0) mit 
yr --_ -1, yzr R cy, yar+i = --fi, yj z 0 sonst, ist O-Derivation. Zu zeigen 
iSt II = 0 fur 1 = I,..., 2r -i. 1. 
Fir 1 ;+ T, 2r, 2r + 1 ist dies offenbar erfiillt (man bcriicksichtige (2)). 
Fur 1 = r, 2r, 2r +. 1 liefert das eine einfache Rechnung. Also sind die in 
[7, Satz 41 angegcbencn Dcrivationen linear abhangig. Die Tcile der Arbeit 
von Goldmann [2], die sich auf diese Arbcit beziehcn oder auf ihr aufbauen, 
mussen entsprechend geandert werden. 
III 
Fiir zwei Algebrcn A4, , A, E X (iiber dem gleichen Grundkorper) wird 
ein Algcbrenprodukt definiert als dcr Vektorraum A,+ (3 d,-!- (d.h. das 
Tensorprodukt der zugehorigen Vektorriume) mit einem Produkt dcfinicrt 
durch 
(fl 1h)( g, 9 &!) :y- (fi oRI ?f2 cgz) + ?wl 9 &I*.& oR?) + vi o g1 9 u2 3 &!I)& 
Offenbar gilt (/li 8 /I,)+ = /I,+ @ A,- (das Tensorprodukt der assoziativen 
Algebren). 
Das Einsclemcnt ist (1, I), die Menge der Nilpotcnten wird gegeben 
durch 
fi-‘4&4, = (-VA, 0 4) + VJl 0 xl,). 
(mit der Rczeichnung (I’, @ Vs) :- ((fi ,fZ),fi E l/J. 
Man sieht dies sofort an der Definition der kommutativcn Multiplikation. 
Also gibt es eine Vcktorraumzerlegung 
A, @ A, = Kl @ M,,,,+, 
Fur Derivationen Iji van -qi+ sind 
Dl 0 1 : (h v f2) ‘- Plfl9f2) 
1 0 D2 : (fi 9 fi) ++ (fi 9 Def2) 
Derivationen von A,+ @ A,+-. 
hiMMA 11. Seien !I,? T3j-einfuche (assoziutive) Algehren. Dann ist 
A,+ @ A,-‘- S%einfach fiir 9 = {Dl 0 l/D, E .gI] v {I @ D.JD, E Sz). 
Hem+. Sei S + 0 5%invariantcs Ideal von A,+ @ A,+. Ein Element f 
von S werdc dargcstellt durch f == zfyi (xi , yi), wo die y, linear unabhangig 
iiber K sind. Z(f) heiMe die Lange von f. 
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a) Sei J” # 0 ein Element mit minimalem I’(f ). Da Al’ &-einfach ist, 
gibt es T1 ,..., T, E {R, f, h E A,+) U 9r , mit a:=‘=, T,(q) = 1. Sian definiere 
T.’ .= tT? 0 1 fur T, ~9~ 
’ . lR+(h, 1) fur Tj = R,&T, 
und erhalt 
mit geeigneten xi’ E A,+. 
b) Falls etwa xa’ $ KI, xs’ = sl + XI , x’;; F 0 nilpotent gilt, gibt es 
U E ~8~ mit Dx,” # 0, da sonst X: o A,+ echtes Sr-invariantes Ideal von A,+ 
ist. Wegen D(I) = 0 hat dann D @ 1( f ‘) = C:yj (Dxi’, yi) f 0 kleinere 
Lange als f, ein Widerspruch. Also gilt xi E KI , d.h. Ef f ) = I, (1, or) E S. 
c) Ein gleiches Argument wie in a) liefert (1, 1) E S, S = -4,+ @ A,‘. 
Als Folgerungen ergeben sich: 
1) (4 0 A,)’ ist derivationseinfach, weil A,+, A2~ derivations- 
einfach sind. Nach [3] ist (A, @ A,)+ reduzierter Polynomring. 
2) Seien A, , A, einfach. Dann sind A,+ (LA-, ia E A,)-einfach, also ist 
(A, @ A,)+ 5%einfach fur 9 = (LG,~) , h E A,} u (LE,,, ) h E A,). Es folgt 
die Einfachheit von A, @ A, . 
Da A, nodal ist, gibt es f, g E NA, mit Jg = 1 t n, n E A& 1 Dann gilt 
61’, 11, (g, 1) E JJ+o~, und 
Zum Beweis, da13 -4r @ A, flexibel ist, braucht wegen Char. K # 2 nur 
in [S] ist gezeigt, dal3 die Multiplikation einer flexiblen Algebra B, fur die 
,Y reduzierter Polynomring ist, bereits von der Form (1) ist. Also gilt 
-4z @ A, E X. Fur die Dimension ergibt sich 
dim A, @A, = (dim A,)(dim A,). 
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Seien (xi) bzw. ( rj) Erzeugendensysteme von A, bzw. A, der L&ge n, 
bzw. n, . Dann wird durch ((xi , 1)) u ((1,~~)) ein Erzeugendensystem der 
Linge n1 + n, von A, @ A, gegeben. 
Nach Lemma 1 ist A, @ A, genau dann Lie-zul&sig, wenn die Jacobi- 
Identit;dt fiir ein Erzcugendcnsystem gilt. Da der Kommutator [(xi, I), 
(1, rj)] verschwindet, ist A, @ A, genau dann Lie-zulgssig, wenn A, und A, 
Lie-zul&sig sind. 
Sic G,,w~ das grijl3te Ideal von A, @ A,. Offenbar gilt 
Da in dem Diagramm 
die letzten beiden Algebren einfach sind, sind diese beiden Algebren isomorph 
und die obigen Ideale sind sogar glcich. 
Die Elemcnte von /I, @ A, , die mit allen Erzeugenden vertauschbar sind, 
bilden das Zentrum von A, @ A, : 
0 = [xi[( g,? , gZj), (xi, I)] = Cj([ glj, ~~1, gZj) 3 gli E Zentr. A,. Entsprechen- 
des gilt fiir A, . Hicraus folgt Zentr.(A, @AZ) = (Zentr. a,) @ (Zentr. .4& 
Fiir die Derivicrtc (A, @ AZ)“) crgibt sich 
Denn es gilt etwa ([fit hl,f2) = [(fl ,fJ, (Al, 113. 
Diese Konstruktion l& sich ausdehnen auf das Produkt von endlich 
vielen solcher Algebren iiber dem glcichen K6rper. Die Ergebnisse lassen 
sich entsprechcnd iibertragen. 
Diese Konstruktion 1Ut sich auf die Liealgebrcn von Block anwendcn. 
Diese Liealgebren sind auf folgende Weise definiert: Sci 
G zzz Go + G, + ..a -/- G,,, 
direkte Summe elementarcr p-Gruppen. Man w&hle Si E Gi , 6, = 0, Si f 0 
fir i + 0 und setze 6 ---: & &. 
Sei U einc eineindeutige Abbildung von G auf eine Basis eines Vektor- 
raumes L/K mit dim L = 1 G I. Dann dcfiniert 1, mit der Multiplikation 
U(a) U(b) := -g f(Ui , b,) U(u + b - SJ 
i=O 
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eine Algebra. Dabei sei f eine antisymmetrische biadditive Form auf G x G 
und ai bzw. hi die Komponente von a bzw. 6 in Gi . Unter geeigneten 
Voraussctzungen an f ist 
L(G, S, f) := (L~U{O))K"' 
eine einfache Liealgebra. 
Nach Schafer [9] konstruiert man eine iilgCbrd d E 2, so daT3 ~4.~. isomorph 
zu L ist. Bei dicser Konstruktion werden den Untcralgcbrcn L, :- 
(b’(a), a E Gk) von L Unteralgebren A, E YE’ t-011 IJ zugcordnot. Kin I-ergleich 
crgibt, dal3 
gilt. Nach einer Bemerkung von Block [I, S. 4251 sind dann Q--I,) isomorph 
zu Liealgebren L, bzw. L, von Albert und Frank. Damit sind die Blockschen 
Liealgebren in gewissen Sinne also auf diese Algebren zuriickgefuhrt. 
Es ist bekannt, daT3 das Hilfsmittel der Cartan-Zerlegung nicht so brauchbar 
ist wie in Fall der Charakteristik o. Block hat gczcigt [I], dab es zu jeder 
naturlichen Zahi q eine einfache LieaIgebra gibt, die Cartan-Algebren zu q 
verschiedenen Dimensionen enthalt. Da es im Fall der Charakteristik $0 
keine Spurform zu geben braucht, ist zu erwarten, daR Cartan-Algebren 
such einfacher Lie-Algcbrcn nicht abelsch zu sein brauchen. 
SAW 12. Fiirjede Primzahl p > 2 und jede natiirliche Zahl q gibt es eine 
einfache Lie-,4lgebra der Charakteristik p mit einer Cartan-Algebra fro, 
so day Ilg [‘I 7: 0 gilt. 
Bew&. 
I) Sei 11 E 3? gcgebcn durch 
A+ = K[x, ...) x,], dim A+ : .: pl 
[x 1 , xp] = 1 [ x3 , x,] _- x1”-’ 5 x;- 
[ x1 , x3] :z .Kp [.Q , r,] = XT-’ 
[Xi , $1 = 0 sonst. 
.4 ist einfach und Lie-zultisig: Zum Beweis der Lie-zulgssigkeit zeigt man 
nach Lemma 1 die Jacobi-Identitat fur tin Erzcugcndensystem. 3Tit der 
374 STRADE 
Bezeichnung (;,j, K) := [[xi , xj], x~] gilt (1, 2, 3) = (2, 3, 1) = (3, 1, 2) = 
(1,2,4) = (2,4, 1) = (4, 1,2) = 0 
(1,3,4) + (3,491) + (4, 1,3) = [Cl, %I + [x:-l 0 xl-l, Xl] + 0 
Z-I= -g-2 0 x1”-’ + g-1 0 $2 = 0, 
(2, 3,4) + (3,4,2) + (4,2, 3) = 0 + [xf-1 0 xg-1, x2] - [g-l, x3] 
zzz -x 9-2 P-l 
1 o Jc2 + g-2 0 $1 = 0. 
Also ist die Jacobi-Identitat fur x1 ,..., x4 erfiillt. A ist einfach: Jedes Ideal 
S + (0) enthalt I$=, a$-‘. Dann gilt 
S 3 ad”-’ r .2 
und 
Wegen [xl , x3] = x:-l gilt adP .q(xa) = (p - l)!, S enthalt 
(ad9 x1)“-” (xip-’ 0 x:-l) = (p - l)! xi-‘. 
Entsprechend gilt -1 = (ad” x$-l (xi-r) f S und S = A. Auf diese 
Algebra wurde im vorigen Kapitel als Gegenbeispiel verwiesen. 
2) Man betrachte die Fitting-0-Komponente H von ad, xl 0 x2 , 
H = ((Xl 0 X2)T 0 xss 0 xat, 0 < Y, s, t < p - 1). 
Aus der Multiplikationstabelle erkennt man 
[x2 , x4] = x1”-’ 0xi-’ C [H, H] C x1”-’ ox;-’ 0 H, 
HL2’ C bvp-l or.- o 1 2 [ 3 H H] C xf9-2 o x,““-~ i) H zzzz (0) I 
H ist nilpotent, also Cartan-Algebra von A. 
3) A, := 0,” A, H, := ((fi ,...,f,)lf E H). A, ist einfach und Lie- 
zulhsig, weil A diese Eigenschaften besitzt. 
a) Es wird gezeigt: NormAs = H, . TH sei die Fitting-O-Kom- 
ponente van adA4(1 ,..., 1, x1 o q , I,..., 1), wo X, o x2 an der r-ten Stelle 
steht. Es gilt 
3 = Ufi nfcJ,!f~ E 9. 
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Also folgt Z-r, = n:=, JY. D a aunerdem nach Definition von H, 
(x1 0 x., ) l)..., 1) ,...) (I,..., 1, xi 0 x2) E H, gilt, folgt die Behauptung. 
b) I% wird gczeigt: I1p41I .- (0). Man betrachte Hk’l, 0 .< r :< q, [IFI 
wird als Vektorraum erzeugt von den q-Tupeln (f, ,...,f,) mit fi c- Ii, van 
denen T bcreits in WJ liegcn. Dies folgt nach Induktion unter Beruck- 
sichtigung von Il[nJ 2: (0). Daher gilt 
H?’ - ((fl )...) f*)/yi E ZP), 
wegen [fk , g,] E H”J -= {O}. Also ist 11, nilpotent und damit Cartan-Algebra 
von A, . 
4) Man gehe iibcr zu L(A,). 
r7 .= II P . P n &)JZentr. A:‘. 
H, ist nilpotente Unteralgebra van 1,(-d,). Da x1 0 x2 L -f[xi”, xaa] in -.qcr) 
licgt, gilt 
und 
(x1 3 x2 , I)...) 1) )..., (I,...) 1, x1 0 x2) E d6” 
(x1 : s., , I,..., 1) + Zcntr. At’,..., (I,..., 1, xi 0 x2) - Zentr. L,l:’ E R, , 
d.h. I?, ist maximal und damit Cartan-Unteralgebra v-on 1,(,4,). Zu zeigen 
ist: @,“I f (0). Da [x1 0 x3 , x2] -L x3 , [xi , x2 o x,] = x, in ,411) liegen, gilt 
Fi := (I,..., I, x3 , I,..., 1) $ Zentr. -4:’ 5 Ilq , 1 <i<q, 
wo x3 an der i-ten Stelle steht. Ebenso gilt 
Gi := (2$--l 0 xi-‘,..., x1”-’ 0 x2p-‘, x3 ,..., x3) -1 Zcntr. A:’ E 8, , 
0 5;; i < 4, wo an den ersten i Stellen xl o x2 steht, sonst x,, . Wegen 
xP--l 
1 5 s?~, .x4 q! Zentr. /I(r) gilt Gi -;: 0. Es folgt 2 
[F, , Gi. J = Gi (1 < i < 41, Gi 5 @, 
also fit1 # (0). QED. 
Die groBe Freihcit, die man bei der Definition der Rlultiplikation dcr 
Algehren von 9 besitzt, nutzen wir in der folgcndcn Konstruktion, die es 
crmiiglicht, such zu komplizierten Sachverhalten Beispiele (bzw. Gegcn- 
beispiele) anzugeben. 
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Sei E eine endlich-dimensionale nichtabelsche Liealgebra iiber einem 
KGrper der Charakteristik p > 2, und (e,), 1 < i < 12, eine Basis von E mit 
e, E EE. Man bilde E in den Vektorraum K[x, ,..., xn] ab durch 
E + K[x, ,..., x ] 
T: 
e, k+ 1 + xi . 
Auf diesem Vektorraum definieren wir eine Multiplikation durch 
[xi , xj] := T(e,eJ 
Wegen e, E EE gilt (1 + xi) E [T(E), T(E)]. Damit sind nicht alle 
Kommutatoren nilpotent, d.h. die so definierte Algebra A(E, (ei)) liegt in T. 
Wegen [xi , xj] = [l + xi , 1 + xi] ist T ein Lie-Isomorphismus 
E --> (1 + x1 ,..., 1 + x,). 
Dann erftillt das Erzeugendensystem (xi) von A(E, (et)) die Jacobi-Identitat, 
also gilt A(E, (ei)) E 9. E ist isomorph eingebettet in A-(E, (ei)). 
Diese Konstruktion hangt von der Wahl des Basis (ei) ab. Falls E einfach 
ist, braucht A(E, (e,)) nicht einfach zu sein. Umgekehrt folgt die Einfachheit 
von E nicht aus der Einfachheit von A(E, (ei)). 
Die Konstruktion laI3t sich fortftihren, wenn E die zusitzlichen 
Bedingungen EE = E und Zentr. E = (0) erfiillt. Zu A(E, (ei)) gibt es 
eine Liealgebra L(A(E, (ei))) =: L(E, (ei)) von 2. E wird durch T wegen 
EE = E isomorph in A(E, (e,))(l) eingebettet, wegen Zentr. E = (0) gilt 
T(E) n Zentr.{A(E, (ei))(l)} = (0). 
Damit liefert der kanonische Homomorphismus 
4-C (4P -+ A(E, (e,))u)/Zentr.(B(E, (ei))(l)> = L(E, (e,)) 
einen Lie-Isomorphismus 
E - T(E) -+ 4% (4) 
von E inL(E, (ei)). Auf diese Weise lassen sich z.B. die klassischen Liealgebren 
in nichtklassische einbetten. 
In der Literatur ist die Frage diskutiert worden, welche Lie-Algebren bei 
Char. p sich als Unteralgebren von Jacobson-Witt-Algebren darstellen 
lassen (vgl. dazu die Diskussion in [lo]). Da eine Liealgebra von 8 nach 
Satz 7 isomorph zu (ad,, A)(l) ist und diese nach S. 3 Lnteralgcbra van 
Der(;ll) (d.h. eincr Jacobson-Witt-Algebra) ist, liefcrt die Konstruktion 
SATZ 13. Sei E eine Liealgebra iiber einem Ki;rper der Charakteristik 
p > 2 mit EE =- B, Zentr. E - (0). Dann l$t sich E iz eine Jacobsoon-Witt- 
-Algebra bl,-dimE einbetten. 
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