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ABSTRACT:
Sufficient conditions for pathwise exponential stability of the zero solution of
stochastic PDE with deviating argument dxt = Axt dt + Bxρ(t) dwt are given.
The assumptions on the operators A and B are the same that in the case without
delay, but the proof is different. In fact, our method shows an alternative proof for
the results in the particular case ρ(t) = t . First, we obtain sufficient conditions for
the second moment of xt to decay exponentially. Next, asymptotic exponential
stability of paths (with probability one) is deduced. Finally, an example is given
in order to illustrate our theory.
1. INTRODUCCIO´N Y PRELIMINARES
El principal objetivo de este trabajo es establecer condiciones suficientes para
garantizar la estabilidad asinto´tica de las soluciones de una clase de ecuaciones
en derivadas parciales estoca´sticas con retardo. E´stas intervienen, como es bien
sabido, en la modelizacio´n de numerosos feno´menos con origen en F´ısica, Biolog´ıa,
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Economı´a, etc...(ve´ase Chow [3] para feno´menos f´ısicos, Fleming [5] para feno´me-
nos de gene´tica de poblaciones, Pardoux [9] para modelizacio´n y simulacio´n de
problemas de filtraje...)
La situacio´n general en la que se va a desenvolver nuestro trabajo es la si-
guiente:
Consideraremos fijados un espacio de probabilidad filtrado y completo
(Ω,F ,Ft, P ),
un proceso de Wiener real normalizado, wt , relativo a la filtracio´n {Ft}t≥0 (ve´ase
Pardoux [8,9] para todos los resultados relativos a integracio´n estoca´stica).
Sean V,H espacios de Hilbert reales separables verificando V ↪→ H (con
inclusio´n continua y densa). Identificando, como es habitual, H con su dual H ′
se tiene la relacio´n
V ↪→ H ≡ H ′ ↪→ V ′ .
Se denotara´ por ‖.‖ la norma de V , por |.| la de H , por ‖.‖∗ la de V ′ . El
producto escalar de H sera´ (.,.) y la dualidad V ′, V sera´ < ., . >.
Dados h, T ≥ 0 se denota por I2(−h, T ;V ) el espacio de los procesos
estoca´sticos (xt)t∈[−h,T ] (brevemente se escribira´ xt ), medibles (como aplicacio´n
definida de [−h, T ] × Ω en V ), tomando valores en el espacio de Hilbert V y
verificando adema´s:
i) xt es Ft−medible c.p.d. en t (donde Ft = F0 para t ∈ [−h, 0] )
ii) E
∫ T
−h |xt|2 dt < +∞ .
Es fa´cil comprobar que I2(−h, T ;V ) es un subespacio cerrado (y por tanto com-
pleto) del espacio L2(Ω× [−h, T ],F ⊗ B([−h, T ]), dP ⊗ dt;V )
Por comodidad de notacio´n se escribira´ L2(Ω;C(−h, T ;H)) en lugar de
L2(Ω,F , dP ;C(−h, T ;H)) , donde C(−h, T ;H) denota el espacio de las funciones
continuas definidas sobre [−h, T ] y tomando valores en H .
Sea A : V −→ V ′ un operador lineal continuo (i.e. A ∈ L(V, V ′) ) y B un
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elemento de L(H) = L(H,H) , verifica´ndose la condicio´n de coercividad siguiente:
(c) ∃ ν ∈ IR, ε > 0 : −2 < Ax, x > +ν|x|2 ≥ ε‖x‖2, ∀x ∈ V.
Dada la funcio´n (de retardo) ρ : [0,+∞) −→ [−h,+∞) con ρ ∈ C1(0,+∞; IR) ,
inft≥0{ρ′(t)} = ρ∗ > 0 , y dado el proceso inicial ψ : Ω × [−h, 0] −→ V con
ψ ∈ I2(−h, 0;V ) ∩ L2(Ω;C(−h, 0;H)) , se verifica (ve´ase Real [10,11]) que existe
un u´nico proceso xt ∈ I2(−h, T ;V ) ∩ L2(Ω;C(−h, T : H)) (∀T ≥ 0) y tal que es
solucio´n del siguiente problema
(Q)
{
xt = ψ(0) +
∫ t
0
Axs ds+
∫ t
0
Bxρ(s) dws P − c.s. , ∀t ≥ 0
xt = ψ(t) si t ∈ [−h, 0],
donde la primera igualdad se entiende en el espacio V ′ .
Este problema se suele escribir en te´rminos de diferenciales estoca´sticas como
(Q∗)
{
dxt = Axt dt+Bxρ(t) dwt, ∀t ≥ 0
xt = ψ(t) , t ∈ [−h, 0].
A un tal proceso se le llama solucio´n en sentido fuerte (o simplemente solucio´n
fuerte) de (Q) .
De otro lado, es bien conocido (ve´ase, por ejemplo, Dautray-Lions [4]) que de
la condicio´n (c) se deduce que el operador A genera un semigrupo de operadores,
{Ut}t≥0 ⊂ L(H) , de tipo c0 , y en consecuencia se puede definir el concepto de
solucio´n generalizada (“mild-solution”) de (Q) asociada al proceso xt , y que no
es ma´s que el proceso yt solucio´n de
yt = Utψ(0) +
∫ t
0
Ut−sByρ(s)dws (igualdad en H).
En estas condiciones, se verifica (ve´ase Chojnowska-Michalik [2]) que la solucio´n
fuerte coincide con la generalizada asociada, es decir,
xt = Utψ(0) +
∫ t
0
Ut−sBxρ(s)dws , P − c.s. , ∀t ≥ 0 .
Pues bien, en la situacio´n que acabamos de describir, vamos a establecer
condiciones suficientes para obtener resultados de estabilidad asinto´tica exponen-
cial para las trayectorias del proceso solucio´n fuerte de (Q) . Previamente se
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obtienen condiciones suficientes para la estabilidad exponencial del segundo mo-
mento de xt . Este mismo esquema es usado por Haussmann [6] en el caso sin
retardo, es decir, cuando ρ(t) = t , pero hace uso de un funcional de Liapunov
constru´ıdo a partir de un cierto operador P ∈ L(H) . El me´todo que vamos a
desarrollar proporciona una demostracio´n en la que se prescinde de tal funcional.
En la Seccio´n 2 se establece la estabilidad exponencial para el segundo mo-
mento. En la Seccio´n 3 se deduce la estabilidad trayectorial. Un interesante
ejemplo de aplicacio´n se encuentra en la Seccio´n 4.
2. ESTABILIDAD EXPONENCIAL DEL SEGUNDO MOMENTO
Comencemos fijando definitivamente las hipo´tesis que van a ser efectuadas
sobre los operadores A y B , la funcio´n de retardo ρ y el dato inicial ψ .
Para ρ :
(2.1) ρ ∈ C1(0,+∞; IR), ∃h > 0 : −h ≤ ρ(t) ≤ t, ρ′(t) ≥ 1 , ∀t ≥ 0.
Esto implica automa´ticamente que existe la inversa, ρ−1 , y adema´s
(2.2) ∃k > 0 : t ≤ ρ−1(t) ≤ t+ k, ∀t ≥ 0.
Para A :
(A1) A ∈ L(V, V ′), con −A coercivo, es decir:
(c) ∃ ν ∈ IR, ε > 0 : −2 < Ax, x > +ν|x|2 ≥ ε‖x‖2, ∀x ∈ V.
La siguiente hipo´tesis exige que A o´, lo que es lo mismo el semigrupo generado por
e´l, Ut, es exponencialmente estable:
(H1) ∃γ > 0, c > 0 : |Ut| ≤ ce−γt ∀t ≥ 0.
Aqu´ı por |.| denotamos tambie´n la norma en L(H).
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Para el operador B:
(B1) B ∈ L(H),
(H2)
∣∣∣∣∫ ∞
0
B∗U∗t UtB dt
∣∣∣∣ < 1.
Obse´rvese que, gracias a (H1), la integral precedente posee sentido en L(H).
Recue´rdese que
(2.3)
∣∣∣∣∫ ∞
0
B∗U∗t UtB dt
∣∣∣∣ = sup
x∈H\{θ}
∫∞
0
(B∗U∗t UtBx, x) dt
|x|2 .
Por u´ltimo, para el dato inicial ψ:
(2.4) ψ ∈ I2(−h, 0;V ) ∩ L2(Ω;C(−h, 0;H)).
En las condiciones (2.1), (A1), (B1), (2.4), se tiene asegurada la existencia y uni-
cidad de solucio´n xt del problema (Q). An˜adiendo las hipo´tesis (H1), (H2),
vamos a obtener estabilidad exponencial del segundo momento de xt .
Un resultado que juega un papel fundamental es el hecho de que la solucio´n
fuerte de (Q) es tambie´n solucio´n generalizada.
TEOREMA 2.1.– Bajo las hipo´tesis (2.1), (A1), (B1), (H1), (H2), (2.4), la so-
lucio´n xt de (Q) verifica :
(2.5) ∃λ , K > 0 tales que E|xt|2 ≤ K‖ψ‖21e−λt, ∀t ≥ 0,
donde ‖ψ‖21 = ma´x{E|ψ(0)|2,
∫ 0
−hE|ψ(s)|2 ds}.
Demostracio´n: La efectuaremos en dos etapas. En la primera probaremos la
existencia de λ > 0, K1 > 0, tales que∫ ∞
0
eλtE|xt|2 dt ≤ K1‖ψ‖21.
En la segunda, haciendo uso de la estimacio´n anterior y de la Fo´rmula de Itoˆ
(ve´ase Pardoux [8], Ichikawa [7]), obtendremos la estimacio´n (2.5).
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Etapa 1: La solucio´n xt de (Q) se puede escribir como
(2.6)
{
xt = Utψ(0) +
∫ t
0
Ut−sBxρ(s) dws, t ≥ 0 ,
xt = ψ(t), t ∈ [−h, 0] ,
(igualdades en H ), de donde sigue
|xt|2 = |Utψ(0)|2 +
∣∣∣∣∫ t
0
Ut−sBxρ(s) dws
∣∣∣∣2(2.7)
+ 2
(
Utψ(0),
∫ t
0
Ut−sBxρ(s) dws
)
, ∀t ≥ 0.
De aqu´ı,
(2.8) E|xt|2 = E|Utψ(0)|2 +
∫ t
0
E|Ut−sBxρ(s)|2 ds, ∀t ≥ 0 ,
ya que, por las propiedades de la integral estoca´stica (ve´ase Pardoux [8,9])
E
∣∣∣∣∫ t
0
Ut−sBxρ(s) dws
∣∣∣∣2 = ∫ t
0
E|Ut−sBxρ(s)|2 ds,
y por otro lado, como Utψ(0) es F0-medible,
E
(
Utψ(0),
∫ t
0
Ut−sBxρ(s) dws
)
= E
[
EF0
(
Utψ(0),
∫ t
0
Ut−sBxρ(s) dws
)
ight]
= E
(
Utψ(0), EF0
[∫ t
0
Ut−sBxρ(s) dws
])
= E(Utψ(0), 0) = 0,
donde EF0 denota la esperanza condicionada.
Tomemos λ > 0 (todav´ıa por determinar), multipliquemos la ecuacio´n (2.8)
por eλt e integremos:∫ ∞
0
eλtE|xt|2 dt =
∫ ∞
0
eλtE|Utψ(0)|2 dt(2.9)
+
∫ ∞
0
eλt
∫ t
0
E|Ut−sBxρ(s)|2 ds dt.
A continuacio´n, llevaremos a cabo una estimacio´n de cada uno de los sumandos
del segundo miembro de (2.9).
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Por (H1), ∫ ∞
0
eλtE|Utψ(0)|2 dt ≤ c2
∫ ∞
0
e(λ−2γ)tE|ψ(0)|2 dt
≤ c2‖ψ‖21
∫ ∞
0
e(λ−2γ)t dt
=
c2
2γ − λ‖ψ‖
2
1,
siempre que λ verifique 0 < λ < 2γ. Luego, para un tal λ,
(2.10)
∫ ∞
0
eλtE|Utψ(0)|2 dt ≤ c
2
2γ − λ‖ψ‖
2
1.
Para el segundo sumando, aplicando el Teorema de Fubini, tenemos:∫ ∞
0
eλt
∫ t
0
E|Ut−sBxρ(s)|2 ds dt(2.11)
=
∫ ∞
0
∫ ∞
s
eλtE|Ut−sBxρ(s)|2 dt ds
=
∫ ∞
0
∫ ∞
0
eλ(t+s)E|UtBxρ(s)|2 dt ds
=
∫ ∞
0
eλs
∫ ∞
0
eλtE(UtBxρ(s), UtBxρ(s)) dt ds
=
∫ ∞
0
eλs
∫ ∞
0
eλtE(B∗U∗t UtBxρ(s), xρ(s)) dt ds
≤
∫ ∞
0
eλsE|xρ(s)|2
∣∣∣∣∫ ∞
0
eλtB∗U∗t UtB dt
∣∣∣∣ ds
≤
∫ ∞
0
eλsE|xρ(s)|2 ds
∣∣∣∣∫ ∞
0
eλtB∗U∗t UtB dt
∣∣∣∣ .
Por otro lado, efectuando el cambio de variables u = ρ(s), se sigue:∫ ∞
0
eλsE|xρ(s)|2 ds =
∫ ∞
ρ(0)
eλρ
−1(u)E|xu|2 1
ρ′(ρ−1(u))
du
≤
∫ ∞
−h
eλueλkE|xu|2 du
= eλk
∫ 0
−h
eλsE|xs|2 ds+ eλk
∫ ∞
0
eλsE|xs|2 ds
≤ eλk‖ψ‖21 + eλk
∫ ∞
0
eλtE|Utψ(0)|2 dt
+ eλk
∫ ∞
0
eλt
∫ t
0
E|Ut−sBxρ(s)|2 ds dt,
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gracias a (2.1), (2.2) y (2.9). Tomando de nuevo 0 < λ < 2γ , resulta:∫ ∞
0
eλsE|xρ(s)|2 ds ≤ eλk
(
1 +
c2
2γ − λ
)
‖ψ‖21
+ eλk
∫ ∞
0
eλt
∫ t
0
E|Ut−sBxρ(s)|2 ds dt
≤ eλk
(
1 +
c2
2γ − λ
)
‖ψ‖21
+ eλk
∣∣∣∣∫ ∞
0
eλtB∗U∗t UtBdt
∣∣∣∣ ∫ ∞
0
eλsE|xρ(s)|2ds.
As´ı, para
f(λ) =
∣∣∣∣∫ ∞
0
eλtB∗U∗t UtBdt
∣∣∣∣
llegamos a la desigualdad siguiente, va´lida para 0 < λ < 2γ :∫ ∞
0
eλsE|xρ(s)|2 ds ≤ eλk
(
1 +
c2
2γ − λ
)
‖ψ‖21(2.12)
+ eλkf(λ)
∫ ∞
0
eλsE|xρ(s)|2ds.
Ahora bien, por (H2) y por la continuidad de las funciones definidas por integrales
dependientes de para´metros, resulta inmediato que ∃λ > 0 (suficientemente
pequen˜o y adema´s menor que 2γ ), de tal suerte que
eλkf(λ) < 1.
Luego de (2.12) se deduce que
(2.13)
∫ ∞
0
eλsE|xρ(s)|2 ds ≤ eλk
(
1 +
c2
2γ − λ
)
1
1− eλkf(λ)‖ψ‖
2
1.
Sustituyendo en (2.11), obtenemos :
(2.14)
∫ ∞
0
eλt
∫ t
0
E|Ut−sBxρ(s)|2dsdt ≤
(
1 + c
2
2γ−λ
)
eλkf(λ)
1− eλkf(λ) ‖ψ‖
2
1.
Uniendo (2.10) y (2.14) llegamos a que ∃λ : 0 < λ < 2γ , ∃K1 > 0 tal que
(2.15)
∫ ∞
0
eλtE|xt|2 dt ≤ K1‖ψ‖21.
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Nota 2.1.– De hecho, hemos probado algo ma´s fuerte: “Para cada λ > 0 sufi-
cientemente pequen˜o, existe una constante K1 = K1(λ) (que podemos encontrar
expl´ıcitamente) tal que tiene lugar (2.15)”.
Etapa 2: En virtud de la Fo´rmula de Itoˆ (ve´ase Pardoux [8,9], Ichikawa [7])
aplicada al proceso eλt|xt|2 , se deduce
eλt|xt|2 = |ψ(0)|2 + λ
∫ t
0
eλs|xs|2 ds+ 2
∫ t
0
eλs < Axs, xs > ds(2.16)
+
∫ t
0
eλs|Bxρ(s)|2 ds+ 2
∫ t
0
eλs(Bxρ(s), xs) dws.
De aqu´ı, tomando esperanza y aplicando las propiedades de la integral estoca´stica
resulta
(2.17) eλtE|xt|2 = E|ψ(0)|2 + E
∫ t
0
eλs(λ|xs|2 + 2 < Axs, xs > +|Bxρ(s)|2) ds.
En virtud de la coercividad de −A y de las desigualdades (2.13) y (2.15), obte-
nemos :
eλtE|xt|2 ≤ ‖ψ‖21 + (λ+ ν)
∫ t
0
eλsE|xs|2ds(2.18)
+ |B|2
∫ t
0
eλsE|xρ(s)|2ds
≤ ‖ψ‖21 + (λ+ ν)
∫ ∞
0
eλsE|xs|2ds
+ |B|2
∫ ∞
0
eλsE|xρ(s)|2ds
≤ (1 + (λ+ ν)K1)‖ψ‖21 +
(
1 + c
2
2γ−λ
)
eλk|B|2
1− eλkf(λ) ‖ψ‖
2
1,
siendo esto va´lido ∀t ≥ 0. Luego, para una cierta constante K > 0,
(2.19) eλtE|xt|2 ≤ K‖ψ‖21, ∀t ≥ 0,
o, lo que es igual,
(2.20) E|xt|2 ≤ K‖ψ‖21e−λt, ∀t ≥ 0.
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Nota 2.2.– Naturalmente, el comentario realizado en la Nota 2.1 precedente
permanece va´lido para el enunciado del Teorema.
Nota 2.3.– En el caso en que la funcio´n de retardo verifique
inf
t≥0
{ρ′(t)} = ρ∗ > 0 ,
el Teorema precedente sigue siendo cierto sin ma´s que suponer que existe m ∈ IR+
tal que ρ(t) ≥ t−m, ∀t ≥ 0 , y sustituir la condicio´n (H2) por
(H2ρ)
∣∣∣∣∫ ∞
0
B∗U∗t UtB dt
∣∣∣∣ < ρ∗ .
El efectuar esta hipo´tesis adicional sobre ρ (i.e. que ρ(t) ≥ t − m ), en
el caso en que ρ∗ < 1 , no supone pe´rdida de generalidad ya que esta situacio´n
es la que se suele presentar en la pra´ctica: con frecuencia, en la evolucio´n en el
tiempo de un determinado proceso, regido por ecuaciones en derivadas parciales
estoca´sticas, influye, no so´lo el presente, sino tambie´n el pasado, es decir, la his-
toria del mismo. Ahora bien, como el pasado que ejerce una mayor influencia
es el “pasado cercano”, por eso limitamos nuestro estudio a la consideracio´n de
funciones de retardo cumpliendo esta condicio´n.
Nota 2.4.– No obstante lo expuesto anteriormente, existe una condicio´n ma´s
fuerte que (H1), (H2) que, junto con la Fo´rmula de Itoˆ, implican directamente
la estimacio´n (2.5). Dicha condicio´n es
(H12) ∃µ > 0 : −2 < Ax, x > ≥ µ|x|2 + |Bx|2, ∀x ∈ V.
TEOREMA 2.2.– Sea xt la solucio´n de (Q) . Si se verifican (H12), (c) y
(2.4), entonces se tiene (2.5).
Demostracio´n: Sea λ > 0 (todav´ıa por determinar). Gracias a la hipo´tesis
(H12) , la Fo´rmula de Itoˆ conduce a:
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eλtE|xt|2 − E|x0|2 = λ
∫ t
0
eλsE|xs|2 ds+ 2
∫ t
0
eλs < Axs, xs > ds
+
∫ t
0
eλsE|Bxρ(s)|2 ds
≤ (λ− µ)
∫ t
0
eλsE|xs|2 ds+
∫ t
0
eλsE|Bxρ(s)|2 ds
−
∫ t
0
eλsE|Bxs|2 ds.
Efectuando el cambio de variables en la integral que contiene la funcio´n de retardo
ρ, obtenemos:
eλtE|xt|2 ≤ E|x0|2 + (λ− µ)
∫ t
0
eλsE|xs|2 ds
+
∫ ρ(t)
ρ(0)
eλρ
−1(u)E|Bxu|2
ρ prime(ρ−1(u))du− ∫ t
0
eλsE|Bxs|2 ds
≤ ‖ψ‖21 + (λ− µ)
∫ t
0
eλsE|xs|2 ds
+
∫ t
−h
eλ(u+k)E|Bxu|2 ds−
∫ t
0
eλsE|Bxs|2 ds
≤ ‖ψ‖21 +
∫ 0
−h
eλkeλuE|Bxu|2 du
+ (λ− µ)
∫ t
0
eλsE|xs|2 ds+ (eλk − 1)|B|2
∫ t
0
eλsE|xs|2 ds
≤ (1 + eλk|B|2)‖ψ‖21
+
[
λ− µ+ |B|2(eλk − 1)] ∫ t
0
eλsE|xs|2 ds .
Como
lim
λ↓0
[λ− µ+ |B|2(eλk − 1)] = −µ < 0,
es posible determinar λ > 0 tal que λ − µ + |B|2(eλk − 1) < 0 , con lo que la
expresio´n anterior se convierte en
eλtE|xt|2 ≤ (1 + eλk|B|2)‖ψ‖21, ∀t > 0.
De aqu´ı se sigue (2.5).
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3. ESTABILIDAD TRAYECTORIAL
Antes de establecer el resultado de estabilidad de las trayectorias, probaremos
un Lema previo.
LEMA 3.1.– Si la solucio´n de (Q), xt, satisface (2.5) (cosa que ocurre si se
verifican, por ejemplo, los Teoremas de la Seccio´n 2), entonces existe una constante
K2 ∈ IR tal que
(3.1) E
[
sup
0≤t<+∞
|xt|2
]
≤ K2‖ψ‖21.
En particular, xt ∈ L2(Ω;C(0,+∞;H)).
Demostracio´n: La prueba de este resultado es similar a la de Haussmann [6]
sin ma´s que utilizar un adecuado cambio de variables.
Establezcamos ya la propiedad de estabilidad trayectorial para la solucio´n del
problema (Q).
TEOREMA 3.1.– Si xt , solucio´n fuerte de (Q), verifica (2.5), y por otra
parte, −A es coercivo (es decir, se satisface (c)), entonces existen α, β > 0, y
existe Λ ⊂ Ω con P (Λ) = 0, tales que
(3.2) ∀ω ∈ Ω \ Λ ∃T (ω) ∈ IR : |xt(ω)|2 ≤ α‖ψ‖21e−βt ∀t ≥ T (ω).
Demostracio´n: Sea N0 el primer nu´mero natural tal que ρ(N0) ≥ 0 . Por ser
ρ′(t) ≥ 1 > 0 , resulta que ρ(N) > 0 , ∀N > N0.
Tomemos, pues, N natural con N ≥ N0 . Aplicando la Igualdad de la Energ´ıa
(Fo´rmula de Itoˆ para el proceso |xt|2 ),
|xt|2 = |xN |2 + 2
∫ t
N
< Axs, xs > ds+
∫ t
N
|Bxρ(s)|2 ds(3.3)
+ 2
∫ t
N
(Bxρ(s), xs) dws ,
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de donde se deduce, gracias a la condicio´n (c), que
|xt|2 ≤ |xN |2 + ν
∫ t
N
|xs|2 ds+
∫ t
N
|Bxρ(s)|2 ds(3.4)
+ 2
∫ t
N
(Bxρ(s), xs) dws, ∀t ≥ N.
Llamemos IN al intervalo [N,N+1]. Se tiene entonces que, dado cualquier ε > 0 ,
se verifica
P
[
sup
t∈IN
|xt| ≥ ε
]
= P
[
sup
t∈IN
|xt|2 ≥ ε2
]
(3.5)
≤ P
[
|xN |2 ≥ ε
2
4
]
+ P
[
ν
∫ N+1
N
|xs|2ds ≥ ε
2
4
]
+ P
[∫ N+1
N
|Bxρ(s)|2ds ≥ ε2 ≤ ver4
]
+ P
[
2 sup
t∈IN
∣∣∣∣∫ t
N
(Bxρ(s), xs)dws
∣∣∣∣ ≥ ε24
]
.
Por la desigualdad de Chebyshev y por (2.5),
(3.6) P
[
|xN |2 ≥ ε
2
4
]
≤ 4
ε2
E|xN |2 ≤ 4K‖ψ‖
2
1
ε2
e−λN .
Por las mismas razones anteriores,
P
[
ν
∫ N+1
N
|xs|2ds ≥ ε
2
4
]
= P
[∫ N+1
N
|xs|2ds ≥ ε
2
4ν
]
(3.7)
≤ 4ν
ε2
∫ N+1
N
E|xs|2ds
≤ 4νK‖ψ‖
2
1
ε2
∫ N+1
N
e−λsds
≤ 4νK‖ψ‖
2
1
λε2
e−λN .
Adema´s, utilizando de nuevo el cambio de variables u = ρ(s) y (2.5),
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P[∫ N+1
N
|Bxρ(s)|2ds ≥ ε
2
4
]
≤ 4
ε2
∫ N+1
N
E|Bxρ(s)|2ds
=
4
ε2
∫ ρ(N+1)
ρ(N)
E|Bxu|2 du
ρ′(ρ−1(u))
≤ 4|B|
2
ε2
∫ ρ(N+1)
ρ(N)
E|xu|2 du
≤ 4|B|
2K‖ψ‖21
ε2
∫ ρ(N+1)
ρ(N)
e−λu du
≤ 4|B|
2K‖ψ‖21e−λρ(N)
λε2
.
Como ρ′(t) ≥ 1 tenemos ρ(t) ≥ t− h, ∀t; luego
(3.8) P
[∫ N+1
N
|Bxρ(s)|2ds ≥ ε
2
4
]
≤ 4|B|
2K‖ψ‖21eλhe−λN
λε2
.
Usando sucesivamente las desigualdades de Chebyshev, Burkho¨lder-Davis-Gundy
y Ho¨lder y aplicando el Lema 3.1, obtenemos:
P
[
2 sup
t∈IN
∣∣∣∣∫ t
N
(Bxρ(s), xs)dws
∣∣∣∣ ≥ ε24
]
= P
[
sup
t∈IN
∣∣∣∣∫ t
N
(Bxρ(s), xs)dws
∣∣∣∣ ≥ ε28
]
≤ 8
ε2
E
[
sup
t∈IN
∣∣∣∣∫ t
N
(Bxρ(s), xs)dws
∣∣∣∣]
≤ 24
ε2
E
(∫ N+1
N
|(Bxρ(s), xs)|2ds
)1/2
≤ 24|B|
ε2
E
(∫ N+1
N
|xρ(s)|2|xs|2ds
)1/2
≤ 24|B|
ε2
E
( sup
s∈IN
|xs|2
)1/2(∫ N+1
N
|xρ(s)|2ds
)1/2
≤ 24|B|
ε2
(
E sup
t∈IN
|xt|2
)1/2(
E
∫ N+1
N
|xρ(s)|2ds
)1/2
≤ 24|B|K
1/2
2 ‖ψ‖1
ε2
(∫ N+1
N
E|xρ(s)|2ds
)1/2
.
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Introduciendo una vez ma´s el cambio de variables habitual y razonando como
antes, se llega a :
P
[
2 sup
t∈IN
∣∣∣∣∫ t
N
(Bxρ(s), xs)dws
∣∣∣∣ ≥ ε24
]
(3.9)
≤ 24|B|K
1/2
2 K
1/2‖ψ‖21e
λh
2
λ1/2ε2
e−
λN
2 .
De (3.6)-(3.9) obtenemos :
P
[
sup
t∈IN
|xt| ≥ ε
]
≤
(
4K +
4|B|2Keλh
λ
+
4νK
λ
)
e−λN
ε2
‖ψ‖21(3.10)
+
24|B|K1/22 K1/2e
λh
2 e
−λN
2
λ1/2ε2
‖ψ‖21,
y tomando para cada N ≥ N0, ε = εN = ‖ψ‖1e−λN8 se sigue que
(3.11) P
[
sup
t∈IN
|xt| ≥ εN
]
≤Me−λN4 ,
donde M es independiente de N .
Por u´ltimo vamos a aplicar el Lema de Borel-Cantelli para conseguir el resul-
tado deseado.
Dados N ≥ N0, εN = ‖ψ‖1e−λN8 denotamos por AN el conjunto
AN =
{
ω ∈ Ω : sup
t∈IN
|xt(ω)| ≥ εN
}
.
Gracias a (3.11), podemos afirmar que la serie nume´rica
∞∑
n=N0
P (An) es conver-
gente. Por el Lema de Borel-Cantelli, se deduce que
(3.12) P
[
lim sup
N≥N0
AN
]
= 0,
o´ lo que es igual
(3.13) P
 ⋂
N≥N0
⋃
j≥N
Aj
 = 0.
LLamemos Λ al conjunto
Λ :=
⋂
N≥N0
⋃
j≥N
Aj .
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Se verifica que P (Λ) = 0 . Para cada ω ∈ Ω \ Λ, existira´ N(ω) ≥ N0 tal
que ω 6∈ Aj , ∀j ≥ N(ω), es decir
(3.14) sup
t∈Ij
|xt(ω)| < εj , ∀j ≥ N(ω);
teniendo en cuenta el valor de εj , resulta
(3.15) sup
t∈Ij
|xt(ω)| < ‖ψ‖1e−
λj
8 , ∀j ≥ N(ω).
Ahora bien, si t ∈ Ij tenemos −j ≤ −(t− 1); luego de (3.15) se obtiene que
(3.16) sup
j≤t≤j+1
|xt(ω)| < ‖ψ‖1e−λ8 (t−1), ∀t ∈ Ij , ∀j ≥ N(ω),
de donde se sigue
(3.17) |xt(ω)| < ‖ψ‖1eλ8 e−λt8 , ∀t ∈ Ij , ∀j ≥ N(ω) ,
y por tanto,
(3.18) |xt(ω)|2 ≤ α‖ψ‖21e−βt, ∀t ≥ N(ω),
con α = e
λ
4 , β =
λ
4
.
4. EJEMPLO
Los ejemplos ma´s interesantes aparecen cuando los operadores A y B son
operadores en derivadas parciales, y en particular, cuando el primero de ellos es
de segundo orden y de tipo el´ıptico, mientras que el segundo es un operador de
multiplicacio´n (i.e. de orden cero). Veamos a continuacio´n un ejemplo que se
puede interpretar como un feno´meno de difusio´n (por ejemplo, de calor) en el que
se presenta una perturbacio´n estoca´stica:
Sea O un abierto acotado de IRN . Sean V = H10 (O; IR), H = L2(O : IR) ,
que, como sabemos, satisfacen las inyecciones densas y continuas usuales (ve´ase
Brezis [1], por ejemplo).
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Sean A =
N∑
i=1
∂2
∂x2i
, B = r(x)I , donde r(.) ∈ L∞(O : IR) , e I es el operador
identidad.
Tambie´n es conocido que la semi-norma
‖u‖2 =
∫
O
N∑
i=1
[
∂u
∂xi
]2
dx ,
es, de hecho, una norma en V , equivalente a la norma usual. Para la funcio´n de
retardo y el dato inicial se suponen las hipo´tesis de las Secciones precedentes.
Escribamos expl´ıcitamente que´ significa que el proceso ut es solucio´n fuerte
del correspondiente problema (Q) :
ut ∈ I2(−h, T ;V ) ∩ L2(Ω;C(−h, T ;H)) ∀T > 0,∫
O
ut.v dx+
∫ t
0
[∫
O
[
N∑
i=1
∂us
∂xi
∂v
∂xi
]
dx
]
ds
=
∫
O
u0.v dx+
∫ t
0
[∫
O
r(x)uρ(s).v dx
]
dws
∀v ∈ V, P − c.s., ∀t ≥ 0,
ut = ψ(t) c.p.d. en O, P − c.s., ∀t ∈ [−h, 0].
Denotemos por r0 la cantidad r0 := ‖r‖L∞(O:IR) .
Se verifica que
− < Au, u >=
∫
O
N∑
i=1
∂u
∂xi
∂u
∂xi
dx = ‖u‖2, ∀u ∈ V,
|Bu|2 =
∫
O
r(x)2u(x)2 dx ≤ r20‖u‖2.
Para que se cumpla la condicio´n (c) , hace falta encontrar ε y ν tales que
ε‖u‖2 ≤ ν|u|2 + 2‖u‖2.
Pero esto es cierto sin ma´s que tomar ν = 0 y ε ≤ 2 .
Por otra parte, tambie´n es conocido (ve´ase Weinberger [12]) que la condicio´n
(H1) es cierta con c = γ = 1 . Por lo tanto, para poder aplicar los resultados de
las Secciones 2 y 3 necesitamos comprobar que se verifica (H2) .
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Ahora bien,∣∣∣∣∫ ∞
0
B∗U∗t UtB dt
∣∣∣∣ ≤ ‖r‖2L∞(O:IR) ∫ ∞
0
|Ut|2 dt = 12‖r‖
2
L∞(O:IR).
Luego si r(.) es tal que
1
2
‖r‖2L∞(O:IR) < 1
entonces se tiene estabilidad exponencial asinto´tica del segundo momento, y con-
secuentemente, estabilidad exponencial de las trayectorias de ut con probabilidad
uno.
Siguiendo con la interpretacio´n del ejemplo, podemos decir que los resultados
obtenidos nos vienen a decir que si la perturbacio´n estoca´stica que se produce
en el feno´meno de difusio´n de calor es “pequen˜a” (es decir, se verifica (H2) ) y
el feno´meno sin perturbar es exponencialmente asinto´ticamente estable (lo que
se deduce de (H1) ), entonces el feno´meno perturbado mantiene el cara´cter de
exponencialmente estable.
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