To provide better QoS management, we investigated network-level dynamic priority methods. We propose methods in which packets of the same type of application receive different treatment in the network, depending on the route information. They feature a simple mechanism, which enables the methods to be executed easily with a small processing load at the routers as well as a small amount of information stored in the packet header. The effectiveness of these methods is shown by numerical comparison with the existing static priority method as well as the dynamic priority method.
Introduction
One aspect of the development of the Internet has been the introduction of a huge number of service applications, many of which have real-time requirements. Such services include telephony (voice over Internet Protocol, or VoIP) and video conferencing. The growing demand for such services has taken the conventional best-effort approach to its limit, so quality-of-service (QoS) management has been attracting much attention.
The most promising approaches to QoS management involve service differentiation according to traffic categories. Differentiated Services (DiffServ [1] ) is one example. When a session with a QoS requirement starts, its packets are assigned a traffic class, and the identifier for that class is stored in the packet header. These identifiers determine how the packets are treated by the network. Packets with more stringent QoS requirements are handled with higher priority.
The requirements of service applications provide the main basis for packet categorization. Once assigned, the class is fixed throughout the network. However, performance is also affected by the route. For example, if we consider a VoIP service, we can expect short delays and little packet loss when the route consists of few hops. However, more hops lead to longer delays and more lost packets, and users may notice the poorer service (Fig. 1) . Thus, when a certain service requires a QoS, in the form of an end-toend delay or level of packet loss, we must consider the performance of the longest possible route. However, since an Internet flow might be domestic, international, or intercontinental, the distances between end-terminals can follow a broad distribution. An obvious answer to this situation is dynamic priority control. In a dynamic priority system, packets are prioritized according to their service classes and waiting times. Jackson [2] proposed the dynamic assignment of priority in the form of the sum of the total sojourn time and a parameter assigned to each packet. Kleinrock [3] and Chaudhry and Choudhary [4] proposed time dependent priority, where the priority for each packet is determined by one of several linear functions of packet sojourn times. Lim and Kobza [5] proposed headof-line with priority jump, in which a packet in a given class is reassigned to a higher class after waiting for a particular time. These forms of dynamic priority were first proposed for single queueing systems and then extended to the network level. In Chen et al. [6] , the priority is determined by either the packet's sojourn time in the network (oldest customer first), or the packet's processing deadline (earliest deadline first), which is determined by the remaining part of the route. Saito [7] also considered an earliest-due-date discipline at the network level and showed that this minimizes the number of discarded cells in an ATM network. RosadoSosa and Rubin [8] proposed jitter compensation priority, where the difference between the packet's target delay and its current network-sojourn time determines the priority of a packet. Feng et al. [9] proposed monitoring the transmission rate of each connection. When the rate of a connection is less than or equal to the target determined at the establishment of the connection, transmitted packets are assigned a high priority so that their QoS is guaranteed. However, once the transmission rate is more than the target, extra packets are assigned a low priority and their QoS is not guaranteed. Siriwong and Ammar [10] proposed dividing the allowed end-to-end delay into node-wise delays. The remaining allowed end-to-end delay is recalculated every time a packet arrives at a router, in order to take into account performance on faster and slower hops.
All of these schemes enable differentiation of packet treatment for a single service according the histories of packets in the network. Namely, packets that traverse short paths tend to stay at lower priority levels, while packets that take longer paths tend to be given higher levels of priority. This makes it easier to achieve appropriate levels of QoS for flows with larger numbers of hops.
These dynamic priority methods, however, have three major drawbacks. The first is the volume of extra data they generate. The use of real-time information such as target delays and current network-sojourn time means that timestamps or similar data must be included in each packet. Such data takes up too many bits to handle without modifying the basic IP packet format. A requirement for an exotic packet format seriously impedes the acceptance of a priority control scheme. The second drawback is the complexity of priority calculation. Network routers are required to calculate the priority of each packet in real time. However, the calculations required by all of the schemes described above significantly increase the computational complexity. The third drawback applies to schemes that utilize information about the end-to-end route of each packet. In the Internet environment, it is unlikely that an entire route will be known in advance. While information such as the end-to-end number of hops or the list of routers along the route can be acquired in response to an extra command such as traceroute, such information is not permanent and may vary with changes to the routing tables held by the routers.
Therefore, we propose a method of priority assignment as follows. With our method, each packet contains a value in the header space. When a packet arrives at a router, the router may increase the value in the packet header based on some simple rule. Therefore, a packet that passed many routers tends to have a larger value than one that passed only a few routers. We assign the priority of a packet based on this value instead of real-time information. Our method can be effectively executed with a limited number of bits in the header space and with a low computational load.
The remainder of the paper is organized as follows. We describe our scheme and propose two priority assignment methods in Sect. 2. Section 3 describes the network and the traffic model for evaluating proposed methods. Section 4 analyzes the proposed methods and evaluates their usefulness in some simple cases in comparison with the conventional methods. Section 5 concludes the paper.
Proposed Method
While a number of priority-assignment schemes have been proposed ( [6] - [9] ), all of them have serious drawbacks, as indicated in the previous section. To overcome these drawbacks, we set the following requirement for our priorityassignment rules.
• The rules for priority assignment may be based on the number of hops taken, but must not be based on the remaining number of hops.
Based on this requirement, we propose two priorityassignment methods, which are suitable for different network conditions. In each method, an individual packet is assigned a value S , which varies from 0 to s. This value is used to classify the packets into s + 1 classes, which are not the priority classes. This classification requires log 2 (s + 1) bits in the packet header, where x denotes the smallest integer that is greater than or equal to x. We consider the two-priority case for simplicity, but extension to the (s + 1)-priority case is straightforward.
Method A:
The router checks the value S in the packet header of every incoming packet. If S is less than s, the router increases S by 1 and treats the packet with low priority. If S is equal to s, the router makes no change and treats the packet with high priority. Method B: The router checks the value S in the packet header of every incoming packet. If S = s, the router treats the packet with high priority. Otherwise, the router gives the packet a hash value v ∈ [0, 1]. The value v may depend on the router; each router must give a unique value to packets of the same flow. Then, v is compared with parameter r(S ), which may vary with S and the router. If v ≤ r(S ), the router increases S by 1; otherwise S remains unchanged; in either case, the packet is treated with low priority. The uniqueness of the hash value is necessary to keep the packets for a given flow in order. It is enabled by using packet information such as source/destination addresses and service description.
If we set s = 0, all class-1 packets are always treated with high priority, which is equivalent to the static priority case. The common point of these methods is that all packets are treated with low priority by at least the first s routers. Therefore, packets on a route with a small number of hops will experience longer sojourn times at each of the nodes; the fact that the number of hops is small compensates for this, so that the end-to-end delay remains low. On the other hand, packets on a route with s or more hops have a strong chance of being assigned a high priority, so their end-to-end delays do not become too large. With method A, all packets are treated with high priority at the s-th and later routers. With method B, a packet is not necessarily treated with high priority even if it has been passed on by more than s routers. However, the proportion of high-priority packets increases with the number of hops.
System Model Description
To evaluate our methods, we consider the following model. Two two traffic classes are assumed: class-1 traffic has a QoS requirement while class-2 traffic is best effort. We assume that each router can distinguish the class of incoming packets. With conventional static priority, class-1 packets are always assigned a high priority, while class-2 packets are assigned a low priority. When our dynamic priority is applied, each class-1 packet is treated with low priority when it enters the network, but it will be treated as high priority after it traverses several hops. On the other hand, class-2 packets are always treated with low priority, which is the same as in the static priority method.
An example of priority assignment for a class-1 packet in the network is shown in Fig. 2 . There, H e denotes the number of previous hops for a packet arriving at a router. A packet is sent from terminal A to terminal B. The route consists of k routers. Therefore, if H denotes the end-toend number of hops for an arbitrary packet, we have H = k for this packet. When the packet enters router 1, we have H e = 0 and the packet has a low priority because S = 0. At router 2, we have H e = 1 and S = 1, so the packet still has a low priority. At router i and later routers, we have S = s, so the packet is now treated with high priority.
For simplicity, traffic conditions such as the traffic load and the distribution of the number of previous hops for incoming packets from various routes are assumed to be the same for all routers in the network, and the performance at a single router is approximated by the M/G/1 model with head-of-line (HOL) priority. As the performance measure for class-1 traffic, we take the average network delay, which is the sum of the average sojourn time at the routers along the route assuming that the transmission delay at each link is negligible. Table 1 lists the notation used in the following. There, subscript i denotes the traffic class.
With parameters q, ρ 1 , and ρ 2 , the loads of high-and low-priority packets are denoted by qρ 1 and (1 − q)ρ 1 + ρ 2 = −qρ 1 + ρ, respectively. By applying the M/G/1 formula with HOL priority, we obtain
and
where A =
. Parameter q is expressed by h(·) and p(·) as follows. Since a packet with H = k is seen by the routers k times, h r (k) is proportional to k · h(k). Therefore, we have 
Maximum number of hops in the network T Target network delay of class-1 packets H End-to-end number of hops for an arbitrary packet
End-to-end number of hops for an incoming packet observed by a router
Number of previous hops for an arbitrary packet on arrival at a router
Proportion of high-priority packets at each router w h Average per-router sojourn time for high-priority class-1 packets w l Average per-router sojourn time for low-priority class-1 packets X Number of hops until a class-1 packet is treated as high-priority
Average delay within the network (network delay) of a class-1 packet
Moreover, a packet with H e = k is seen by the k + 1-th router along the packet's route when H > k holds for this packet. Therefore, h e (k) is proportional to
Finally, we obtain
Now, let us consider the average network delay W k .
Low priority is always assigned to a packet with H = k ≤ s, so that W k = kw l . On the other hand, a packet with H = k > s has a probability p( j) of being assigned high priority at the ( j+1)-th router, where j = s, . . . , k−1. Therefore, we have
Performance Evaluation
We evaluated the performance of our methods and compared them with the conventional methods. Throughout this paper, we consider the average network delay of a packet as a performance measure. In particular, we focus on packets that take the maximum number of hops because it experiences the largest network delay. We assumed ρ 1 = 0.6 and ρ 2 = 0.1 as basic parameters. The maximum number of hops was set to N = 32, and the distribution of numbers of hops was based on Internet data measured by project HAWK [11] (see Appendix A). For comparison, we also used the truncated Poisson distribution with E(H) = 8 and E(H) = 4. Other numerical conditions used for evaluation are shown in Appendix A.
Method A
When we apply method A, each packet is assigned a high priority after s hops. Therefore,
Therefore, we can simplify Eq. (6) as
An example of the relationship between the number of hops traversed by a packet and the average network delay of class-1 packets is shown in Fig. 3 . Since class-1 packets that have traversed s or fewer hops are treated with low priority, the average delay grows by w l = When s is small, many class-1 packets easily acquire high priority and the ratio expressed by q in (8) is large. Therefore, both w h and w l grow because they are increasing functions of q. This is shown by relatively steep slopes for s = 2 in Fig. 3 .
As s becomes large, the proportion of high-priority packets becomes small, and both w h and w l become small. However, when s becomes too large, the total average delay is again large because packets must stay at low priority and wait for a relatively longer time as they traverse a greater number of routers. Figure 4 shows an example of the relationship between the parameter s and the average network delay W k for several values of k.
The increase and decrease of W k for different values of s are discussed in Appendix B. It is shown that the proposed method is effective when the average number of hops of a packet is small. For packets that traverse the longest hops N, our method can decrease the average network delay when 
N E(H)
holds. From (10), our method works well when either:
E(H) is small or 2.
ρ(1−ρ 1 ) ρ 1 (1−ρ) is small. To examine the first condition, we show the average network delay when H is a truncated Poisson distribution with E(H) = 8 and E(H) = 4 in Figs. 5 and 6 respectively. Compared with Figs. 3 and 4, we note that the average network delay for packets with the largest number of hops (k = 32) can be greatly reduced. Moreover, even for packets with a smaller number of hops (e.g., k = 16 or 24), the average delay is reduced (see Table 2 ). The reason is as follows. When E(H) is small, the number of packets with a large number of hops is relatively small, so the number of high-priority packets is small. Since those packets can fully take advantage of their high priority, their average delay can be greatly reduced. Therefore, the average delay of the packets will be less than the target delay with a higher traffic load. We will discuss this benefit later.
The second condition is valid when ρ − ρ 1 = ρ 2 is small (see Fig. 7 ). In this case, class-1 packets are dominant while class-2 (i.e., best-effort packets) are few in number and the static priority cannot significantly decrease the waiting time of class-1 packets. On the other hand, when class-2 packets are dominant, the static priority method works well, so few 
class-1 packets experience short waiting times. Therefore, there is no need to use our method.
Method B
Let us consider X, the number of hops a packet traverses before it is assigned a high priority. Before a packet is assigned a high priority, the value S in the packet header must be increased from 0 to s by comparing the given hash value and r(S ) at each router. Then, the event {X = k} means that the value S is increased s − 1 times while the packet traverses the first k − 1 routers, so S is finally increased to s at the k-th router. It is generally considered that X is the sum of random variables that are geometrically distributed with parameters r(0), . . . , r(s − 1). Therefore, we have E(X) = 2 . For simplicity, we consider the case where r(i) = r for all i, which minimizes the variation V(X) under the fixed value of E(X). In this case, we have
where wherer = 1 − r. The advantage of method B is that we can control the parameter E(X) by changing r. When we apply method A, X is always fixed to the parameter s. As described in the previous section, the choice of s for best performance may depend on the traffic condition. However, since we need log 2 (s + 1) bits in the packet header, we cannot use ideal values of s when the available number of bits is limited. In such a case, method B can work as an alternative. When r is low, the probability of a packet being assigned a high priority is low and E(X) is large, so this case is similar to method A when s is large. On the other hand, packets are readily assigned a high priority when the value of r is large and E(X) is small, so this is similar to method A when s is not large. Figures 8(a)-(c) show the relationship between the number of hops traversed by a packet and the average network delay of a class-1 packet with a different distribution of H. There, E(X) is chosen so that W N is minimized for each fixed s. The results for method A are given for reference, and the best performance is achieved when s is set to 11, 7, and 5. Therefore, we need to use 3 or 4 bits in each case. Although method B cannot outperform method A with respect to the average delay of packets with the longest hops, it achieves similar performance even when s is limited to 1 or 3. Figures 8(d)-(f) show the relationship between the parameter E(X) and the average network delay for the packets that traverse the longest hops. Consider the case where we can use only 1 or 2 bits in the header space of each packet. Then, s is limited to 1 or 3, and it is clear that method A cannot provide good performance, because E(X) is always fixed to s in method A. On the other hand, if we apply method B, we can manage E(X) by changing the parameter r. Moreover, for method B, the best performance is achieved with a smaller value of E(X) than for method A. In Fig. 8(f) , method A gives its best performance when E(X) = 5. Method B, however, does not work well when s = 7 because E(X) < 5 is not possible. Therefore, method B achieves better performance when s = 3.
These results suggest that method B works well when the available number of bits in the packet header is limited to 1 or 2. Table 3 shows the levels of utilization ρ 1 within which the target delay time (T = 50 ms) is achieved when N = 32 and ρ 2 and the distribution of H are both given. For each method, the parameters are chosen so that the best performance is obtained.
Benefits of the Proposed Methods
When the average number of hops is large (E(H) = 16.38), the proposed methods achieve only a small increase in allowable utilization, because many packets must be treated with high priority. When the average number of hops is small (E(H) = 8 or E(H) = 4), the majority of packets have small hop numbers, so they can accept the extra waiting time required to treat packets with more hops with Fig. 9 Comparison with existing method.
higher priority. As a result, the allowable level of utilization can be increased by as much as 0.20 (when E(H) = 4 and ρ 2 = 0.1). The advantage our methods vanishes when ρ 2 is large. As discussed in Sect. 4.1, method A is effective when the difference ρ − ρ 1 = ρ 2 is small. Moreover, Table 3 indicates that there is no significant difference between the proposed methods in terms of performance, but the cost of introducing them will differ. To apply method A, each router must check the value of S in the header of each packet: the router uses this value to determine the packet's priority and whether or not to increase S . Since the classification of packets and class-based priority queueing is common in DiffServ environments [1] , the only additional function required is one for increasing the value S stored in the header of each packet. This makes method A very easy to apply. The problem with method A, however, is the range of S . As described in Sect. 4.1, S varies from 0 to s, where s is chosen to give the best performance. When s is large, we need additional bits to store S , and this may require an increase in the header size.
Method B, on the other hand, offers good performance even when s is restricted to 1 or 3, as long as appropriate values are chosen for r. Therefore, if we utilize the currently unused 2 bits in the DS field [12] , method B can easily be embedded in the DiffServ environment. We can thus avoid the header space problem. However, a function for generating hash values must be included in each router. As stated earlier, a unique hash value is assigned to each flow.
However, this uniqueness requirement does not need a great computational effort because the flow is indicated by information in the packet headers, so further data, e.g., about the lifetime of the packet, is not required. Therefore, method B requires more CPU power than method A, but it will be easy to introduce because it suffices to use the surplus space in the packet header.
Comparison with Existing Dynamic Priority Method
Finally, we compare our method with the existing dynamic priority method. We compared the simulation result of the Oldest customer first discipline of Chen et al. [6] with our proposed methods. The distribution of hop numbers is again based on project HAWK (E(H) = 16.38). Note that similar dynamic priority methods, such as Earliest-due-date [7] , will show similar performance to Oldest customer first. Here, we focus on the performance of class-1 packets and assume there are no class-2 packets (namely, ρ 2 = 0). In Figs. 9(a)-(c) , we show the relationship between the number of hops traversed by a packet and the network delay for different values of traffic load ρ 1 . The parameters s (for method A) and r (for method B) are chosen so that the best performance is achieved.
We see that the existing method outperforms our methods because precise information about packet age is available for the existing method, while only the hop-count information is given for our method. The difference between our methods and the existing method is large when the uti-lization is low ( Fig. 9(a) ). The worst case performance is achieved when method B is applied with s = 1, where the deterioration is as large as 16%. However, the difference is not serious when the utilization is small, because the resulting average delay is shorter than the target delay T = 50 ms. On the other hand, when the utilization grows, the difference becomes small (Figs. 9(b) and (c) ). In particular, when we apply method A, almost the same performance can be achieved when ρ 1 is as high as 0.8 or greater. As shown in Table 3 , the allowable utilization of ρ 1 is between 0.81 and 0.83 (when ρ 2 =0 and the target delay is T = 50). Therefore, even when the existing method is applied, the available utilization is the same as when method A is applied. As far as the available utilization is concerned, the difference between our method and the existing method is negligible.
As mentioned earlier, the use of time information causes two major drawbacks. The first is a header space problem. Since each packet must store ms or µs ordered time information, the overhead is significantly large. The second is the computational effort at each router. Each router must be given a function for deciding a packet's priority based on the time information. Moreover, the number of priority classes corresponds to the number of packets and it may even vary as the time grows. Therefore, a lot of processing power is needed, and such classification is unrealistic for an environment such as DiffServ. On the other hand, our methods are free from these drawbacks and the same level of utilization can be achieved.
Conclusion
We have proposed and investigated network-level methods of dynamic priority assignment. Compared with conventional static priority, our approach can accept more traffic with small amounts of additional computational effort and route information stored in the packets. With the aid of simple models, we tested the effectiveness of our methods for networks with current and modified hop-count distributions and discussed the traffic and network conditions under which our methods are effective. We also compared our methods with the existing dynamic priority method, which requires more information and imposes a higher computational load. Although our method is simple, we found that the deterioration in performance was small. With appropriate parameters, our methods retain their effectiveness without requiring additional expansion of the packet header space. Application to an actual network configuration and hierarchy, results for the methods with other priority queueing schemes, and evaluation of the effects on other performance objectives, such as packet loss, remain topics for further study. For other network conditions, we assumed the following truncated Poisson distribution:
which is not very different from the measured distribution (see Fig. A· 1) .
Traffic Conditions
There is a lot of actual data about packet length distributions (e.g., [17] and [18] ). Typical values for their first two moments are:
• the average packet size b is between 400 and 500 (bytes).
• the variation in packet size is greater than b 2 , but less than 2b
2 .
Therefore, we set the average for class-2 packets as b 2 = 500 (bytes). For class-1 packets, we set b 1 = 200 (bytes) because class-1 traffic has a QoS requirement and these packets will be short. For the second moment of packet size, we set b , which are greater than the measured results. In most networks, packets are limited to 1500 bytes, which is the maximum transmission unit (MTU) for Ethernet. However, larger MTUs are available in some environments [19] . Therefore, we set larger values for the second moments. The link speed B between the routers was set to 6 Mbps. Performance Objectives According to ITU Recommendation G.114 [20] , the acceptable end-to-end delay for most applications is no more than 150 ms. To take account of factors such as the time taken for packetization/depacketization, jitter-buffer delay, and linktransmission delay, we set the target network delay T to 50 ms. 
