Abstract -
Introduction
For any two metric spaces X and Y we denote by C(X, Y ) the class of all continuous functions defined on X and taking values in Y . Let M[n] denote the set of all n × n real matrices. We will use vectorial inequalities, understanding that the same inequalities hold between their corresponding components. Let ∂ x j z(t, x) = ϕ j (t, x) for (t, x) ∈ ∂ 0 E j , 1 j n, (1.3) where ∂ x z = (∂ x 1 z, . . . , ∂ xn z) and ∂ xx z = [∂ x i x j z] i,j=1,...,n .
For t ∈ [0, a] we write E t = [0, t] × [−b, b].
The function f is said to satisfy the Volterra condition if for each (t, x, q) ∈ E × R n and z,z ∈ C(E, R) such that z(τ, y) =z(τ, y) for (τ, y) ∈ E t we have f (t, x, z, q) = f (t, x,z, q). Note that the Volterra condition means that the value of f at the point (t, x, z, q) of the space Σ depends on (t, x, q) and on the restriction of z to the set E t .
In a similar way we define the Volterra condition for g. We assume that f and g satisfy the Volterra condition and we consider classical solutions of (1.1) -(1.3). We approximate these solutions with solutions of associated implicit difference functional equations. We give sufficient conditions for the convergence of a sequence of approximate solutions to a classical solution of the original problem.
In recent years a number of papers concerned with numerical methods for parabolic differential or functional differential equations have been published.
The difference methods for nonlinear parabolic problems have the following property. It is easy to construct an explicit Euler type difference scheme which satisfies the consistency conditions on all classical solutions of the original problem. The main task in these considerations is to find a finite difference scheme which is stable. The method of difference inequalities or simple theorems on recurrent inequalities are used in the investigations of the stability. The convergence results were also based on a general theorem on the error estimate of numerical solutions for functional difference equations of the Volterra type with unknown functions of several variables.
Finite difference approximations of the initial boundary value problems for parabolic differential or functional equations were considered by many authors under various assumptions. Difference methods for nonlinear parabolic differential equations with initial boundary conditions of the Dirichlet type were considered in [5, 7, 12, 16] . Numerical treatment of the Cauchy problem can be found in [1, 6, 14, 18] . The authors of [4] consider initial boundary value problems of the Neumann type.
Difference methods for nonlinear parabolic equations with nonlinear boundary condition are investigated in [8, 13, 15, 17] .
In [2, [9] [10] [11] , a theory of implicit difference methods for nonlinear parabolic differential equations was initiated. Classical solutions of initial boundary value problems of the Dirichlet type for nonlinear equations without mixed derivatives are approximated in [9] , [10] by solutions of difference schemes which are implicit with respect to the time variable. Paper [11] deals with initial boundary value problems of the Neumann type for nonlinear equations with mixed derivatives. The proof of the convergence of implicit difference schemes is based on the method of difference inequalities. It is assumed that given functions have partial derivatives with respect to all variables except for (t, x). Our assumptions are more general. In the present paper, we introduce nonlinear estimates of the Perron type with respect to the functional variable. Note that our theorems are new also in the case of parabolic equations without a functional variable.
The paper is organized as follows. In Section 2 we construct a class of difference schemes for (1.1) -(1.3). The existence and uniqueness of implicit difference schemes, which are not obvious in contrast to explicit schemes, are proved in Section 3. Section 3 is devoted to the study of error estimates for approximate solutions of implicit difference functional problems. The main part of the paper, Section 4, deals with the convergence of difference method for (1.1) -(1.3). Finally, numerical examples are presented in the last part of the paper.
Natural specification of given operators allows one to apply the results of this paper to differential equations with deviated variables and differential integral problems.
Discretization of mixed problems
Let N and Z denote a set of natural numbers and a set of integers, respectively. For x ∈ R n we write ||x|| = |x 1 | + . . . + |x n |. We now formulate a difference problem corresponding to (1.1) -(1.3). We define a mesh on E in the following way. Let (h 0 , h ) where h = (h 1 , . . . , h n ) stand for steps of the mesh. For h = (h 0 , h ) and (r, m) ∈ Z 1+n where m = (m 1 , . . . , m n ) we define the nodal points as follows:
Let us denote by H the set of all h = (h 0 , h ) such that there exist (
satisfying the conditions:
The set of all α ∈ Z n satisfying the above conditions will be denoted by A (m) . Let us define the following sets: 
where Y h is the set of all functions z :
We consider the difference functional equations
with the initial condition
where
..,n are defined in the following way:
The difference expressions δ ij z (r+1,m) for i = j are defined in the following way:
The function f h is said to satisfy the Volterra condition if for each (
In a similar way we define the Volterra condition for g h . The difference functional problem (2.1) -(2.3) with δ 0 , δ, δ (2) defined by (2.4) -(2.7) is considered as an implicit difference method for (1.1) -(1.3). It is important in our considerations that the difference expression δ (2) z appears in (2.1) at the point (t (r+1) , x (m) ). The corresponding explicit difference scheme consists of (2.2), (2.3) and the equation 
Approximate solutions of difference functional problems
We will denote by F h the Niemycki operator corresponding to (2.1), i.e.,
is bounded on Σ h and
for P = (t, x, z, q) ∈ Σ h and h ∈ H.
Lemma 3.1. If Assumption H[f h ] is satisfied and ϕ
Rroof. Suppose that 0 r N 0 − 1 is fixed and that the solution u h of (2.
h , exist and that they are unique. There is Q h > 0 such that
3)
3) is equivalent to the system of equations 
, with the initial condition
and
Let us denote by X h the set of all functions ξ : S h → R. For ξ ∈ X h we write ξ (m) = ξ(x (m) ) and
, where δ i and δ ij , 1 i, j n, are defined by (2.5) -(2.7). The norm in the space X h is defined by
We consider the linear operator U h.r :
where −N m N and
We prove that for ξ ∈ X h we have
It follows from Assumption H[f h ] and from (3.3) that
Q h + A (r,m) 0, A (r,m) i
0, 1 i n, and
Thus we get
We conclude from (3.8) that the above inequality is satisfied for (
. This completes the proof of (3.9). It follows that the norm of the operator U h.r is less that 1 and there exists exactly one solution of (3.4)-(3.6). Since u h is given on the initial set E h.0 , the proof of the lemma is completed by induction with respect to r, 0 r N 0 .
Let us suppose that u h : E The function v h satisfying the above relations is considered as an approximate solution of problem (2.1) -(2.3). We prove a theorem on an estimate of the difference between the exact and approximate solutions of (2.1) -(2.3). Put
For the functions η : I h → R and z : E h → R we write η (r) = η(t (r) ), and
The function σ h : I h × R + → R + is such that 1) σ h is nondecreasing with respect to the second variable and σ h (t, 0) = 0 for t ∈ I h ; 2) for each c 1 the difference problem and η h : I h → R + is a solution of the difference problem
For the function η : I h → R we write η (r) = η(t (r) ). Set
where 1 k n.
Theorem 3.1. Suppose that Assumption H[σ h , f h , g h ] is satisfied and
1) u h : E + h → R is a solution of (2.1) -(2.3); 2) the function v h : E + h → R satisfies (3.10) -(3.12) and there isc ∈ R + such that |δ ij v (r,m) h | c, i, j = 1, .
. . , n, h ∈ H;
3) there isc ∈ R + such that h 2 ch 0 , and the following estimates are satisfied
Then there is α : H → R + such that
It follows from (3.10)-(3.13) that there are γ, γ 1 , γ 0 :
and lim 
The above relations and (2.4) -(2.7) imply
Write ε
where h = (h 1 , . . . , h n ) and
and we take 0 0 = 1 in the above formulas. Then we define T h z on E. It follows easily that T h z ∈ C(E, R). It is easy to prove by induction with respect to n that
The above relation implies that T h [z] t (r) = z h.r , 0 r N 0 . The operator T h was first proposed in monograph [3] for the construction of explicit difference schemes related to first order partial differential functional equations. 
where h ∈ H and there isc ∈ R + such that a solution of (2.1) , (2.2) and there is α 0 :
Then there exists a function α : H → R + such that we have
where v h is the restriction of v to the set E h . Proof. We first show that the problem
Then we have assumed that f and g satisfy the Lipschitz condition with respect to the functional variable. We obtain the following error estimates
and u
The above inequalities follow from (4.8) with α(h) = ω h (a), where
Remark 4.3. Let us consider the explicit difference method (2.2) -(2.8). Then we need the following assumption on f and on the steps of the mesh [4, 11] :
where P ∈ Σ. If the functions f ij , i, j = 1, . . . , 1, are bounded on Σ, then inequality (4.11) establishes relations between h 0 and h = (h 1 , . . . , h n ). It is important in our considerations that condition (4.11) is replaced by (4.6).
Numerical examples
Example 5.1. Write
Consider the integral-differential equation
(5.1) and the initial boundary conditions
The solution of (5.1) -(5.4) is known, it is v(t, x, y) = tx 2 y 2 /2. We found the approximate solutions of (5.1)-(5.4) using both implicit and explicit numerical methods and taking the following steps of the mesh: h 0 = 0.001, h 1 = 0.002, h 2 = 0.002.
Note that the function f and the steps of the mesh do not satisfy condition (4.11), which is necessary for the explicit method to be convergent. Write
where N 1 h 1 = 1, N 2 h 2 = 1. In our numerical example, the mean errors of the explicit method exceeded 10 297 . The numbers ε (r) h are the mean errors for fixed t (r) . The solution of (5.5) -(5.8) is known, it is v(t, x, y) = t(1 + x 2 y 2 /2). We found the approximate solutions of (5.5) -(5.8) using both implicit and explicit numerical methods and taking the following steps of the mesh: h 0 = 0.002, h 1 = 0.002, h 2 = 0.002.
As in the previous numerical example, we chose the steps of the mesh which do not satisfy condition (4.11) . In accordance with our expectations the explicit method is not convergent, and the mean errors are bigger than 10 278 , while the implicit method is convergent and gives the following mean errors. The above examples show that there are implicit difference schemes which are convergent and the corresponding classical methods are not convergent. This is due to the fact that we need relation (4.11) for steps of the mesh in the classical case. We do not need this condition in our implicit method. The implicit difference methods presented in this paper are virtually applicable to the numerical solution of differential integral equations or equations with deviated variables.
