A point-to-point (PTP) wireless link is studied that carries long-lived TCP flows and is controlled with active queue management (AQM). A cross-layer queue-aware adaptive modulation and coding (AMC)-based link adaptation (LA) mechanism is proposed for this wireless link to improve the TCP-level throughput relative to the case where AMC decisions are made based solely on the physical layer (PHY) parameters. The proposed simple-to-implement LA mechanism involves the use of an aggressive modulation and coding scheme (MCS) with high spectral efficiency and high block error rates when the queue occupancy exceeds a certain threshold, but otherwise a relatively conservative MCS with lower spectral efficiency and lower block error rates. A fixed-point analytical model is proposed to obtain the aggregate TCP throughput attained at this wireless link and the model is validated by ns-3 simulations. Numerical experimentation with the proposed analytical model applied to an IEEE 802.16-based wireless link demonstrates the effectiveness of the proposed queue-aware LA (QAWLA) mechanism in a wide variety of scenarios including cases where the channel information is imperfect. The impact of the choice of the queue occupancy threshold of QAWLA is extensively studied with respect to the choice of AQM parameters in order to provide engineering guidelines for the provisioning of the wireless link.
Introduction
Along with the User Datagram Protocol (UDP) whose use has gained momentum with emerging multimedia and P2P applications, the Transmission Control Protocol (TCP) has been one of the most widely used transport protocols for most Internet services such as Web browsing, file transfer, remote login, and recently for video streaming [1] [2] [3] . Buffer management for routers carrying TCP traffic is generally based on active queue management (AQM) mechanisms which drop packets before the routers' queues become full [4] [5] [6] [7] [8] . With AQM, large queuing delays that could adversely affect the TCP-level throughput are avoided. Moreover, the drop decision is made probabilistically to mitigate flow synchronization problems (also known as the lock-out problem) described in [4] . We refer to [9] for a survey of AQM in both wireline and wireless contexts. In wireless router links, index, i.e., m = M − 1, is the most aggressive MCS in the set with the highest spectral efficiency and highest block error rates. On the other hand, the MCS with the smallest index, i.e., m = 0, is the most conservative MCS in the same set with the lowest spectral efficiency and again with the lowest block error rates. Typically, one of the key LA mechanisms known as adaptive modulation and coding (AMC) is employed in existing wireless communication standards to choose the best possible MCS as a function of varying channel conditions on the basis of channel state information (CSI) which is representative of the instantaneous condition of the wireless link [12, 13] . This optimization problem is involved in maximizing the spectral efficiency of the wireless link under certain block error rate constraints. When these constraints are driven by performance requirements of higher layer applications like multimedia [14] , Web browsing, and bulk-data transfer [15] , the LA problem requires cross-layer handling. Impact of packet loss and delay incurred by queuing at the data link layer is another research topic for cross-layer analysis [16] , which is also studied in [17] for TCP traffic.
In this paper, we study a wireless bottleneck link for a number of long-lived TCP traffic flows with AQM buffer management and AMC-based link adaptation, the interplay between these two components being the main topic of study of this paper, with the goal of potentially increasing the total TCP throughput. TCP-Reno has been the most widely implemented TCP variant [18, 19] which we study in this paper. The following information on TCPReno is based on the references [20] and [21] . The sender of a TCP-Reno connection declares a packet to be lost either upon a timeout expiry for its acknowledgment (ACK) packet sent by the TCP receiver or upon the reception of three duplicate acknowledgments (DUPACKs) for a preceding packet. The latter case occurs when three out-of-order packets arrive at the receiver which consequently signals the missing packets via DUPACKs. Upon expiration of a timeout, the sender reduces its congestion window (CW) which represents the collection of packets that are allowed to be transmitted back to back without having to wait for their corresponding ACKs, down to the size of a single packet. DUPACKs are reacted more gently than timeouts by most TCP variants considering the network to be on the verge of congestion. As an example, TCP-Reno triggers a fast retransmit mechanism to retransmit the missing packet reported by the DUPACKs and halves its CW. If an ACK is received in return, then the transmission continues where it is left off; otherwise, the same procedure regarding the timeout condition is executed. After a timeout, TCP-Reno enters into a state called "slow start" at which the CW is incremented by one for each received ACK. In slow start, the CW doubles every round-trip time (RTT) until a threshold is reached at which a transition to another state called "congestion avoidance" occurs. In the congestion avoidance state, the CW is approximately incremented at each RTT yielding a linear inflation until either another packet loss is experienced or the advertised TCP receive window (RW) limit is reached at the TCP receiver. The RW is essential for the sender in order not to overwhelm the receiver. In addition to TCP-Reno, there are other more recent variants of TCP such as TCP-Vegas, TCP-Compound, and TCP-CUBIC, the latter two designed for networks with large bandwidth-delay product and are currently in use in Windows and Linux operating systems, respectively, [18, [22] [23] [24] . However, the exploration of TCP variants other than TCP-Reno is left outside the scope of this paper throughout which TCPReno and TCP are used interchangeably unless otherwise stated.
An aggressive MCS with high block error rates may lead to high packet error rates (PERs) which in turn throttles back the TCP sources as discussed above, potentially leading to a queue with a high service rate but which is occasionally empty. PHY resources would be wasted in this situation when the queue is empty. On the other hand, conservative MCSs result in low PER leading to a situation with non-empty queues but with lower service rates. In this paper, we focus on PER-based LA which attempts to maintain a desired operational PER value by taking the estimated PER and attempting to reduce the gap between the two [25] . A PER-based AMC mechanism driven solely by the PHY parameters, referred to as a traffic-agnostic link adaptation (TAGLA) in this paper and also in [26] , may lead to one of the two abovementioned undesirable situations. Target PER of such schemes can only be optimized if the system parameters of interest are precisely known, e.g., the number of contending TCP flows and their RTTs, in addition to the PHY parameters [26, 27] . However, estimation of such system parameters is highly difficult in practice [28] . As a remedy, we propose the framework of dual-regime wireless link (DRWL) for which the queue occupancy level is taken into consideration in the process of MCS selection, as opposed to using other system parameters that are hard to estimate. Specifically, we use a conservative (aggressive) MCS when the queue occupancy is below (above) a certain threshold in DRWL. Reducing the probability of "empty queues" and hence the link being under-utilized by TCP sources because of wireless packet losses is the rationale behind DRWL. We view DRWL as a general framework which does not produce a unique policy but instead comprises a set of policies out of which we propose one particular subset of policies called queue-aware link adaptation (QAWLA) in our numerical examples. Actually, the QAWLA policy attempts to maintain two particular perregime PER values and therefore belongs to the DRWL framework.
Queue-awareness has been extensively studied in the context of wireless scheduling in multi-user wireless communication systems [29] [30] [31] [32] . Energy efficiency is another subject of wireless communications systems for which queue-awareness allows joint control of the transmission power and rate for given QoS constraints [33] [34] [35] [36] . Assuming an error-free point-to-point (PTP) link operating at the channel capacity, the reference [37] devises an optimal power control scheme called joint queue length aware (JQLA) power control for a set of QoS constraints comprising packet drop probability (which occurs due to finite buffer length), maximum delay, and the arrival rate. In a simulation-based study, the authors propose a distributed traffic-aware power control algorithm for multi-hop IEEE 802.11 wireless networks adapting transmission rates to satisfy the network-wide traffic demand [38] . For a fixed signalto-interference-plus-noise ratio (SINR) level, however, a single MCS satisfying a pre-determined bit error rate (BER) is chosen. By disseminating the so-called "virtual buffers" throughout the nodes of a hybrid wired and code division multiple access (CDMA) wireless cellular network with a distributed algorithm, joint transmission power and rate optimization is formulated as a network utility maximization problem which can be solved by the congestion control algorithms of TCP [39] . The so-called jointly optimal congestion control and power control (JOCP) algorithm outlined in the reference [40] , on the other hand, iteratively updates the transmission power of each node in a multi-hop wireless network by sharing weighted queuing delay information in a distributed manner assuming TCP-Vegas to be the source of the generated traffic. Convergence of JOCP, however, is not guaranteed for TCP-Reno whose congestion control relies on packet losses rather than delays as with TCP-Vegas. Finally, the presented AMC scheme in the reference [41] for an interference-limited two-hop relay network chooses an MCS based on both the current SINR level and the number of available packets in the transmission queue of the relay node, whichever suggests the minimum, but does not take into account any higher layer traffic such as TCP. To the best of our knowledge, this is the first study employing queue-awareness in AMC decisions to specifically improve TCP-Reno throughput performance.
An analytical expression, known as the "PFTK" formula, is already available for the packet sending rate of a longlived TCP flow as a function of its packet loss rate and RTT [42] . The PFTK formula takes into account both the fast retransmit mechanism of TCP-Reno and the effect of TCP timeout on packet sending rate. Using a fixedpoint model, the PFTK formula has been successfully used to approximate the throughput of a long-lived TCP flow, sharing an AQM-controlled wireline link, or feeding into a network of AQM-controlled wireline links along with other long-lived TCP flows [43] . Making use of the well-established PFTK formula, we propose in this paper a fixed-point model of a single AQM-controlled wireless link with AMC decisions being based on the DRWL framework. Our modeling work is substantially different than [43] due to the special behavior at the boundary between the two regimes of interest. In [43] , the queue service rate is fixed for all queue occupancies. However, in the current study, not only the queue service rate but also the wireless packet error rate depends on the queue occupancy in a piece-wise continuous manner with a discontinuity at a single boundary point. Such discontinuities lead to scenarios where the boundary point may become the steady-state fluid limit and the conventional fixedpoint model of [43] falls short of modeling discontinuous queue service rates and wireless packet loss rates. For such scenarios, we propose an extended fixed-point analytical model to model TCP throughput in AQMcontrolled wireless links in the current study. The proposed fixed-point analytical model has a computational complexity low enough to enable the exploration of the multi-dimensional problem space spanned by the number of TCP flows, the number of MCSs, and varying signal-tonoise ratio (SNR) levels, which would not be feasible with a study based solely on simulations. However, ns-3 simulations are carried out for a subset of scenarios to validate the proposed model. Existence and uniqueness conditions are presented for the solution of the fixed-point analytical model. Using the findings of the stochastic model, we show that robust TCP-level throughput improvement over TAGLA is attainable by QAWLA in a wide variety of scenarios. We use the same PFTK TCP formula, AQM scheme, and the set of MCSs with the work [26] presenting an analysis of TAGLA and replicate the related content in the current paper for the sake of completeness. Hybrid ARQ (HARQ)/ARQ techniques for which the blocks/packets get to be retransmitted upon loss at the link layer are not considered in this paper and are left for future study.
The paper is organized as follows. In Section 2, we present the general DRWL framework along with the presumed assumptions and the particular QAWLA mechanism we propose for link adaptation. Section 3 presents the fixed-point model for the DRWL framework. In Section 4, traffic and wireless link scenarios used in the numerical experiments are described. Section 5 addresses the validation of the proposed fixed-point model using extensive ns-3 simulations. In Section 6, we provide numerical examples to validate the effectiveness of the proposed QAWLA scheme. We conclude in the final section.
Dual-regime wireless link
We envision a PTP wireless link employing AQM which maintains a shorter average queue length than its droptail counterpart. One of the most popular AQM schemes is random early detection (RED) for which an arriving packet is dropped with a probability depending on the average queue occupancy [5] . The RED scheme interprets "the average queue occupancy exceeding a minimum queue threshold denoted by th min " as an onset of network congestion and reacts by linearly increasing its drop probability from 0 up to the value p max until the maximum queue threshold denoted by th max is reached. Beyond th max , the arriving packets are dropped deterministically. The performance of RED is known to be sensitive to the choice of its parameters p max and th max and as a remedy, the so-called gentle variant of RED denoted by GRED has been proposed having a continuous drop probability function q(x) as follows [44, 45] : 
where x denotes the queue occupancy. The drop probability function q(x) in Eq. (1) is illustrated in Fig. 1 by a red line. We use GRED in this paper for buffer management but other AQM schemes could also be employed. The wireless link is assumed to carry N long-lived TCPReno flows using first-in-first-out (FIFO) scheduling with a common packet size L. Each flow i, i ∈ {0, 1, . . . , N − 1}, is assumed to have a fixed (yet arbitrary) RTT denoted by RTT 0,i , taking into account the propagation delays of all links on the path of the flow i. We assume all flows are bottlenecked at this wireless link and packet losses on other links are assumed to be negligible. We therefore do not attempt to model networks of AQM router links but rather focus on a single AQM bottleneck link in this study. Queuing and transmission delays as well as the error rates of the TCP ACK packets are assumed to be negligibly small and will be ignored by the analytical model assuming TCP ACK prioritization to be employed and enhanced wireless protection to be established at the reverse path of the flows [46, 47] .
For link adaptation purposes, we introduce in this paper a threshold B and subsequently partition the queue of the wireless link into two different regimes, namely R 1 = [ 0, B) and R 2 = (B, 2th max ) along with the boundary B = {B}. The queue is served with a transmission rate r 1 (r 2 ) with a wireless PER denoted by PER 1 (PER 2 ) when the buffer occupancy x resides in regime R 1 (R 2 ) such that r 1 ≤ r 2 and PER 1 ≤ PER 2 . In the abovementioned definition, the strict inequality case is definitely more interesting but we let DRWL to be more general by allowing equalities. We present an overlaid illustration of the proposed DRWL and the GRED AQM scheme in Fig. 1 . This DRWL can be generalized to a multi-regime scenario by further partitioning the queue into more than two regimes, but we limit our scope only to DRWL in this paper. The DRWL framework consists of a set of queue-aware link adaptation mechanisms out of which we propose a particular subset of policies next. For this purpose, we consider M different candidate PHY MCSs denoted by mcs m where m ∈ {0, 1, . . . , M−1} that are supported by the wireless link's air interface. When a packet gets to be transmitted, we use a dedicated MCS at each regime, namely MCS 1 and MCS 2 , when the queue length at the epoch of packet transmission resides in R 1 and R 2 , respectively. If the queue occupancy resides at B, either MCS 1 or MCS 2 can be used. When MCS j equals mcs m for regime j, j ∈ {1, 2}, and for SNR level snr s , s ∈ {0, 1, . . . , S − 1}, packets are transmitted with a bit rate of r j = g m and errored at the receiver with a probability denoted by PER j = per m,s where g m is the bit rate of mcs m seen by the link layer and per m,s is the PER when mcs m is used at SNR level snr s .
In this paper, we propose a particular DRWL mechanism denoted by QAWLA(th PER , H, B) in terms of three parameters th PER , H, and B. In this PER-based LA mechanism, the MCS with the highest spectral efficiency whose resulting PER denoted by per m,s is such that per m,s < th PER for a threshold parameter th PER at a particular SNR level snr s , is chosen for regime R 2 . MCS decision for R 1 is given in the same manner with R 2 , but with a lower threshold th PER /H for some H ≥ 1. It is clear that QAWLA(th PER , H, B) belongs to the DRWL framework for the entire range of its parameter set. For the particular QAWLA mechanism with H = 1, we have MCS 1 = MCS 2 irrespective of the queue occupancy at the same channel conditions and is therefore referred to as TAGLA(th PER ), i.e., traffic agnostic link adaptation. In the next section, we develop a fixed-point analytical model of the generic DRWL by means of which we evaluate the performance of the specific QAWLA scheme to be used in the numerical examples.
Fixed-point analytical model of DRWL
In line with the majority of the existing work on TCP modeling, we propose to use the so-called PFTK TCP formula which relates the packet sending rate of a TCP flow to the packet loss rate seen by the flow [42] . Let p, λ, L, and T 0 denote the packet loss rate, packet sending rate in packets/s, packet size in bits, and the retransmission timeout parameter of a TCP source, respectively. For the timeout parameter, we use
where RTT and σ RTT are the smoothed estimates for the RTT and its standard deviation, respectively, and T 0,min is a minimum limit imposed on the timeout parameter [48] . Let W u denote the random variable associated with the unconstrained window size of the TCP source. Also let W max = W /L and b denote the maximum window size in units of packets and the number of packets to wait before sending a cumulative ACK packet by the TCP receiver, respectively, where W is the receiver's buffer size. The reference [42] proposes the following identity, known as the PFTK formula, for the TCP sending rate λ if the TCP flow faces a packet loss rate p:
where
and
Note that Eq. (3) provides a closed-form expression for the TCP sending rate λ provided the parameters p and RTT are available. In this study, we assume all TCP flows use the same minimum timeout parameter T 0,min and the term RTT + 4σ RTT in (2) is much smaller than T 0,min which yields T 0 = T 0,min . Exploiting this assumption, we simplify Eq. (3) to be used in sequel as follows:
, otherwise,
where P 1 and P 2 (P 1,c and P 2,c ) are functions that represent the packet loss rate dependency of the unconstrained (constrained) TCP packet sending rate as defined below:
Since the pairs (r 1 , PER 1 ) and (r 2 , PER 2 ) are not necessarily identical, it may be possible that the combined AQM-AMC policy may push the buffer occupancy from R 1 outward to R 2 and vice versa, making the boundary B the fixed point. This can be viewed as the queue occupancy hovering in close vicinity of the boundary B, visiting both regimes infinitely often but transmitting packets in R 1 and R 2 , with probabilities (1 − α) and α, respectively, at the steady-state. For higher (lower) values of α, a larger ratio of packets admitted into the queue finds the queue in the R 2 (R 1 ) regime. Consequently, the queue is modeled to be served with a transmission rate of r(x, α) when the queue occupancy is x:
B < x < 2th max (12) and the average wireless loss probability, denoted by PER(x, α), can be written as follows:
B < x < 2th max (13) Note that when x = B, the transmission rate and wireless loss probability also depend on the parameter α which needs to be calculated. Based on the philosophy of DRWL, we assume PER 1 ≤ PER 2 < 1 in which case the TCP receivers get service from both regimes and r 1 ≤ r 2 . Lost packets are not retransmitted and loss events are assumed to be independent and identically distributed (iid) following the Bernoulli wireless loss model. Assuming AQM and wireless packet losses to be independent from each other, the overall loss probability can then be expressed as
All flows are exposed to a queuing delay x/r(x, α) and a transmission delay L/r(x, α) at the router. Without loss of generality, we let D F account for the one-way framing and processing delays. Moreover, D F is multiplied by a factor of two in order to cover both forward and reverse (TCP ACK messages) path delays. Taking into account the propagation delays of all links on the path of the flow i, we have the following expression for the overall RTT of flow i:
We take similar steps with [43] in relating the PFTK TCP model given in (3) with the queue occupancy x but also considering the dual-regime nature of the queue. The overall rate of bits that are admitted into the queue denoted by κ(x, α) can then be written as
where λ i (x, α) is the packet sending rate of flow i when the queue takes the value x and we propose to use the PFTK TCP formula (3) to write λ i (x, α) with RTT and p being replaced with RTT i (x, α) and p(x, α), respectively. The goal of the fixed-point model is to find the steadystate buffer occupancy denoted by x which can be viewed as an approximation to the mean queue occupancy in the actual system. Assuming that the queue has a steady-state solution at (x, α) = (x , α ), the following fixed-point identity should hold:
Given the steady-state solution (x , α ), the aggregate TCP throughput of the system denoted by T is given by the following identity:
Next, we take the preliminary steps leading to the proof for existence and uniqueness of the solution to DRWL for r 1 < r 2 and PER 1 < PER 2 . For the particular case when r 1 = r 2 and PER 1 = PER 2 , we refer the reader to [43] . Recalling Eq. (7) and replacing the terms P 1 , P 2 , P 1,c and P 2,c therein with their x and α dependent counterparts P 1 (x, α), P 2 (x, α), P 1,c (x, α) and P 2,c (x, α), respectively, as well as the RTT term with its x and α dependent perflow counterpart RTT i (x, α), we express the per-flow TCP sending rate as follows:
Since TCP packet sending rate is a monotonically decreasing (MD) function of packet loss rate regardless of the RTT, the functions P 1 (·) and P 2 (·), and additionally P 1,c (·) and P 2,c (·), are monotonically non-decreasing (MND) in x, given that p(x, α) in (14) is MND. The MND property of p(x, α) is implied by the inequality PER 1 < PER 2 inherited from DRWL and the fact that q(·) is MND. Without loss of generality, we provide the proof for existence and uniqueness only for the unconstrained TCP packet sending rate using the functions P 1 (·) and P 2 (·). The aggregate bit arrival rate to the queue can then be written using (19) as:
and is a strictly positive monotonically increasing (MI) function provided that r(x, α) in (12) is MND which is true since r 1 < r 2 . With these definitions, the identity (17) can further be simplified as follows:
which is the main identity we refer to in this paper that needs to be satisfied at the steady-state. Next, we present the proof for existence and uniqueness of a solution to DRWL in Theorems 3.1 and 3.2, for both R j , j ∈ {1, 2} and B, respectively. 
Proof 2. Note that G(B, α) is monotonically increasing in α at x = B. Let (B, α ) be a solution, then for any α = α , G(B, α ) = G(B, α ) = 1 − q(B), which concludes the proof.
We also outline an algorithm to numerically solve the dual-regime queue in Algorithm 1. Once the solution is assured to reside in either of the two regimes R 1 or R 2 , or at the boundary B, then a binary search is performed for the unknowns x and α , respectively, in the corresponding domain. We note that the case of r 1 = r 2 and PER 1 = PER 2 can also be solved by Algorithm 1.
Wireless link and traffic scenarios
In our numerical examples, we use the following parameters. For the fixed packet size, we set L = 1500 bytes. For GRED, the parameters th min and th max are set to 30 and 90, respectively, in units of packets, and p max is set to 0.1 as in [43] . For TCP parameters, we set T 0,min = 1 s as in [49] , b = 2 and W = 64 kbytes as in [48] . We use the MCSs of the Wireless-MAN OFDMA PHY which specifies a cellular communication system comprising a base station (BS) and a number of mobile stations (MSs) [50] . The Wireless-MAN OFDMA PHY can alternatively be used as a PTP link as in the references [51] and [52] . The scope of this paper suits well to such PTP systems relying on OFDM-based air interfaces [53] [54] [55] [56] . For this purpose, we choose eight MCSs that use convolutional turbo codes (CTC) which are enumerated in Table 1 according to an MCS index m, m ∈ {0, 1, . . . , 7}, for use in the current paper which differ according to their modulation order V m (i.e., the number of points in the constellation diagram), code rate R m , and forward error correction (FEC) block length k m .
Assuming FEC block error events of a packet to be iid Bernoulli distributed, the quantity per m,s can be derived from the FEC block error rate (FER) denoted by fer m,s as follows:
Algorithm 1 solveDualRegimeWirelessLink
Solution is empty queue.
2:
x ← 0 3:
Solution is in R 1 .
5:
x ← BINARYSEARCH(x, R 1 ) Perform binary search for x in R 1 .
6:
Solution is at B.
8:
α ← BINARYSEARCH(α, B) Perform binary search for α at B.
9:
x ← B 10: 11: else Solution is in R 2 .
T ← (1 − PER(B, α ))κ(B, α )
12:
x ← BINARYSEARCH(x, R 2 ) Perform binary search for x in R 2 .
13: For the sake of completeness, we present per m,s vs. snr s curves obtained using CML in Figs. 2 and 3 , for the additive white Gaussian noise (AWGN) and the ITU vehicular-A channels, respectively, the latter corresponding to an MS with velocity 90 km/h, which is referred to as the ITU-A channel for the rest of the paper [57] . SNR ranges of [0 dB, 22 dB] and [0 dB, 40 dB] are sampled with a resolution of 0.5 and 2 dB, respectively, to obtain the corresponding snr s values for the AWGN and the ITU-A channels. At least 10 7 FEC blocks are decoded to reach the PERs illustrated in these figures.
The time division duplex (TDD) mode as specified by WiMAX [58] Table 1 are ordered based on their raw bit rates. These eight different MCSs lead to 8 * 7 2 − 1 = 27 possible DRWL policies which satisfy the condition r 1 < r 2 and PER 1 < PER 2 , excluding in particular the dual-regime policy (MCS 1 , MCS 2 ) = (mcs 3 , mcs 4 ) having the same link layer bit rate (i.e., g 3 = g 4 ) but with interchanging PER performances for the AWGN and the ITU-A channels. Taking into consideration the remaining policies for which r 1 = r 2 and PER 1 = PER 2 , an overall of 27 + 8 = 35 distinct policies are studied in the numerical examples. In order to account for framing and processing delays of the system, D F is set to 2.5 ms.
We construct traffic scenarios spanning a wide range of N and RTT 0,i values. In particular, we study two groups of traffic scenarios having fixed and uniformly spaced 
Validation of the analytical model
The proposed fixed-point analytical model for DRWL is validated using the ns-3 network simulator [48] for a subset of scenarios described in Section 4. Particularly, we employ the scenarios SU N,F for N ∈ {1, 4, 16}, F ∈ {1, 40} ms, and snr s ∈ {22, 26, 30} dB for the ITU-A channel, totaling 18 distinct scenarios indexed by the parameter idx. Table 2 summarizes the parameters used for each scenario including the per-regime PER values (PER 1 , PER 2 ), and per-regime bit rates (r 1 , r 2 ). We prefer to use a dumb-bell topology, which is a common topology to study TCP congestion algorithms in bottleneck links, involving N TCP-Reno flows in our simulations as shown in Fig. 4 [61, 62] Table 2 .
TCP flow statistics are obtained using the FlowMonitor which is a monitoring framework developed for ns-3 [63] . The RateErrorModel class of ns-3 is used to simulate PERs. Simulations are terminated after 5 min, but the first 30 s corresponding to transients is ignored. Each simulation is repeated ten times and the average results are reported together with the 99 % confidence intervals. Aggregate TCP throughput results of ns-3 simulations and the analytical model proposed in this paper are presented for each scenario in Tables 3, 4 , and 5 for B being equal to 10, 20, and 30, respectively, all in units of packets. In these tables, we also provide the regime of the solution point (i.e., whether x resides in R 1 , R 2 , or at the boundary B) and the α parameter, whenever the solution is at B, obtained by the analysis. Overall results exhibit a remarkable level of agreement in the aggregate TCP throughput between simulations and the fixed-point analytical model especially for B equals 20 or 30. For B = 10, which is closer to the vicinity of the empty queue, the analytical model tends to be optimistic for scenarios with high PER values for R 2 (e.g., idx equals 2, 11, 12, and 17). In order to better understand this behavior, we first let the discrete random variable K denote the number of packets waiting in the queue for transmission with the probability mass function (PMF) u k defined as u k = Pr(K = k) where k ∈[ 0, 2th max ). Subsequently, we present the empirical PMF u k obtained from ns-3 simulations for three different regime boundary values when the scenario index is fixed at idx = 2 in Fig. 5 . Note that in ns-3, which is an event-based simulator, it is more convenient to probe the queue occupancy in units of packets rather than the continuous occupancy level x. The analytical queue occupancy, however, is a real number which is found to be 3.9049 in units of packets for all values of B. By its very nature, the fixed-point approach makes the location of B irrelevant to the solution once the solution resides in either R 1 or R 2 . Accordingly, for decreasing B, the probability of queue becoming empty obtained from simulations increases which is not accounted by the model for this particular case. In Fig. 6 , the empirical queue occupancy PMF obtained with ns-3 simulations is depicted together with the corresponding analytical solution for B = 20 corresponding to 6 scenarios with idx ∈ {3, 4, 11, 13, 14, 18}. When idx equals 11 and 18, the model finds the solution in R 1 and R 2 , respectively, and for idx equals 3, 4, 13, or 14, the solution turns out to be at B. The shape of the PMFs obtained via ns-3 for scenarios with analytical solution at B demonstrates the effectiveness of the proposed approach in capturing the behavior of the queue around the regime boundary. In the light of all simulation results, we let B ≥ 20 in all the remaining numerical examples so that the empty queue regime is avoided and furthermore the fixed-point model performs remarkably well. In real-life implementations, both TAGLA and QAWLA policies require real-time PER estimations to successfully operate. This information, however, may not be precise due to rapidly changing wireless channel conditions and/or the accuracy of the particular implementations used in channel quality measurements. For example, the Wireless-MAN OFDMA PHY requires an absolute accuracy of 2 dB in the carrier-to-interference-and-noise ratio (CINR) measurements. In Figs. 9 and 10, throughput results of TAGLA and QAWLA based on the MCS decisions given as if the channel SNR values were 2 and 4 dB higher than the actual values, resulting in an over-rated channel assessment, are also given. The same averaging steps described for Figs. 7 and 8 are employed for Figs. 9 and 10 in obtaining the presented throughput results. QAWLA appears to be relatively insensitive to the choice of th PER compared to TAGLA and significantly improves TAGLA for over-rated channels as well. Both TAGLA and QAWLA performances deteriorate in case an over-rated channel assessment is made, but the deterioration is more severe for the AWGN channel scenario as its per m,s vs. snr s curves are steeper than those of the ITU-A channel scenario. The optimum choice of the parameter th PER appears to be dependent on the channel type and the precision of the SNR estimate.
As 
Conclusions
A novel queue-aware link adaptation mechanism is proposed for wireless links carrying long-lived TCP flows and which are controlled by AQM buffer management. This proposed cross-layer mechanism is based on the choice of a different modulation and coding scheme depending on whether the queue occupancy is above or below a certain threshold at the epoch of packet transmission. A novel fixed-point analytical model is developed to accommodate discontinuous wireless packet loss rate and queue service rate of this dual-regime queuing system which is validated with extensive ns-3 simulations. Using the proposed analytical model, we show significant TCP throughput improvement with queue awareness for link adaptation. Such throughput improvement is shown to exist even when the channel statistics are not precisely known.
Investigating the performance of the proposed QAWLA scheme for PHY technologies other than IEEE 802.16 such as LTE, consideration of the use of HARQ/ARQ techniques at the PHY, use of multiple thresholds as opposed to one single threshold of the DRWL framework, and the employment of queue-awareness in link adaptation of point-to-multipoint wireless systems, such as cellular networks, are left for future research.
