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Abstract
For a graph G = (V,E) and i, j ∈ V , denote the distance between i and j in
G by D(i, j) and the degrees of i, j by di, dj , respectively. Let f(D(i, j), di, dj)
be a function symmetric in i and j. Define a matrix Wf (G), called the weighted
distance matrix, of G, with the ij-entry Wf (G)(i, j) = f(D(i, j), di, dj) if i 6= j and
Wf (G)(i, j) = 0 if i = j. In this paper, we prove that if the symmetric function
f satisfies that f(D(i, j), (1 + o(1))np, (1 + o(1))np) = (1+ o(1))f(D(i, j), np, np),
then for almost all graphs Gp in the Erdo¨s-Re´nyi random graph model Gn,p,
the energy of Wf (Gp) is {( 83pi
√
p(1− p) + o(1)) · |f(1, np, np) − f(2, np, np)| +
o(|f(2, np, np)|)}·n3/2. As a consequence, we give the asymptotic values of energies
of a variety of weighted distance matrices with function f from distance-based only
and mixed with degree-distance-based topological indices of chemical use. This
generalizes our former result with only degree-based weights.
Keywords: random graph, graph energy, asymptotic value, chemical indices
AMS Subject Classification 2010: 05C50, 05C80, 05C22, 92E10.
1 Introduction
Throughout the paper, we denote a simple graph byG = (V,E) with order |V (G)| = n.
The adjacency matrix of G is denoted by A(G). If e ∈ E is an edge with two ends i and
1Supported by NSFC No.11871034 and 11531011.
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j, we say that e = ij ∈ E. We use di and D(i, j) to represent the degree of a vertex i
and the distance between two vertices i and j in G, respectively.
In graph theory and its applications, especially in chemistry, matrices are popularly
introduced and studied, which provides algebraic perspectives on (molecular) graphs.
The most classic graph matrix is the adjacency matrix, whose entries indicate the adja-
cency (or number of edges) between two vertices. In practical requirements of molecular
chemistry, many objects are concerned with degrees of vertices or distances between
pairs of vertices in a graph, and thus many interesting matrices with entries from degrees
and/or distances have been introduced. One kind of such matrices comes from degree-
based topological indices of chemical use, such as the Zagreb matrix [16], ABC-matrix
[10] and Harmonic matrix [17], which are essentially the adjacency matrix weighted by
a symmetric function f(di, dj) defined on the degrees of vertices i and j. Another kind
of such matrices comes from distance-based topological indices, such as the distance
matrix [8], Harary matrix [23] and reverse Wiener matrix [25], which are essentially the
distance matrix with a symmetric function f(D(i, j)) as the ij-entry for i 6= j in G.
In 1994, Dobrynin and Kochetova [6] put forward a new topological index determined
by the values of both distances and degrees of vertices, and recently this new type of
indices become more and more popular. We refer the reader to [1, 12, 22, 28] for results
on the degree-distance-based indices. From this kind of indices, it is natural to define
a new kind of matrices with mixed degree-distance-based entries, since a 2-dimensional
matrix contains much more data than a single index, and its algebraic property will show
more structural information of a molecular. As one can see below, it is also essentially
a distance matrix, and so we call it the weighted distance matrix of a graph G. The
definition is given as follows.
Definition 1.1. Let G = (V,E) be a graph. Denote by di the degree of a vertex i in
G, and by D(i, j) the distance between two vertices i, j in G. Let f(D(i, j), di, dj) be a
function symmetric in di and dj. The weighted distance matrix Wf(G) of G is defined
as follows: the ij-entry of Wf (G)
Wf(G)(i, j) =
{
f(D(i, j), di, dj), i 6= j
0, i = j
Remark 1.2. In fact, the above adjacency matrix with only degree-based weights and
the distance matrix with only distance-based weights are special cases of this new type
of matrix Wf (G). If we set f(D(i, j), di, dj) = 0 for D(i, j) ≥ 2, then Wf (G) is the
adjacency matrix with degree-based weights by function f(1, di, dj). If the value of the
function f(D(i, j), di, dj) depends only on D(i, j), Wf (G) is the distance matrix with
ij-entries weighted by only distance-based function f .
Since f is a symmetric function, Wf (G) is a symmetric matrix and therefore it has
only real eigenvalues, denoted by λ1 ≥ λ2 ≥ · · · ≥ λn. As usual, the energy of the matrix
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Wf(G) is defined as follows:
E (Wf(G)) =
n∑
i=1
|λi|,
The concept of energy for graphs, derived from chemistry, was first introduced by
Gutman [14] in 1978. The total π-electron energy in a conjugated hydrocarbon is given
by the sum of absolute values of the eigenvalues corresponding to the molecular graph.
Recently, various energy of degree and/or distance based matrices have been studied,
such as the Randic´ energy and ABC energy (see [21]), distance energy [8] and Harary
energy [23], etc. These types of energies were introduced simply by replacing the adja-
cency matrix A(G) with the corresponding matrix from chemical indices. In this paper
we will study the energy of a more general matrix, the weighted distance matrix Wf(G).
It is not difficult to calculate the exact value of energy of Wf(G) for a concrete graph
G and some simple functions f , just by computing the eigenvalues of Wf(G). But, this
is impractical when n is getting large and f becomes more complex. So, it will be inter-
esting to get the asymptotic tendency of E (Wf (G)) as n→∞. Random graphs are very
suitable objects to serve this purpose. In this paper, we will study the asymptotic value
of energy of Wf(Gp) for random graphs Gp in the classic Erdo¨s-Re´nyi random graph
model [9], from which we can see that the asymptotic tendency of E (Wf(G)) as a graph
G is getting more and more large and dense. Recall that Gn,p consists of all graphs on n
vertices in which the edges are chosen independently with probability p, where p ∈ (0, 1)
is a constant.
At first, we recall some results about random matrices, details of which can be found
in [26, 27]. In 1950s, Wigner studied the limiting spectral distribution of a type of ran-
dom matrices, named as Wigner matrix, denoted by X = {xij}ni,j=1, which satisfies the
following conditions:
(i) xij (i 6= j) are i.i.d. random variables with variance σ2, and xij = xji;
(ii) xii are i.i.d. random variables without any moment requirement.
The empirical spectral distribution (ESD) of X is defined by ΦX(x) =
1
n
· ♯{λi|λi ≤
x, i = 1, 2, . . . , n}. Then, the energy of matrix X is E (X) = n · ∫ |x| dΦX(x). Wigner
calculated the limiting spectral distribution (LSD for short) of X and obtained his
famous semi-circle law; see [26, 27]. Throughout this paper, the expression “a.s.” means
“with probability tending to 1 as n tends to infinity”.
Theorem 1.3. (semi-circle law) [26, 27]
lim
n→∞
Φn−1/2X(x) = Φ(x) a.s.
i.e., with probability 1, Φn−1/2X(x) converges weakly to a distribution Φ(x) as n tends to
3
infinity. Φ(x) has the density
φ(x) =
{
1
2piσ2
√
4σ2 − x2, |x| ≤ 2σ,
0, otherwise.
Du, Li and Li [7] used the semi-circle law and studied the energy of the adjacency
matrix Ap for random graphs Gp. It is easy to see that A¯p = Ap − p(J − I) is a Wigner
matrix with σ =
√
p(1− p), where J is the matrix of all ones and I is the unit matrix.
So, the limiting distribution of eigenvalues is determined by the semi-circle law. As a
corollary, they calculated the energy of Gp and obtained the following asymptotic result.
Theorem 1.4. [7]
E (Gp) = (
8
3π
√
p(1− p) + o(1))n3/2 a.s.
Unfortunately, when we consider Wf(Gp) of random graphs Gp, a big problem arises.
This matrix is no longer a Wigner matrix since the random variables f(di, dj), f(D(i, j))
or f(D(i, j), di, dj) (i, j ∈ {1, 2, . . . , n}) are not independent. This limits the use of this
method, and most previous results become unavailable. However, fortunately we can
still use moment method to estimate the asymptotic value of energy for large weighted
random matrices, which was once applied in Wigner’s paper [26].
Lemma 1.5. (moment method, see [25])
Suppose {Yn}∞n=1 is a sequence of random variables and Y is a fixed random variable
whose distribution is uniquely determined by its moments. Suppose that all of the mo-
ments E(Y kn ), E(Y
k) (k = 1, 2, . . .) exist. If
lim
n→∞
E(Y kn ) = E(Y
k)
for all values of k, then Yn converges to Y in distribution.
The asymptotic value of energy for random graphs with degree-based weights f(di, dj)
was studied recently by Li, Li and Song in [21] and they obtained the following result.
Theorem 1.6. Let f(x, y) be a symmetric real function. Denote by Ap(f) the adja-
cency matrix of a random graph Gp weighted by a degree-based function f(di, dj). If the
function f satisfies that conditions that |f(di, dj)| ≤ Cnm for some constants C,m > 0,
and f((1 + o(1))np, (1+ o(1))np) = (1+ o(1))f(np, np) where p ∈ (0, 1) is any fixed and
independent of n, then for almost all random graphs Gp in Gn,p,
E (Ap(f)) = |f(np, np)|( 8
3π
√
p(1− p) + o(1)) · n3/2 a.s.
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As we pointed out, the above matrix Ap(f) is essentially the adjacency matrix A(Gp).
However, our new matrix Wf (G) is essentially the distance matrix of G, which has not
been studied in existing literature, yet. In this paper, we will calculate the energy of
weighted distance matrix Wf (Gp) of Gp ∈ Gn,p, and obtain a result similar to that in
[21], but more general by Remark 1.2.
Let f(D(i, j), di, dj) be a function symmetric in i and j with the property:
f(D(i, j), (1 + o(1))np, (1 + o(1))np) = (1 + o(1))f(D(i, j), np, np). (*)
We will give the limiting value of E (Wf (Gp)) based on Wigner’s moment method. As a
result, we obtain the following result.
Theorem 1.7. Let f(D(i, j), di, dj) be a symmetric function satisfying the above prop-
erty (∗). Then for almost all graphs Gp ∈ Gn,p,
E (Wf (Gp)) = {( 8
3π
+ o(1)) · |f(1, np, np)− f(2, np, np)|+ o(|f(2, np, np)|)} · n3/2 a.s.
That is, if f(1, np, np)/f(2, np, np) 9 1,
E (Wf(Gp)) = |f(1, np, np)− f(2, np, np)|( 8
3π
√
p(1− p) + o(1)) · n3/2 a.s.
and if f(1, np, np)/f(2, np, np)→ 1,
E (Wf (Gp)) = o(1)|f(2, np, np)| · n3/2 a.s.
From the above, one can see that when the values of f(1, np, np) and f(2, np, np) are
sufficiently approximate, the energy becomes very small.
2 Proof of Theorem 1.7
As is shown in Section 1, the matrix Wf(Gp) may be rather complicated since the
diameter of a graph can be very large, and also many different values of distance D(i, j)
for pairs of vertices of G are involved. However, things are not that disappointed from
the probability point of view. In fact, almost all graphs have diameter two, see [5]. So,
to study the asymptotic property, it suffices to deal with graphs of diameter 2, whose
weighted distance matrix Wf(Gp) consists of entries with only values 0, f(1, di, dj) and
f(2, di, dj).
Suppose Gp is a graph with diameter 2. We write Wf (Gp) = A1 + A2, where
A1(i, j) =
{
f(1, di, dj)− f(2, di, dj), i and j are adjacent,
0, i and j are nonadjacent, or i = j,
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and
A2(i, j) =
{
f(2, di, dj), i 6= j,
0, i = j.
The two matrices will be treated separately in the following subsections.
2.1 Calculation of E (A1)
We will use moment method in this subsection. For convenience, we replace f(1, di, dj)−
f(2, di, dj) with F (di, dj). Moreover, we assume that f(1, np, np) 6= f(2, np, np). The
case that f(1, np, np) = f(2, np, np) will be discussed in the next subsection.
Let Mk(A) =
∫
xk dΦA(x). The proof of semi-circle law is based on moment method.
Consider Wigner matrix X with properties: (i) the diagonal entries are 0; (ii) the
off-diagonal entries are i.i.d with mean 0 and variance σ2. It was proved in [3] that
Lemma 2.1.
EMk(n
−1/2X) =
{
(2s)!σk
s!(s+1)!
+O(n−1), k=2s
O(n−1/2), k=2s+1
and
Var(Mk(n
−1/2X)) = O(n−2).
That is, for any fixed integer k > 0,∫
xk dΦn−1/2X(x)→
∫
xk dΦ(x) a.s.
For more details, we refer the reader to [3].
Let A¯1 =
A1
f(1,np,np)−f(2,np,np)
− p(J − I), and F¯ (di1 , di2) = F (di1 ,di2 )f(1,np,np)−f(2,np,np) − p. The
ij-entry of A¯1 is
A¯1(i, j) =
{
F¯ (di1, di2), with probability p,
−p, with probability 1− p.
Then,
EMk(n
−1/2A¯1) = E
1
n
tr(n−1/2A¯1)
k
= n−1−k/2
n∑
i1=1
· · ·
n∑
ik=1
E{A¯1(i1, i2) · A¯1(i2, i3) · · · A¯1(ik, i1)}
= n−1−k/2
n∑
i1=1
· · ·
n∑
ik=1
E{ai1i2ai2i3 · · · aiki1 A¯1(i1,i2)ai1i2 ·
A¯1(i2,i3)
ai2i3
· · · A¯1(ik ,i1)
aiki1
}.
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Here, i.i.d. random variables ailil+1 = −p with probability 1 − p and ailil+1 = 1 − p
with probability p. Denote byWAk the set of k-step closed walks on {1, 2, . . . , n}. Then
EMk(n
−1/2A¯1) =n
−1−k/2
∑
w∈WAk
E{ai1i2ai2i3 · · · aiki1
A¯1(i1, i2)
ai1i2
· A¯1(i2, i3)
ai2i3
· · · A¯1(ik, i1)
aiki1
}
= n−1−k/2
∑
w∈WAk
∑
{ai1i2ai2i3 · · · aiki1
A¯1(i1, i2)
ai1i2
· A¯1(i2, i3)
ai2i3
· · · A¯1(ik, i1)
aiki1
}·
P(di1, di2, · · ·dik , ai1i2 , ai2i3 , · · ·aiki1)
= n−1−k/2
∑
w∈WAk
∑
{ai1i2ai2i3 · · · aiki1
A¯1(i1, i2)
ai1i2
· A¯1(i2, i3)
ai2i3
· · · A¯1(ik, i1)
aiki1
}
·P(di1, di2, · · ·dik |ai1i2 , ai2i3 , · · ·aiki1) ·P(ai1i2, ai2i3 , · · ·aiki1).
Lemma 2.2. (see [5]) Let ε > 0 be fixed, εn−3/2 ≤ p ≤ 1 − εn−3/2. Let q = q(n) be a
natural number and set
µq = nB(q;n− 1, p) and νq = n{1− B(q + 1;n− 1, p)},
where
B(l;m, p) =
∑
j≥l
b(j;m, p)
in which b(j;m, p) =
(
m
j
)
pj(1− p)m−j is subject to the binomial distribution. For a ran-
dom graph G ∈ Gn,p, denote by Yq(G) the number of vertices of degrees at least q and
Zq(G) the number of vertices of degrees at most q. Then
(i) if µq → 0, P (Yq = 0)→ 0; (ii) if νq → 0, P (Zq = 0)→ 0.
Remember that p ∈ (0, 1) is a constant. It is not difficult to check that the minimum
and maximum degrees δ and ∆ of a random graph Gp on n vertices satisfy that
np− n 34 < δ(Gp) ≤ ∆(Gp) < np + n 34 , a.s. (1)
((i) and (ii) hold by Chernoff’s Inequality.) So, we just need to deal with these graphs,
in which all vertex degree fall in the interval (np − n 34 , np + n 34 ). In this case, for all
values of A¯1(i, j) in A¯1, we have
A¯1(i,j)
ai,j
= 1 + o(1). Then, we can get that
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n−1−k/2
∑
w∈WAk
∑
np−n
3
4≤di1 ,di2 ,··· ,dik≤np+n
3
4
∑
ai1i2 ,··· ,aiki1
ai1i2ai2i3 · · · aiki1
A¯1(i1, i2)
ai1i2
· A¯1(i2, i3)
ai2i3
· · · A¯1(ik, i1)
aiki1
·
P(di1, di2, · · · dik |ai1i2 , ai2i3 , · · · aiki1) ·P(ai1i2 , ai2i3 , · · · aiki1)
= n−1−k/2
∑
w∈WAk
∑
ai1i2 ,··· ,aiki1
ai1i2ai2i3 · · · aiki1 ·
P(ai1i2 , ai2i3, · · · aiki1)
∑
np−n
3
4≤di1 ,di2 ,··· ,di|Vw |
≤np+n
3
4
(1 + o(1))P(di1, di2, · · ·dik |ai1i2 , ai2i3 , · · ·aiki1)
= n−1−k/2
∑
w∈WAk
∑
ai1i2 ,··· ,aiki1
(1 + o(1))ai1i2ai2i3 · · ·aiki1P(ai1i2 , ai2i3 , · · · aiki1)
= n−1−k/2
∑
w∈WAk
(1 + o(1))E(ai1i2ai2i3 · · · aiki1)
= n−1−k/2
∑
w∈WAk
E(ai1i2ai2i3 · · · aiki1) + o(1) (2)
= EMk(n
−1/2A¯p) + o(1).
Since VarMk(n
−1/2A¯1) = EM
2
k (n
−1/2A¯1) − {EMk(n−1/2A¯1)}2, repeating the process
above, similarly we can get
Var(Mk(n
−1/2A¯1)) = Var(Mk(n
−1/2A¯p)) + o(1) a.s.
It was proved in [3, 26] that
Var(Mk(n
−1/2A¯p)) = O(n
−2) for all k > 0.
In other words, the fluctuations of Mk(n
−1/2A¯1) and Mk(n
−1/2A¯p) vanish when n →
∞. Therefore, EMk(n−1/2A¯1) and EMk(n−1/2A¯p) can be approximately regarded as
Mk(n
−1/2A¯1) and Mk(n
−1/2A¯p). That is, lim
n→∞
EMk(n
−1/2A¯1) =
∫
xk dΦ(x) a.s. for any
k. Using Lemma 1.5, the limiting distribution of eigenvalues of n−1/2A¯1 is the same as
n−1/2A¯p. According to Theorem 1.3,
lim
n→∞
Φn−1/2A¯1(x) = Φ(x) a.s.
As a consequence,
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E (A¯1) = n
3
2
∫
|x| dΦn−1/2A¯1(x)
= n
3
2 (
∫
|x| dΦ(x) + o(1))
= (
8
3π
√
p(1− p) + o(1)) · n 32
Remark 2.3. The proof of equation (2) is from [3]. We write
n−1−k/2
∑
w∈WAk
(1 + o(1))E(ai1i2ai2i3 · · · aiki1) = n−1−k/2
∑
w∈WAk
E(ai1i2ai2i3 · · · aiki1)
+ o(n−1−k/2
∑
w∈WAk
|E(ai1i2ai2i3 · · · aiki1)|).
In the proof of Theorem 2.1 of [3], Bai studied the sum n−1−k/2
∑
w∈WAk
E(ai1i2ai2i3 · · · aiki1)
and showed that: if k = 2s+1, the number of non-vanishing terms is no more than ns+1;
if k = 2s, the number of negative terms is no more than ns. According to Lemma 2.1,
the sum in the brackets is bounded as n → ∞, and thus equation (2) is obtained. The
variance case can be verified similarly.
Remark 2.4. Although |x| does not have a compact support set, it is right that∫
|x| dΦn−1/2A¯1(x) →
∫
|x| dΦ(x).
One can check it by dividing R1 into two parts: an interval I with [−2, 2] ⊆ I and the
remaining unbounded segments.
Lemma 2.5. (Ky Fan [11]) Let X, Y and Z be real symmetric matrices of order n and
X + Y = Z. Then
E (X) + E (Y ) ≥ E (Z).
According to Lemma 2.5,
E (A¯1)− E (−J + I) ≤ E ( A1
f(1, np, np)− f(2, np, np)) ≤ E (A¯1) + E (J − I).
We know that E (J − I) = 2(n− 1). Consequently,
E (A1) = |f(1, np, np)− f(2, np, np)|( 8
3π
√
p(1− p) + o(1)) · n 32 .
Now, we finished the estimation of the energy of A1. In next subsection, we focus on
the other matrix A2 to get our final result.
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2.2 Estimation of E (Wf(Gp))
We write A2 = A
′
2 + A
′′
2, where the ij-entries A
′
2(i, j) = f(2, np, np), A
′′
2(i, j) =
f(2, di, dj)− f(2, np, np) with i 6= j, and A′2(i, j) = 0, A′′2(i, j) = 0 with i = j. We know
that
E (A′2) = 2(n− 1)|f(2, np, np)|.
Denote the eigenvalues of A′′2 by θ1, . . . , θn . It is easy to see that
θ21 + · · ·+ θ2n = trA′′22 =
∑
i,j
A′′22 (i, j) ≤ n(n− 1) ·max
i 6=j
(f(2, di, dj)− f(2, np, np))2.
Recall that formula (1) holds for almost all graphs, and then maxi 6=j |f(2, di, dj) −
f(2, np, np)| = o(1)|f(2, np, np)|. By Cauchy-Schwarz Inequality,
E (A′′2) = |θ1|+ · · ·+ |θn| ≤
√
n ·
√
n(n− 1) · o(1)|f(2, np, np)| = o(n 32 )|f(2, np, np)|.
Using Lemma 2.5, E (A2) = o(n
3
2 )|f(2, np, np)| for almost all graphs.
Combining E (A1) and E (A2), and applying Lemma 2.5 again, the proof of Theorem
1.7 is thus finished.
Moreover, the special case f(1, np, np) = f(2, np, np) can be solved by the same
method above, and then there is no need to partition Wf(Gp) into two matrices, and
instead, we can get the estimation E (Wf(Gp)) directly.
3 Applications for matrices with distance-based and
degree-distance based weights of chemical use
Topological indices in chemistry are used to represent structural properties of molec-
ular graphs. Each index maps a molecular graph into a single number, obtained by
summing up the weights of all pairs of vertices in a molecular graph. If we use a ma-
trix to represent the structure of a molecular graph with weights separately on its pairs
of vertices, it will completely keep the structural information of the graph, i.e., a ma-
trix keeps much more structural information than an index. So, further study on the
algebraic properties of these structural matrices should be made in the future.
Now we can get the asymptotic values of energies for various kinds of matrices with spe-
cial degree-distance-based weights. Here we only deal with matrices with distance-based
weights and matrices with general degree-distance-based weights, since many examples
of matrices with only degree-based weights were given in [21]. We also recommend [13]
for more such weight functions from indices.
The first that should be mentioned is the distance matrix of a graph G, coming from
the famous Wiener index. The distance matrix dist(G) is the matrix of G with the
ij-entry weighted by the distance between vertices i and j, that is, f(D(i, j), di, dj) =
10
D(i, j). Applying Theorem 1.7, we can get
Corollary 3.1.
E (dist(G)) = (
8
3π
√
p(1− p) + o(1))n3/2 a.s.
This can be verified by [8].
The Harary matrix [23, 19] RD(G) is defined as
RD(i, j) =
{
1/D(i, j), if i 6= j
0, if i = j
and the energy of RD(G) is called Harary energy, denoted by HE(G). From Theorem
1.7, we can get
Corollary 3.2.
HE(G) = (
4
3π
√
p(1− p) + o(1))n3/2 a.s.
The hyper-Wiener index, introduced in 1993 by Randic´ in [18], is defined as 1
2
∑
u,v∈V (G)
(D(u, v)+
D2(u, v)). Similarly, we can define the hyper-Wiener matrix HW (G) with ij-entry as
follows:
HW (G)(i, j) =
1
2
(D(i, j) +D2(i, j)).
From Theorem 1.7, we can get
Corollary 3.3.
E (HW (G)) = (
16
3π
√
p(1− p) + o(1))n3/2 a.s.
Denote the diameter of G by D(G). The reciprocal complementary Wiener index,
introduced in 2000 by Ivanciuc et al. in [20], is defined as
∑
u,v∈V (G)
1
D(G)+1−D(u,v)
. We
then can define the reciprocal complementary Wiener matrix RCW (G) with ij-entry as
follows:
RCW (G)(i, j) =
{
1
D(G)+1−D(i,j)
, if i 6= j
0, if i = j.
From Theorem 1.7, we can get
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Corollary 3.4.
E (RCW (G)) = (
4
3π
√
p(1− p) + o(1))n3/2 a.s.
The reverse Wiener matrix [25] RW (G) is defined as
RW (i, j) =
{
D(G)−D(i, j), if i 6= j
0, if i = j.
From Theorem 1.7, we can get
Corollary 3.5.
E (RW (G)) = (
8
3π
√
p(1− p) + o(1))n3/2 a.s.
As one can see, all the above matrices are defined purely distance-based. Next we
show some degree-distance-based ones. The first one is from the topological index in
[6] defined as DD =
∑
u 6=v
(d(u) + d(v))D(u, v). We then define the degree-distance-based
matrix DD(G) with ij-entry as
DD(G)(i, j) = (di + dj)D(i, j).
From Theorem 1.7, we can get
Corollary 3.6.
E (DD(G)) = (
16
3π
p
√
p(1− p) + o(1))n5/2 a.s.
The Gutman index [15] is defined as Gut =
∑
u 6=v
d(u)d(v)D(u, v). We then define the
Gutman matrix Gut(G) with ij-entry as
Gut(G)(i, j) = didjD(i, j).
From Theorem 1.7, we can get
Corollary 3.7.
E (Gut(G)) = (
8
3π
p2
√
p(1− p) + o(1))n7/2 a.s.
The additively weighted Harary index and multiplicatively weighted Harary index
were introduced in [2, 18], which are defined respectively as follows:
HA =
∑
u 6=v
d(u) + d(v)
D(u, v)
,
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HM =
∑
u 6=v
d(u)d(v)
D(u, v)
.
We then define the additively weighted Harary matrix and multiplicatively weighted
Harary matrix with ij-entry, respectively, as follows:
HA(G)(i, j) =
{
di+dj
D(i,j)
, if i 6= j
0, if i = j.
HM(G)(i, j) =
{
didj
D(i,j)
, if i 6= j
0, if i = j.
From Theorem 1.7, we can get
Corollary 3.8.
E (HA(G)) = (
8
3π
p
√
p(1− p) + o(1))n5/2 a.s.
E (HM(G)) = (
4
3π
p2
√
p(1− p) + o(1))n7/2 a.s.
There are variety of topological indices of chemical use, which are degree-based only,
distance-based only, and mixed with both degree and distance based. From them we can
get the corresponding weighted matrices. Then from our result Theorem 1.7 we can get
the asymptotic values of energies of all these corresponding random weighted graphs.
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