Convolution on graphs has aroused great interest in AI due to its potential applications to non-gridded data. To bypass the influence of ordering and different node degrees, the summation/average diffusion/aggregation is often imposed on local receptive field in most prior works. However, the collapsing into one node in this way tends to cause signal entanglements of nodes, which would result in a sub-optimal feature and decrease the discriminability of nodes. To address this problem, in this paper, we propose a simple but effective Hashing Graph Convolution (HGC) method by using global-hashing and local-projection on node aggregation for the task of node classification. In contrast to the conventional aggregation with a full collision, the hash-projection can greatly reduce the collision probability during gathering neighbor nodes. Another incidental effect of hash-projection is that the receptive field of each node is normalized into a common-size bucket space, which not only staves off the trouble of different-size neighbors and their order but also makes a graph convolution run like the standard shape-gridded convolution. Considering the few training samples, also, we introduce a prediction-consistent regularization term into HGC to constrain the score consistency of unlabeled nodes in the graph. HGC is evaluated on both transductive and inductive experimental settings and achieves new state-of-the-art results on all datasets for node classification task. The extensive experiments demonstrate the effectiveness of hash-projection.
INTRODUCTION
As a universal tool, graph has been widely-used to model various irregular data such as social networks, chemical molecules, recommendation systems and so on. Advanced by the powerful representation capabilities of standard convolutional neural networks (CNNs) on shape-gridded data (e.g., image, video, etc.), the study of convolution on irregular data is getting increasing attention in the field of artificial intelligence. More recently, various methods [1, 10, 31, 35] start to flourish on graph convolution. However, due to the irregularity and complexity of geometric topology, generalizing CNN from regular grids to graphs is not a trivial thing. Since the adjacent vertices of one reference vertex are apparently orderless and with different numbers, the most existing works leverage a summation or average aggregation scheme on them. As the number of convolutional layers and local receptive fields scale increase, however, collapsing into one node in this way tends to cause excessive smoothing of the node features in a large range and lose discriminability information between nodes, which is also a reason that GCN [15] only employs the direct neighbors for feature aggregation. A simple example is shown in Figure 1 . The vertices v 0 and v 6 in Figure 1 That means, such a strategy might confuse those useful information though one benefits from its high-efficient computation. To address this problem, the hard sorting method of neighbor vertices is proposed in the literature [22] , in which adjacent nodes are sampled into a fixed number and sorted in weights of edges. In view of the graph flexibility, the hard sorting is even sensitive to small disturbances, and redundant information may be incorporated in the transfer process.
In this paper, we propose a simple and efficient Hashing Graph Convolution (HGC) method. To our knowledge, this is the first time that hash-projection is introduced to encode and normalize the features of vertices in local receptive field. Due to the good locality preservation property, hash-aggregation can better preserve the node discrepancy with high probability, compared to the conventional average aggregation. As shown in Figure 1 , we randomly project nodes within receptive field into 3 hash buckets and then average features of all nodes in each bucket. The hash-aggregation results of v 0 and v 6 tend to be different with high probability. Also, this phenomenon is statistically observed in the real dataset as shown in Figure 2 . In visualization of 2D principal component analysis, the distribution of vertices computed by hash-projection in Figure 2 (b) is significantly divergent in contrast to the traditional aggregation in Figure 2 (a). From the perspective of hashing, the prior average aggregation may be viewed as a particular case of ours when the number of hash bucket is set to 1. However, if the vertices within receptive field fully collide into a bucket, the locality preservation ability of original feature space will be largely degraded. Multi-bucket hash-aggregation can effectively relieve this problem due to the good preservation of hash theory. The probability of collision is proportional to the cosine distance of the two feature vectors, which means that nodes with the same label and similar features, are more easily projected into the same bucket. As a result, hashing can also avoid information redundancy by aggregating similar features into a bucket. Intuitively, the number of hash buckets is related to the degree of the node and the scale of receptive field. The effect of hash-aggregation is not obvious for fewer hash buckets, while the features will be excessively refined for more hash buckets. A detailed analysis is done later. Figure 3 exhibits the process of hash-aggregation.
Another incidental effect of hash-aggregation is that the local receptive field of each node is normalized into a common-size bucket space, which not only staves off the trouble of different-size neighbors and their order but also makes graph convolution analogical to the standard shape-gridded convolution. The proposed hashing convolution can be easily incorporated into the previous convolution framework to boost the performance. Here, we consider the small portion of training vertices and introduce a regularization term of positive pointwise mutual information (PPMI) inspired by the recent work [39] . The regularization term constrains the prediction by making the convolutional responses on the adjacent matrix as possibly consistent as the PPMI matrix. We assess our HGC model on both transductive and inductive experimental settings for node classification task. The extensive experiments demonstrate that hash-aggregation can indeed boost the performance, and meantime the advanced framework can benefit from this point. In transductive learning, HGC achieves new state-of-the-art classification performance with only 20 training samples in each class. At the same time, HGC also outperforms other methods and obtains superior performance in inductive inference, which testifies it can be generalized to unseen data.
RELATED WORK
In this section, we briefly retrospect the related work including graph convolution and hashing methods.
Graph convolution is flourishing in the AI field recently. Niepert et al. [22] conducts traditional convolution operation by normalizing the graph to gridded structure, which converts neighborhoods of key nodes to fixed size as well as imposes a order on them. In the process of transformation, some useful information may be lost. Then DGCNN [35] adds disordered graph convolutional layer(DGCL) based on mixed Gaussian model to avoid the loss of information. DCNN [1] presents a diffusion-convolution operation providing a straightforward mechanism for including K-hops neighborhoods information about each node. GraphSAGE [10] proposes a general inductive framework and applies several aggregator architectures to generate embeddings as input to downstream tasks. GAT [31] introduces a masked self-attention layer that implicitly assigns different weights to different vertices in the neighborhood and obtains some improvement. GIC [13] leverages Gaussian mixture model (GMM) to encode local variations and conducts edge-Induced GMM and vertex-Induced GMM for convolution and pooling operation on graph. On the other hand, in the light of the Spectral Graph Theory [6] , the spectral filtering based methods have been successfully applied to the field of graphs. In graph setting, the Laplacian eigenvalues provide a notion of frequency [27] . Convolution neural network (CNN) is firstly generalized to graph through Laplacian eigenvalue decomposition [2] , however, it is non-localized filter and the matrix computation is expensive. To overcome these problems, the work [11] attempts to spatially localize through parameterizing the spectral filters with smoothing coefficients. On this basis, ChebyNet [8] realizes fast localized spectral filter using Chebyshev polynomial approximation, which significantly reduces the computational complexity. Further, GCN [15] simplifies the filter to a linear function of first-order in the case of ensuring that the model ability isn't declined. Lately literatures [5, 19, 20, 39] have made some improvements on these foundations and obtain some gains, in which FastGCN [5] interprets GCN from the perspective of integral transformation and further accelerates GCN by sampling vertex in each layer. And DGCN [39] devises a dual graph
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Concat(*) Figure 3 : The process of hash-aggregation in 1-hop neighborhood. First, the neighbor nodes are hashed into 3 buckets, then the node features in the 3 buckets are respectively aggregated, and finally the features of reference vertex v 0 itself and the 3 buckets are concatenated together.
convolutional neural network method to jointly consider local and global information. In addition, there are many applications employ graph to model relationship and obtain some improvements. For example, DGCNN [28] proposes a dynamic graph convolution method to model the multichannel EEG features for EEG emotion recognition. A novel tensor graph convolutional neural network (TGCNN) to conduct convolution on factorizable graphs is presented in work [38] . For human action recognition, A 2 GNN [17] and STGC [18] construct irregular local skeleton as an undirected attribute graph to extract high-level semantic representation. Si-GCN [24] builds structure-induced intra/inter-part graphs to represent human parts and their interactions.
Hashing is mainly leveraged for feature dimensionality reduction and information retrieval. Feature Hashing [34] applies a hash transform to reduce dimension for collaborative filtering of spam, giving an unbiased estimate formulation of the hash kernel. The work [7] constructs a sparse projection matrix through hashing and local densification and gives a matching lower bound on the sparsity for a large class of projection matrices. Hashing significantly improves the efficiency of calculation by means of a sparse projection into a lower dimensional space for very high dimensional setting [26] . In addition, hash transformation is widely used in the similarity search field thanks to its high efficiency. Due to similarity preserving [33] , learning to hash has been applied to a wide-range of applications such as large scale object retrieval [12] , image classification [25] and detection [30] , and so on. In this work, our purpose is not to study concrete hashing methods, but introduces hashing into graph convolution, which should be first time to our knowledge.
OUR APPROACH
Let G (V, E) denote an undirected/directed graph, where V represents a set of vertices with the number |V | = n and E is a set of edges. According to the adjacency relation in E, we can define the corresponding adjacent matrix A ∈ R n×n of the graph G. If (v i , v j ) ∈ E, we set A i j = 1, otherwise A i j = 0. When edges have different weights, A i j may be assigned to a real value. Besides, each vertex might have a feature description with a d-dimension vector x ∈ R d . At this time, the features of all vertices, i.e., the graph features, could be stacked by row into a feature matrix X ∈ R n×d . To state conveniently, we use X i · or x i to denote the feature of the i-th vertex.
Hashing Graph Convolution
Given the node set V = {v 1 , v 2 , · · · , v n } of a graph, we seek for the hash function h(·) to project the nodes into b different hash buckets B = {B 1 , B 2 , · · · , B b }. We expect the hash function can map those similar vertices into the same bucket with high probability, which means good locality preservation ability. Afterwards, we need to represent local receptive field of the irregular graph. In the standard convolution performed on images, the receptive field can be sophisticatedly defined as a local square space region, so convolution filtering on regular structures is operable easily. In contrast, each vertex of graph usually contains different number of neighbors and these neighbor nodes are unordered apparently. Due to the high flexibility of graph, one often uses the neighborhoods to define receptive fields. Formally, given a reference vertex v i , we can infer all its r -hop reachable vertices, and denote the vertex set as N s (v i ), s = r + 1. When s = 2, the vertex set N 2 (v i ) consists of the one-nearest neighbors starting with v i , i.e., the direct adjacent relationship. If s = 1, we let N 1 (v i ) = {v i }. Here we call the vertex set N s (v i ) as the s-scale receptive field. Moreover, the receptive field could be recursively derived as follows
where s = 2, · · · , S and S is the maximum scale of receptive field. In the above definition of receptive field, the intersection of two receptive fields might be nonempty, i.e., N s ∩ N s+1 null. One may take their set difference, N s+1 ← N s+1 − N s . In fact, it is not necessary for this according to our experience. Next, we introduce the overall formulation of hashing convolution filtering on one reference vertex v i , formally,
where w s i j is the weight between vertex v i and v j at the s-scale receptive field, f , д are non-linear functions to be solved, [· ; · · · ; ·] means the concatenation of features, and the vertices' features in the unordered and irregular s-receptive field into an ordered and regular bucket space. Different from the convention aggregation, the hash-aggregation partitions those vertices within a receptive field into b different buckets. According to the Johnson-Lindenstrauss lemma [14] , the embedded hashing projection on the vertex set can preserve up to a certain multiplicative factor of the original space. The detailed definition of the hash function h(·) will be introduced in Section 3.3. It is worth noting that the hash function is globally defined for all vertices of the graph but the hash-aggregation is only imposed on a few neighbor vertices. The global definition makes sure the hash-projection consistency of local convolution on different reference vertices. The local hashaggregation may reduce the collision probability due to the number of neighbors is small (i.e., the connection edges are usually sparse). The weighted scalar w s i j may be chosen as the (s − 1)-hop reachable probability of random walk from vertex v i to vertex v j . In a simple way, we may also set w s i j = 1 if v i and v j just satisfy the (s − 1)-hop reachability, otherwise 0. The factor F is used to eliminate effect of different hash-projected vertex numbers, and is defined as
where |{·}| indicates the number of vertex in the set. Term x s i : in Eqn. (3), it collects all buckets' features at the s-scale receptive field. Here, we concatenate them and then project into a low dimensional feature space by using the function д. Concretely, the function д : R d×b → R d is defined as a fully-connected layer with the non-linear activation unit ReLU. Other strategies may be selected for this function.
Function f : in Eqn. (2), it maps the features of S receptive fields (including the reference vertex itself) to a low dimensional space. Similar to the function д, we concatenate them and then project into a pre-specified dimensional space by using a fully-connected layer and ReLU unit.
Pooling
In node classification, we do not need to massacre vertices, i.e., graph coarsening. That means, the pooling should be vertex-wise diffusion on local region, such that the high-level semantic information can be abstracted from the graph. Formally, we perform the pooling on the S scale receptive fields w.r.t. reference vertex v i as
where the pooling operation P is usually defined as "max" or "mean". In practice, their performance has little difference on graph convolution, but the "mean" pooling is more stable than "max". Thus, here we choose the mean operation on all neighbor vertices. The detailed HGC network prediction process including pooling operation has been explained in Algorithm 1.
Hash Learning
For the hash function h(·), we attempt to learn the dynamic hashing by using data-dependency. Those similar features should be projected into the same bucket with high probability. That means, the locality property in the original feature space will be largely preserved in the transformed space. Concretely, we build hashprojection on the features of vertices. Formally, the hash function consists of b projection weights {w 1 , · · · , w b } and the biases
where w k may be understood as the hyperplane. When taking random projection, the hash function h(·) usually satisfies the local
}, according to the theory of local sensitive hashing [9] . Due the asymptotic theoretical guarantee for hash-projection, the above hash-aggregation could preserve the discrepancy well. In contrast to the straightforward average aggregation collapsing all vertices within a receptive field into a vertex, the hashing convolution encodes the discrepancy of vertices better. Moreover, based on the hashing theory [32] , the collision probability for two vertices is given by
The probability of collision is proportional to the cosine distance of the two feature vectors, which means that vertices with the same label, in general, have similar features and are more easily projected into the same bucket. As a result, hashing can also avoid information redundancy by aggregating similar features into same bucket. As the value of b increases, the false collision will be reduce largely. In other words, those non-neighbor or dissimilar vertices fall into the same bucket with a lower probability. However, a large b also decreases the collision probability of those similar vertices. More importantly, for one local convolution, the number of filtered vertex is far less than the total number of graph vertices due to the sparsity. Thus, the number of buckets b may be chosen a small value to achieve the satisfactory performance. In the hashing learning, we also put these parameters {w k , c k } into the entire network and jointly optimize them.
Loss with Regularizer
In the graph G, given the training and validation node sets V t r , V val ∈ V, whose vertices have been labeled, the aim is to estimate those unlabeled vertices of the test set V t e ∈ V. The validation set is used to tune the model parameters, when learning on the training set. Suppose the final convolution output is formally
where the output Y A ∈ R n×C , the inputs consist of graph vertices V, graph feature X as well as adjacency matrix A, and Θ is the model parameters to be learnt. Then we use the cross-entropy loss only on the training set V t r ,
The hyperparameters of the model are determined by the validation set V val . However, a main limit is that a small portion of vertices are annotated as the training set. Thus, in the semi-supervised scenario, our aim is to use labeled vertices as well as graph structure to train model for good generalization ability. The straightforward way is to use the graph Laplacian matrix Ł = D −1/2 AD −1/2 as a regularization term, which utilizes the implicit assumption that connected vertices in graph are likely to have the same label. However, this assumption has been actually used in the above graph convolution by neighbor aggregation. Also, as argued in the literature [39] , graphic edges need not reflect the similarity of nodes, instead they might contain additional information. To this end, we employ a global consistency constraint through positive pointwise mutual information (PPMI) [3, 16] , as used in [39] . Giving any one reference vertex v i , the co-occurrence frequency F i j w.r.t. vertex v j may be calculated through random walk with the transition probability p(s(t + 1) = v j |s(t) = v i ) = A i j / j A i j . After obtaining the frequency matrix F ∈ R n×n , we derive the PPMI
where the division and log operations are the elementwise calculation. P i j represents the estimated probability of vertex v i occurring in the context P ·j .
Since the PPMI matrix P indicates the co-occurrence relationship of nodes, we may take it as the weight matrix to feed into the hashing convolution in Eqn. (2)∼(4). That is, we may initialize w i j in Eqn.(4) with the PPMI vaule P i j and then perform graph convolution. Formally, we can obtain the final convolution output: Y P = conv(V, X, P, Θ). We use the output Y P to specifically constrain those unlabeled vertices, so that Y A ≃ Y P as used in [39] . Therefore, the optimized objective function with the regularization term is formulated as
where λ is the balance factor between the labeled training vertices and graph structure. C is the number of classes. Note that Y i · is a probability vector of the vertex v i after a softmax operation. The framework of HGC employed by experiments is shown in Figure 4 . Due to the existence of the regularization term, our framework is a dual stream network. As we discussed above, the adjacency matrix A and PPMI matrix P characterize different graph topology structures respectively. In other words, the connection of the graph is different, so two different structures of the graph are input into the network. The network consists in two hashing graph convolution layers followed by pooling layer, one fully connected layer and one output layer with softmax. An important difference from work [39] is that our dual stream network does not share network parameters.
Algorithm 1: HGC for node classification algorithm
Input: node features matrix X ∈ R n×d ; adjacency matrix A ∈ R n×n ; receptive field scale S; the number of layers L; the number of hash buckets b; nonlinear functions f , д; hash function h; Output: the predicted labels of nodes Y ∈ R n×c ; 
EXPERIMENTS
In the section, we carry out extensive experiments and assess the performance of HGC model on both transductive and inductive settings for node classification task. Transductive learning is the general semi-supervised learning, which training samples and test samples share graph topology structure. Inductive learning is to generalize the training model to unseen samples, i.e., test samples and training samples are on different graphs. The experimental results demonstrate that our HGC model indeed outperforms other methods. We first outline the datasets and experimental setups, then compare HGC's results with state-of-the-arts and make some analysis, after which ablation study will be held.
Datasets
The global properties of all datasets have been summarized in Table 1 , and details are as follows.
• Citation graph. The Cora dataset consists of 2708 machine learning papers divided into seven classes. each node represents a document, and node features are bag-of-words representation indicating the absence/presence of the corresponding word from the dictionary. The dictionary consists of 1433 unique words. If an article cites another article, an undirected link/edge is added between them, a total of 5429 edges. Similar to the Cora dataset, Citeseer contains 3327 papers and every one belongs to one of six classes. Node features are also bag-of-words representation with 3037 unique words. There exists 4732 edges between the nodes. Also, as citation network, Pubmed is a larger dataset containing 19717 papers and 44338 edges. Instead of binary value, the node features have real-value entries indicating Term Frequency-Inverse Document Frequency (TF-IDF) of the corresponding word from a dictionary. We adopt the dataset preprocessed in work [37] , and follow its data partitioning rules. There are only 20 samples in each class for training. A total of 500 samples are used for validation and 1000 samples are used for test. Label rate has been reported in Table 1 . • Knowledge graph. NELL is a dataset extracted from the knowledge graph introduced in [4] . Nodes are connected by directed, labeled relation edges. We follow the pre-processing scheme as presented in [15, 37] . Finally, a graph with 65766 nodes and 266144 edges is obtained. The node features are extended by unique sparse one-hot representation. According to the work [39] , 500 samples constitute training set. 105 and 969 samples are used for validation and test.
• PPI. PPI is a protein-protein interaction dataset including 24 graphs, each corresponds to a human tissue [40] . The task is classifying protein functions according to gene ontology collected from the Molecular Signatures Database [29] . We perform the same preprocessed method as works [10, 31] . Each node has 50 features containing information about motif gene sets, positional gene sets and immunological signatures. The dataset is exploited in inductive inference and is a multi-label problem. 20 graphs, 2 graphs and 2 graphs are used for training, validation and test respectively.
Experimental Setups
Transductive learning. For the transductive learning, a twolayer HGC model is applied as other baseline methods for fairly comparison. Each convolution layer is followed by a pooling layer, and then outputs a predictive result through a fully connected layer and an output layer with softmax. The network structure can be simply represented as Input − C(128) − P(mean) − C(256) − P(mean) − F C(128) − Output(so f tmax), where C, P and F C denote convolution, pooling and fully connected layer. "128" and "256" represent the number of channels output by convolution or fully connected layer. P(mean) indicates that the "mean" operation is used in the pooling layer. Dropout rate is set to 0.5 in the convolution and fully connected layers, and rectified linear unit (ReLU) is leveraged as nonlinear activation function thereof. The receptive field is set to 3 for citation and NELL datasets. We adopt Momentum optimizer to train HGC with 500 epochs, learning rate of 0.05, and momentum of 0.9. The regularizer coefficient λ is a temporal weighted function. As L c is much larger than L r eд , the maximum is set as around 100.
Inductive learning. For inductive learning , we follow the settings in GAT [31] . A three-layer HGC model is applied. The network structure can be simply represented as Input − C(128) − P(mean)−C(256)−P(mean)−C(512)−P(mean)−Output(siдmoid). Each convolution layer is followed by an exponential linear unit (ELU). The training set is sufficient and graph structure is not shared among training and test set, thus no overfitting occur and the dropout rate is set to 0. The receptive field is set to 2. In order to converge faster, we adopt Adam optimizer to train the model for 800 epochs with learning rate of 0.05. The batch size is 2. Since the structure is different between test and training set, a small weight with 0.01 is given to L r eд . This task on PPI dataset is a multi-label classification with 121 labels, so sigmoid activation is utilized in output layer, micro-F1 score is computed as accuracy.
The buckets number b is in the range (5, 8) for all datasets. All experiments are performed on 1 Tesla P40 GPU. In Section 4.4, we perform ablation study about the convolution layer number L and the receptive field S. At the same time, some analysis have been made on how to choose the regularizer coefficient λ and the number of buckets b for the hash-projection. Transductive learning. For transductive setting, we compare the performance of our HGC model against a several of the state-of-the-art works: DeepWalk [23] , Planetoid [37] , ChebyNet [8] , GCN [15] , MoNet [21] , GAT [31] and DGCN [39] . Note all these results come from the related literatures. Table 2 has reported the corresponding results, which clearly indicate that our HGC approach achieves the new state-of-the-art performance and obtains a remarkable improvement on these four datasets. DeepWalk and Planetoid predict the node's label by the way of generating the node embeddings, which is less accurate than other methods using graph convolution. GCN is a first-order approximation of ChebyNet and has realized relatively high results. Compared to GCN, our HGC method attains the results of 85.2% vs 81.5% on Cora dataset, and 74.3% vs 70.3% on Citeseer dataset, which are 3.7% and 4.0% higher than GCN. Also, 2.5% is raised on the Pubmed dataset. We attribute this gain to the hash-aggregation, due to the good locality property, which can better preserve the node discrepancy with high probability in contrast to the conventional average aggregation. Meanwhile, the regularization term also plays a key role. MoNet is a general framework employing Gaussian mixture model, GCN can be regarded as a special case of it, and their classification accuracy is similar. GAT and DGCN utilize the attention mechanism and global information respectively on the basis of GCN, and both lead to a performance gain. Compared to GAT, the HGC model still achieves superior performance and obtains 2.2%, 1.8% and 2.5% improvements on Cora, Citeseer and Pubmed datasets respectively. Although our HGC draws on the global consistency constraint used in DGCN through the PPMI matrix, there is still a marked improvement in contrast to DGCN. Specifically, 85.2% vs 83.5% on Cora dataset, 74.3% vs 72.6% on Citeseer dataset, 81.5% vs 80.0% on Pubmed dataset and 78.0% vs 74.2% on NELL dataset. In particular, HGC is 3.8% higher than DGCN on NELL dataset. This may be ascribed to the large number of categories and the high degree of some nodes, which is suitable for hash-projection to play its advantages. This is a strong evidence that hash-projection is an effective aggregation method, which keeps the discriminative information between different classes of nodes as much as possible while smoothing similar nodes. Table 3 : Comparison with state-of-the-art methods for inductive setting. The number in parentheses ( * ) denotes the number of convolution layers in the network.
Method
Micro-F1 Inductive learning. For inductive learning, we mainly compare HGC with JK-Net [36] , GAT [31] and GraphSAGE [10] in the case of supervision. GraphSAGE [10] performs sampling and aggregation operations at each layer to generate node embeddings as input to downstream tasks. GAT [31] assigns different weights to each neighbor of reference node to measure their contribution during the aggregation process. JK-Net [36] uses a jump connection structure and adaptive neighborhood aggregation scheme. The other two baselines are introduced in GraphSAGE [10]: Random (random classifer), MLP (logistic regression feature-based classifier). Due to the multi-label classification problem, micro-F1 score is calculated to measure the performance of the model, and the results are reported in Table 3 . We can observe that HGC, JK-Net and GAT have a significant improvement over GraphSAGE. One possible reason may be that the network structure is different according to GAT. To fairly evaluate the benefits of hash-projection, we employ the same number of convolution layer as GAT, i.e. three layers with [128, 256, 512] channels in each layer. At the same time, we also apply two-layer HGC model with [256, 512] channels to compare with JK-Net. The receptive field of both settings are set to 2 due to memory limitations. As shown in Table 3 , HGC is able to improve by a margin of 1.3% w.r.t. GAT. The result of HGC is still higher than JK-Net with a relatively small margin. The excited gains indicate that the hash-projection is also effective for the inductive setting and can still work well when structure information is not involved in the training set. The HGC model has the potential to be extend to more general situation. 
Ablation Study
In this section, we explore and analyze how different hyperparameter settings affect classification accuracy. We mainly analyze from the following aspects:
• the number of convolution layers L.
• the scale of receptive field S.
• the number of hash buckets b and the value of regularizer coefficient λ. • the effect of hash-projection on model ability.
• computational complexity for HGC.
For the comparison between the number of the convolution layers, we set the other hyperparameters the same. As illustrated in Table 4 , for the transductive setting, we can observe that the classification accuracy of stacking two convolution layers is higher than the other two cases over citation datasets. The experimental results of L = 1 are similar to that of L = 3. The reason may be when the receptive field scale is set to 3, even only one convolution layer, the information of the hash aggregating neighbors is sufficient. But only low-level features have been extracted with one convolution layer, as a result, the performance is relatively poor. And for the three-layer convolution, in fact, the number of nodes involved in filtering is larger, which may cause excessive fusion of node information and ultimately doesn't lead to a better performance. For inductive learning, note that we set the receptive field S = 2, and the accuracy of L = 1 is significant lower than the other two cases. Due to the lack of of structural information during training, only one convolution layer can't extract more useful features.
When comparing the scale of the receptive field, the number of convolution layers is 2 for transductive learning while 3 for inductive learning. S = 1 means that only the feature of the node itself is used, and HGC degenerates into an MLP network. Therefore, the performance is not desirable for both transductive and inductive settings. As more information is aggregated, the accuracy of S = 3 is generally superior to S = 2 on citation datasets. This again validates the importance of local neighborhood information, which is also a crucial property in traditional convolutional neural networks. Due to the computational complexity and memory constraint, experiments aren't carried out when S ≥ 4, but we infer that the larger receptive field may incorporate information from many other categories of nodes, which isn't conducive to the final identification. Analysis about the number of hash buckets b. A proper value b helps to eliminate ambiguity and produces more discriminative features through hash-aggregation. If b is too small, the effect of hash-aggregation is not obvious, if b is too large, the features will be excessively refined, overfitting may occur, both of which lead to a decreased accuracy. Intuitively, we think that the number of hash buckets is related to the degree of the node and the number of nodes in the receptive field. The degree of the node obeys the long tail distribution, i.e., the degree of most nodes is small. We can observe this phenomenon in Figure 5 , which visualizes the number of nodes when degree is in range (0, 20) on citation datasets. The number of nodes drops sharply first and then tends to be flat as the degree increases. According to Table 1 , the average degree of citation graph is about 4, which means the average node number of 1-hop neighborhood is about 4. But the number of nodes is exponentially increasing as the receptive field expands. In standard experiments, receptive field scale is set to 3 on citation graph and the hash buckets number b is in range (5, 8) on all datasets. From Figure 7 , we can observe the change of accuracy when b is in range (1, 10) . The classification accuracy is relatively stable when b ∈ (5, 8) . In addition, our HGC model obtains optimal performance within this range. We follow the work [39] to determine the value of regularizer coefficient λ, which is a temporal weight function. At the beginning λ = 0, then λ gradually increases with the epochs increasing. The specific λ depends on the values of L c and L r eд . However, for inductive learning, test and training set have different graph structures, the structural constraint is less effective and can even be counterproductive, degrade performance. So a small weight is given to the regularization term. HGC model can be treated as "GCN" when removing the regularization term and hash-projection. When the regularization term is removed from HGC is equivalent to only the hash-projection is applied to the GCN, denoted as "GCN w/ hashing". And "HGC w/o hashing" means that hash-projection is removed. In order to assess the effect of hash-projection, we conduct two sets of experiments:"GCN" vs "GCN w/ hashing" and "HGC w/o hashing" vs HGC. The corresponding results have been presented in Table 5 . We can see that " GCN w/ hashing " and HGC both have a remarkable gain compared to GCN and "HGC w/o hashing" on all four datasets. This again adequately proves that hash-projection can preserve discriminative information than conventional average/summation aggregation. Meantime, the hash-projection is flexible to be embedded in other models.
Computational complexity. For one-layer graph convolution, the computational complexity of GCN is about O(ed 0 S + nd 0 d 1 S), where n, e is the number of nodes and edges, S is the receptive field scale, d 0 , d 1 are the dimensions of the input/hidden layer. For our HGC model, the computational complexity is about O(bed 0 S + bnd 0 d 1 S), where b is the number of buckets. The computational cost of HGC is linearly proportional to GCN with the factor b.
Also, Figure 6 shows the visualized results on Cora dataset. Figure 6 (a) is the original unprocessed data projected into 2D space through principal component analysis. It can be seen that the samples of all classes are mixed together. After training by GCN and our HGC model, the visualized results are shown in Figure 6 (b) and Figure 6 (c) respectively. We can observe that the classification boundary of HGC is clearer than GCN, the separation distance between different classes is relatively larger, and the classification effect is better. 
CONCLUSION
In this paper, we present a simple and effective hashing graph convolution method for node classification task. To the best of our knowledge, we introduce hashing projection into graph convolution for the first time. Due to the good locality property, hashaggregation can better preserve the node discriminative information and reduce the feature confusion caused by constantly aggregating neighborhood information. Another, hashing projects the local receptive field of each node into a common-size bucket space, and makes graph convolution analogical to the standard shapegridded convolution. Extensive experiments on both transductive and inductive learning have demonstrated that HGC achieves stateof-the-art performance on all datasets and is superior to the previous works. In the future, we would like to extend our hashprojection into more applications on graph.
