The Gordon-Kim local density method is applied to the calculation of the interaction energy of helium, neon, argon, and krypton with the basal plane of graphite. In all cases, the binding site is found to be above the center of a hexagon, but the barrier to migration to other sites is less than 50 call mole. Comparisons are made with other studies on these systems, and the role of non-two-body additive effects is discussed.
I. INTRODUCTION
Essential to the understanding of the kinetic and thermodynamic properties of atoms physisorbed on solid surfaces is the cietermination of the interaction potential between the adatoms and the substrate. Accurate quantum mechanical calculations of the interaction potential in physisorption are very difficult because the system has low symmetry, the number of electrons is large, and the forces between the adatoms and the substrate are quite weak. As a consequence, most studies which have attempted to calculate adatom-surface interactions have employed simplifying assumptions in order to make the problem tractable. 1
For physisorption studies on insulators, the most commonly used approach is to assume that the net potential is the sum of two-body potentials between the adatom and the surface atoms of the solid. 1 -14 This technique has been applied extenSively to the calculation of adsorption potentials between rare gas atoms and the surfaces of rare gas crystals, 1-6 and to the physisorption of various nonpolar atoms and molecules on graphite. 1 ,7-14 For the case of adsorption of rare gas atoms on rare gas crystals, the two-body potential parameters are chosen from gas phase data. The basic errors in such a calculation arise from the neglect of non-two-body additive interactions. A recent calculation by Bennett of argon adsorbed on argon crystal has shown that the non-two-body additive contributions can alter the binding energy by up to 12% and modify the barrier to surface migration by 70%.15 Since the barrier to surface migration has an important influence on the thermodynamic properties of thin films, errors as large as 70%, even for small migration barriers, can be quite significant. For the case of rare gas adsorption on graphite, in addition to the errors due to non-two-body additive effects, the choice of potential parameters is ambiguous. As Sams has pOinted out, there are a variety of reasonable rare gas-carbon potential parameters that can be used, and the different choices can yield very different results. 13 For example, when potential parameters were chosen from the combining rules of Fender and Halsey, 16 the calculated binding energies differed from experiment by as much as 67%, whereas when the combining rules of Hudson and McCoubrey17 were used, the binding energies never differed from experiment by more than 10%.13 Since there is no a priori way of chOOSing one combining rule over another, Sams concluded that the agreement with experiment obtained by many authors using this technique has been fortuitous.
Because graphite is believed to have one ofthe smoothest surfaces found in nature (i, e., the barrier to surface migration by an adatom is small), there has been considerable experimental and theoretical attention paid to rare gas films on graphite. 18-20 As a consequence, it is important to determine accurate potential energy surfaces for this system. Because the previous calculations have neglected non-two-body additive effects and have used uncertain parameters, it would be most useful to apply a technique that is free of these problems.
To circumvent many of the difficulties that arise in problems involving the electronic structure of the surface of a solid, a variety of calculations have employed density functional techniques based on the work of Hohenberg and Kohn.21,22 Recently, Smith, Ying, and Kohn have applied density functional methods to hydrogen chemisorption on metals, 23 and Kleiman and Landman have used the method to compute the repulsive interaction between helium atoms and metal surfaces. Z4,25 One of the more successful density functional techniques is due to Gordon and Kim (GK). Z6 The GK method was developed to study intermolecular forces between closedshell species, and it has been successfully applied to interactions between closed-shell atoms and ions. For the rare gas dimers Nez, Ar z , Kr z , and Xe z , the GK method predicts binding energies good to about 10%, and to even better accuracy in the repulsive region of the potential curves. The GK method has also been used to calculate interactions between the rare gases and some simple diatomic molecules. Z7,Z8 Recently, Bennett applied the GK method to compute the interaction potential between an argon atom and the (100) face of argon crystal. 15 Since graphite can be regarded as a closed-shell system, it seems natural to apply the GK method to rare gas adsorption on it.
The application of the GK method to rare gas adsorption on graphite can be expected to provide more reliable potential surfaces than are presently available.
In Sec. II we briefly review the GK method and discuss our extension of it to the interaction of adatoms with graphite. In Sec. ill we give our results, and we present our conclusions in Sec. IV.
II. APPLICATION OF THE GORDON-KIM METHOD TO RARE GAS-GRAPHITE INTERACTIONS
The details and assumptions of the GK method are given in Ref. 26 , and an analysis of the method has been given by Kim and Gordon.29 Here we only discuss the GK method in direct reference to our calculations on graphite surfaces.
The GK method is used to calculate the interaction potential between Closed-shell systems in the region of Significant overlap of the electronic charge distributions. It is assumed that the charge denSity of the interacting system is given by the sum of the unperturbed charge densities of its composite closed-shell parts. In this approximation, the charge density for the system of a rare gas atom interacting with a graphite surface is given by p(r) = Pa(r) + ps(r), (1) where p(r) is the total charge density (including both the electrons and the nuclei), Pa(r) is the atomic charge density, and ps(r) is the surface charge density of graphite. In their calculations on the interactions between closed-shell atoms, GK took Hartree-Fock densities for the electronic contribution to Pa(r), and we have done the same. For the electron density of neon and argon, we used the analytic Hartree-Fock wavefunctions of Huzinaga, McWilliams, and Domsky. 30 The neon basis consisted of 5 s orbitals and 4 p orbitals, and the argon basis consisted of 8 s orbitals and 8 p orbitals. The helium and krypton Hartree-Fock wavefunctions were taken from Clementi. 31 The helium basis consisted of 5 s orbitals and the krypton basis consisted of 10 s orbitals, 9 p orbitals, and 5 d orbitals. Unfortunately, densities of the same accuracy are not available for graphite. Instead, we generated the electronic contribution to ps(r) from the reasonably accurate two-dimensional band wavefunctions of Painter and Ellis. 32 A discussion of the sensitivity of the GK method to the electron density function will be given later in this paper.
By using two-dimensional band wavefunctions, we have modeled our surface by a single plane of carbon atoms. Since the spacing between sheets in graphite is large (3.37 A), the energy, due to the other layers, will only affect contributions to the long-range dispersion energy. These contributions are inherently assumed to be zero by the GK technique. The contribution to the GK energy from other than the surface layer of carbon atoms is expected to be negligible, and this single layer approximation therefore should introduce no significant additional errors not already due to the approximations of the GK method.
From Ref. 32, the wavefunction for the mth band state at crystal momentum k and point r is given by
J. "
where J1 sums over the unit cells located at R" in the two-dimensional lattice, j sums over the Slater basis functions rpJ(r-~ -aJ) centered at R" +a}> Qllocates each of the two carbon atoms in a graphite unit cell, and the Amj(k) are expansion coefficients. Details concerning the basis set used, the geometry of the graphite lattice, and the number of terms included in the sum on J1 in Eq. (2) can be found in Ref. 32. Defining ps(r), to be the electronic contribution to ps(r), we have ps(r)= ~fd2kl1fim(k, r)12.
(3)
USing Eqs. (2) and (3), we can write
where the density matrix rrr is given by rr;=~Jd2kA;:
We found that the direct evaluation of Eq. (4) was too time-consuming for practical GK calculations. To make the GK calculation pOSSible, we found it necessary to fit the graphite density obtained from Eq. (4) to a function that could be easily evaluated. We divided one of the 12 equivalent sectors of a graphite unit cell, shown in 
In Eq. (6), R is the distance between the carbon atom located at position B in Fig. 1 and the point at (x, y, z) in the shaded region of Fig. 1 . The nonlinear parameters (31 were optimized, and the coefficients BIJk! were chosen by a least squares fit to the grid points of the function F. It was found that F(x, y, z) approximated p"s(r) to three significant figures. Since the expansion coefficients AmJ(k) supplied by Painter and Ellis were also given to three figures, we considered this fit adequate.
In the GK method, the interaction energy is computed from a local functional of the density given in Eq. (1). The Coulombic contribution to the interaction energy is given by the classical expression
I r -r' I . ,
which we write (8) where
Ir-r I (9) Ra is the position of the adatom relative to the surface. Since ps(r) is periodic in r, we have
where the c in Eq. (10) implies integration over one unit cell. From Eq. (10) and
we have
VJRa)=-L (d 3 rps(r)[p(r+RI!)-iP(G'I)-iP(G'2)]' (12)

Il
Jc
The kinetic, exchange, and correlation contributions to the interaction energy are given by EG(ps(r»}, (13) where p(r) and Pa(r) are, respectively, the electronic contributions to the total and atomic charge densities, and
The first term in Eq. (14) is the kinetic energy contribution, and the second term is the exchange energy. The correlation energy Ec(P) is given by 
Combining Eqs. (12) and (13), the total interaction energy is given by
Il where Fig. 2 , the twodimensional graphite lattice defines the (x, y) plane, a possible location for the adatom is denoted by an asterisk, and unit cell /J. is shown in Fig. 2(a) . The integrations over the x and y coordinates were performed using Gauss-Legendre quadrature. For the Z integration, we used Gauss-Legendre quadrature between Z = 0 and the location of the adatom. For the region between z = -00 and z = 0, and the region between the adatom and z = + 00, we used Gauss-Laguerre quadrature. A sufficient number of quadrature points were used to insure convergence to three Significant figures for Ill'
Since contributions to the integral of Eq. (18) fall off with the overlap between the closed-shell component parts, and the overlap falls off roughly exponentially, the series in Eq. (17) converges rapidly. In our calculations we retained enough terms in Eq. (17) so that E(Ra) would be accurate to three significant figures. We found that it was sufficient in all cases studied to sum over all unit cells within 8 a. u. of the projected position of the adatom on the (x, y) plane.
III. RESULTS
To explore the potential surface for rare gas-graphite interactions, we computed the energy as a function of z from Eq. (17) at three positions above the graphite lattice. The positions, shown in Fig. 1 , are over the center of the hexagon (position A), above a carbon atom (position B), and over the center of a carbon-carbon bond (position C). In Tables I-IV, we have tabulated the interaction energy as a function of z for the three positions for helium, neon, argon, and krypton, and we have plotted these results in Figs. 3-6. As expected, the most strongly bound position for each rare gas atom is at the center of the hexagon, but the barrier to migration to different sites over the graphite lattice is quite small. To understand the Significance of the calculation, we have summarized some of the properties of these systems in Table V . In Table V Crowell and Steele, II where the net potential is taken to be the sum of two-body 6-12 Lennard-Jones potentials. We see that there is fair agreement between the results of the GK method and the two-body additive method for the binding positions and relative well depths. The migration barriers differ by up to 50%, and as Bennett has shown, this sort of difference can be expected from nontwo-body additive effects. 15 The well depths determined in the present calculation are substantially lower than those found by the other method. To see this more clearly, in Fig. 7 , we have plotted the interaction energy of argon on graphite over position A of Fig. 1 uSing the two-body additive method and the results of the present calculation. Curve A of Fig. 7 is the GK result, and curve B was computed from Eq. (2.33) of Ref. 14. The parameters used in computing curve B of Fig. 7 were taken from Steele, 33 and these parameters are known to yield binding energies that are in reasonable agreement with experiment (perhaps fortuitously; see Ref. 13) . The poor agreement between our work and Steele's work with respect to the well depths makes it necessary to examine the errors in the present calculation in some detail. In the following discussion of our errors, we assume that the well depths given in Ref. 14 are correct, and we show that errors due to dispersion contributions and basis set deficiencies in our results are of the right magnitude to explain the discrepancies of Fig. 7 .
As we indicated, the GK method has proved to be reliable to about 10% for closed-shell atom-atom interactions in the region of the potential minimum and where the potential is repulsive. Since E(R) becomes zero as the overlap between the two closed-shell electronic sys- tems goes to zero, it is clear thatE(R) is wrong in the dispersive region, where the interaction energy should fall off inversely to the sixth power of the interatomic separation for atom-atom interactions. For adatomsurface interactions, where we only include the dispersive contribution to the attractive term, the energy should fall off as the cube of the ada tom surface distance. Although this incorrect treatment of the dispersion energy by the GK method seems to have only a small effect on the binding energy for diatomic systems, the result of adding a large number of terms in the infinite system we have considered might be Significant. To estimate the magnitude of the dispersion error in our results, .£ !:::: Kr 6.6(6.4)C 6.8 (6. 6)C 6.7 6.9 6.7 6.9 5.8 6.1 5.9 6.1 5.9 6.1 we followed Steele 14 and assumed the net rare gas-graphite potential to be the sum of two-body 6-12 potentials; i. e., we assumed an interaction energy of the form
where raj is the distance between the ada tom and the jth carbon atom, and 8 gs and aKS are Lennard-Jones parameters which we have taken from Steele. 33 We considered the case of an argon atom at its equilibrium position (as found by Steele) and summed Eq. (21) over all the carbon atoms that we included in the GK calculation. The difference between this result and the total result given in Ref.
14 gives a measure of the dispersion error in the present calculation due to all carbon atoms in the surface layer and all other layers that the GK method inherently assumes not to contribute to the interaction energy. For the case of argon at equilibrium, we found an error of 0.00103 a. u. or 2g;o of the total. Althouth this dispersion error is substantial, it does not completely explain the apparent error of 76% which we found in the present calculation relative to Steele's results. 14 The other ma.ior source of error which we consider is the graphite density function. To obtain the excellent results for atom-atom interactions, GK used HartreeFock density functions generated from basis sets at the Hartree-Fock limit. The Painter and Ellis basis set consisted of one function for the core electrons and was of double zeta quality for the valence electrons. 32 Additionally, the exponents were not optimized. It is expected that a small basis set will yield a density function that is roughly correct near the nucleus, where the contribution to the Hartree-Fock energy is greatest but too small in the asymptotic tail. This incorrect behavior can be expected to give poor GK results.
To explore the magnitude of the errors we might expect from the use of small basiS sets, we performed a GK calculation on Ar2 with a minimum basis consisting of 3 s orbitals and 2 p orbitals, and the extended basis used in the argon-graphite calculations. Both basis sets were taken from Huzinaga, McWilliams, and Domsky.30 The results of this calculation are plotted in Fig. 8 , where curve A is the extended basis result and curve B is the result of the minimum basis calculation. We note that the well depth for the minimum basis set calculation is in error by about 68%, and the equilibrium internuclear separation is in error by about O. 5 a. u. The minimum basis also gives too large a repulsive interaction. In the adatom-graphite calculations, the ada tom electron density is much more accurate than the graphite electron density. Closer to this situation is the interaction between an argon atom in an extended basis and one in a minimum basis. The results of this calculation are given in curve C of Fig. 8 . In this case, the equilibrium geometry is the same as predicted by the extended basis results of curve A, but the well depth is still in error by about 56%. This well depth error is quite large, and it is clear that we can blame the difference between the results of this work and that of Ref. 14 on both an inadequate graphite density function and dispersion errors. We expect that the equilibrium geometries computed in this work are reasonably accurate.
If we assume that the well depths found by Steele are correct and that 2g)h of the difference between our results and Steele's is due to dispersion, then 4~ of the error is attributable to the density function. This error is smaller than the error we found for the Ar2 interaction potential computed with one argon atom in a minimum basis and one in an extended basis. This fact implies that the graphite density fun~tion is of intermediate quality.
As we have indicated, we expect that the asymptotic tail of this density will go to zero too quickly, but we expect the density at intermediate distances to be fairly accurate. It is clear that at distances far from the surface, the variation of the density with respect to coordinates parallel to the plane of the surface (i. e., x or y in Fig. 2) will be zero. Most of the contribution to the migration barrier will come from the density nearer to the surface, where it is more accurate. Because the migration barrier should depend on the adatom's local environment, we would expect the dispersion error to be roughly independent of the adatom's (X, y) coordinates. This local dependence of the migration barrier explains why we appear to have more accuracy for it than for the well depths.
With the exception of helium, there is also good agreement between this calculation and that of Ref. 14 for the relative well depths. This is not surprising, since we would expect the relative well depths to depend most strongly on the relative atomic densities, which are quite accurate. The anomalous behavior of helium was also observed for helium-helium interactions. 26 In summary, two sources of error in the present calculation are due to an inadequate graphite density function and an improper treatment of dispersion forces by the GK method. These errors have yielded well depths that are too small. We expect other properties that depend on the adatom's local environment, such as migration barriers and equilibrium geometries, to be reasonably accurate.
IV. CONCLUSIONS
The GK method has been successfully applied to the calculation of relative well depths, barriers to migration, and equilibrium geometries for rare gas adsorption on graphite. Because of the incorrect treatment of dispersion forces by the GK method and because of an inadequate graphite density function, the present calculation obtained only about 25% of the well depths found by other authors.
