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Summary
This thesis presents several multivariate GARCH models, some new to the literature,
which are used to model the covariance dynamics of multivariate financial stock return
data via Bayesian techniques. There are three main goals for this thesis. The first goal
is to generalise and improve Bayesian parameter estimation techniques for such models,
which are typically estimated in the literature using a large number of unnecessary model
restrictions. The second goal is to develop a test which identifies, locates and quantifies
various forms of asymmetry in stock returns. The third goal is to improve risk forecasting
in stock portfolios by considering additional stock return properties such as skewness and
excess kurtosis in a new Bayesian model.
This thesis is separated into the following components:
• Chapter 1 introduces the thesis, provides necessary background and explains in
further detail the contributions of the following chapters to the literature.
• Chapter 2 reviews the Bayesian model estimation techniques to be used in this the-
sis. Models proposed in this thesis will utilise the techniques from this chapter, with
competing models (where applicable) fitted via the classical maximum likelihood
approach.
• Chapter 3 presents a new approach to the fitting of multivariate GARCH models
to stock returns from a Bayesian perspective, by relaxing the usual parameter re-
strictions typically imposed. A new general set of restrictions is developed, which
has the ability to be applied to a wide variety of models, both univariate and mul-
VIII
tivariate. An example is illustrated in a bivariate setting containing two major
international stock market indices.
• Chapter 4 presents a new family of multivariate GARCH models that accounts for
the asymmetric behaviour commonly observed in stock returns. An effective model
selection technique is also presented which is used to identify the type of asym-
metry present in the data with minimal computational expense. An application is
illustrated in a bivariate setting that utilises four major international stock market
indices.
• Chapter 5 examines the issue of financial risk management for stock portfolios and
presents a new Bayesian copula-GARCH model that attempts to improve risk fore-
casting over existing model specifications. This new model has the advantage of in-
corporating the stock return properties of asymmetry, skewness and excess kurtosis
in the one multivariate model in a parsimonious setting. Risk forecasts are gener-
ated in an application using an equally-weighted portfolio containing five stocks,
with comparisons made between existing univariate and multivariate specifications.
• Chapter 6 provides concluding remarks, and offers suggestions for future research.
IX
Chapter 1
Introduction
Volatility plays an important role in financial markets. Accurate measurement and pre-
diction of volatility is crucial in the effectiveness of various market activities such as trad-
ing/hedging strategies, portfolio optimisation, derivative pricing and risk management.
The family of Autoregressive Conditional Heteroscedastic (ARCH) models introduced by
Engle (1982) laid the foundation for a new approach to modelling volatility (or variance)
whereby it was assumed that, conditionally, it was time-varying. This allowed periods
of both high and low volatility to be captured in the one model, and also served as an
extension to the Autoregressive Moving Average (ARMA) time series models proposed
by Box and Jenkins (1970) which assumed a constant variance over time. ARCH models
are typically used to model the volatility of returns of stocks, rather than the volatility
of raw prices. There are two main reasons for this. First, for average investors, return of
a stock is a complete and scale-free summary of the investment opportunity. Second, re-
turn series are easier to handle than price series because the former have more attractive
statistical properties (Tsay, 2002, pp. 2), such as stationarity. Hence stock returns is the
data source for all models proposed in this thesis.
1
1.1 Univariate Volatility Modelling
Let y = {y1, . . . , yn} denote a financial time series (e.g. stock returns) of sample size
n. Mathematically, the ARCH(q) model assumes that the conditional variance at time
t (denoted ht) depends on a linear function of the squares of the past q observations as
follows:
yt = zt
√
ht,
ht = c+
q∑
i=1
aiy
2
t−i
(1.1)
where zt is a standard normal random variable (i.e. N(0, 1)) and {c, a1, . . . , aq} are
parameters. A major drawback with ARCH models is that in many applications, a large
number of lags (i.e. a large q) is required to model the financial time series accurately and
therefore a large number of parameters to be estimated. Bollerslev (1986) alleviates this
issue by generalising the structure in (1.1) so that ht also depends on a linear function of
the past p conditional variances. This is called the Generalised ARCH (or GARCH(p, q))
model which has the form:
yt = zt
√
ht,
ht = c+
q∑
i=1
aiy
2
t−i +
p∑
j=1
bjht−j
(1.2)
with {b1, . . . , bp} an additional set of parameters. In fact, when p = q = 1, the conditional
variance equation in (1.2) is equivalent to an ARCH(∞) model, but with different ARCH
effects, i.e.
ht = c+
∞∑
k=1
a1b
k−1
1 y
2
t−k
= c+ a1y
2
t−1 + a1b1y
2
t−2 + a1b
2
1y
2
t−3 + . . .
2
The model in (1.2) therefore keeps all previous observation lags in the model in a conve-
nient parsimonious structure. It is now clear that to ensure each ht is strictly positive,
a sufficient set of restrictions c > 0, ai ≥ 0, i = 1 . . . , q and bj ≥ 0, j = 1, . . . , p can
be applied. In addition, for the GARCH process to remain stationary, the unconditional
variance needs to be strictly positive and finite. This is given by the following expectation:
E(ht) =
c
1−
q∑
i=1
ai −
p∑
j=1
bj
.
For this expression to be strictly positive and finite, we must have
q∑
i=1
ai +
p∑
j=1
bj < 1
which is additionally imposed during estimation1. In most applications of GARCH mod-
els, p = q = 1 is enough to capture the volatility behaviour present in financial time
series, compared to much higher values of q for ARCH models (e.g. see Bollerslev et al.,
1992).
Engle (1982) also recognises the fact that other distributions for each error term zt
can be used, depending on the properties of the financial time series to be captured.
For example, Bollerslev (1987) proposes a standardised Student-t distribution for zt for
a GARCH(1, 1) model, while Hansen (1994) extends this to a skew Student-t distribu-
tion. These papers attempt to capture the skewness and the degree of excess kurtosis of
stock price indices, foreign exchange and interest rate data not typically accounted for
in GARCH models with normal errors. Other examples of error distributions used with
GARCH models to capture these properties include the generalised error distribution (see
for e.g. Nelson, 1991), the Gaussian mixture distribution (see for e.g. Ausin and Galeano,
2007) and the asymmetric Laplace distribution (see for e.g. Chen et al., 2011b). Another
property often overlooked in financial time series is that their mean is not always zero, as
1A special case of the GARCH model is formed when
q∑
i=1
ai +
p∑
j=1
bj = 1: this is called the Integrated
GARCH (IGARCH) model, and while having an infinite unconditional variance, is still often used in
applications in the literature (see for e.g. Nelson, 1990; Choudhry, 1995 and Conrad and Haag, 2006).
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implied by the models in (1.1) and (1.2). However we can easily include an ARMA-type
structure in a GARCH model to capture any autocorrelation in the observations, and
generalise the GARCH model as follows:
yt = m0 +
r∑
k=1
mkyt−k + εt −
s∑
l=1
wlεt−l, εt|ψt−1 ∼ D(0, ht),
ht = c+
q∑
i=1
aiε
2
t−i +
p∑
j=1
bjht−j
(1.3)
where ψt−1 denotes the information set up to time t − 1, D denotes any distribution
with mean 0 and variance ht, and εt = zt
√
ht is a residual (error term) with zt ∼
D(0, 1). Therefore we call (1.3) the ARMA(r, s)-GARCH(p, q) model, and examples of
applications of this general model can be found in Nakatsuma and Tsurumi (1999) and
Trivez and Catalan (2009).
Black (1976) discusses the concept of volatility asymmetry, whereby stock returns tend
to exhibit higher volatility following a negative “shock” than a positive shock of the same
magnitude. To account for this asymmetry, the GARCH model has been extended and
adjusted in various ways in the literature. Examples of this can be found in Engle (2004)
who wrote a detailed survey. Perhaps the most widely used asymmetric GARCH models
are: the Exponential GARCH model of Nelson (1991) where the standardised residual
zt is weighted depending on its sign; the GJR-GARCH model of Glosten et al. (1993)
who apply an additional weighting to the coefficient of ε2t−i when εt−i is negative; and
the family of threshold (or regime-switching) GARCH models (TGARCH, DTARCH and
DTGARCH) whereby more than one GARCH model is specified for a time series under
a variety of different conditions - examples of which can be found in Li and Li (1996),
Brooks (2001), Chen et al. (2005) and Chen and So (2006). All of the above models are
examples of threshold GARCH models, an example of which will be utilised in Chapter 5
to capture asymmetry, skewness and excess kurtosis in a portfolio of stock returns.
4
1.2 Multivariate Volatility Modelling
When investors hold a portfolio of stocks, the question of market correlation arises. It
is unlikely that the stock returns in a portfolio would move independently of each other,
in which case there would be no correlation and the return volatilities for each stock
would easily be modelled using the GARCH models discussed earlier. However, market
correlation does exist and can potentially change over time. To capture this behaviour,
Bollerslev et al. (1988) propose the diagonal VECH (DVECH) model which is a direct
extension of the univariate GARCH model to more than one dimension (i.e. a multivariate
GARCH model) in that it has GARCH equations for each conditional variance in the
portfolio, plus GARCH-type equations for the conditional covariances between each stock
return in the portfolio. For example, the bivariate DVECH(1, 1) model has the following
covariance equations:
h11,t = c11 + a11ε
2
1,t−1 + b11h11,t−1,
h12,t = c12 + a12ε1,t−1ε2,t−1 + b12h12,t−1,
h22,t = c22 + a22ε
2
2,t−1 + b22h22,t−1,
where the residual vector (ε1t, ε2t) conditionally follows a bivariate distribution D as
follows:
ε1t, ε2t|ψt−1 ∼ D

0
0
 ,
h11,t h12,t
h12,t h22,t

 .
To alleviate some of the estimation concerns of the DVECH model and reduce the number
of parameters for large dimensions, other multivariate GARCH models have since been
proposed - see Bauwens et al. (2006) for an extensive review. An additional review of some
existing multivariate GARCH models is carried out in Chapter 3 of this thesis, however
with the focus on model estimation issues such as parsimony (parameter numbers) and
typical parameter restrictions used to enforce covariance stationarity. An extension to
the diagonal VECH model is also presented in Chapter 3, with an application to two
5
international stock return indices.
Analogous to the univariate case, multivariate GARCH models have also been ex-
tended and adjusted in the literature to account for a variety of different properties such
as skewness and excess kurtosis in the multivariate error distribution, multivariate volatil-
ity and covariance asymmetry. Kroner and Ng (1998) present the Asymmetric Dynamic
Covariance (ADC) model that nests a variety of existing multivariate GARCH models
while at the same time introducing basic asymmetric terms in the conditional covariance
equations. De Goeij and Marquering (2004) directly extend the DVECH model of Boller-
slev et al. (1988) to have asymmetric effects as in Glosten et al. (1993), but generalise
further to allow asymmetric effects in covariances when residuals are of opposite sign.
The concept of multivariate asymmetry is discussed in Chapter 4 of this thesis, as well
as a review of some multivariate GARCH models exhibiting asymmetric effects. In addi-
tion, the model of De Goeij and Marquering (2004) is extended to incorporate residual
and volatility spill-over effects (both symmetric and asymmetric) from other markets and
applied to four international stock return indices.
1.3 Model Selection
To assist in deciding the model order of a GARCH model or the number of econometric
effects to include, a number of model selection techniques that exist in the literature
(both classical and Bayesian approaches) can be applied. Classical techniques include
basic inspection of the sample (partial) autocorrelation functions for comparison with
what is expected from the competing models (see for e.g. Cryer, 1986 and Brockwell
and Davis, 1996) and information criterion functions such as the AIC by Akaike (1974)
and the BIC by Schwarz (1978) which choose a model based on a penalised function
of the likelihood of the estimated competing models. Examples of applications of such
criterion functions to GARCH models can be found in Mitchell and McKenzie (2003),
Daouk and Guo (2004) and An et al. (2002) in the multivariate case. Various Bayesian
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model selection techniques also exist in the literature. The most popular are perhaps the
techniques involving the approximation of marginal likelihoods (see for e.g. Newton and
Raftery, 1994 and Chib, 1995) and also model search methods such as the reversible-jump
sampler by Green (1995). The technique by Congdon (2006) is a simplified approach to
Bayesian model selection in that it does not involve approximating the marginal likelihood
or “jumping” between models of various dimensions but approximates model probabilities
directly with minimal computation. This technique is applied in Chapter 4 of this thesis
to decide on the number of asymmetric effects to include for a proposed multivariate
GARCH model on international stock return indices.
1.4 Parameter Estimation and Inference
The method of maximum likelihood is perhaps the most common approach to estimate
parameters of both univariate and multivariate GARCH models in the literature. This is
mainly due to the technique being straightforward to implement and is also readily avail-
able in most statistical software packages. However, there are a number of drawbacks
from using this approach on GARCH models. For example, constrained optimisation
algorithms are typically utilised so that the resulting parameter estimates satisfy their
restrictions (e.g. a1 + b1 < 1 for a GARCH(1, 1) model). These algorithms can become
unstable and diverge when the parameter values are close to their restriction boundaries
(see for e.g. Silvapulle and Sen, 2004). In fact, many GARCH models fit to stock re-
turns have a1 + b1 ≈ 1. This can lead to problems in calculating standard errors and
hence confidence intervals for parameter estimates. Often techniques like the bootstrap
of Efron (1982) are applied to estimate these standard errors which can require extensive
work, even for simple time series models. These problems can also be amplified when the
complexity of the model grows, for example, in the case of multivariate GARCH models
and/or the addition of asymmetric effects. Bayesian methods for parameter estimation,
while still computationally expensive, enjoy many advantages over maximum likelihood
7
and other classical methods. For example, information known for a problem before data
is collected can be incorporated into the analysis in the form of a prior distribution,
which can also include any parameter restrictions required. In addition, Bayesian meth-
ods account for parameter uncertainty and Markov chain Monte Carlo (MCMC) methods
can be applied to simulate from parameter posterior distributions - standard errors can
then be easily estimated from these simulations. Examples of successful applications of
such techniques to GARCH-type models can be found in Bauwens and Lubrano (1998),
Nakatsuma (2000) and Choy et al. (2008). This thesis will demonstrate these advantages
and others by fitting multivariate GARCH models to stock returns via Bayesian estima-
tion. Comparisons with classical maximum likelihood techniques will also be sometimes
drawn. A more detailed description of the Bayesian methods applied in this thesis is
given in Chapter 2.
1.5 Applications
As mentioned earlier, there are various applications of volatility models for investors in
financial markets. Some specific examples include:
• Option pricing : If an investor holds (for example), European call or put options
then these can be priced using the standard Black-Scholes option pricing formula
(see Black and Scholes, 1973) where the conditional variance, often calculated from
a GARCH model, is an input;
• Portfolio optimisation: An investor may wish to optimise their portfolio of stocks
by owning a larger number of stocks that tend to be less volatile than others. This
is known as optimising via the minimum-variance principles of Markowitz (1952),
and the optimal weighting attributed to each stock can be determined from the
calculation of return and covariance forecasts from a multivariate GARCH model;
• Risk management : Volatility forecasts from univariate/multivariate GARCH mod-
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els are crucial inputs into the calculation of risk measures such as: Value at Risk
(VaR) which is the minimum amount an investor can expect to lose over a given
time horizon at a specified confidence level; and Expected Shortfall (ES) which is
the expected loss, given that a loss exceeds the VaR threshold. If the VaR (and
therefore ES) is high, then the investor knows to set aside this amount of capital to
cover such losses and/or take action on their current position in order to reduce the
size of the risk measures and minimise the risk of potentially significant portfolio
losses.
In Chapter 5, a new multivariate GARCH model is proposed. Its performance will be
examined by how well it can estimate VaR on a stock portfolio with known weights. It
will be shown that this proposed model can be conveniently represented by its set of
marginal distributions and a function known as a copula, used to link the marginals to-
gether to define their dependence structure. The theory on copulas perhaps began with
the paper by Sklar (1959). However, the applications to GARCH models have only ap-
peared recently in the literature (see for e.g. Patton, 2004; Jondeau and Rockinger, 2006
and Lee and Long, 2009). The proposed copula-GARCH model will also be compared
with several existing univariate and multivariate GARCH models in VaR estimation per-
formance. This will be performed by fitting the models to historical stock return data,
creating portfolio VaR forecasts and comparing them with actual stock returns over the
same time period. While risk measure back-testing has been applied in the literature on
GARCH models in general (see for e.g. Wong, 2008; McAleer and Da Veiga, 2008 and
Rombouts and Verbeek, 2009), to my knowledge there are no studies that have compared
the performance between univariate and multivariate GARCH models in estimating risk
measures. Chapter 5 aims to fill this important gap.
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1.6 Chapter Summary
This chapter has served as a review of volatility modelling in the literature. Both univari-
ate and multivariate GARCH models were discussed, and the variety of model selection
techniques reviewed. The fitting of such models to financial time series was briefly de-
scribed for both classical and Bayesian approaches, and a series of volatility modelling
applications also reviewed.
The following chapter details the Bayesian estimation techniques to be applied to the
multivariate GARCH models considered in this thesis.
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Chapter 2
Bayesian Estimation Techniques
This chapter reviews some Bayesian estimation techniques that will be used in this thesis.
Bayesian estimation is often viewed as a generalisation of classical estimation because
prior information can be incorporated into a Bayesian analysis and used in conjunction
with the collected data to make statistical inference. Bayesian estimation uses a posterior
distribution which is a function of the collected data (in the form of a likelihood function)
and a prior distribution reflecting the prior information: Let y = {y1, . . . , yn} denote
a collected sample of data with sample size n and let θ = {θ1, . . . , θm} denote the m
parameters of the assumed model for y. The (joint) posterior distribution of θ given y
can be formed using Bayes’ rule as follows:
p(θ|y) = p(θ,y)
p(y)
=
p(y|θ)p(θ)
p(y)
∝ p(y|θ)p(θ) (2.1)
where p(θ,y) denotes the joint distribution of θ and y, p(y|θ) represents the likelihood
function, p(θ) is the prior distribution of θ and p(y) is a factor to make the posterior
either integrate to 1 (under the assumption that θ is continuous) or sum to 1 (under
the assumption that θ is discrete). In straightforward models containing mostly linear
parameters and standard distributions (such as Gaussian errors), p(θ|y) is known to fol-
low a standard distributional form, and inference can be performed using Monte Carlo
sampling from this posterior. Standard techniques are available to perform these simula-
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tions (e.g. see Devroye, 1986). Otherwise, alternative techniques are typically employed.
This chapter discusses some of these alternative techniques in calculating the posterior
distribution for a set of parameters to be estimated for stock returns.
2.1 The Metropolis Algorithm
This is a rejection sampling method, introduced by Metropolis et al. (1953), which works
quite efficiently. Given a target distribution p(θ|y) that can be computed up to a normal-
ising constant, the Metropolis algorithm creates a sequence of random points (θ[1],θ[2], . . .)
whose distributions converge to the target distribution (Gelman et al., 2000, pp. 323).
The algorithm proceeds as follows:
1. Begin with a starting value θ[1] (this may be a guess, or a random draw from a
particular distribution).
2. For j = 2, . . . , J ,
(a) Draw a random sample θp (called a proposed value) from a symmetric1 pro-
posal distribution g(θ).
(b) Draw a random sample u[j] from Unif[0, 1] and set the following acceptance
probability :
α[j] = min
{
1,
p(θp|y)
p(θ[j−1]|y)
}
.
(c) If u[j] < α[j], set θ[j] = θp. Otherwise, set θ[j] = θ[j−1].
The resulting sample θ[1], . . . ,θ[J ] will then be a dependent sample from the target dis-
tribution p(θ|y).
The only restriction required here is that the proposal distribution g must be sym-
metric. Hastings (1970) demonstrates an improvement on this technique and shows that
g needs (almost) no restriction at all.
1A distribution g is symmetric if and only if g(θa|θb) = g(θb|θa), ∀ θa and θb.
12
2.2 The Metropolis-Hastings Algorithm
This is a generalisation of the Metropolis algorithm and is used more often because of
the flexible requirements of the proposal distribution g. Symmetry is not required any
more and the acceptance probability is slightly modified. The Metropolis-Hastings (MH)
algorithm proceeds as follows:
1. Begin with a starting value θ[1] (this may be a guess, or a random draw from a
particular distribution).
2. For j = 2, . . . , J ,
(a) Draw a proposed value θp from the proposal distribution g(θ).
(b) Draw a random sample u[j] from Unif[0, 1] and set the following acceptance
probability:
α[j] = min
{
1,
p(θp|y)g(θ[j−1])
p(θ[j−1]|y)g(θp)
}
. (2.2)
(c) If u[j] < α[j], set θ[j] = θp. Otherwise, set θ[j] = θ[j−1].
Once again, the resulting sample θ[1], . . . ,θ[J ] will then be a dependent sample from the
target distribution p(θ|y). When compared to the Metropolis algorithm, it is clear that
acceptance probability differs through the inclusion of an additional ratio of proposal
density values.
An important statistic of both Metropolis and MH algorithms often used in deter-
mining the quality of the sample generated from the target distribution is the acceptance
rate (AR). This is an indicator of how many values from the proposal distribution were
accepted/rejected during the algorithm, given by the formula:
AR =
1
J
J∑
j=1
I(θ[j] = θp)
where I(A) takes the value 1 if A is true, and 0 otherwise. The AR is also a measure
of the performance and suitability of the proposal distribution being considered. For
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example, ARs close to 1 indicate that either the target distribution p(θ|y) is “close” to
the proposal distribution, or that the proposal variance is too low (i.e. the tails of the
target distribution are not being captured). Conversely, ARs close to 0 indicate that
many of the values in the sample are being repeated and/or the proposal variance is too
high. To determine if a proposal distribution generates a “good” sample from the target
distribution will depend on the problem at hand. However, Roberts et al. (1997) suggest
an optimal acceptance rate of 0.234 for random walk algorithms (i.e. proposal means set
to θ[j−1]).
Another important statistic often used to determine sample quality is the potential
scale reduction factor (or PSRF - see for e.g. Gelman and Rubin, 1992 and Gelman
et al., 2000). This is an indicator of how well a generated sample can converge to, and is
a reasonable sample from, the target distribution. The PSRF is determined by running
numerous replications of the Metropolis or MH algorithm with over-dispersed starting
values and checking if each chain converges to the same target distribution: For the set
of R algorithm replications
{
θ[1]r , . . . ,θ
[J ]
r
}R
r=1
of length J , the between (B) and within
(W ) sample variances are first calculated as follows:
B =
J
R− 1
R∑
r=1
(θ¯r − θ¯)2, where θ¯r = 1
J
J∑
j=1
θ[j]r , θ¯ =
1
R
R∑
r=1
θ¯r
W =
1
R
R∑
r=1
s2r, where s
2
r =
1
J − 1
J∑
j=1
(θ[j]r − θ¯r)2.
The PSRF is then given by
PSRF =
√
W (J − 1) +B
WJ
(2.3)
which declines to 1 as J →∞, as described in Gelman et al. (2000). If a PSRF is close to
1, then the second halves of each of the R replications can together be treated as a sample
from the target distribution. To be “close” to 1 will depend on the problem at hand,
however Gelman et al. (2000) suggest that values below 1.2 are acceptable. Otherwise,
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the algorithm may need to be modified; for example, by increasing the value of J or
adjusting the proposal distribution.
2.3 Delayed Rejection
Delayed rejection is a strategy that improves the MH algorithm, in that the resulting
estimates have, uniformly, a smaller asymptotic variance on a sweep by sweep basis (Mira,
2001). Proposed by Tierney and Mira (1999), delayed rejection can be applied when many
proposed values are rejected (i.e. when θ[j] = θ[j−1] is set) under a Metropolis or MH
algorithm. Delayed rejection aims to reduce the number of these rejected proposals as
follows: instead of retaining the same position and advancing time, as in the regular MH
algorithm, propose a 2nd new candidate. The acceptance probability of the new candidate
has to be adjusted in order to preserve the stationary distribution (Mira, 2001). Once we
arrive at this second stage, if the corresponding candidate is also rejected, then we could
retain the starting position or move on to a third stage, and so on. This section will state
the acceptance probability of the general ith stage of the delayed rejection process.
The following is adapted from Mira (2001): Firstly, rewrite the standard MH accep-
tance probability from equation (2.2) as follows: assume that f(θ) is the target distri-
bution and draw a proposed value θp1 from the proposal distribution g1(θ|θ[j−1]). The
acceptance probability is then
α1(θ
[j−1],θp1) = min
{
1,
f(θp1)g1(θ
[j−1]|θp1)
f(θ[j−1])g1(θ
p1|θ[j−1])
}
= min
{
1,
N1
D1
}
. (2.4)
If we reject our proposed value θp1 , then draw a new candidate θp2 from a new proposal
distribution g2(θ|θ[j−1],θp1). It can be shown that, to maintain the same stationary
distribution, the acceptance probability of the new candidate θp2 is
α2(θ
[j−1],θp1 ,θp2) = min
{
1,
N2
D2
}
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where
N2
D2
=
f(θp2)g1(θ
p1|θp2)g2(θ[j−1]|θp2 ,θp1)[1− α1(θp2 ,θp1)]
f(θ[j−1])g1(θ
p1|θ[j−1])g2(θp2|θ[j−1],θp1)[1− α1(θ[j−1],θp1)]
. (2.5)
If this second stage is reached, then N1 < D1 must hold. So in equation (2.5) above, we
can set α1(θ
[j−1],θp1) = N1/D1 in D2, and after some algebra, obtain
α2(θ
[j−1],θp1 ,θp2) = min
{
1,
N2
g2(θ
p2 |θ[j−1],θp1)(D1 −N1)
}
.
To find the acceptance probability for the ith stage, we use a form similar to α2: If the
candidate θpi−1 proposed at stage i − 1 is rejected, draw a proposed value θpi from the
proposal distribution gi(θ|θ[j−1],θp1 , . . . ,θpi−1) and accept with probability
αi(θ
[j−1],θp1 , . . . ,θpi) = min
{
1,
Ni
Di
}
where
Ni
Di
=
f(θpi)g1(θ
pi−1|θpi)g2(θpi−2|θpi ,θpi−1) . . . gi(θ[j−1]|θpi ,θpi−1 , . . . ,θp1)
f(θ[j−1])g1(θ
p1|θ[j−1])g2(θp2|θ[j−1],θp1) . . . gi(θpi |θ[j−1],θp1 , . . . ,θpi−1)
× [1− α1(θ
pi ,θpi−1)][1− α2(θpi ,θpi−1 ,θpi−2)] . . . [1− αi−1(θpi , . . . ,θp1)]
[1− α1(θ[j−1],θp1)][1− α2(θ[j−1],θp1 ,θp2)] . . . [1− αi−1(θ[j−1],θp1 , . . . ,θpi−1)]
.
Now if the ith stage is reached, then Nk < Dk must hold for k = 1, . . . , i − 1, so
αk(θ
[j−1],θp1 , . . . ,θpk) can be written as Nk/Dk (for each k) and obtain the recursive
formula
Di = gi(θ
pi |θ[j−1],θp1 , . . . ,θpi−1)(Di−1 −Ni−1)
which leads to
Di = gi(θ
pi |θ[j−1],θp1 , . . .)[gi−1(θpi−1|θ[j−1],θp1 , . . .)[gi−2(θpi−2|θ[j−1],θp1 , . . .) . . .
[g2(θ
p2|θ[j−1],θp1)[g1(θp1|θ[j−1])f(θ[j−1])−N1]−N2]−N3] . . .−Ni−1].
An advantage of using delayed rejection is that it preserves the flexibility of the MH
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algorithm in terms of allowing any proposal distribution g1 to be considered, with the
obvious restriction that the kth proposal (gk) will depend on all proposals before it (i.e.
between k−1 and 1). However, care still needs to be taken with the selection of g1 since a
“poor” g1 may lead to a large number of rejection stages and a computationally expensive
algorithm. In most practical applications of delayed rejection, only a small number of
rejection stages are typically considered. In this thesis, it will be shown that i = 2 works
well for the models proposed.
2.4 Markov Chain Simulation
The techniques discussed in Sections 2.1-2.3 all possess one common attribute in that they
are all designed to produce dependent samples from the target distribution p(θ|y), due to
the dependence on θ[j−1] in the acceptance probabilities. This is an example of a Markov
chain, where the sample at each iteration is dependent on the sample at the previous
iteration. The idea of Markov chain simulation is to simulate a Markov process (defined
below) on θ, which converges to a stationary transition distribution that is p(θ|y) (Tsay,
2002, pp. 396).
The general definition of a Markov process is given as follows: Consider a stochastic
process {Xt}, where each Xt assumes a value in the space Θ. The process {Xt} is a
Markov process if its conditional distribution function satisfies
p(Xh|Xs, s ≤ t) = p(Xh|Xt), h > t
as mentioned in Tsay (2002). This is simply saying that, given the value of Xt, the values
of Xh do not depend on the values in periods before t. If {Xt} is a discrete-time stochastic
process (like the processes considered in this thesis), then this property becomes
p(Xh|Xt, Xt−1, . . .) = p(Xh|Xt), h > t.
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Now let A be a subset of Θ. The function
pt(θ, h,A) = p(Xh ∈ A, Xt = θ), h > t
is called the transition probability function of the Markov process. If the transition
probability depends on h − t, but not on t, then the process has a stationary transition
distribution (see Tsay, 2002).
In terms of posterior distributions, Andrieu et al. (2003) states that for any starting
point, the chain will converge to the stationary transition distribution p(θ|y) so long as
it obeys the following properties:
1. Irreducibility : For any state of the Markov chain, there is a positive probability of
visiting all other states in a finite number of transition steps.
2. Aperiodicity : The chain should not get trapped in cycles, i.e. it does not hit the
same spot in the distribution every k (say) iterations.
Generally methods that use Markov chain simulation to obtain a sample from the dis-
tribution p(θ|y) are called Markov chain Monte Carlo (MCMC) methods. These will
be referred to as MCMC methods throughout the rest of this thesis. MCMC methods
are typically used when the posterior distribution p(θ|y) is not available in a standard
distributional form, as demonstrated in the relevant sections of this chapter.
2.5 Gibbs Sampling
Geman and Geman (1984) and Gelfand and Smith (1990) consider this very popular
MCMC method. It is often regarded as a special case of the MH algorithm - the proof of
which can be found in Gelman et al. (2000). It is mainly used when there are numerous
parameters in a model, so rather than attempting to simulate from the joint posterior
distribution p(θ|y) directly (which can be problematic), it is often easier to split the
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parameters into groups and simulate from conditional posterior distributions instead
through the use of a Markov chain. The algorithm is described as follows.
Assume the data y = {y1, . . . , yn} has been collected and estimations of the parame-
ters θ = {θ1, . . . , θm} are sought based on the entertained model M . (Here the θ’s are not
necessarily scalars. The case of the θ’s being vectors is considered later.) Also assume
that knowledge exists of the full conditional posterior distributions, i.e.
p(θ1|y, θ2, θ3, . . . , θm,M),
p(θ2|y, θ1, θ3, . . . , θm,M),
...
p(θm|y, θ1, θ2, . . . , θm−1,M).
This knowledge can be obtained via Bayes’ rule using a specified likelihood function
p(y|θ,M) and a prior distribution p(θi|θ6=i,M) for each i = 1, . . . ,m. (The notation θ 6=i
denotes all parameters that are not θi.)
Let θ[1] = {θ[1]1 , θ[1]2 , . . . , θ[1]m } denote arbitrary starting values of θ. The Gibbs sampler
simulates θ[2] = {θ[2]1 , θ[2]2 , . . . , θ[2]m } in the following sampling scheme:
1. Draw a random sample θ
[2]
1 from p(θ1|y, θ[1]2 , θ[1]3 , . . . , θ[1]m ,M),
2. Draw a random sample θ
[2]
2 from p(θ2|y, θ[2]1 , θ[1]3 , . . . , θ[1]m ,M),
...
m. Draw a random sample θ
[2]
m from p(θm|y, θ[2]1 , θ[2]2 , . . . , θ[2]m−1,M).
This completes what is called a Gibbs iteration. Then using θ[2] as new starting values,
repeat the m steps to obtain θ[3] = {θ[3]1 , θ[3]2 , . . . , θ[3]m } as the next Gibbs iteration. This
can be repeated many times, so at step j, the sampling scheme is:
1. Draw a random sample θ
[j]
1 from p(θ1|y, θ[j−1]2 , θ[j−1]3 , . . . , θ[j−1]m ,M),
2. Draw a random sample θ
[j]
2 from p(θ2|y, θ[j]1 , θ[j−1]3 , . . . , θ[j−1]m ,M),
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...
m. Draw a random sample θ
[j]
m from p(θm|y, θ[j]1 , θ[j]2 , . . . , θ[j]m−1,M).
Note that these samples will be dependent as they form a Markov chain. Doing this J
times (say), will result in the samples θ[1],θ[2], . . . ,θ[J ]. For a chosen w (1 ≤ w < J) and
large J , the samples
{
θ[j]
}J
j=w+1
will be approximately equivalent to dependent simula-
tions from the joint posterior distribution p(θ1, θ2, . . . , θm|y,M). See Tierney (1994) for
more information.
The first w iterations are referred to as the burn-in period. The setting of w mainly
depends on the speed of mixing and efficiency of convergence of the Markov chain to the
joint posterior distribution - the quicker the mixing speed, the smaller the w. This is
discussed later in this thesis in greater detail.
The process just described is one version of the Gibbs sampler, where one single long
Markov chain is used to obtain dependent samples. If the independence property is to be
kept, then the following version can be used, which consists of running relatively short
Markov chains using different starting values and a relatively small J . The following
comes from Verdinelli and Wasserman (1991), however it is slightly modified to include
the set of m parameters:
Begin by considering R groups of arbitrary starting values for each parameter θ =
{θ1, θ2, . . . , θm}:
{(θ1)[1]1 , (θ2)[1]1 , . . . , (θm)[1]1 },
{(θ1)[1]2 , (θ2)[1]2 , . . . , (θm)[1]2 },
...
{(θ1)[1]r , (θ2)[1]r , . . . , (θm)[1]r },
...
{(θ1)[1]R , (θ2)[1]R , . . . , (θm)[1]R }.
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For each of these R groups, the J Gibbs iterations are simulated in exactly the same way
as before. So for the rth group of parameters, the following collection of random numbers
is obtained: 
(θ1)
[1]
r (θ2)
[1]
r · · · (θm)[1]r
(θ1)
[2]
r (θ2)
[2]
r · · · (θm)[2]r
...
...
. . .
...
(θ1)
[J ]
r (θ2)
[J ]
r · · · (θm)[J ]r

.
As a result, we obtain R collections of J sets of random numbers:

(θ1)
[1]
1 (θ2)
[1]
1 · · · (θm)[1]1
(θ1)
[2]
1 (θ2)
[2]
1 · · · (θm)[2]1
...
...
. . .
...
(θ1)
[J ]
1 (θ2)
[J ]
1 · · · (θm)[J ]1

,

(θ1)
[1]
2 (θ2)
[1]
2 · · · (θm)[1]2
(θ1)
[2]
2 (θ2)
[2]
2 · · · (θm)[2]2
...
...
. . .
...
(θ1)
[J ]
2 (θ2)
[J ]
2 · · · (θm)[J ]2

, . . . , (2.6)

(θ1)
[1]
r (θ2)
[1]
r · · · (θm)[1]r
(θ1)
[2]
r (θ2)
[2]
r · · · (θm)[2]r
...
...
. . .
...
(θ1)
[J ]
r (θ2)
[J ]
r · · · (θm)[J ]r

, . . . ,

(θ1)
[1]
R (θ2)
[1]
R · · · (θm)[1]R
(θ1)
[2]
R (θ2)
[2]
R · · · (θm)[2]R
...
...
. . .
...
(θ1)
[J ]
R (θ2)
[J ]
R · · · (θm)[J ]R

. (2.7)
Geman and Geman (1984) show that {(θ)[J ]1 , (θ)[J ]2 , . . . , (θ)[J ]R } is a sample of size R drawn
from a cumulative distribution function (CDF) that converges to the joint posterior dis-
tribution p(θ1, θ2, . . . , θm|y,M). That is, for large enough J , the last rows of the matrices
in (2.6) and (2.7) will approximately be an independent sample of size R randomly drawn
from this posterior. The samples are in fact independent, since the samples utilise values
from each rth group.
Estimates of the parameters in θ can be obtained in slightly different ways in both ver-
sions. In general, the two most common Bayesian parameter estimators are the maximum
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a posteriori (MAP) and the minimum mean square error (MMSE) estimators defined by
θMAP = arg max p(θ|y), (2.8)
θMMSE =
∫
θp(θ|y)dθ. (2.9)
Hence the estimators defined in (2.8) and (2.9) respectively equal the posterior mode and
mean, as described in Peters and Sisson (2006). Approximations of these statistics can
be obtained via the MCMC samples generated from the Gibbs sampler above: For the
version using a long Markov chain and dependent samples,
θˆMAP = arg max{p(θ[w+1]|y), . . . , p(θ[J ]|y)},
θˆMMSE =
1
J − w
J∑
j=w+1
θ[j].
For the version using short Markov chains and independent samples,
θˆMAP = arg max{p((θ)[J ]1 |y), . . . , p((θ)[J ]R |y)},
θˆMMSE =
1
R
R∑
r=1
(θ)[J ]r .
Gibbs sampling, whichever version used, has the advantage to decompose a high di-
mensional estimation problem into several lower dimensional ones via full conditional
distributions of the parameters. At the extreme, a high-dimensional problem with m pa-
rameters can be solved iteratively by using m univariate conditional distributions (Tsay,
2002, pp. 398). Tsay (2002) also makes the point that this is not always efficient: When
parameters are highly correlated, it pays to draw them jointly. So if the parameters
θa and θb are highly correlated, then the ath and bth step in a Gibbs iteration can be
combined into the one step (c, say) to read
c. Draw a random sample (θa, θb) from p(θa, θb|y, θ6=a, θ6=b,M).
Obviously, more than 2 parameters can be correlated with each other. This is known as
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“blocking”. An early example of this can be found in Carter and Kohn (1994) who apply
it to a state space model. The above step is adjusted appropriately to incorporate the
number of “blocked” parameters. This process will be utilised in all models proposed in
this thesis.
2.6 Chapter Summary
This chapter has reviewed the Bayesian estimation techniques from the literature that
will be applied in this thesis. Bayes’ rule was introduced, which lays the foundation
of Bayesian inference. The Metropolis, Metropolis-Hastings and Delayed Rejection al-
gorithms were presented to demonstrate the process of simulating from joint posterior
distributions of unknown form. The definition of a Markov chain was described, with
the above algorithms satisfying its definition. Finally, the Gibbs sampler was illustrated
to show that a high dimensional problem can be decomposed into smaller ones via sim-
ulating from conditional posterior distributions. Various combinations of these Bayesian
estimation techniques will be applied in this thesis.
The time taken to run all Bayesian and classical estimation algorithms on the models
presented in this thesis will be also stated, where applicable. The Intel Visual Fortran
Compiler v8.1 is utilised for programming the algorithms, and are run on an Intel Quad
Core i7 processor with a speed of 1.60GHz and 8GB of RAM.
The following chapter suggests a new approach to estimating multivariate GARCH
models, by using the above Bayesian estimation techniques to assist in expanding the
parameter space typically explored in the literature for such models.
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Chapter 3
A Bayesian Approach to Relaxing
Parameter Restrictions in
Multivariate GARCH Models
This chapter is a more detailed version of the paper that appears as the following:
Hudson, B.G. and Gerlach, R.H. (2008). “A Bayesian approach to relaxing parameter
restrictions in multivariate GARCH models”. Test, 17(3), pp. 606-627.
The original publication is available at www.springerlink.com.
In this chapter, a Bayesian prior formulation is proposed for a multivariate GARCH
model that expands the allowable parameter space, implicitly enforcing both necessary
and sufficient conditions for positive definiteness and covariance stationarity. This ex-
tends the standard approach of enforcing unnecessary parameter restrictions on these
types of models. A VECH model specification is proposed that allows both parsimony
and parameter interpretability, opposing existing specifications that achieve only one of
these properties. A Markov chain Monte Carlo scheme, employing Metropolis-Hastings
and Delayed Rejection algorithms, is designed. A simulation study shows favourable es-
timation and improved coverage of intervals, compared with classical methods applied
to an equivalent BEKK model. Finally, some US and UK financial stock returns are
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analysed, the results of which favour the proposed model specification.
3.1 Introduction
It is well documented that financial time series data exhibits time varying volatility. Engle
(1982) and Bollerslev (1986) developed the Autoregressive Conditional Heteroscedastic
(ARCH) and Generalised ARCH (GARCH) models to capture this empirical behaviour
in univariate series. However, financial market theory has recently switched from the tra-
ditional view of market independence to the concept of market integration. A substantial
amount of research now focuses on modelling co-movements of international stock mar-
kets and explores the dynamics of return covariances and spillover effects between markets
using multivariate heteroscedastic models (e.g. see Ramchand and Susmel, 1998; Sim and
Zurbruegg, 2001 and Fang and Miller, 2007).
The modelling of such time varying conditional covariance matrices for multiple asset
returns has proven a challenge in the literature. Not only is it necessary to estimate the
numerous parameters in the multivariate model, but simultaneously it must be ensured
that the dynamic covariance matrices are positive definite at each time point. In addition,
enforcement of stationarity conditions, as well as model parsimony and parameter inter-
pretability, are major issues for multivariate models. Perhaps the simplest such model
in the literature is the VECH model of Bollerslev et al. (1988), who directly extend the
univariate GARCH model to more than one dimension. This model has high parameter
interpretability, since each unknown parameter appears only once and in a linear fashion
in each equation, but suffers from a lack of parsimony in parameter numbers and further
it is difficult to ensure positive definiteness (PD) for the dynamic covariance matrices. A
popular model proposed in response to these problems is the BEKK model introduced by
Baba et al. (1990) and later published by Engle and Kroner (1995). This GARCH-type
model ensures PD of each covariance matrix and has fewer parameters in general than
the corresponding VECH model. However, parameter interpretation can be difficult with
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the BEKK model, since many parameters appear in more than one equation and in a
nonlinear fashion. A model specification is proposed in this chapter that is a special
case of the VECH model, but permits parsimony and retains ease of interpretation and
linearity in parameters.
Typically in the literature, only sufficient conditions for PD and covariance station-
arity (CS) are imposed on GARCH models in general, as noted in Gourieroux (1997),
Nelson and Cao (1992) and Chen et al. (2005); necessary conditions for these models have
proven difficult to derive in closed form (see for e.g. Nelson, 1990; Ling and McAleer,
2002a,b). In practice then, GARCH models are often estimated enforcing sufficient con-
ditions only, typically in the form of explicit or implied parameter restrictions, which may
be restrictive and cut off part of the allowable parameter space; this is equally true under
both Bayesian and classical approaches. At this point it is worth noting that CS concerns
the properties of a model and is thus an unconditional property. PD, on the other hand,
is not an unconditional property, but rather a constraint to be satisfied for estimates of
covariance matrices, conditional upon the specific data set under analysis. This chapter
will show that it is possible to find parameter values outside the usual sufficient condi-
tions where PD and CS are still satisfied for real and simulated data, highlighting that
the standard restrictions are not necessary.
A prior distribution is developed in this chapter for a multivariate GARCH model
that will directly satisfy both necessary and sufficient conditions for PD and CS, while
remaining diffuse and non-informative over the allowable parameter space, thus extending
existing inference approaches in the literature. Markov chain Monte Carlo (MCMC)
methods, including the Metropolis-Hastings (MH) algorithm, will be employed to help
enforce the conditions in this prior. This approach can be utilised or extended to cover
GARCH models in general; this chapter focuses on a specific multivariate model.
This chapter is set out as follows: Section 3.2 reviews some multivariate GARCH
models that exist in the literature. Section 3.3 presents the proposed parsimonious VECH
specification and discusses PD and CS in general. Section 3.4 presents the Bayesian
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MCMC methods for estimation and presents the proposed prior formulation. Section 3.5
presents a simulation study, while Section 3.6 discusses an empirical study. Section 3.7
concludes the argument.
3.2 Multivariate GARCH Models
This section reviews some multivariate GARCH models existing in the literature. In
particular, the VECH model of Bollerslev et al. (1988) and the BEKK model of Engle
and Kroner (1995) are of particular importance to this chapter, while other models are
reviewed to enhance understanding of models presented later in this thesis.
3.2.1 The VECH Model
Bollerslev et al. (1988) propose the multivariate VECH GARCH model: let {εt}nt=1 =
{(ε1t, . . . , εNt)}nt=1 denote a set ofN -dimensional residual vectors and ψt−1 the information
set at time t−1, so that E(εt|ψt−1) = 0. Also let Ht be a dynamic conditional covariance
matrix of order N with elements
Ht =

h11,t h12,t · · · h1N,t
h12,t h22,t · · · h2N,t
...
...
. . .
...
h1N,t h2N,t · · · hNN,t

so that Cov(εt|ψt−1) = Ht. The N -dimensional VECH(p, q) model states that Ht evolves
over time according to the following equation:
vech(Ht) = vech(C) +
q∑
i=1
Aivech(εt−iε′t−i) +
p∑
j=1
Bjvech(Ht−j), (3.1)
where vech(·) denotes the column stacking operator of the lower portion of a symmetric
matrix, C is a square symmetric parameter matrix of order N and each Ai and Bj are
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square parameter matrices of order N(N+1)/2. The order numbers p and q are typically
both set to 1, as this is usually sufficient in practice; see Bollerslev et al. (1992).
To illustrate this model, let N = 2 and p = q = 1. If C = [cij], A1 = [aij] and
B1 = [bij], then equation (3.1) becomes:

h11,t
h12,t
h22,t
 =

c11
c12
c22
+

a11 a12 a13
a21 a22 a23
a31 a32 a33


ε21,t−1
ε1,t−1ε2,t−1
ε22,t−1
+

b11 b12 b13
b21 b22 b23
b31 b32 b33


h11,t−1
h12,t−1
h22,t−1

which equates to
h11,t = c11 + a11ε
2
1,t−1 + a12ε1,t−1ε2,t−1 + a13ε
2
2,t−1 + b11h11,t−1 + b12h12,t−1 + b13h22,t−1,
h12,t = c12 + a21ε
2
1,t−1 + a22ε1,t−1ε2,t−1 + a23ε
2
2,t−1 + b21h11,t−1 + b22h12,t−1 + b23h22,t−1,
h22,t = c22 + a31ε
2
1,t−1 + a32ε1,t−1ε2,t−1 + a33ε
2
2,t−1 + b31h11,t−1 + b32h12,t−1 + b33h22,t−1.
The main advantages of this model are:
• Easy parameter interpretation - each contributes uniquely and linearly to a par-
ticular lagged residual or covariance term, similar to that of a univariate GARCH
model. This can be seen in the bivariate example above.
• Residual and volatility spillover effects are easily captured, since the model is in
its most general form (e.g. ε22,t−1 and h22,t−1 both appear in the equation for h11,t).
This is a common trait of financial markets.
However, this model suffers from some major aﬄictions:
• The model in its most general form in (3.1) contains a large number of parameters;
there is a total of N(N + 1)[N(N + 1)(p + q) + 2]/4 parameters required to be
estimated (e.g. N = 3 and p = q = 1 gives 78 parameters).
• Restricting Ht to be PD for every t can be very difficult, as discussed in Engle and
Kroner (1995).
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To improve parsimony, Bollerslev et al. (1988) also discuss a special case, the diagonal
VECH (DVECH) model, where p = q = 1 and the matrices A1 and B1 are assumed
diagonal. To demonstrate, redefine A1 = [aij] and B1 = [bij] as N × N symmetric
parameter matrices. In the DVECH(1, 1) model, each covariance equation contained in
Ht can now be written as
hij,t = cij + aijεi,t−1εj,t−1 + bijhij,t−1, ∀ i ≤ j = 1, . . . , N. (3.2)
For N = 2, equation (3.2) gives rise to
h11,t = c11 + a11ε
2
1,t−1 + b11h11,t−1,
h12,t = c12 + a12ε1,t−1ε2,t−1 + b12h12,t−1,
h22,t = c22 + a22ε
2
2,t−1 + b22h22,t−1.
Thus only the own lagged moments and cross products appear in each of the conditional
covariance equations (Bollerslev et al., 1988). Having this specification does result in a
parameter size reduction, especially in small systems (N ≤ 5): there are 3N(N + 1)/2
parameters for the DVECH(1, 1) model (e.g. N = 3 gives 18 parameters). However,
the main drawback of this model is that it does not capture residual and/or volatility
spillover effects between markets like the general VECH(p, q) model in equation (3.1).
Covariance stationarity conditions for VECH models have been discussed extensively
in the literature (e.g. see Engle and Kroner, 1995; Ledoit et al., 2003 and Bauwens et al.,
2006). They each arrive at the same conclusions: assuming that Ht is positive definite,
the VECH(p, q) model from equation (3.1) is ensured to be covariance stationary if:
cii > 0, ∀ i = 1, . . . , N, (3.3)
All elements of Ai and Bj are ≥ 0, ∀ i = 1, . . . , q; ∀ j = 1, . . . , p, (3.4)
All eigenvalues of
q∑
i=1
Ai +
p∑
j=1
Bj are less than one in modulus. (3.5)
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These sufficient conditions are typically enforced during parameter estimation for both
classical and Bayesian approaches. However, there are no known closed-form necessary
and sufficient conditions for PD in a general VECH model in the literature, including the
DVECH model.
3.2.2 The BEKK Model
Engle and Kroner (1995) describe the BEKK model, a specification that automatically
enforces each matrix Ht to be PD. The BEKK(p, q,K) model has the form
Ht = C
∗′C∗ +
K∑
k=1
q∑
i=1
A∗
′
ikεt−iε
′
t−iA
∗
ik +
K∑
k=1
p∑
j=1
B∗
′
jkHt−jB
∗
jk, (3.6)
where C∗, and each A∗ik and B
∗
jk are N×N parameter matrices (with C∗ upper triangular),
and the order K denotes the generality of the model, often used to make the BEKK model
equivalent to a corresponding VECH model. (The asterisk * has been added above to
distinguish between VECH and BEKK parameters.) Similar to the VECH model, p and
q are typically set to 1.
To illustrate this model, let N = 2 and p = q = K = 1. If C∗ = [c∗ij], A
∗
11 = [a
∗
ij] and
B∗11 = [b
∗
ij] then the BEKK(1, 1, 1) model from equation (3.6) becomes
h11,t h12,t
h12,t h22,t
 =
c∗11 c∗12
0 c∗22

′c∗11 c∗12
0 c∗22

+
a∗11 a∗12
a∗21 a
∗
22

′ ε21,t−1 ε1,t−1ε2,t−1
ε1,t−1ε2,t−1 ε22,t−1

a∗11 a∗12
a∗21 a
∗
22

+
b∗11 b∗12
b∗21 b
∗
22

′h11,t−1 h12,t−1
h12,t−1 h22,t−1

a∗11 a∗12
a∗21 a
∗
22

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which equates to
h11,t = c
∗2
11 + a
∗2
11ε
2
1,t−1 + 2a
∗
11a
∗
21ε1,t−1ε2,t−1 + a
∗2
21ε
2
2,t−1
+ b∗211h11,t−1 + 2b
∗
11b
∗
21h12,t−1 + b
∗2
21h22,t−1,
(3.7)
h12,t = c
∗
11c
∗
12 + a
∗
11a
∗
12ε
2
1,t−1 + (a
∗
11a
∗
22 + a
∗
12a
∗
21)ε1,t−1ε2,t−1 + a
∗
21a
∗
22ε
2
2,t−1
+ b∗11b
∗
12h11,t−1 + (b
∗
11b
∗
22 + b
∗
12b
∗
21)h12,t−1 + b
∗
21b
∗
22h22,t−1,
(3.8)
h22,t = c
∗2
12 + c
∗2
22 + a
∗2
12ε
2
1,t−1 + 2a
∗
12a
∗
22ε1,t−1ε2,t−1 + a
∗2
22ε
2
2,t−1
+ b∗212h11,t−1 + 2b
∗
12b
∗
22h12,t−1 + b
∗2
22h22,t−1.
(3.9)
Similarly to the VECH model, a further reduction in parameter numbers can be achieved
via a diagonal representation of (3.6):
hij,t = c
∗
ij + a
∗
iia
∗
jjεi,t−1εj,t−1 + b
∗
iib
∗
jjhij,t−1, ∀ i ≤ j = 1, . . . , N, (3.10)
which is obtained by setting p = q = K = 1, forcing the matrices A∗11 and B
∗
11 to be
diagonal and setting C∗
′
C∗ = [c∗ij]. Thus the model in (3.10) is called a diagonal BEKK
(DBEKK) model. Similar to the DVECH model, the DBEKK model does not allow
residual and volatility spillover effects.
BEKK models are generally more parsimonious than VECH models of similar order.
For a general BEKK(p, q,K) model there are N [N+1+2KN(p+q)]/2 parameters in total
(e.g. N = 3 and p = q = K = 1 gives 24 parameters). Also Ht will be PD, albeit under
very weak conditions (see Engle and Kroner, 1995). However, the parameters (a∗ij, b
∗
ij)
in the BEKK model seem difficult to interpret, since each covariance equation for hij,t
will include a coefficient that is not linear in the parameters and each parameter appears
in more than one equation (see equations (3.7)-(3.9) for an example). This may set up
hidden restrictions or relationships between parameters that can restrict some parts of
the allowable parameter space. For example, when N = 2 in a DBEKK(1, 1, 1) model,
if a∗11 = 0.05 and a
∗
22 = 0.15 (both likely values for real data), then the ARCH effect in
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the equation for the covariance h12,t must equal a
∗
11a
∗
22 = 0.0075, which seems an unlikely
and unnecessary restriction. As such general BEKK specifications may cause biases, or
at least inefficiencies, in parameter estimates.
To state the stationarity conditions for the general BEKK(p, q,K) model, the following
matrix operation first needs to be defined:
The Kronecker Product
Let A = [aij] denote an m1×n1 matrix and B = [bij] an m2×n2 matrix. The Kronecker
product A⊗B is defined to be the following m1m2 × n1n2 matrix:
A⊗B =

a11B a12B . . . a1n1B
a21B a22B . . . a2n1B
...
...
. . .
...
am11B am12B . . . am1n1B

.
See Van Loan (2000) and Tsay (2002) for more details.
The BEKK(p, q,K) model is covariance stationary if and only if all eigenvalues of the
matrix
K∑
k=1
q∑
i=1
(A∗ik ⊗ A∗ik) +
K∑
k=1
p∑
j=1
(B∗jk ⊗B∗jk) are less than one in modulus, as proven
in Engle and Kroner (1995). For example, in the BEKK(1, 1, 1) model in equations (3.7)-
(3.9), the stationarity condition is that the eigenvalues of (A∗11 ⊗ A∗11) + (B∗11 ⊗ B∗11) are
less than one in modulus, where
A∗11 ⊗ A∗11 =
a∗11A∗11 a∗12A∗11
a∗21A
∗
11 a
∗
22A
∗
11
 =

a∗211 a
∗
11a
∗
12 a
∗
11a
∗
12 a
∗2
12
a∗11a
∗
21 a
∗
11a
∗
22 a
∗
12a
∗
21 a
∗
12a
∗
22
a∗11a
∗
21 a
∗
21a
∗
22 a
∗
11a
∗
22 a
∗
12a
∗
22
a∗221 a
∗
21a
∗
22 a
∗
21a
∗
22 a
∗2
22

and
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B∗11 ⊗B∗11 =
b∗11B∗11 b∗12B∗11
b∗21B
∗
11 b
∗
22B
∗
11
 =

b∗211 b
∗
11b
∗
12 b
∗
11b
∗
12 b
∗2
12
b∗11b
∗
21 b
∗
11b
∗
22 b
∗
12b
∗
21 b
∗
12b
∗
22
b∗11b
∗
21 b
∗
21b
∗
22 b
∗
11b
∗
22 b
∗
12b
∗
22
b∗221 b
∗
21b
∗
22 b
∗
21b
∗
22 b
∗2
22

.
The stationarity conditions for both VECH and BEKK models are similar, but they
are more difficult to enforce for the BEKK model, especially for large N . If we were to
rewrite the constant matrix C∗
′
C∗ as a single matrix (D∗ say), then an added BEKK
restriction to ensure PD would be that D∗ is PD; the C∗
′
C∗ structure enforces PD of
this matrix immediately. Another issue with BEKK models is avoiding observationally
equivalent structures. For example, if i = j = 1 in model (3.10), then the coefficient of
ε21,t−1 is a
∗2
11. If the value of a
∗
11 is −0.3, this would have the same effect on h11,t as if a∗11
were 0.3. So to avoid this, a further condition usually imposed is positivity, i.e. that all
elements of A∗ik and B
∗
jk are ≥ 0, ∀ i = 1, . . . , q, ∀ j = 1, . . . , p and ∀ k = 1, . . . , K, which
is required to achieve uniqueness in parameter representation.
3.2.3 The FARCH Model
Another multivariate GARCH model that enables a reduced number of parameters and
ease of PD enforcement is the Factor ARCH (FARCH) model proposed by Engle et al.
(1990), which specifies Ht as follows:
Ht = C +
K∑
k=1
λkλ
′
kθkt
where C is an N×N positive semi-definite matrix, the λk’s are N×1 vectors and the θkt’s
are positive random variables. This model assumes that the multivariate stock return
evolution is driven by K underlying variables, or factors, which reduce the number of
parameters to estimate when K < N . Engle et al. (1990) make the point that each θkt
“can be any function of variables measurable with respect to the information set at time
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t− 1”, but focus their attention on two practical restrictions:
• The univariate portfolio representation, which assumes that θkt is the conditional
variance process of the weighted portfolio of stock returns Pkt = w
′
kyt (with wk an
N × 1 vector) that follows a univariate GARCH model. For example,
θkt = ck + aku
2
k,t−1 + bkθk,t−1, ukt|ψt−1 ∼ N(0, θkt)
where ukt = w
′
kεt and ck, ak and bk are the usual GARCH parameters.
• The recursive portfolio representation, which assumes that θkt is the conditional
variance process of Pkt that depends on its own past conditional variances, plus the
past conditional variances of the first k − 1 portfolios. For example
θkt = ck + akku
2
k,t−1 + bkkθk,t−1 +
k−1∑
j=1
[akju
2
j,t−1 + bkjθj,t−1].
An advantage of this model is that Ht is guaranteed to be positive semi-definite. In
addition, the number of parameters are significantly reduced by allowing only a small
number of factors to drive the multivariate stock return process rather than utilising the
full N dimensions. Because the portfolio representations are used for θkt, only univariate
methods are required for parameter estimation which are straightforward to implement.
However, similar to the BEKK model, the parameters of the FARCH model seem diffi-
cult to interpret, since some parameters do not contribute uniquely to each model effect.
While residual and volatility spillover effects are captured in the recursive portfolio rep-
resentation above, it is at a portfolio level only and would be difficult to identify the
contribution of each stock return to this effect.
3.2.4 The CCC Model
Another model introduced to simplify estimation and reduce parameter numbers is the
Constant Conditional Correlation (CCC) model of Bollerslev (1990). As the name im-
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plies, this model assumes that each conditional correlation ρij,t = hij,t/
√
hii,thjj,t, where
−1 ≤ ρij,t ≤ 1, remains constant over time so that each conditional covariance equation
hij,t can be represented as
hij,t = ρij
√
hii,thjj,t, ∀ i < j = 1, . . . , N.
Then Ht can be written as follows:
Ht = DtPDt (3.11)
where Dt = diag(
√
h11,t, . . . ,
√
hNN,t) is an N × N stochastic diagonal matrix and P is
an N ×N time-invariant correlation matrix with typical element ρij.
Having this representation for a multivariate GARCH model leads to some attractive
properties. Firstly, it follows that Ht will be PD if and only if each of the N conditional
variances are well defined and P is PD. This is automatically satisfied if each hii,t is
a GARCH(p, q) model. This also implies easy parameter interpretation under this set-
ting. Secondly, parameter estimation is much less computationally expensive since P is
a constant matrix. However, in many applications, it has been proven that conditional
correlation varies with time, thus rendering this restriction infeasible.
3.2.5 The DCC Model
Engle (2002) relaxes the constant conditional correlation assumption so that the matrix
P in equation (3.11) is now time-varying, i.e.
Ht = DtPtDt (3.12)
where Pt = [ρij,t]. This is called the Dynamic Conditional Correlation (DCC) model.
Engle (2002) describes various forms that ρij,t could take, but perhaps the most commonly
used form in the literature is the mean-reverting scalar equation: Let zt = D
−1
t εt denote
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the standardised residual vector, P¯ = E(ztz
′
t) the unconditional correlation matrix of the
standardised residuals and define Qt = [qij,t]. Then
Qt = P¯ (1− α− β) + αzt−1z′t−1 + βQt−1 (3.13)
where α and β are scalar parameters. Each conditional correlation ρij,t is then defined as
ρij,t =
qij,t√
qii,tqjj,t
, ∀ i ≤ j = 1, . . . , N.
With the additional assumption that α+β < 1, the scalar representation in (3.13) ensures
that the long-run covariance matrix of the process is in fact P¯ , which also means that Qt
will be PD. This is known as variance targeting (see for e.g. Engle and Mezrich, 1996).
Engle (2002) proposes a two-step approach to estimate the parameters of this model,
by first writing the log-likelihood function l as the sum of a volatility component lV
and a correlation component lC . The first step is to fit univariate GARCH models to
each conditional variance hii,t by maximising lV . Then, conditional on these estimates,
estimate the parameters α and β by maximising lC . The unconditional correlation matrix
P¯ is set to its sample value. This is a straightforward procedure to implement. Moreover,
for any value of N , the number of parameters remain the same since α and β are used
to explain all correlation dynamics in each dimension. However, we cannot distinguish
between the correlation effects of the different return series since α and β will be the
same for each of them, thus resulting in difficult interpretation of these parameters. Of
course, this problem can be alleviated by switching α and β to symmetric matrices A
and B. However, this can significantly increase the number of parameters as N becomes
large and the two-step estimation procedure above becomes more difficult to implement.
Summary
Based on the multivariate GARCH models just discussed, it makes sense to propose a
model that utilises all of their good properties. These include:
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• Easy enforcement of Ht to be PD, ∀ t = 1, . . . , n;
• Ease of parameter interpretation;
• Parsimony (i.e. a reduced number of parameters as N increases);
• The capturing of residual and volatility spillover effects.
The model proposed in the next section will attempt to encapsulate all of these properties.
3.3 The PVECH Model
The model specification proposed here is a parsimonious representation of the VECH
model in (3.1) for the conditional covariances, plus a vector autoregressive (AR) form (of
order 1) in the mean equation. This is called the parsimonious VECH (PVECH) model:
Let y = {yt}nt=1 = {(y1t, . . . , yNt)}nt=1 denote the N -dimensional multivariate time series
of sample size n. In matrix form, the proposed PVECH model is given by:
yt = m0 + diag(m1)yt−1 + εt, εt|ψt−1 ∼ N(0, Ht), (3.14)
vech(Ht) = vech(C) + A1vech(εt−1ε′t−1) +B1vech(Ht−1), (3.15)
where m0 and m1 are N × 1 parameter vectors respectively containing the mean inter-
cepts and autoregressive parameters for each series and diag(·) is a diagonal matrix with
diagonal terms equal to the vector it operates on. The parsimony in this model is achieved
by forcing a particular pattern on the parameter matrices A1 = [aij] and B1 = [bij], that
maintains the spirit of a GARCH model representation, as follows: Restrict A1 and B1
so that only the following elements are non-zero:
aii, bii, ∀ i = 1, . . . , N(N + 1)/2;
aij, bij, ∀ i 6= j = 1, N + 1, 2N, 3N − 2, 4N − 5, . . . , N(N + 1)/2.
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All other elements of A1 and B1 are set to 0. This model specification has N(7N − 1)/2
parameters (plus an additional 2N when including the mean parameters), which is always
between the number of parameters required for a VECH(1, 1) and a BEKK(1, 1, 1) model,
but is much closer to that required for a BEKK(1, 1, 1). This can be shown in Table
3.1 and also graphically in Figure 3.1. The VECH(1, 1) parameter numbers essentially
“explode” for values of N greater than 3, while the PVECH and BEKK(1, 1, 1) models
remain relatively stable. The DVECH(1, 1) and DBEKK(1, 1, 1) models have the lowest
number of parameters (as expected), but as discussed in Section 3.2 they come at a cost
of not being able to capture important data properties (e.g. volatility spillover effects).
Table 3.1: Parameter numbers for selected VECH and BEKK models under different dimen-
sions
N PVECH VECH(1, 1) DVECH(1, 1) BEKK(1, 1, 1) DBEKK(1, 1, 1)
2 13 21 9 11 7
3 30 78 18 24 12
4 54 210 30 42 18
5 85 465 45 65 25
6 123 903 63 93 33
7 168 1,596 84 126 42
8 220 2,628 108 164 52
9 279 4,095 135 207 63
10 345 6,105 165 255 75
To illustrate this model, consider the case N = 3. Defining the off-diagonal elements
of A1 and B1 as dij and eij (respectively), the resulting matrices A1 and B1 are
A1 =

a11 0 0 d12 0 d13
0 a12 0 0 0 0
0 0 a13 0 0 0
d21 0 0 a22 0 d23
0 0 0 0 a23 0
d31 0 0 d32 0 a33

and B1 =

b11 0 0 e12 0 e13
0 b12 0 0 0 0
0 0 b13 0 0 0
e21 0 0 b22 0 e23
0 0 0 0 b23 0
e31 0 0 e32 0 b33

.
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Figure 3.1: Plot of parameter numbers for selected VECH and BEKK models under different
dimensions
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In expanded form, the covariance equations are:
h11,t = c11 + a11ε
2
1,t−1 + b11h11,t−1 + d12ε
2
2,t−1 + e12h22,t−1 + d13ε
2
3,t−1 + e13h33,t−1,
h12,t = c12 + a12ε1,t−1ε2,t−1 + b12h12,t−1,
h13,t = c13 + a13ε1,t−1ε3,t−1 + b13h13,t−1,
h22,t = c22 + a22ε
2
2,t−1 + b22h22,t−1 + d21ε
2
1,t−1 + e21h11,t−1 + d23ε
2
3,t−1 + e23h33,t−1,
h23,t = c23 + a23ε2,t−1ε3,t−1 + b23h23,t−1,
h33,t = c33 + a33ε
2
3,t−1 + b33h33,t−1 + d31ε
2
1,t−1 + e31h11,t−1 + d32ε
2
2,t−1 + e32h22,t−1.
We see that each covariance equation is equivalent to that from a DVECH(1, 1) model,
while the variance equations include extra terms to capture volatility and squared shock
spillovers between series.
The general model in equations (3.14) and (3.15) can be extended in a straightforward
manner to include higher order mean and/or variance lags, non-normal residuals or other
effects (e.g. volatility asymmetry). The methods and prior proposed in this chapter
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extend easily to those cases, some of which are dealt with later in this thesis.
3.3.1 Unconditional Properties and the Likelihood Function
The lagged structure of the model means initial values must be set for both mean and
covariance equations under the conditional likelihood approach. These are chosen to
be set as the unconditional expectations from the model: Let µ1 and H1 denote the
unconditional mean vector and covariance matrix respectively, and define Ik as the k× k
identity matrix. The unconditional mean vector is derived from (3.14) as follows:
µ1 = E(yt) = E(m0 + diag(m1)yt−1 + εt)
= m0 + diag(m1)E(yt) (by stationarity)
⇒ µ1 = [IN − diag(m1)]−1m0. (3.16)
To derive the unconditional covariance matrix, we begin with
vech(H1) = vech[Cov(yt)]
= vech[Cov(m0 + diag(m1)yt−1 + εt)]
= diag[vech(m1m
′
1)]vech[Cov(yt)] + vech[Cov(εt)] (by stationarity)
⇒ vech(H1) = {IN∗ − diag[vech(m1m′1)]}−1vech[Cov(εt)] (3.17)
where N∗ = N(N+1)/2. Standard univariate GARCH theory can be extended to obtain:
vech[Cov(εt)] = vech[E(εtε
′
t)]
= vech{E[E(εtε′t |ψt−1)]}
= vech{E[Cov(εt |ψt−1)]} = vech[E(Ht)]. (3.18)
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For any square matrix X = [xij] of order N , we have vech[E(X)] = E[vech(X)] since
vech[E(X)] = vech

E(x11) E(x12) · · · E(x1N)
E(x21) E(x22) · · · E(x2N)
...
...
. . .
...
E(xN1) E(xN2) · · · E(xNN)

= [E(x11) E(x21) . . . E(xN1) E(x22) . . .]
′
= E[x11 x21 . . . xN1 x22 . . .]
′
= E[vech(X)]. (3.19)
Therefore
E[vech(Ht)] = E[vech(C) + A1vech(εt−1ε′t−1) +B1vech(Ht−1)]
= vech(C) + A1E[vech(εtε
′
t)] +B1E[vech(Ht)] (by stationarity)
⇔ vech[Cov(εt)] = vech(C) + A1vech[Cov(εt)] +B1vech[Cov(εt)]
(by eqn’s (3.18) and (3.19))
⇒ vech[Cov(εt)] = (IN∗ − A1 −B1)−1vech(C)
and by using equation (3.17) we obtain the unconditional covariance matrix:
vech(H1) = {IN∗ − diag[vech(m1m′1)]}−1(IN∗ − A1 −B1)−1vech(C). (3.20)
We then define the initial residual vector as ε1 = y1 − µ1.
Define the parameter vectors m = [mij], c = [cij], a = [aij] and b = [bij]. As the
residuals follow a multivariate normal distribution, the likelihood function is the product
of n multivariate normal probability density functions (PDF)s:
p(y|m, c, a,b) = (2pi)−Nn2
n∏
t=1
|Ht|− 12 exp
(
−1
2
ε′tH
−1
t εt
)
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with the log likelihood function taking the form
ln p(y|m, c, a,b) = −Nn
2
ln(2pi)− 1
2
n∑
t=1
(
ln |Ht|+ ε′tH−1t εt
)
.
The off-diagonal parameters dij and eij are also included in vectors a and b, since they
are still elements of the matrices A1 and B1.
3.3.2 Usual Parameter Restrictions
To enforce the PVECH model in (3.14) and (3.15) to be covariance stationary, the stan-
dard approach is to use a set of sufficient conditions through parameter restrictions. As
it is a special case of the VECH(p, q) model, a set of restrictions is given in (3.3)-(3.5),
and for the autoregressive part of the model:
All eigenvalues of diag(m1) are less than one in modulus.
Examples of this can be seen in Silberberg and Pafka (2001) or Chen et al. (2005).
We must also have positive definite conditional covariance matrices for each time point.
However, there are no known conditions on parameters that guarantee PD for VECH-type
models.
The conditions in (3.3)-(3.5) are only sufficient and are not necessary in general; other
parameter values lying outside these restrictions can also achieve PD and CS. As an
example, consider a simple bivariate DVECH(1, 1) model with the covariance equations
h11,t = c11 + a11ε
2
1,t−1 + b11h11,t−1,
h12,t = c12 + a12ε1,t−1ε2,t−1 + b12h12,t−1,
h22,t = c22 + a22ε
2
2,t−1 + b22h22,t−1.
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Using equation (3.20), the unconditional covariances for this model are
vech(E(Ht)) =
(
c11
1− a11 − b11 ,
c12
1− a12 − b12 ,
c22
1− a22 − b22
)
. (3.21)
According to the sufficient conditions in (3.4), all a’s and b’s must be positive. But if we
were to set (for example)
(c11, a11, b11) = (0.5,−0.05, 0.5),
(c12, a12, b12) = (0.05, 0.05, 0.05),
(c22, a22, b22) = (0.5,−0.05, 0.5),
calculating the unconditional covariances in (3.21) gives
vech(E(Ht)) = (0.9091, 0.0556, 0.9091).
So finite unconditional positive variances are obtained and E(Ht) has positive eigenvalues:
CS is achieved. Now for PD, each matrix Ht is required to be PD, for t = 1, . . . , n. This
is a conditional property, which may or may not be violated for any realisation of data
from this model. As a test, 1,000 replications of data were simulated from this model,
with n = 1, 000: 962 of these data sets achieved PD. Any one of these could correspond
to the realisation of a real dataset, as noted by Nelson and Cao (1992) and Gourieroux
(1997) for univariate GARCH models.
This example illustrates that the usual sufficient conditions in (3.3)-(3.5) are not in
general necessary, implying that we can widen the allowable parameter space for mul-
tivariate GARCH models while still achieving PD and CS for the data at hand. The
question is to what degree? Consider a11 in the example above: How far negative can
a11 be before the CS or positive variance criteria are violated? This depends on what
the other parameter values and the observed sample data are, but if a11 < 0, then the
rest of the parameters need to be large enough so that a positive h11,t can be obtained
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and PD can hold for all t, while maintaining CS. Hence a set of more general restrictions
are desirable. The definitions of PD and CS will now be considered and employed in a
Bayesian prior distribution.
3.3.3 Proposed Model Restrictions
Below are the conditions of PD and CS:
• Positive Definiteness: Each conditional variance value and all eigenvalues of
each conditional covariance matrix are strictly positive:
hii,t > 0 and eigs(Ht) > 0, ∀ t = 1, . . . , n; i = 1, . . . , N. (3.22)
• Covariance Stationarity: The unconditional mean and covariance matrices exist
and are finite and positive definite:
µ1, H1 are finite; eigs(H1) > 0. (3.23)
Because the definitions (3.22)-(3.23) do not place direct restrictions on the parameters
themselves, the parameter space under these definitions has potentially increased over the
usual sufficient conditions. For example, we can now have negative a11 values as long as
each h11,t > 0, PD is achieved at each t and µ1, H1 are finite. These definitions are exactly
the necessary and sufficient conditions for PD and CS. In the next section, these conditions
will define the space of the prior distribution in a Bayesian analysis of the PVECH model.
Note that the definition of PD in (3.22) is inherently conditional upon the data at hand,
as long as each estimated Ht is PD then the definition is completely satisfied for that
dataset. It is irrelevant that some other realisation of data using the same parameter
values may give rise to non PD matrices, because there are no conditions on parameter
values that guarantee PD will be satisfied in all realisations from VECH models. Instead,
the conditions (3.22)-(3.23) will be enforced directly in parameter estimation via the prior
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distribution, and thus always satisfy PD and CS for every data set under analysis. The
generality of this approach also means that it has the advantage of being fully applicable
to any multivariate GARCH model requiring the monitoring of PD, including the full
VECH model from Section 3.2.
3.4 Bayesian Estimation Procedures
Estimation and inference will now be considered for the PVECH model defined by
(3.14) and (3.15) from a Bayesian perspective, using the joint posterior distribution
p(m, c, a,b|y). There is no straightforward way to search for parameter estimates that
satisfy the conditions (3.22)-(3.23) in a classical framework. Neither are the restrictions
on parameters known (in general) that are both necessary and sufficient for (3.22)-(3.23).
An advantage of the Bayesian approach here is that conditions (3.22)-(3.23) can form
(part of) the prior distribution, in a straightforward manner, allowing these conditions to
be both enforced and covered. In particular, under the MCMC approach, parameter val-
ues can be proposed and then accepted or rejected depending on whether they satisfy any
set of conditions. This simply constrains the posterior to the required parameter space
under the desired restrictions. This flexibility allows valid and efficient inference under
conditions (3.22)-(3.23), allowing a larger portion of the parameter space to be explored
than standard approaches. Such an approach will be taken in this chapter, employing the
Metropolis-Hastings (MH) algorithm from Section 2.2 combined with the Gibbs sampler
from Section 2.5. MCMC methods (but not this prior) have commonly been applied to
univariate GARCH-type models in the literature, see for example Geweke (1989), Chen
and So (2006) and Gerlach and Tuyl (2006).
3.4.1 The Gibbs Sampler
As discussed in Section 2.5, the Gibbs sampler requires conditional posterior distributions,
set up to form a Markov chain, in order to obtain a dependent Monte Carlo sample
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from the joint posterior p(m, c, a,b|y). This will allow numerical integration to estimate
marginal posterior distributions for each parameter. The concept of “blocking” was also
mentioned in Section 2.5 by Carter and Kohn (1994), where parameters are combined
so that samples are taken from joint conditional posteriors. This reduces the correlation
between MCMC iterates and speeds up convergence of the chain. This method will be
employed for the PVECH model and an approach similar to that in Chen et al. (2005) for
univariate GARCH models will be taken: Let θhij,t , i ≤ j = 1, . . . , N denote the vector
of parameters contained in covariance equation hij,t. The following joint conditional
posterior distributions will be used to obtain a sample from p(m, c, a,b|y):
1. p(m|y, c, a,b)
2. p(θh11,t |y,θ 6=h11,t)
...
...
N + 1. p(θhNN,t|y,θ 6=hNN,t)
N + 2. p(θh12,t |y,θ 6=h12,t)
...
...
N(N + 1)/2 + 1. p(θh(N−1)N,t |y,θ 6=h(N−1)N,t)
Step 1 contains the autoregressive mean parameters, steps 2 to N+1 contain the variance
equation parameters and steps N + 2 to N(N + 1)/2 + 1 contain the covariance equation
parameters. We simulate iteratively in turn from the above distributions a large number
of times (J say) to obtain the MCMC sample
{
m[j], c[j], a[j],b[j]
}J
j=1
.
3.4.2 Prior and Posterior Distributions
In a Bayesian framework prior distributions must be placed on the model parameters.
Here the prior is chosen to be flat or non-informative over the complete parameter range
allowed by conditions (3.22)-(3.23), so that the observed data and likelihood dominate
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inference. Even though we cannot explicitly write down this prior in terms of parameter
values, it can easily be enforced in an MCMC analysis by simply rejecting any parameter
values where (3.22)-(3.23) are not satisfied. The prior then implicitly constrains the pos-
terior to lie only on the region defined by (3.22)-(3.23). Thus PD and CS are guaranteed,
however no unnecessary parameter constraints are enforced.
Let θi, i = 1, . . . , N(N + 1)/2 + 1 denote the parameters in each joint conditional
posterior above. The uniform priors to be used are:
p(θi|θ 6=i) ∝ I(Θ), i = 1, . . . , N(N + 1)/2 + 1,
where Θ is the parameter space and I indicates whether the parameters satisfy the
conditions (3.22)-(3.23). To obtain posterior distributions, we apply Bayes’ rule:
p(θi|y,θ 6=i) ∝ p(y|θi,θ 6=i)p(θi|θ 6=i), i = 1, . . . , N(N + 1)/2 + 1. (3.24)
As each prior is uniform over (3.22)-(3.23), each posterior is proportional to the likelihood
constrained to lie in the parameter space allowed by the conditions (3.22)-(3.23). These
posteriors are not of a standard known form, as such we turn to MH methods.
3.4.3 Conditional Posterior Sampling
As discussed in Section 2.2, the Metropolis-Hastings (MH) algorithm is a rejection sam-
pling method that allows simulation from distributions of unknown form. The MH algo-
rithm, along with a delayed rejection (DR) step (see Section 2.3), will be used to simulate
from each conditional posterior in the sampling scheme.
In order to describe the algorithm in detail, it is necessary to separate it into the
following two parts:
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The Burn-In Period
The period where conditional posterior samples are drawn for iterations j = 1, . . . , w,
where 1 ≤ w < J , is called the burn-in period. This period assists the Markov chain to
converge to the target distribution.
As stated in Section 2.2, begin with some arbitrary starting values θ
[1]
i , i = 1, . . . , N(N+
1)/2 + 1. For burn-in iterations j = 1, . . . , w do the following:
1. Draw a random sample θp1i from the proposal distribution:
g1(θi|θ[j−1]i ) ∼ N(vi, c[j]i Ωi)
i.e. a multivariate normal distribution with mean vector vi and covariance matrix
c
[j]
i Ωi. Proposal means vi can be set to the previous iterate (i.e. a random walk
process) or an estimate such as that given by least squares or other method. The
matrix Ωi is a diagonal matrix with “large” diagonal entries
1, and c
[j]
i is a real
number initially set to 1.
2. Draw a random sample u
[j]
1 from Unif[0, 1] and set the following MH acceptance
probability:
α1(θ
[j−1]
i ,θ
p1
i ) = min
{
1,
p(θp1i |y,θ 6=i)g1(θ[j−1]i |θp1i )
p(θ
[j−1]
i |y,θ 6=i)g1(θp1i |θ[j−1]i )
}
. (3.25)
3. If u
[j]
1 < α1, set θ
[j]
i = θ
p1
i and return to Step 1 for the next i. Otherwise, perform
a delayed rejection step:
4. Draw a random sample θp2i from the proposal distribution:
g2(θi|θ[j−1]i ,θp1i ) ∼ N
(
1
2
(vi + θ
[j−1]
i ),
1
2
c
[j]
i Ωi
)
.
1Because the diagonal entries of a covariance matrix represent variances, the meaning of “large” in
this context refers to these variances being large enough to cover as much of the range of each parameter
as possible. A trial-and-error approach is typically applied to determine these values, since each model
parameter can take on many different values.
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5. Draw a random sample u
[j]
2 from Unif[0, 1] and set the following MH acceptance
probability:
α2(θ
[j−1]
i ,θ
p1
i ,θ
p2
i ) = min
{
1,
N2
D2
}
(3.26)
where
N2
D2
=
p(θp2i |y,θ 6=i)g1(θp1i |θp2i )g2(θ[j−1]i |θp2i ,θp1i )[1− α1(θp2i ,θp1i )]
p(θ
[j−1]
i |y,θ 6=i)g1(θp1i |θ[j−1]i )g2(θp2i |θ[j−1]i ,θp1i )[1− α1(θ[j−1]i ,θp1i )]
.
6. If u
[j]
2 < α2, set θ
[j]
i = θ
p2
i . Otherwise, set θ
[j]
i = θ
[j−1]
i . Return to Step 1 for the
next i.
Note the inclusion of the constant c
[j]
i with the proposal covariance matrix. This is
important to achieving desirable acceptance rates (AR) for each of the N(N + 1)/2 + 1
parameter groupings: At the end of every kth iteration (for a pre-specified k), calculate
the AR from the previous k iterations as follows
AR
[j]
i =
1
k
j∑
j−k+1
I(θ
[j]
i = θ
p1
i ∪ θ[j]i = θp2i ) ∀ j = k, 2k, . . . , w − k.
For the next set of k iterations set the following values for c
[j+1]
i , ∀ j = k, 2k, . . . , w − k:
c
[j+1]
i =

(
1
2
+ j
2w
)
c
[j]
i if AR
[j]
i < 0.15,
c
[j]
i if 0.15 ≤ AR[j]i ≤ 0.5,(
2− j
w
)
c
[j]
i if AR
[j]
i > 0.5.
This process is one form of variance tuning, as the proposal variances in Ωi are increased
/ decreased by a factor of c
[j]
i after k iterations have been completed. Other examples of
tuning proposal variances can be found in the literature, some examples are Haario et al.
(2001) and Roberts and Rosenthal (2009). The algorithm above has been designed to
allow for more aggressive tuning to take place during early iterations (where knowledge
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is minimal about the ideal proposal variance) and less aggressive as the burn-in period
approaches completion. It also enables the AR during the burn-in period to be controlled
so that it lies between two threshold values, here 0.15 and 0.5. These threshold values
were chosen to give the final ARs a greater chance of reaching the optimal AR of 0.234
by Roberts et al. (1997) as mentioned in Section 2.2.
The Sampling Period
Once iteration w has been completed, the sampling period begins, which is where inference
is made on the parameters of the PVECH model. The proposal distributions are now
modified slightly to reflect the information contained in the burn-in period: Let θ¯i and
Σˆi denote the sample means and covariances of the iterations in the burn-in period for
each parameter group i. For iterations j = w + 1, . . . , J do the following:
1. Draw a random sample θp1i from the proposal distribution:
g1(θi|θ[j−1]i ) ∼ N(θ¯i, Σˆi).
2. Draw a random sample u
[j]
1 from Unif[0, 1] and set the MH acceptance probability
as in equation (3.25).
3. If u
[j]
1 < α1, set θ
[j]
i = θ
p1
i and return to Step 1 for the next i. Otherwise, perform
a delayed rejection step:
4. Draw a random sample θp2i from the proposal distribution:
g2(θi|θ[j−1]i ,θp1i ) ∼ N
(
1
2
(θ¯i + θ
[j−1]
i ),
1
2
Σˆi
)
.
5. Draw a random sample u
[j]
2 from Unif[0, 1] and set the MH acceptance probability
as in equation (3.26).
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6. If u
[j]
2 < α2, set θ
[j]
i = θ
p2
i . Otherwise, set θ
[j]
i = θ
[j−1]
i . Return to Step 1 for the
next i.
The set of simulations
{
θ
[w+1]
i , . . . ,θ
[J ]
i
}N(N+1)/2+1
i=1
is then a dependent sample from the
joint posterior distribution p(m, c, a,b|y) of the PVECH model. This technique is known
as adaptive MCMC sampling, as the proposal distributions are modified during the algo-
rithm. Chen et al. (2005) illustrated the favourable performance of this technique for a
non-linear univariate GARCH model.
3.5 Simulation Study
The methods in Sections 3.3 and 3.4 will now be empirically examined via a simulation
study. Results from the proposed MCMC method on a bivariate PVECH model (N =
2) will be compared with those obtained by applying standard large sample classical
maximum likelihood theory to an equivalent bivariate BEKK model. Data from two
parameter sets is to be simulated with sample size n = 1, 000 and each estimated using
the Bayesian methods from Section 3.4, and the BEKK model via maximum likelihood.
This procedure will be replicated 1,000 times to examine the properties of estimators such
as bias and coverage of confidence intervals. Finally, two simulated data sets of length
n = 50, 000 will be analysed in the same way, to illustrate the consistency of estimation
for each method.
3.5.1 The Bivariate PVECH and BEKK Models
Assuming that εt|ψt−1 ∼ N(0, Ht), the bivariate PVECH model is:
y1t = m10 +m11y1,t−1 + ε1t,
y2t = m20 +m22y2,t−1 + ε2t,
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h11,t = c11 + a11ε
2
1,t−1 + b11h11,t−1 + d12ε
2
2,t−1 + e12h22,t−1,
h12,t = c12 + a12ε1,t−1ε2,t−1 + b12h12,t−1,
h22,t = c22 + a22ε
2
2,t−1 + b22h22,t−1 + d21ε
2
1,t−1 + e21h11,t−1.
Data from this model is to be simulated using two sets of parameter values:
• Model 1: This model has parameters that lie inside the usual parameter restric-
tions:
(m10,m20,m11,m22) = (0.01, 0.01, 0.2, 0.2),
(c11, a11, b11, d12, e12) = (0.02, 0.3, 0.4, 0.05, 0.05),
(c22, a22, b22, d21, e21) = (0.01, 0.3, 0.225, 0.05, 0.05),
(c12, a12, b12) = (0.005, 0.35, 0.35).
• Model 2: This model has parameters that lie outside the usual parameter restric-
tions but still permit stationary and positive definite realisations:
(m10,m20,m11,m22) = (0.1, 0.15, 0.3, 0.25),
(c11, a11, b11, d12, e12) = (0.2, 0.36, 0.04, 0.09, 0),
(c22, a22, b22, d21, e21) = (−0.01, 0.16, 0.64,−0.01, 0.1),
(c12, a12, b12) = (0.01, 0.21, 0.16).
These parameter values were chosen for a number of reasons:
• The parameters in Model 1 lie well inside the usual parameter restrictions for VECH
models, with some typically obtained from real financial return data.
• To demonstrate the exploration of a wider parameter space during estimation, some
of the parameters in Model 2 were chosen to lie outside the usual parameter re-
strictions (e.g. c22, d21 < 0). In fact, variance intercept parameters cii are typically
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restricted to be strictly positive in the literature. This is a reasonable assumption
for simple models (e.g. the DVECH model) since having zero or negative values for
this parameter would typically result in zero or negative unconditional variances.
However, this does not affect the PVECH model, as demonstrated by the PD and
CS calculations below.
• In order to improve the estimation efficiency of the equivalent BEKK model to be
estimated on the same data, some of the covariance equation parameters in Models
1 and 2 were chosen to satisfy the relationship between corresponding variance
equation parameters (see equations (3.27) and (3.28) to follow).
To be certain that both sets of parameter values satisfy PD and CS, the unconditional
covariances of the model need to be examined - using equation (3.20) it can be shown
that
Var(y1t) =
c11(1− a22 − b22) + c22(d12 + e12)
[(1− a11 − b11)(1− a22 − b22)− (d12 + e12)(d21 + e21)](1−m211)
,
Cov(y1t, y2t) =
c12
(1− a12 − b12)(1−m11m22) ,
Var(y2t) =
c22(1− a11 − b11) + c11(d21 + e21)
[(1− a11 − b11)(1− a22 − b22)− (d12 + e12)(d21 + e21)](1−m222)
.
For Model 1, we have
vech(H1) = (0.0825, 0.0174, 0.0393), eigs(H1) = (0.0887, 0.0332)
and for Model 2, we have
vech(H1) = (0.3840, 0.0172, 0.1144), eigs(H1) = (0.3851, 0.1133).
Therefore models with the above parameter values satisfy PD and CS, even when some
parameters lie outside the usual restrictions.
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The corresponding bivariate BEKK model will be fitted to the simulated datasets
from Models 1 and 2 through maximum likelihood. The BEKK orders were chosen
so that vech(Ht) has exactly the same form as the bivariate PVECH model, giving an
AR(1)-BEKK(1, 1, 2) model, which has the form:
yt = m
∗
0 + diag(m
∗
1)yt−1 + εt, εt |ψt−1 ∼ N(0, Ht)
Ht = C
∗′C∗ +
2∑
k=1
A∗
′
1kεt−1ε
′
t−1A
∗
1k +
2∑
k=1
B∗
′
1kHt−1B
∗
1k
where
C∗ =
c∗11 c∗12
0 c∗22
 , A∗11 =
a∗11 0
0 a∗22
 , A∗12 =
 0 a∗12
a∗21 0
 ,
B∗11 =
b∗11 0
0 b∗22
 , B∗12 =
 0 b∗12
b∗21 0
 .
In expanded form, this model becomes
y1t = m
∗
10 +m
∗
11y1,t−1 + ε1t,
y2t = m
∗
20 +m
∗
22y2,t−1 + ε2t,
h11,t = c
∗2
11 + a
∗2
11ε
2
1,t−1 + b
∗2
11h11,t−1 + a
∗2
21ε
2
2,t−1 + b
∗2
21h22,t−1,
h12,t = c
∗
11c
∗
12 + (a
∗
11a
∗
22 + a
∗
12a
∗
21)ε1,t−1ε2,t−1 + (b
∗
11b
∗
22 + b
∗
12b
∗
21)h12,t−1,
h22,t = c
∗2
12 + c
∗2
22 + a
∗2
22ε
2
2,t−1 + b
∗2
22h22,t−1 + a
∗2
12ε
2
1,t−1 + b
∗2
12h11,t−1.
(3.27)
These PVECH and BEKK models are now equivalent. They only differ in parameter
coefficients, which can be equated as follows:
m10 ≡ m∗10, m11 ≡ m∗11, m20 ≡ m∗20, m22 ≡ m∗22;
c11 ≡ c∗211, a11 ≡ a∗211, b11 ≡ b∗211, d12 ≡ a∗221, e12 ≡ b∗221;
c12 ≡ c∗11c∗12, a12 ≡ a∗11a∗22 + a∗12a∗21, b12 ≡ b∗11b∗22 + b∗12b∗21;
c22 ≡ c∗212 + c∗222, a22 ≡ a∗222, b22 ≡ b∗222, d21 ≡ a∗212, e21 ≡ b∗212.
(3.28)
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Once the BEKK model is estimated, we make the transformations above for comparison;
the Delta method (see Oehlert, 1992) is then used to make inferences on the parameters.
The following subsection contains further details on this procedure.
3.5.2 Maximum Likelihood on the BEKK Model
Let θ∗ = {m∗, c∗, a∗,b∗} denote the parameters in the AR(1)-BEKK(1, 1, 2) model above.
The maximum likelihood estimates of these parameters are given by
θˆ
∗
= arg max
n∑
t=1
ln p(yt|m∗, c∗, a∗,b∗) (3.29)
where p(yt|m∗, c∗, a∗,b∗) denotes the bivariate normal distribution:
p(yt|m∗, c∗, a∗,b∗) = 1
2pi|Ht| 12
exp
(
−1
2
ε′tH
−1
t εt
)
.
The initial values for the estimation are set as ε1 = y1 − y¯ and H1 = H¯, where y¯ and H¯
denote the sample mean vector and covariance matrix (respectively) of the data y. The
remaining values of εt and Ht then follow the BEKK equations as given by the equations
contained in (3.27).
To perform the estimation, the Fortran optimisation routine UMINF is utilised from
the IMSL Fortran Library v5.0. This routine minimises a multivariate function using a
Quasi-Newton method to converge to the minimum: Define f as follows
f(θ∗) = −
n∑
t=1
ln p(yt|m∗, c∗, a∗,b∗)
i.e. the negative log-likelihood function. Given a starting point θ∗[1], estimate the gradient
function g[1] (i.e. vector of first-order derivatives) using a finite difference approximation
and set the matrix B[1] equal to some positive definite matrix (e.g. the identity matrix).
(This is called the Hessian matrix and is designed to converge to a matrix of second-order
derivatives - see below). For each iteration j, the algorithm proceeds as follows:
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1. Calculate the search direction d[j] = −B−1[j] g[j].
2. Find the new point θ∗[j+1] via a line search, i.e.
θ∗[j+1] = θ
∗
[j] + λd[j], λ > 0
such that
f(θ∗[j+1]) ≤ f(θ∗[j]) + αg′[j]d[j], 0 < α < 0.5.
3. If convergence is achieved, then θˆ
∗
= θ∗[j] is the solution and set s = j, the total
number of iterations in the algorithm. Otherwise, increment j by 1 and estimate
g[j+1] using finite differences and B[j+1] using the BFGS formula (e.g. see Broyden,
1970)
B[j+1] = B[j] −
B[j](θ
∗
[j+1] − θ∗[j])(θ∗[j+1] − θ∗[j])′B[j]
(θ∗[j+1] − θ∗[j])′B[j](θ∗[j+1] − θ∗[j])
+
(g[j+1] − g[j])(g[j+1] − g[j])′
(g[j+1] − g[j])′(θ∗[j+1] − θ∗[j])
and return to Step 1.
See Dennis and Schnabel (1983, Appendix A) for more details of the above algorithm.
UMINF is an unconstrained minimisation procedure in that it assumes that the param-
eters θ∗ can take any real value on (−∞,∞). As mentioned in Section 3.2 and in Engle
and Kroner (1995), parameters in BEKK models need to be restricted so that CS is
achieved - for the AR(1)-BEKK(1, 1, 2) model above we require that
eigs
[
2∑
k=1
(A∗1k ⊗ A∗1k) +
2∑
k=1
(B∗1k ⊗B∗1k)
]
are less than one in modulus. (3.30)
To include this restriction in the above algorithm, when a new θ∗[j] is generated in Step
2, the eigenvalues of the matrix in (3.30) are calculated. If any are greater than 1 in
modulus, then θ∗[j] is re-calculated with a different value of λ until the restriction is
satisfied.
To transform these BEKK estimates into PVECH estimates for comparison, the Delta
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method is applied which is an intuitive technique for approximating the moments of
functions of random variables (Oehlert, 1992): Let g(θ∗i ) denote the function defining the
ith transformation in (3.28), for i = 1, . . . , 17 (note that θ∗i can be either univariate or
multivariate). The assumption is made that g(θ∗i ) can be approximated by a first-order
Taylor polynomial as follows2:
g(θ∗i ) ≈ g(θˆ
∗
i ) + g
′(θˆ
∗
i ) (θ∗i − θˆ
∗
i ) (3.31)
where g′ is a vector of partial derivatives and the operator  is called the Hadamard prod-
uct, defined as element-by-element matrix multiplication3. The corresponding PVECH
estimates and their standard errors can be approximated by the first two moments of
equation (3.31):
E[g(θ∗i )] ≈ g(θˆ
∗
i ), (3.32)
Var[g(θ∗i )] ≈ [g′(θˆ
∗
i )]
TCov(θ∗i )g
′(θˆ
∗
i ). (3.33)
The expectation in equation (3.32) is obtained by simply transforming each BEKK es-
timate via (3.28), resulting in corresponding PVECH parameter estimates. To obtain
corresponding PVECH standard errors, we refer to the final Hessian matrix B[s] calcu-
lated in the estimation procedure above. The following is now performed:
1. Extract the block matrix Bi[s] from B[s].
2. Now Cov(θ∗i ) is approximated by Cov(θˆ
∗
i ) which is given by the inverse of the block
matrix calculated in Step 1:
Cov(θˆ
∗
i ) =
(
Bi[s]
)−1
.
2I change notation temporarily here to deal with derivatives and matrix transposes appearing together:
a derivative of f(x) is f ′(x), while the transpose of matrix A is now AT . This will continue until the end
of this subsection, when a matrix transpose will return to the A′ notation.
3For matrices A = [aij ] and B = [bij ], the Hadamard product AB has elements given by [aijbij ].
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3. Calculate Var[g(θˆ
∗
i )] as given in equation (3.33).
4. The approximate standard error of g(θˆ
∗
i ) is given by
se[g(θˆ
∗
i )] ≈
√
Var[g(θˆ
∗
i )].
Hence 95% confidence intervals for each g(θˆ
∗
i ) are then calculated as g(θˆ
∗
i )±1.96se[g(θˆ
∗
i )],
i = 1, . . . , 17.
3.5.3 The Results
A burn-in period of w = 5, 000 iterations is chosen for the MCMC procedure, along with
a sampling period of J − w = 20, 000 iterations. Note that N(N + 1)/2 + 1 = 4, hence
there are 4 steps in the MCMC sampling scheme. For all simulated datasets, elements
of each proposal mean vi for the burn-in period only are chosen to correspond to either
the previous MCMC iterate (i.e. a random walk MH framework), a function of the
unconditional moments of the model or a pre-defined fixed value. Hence for iterations
j = 1, . . . , w, proposal means are chosen as follows:
v1 = (mˆ10, mˆ20, mˆ11, mˆ22) =
(
y¯1(1−m[j−1]11 ), y¯2(1−m[j−1]22 ),m[j−1]11 ,m[j−1]22
)
,
v2 = (cˆ11, aˆ11, bˆ11, dˆ12, eˆ12) =
(
c
[j−1]
11 , a
[j−1]
11 , b
[j−1]
11 , 0, 0
)
,
v3 = (cˆ22, aˆ22, bˆ22, dˆ21, eˆ21) =
(
c
[j−1]
22 , a
[j−1]
22 , b
[j−1]
22 , 0, 0
)
,
v4 = (cˆ12, aˆ12, bˆ12) =
(
γ¯(1−m[j]11m[j]22)(1− a[j−1]12 − b[j−1]12 ), a[j−1]12 , b[j−1]12
)
where y¯k denotes the corresponding sample means within each dataset, and γ¯ denotes
the sample covariance within each bivariate dataset. These equations are derived from
the unconditional model moments shown earlier, with sample moments substituted for
theoretical moments. Proposal covariance matrices are initially chosen as:
c
[j]
1 Ω1 = diag
(
2s21
n
,
2s22
n
, 1
16
, 1
16
)
, c
[j]
2 Ω2 = c
[j]
3 Ω3 = diag
(
1
4900
, 1
49
, 1
49
, 1
100
, 1
100
)
,
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c
[j]
4 Ω4 = diag
(
1
25
, 1
25
, 1
25
)
with s2k defined as the sample variance of each series and each c
[j]
i initially set to 1, with
the tuning algorithm applied as described in Section 3.4.
Tables 3.4-3.7 presented in the Appendix to this chapter contain the results from
simulating 1,000 datasets from Models 1 and 2 with estimation using the MCMC methods
in Section 3.4 and maximum likelihood (ML). Tables 3.4 and 3.6 contain the parameter
estimates for both Bayesian and classical methods: the Bayesian results are averages
of the 1,000 posterior means and medians, while the MLE columns contain the mean
and median of the 1,000 BEKK estimates, transformed to match the estimates in the
corresponding PVECH model. Tables 3.5 and 3.7 contain empirical coverages of 95%
interval estimates (CI) across the simulations. Two Bayesian intervals are presented -
the first by taking the 2.5th and 97.5th percentiles of the 1,000 posterior means for each
parameter, labelled “P’tiles of Mean”; the second is labelled “Mean P’tiles” and is the
average of the 95% credible intervals for each parameter over the 1,000 replications. The
“Bayesian Coverage” column is the percentage of replications where the true parameter
value lay within the MCMC 95% credible interval. Two ML intervals are also presented -
the first by taking the 2.5th and 97.5th percentiles of the 1,000 transformed MLEs, while
the second was calculated by the Delta method, as described in Section 3.5.2. Finally,
the Delta coverage column is the percentage of times that the true parameter value lay
within each Delta interval, over the 1,000 replications. The Bayesian and Delta coverage
closest to the nominal 95% for each model have been written in bold text, while any
coverages falling below 80% have been written in red text. The average run time to fit
the PVECH model to each dataset via MCMC methods is approximately 1 min 15 sec,
while fitting the BEKK model to each dataset takes on average 2 sec, using the machine
and software described in Section 2.6.
For unbiased estimation, we expect the mean and median columns of Tables 3.4 and
3.6 to be “close” to the true parameter values. Table 3.4 shows this is the case for
both Bayesian and ML results from Model 1. However, major differences between the
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Bayesian and ML results can be seen in the CI and coverage columns of Table 3.5. While
the Bayesian and ML estimates again seem unbiased, as each true value is contained
inside the 95% intervals, the average Delta CIs are generally a lot narrower than the
Bayesian intervals and the Delta coverages are quite poor compared to the nominal 95%
level. All ML interval estimators in fact achieve below 85% coverage, some below 80%
(as given in red), with an average coverage of 81% across all parameters in Model 1. The
Bayesian interval estimates have achieved near nominal 95% coverage across all Model
1 parameters, the lowest being 84%, with average coverage of 93.3%. Note that three
variance equation parameters in Table 3.5 have lower confidence limits that are negative
for the Bayesian method, namely d12, e12 and e21. Two of these limits are negative for
the ML Delta method, but not for the intervals generated by the percentiles of the
1,000 MLEs. This is because in the transformation from the BEKK model the GARCH
parameters in the variance equations have been squared (as shown above). While it is
possible to have negative limits through the Delta method, the percentile CIs are strictly
positive intervals.
Tables 3.6 and 3.7 display results for Model 2. The Bayesian estimates appear un-
biased and close to their true values, these being inside the average Bayesian interval
estimates. However the MLEs seem unbiased only when the true parameter values in
the variance equation are strictly positive. When the true parameter value is zero or
negative, as for c22, d21 and e12, the ML results seem to display some bias, in the positive
direction. The ML intervals estimates for the two negative parameters display extremely
low coverage, close to 27% for a nominal 95% interval. Lower than nominal coverage is
not restricted to these “unusual” parameters, however, with most ML nominal 95% inter-
val coverages below 90%: the ML intervals for e21 have only 43% coverage. The average
coverage for the ML intervals is 77% across parameters. Using the Bayesian method, how-
ever, negative posterior mean estimates were obtained for c22 and d21, along with interval
estimate coverage close to the nominal 95% coverage for all parameters, including c22, d21
and e12; average coverage for the Bayesian intervals being 94.5%. The less favourable ML
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results here are partially because the transformations, e.g. c22 = c
∗2
12 + c
∗2
22 and d21 = a
∗2
12,
force the variance parameter estimates to be positive. Another reason the Delta method
has poor interval coverage may be that it is based on a first-order Taylor approximation,
so the standard errors may not be accurate. Furthermore, Silvapulle and Sen (2004) point
out the problems classical approaches have with inference under parameter constraints.
In fact, optimising a likelihood can be a difficult task numerically and results can be
unreliable, particularly in multivariate models. This may be the major factor to explain
these simulation results, the normal approximation in the large sample methods may not
be appropriate in this model, for the sample size considered (n = 1, 000).
Tables 3.8 and 3.9 in the Appendix display results for one simulated dataset, from
each of Model 1 and 2, of length n = 50, 000. Results formed from MCMC estimation
takes approximately 1 hour to complete for this sample size, while the ML estimation
takes approximately 5 sec to complete. As the sample size increases, we should expect
the standard error to become smaller, hence the parameter estimates to become more ac-
curate, thus displaying a consistency result. Table 3.8 illustrates that this has happened
for Model 1 under both methods - all 95% CIs have narrowed in size, and are almost com-
parable across methods, with all estimates close to the true parameter values. However,
closer inspection reveals that 6 of the 17 ML intervals do not contain the true parameter
value (we would expect between 0 and 4 intervals not to contain the true value from 17
independent intervals, at a 99% level). Only two Bayesian intervals do not contain their
true value. Clearer differences among methods come from observing Table 3.9 for Model
2 - the Bayesian results seem similar to Model 1, with only one true parameter value
not contained inside the 95% interval estimates. However, the MLEs seem biased and
not tending towards the true values, with eight interval estimates not containing their
true value; this includes the two negative, but not the zero, parameters in the volatility
equations.
In summary, the Bayesian method proposed in this chapter on the given bivariate
PVECH model seems to provide close to unbiased and consistent parameter estimates
61
for the models considered. Interval estimates for parameters also seemed to have close
to nominal 95% coverage. In contrast, the ML method gave some apparently biased and
inconsistent parameter estimates. It also gave interval estimates that were rarely close to
the nominal 95% coverage, most intervals being lower than 85% and displaying similar
poor performance across both models considered. In particular, the ML method was not
able to accurately estimate CIs regardless of whether true values were outside or inside
the usual sufficient restrictions; also with significantly lower coverage performance for
negative parameters, as expected.
3.6 Empirical Study
This section analyses a real financial stock return dataset, using the Bayesian and ML
methods discussed in Section 3.5. The data consists of bivariate daily closing values for
two stock indices from 2 November 1987 through to 30 June 2005, resulting in a total
of n = 4, 374 bivariate stock returns. The two indices are the Standard & Poor (S&P)
500 index (United States) and the FTSE 100 (United Kingdom) index. Following the
conventional approach, the actual data used are the bivariate percentage daily log returns,
formed by the equation
yt = 100(ln pt − ln pt−1),
where pt is the bivariate daily closing value at time t. In this example, y1t will denote
the S&P 500 index and y2t will denote the FTSE 100 index.
A time series plot and scatterplot of the returns are given in Figure 3.2. Note the
seemingly stationary mean and time varying volatility in both series from plot (a), im-
plying a GARCH-like model structure. In a bivariate sense we also notice that both high
and low periods of volatility generally appear at close to the same time in each series.
This implies that a bivariate model seems appropriate. Plot (b) further supports this,
demonstrating clear positive correlation (approximately 0.4387) between the two return
series and also indicated by the slope of the fitted blue line.
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Figure 3.2: (a) Time series plot, and (b) Scatterplot of daily log returns for S&P 500 and
FTSE 100 indices between 2 November 1987 and 30 June 2005.
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The bivariate PVECH model from Section 3.5 is fitted to this data, and its results
compared with the equivalent BEKK model. These results are given in Table 3.2. The
MCMC estimation takes approximately 4 min 30 sec to run, while the ML estimation
takes approximately 3 sec. These results represent mostly well-known findings, e.g. each
return series displays a strong and clear persistence in volatility, since the estimates of
GARCH parameters give aii+bii ≈ 1, i = 1, 2. However, there are some significant differ-
ences between the Bayesian and classical estimates and intervals, these being especially
clear for the parameters e12 and e21 - the Bayesian estimates are negative and significantly
less than zero, while the classical estimates are close to zero, without going below. An
important point to note is that because the classical estimates of these parameters are so
close to zero, the Delta confidence intervals will usually contain a positive and negative
limit, implying that MLEs for e12 and e21 are insignificant. The Bayesian results suggest
that these parameters are actually significantly negative. This is particularly relevant
since these two parameters represent the volatility spillover between the two markets. In
particular, this implies that there is a small but significant negative partial spillover effect
from the US market volatility to the UK market volatility and vice versa.
Table 3.2: Parameter estimation results for the PVECH and BEKK models fitted to the S&P
500/FTSE 100 bivariate returns.
Bayesian Results Classical Results
Para- Posterior Posterior 95% CI AR PSRF ML 95% CI
meter Mean Median Percentiles Estimate Delta Method
m10 0.0537 0.0539 [0.0324,0.0744] 88.5% 1.04 0.0540 [0.0367,0.0713]
m20 0.0449 0.0449 [0.0218,0.0674] 1.06 0.0421 [0.0251,0.0590]
m11 -0.1037 -0.1037 [-0.1338,-0.0735] 1.05 -0.1049 [-0.1260,-0.0838]
m22 0.0048 0.0050 [-0.0227,0.0324] 1.02 0.0076 [-0.0126,0.0278]
c11 0.0157 0.0157 [0.0119,0.0199] 34.8% 1.24 0.0084 [0.0054,0.0114]
a11 0.0499 0.0499 [0.0408,0.0587] 1.16 0.0434 [0.0354,0.0513]
b11 0.9443 0.9445 [0.9293,0.9589] 1.32 0.9437 [0.9323,0.9550]
d12 0.0296 0.0295 [0.0203,0.0390] 1.16 0.0038 [0.0009,0.0067]
e12 -0.0374 -0.0374 [-0.0498,-0.0250] 1.19 6.0411e-12 [-2.0995e-07,2.0996e-07]
c22 0.0178 0.0178 [0.0131,0.0228] 54.5% 1.22 0.0132 [0.0091,0.0173]
a22 0.0607 0.0605 [0.0497,0.0725] 1.21 0.0555 [0.0468,0.0643]
b22 0.9147 0.9152 [0.8940,0.9329] 1.24 0.9165 [0.9036,0.9295]
d21 0.0296 0.0295 [0.0214,0.0381] 1.11 0.0118 [0.0076,0.0161]
e21 -0.0210 -0.0212 [-0.0336,-0.0073] 1.07 2.0360e-11 [-3.9525e-07,3.9529e-07]
c12 0.0091 0.0091 [0.0062,0.0125] 47.9% 1.19 0.0078 [0.0057,0.0099]
a12 0.0578 0.0577 [0.0498,0.0662] 1.18 0.0424 [0.0366,0.0482]
b12 0.9162 0.9164 [0.9017,0.9291] 1.22 0.9300 [0.9201,0.9398]
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The Bayesian results also include two additional columns: the acceptance rates (AR)
for each of the 4 steps in the sampling scheme (as a percentage), as well as the potential
scale reduction factor (PSRF) for each parameter, as described in Section 2.2. The
highest AR is for the autoregressive parameters (89%),while the lowest AR is for the
GARCH parameters in the US market volatility equation (35%). The variability in these
ARs demonstrates the ability for the MCMC scheme to capture posterior distributions of
different shapes, with a generous proportion of values still being accepted. Each PSRF
is calculated using R = 5 replications of the sampling scheme based on 5, 000 MCMC
iterations after the burn-in period. It can be seen that all PSRF values are close to 1,
with 6 out of the 17 parameters having PSRFs slightly greater than 1.2 (the largest being
1.32 for the b11 parameter). This is proof of a fairly efficient and convergent algorithm. To
further support these findings, Figure 3.3 displays the MCMC iterates of the parameters
m22, c11, a22 and b12 for the R = 5 replications. While the speed of the convergence is
different for each parameter, convergence is achieved (at least graphically) by the time
the iterations reach the end of the burn-in period for all starting values considered. This
is further proof of the efficiency and convergence of this sampling scheme.
As further evidence that the PVECH model is favoured over the BEKK model for
this dataset, Table 3.3 displays model selection results for the two models; the value of
the log-likelihood function evaluated at the parameter estimates, and the information
criterion functions of Akaike (1974) (the AIC) and Schwarz (1978) (the BIC), which are
given by the formulas
AIC = −2 ln(L) + 2p,
BIC = −2 ln(L) + p ln(n),
where L denotes the likelihood function and p is the number of model parameters. These
information criterion functions were discussed briefly in Chapter 1, and will be discussed
in more detail in Chapter 4.
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The model that has the smallest AIC or BIC is typically the model that is favoured - this
has occurred for the PVECH model in each case. The PVECH model also has a larger
log-likelihood function, thus providing further evidence that the PVECH model fits the
data better over the equivalent BEKK model.
Table 3.3: Model selection results for the PVECH and BEKK models fitted to the S&P
500/FTSE 100 bivariate returns.
Statistic PVECH Model BEKK Model
Log-Likelihood −11, 182 −11, 203
AIC 22,398 22,440
BIC 22,506 22,549
Figure 3.4 plots the estimated dynamic volatilities, covariances and correlations be-
tween the markets. The first three plots contain the estimated variances (hˆ11,t and hˆ22,t)
and estimated covariances (hˆ12,t) as a result of the Bayesian and classical fits to the return
data, while the last plot contains the estimated correlations (ρˆ12,t), calculated through
the equation
ρˆ12,t =
hˆ12,t√
hˆ11,thˆ22,t
, t = 1, . . . , n.
The Bayesian and classical fits have been calculated in different ways: the Bayesian fit
uses a posterior mean estimate of the terms h11,t, h22,t and h12,t for each t over the MCMC
sample, i.e.
hˆij,t =
1
J − w
J∑
j=w+1
h
[j]
ij,t, t = 1, . . . , n.
The classical estimates plug the parameter MLEs from Table 3.2 directly into the variance-
covariance equations. Differences between methods seem apparent in periods of high
volatility, with the Bayesian method generating higher volatility estimates. These may
be caused by biases in parameter estimates from the MLE method or other reasons.
To further discuss the parameter estimates in a practical sense, each return series
displays a strong and clear persistence in volatility, since the estimates of GARCH pa-
rameters give aii + bii ≈ 1, i = 1, 2. There is also very strong persistence in covariance
between US and UK returns, as measured by a12+b12 ≈ 1 around a positive mean c12 > 0.
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The plotted correlations over time fluctuate between small negative values up to about
0.7, mostly they are close to about 0.5. This indicates clear positive correlation between
US and UK stock returns, but that the correlation changes with time and can be negative
(observing Figure 3.4), although it is hard to see the pattern of behaviour at or around
these negative correlation estimates.
3.7 Chapter Summary
This chapter proposed a prior formulation on a multivariate VECH GARCH model that
relaxes the usual parameter restrictions imposed on VECH and BEKK models. The
prior directly allows both necessary and sufficient conditions for covariance stationar-
ity and positive definiteness of covariance matrices to be satisfied via their definitions.
Results from a simulation study, under two sets of model parameters, indicated that
the proposed Bayesian MCMC method was favourable in terms of parameter estimate
bias, consistency and coverage of interval estimates, as well as extending the allowable
parameter space, over the large sample ML method. The comparison was even more
favourable for the Bayesian method when the true parameter values lay outside the usual
parameter restrictions. When fit to bivariate stock return data from the US and UK
markets, significant differences were found between these two competing models. Some
parameter estimates, namely the volatility spillovers, under the Bayesian approach were
significantly negative, but due to the usual parameter restrictions the competing MLE
estimates were insignificant. Differences were also observed in volatility estimation, espe-
cially in times of high volatility, with MLE estimates being lower than the corresponding
Bayesian estimates at those times.
A major advantage in using the Bayesian techniques described in this chapter is that
they can be extended to apply to any type of multivariate GARCH model, due to the
generality of the conditions required. The following chapter proposes a generalisation of
the PVECH model, with an application to model selection.
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3.8 Appendix
3.8.1 Tables of Results for Simulation Study with n = 1, 000
Table 3.4: Parameter estimates for PVECH and (transformed) BEKK models fitted to simu-
lated data from Model 1
Bayesian Results Classical Results
Para- True Posterior Posterior ML ML
meter Value Mean Median Mean Median
m10 0.01 0.0097 0.0097 0.0097 0.0096
m20 0.01 0.0099 0.0099 0.0099 0.0098
m11 0.2 0.1973 0.1974 0.1979 0.1979
m22 0.2 0.1976 0.1977 0.1980 0.1977
c11 0.02 0.0225 0.0224 0.0203 0.0200
a11 0.3 0.3132 0.3118 0.3004 0.2988
b11 0.4 0.3535 0.3545 0.3633 0.3736
d12 0.05 0.0706 0.0689 0.0535 0.0458
e12 0.05 0.0477 0.0469 0.1115 0.0646
c22 0.01 0.0105 0.0105 0.0098 0.0098
a22 0.3 0.3095 0.3084 0.2972 0.2964
b22 0.225 0.1943 0.1931 0.2195 0.2177
d21 0.05 0.0534 0.0529 0.0489 0.0486
e21 0.05 0.0587 0.0575 0.0583 0.0511
c12 0.005 0.0057 0.0056 0.0052 0.0051
a12 0.35 0.3558 0.3558 0.3439 0.3437
b12 0.35 0.3058 0.3077 0.3416 0.3454
Table 3.5: 95% credible intervals and coverages for PVECH and (transformed) BEKK models
fitted to simulated data from Model 1
Bayesian Results Classical Results
Para- True 95% CI 95% CI Bayesian 95% CI 95% CI Delta
meter Value P’tiles of Mean Mean P’tiles Coverage Percentiles Delta Method Coverage
m10 0.01 [-0.0048,0.0244] [-0.0036,0.0229] 93.3% [-0.0048,0.0242] [-0.0003,0.0196] 83.2%
m20 0.01 [0.0005,0.0195] [0.0006,0.0192] 94.3% [0.0002,0.0197] [0.0029,0.0169] 84.0%
m11 0.2 [0.1364,0.2614] [0.1379,0.2564] 93.5% [0.1365,0.2606] [0.1550,0.2408] 81.8%
m22 0.2 [0.1347,0.2567] [0.1379,0.2569] 94.5% [0.1325,0.2560] [0.1541,0.2418] 82.7%
c11 0.02 [0.0149,0.0313] [0.0147,0.0311] 92.3% [0.0124,0.0294] [0.0143,0.0262] 80.4%
a11 0.3 [0.2321,0.4023] [0.2339,0.4002] 93.6% [0.2192,0.3917] [0.2376,0.3632] 84.2%
b11 0.4 [0.2129,0.4830] [0.2007,0.5004] 93.5% [0.0643,0.5229] [0.2493,0.4777] 79.3%
d12 0.05 [-0.0084,0.1573] [-0.0133,0.1642] 96.1% [0.0006,0.1461] [-0.0004,0.1070] 78.0%
e12 0.05 [-0.0785,0.1675] [-0.1438,0.2435] 99.4% [2.7e-11,0.4461] [-0.0310,0.2527] 76.5%
c22 0.01 [0.0060,0.0152] [0.0059,0.0151] 93.6% [0.0050,0.0146] [0.0065,0.0131] 82.3%
a22 0.3 [0.2213,0.3996] [0.2286,0.3970] 93.1% [0.2069,0.3858] [0.2326,0.3620] 83.4%
b22 0.225 [0.0544,0.3584] [0.0384,0.3566] 94.6% [0.0421,0.4005] [0.1068,0.3325] 80.1%
d21 0.05 [0.0209,0.0885] [0.0234,0.0862] 92.5% [0.0159,0.0851] [0.0254,0.0723] 81.6%
e21 0.05 [-0.0084,0.1337] [-0.0193,0.1430] 97.2% [8.2e-12,0.1667] [0.0021,0.1146] 76.7%
c12 0.005 [0.0037,0.0082] [0.0036,0.0080] 91.0% [0.0033,0.0075] [0.0037,0.0067] 84.4%
a12 0.35 [0.2801,0.4375] [0.2895,0.4220] 90.5% [0.2716,0.4225] [0.2896,0.3981] 80.4%
b12 0.35 [0.1733,0.4182] [0.1898,0.4112] 83.8% [0.2255,0.4481] [0.2628,0.4205] 83.4%
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Table 3.6: Parameter estimates for PVECH and (transformed) BEKK models fitted to simu-
lated data from Model 2
Bayesian Results Classical Results
Para- True Posterior Posterior ML ML
meter Value Mean Median Mean Median
m10 0.1 0.1003 0.1003 0.1000 0.1002
m20 0.15 0.1499 0.1499 0.1495 0.1500
m11 0.3 0.2978 0.2980 0.3004 0.3002
m22 0.25 0.2487 0.2487 0.2509 0.2495
c11 0.2 0.1968 0.1965 0.1819 0.1834
a11 0.36 0.3555 0.3540 0.3713 0.3696
b11 0.04 0.0684 0.0636 0.0509 0.0335
d12 0.09 0.0785 0.0765 0.1028 0.0960
e12 0 0.0084 0.0072 0.1279 0.0529
c22 -0.01 -0.0046 -0.0048 0.0020 0.0006
a22 0.16 0.1803 0.1786 0.1631 0.1569
b22 0.64 0.5647 0.5692 0.6081 0.6165
d21 -0.01 -0.0053 -0.0059 0.0020 0.0004
e21 0.1 0.0974 0.0966 0.0631 0.0618
c12 0.01 0.0116 0.0113 0.0099 0.0096
a12 0.21 0.2065 0.2070 0.2393 0.2351
b12 0.16 0.0611 0.0680 0.1274 0.1428
Table 3.7: 95% credible intervals and coverages for PVECH and (transformed) BEKK models
fitted to simulated data from Model 2
Bayesian Results Classical Results
Para- True 95% CI 95% CI Bayesian 95% CI 95% CI Delta
meter Value P’tiles of Mean Mean P’tiles Coverage Percentiles Delta Method Coverage
m10 0.1 [0.0669,0.1329] [0.0694,0.1315] 93.4% [0.0662,0.1326] [0.0698,0.1302] 90.3%
m20 0.15 [0.1299,0.1712] [0.1293,0.1706] 95.0% [0.1289,0.1710] [0.1321,0.1669] 90.6%
m11 0.3 [0.2334,0.3585] [0.2368,0.3583] 94.3% [0.2339,0.3612] [0.2510,0.3497] 88.2%
m22 0.25 [0.1918,0.3098] [0.1863,0.3109] 96.2% [0.1926,0.3141] [0.1977,0.3042] 90.8%
c11 0.2 [0.1478,0.2439] [0.1405,0.2544] 97.5% [0.1320,0.2238] [0.1393,0.2246] 79.9%
a11 0.36 [0.2595,0.4656] [0.2573,0.4625] 94.9% [0.2658,0.4905] [0.2760,0.4666] 88.2%
b11 0.04 [-0.0551,0.2185] [-0.0730,0.2368] 97.2% [6.3e-05,0.1853] [-0.0197,0.1214] 80.1%
d12 0.09 [-0.0253,0.1752] [-0.0441,0.2126] 97.9% [5.4e-12,0.2714] [-0.0042,0.2098] 85.3%
e12 0 [-0.0946,0.1083] [-0.2103,0.2340] 99.9% [2.8e-05,0.5693] [-0.0812,0.3371] 92.4%
c22 -0.01 [-0.0216,0.0124] [-0.0205,0.0120] 89.1% [2.3e-05,0.0086] [-0.0038,0.0077] 26.8%
a22 0.16 [0.1171,0.2462] [0.1124,0.2580] 95.1% [0.0992,0.2284] [0.1108,0.2138] 88.3%
b22 0.64 [0.3940,0.6919] [0.4051,0.6990] 86.0% [0.4411,0.7348] [0.5204,0.6968] 85.8%
d21 -0.01 [-0.0155,0.0071] [-0.0165,0.0096] 94.1% [3.0e-13,0.0133] [-0.0061,0.0101] 27.3%
e21 0.1 [0.0507,0.1545] [0.0455,0.1533] 93.6% [0.0306,0.1026] [0.0342,0.0919] 43.3%
c12 0.01 [0.0015,0.0227] [0.0019,0.0229] 95.2% [0.0018,0.0187] [0.0009,0.0189] 89.0%
a12 0.21 [0.1228,0.2824] [0.1269,0.2827] 94.1% [0.1765,0.2980] [0.1795,0.2990] 80.5%
b12 0.16 [-0.2301,0.3170] [-0.2685,0.3529] 93.7% [-0.1692,0.3414] [-0.0239,0.2787] 83.8%
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3.8.2 Tables of Results for Simulation Study with n = 50, 000
Table 3.8: Parameter estimation results from fitting PVECH and BEKK models to a simulated
dataset from Model 1 of sample size n = 50, 000
Bayesian Results Classical Results
Para- True Posterior Posterior 95% CI ML 95% CI
meter Value Mean Median Percentiles Estimate Delta Method
m10 0.01 0.0113 0.0112 [0.0101,0.0126] 0.0104 [0.0089,0.0118]
m20 0.01 0.0108 0.0108 [0.0096,0.0120] 0.0107 [0.0097,0.0117]
m11 0.2 0.1918 0.1918 [0.1835,0.2001] 0.1922 [0.1862,0.1983]
m22 0.2 0.1965 0.1965 [0.1891,0.2039] 0.1963 [0.1903,0.2023]
c11 0.02 0.0209 0.0209 [0.0199,0.0219] 0.0206 [0.0198,0.0214]
a11 0.3 0.2956 0.2956 [0.2855,0.3060] 0.2907 [0.2821,0.2993]
b11 0.4 0.3979 0.3981 [0.3775,0.4181] 0.4008 [0.3852,0.4164]
d12 0.05 0.0544 0.0543 [0.0396,0.0699] 0.0549 [0.0462,0.0636]
e12 0.05 0.0251 0.0251 [-0.0103,0.0610] 0.0307 [0.0118,0.0496]
c22 0.01 0.0098 0.0098 [0.0095,0.0101] 0.0099 [0.0094,0.0103]
a22 0.3 0.2943 0.2942 [0.2862,0.3031] 0.2854 [0.2769,0.2939]
b22 0.225 0.2410 0.2411 [0.2251,0.2561] 0.2449 [0.2286,0.2613]
d21 0.05 0.0484 0.0484 [0.0460,0.0507] 0.0468 [0.0435,0.0501]
e21 0.05 0.0494 0.0494 [0.0406,0.0585] 0.0499 [0.0414,0.0584]
c12 0.005 0.0050 0.0050 [0.0048,0.0053] 0.0050 [0.0048,0.0052]
a12 0.35 0.3472 0.3472 [0.3392,0.3550] 0.3387 [0.3314,0.3460]
b12 0.35 0.3450 0.3449 [0.3318,0.3581] 0.3525 [0.3410,0.3639]
Table 3.9: Parameter estimation results from fitting PVECH and BEKK models to a simulated
dataset from Model 2 of sample size n = 50, 000
Bayesian Results Classical Results
Para- True Posterior Posterior 95% CI ML 95% CI
meter Value Mean Median Percentiles Estimate Delta Method
m10 0.1 0.0981 0.0981 [0.0936,0.1025] 0.0980 [0.0945,0.1015]
m20 0.15 0.1506 0.1506 [0.1486,0.1527] 0.1504 [0.1482,0.1526]
m11 0.3 0.3027 0.3027 [0.2943,0.3112] 0.3030 [0.2967,0.3093]
m22 0.25 0.2594 0.2594 [0.2519,0.2668] 0.2598 [0.2532,0.2665]
c11 0.2 0.2024 0.2024 [0.1967,0.2083] 0.1903 [0.1848,0.1959]
a11 0.36 0.3673 0.3673 [0.3584,0.3761] 0.3876 [0.3769,0.3983]
b11 0.04 0.0353 0.0354 [0.0200,0.0502] 0.0474 [0.0360,0.0587]
d12 0.09 0.0804 0.0805 [0.0654,0.0949] 0.1056 [0.0912,0.1200]
e12 0 0.0082 0.0083 [-0.0262,0.0431] 0.0247 [-0.0030,0.0524]
c22 -0.01 -0.0099 -0.0099 [-0.0103,-0.0096] 0.00044 [0.00036,0.00052]
a22 0.16 0.1593 0.1593 [0.1584,0.1602] 0.1587 [0.1527,0.1647]
b22 0.64 0.6403 0.6403 [0.6393,0.6413] 0.6482 [0.6382,0.6582]
d21 -0.01 -0.0100 -0.0100 [-0.0110,-0.0087] 0.0003 [-0.0001,0.0007]
e21 0.1 0.0990 0.0991 [0.0968,0.1011] 0.0559 [0.0533,0.0584]
c12 0.01 0.0095 0.0095 [0.0082,0.0108] 0.0092 [0.0083,0.0100]
a12 0.21 0.2146 0.2146 [0.2045,0.2245] 0.2424 [0.2363,0.2485]
b12 0.16 0.1572 0.1570 [0.1128,0.2019] 0.1381 [0.1152,0.1609]
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Chapter 4
A Test for Multivariate Asymmetry
in Financial Time Series using
Approximate Bayesian Model
Selection
An approximate Bayesian model selection procedure is discussed in this chapter that is
adapted to simultaneously: (i) test for asymmetry in multivariate financial time series,
and (ii) identify an appropriate heteroscedastic model from a proposed extension to a fam-
ily of multivariate nonlinear GARCH models. The proposed model family captures the
major stylised features of financial stock returns: fat tails, excess kurtosis, time-varying
volatility, volatility clustering and covariance asymmetry, via a parsimonious specification
with easily identifiable and interpretable parameters. Both the necessary and sufficient
conditions for stationarity and positive definiteness are enforced empirically via their def-
initions, through a specific but diffuse prior distribution (as in Chapter 3). An adaptive
Markov chain Monte Carlo (MCMC) approach is employed for estimation and inference,
and combined with a computationally efficient, but approximate, model selection ap-
proach. A simulation study illustrates favourable estimation properties and very strong
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model selection performance, indicating that an accurate approximation has been ob-
tained, for practical purposes. An empirical study on stock returns from international
markets is presented and posterior model probabilities are estimated. In each case they
reveal clear volatility and covariance asymmetry in general across markets.
4.1 Introduction
Chapter 3 of this thesis reviewed a number of multivariate GARCH models in the lit-
erature, particularly the VECH model of Bollerslev et al. (1988) and the BEKK model
of Engle and Kroner (1995). All of these fall under the category of “symmetric” mod-
els, since they exhibit the same covariance (and/or mean) process following good and
bad market news. A major stylised trait discovered by Black (1976) is known as volatil-
ity asymmetry, which is the phenomenon of higher volatility following bad market news
compared to good market news of the same magnitude. Nonlinear univariate GARCH
models, such as the EGARCH (Nelson, 1991) and GJR-GARCH (Glosten et al., 1993),
have been proposed for volatility asymmetry, while double threshold GARCH models,
e.g. DT-ARCH of Li and Li (1996), can capture both mean and volatility asymmetry.
Asymmetry has also been included in many extensions to symmetric multivariate
GARCH models: the Asymmetric Dynamic Covariance (ADC) model of Kroner and Ng
(1998) is an early example which directly extends the BEKK model, but suffers from a
lack of parameter interpretability like the BEKK model (as discussed in Chapter 3); the
DVECH model was extended by De Goeij and Marquering (2004) to capture cross-asset
and interacting asymmetry, but being a diagonal model ensures that no spill-over effects
are captured; Cappiello et al. (2006) extend the DCC model to allow asymmetric volatil-
ity and correlation, though asymmetry is in a very restricted form and again parameters
are repeated across equations; while more recently Kwan et al. (2010) combine the DCC
and univariate threshold GARCH models into the one asymmetric multivariate GARCH
model. In addition, these models do not alleviate the issues of simultaneously allowing
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important estimation properties such as ease of PD enforcement and maximising the
allowable parameter space under CS, as discussed in Chapter 3. An asymmetric fam-
ily of VECH models is proposed in this chapter, extending and adapting the symmetric
PVECH model proposed in Chapter 3. The challenges involved are: (i) to capture impor-
tant asymmetries, including “self-exciting” forms (asymmetry in an asset’s own volatility
equation) as well as interacting or cross-asset asymmetry in both volatility and covari-
ance equations; (ii) maintain parsimony and parameter interpretation in all equations,
and (iii) ensure necessary and sufficient conditions for PD and CS can be satisfied in a
straightforward manner in the general model. There is an absence of models in the liter-
ature that satisfy all three of these properties. The model and approach to be proposed
in this chapter intends to fill this important gap.
Some recent work has been done on asymmetric model selection: see Chen et al.
(2006a) for the univariate case; while Osiewalski et al. (2007) compare bivariate GARCH
and stochastic volatility models, employing the marginal likelihood estimated by the har-
monic mean (see Newton and Raftery, 1994). This latter method is known to experience
numerical problems, since it involves the inverse of the likelihood function, and can be
practically un-implementable. This chapter considers the adaption of the approximate
Bayesian model selection method by Congdon (2006) to select among a family of possibly
non-nested multivariate asymmetric models. Compared to other powerful and well-known
Bayesian model selection methods such as that by Chib (1995), Kass and Raftery (1995)
and the reversible jump (RJ) method of Green (1995), Congdon’s method is computa-
tionally less expensive and simpler to implement. Rather than examining the marginal
likelihood (like in the examples above), Congdon’s method approximates posterior model
probabilities directly using Monte Carlo estimates. Through a simulation study, I demon-
strate the strong model selection performance of this method for reasonable sample size,
thus adding to its success as illustrated by other authors (see for e.g. Min and Czado,
2010 and Chen et al., 2011a).
The outline of this chapter is as follows: Section 4.2 of this chapter reviews some
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asymmetric multivariate GARCH models existing in the literature. Section 4.3 describes
the proposed model family and discusses its properties. Section 4.4 presents the Bayesian
MCMC procedure and how it will be adapted in this chapter, while Section 4.5 reviews
the Bayesian model selection procedure of Congdon (2006) and its comparison to other
popular approaches. Section 4.6 presents a simulation study, and Section 4.7 presents
an empirical study on several pairs of bivariate data from international stock markets.
Section 4.8 concludes.
4.2 Asymmetric Multivariate GARCH Models
As mentioned in Chapter 1, asymmetry in stock returns was pointed out by Black (1976),
and is the phenomenon of higher volatility occurring during negative shocks compared
to positive shocks of the same magnitude. Asymmetric effects have been considered
extensively in the literature in both univariate and multivariate cases. While different
approaches have been taken to model asymmetry, I focus on multivariate extensions of
the univariate GJR-GARCH model by Glosten et al. (1993), which extends the univariate
GARCH(1, 1) model by introducing an indicator variable It that is a function of the sign
of the residual εt such that
It =

1 if εt < 0,
0 otherwise.
The conditional variance ht is then defined as
ht = c1 + (a1 + α1It−1)ε2t−1 + b1ht−1. (4.1)
Thus the GJR-GARCH model in (4.1) assumes that the conditional variance is inflated
by a scalar α1 (with 0 ≤ α1 < 1) whenever a negative residual occurs. Of course, the
standard GARCH(1, 1) model is obtained when α1 = 0.
Examples of multivariate extensions of this model will now be reviewed.
76
4.2.1 The ADVECH Model
The diagonal VECH model has been extended to incorporate GJR asymmetries by De
Goeij and Marquering (2004) who propose the asymmetric diagonal VECH (ADVECH)
model: As in Chapter 3, let {εt}nt=1 = {(ε1t, . . . , εNt)}nt=1 denote a set of N -dimensional
residual vectors, ψt−1 the information set at time t− 1 and Ht the conditional covariance
matrix of order N . Before stating this model, first define
Iit =

1 if εit < 0
0 otherwise
, i = 1, . . . , N, (4.2)
the vectors
ε−t =

I1tε1t
...
INtεNt
 and ε+t =

(1− I1t)ε1t
...
(1− INt)εNt

and define the matrix operator T which substitutes the lower triangular elements of
a matrix with the upper triangular elements. The asymmetric DVECH model can be
written is matrix form as follows:
Ht = C + A1  εt−1ε′t−1 + A2  ε−t−1ε−
′
t−1 + A3  T (ε−t−1ε+
′
t−1)
+ A4  T (ε+t−1ε−
′
t−1) +B1 Ht−1,
(4.3)
where C = [cij], A1 = [aij,1], A2 = [aij,2], A3 = [aij,3], A4 = [aij,4] and B1 = [bij] are
N×N symmetric parameter matrices. This model is much clearer when written in terms
of the elements of Ht as follows:
hij,t = cij + [aij,1 + aij,2Ii,t−1Ij,t−1 + aij,3Ii,t−1(1− Ij,t−1)
+ aij,4(1− Ii,t−1)Ij,t−1]εi,t−1εj,t−1 + bijhij,t−1, ∀ i ≤ j = 1, . . . , N.
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This model contains the usual GJR asymmetries in the conditional variance equations.
However, for the conditional covariances the effects from the four different residual sign
combinations are included, i.e. aij,1 when both residuals are positive, aij,2 when both
residuals are negative, aij,3 when residual i is negative and residual j is positive, and aij,4
when residual i is positive and residual j is negative.
The main advantages of this model are that parameter interpretation remains straight-
forward because of its VECH notation. Also covariance asymmetry is captured for resid-
uals of opposite sign, which many models in the literature neglect to include. The pa-
rameters are also reduced by restricting the model to a diagonal form. However, this also
means that no residual and/or volatility spillover effects are captured in the model, nor
are potential asymmetries from these effects included. Difficulties can also occur when
estimating this model, i.e. ensuring that Ht is PD; De Goeij and Marquering (2004)
state that they enforced PD by only allowing parameter values that ensure the one-step
ahead forecast of Ht was PD, and admit that this does not imply PD of multi-step ahead
forecasts of Ht. While PD is satisfied for the bivariate datasets they considered, this may
not be the case for others. This then calls for other approaches to be considered.
4.2.2 The ADC Model
Proposed by Kroner and Ng (1998), the Asymmetric Dynamic Covariance (ADC) model
nests many well-known multivariate GARCH models plus allows for asymmetric effects.
Let ηit = Iitεit, where Iit is defined in equation (4.2), and let ηt = (η1t, . . . , ηNt). The
conditional covariance matrix Ht is defined as
Ht = DtPDt + ΦΘt
where Dt = diag(
√
θ11,t, . . . ,
√
θNN,t), P = [ρij] is a correlation matrix, Φ = [φij] is a
scalar matrix with φii = 0, and Θt = [θij,t] has elements defined as
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θij,t = cij + a
′
iεt−1ε
′
t−1aj + g
′
iηt−1η
′
t−1gj + b
′
iHt−1bj, ∀ i ≤ j = 1, . . . , N
where C = [cij] is a scalar matrix, and each ai = (ai1, . . . , aiN), gi = (gi1, . . . , giN) and
bi = (bi1, . . . , biN) are N × 1 parameter vectors. On its own, each θij,t can be viewed as
a conditional covariance equation of an asymmetric BEKK model, with the ADC model
reverting to this under certain conditions (see below).
As mentioned earlier, the ADC model is general enough to nest other multivariate
GARCH models, namely the asymmetric versions of the VECH, BEKK, FARCH and
CCC models. To easily observe this, consider the bivariate case N = 2. These four
models will result under the following conditions:
• ρ12 = a12 = g12 = b12 = a21 = g21 = b21 = 0 and φ12 = 1 gives an asymmetric
VECH model1:
h11,t = c11 + (a
2
11 + g
2
11I
2
1,t−1)ε
2
1,t−1 + b
2
11h11,t−1,
h12,t = c12 + (a11a22 + g11g22I1,t−1I2,t−1)ε1,t−1ε2,t−1 + b11b22h12,t−1,
h22,t = c22 + (a
2
22 + g
2
22I
2
2,t−1)ε
2
2,t−1 + b
2
22h22,t−1.
• ρ12 = and φ12 = 1 gives an asymmetric BEKK model:
h11,t = c11 + (a
2
11 + g
2
11I
2
1,t−1)ε
2
1,t−1 + 2(a11a12 + g11g12I1,t−1I2,t−1)ε1,t−1ε2,t−1
+ (a222 + g
2
22I
2
2,t−1)ε
2
2,t−1 + b
2
11h11,t−1 + 2b11b12h12,t−1 + b
2
12h22,t−1,
h12,t = c12 + (a11a21 + g11g21I
2
1,t−1)ε
2
1,t−1 + (a12a22 + g12g22I
2
2,t−1)ε
2
2,t−1
+ [(a11a22 + a12a21) + (g11g22 + g12g21)I1,t−1I2,t−1]ε1,t−1ε2,t−1
+ b11b21h11,t−1 + (b11b22 + b12b21)h12,t−1 + b12b22h22,t−1,
1In fact, this model is also an asymmetric DBEKK(1, 1, 1) model - they are observationally equivalent
under this setting.
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h22,t = c22 + (a
2
22 + g
2
22I
2
2,t−1)ε
2
2,t−1 + 2(a21a22 + g21g22I1,t−1I2,t−1)ε1,t−1ε2,t−1
+ (a221 + g
2
21I
2
1,t−1)ε
2
1,t−1 + b
2
22h22,t−1 + 2b21b22h12,t−1 + b
2
21h11,t−1.
• ρ12 = 0, Φ = λλ′, cij = c, a′iεt−1ε′t−1aj = α(w′εt−1)2, g′iηt−1η′t−1gj = γ(w′ηt−1)2,
b′iHt−1bj = β(w
′Ht−1w) and σij = ωij − λiλjw′Cw (∀ i, j = 1, 2) gives an asym-
metric FARCH model:
hij,t = σij + λiλj[c+ α(w
′εt−1)2 + γ(w′ηt−1)
2 + β(w′Ht−1w)], ∀ i, j = 1, 2.
• a12 = g12 = b12 = a21 = g21 = b21 = 0 and φ12 = 0 gives an asymmetric CCC model:
h11,t = c11 + (a
2
11 + g
2
11I
2
1,t−1)ε
2
1,t−1 + b
2
11h11,t−1,
h12,t = ρ12
√
h11,th22,t,
h22,t = c22 + (a
2
22 + g
2
22I
2
2,t−1)ε
2
2,t−1 + b
2
22h22,t−1.
Having four seemingly different multivariate GARCH models in the one general model
is obviously an advantage of the ADC model, and can make techniques such as model
selection much easier. However, in all forms of the model, parameter interpretation is
difficult due to the general BEKK notation. In addition, the ADC model only allows
for asymmetric effects in conditional covariances based on residuals of the same sign and
thus ignore potential asymmetries for residuals of opposite signs.
4.2.3 The AG-DCC Model
Cappiello et al. (2006) extends the DCC model by Engle (2002) (reviewed in Chapter
3) to incorporate asymmetric effects. This is called the Asymmetric Generalised DCC
(AG-DCC) model, and the form of the conditional covariance matrix Ht remains the
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same as that for the DCC model:
Ht = DtPtDt
where Dt = diag(
√
h11,t, . . . ,
√
hNN,t) and Pt = [ρij,t] is a correlation matrix. The differ-
ence comes in the structure of Pt: let zt = D
−1
t εt denote the standardised residual vector
and P¯ = E(ztz
′
t) the unconditional correlation matrix of the standardised residuals, as
with the DCC model. In addition, define ηit = Iitzit where
Iit =

1 if zit < 0,
0 otherwise
i = 1 . . . , N
with the vector ηt = (η1t, . . . , ηNt) and let Υ¯ = E(ηtη
′
t). As with the DCC model, the
conditional correlations are defined by
ρij,t =
qij,t√
qii,tqjj,t
, ∀ i < j = 1, . . . , N
but now the matrix Qt = [qij,t] is defined as
Qt = P¯ − A′P¯A−B′P¯B −G′Υ¯G+ A′zt−1z′t−1A+G′ηt−1η′t−1G+B′Qt−1B, (4.4)
where A, G and B are N×N parameter matrices. Each ηit will either be zero or a negative
residual, and so the vector ηt will only impact on Qt when the standardised residuals zit
and zjt are both negative. When this occurs, Qt will be increased by G
′ηt−1η
′
t−1G.
While this notation results in a significant parameter number increase over the stan-
dard DCC model, restrictions can be placed on the parameter matrices to render the
model more parsimonious. An example of this is the assumption that A, G and B are
diagonal, which reduces Qt to the following form:
Qt = P¯  (ιι′−aa′−bb′)− Υ¯gg′+aa′zt−1z′t−1 +gg′ηt−1η′t−1 +bb′Qt−1 (4.5)
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where ι is a vector of ones and a, g and b are vectors containing the diagonal elements
of the matrices A, G and B respectively. A further reduction in parameter numbers is
achieved by considering the scalar representation of equation (4.4), which simply extends
the DCC model to include asymmetric effects (called the A-DCC model):
Qt = (1− a2 − b2)P¯ − g2Υ¯ + a2zt−1z′t−1 + g2ηt−1η′t−1 + b2Qt−1 (4.6)
where a, g and b are scalars. Cappiello et al. (2006) recommend the use of the scalar
form in equation (4.6) for problems of high dimension.
As with the DCC model, estimation of the parameters of the AG-DCC model has the
same two-step procedure as described in Section 3.2, i.e. univariate models are fitted to
obtain estimates of each hii,t, then, by setting P¯ and Υ¯ to their sample values, estimating
the parameters contained in Qt. A set of sufficient conditions to ensure that Qt is PD for
all t during estimation in all forms of the AG-DCC model are as follows:
• AG-DCC : P¯ − A′P¯A−B′P¯B −G′Υ¯G is positive semi-definite and Q1 is PD;
• AG-DCC Diagonal : P¯  (ιι′ − aa′ − bb′) − Υ¯  gg′ is positive semi-definite and
Q1 is PD;
• A-DCC : (1− a2 − b2)P¯ − g2Υ¯ is positive semi-definite and Q1 is PD.
The A-DCC condition will hold when a2+δg2+b2 < 1, where δ = max{eigs(P¯− 12 Υ¯P¯− 12 )}.
Estimation is quite straightforward with the AG-DCC model, since a two-step pro-
cedure is used and conditions are given (as above) to ensure the PD of Qt. Having the
flexibility of either a more general model (capturing more effects) or a more restrictive
model (reducing parameter numbers) is also an advantage. However, similar to the ADC
model, the asymmetric effects in conditional correlations only exist when the standard-
ised residuals are of the same sign. Thus they do not consider asymmetry when these
residuals are of opposite sign. Also, the parameters are difficult to interpret, because of
the BEKK notation that places non-linear parameters on each correlation effect in Qt.
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Summary
As with the symmetric multivariate GARCH models reviewed in Chapter 3, the asym-
metric multivariate GARCH models reviewed here all have “good” and “bad” properties.
To encapsulate the “good” properties of these models, in the following section an exten-
sion to the PVECH model from Chapter 3 will be proposed that incorporates asymmetric
effects. This will generalise the asymmetric diagonal VECH model to incorporate both
symmetric and asymmetric effects from other markets (e.g. spillover parameters). Parsi-
mony will also be achieved by imposing a specific order of markets in the dataset - details
of which will follow. Using Bayesian model selection, I decide on the different forms of
asymmetry that is present in some selected international stock market indices.
4.3 The APVECH Model Family
In order to identify the different types of multivariate asymmetry in stock returns, while
maintaining desirable features such as simplicity, parsimony and the ability to satisfy PD
and CS in a straightforward manner, an extended family of multivariate GARCH mod-
els is presented in this section. The parsimonious symmetric VECH model proposed in
Chapter 3 will be extended by adapting similar forms to the model of De Goeij and Mar-
quering (2004), but improving on these forms via the inclusion of additional asymmetric
terms in covariance intercepts and spill-over effects in the volatility equations.
Let yt = (y1t, . . . , yNt) denote the N -dimensional time series of sample size n at time
t. The time series labelled 1, i.e. y1t = (y11, . . . , y1n) should be set as the largest or most
significant or most influential series among those considered. The second most influential
or second largest series should occupy label 2. The remaining labels are irrelevant in our
model. Among practitioners and analysts alike, such choices are usually straightforward
and non-controversial. In studies combining data across markets, the US market would
typically be 1 and Japan might be 2, while among individual assets the role of 1 and
2 could be decided by market capitalisation rankings without much controversy. The
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residual vector εt is defined analogously to yt and ψt−1 denotes the information set up
to time t − 1. Motivated from many empirical studies of stock returns, starting with
Bollerslev (1987), the error distribution εt|ψt−1 is chosen as a multivariate standardised
Student-t distribution with ν degrees of freedom and time-varying covariance matrix
Ht = [hij,t]:
εt|ψt−1 ∼ t∗ν(0, Ht), εt =
√
ν − 2
ν
H
1
2
t zt, (4.7)
where the vector zt follows the multivariate Student-t distribution with mean vector 0
and covariance matrix
ν
ν − 2IN (IN is the N × N identity matrix). Standardising this
distribution as in equation (4.7) ensures that εt|ψt−1 has a covariance matrix equal to
Ht. The asterisk
∗ has been included to distinguish between the distributions. Note that
this is not the usual choice for multivariate models. All the models reviewed so far have
employed Gaussian errors.
Asymmetry in the model will be driven, as usual, by the indicator vector It =
(I1t, . . . , INt), defined as:
Iit =

1 if εit < 0
0 otherwise
, i = 1, . . . , N,
as in equation (4.2). Ht contains the N conditional variances plus the N(N − 1)/2
conditional covariances between each pair yit, yjt (i.e. hij,t ∀ i, j, t), each of which can
contain numerous parameters to capture autoregressive, spill-over and asymmetric effects.
In order to maintain parsimony, with the addition of nonlinearity to the PVECH model
family from Chapter 3, the following questions were considered:
1. How does volatility in the most influential stock (market) affect volatility in smaller
stocks?
2. How do movements or shocks in the most influential stock (market) nonlinearly
affect the volatility in smaller stocks?
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3. How do movements or shocks in the second most influential stock (market) nonlin-
early affect volatility in the most influential stock (market)?
4. How do movements in pairs of markets nonlinearly and interactively affect their
dynamic covariance?
These are common questions asked by analysts when modelling multivariate stock return
data. By restricting our attention to these questions only, we can significantly reduce
the number of parameters in the model by simply setting certain likely insignificant
asymmetric effects to be zero.
The proposed model family, which is called the Asymmetric PVECH (APVECH)
model, can be described by the following set of equations (∀ i 6= j = 2, . . . , N):
y1t = m10 +m11y1,t−1 + ε1t,
yit = mi0 +miiyi,t−1 + εit,
h11,t = c11 + γ11I1,t−1 + (a11 + α11I1,t−1)ε21,t−1 + b11h11,t−1
+ (d12 + δ12I2,t−1)ε22,t−1 + e12h22,t−1,
hii,t = cii + γiiIi,t−1 + (aii + αiiIi,t−1)ε2i,t−1 + biihii,t−1
+ (di1 + δi1I1,t−1)ε21,t−1 + ei1h11,t−1,
hij,t = cij + γij,1Ii,t−1Ij,t−1 + γij,2Ii,t−1(1− Ij,t−1) + γij,3(1− Ii,t−1)Ij,t−1 + bijhij,t−1
+ [aij + αij,1Ii,t−1Ij,t−1 + αij,2Ii,t−1(1− Ij,t−1) + αij,3(1− Ii,t−1)Ij,t−1]εi,t−1εj,t−1.
Below are some comments about this model:
• Volatility includes the usual GARCH(1, 1) equation with intercept cii, ARCH effect
aii and GARCH effect bii. For i = 1 spill-over effects are allowed from the second
stock’s volatility (via e12) and squared shock (d12). For i > 1 equivalent spill-
over effects come from stock i = 1. Asymmetry is allowed via threshold nonlinear
effects from the stock itself, allowing the intercept to change to (cii + γii) and the
ARCH effect to become (aii + αii) when Ii,t−1 = 1 ≡ εi,t−1 < 0. Asymmetric
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spill-over effects from stock 1 are allowed, driven by stock 1, via changing (di1) to
(di1 + δi1) when I1,t−1 = 1. There are four possible regimes here, depending on the
combinations (I1,t−1, Ii,t−1) = (0, 0); (0, 1); (1, 0); (1, 1). Thus different responses in
volatility are allowed in each stock depending on whether stock i and stock 1 are
both rising unexpectedly, both falling unexpectedly, or one falling and the other
rising unexpectedly.
• Covariance for yit and yjt, denoted hij,t, again includes simple GARCH(1, 1)-type
dynamics with intercept, “ARCH” and “GARCH” parameters (cij, aij and bij).
Asymmetry is now driven by the interaction between the two markets in question via
the indicators (Ii,t−1, Ij,t−1). Again, the intercept and “ARCH” effects are allowed
to change, in response to combinations of each stock unexpectedly rising and/or
falling; with four regimes present again.
• Each mean equation exhibits a simple AR(1) process, as in the PVECH model of
Chapter 3. I have chosen to focus on volatility and covariance asymmetry in the
APVECH model, rather than mean asymmetry, which will be examined in detail
in Chapter 5.
Such asymmetric and interactive volatility effects between large markets (e.g. US) and
domestic markets have been found in the univariate analyses of Chen et al. (2005) and
Chen et al. (2006b). De Goeij and Marquering (2004) finds asymmetric and interactive
volatility and covariances between stock and bond markets, and also assume the effects
bii, eii, bij are symmetric only, for parsimony. These studies motivated the choices of which
parameters to allow to have nonlinear asymmetric effects. The APVECH model is similar,
in spirit only, to that in De Goeij and Marquering (2004). For the model proposed here:
the parameters all enter linearly, are easily interpretable and appear in one equation only,
as opposed to the BEKK extended form in Kroner and Ng (1998) and Cappiello et al.
(2006) whose parameters are repeated across equations, appear as products with other
parameters (i.e. nonlinear) and are generally difficult to interpret quantitatively. Apart
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from the simple form of De Goeij and Marquering (2004), asymmetric VECH models,
such as the one proposed here, have not appeared in the literature, to the best of my
knowledge, mainly due to the difficulty in enforcing PD and CS in this model form and
maintaining parsimony.
4.3.1 Unconditional Properties and the Likelihood Function
The unconditional properties of this model family will now be investigated. Later, these
are used to help enforce the necessary and sufficient conditions for PD and CS.
Because the APVECH model has independent AR(1) equations for each mean, the
unconditional mean vector µ1 = E(yt) for this model is the same as that for the PVECH
model in equation (3.16), i.e.
µ1 = [IN − diag(m1)]−1m0
where m0 = (m10, . . . ,mN0) and m1 = (m11, . . . ,mNN) are N × 1 parameter vectors.
Equivalently in element form,
µi =
mi0
1−mii , ∀ i = 1, . . . , N.
The unconditional covariance matrix E(Ht) can be derived by examining the conditional
variances and covariances separately: To derive the unconditional variances, we begin
with
Var(yit) = Var(mi0 +miiyi,t−1 + εit)
= m2iiVar(yit) + Var(εit)
⇒ Var(yit) = Var(εit)
1−m2ii
, ∀ i = 1, . . . , N.
Now Var(εit) = E(ε
2
it) = E(hii,t), which gives
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E(h11,t) = c11 + γ11E(I1t) + (a11 + α11E(I1t))E(ε
2
1t) + b11E(h11,t)
+ (d12 + δ12E(I2t))E(ε
2
2t) + e12E(h22,t),
E(hii,t) = cii + γiiE(Iit) + (aii + αiiE(Iit))E(ε
2
it) + biiE(hii,t)
+ (di1 + δi1E(I1t))E(ε
2
1t) + ei1E(h11,t).
Under the assumption that εit (and therefore zit) is symmetric about zero and knowing
that Iit is a Bernoulli random variable, we have E(Iit) =
1
2
. Therefore
E(h11,t) = c11 +
1
2
γ11 + (a11 +
1
2
α11 + b11)E(h11,t) + (d12 +
1
2
δ12 + e12)E(h22,t),
E(hii,t) = cii +
1
2
γii + (aii +
1
2
αii + bii)E(hii,t) + (di1 +
1
2
δi1 + ei1)E(h11,t).
Let λrr = crr +
1
2
γrr, ωrr = arr +
1
2
αrr + brr and κrs = drs +
1
2
δrs + ers for any positive
integers r and s. By rearrangement of the above equations, we obtain
E(h11,t) =
λ11(1− ω22) + λ22κ12
(1− ω11)(1− ω22)− κ12κ21 and E(hii,t) =
λii + κi1E(h11,t)
1− ωii
and hence the unconditional variances for the model are
Var(y1t) =
λ11(1− ω22) + λ22κ12
[(1− ω11)(1− ω22)− κ12κ21](1−m211)
,
Var(yit) =
λii + κi1E(h11,t)
(1− ωii)(1−m2ii)
, ∀ i = 2, . . . , N.
Now for the unconditional covariances, we begin with
Cov(yit, yjt) = Cov(mi0 +miiyi,t−1 + εit,mj0 +mjjyj,t−1 + εjt)
= miimjjCov(yit, yjt) + Cov(εit, εjt)
⇒ Cov(yit, yjt) = Cov(εit, εjt)
1−miimjj , ∀ i < j = 1, . . . , N.
Now Cov(εit, εjt) = E(εitεjt) = E(hij,t), which gives
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E(hij,t) = cij + γij,1E(IitIjt) + γij,2E[Iit(1− Ijt)] + γij,3E[(1− Iit)Ijt]
+ aijE(εitεjt) + αij,1E(IitIjtεitεjt) + αij,2E[Iit(1− Ijt)εitεjt]
+ αij,3E[(1− Iit)Ijtεitεjt] + bijE(hij,t).
(4.8)
Analogous to each Iit determining the position of each residual either side of zero, each
Iit and Ijt together determine which “quadrant” the residual vector (εit, εjt) appears in
the corresponding 2-dimensional plane. In fact, determining the exact unconditional
covariance for the APVECH model is a very difficult problem - this is because each of
the expectations in equation (4.8) involving Iit turn out to be non-linear functions of
the conditional covariances which do not simplify as well as that in the unconditional
variance calculations (for example). To see why this is the case, refer to the Appendix
of this chapter for derivations of the expectations in equation (4.8). For the purposes of
fitting the APVECH model to stock returns and enforcement of covariance stationarity,
it is much easier to make the following assumption, which does not appear to affect the
model’s performance overall (e.g. see Sections 4.6 and 4.7): In the ADVECH model
by De Goeij and Marquering (2004) (reviewed in Section 4.2), a stationarity condition
imposed during estimation was presented in this paper “assuming that errors are equally
distributed around zero for the quadrants”. This assumptions means that there are an
equal number of residual observations in each of the four quadrants, implying that
E[(1− Iit)(1− Ijt)] = E(IitIjt) = E[Iit(1− Ijt)] = E[(1− Iit)Ijt] = 1
4
.
Applying this restriction to the APVECH model, equation (4.8) then becomes
E(hij,t) = cij +
1
4
γij,1 +
1
4
γij,2 +
1
4
γij,3 + aijE(hij,t) +
1
4
αij,1E(hij,t)
+
1
4
αij,2E(hij,t) +
1
4
αij,3E(hij,t) + bijE(hij,t)
⇒ E(hij,t) =
cij +
1
4
γij,1 +
1
4
γij,2 +
1
4
γij,3
1− aij − 14αij,1 − 14αij,2 − 14αij,3 − bij
.
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Hence, under the assumption of De Goeij and Marquering (2004), the unconditional
covariance of the model can be approximated by
Cov(yit, yjt) =
cij +
1
4
γij,1 +
1
4
γij,2 +
1
4
γij,3
(1− aij − 14αij,1 − 14αij,2 − 14αij,3 − bij)(1−miimjj)
, ∀ i < j = 1, . . . , N.
Therefore
E(Ht) =

Var(yit) if i = j,
Cov(yit, yjt) if i 6= j.
We set the initial covariance matrix as H1 = E(Ht), which again is independent of t. The
conditional covariance matrix Ht, t = 2, . . . , n is then defined in (4.7).
Let y denote the data and θ denote the set of all parameters in the model. Using
equation (4.7), the likelihood function is the product of the n multivariate standardised
Student-t PDFs:
p(y|θ) =
{
Γ
(
ν+N
2
)
Γ
(
ν
2
)
[(ν − 2)pi]N2
}n n∏
t=1
|Ht|− 12
(
1 +
ε′tH
−1
t εt
ν − 2
)− ν+N
2
with the log likelihood function taking the form
ln p(y|θ) = n ln
{
Γ(ν+N
2
)
Γ(ν
2
)[(ν − 2)pi]N2
}
− 1
2
n∑
t=1
ln |Ht|
− ν +N
2
n∑
t=1
ln
(
1 +
ε′tH
−1
t εt
ν − 2
)
.
(4.9)
The initial values ε1 and H1 are set to their expectations above.
4.3.2 Necessary and Sufficient Conditions for PD and CS
The (sufficient) conditions usually imposed to ensure CS on multivariate GARCH-type
models are directed on the parameters themselves (see for e.g. Bollerslev et al., 1988 and
De Goeij and Marquering, 2004), while no (parameter) conditions exist on the VECH
model in general to ensure PD. Instead, conditions usually imposed are that most pa-
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rameters are restricted to be positive. However, these conditions may not be necessary
for PD and/or CS: parameter values lying outside these restrictions could still achieve
PD and CS data realisations - this was demonstrated in Chapter 3. As in Chapter 3,
the conditions of PD and CS will be applied directly when fitting the APVECH model.
These conditions are given in (3.22) and (3.23) in Chapter 3, but are replicated below for
convenience:
• Positive Definiteness: Each conditional variance value and all eigenvalues of
each conditional covariance matrix are strictly positive:
hii,t > 0 and eigs(Ht) > 0, ∀ t = 1, . . . , n; i = 1, . . . , N.
• Covariance Stationarity: The unconditional mean and covariance matrices exist
and are finite and positive definite:
µ1, H1 are finite; eigs(H1) > 0.
These conditions can be directly enforced during estimation by incorporating them into
the prior distribution under a Bayesian approach; i.e. the prior distribution will be defined
only on the region where (3.22) and (3.23) are satisfied, as detailed in the next section.
Under an MCMC approach, parameter values can be proposed and then accepted or
rejected depending on whether they satisfy any set of conditions: this is a simple way
of constraining the posterior to the required parameter space. Thus, each set of MCMC
iterates produced can be simply rejected if PD and CS are not satisfied via (3.22) and
(3.23). In other words, PD and CS will be measured and satisfied computationally, by
ensuring that each accepted set of MCMC parameter iterates empirically satisfy (3.22)
and (3.23). This flexibility allows valid and efficient inference under the definitions for
PD and CS. Modern computer programming languages, such as Fortran 95, Matlab, etc,
are highly capable of numerically measuring whether the elements of a vector or matrix
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are practically finite or instead practically infinite. Any set of parameters generated via
the MCMC method (described in the next section) that lead to µ1, H1 containing any
practically infinite values, or any of eigs(Ht) < 0 or hii,t < 0 will simply be rejected.
Thus inference will be performed by implicitly considering the region where (3.22) and
(3.23) are satisfied. Thus inference on the necessary and sufficient parameter region, even
though it cannot be written down explicitly, will be performed.
4.4 Bayesian Estimation Procedures
Bayesian inference is made via the joint posterior distribution p(θ|y). An adaptive
MCMC sampling scheme is designed, incorporating the random walk Metropolis and
independent proposal Metropolis-Hastings methods, as well as the delayed rejection sam-
pler of Tierney and Mira (1999), to ensure efficient mixing and quick convergence to the
stationary distribution. Parameters are generated in blocks, where practical and possible,
which also aids mixing (see for e.g. Carter and Kohn, 1994). This sampling scheme is an
extension of that proposed in Chapter 3.
4.4.1 The Gibbs Sampler
Let θk denote the parameter vector corresponding to the kth equation of the model family
(i.e. mean, variance and covariance). The contribution here is in finding the optimal way
to distribute the parameters among the blocks. Too many parameters in each block can
lead to very low MH acceptance rates, while too few in each block can lead to slow mixing.
Further, different ways of combining parameters among blocks can significantly affect
mixing and convergence rates in the MCMC sampler. After much experimentation, I
found that combining parameters from each individual volatility and covariance equations
as separate blocks to be the most efficient design. As such, simulation is undertaken
recursively from the following joint conditional posterior distributions:
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1. p(θy1t , . . . ,θyNt|y,θ 6=y1t,...,yNt)
2. p(θh11,t |y,θ 6=h11,t)
...
...
N + 1. p(θhNN,t |y,θ 6=hNN,t)
N + 2. p(θh12,t |y,θ 6=h12,t)
...
...
N(N + 1)/2 + 1. p(θh(N−1)N,t |y,θ 6=h(N−1)N,t)
N(N + 1)/2 + 2. p(τ |y,θ 6=τ ), τ = ν−1.
We thus simulate recursively all the mean equation parameters across the N equations as
a block; the variance parameters in each of the N volatility equations in N blocks; then
the covariance parameters in each of the N(N−1)/2 covariance equations in N(N−1)/2
blocks; and finally the inverse of the degrees of freedom parameter. We invert ν, as in
Chen et al. (2005), since the resulting parameter space has a finite range - we infer on ν by
simply inverting the MCMC iterates. Performing the scheme for a total of D iterations,
after burn-in, results in a sample from p(θ|y).
4.4.2 Prior and Posterior Distributions
From Bayes’ rule, conditional posterior distributions are given by:
p(θk|y,θ 6=k) ∝ p(y|θ)p(θk|θ 6=k), k = 1, . . . , N(N + 1)/2 + 2;
where p(θk|θ 6=k) is the prior distribution for each parameter grouping. Using an approach
similar to that of Chapter 3, the prior distributions will be assumed uniform:
p(θk|θ 6=k) ∝ I(A), k = 1, . . . , N(N + 1)/2 + 2 (4.10)
where A is the region implicitly defined by (3.22)-(3.23), plus the region 0 < τ < 0.5 which
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ensures the likelihood is finite in ν. Thus each posterior distribution is simply proportional
to the likelihood function, allowing the data to dominate our inferences, inside the region
permitted by PD and CS being satisfied. Even though we cannot explicitly write down
this prior in terms of parameter values, it can easily be enforced in an MCMC analysis by
simply rejecting any parameter values where PD and CS are not satisfied (empirically),
as described above. The prior then implicitly constrains the posterior to lie only on the
region defined by (3.22)-(3.23). Thus PD and CS are guaranteed, while no unnecessary
parameter constraints are enforced.
4.4.3 Conditional Posterior Sampling
As in Chapter 3, the Metropolis-Hastings (MH) and Delayed Rejection (DR) algorithms
will be applied to simulate from each conditional posterior given in Section 4.4.1, since
these distributions are of unknown form. Adaptive MCMC sampling will be applied, as
a burn-in period will be used to assist in the convergence of parameter simulations to the
target distribution, with a sampling period used to make inference - this approach was
also used in Chapter 3.
Each conditional posterior distribution will be simulated as follows:
The Burn-In Period
Begin with some initial guesses θ
[1]
i , i = 1, . . . , N(N +1)/2+2. For the burn-in iterations
j = 1, . . . , w do the following:
1. Draw a random sample θp1i from the proposal distribution:
g1(θi|θ[j−1]i ) ∼ N(θ[j−1]i , c[j]i Ωi)
i.e. a multivariate normal distribution with mean vector θ
[j−1]
i and covariance ma-
trix c
[j]
i Ωi. Having the proposal mean set to the previous MCMC iterate means that
this is a random walk Metropolis step. The matrix Ωi is a diagonal matrix with
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“large” diagonal entries (see Chapter 3), and c
[j]
i is a real number initially set to 1.
2. Draw a random sample u
[j]
1 from Unif[0, 1] and set the following Metropolis accep-
tance probability:
α1(θ
[j−1]
i ,θ
p1
i ) = min
{
1,
p(θp1i |y,θ 6=i)
p(θ
[j−1]
i |y,θ 6=i)
}
. (4.11)
3. If u
[j]
1 < α1, set θ
[j]
i = θ
p1
i . Otherwise, set θ
[j]
i = θ
[j−1]
i , then return to Step 1 for
the next i.
As in Chapter 3, at the end of every kth iteration (for a pre-specified k), calculate the
AR from the previous k iterations as follows
AR
[j]
i =
1
k
j∑
j−k+1
I(θ
[j]
i = θ
p1
i ∪ θ[j]i = θp2i ) ∀ j = k, 2k, . . . , w − k.
For the next set of k iterations set the following values for c
[j+1]
i , ∀ j = k, 2k, . . . , w − k:
c
[j+1]
i =

(
1
2
+ j
2w
)
c
[j]
i if AR
[j]
i < 0.15,
c
[j]
i if 0.15 ≤ AR[j]i ≤ 0.5,(
2− j
w
)
c
[j]
i if AR
[j]
i > 0.5.
As in Chapter 3, the threshold values of 0.15 and 0.5 were chosen to give the final ARs
a greater chance of reaching the optimal AR of 0.234 by Roberts et al. (1997).
The Sampling Period
Let θ¯i and Σˆi denote the sample means and covariances of the iterations in the burn-in
period for each parameter group i. For iterations j = w + 1, . . . , J do the following:
1. Draw a random sample θp1i from the proposal distribution:
g1(θi|θ[j−1]i ) ∼ N(θ¯i, Σˆi).
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2. Draw a random sample u
[j]
1 from Unif[0, 1] and set the following MH acceptance
probability:
α1(θ
[j−1]
i ,θ
p1
i ) = min
{
1,
p(θp1i |y,θ 6=i)g1(θ[j−1]i |θp1i )
p(θ
[j−1]
i |y,θ 6=i)g1(θp1i |θ[j−1]i )
}
.
3. If u
[j]
1 < α1, set θ
[j]
i = θ
p1
i and return to Step 1 for the next i. Otherwise, perform
a delayed rejection step:
4. Draw a random sample θp2i from the proposal distribution:
g2(θi|θ[j−1]i ,θp1i ) ∼ N
(
1
2
(θ¯i + θ
[j−1]
i ),
1
2
Σˆi
)
.
5. Draw a random sample u
[j]
2 from Unif[0, 1] and set the following MH acceptance
probability:
α2(θ
[j−1]
i ,θ
p1
i ,θ
p2
i ) = min
{
1,
N2
D2
}
where
N2
D2
=
p(θp2i |y,θ 6=i)g1(θp1i |θp2i )g2(θ[j−1]i |θp2i ,θp1i )[1− α1(θp2i ,θp1i )]
p(θ
[j−1]
i |y,θ 6=i)g1(θp1i |θ[j−1]i )g2(θp2i |θ[j−1]i ,θp1i )[1− α1(θ[j−1]i ,θp1i )]
.
6. If u
[j]
2 < α2, set θ
[j]
i = θ
p2
i . Otherwise, set θ
[j]
i = θ
[j−1]
i . Return to Step 1 for the
next i.
The set of simulations
{
θ
[w+1]
i , . . . ,θ
[J ]
i
}N(N+1)/2+2
i=1
is then a sample from the joint pos-
terior distribution p(θ|y) of the APVECH model.
4.5 Bayesian Model Selection
As mentioned in Chapter 1, there are many techniques existing in the literature that
can determine the “best” model in a problem from a group of competing models, both
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from classical and Bayesian perspectives. Perhaps the most commonly used classical
model selection techniques applied to GARCH models are the ones involving information
criterion functions: Let θˆk denote the parameter estimates calculated from fitting model
k to the data y, where k = 1, . . . , K (a total of K competing models). Akaike (1974)
proposes the Akaike Information Criterion (AIC) function which is defined by
AICk = −2 ln p(y|θˆk) + 2Pk
where p(y|θˆk) is the likelihood function value for model k, while Pk is the number of
parameters in model k. The model that has the smallest AIC value is typically the model
selected for the problem. The purpose of the 2Pk is to “penalise” models containing too
many parameters. The majority of information criterion functions differ based on this
penalty. For example, the Bayesian Information Criterion (BIC) function of Schwarz
(1978) is defined by
BICk = −2 ln p(y|θˆk) + Pk ln(n)
where n is the sample size. Thus the BIC calculated for models with a large number of
parameters will have a larger penalty than that from the AIC.
From a Bayesian perspective, model selection is performed by calculating posterior
model probabilities Pr(M = k|y), for k = 1, . . . , K, and the model with maximum poste-
rior probability is chosen. Under the discrete assumption of Bayes’ rule, this probability
can be written as
Pr(M = k|y) = p(y|M = k) Pr(M = k)∑K
i=1 p(y|M = i) Pr(M = i)
(4.12)
where Pr(M = i) denotes the prior model probability for model i and p(y|M = i)
denotes the corresponding marginal likelihood function. As the setting of Pr(M = i) is
typically subjective, the calculation of the marginal likelihood p(y|M = i) has achieved
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the majority of focus in the literature. Analytically it can be calculated as
p(y|M = i) =
∫
θi
p(y|θi,M = i)p(θi|M = i)dθi (4.13)
where θi denotes the vector of parameters for model i. However, exact analytic evalua-
tion of the integral in (4.13) is possible only in elementary cases, for example exponential
family distributions with conjugate priors (see Kass and Raftery, 1995). Various numer-
ical approximations of the marginal likelihood has thus been explored, some examples of
which are given below:
4.5.1 Marginal Likelihood Approximations
To approximate the marginal likelihood p(y|M = i) for model i, the following approaches
have been considered:
Monte Carlo Approximations
By simply averaging the likelihoods from sampled parameter values, a simple Monte Carlo
estimate of p(y|M = i) can be obtained as follows:
pˆ(y|M = i) = 1
J
J∑
j=1
p(y|θ[j]i ,M = i) (4.14)
where θ
[j]
i represents the jth parameter value simulated from the prior distribution
p(θi|M = i), for j = 1, . . . , J . A similar estimator is the harmonic mean of likelihood
values proposed by Newton and Raftery (1994), given by
pˆ(y|M = i) =
[
1
J
J∑
j=1
(
1
p(y|θ[j]i ,M = i)
)]−1
. (4.15)
Kass and Raftery (1995) mention that the variance of the estimate in (4.14) can be quite
large, especially when the posterior is concentrated relative to the prior, resulting in
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many small likelihood values in combination with a few large likelihood values. Similarly,
Chib (1995) mentions the instability of the estimate in (4.15) as the inverse likelihood
does not have finite variance. An alternative estimator that can avoid these issues is
the one calculated via importance sampling, which uses a weighted average based on a
user-defined function p∗(θ[j]i |M = i) as follows:
pˆ(y|M = i) =
∑J
j=1 wjp(y|θ[j]i ,M = i)∑J
j=1wj
(4.16)
where wj = p(θ
[j]
i |M = i)/p∗(θ[j]i |M = i). The variance of (4.16) can thus be controlled by
choosing an appropriate function for p∗(θ[j]i |M = i). Gerlach et al. (1999) use importance
sampling to estimate marginal likelihood terms for a family of autoregressive time series
models.
Approximation from Gibbs Sampler Output
Chib (1995) proposes to approximate marginal likelihoods by utilising output from a
Gibbs sampler that has been used to generate samples from the joint posterior distribution
p(θi|y,M = i). The first step of this is to make the marginal likelihood the subject of
the Bayes’ rule formula as follows:
p(y|M = i) = p(y|θi,M = i)p(θi|M = i)
p(θi|y,M = i)
and then convert to the “computationally convenient” logarithm scale:
ln p(y|M = i) = ln p(y|θi,M = i) + ln p(θi|M = i)− ln p(θi|y,M = i) (4.17)
This approach requires that the samples from the joint posterior distribution p(θi|y,M =
i) were generated from B blocks of conditional posteriors in a Gibbs sampling scheme:
Define the parameter vector θi for the ith model in such a way that it can be decomposed
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into B parameter blocks, i.e. θi = {θi1, . . . ,θiB}. Hence the conditional posteriors are
1. p(θi1|y,θ 6=i1,M = i)
...
...
b. p(θib|y,θ 6=ib,M = i)
...
...
B. p(θiB|y,θ 6=iB,M = i).
Now the joint posterior can be written as the product of the conditional posteriors
p(θi|y,M = i) = p(θi1|y,M = i)× p(θi2|y,θi1,M = i)
× . . .× p(θiB|y,θi1, . . . ,θi,B−1,M = i).
A Monte Carlo estimate of each conditional posterior p(θib|y,θi1, . . . ,θi,b−1,M = i) is
p(θib|y,θi1, . . . ,θi,b−1,M = i)
=
1
J
J∑
j=1
p(θib|y,θi1, . . . ,θi,b−1,θ[j]i,b+1, . . . ,θ[j]iB,M = i)
(4.18)
and when substituted into equation (4.17), we obtain an approximation for the (log)
marginal likelihood:
ln pˆ(y|M = i) = ln p(y|θi,M = i) + ln p(θi|M = i)
−
B∑
b=1
ln p(θib|y,θi1, . . . ,θi,b−1,M = i).
This technique eliminates the need to control the variance of marginal likelihood estimate,
since information from the joint posterior distribution is included in the calculations. In
applications, however, this technique requires knowledge of the normalising constants
of the full conditional posteriors. This means that the posteriors must be of a known
100
form (e.g. Gaussian, Student-t, etc). Chib and Jeliazkov (2001) extend this technique
to include the case where knowledge of the conditional posteriors was obtained via MH
methods. This simply adjusts equation (4.18) to include relevant acceptance probabilities
and proposal distributions obtained from the full conditional posterior.
4.5.2 Reversible-Jump MCMC
Green (1995) proposes the reversible-jump MCMC approach to calculating posterior
model probabilities. The idea is to generate samples from each posterior distribution
p(θk|y,M = k) and Pr(M = k|y), k = 1, . . . , K via a Metropolis-Hastings algorithm
that “jumps” between each of the K model spaces. There is essentially two additional
requirements compared to that of the standard MH acceptance probability from equation
(2.2) in order to move from model l to model m:
• A one-to-one bijective transformation that defines exactly how the sampling scheme
should move between model spaces. This transformation is given by the functions
ul = fl(θl,θm) and um = fm(θl,θm).
• The probability of making a jump of this type, denoted by PrJ(θl,M = l) and
PrJ(θm,M = m).
So to jump between model l and model m in a sampling scheme at position j, the following
is performed:
1. Draw a proposed value θpm from the proposal distribution gl(ul).
2. Draw a random sample v from Unif[0, 1] and set the following acceptance probabil-
ity:
α = min
{
1,
p(θpm|y,M = m) PrJ(θm,M = m)gm(u[j−1]m )
p(θ
[j−1]
l |y,M = l) PrJ(θl,M = l)gl(upl )
∣∣∣∣∂(θm, um)∂(θl, ul)
∣∣∣∣
}
where
∣∣∣∣∂(θm, um)∂(θl, ul)
∣∣∣∣ denotes the Jacobian of the bijection transformation.
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3. If v < α, jump to model space m and update θm. Otherwise, remain at model
space l and update θl.
Papers by Vrontos et al. (2000) and Chen et al. (2005) have successfully implemented
this technique in GARCH model selection.
4.5.3 Congdon’s Method
The Bayesian model selection techniques just discussed have been highly successful in
the literature. However (i) all involve certain subjective choices that the final results
can be highly sensitive to, and (ii) most involve running the MCMC chain for more
iterations, or multiple times, for each model. The approximate approach by Congdon
(2006) will be employed on the APVECH model family proposed in this chapter to detect
for asymmetric effects in stock returns. This method simply relies on having available
independently sampled MCMC chains from each model under consideration and no extra
complexity is introduced by having more than two models under comparison.
Let θ =
{
θ
[j]
1 , . . . ,θ
[j]
K
}J
j=1
denote MCMC samples taken independently from the
posterior distributions {p(θk|y,M = k)}Kk=1 of the K considered models. The posterior
model probability Pr(M = k|y) can be written in integral notation as
Pr(M = k|y) =
∫
Pr(M = k|y,θ)p(θ|y)dθ.
Under some apparently non-standard and controversial assumptions (discussed below),
Congdon (2006) shows that, evaluated at MCMC iteration j, this integral can be approx-
imately estimated via:
Pr(M = k|y,θ[j]k ) =
p(y|θ[j]k ,M = k)p(θ[j]k |M = k) Pr(M = k)
K∑
i=1
p(y|θ[j]i ,M = i)p(θ[j]i |M = i) Pr(M = i)
. (4.19)
An approximate Monte Carlo estimate of Pr(M = k|y) is then:
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Pˆr(M = k|y) = 1
J
J∑
j=1
Pr(M = k|y,θ[j]k ) (4.20)
i.e. the average of the conditional model posteriors over the iterations.
Robert and Marin (2008) point out that this method is approximate since sampling
from the distribution p(θk|y,M = k) independently is not achieving a sample from the
joint model posterior p(θ|y) (not conditioning on any model) as required in the integral
above. This point is irrefutable. However, they also found the approximation involved
to be quite accurate in the toy examples they considered. It is also beyond doubt that
many (often Gaussian) approximations applied in statistical/econometric practice are
not true or accurate in the finite samples they are applied to, but instead the sampling
properties of such estimators/tests are (sometimes examined and found to be or often
simply assumed to be) acceptable, in the results they deliver. I will provide yet more
evidence that Congdon’s method fits into this category: practically it is a very accurate
and powerful model selection tool, regardless of the mathematical appropriateness of its
questionable assumptions.
Congdon’s method requires the following assumptions to be made:
(i) Given model M = k, the parameters between the K models are a priori indepen-
dent; see equation (2) in Congdon (2006) and Carlin and Chib (1995, pp 475).
(ii) The posterior distribution p(θk|y,M = k) is independent of θj where k 6= j. i.e.
given the data and M = k, the parameters of model M = k are independent of the
parameters of model M = j. See also Scott (2002).
(iii) The prior distribution p(θj|M = k) is uniform and proportional to 1. This is
equation (3) in Congdon (2006) and is an interesting assumption. If the current
model is M = k, a priori this tells us nothing about the parameters of model M = j.
Once again, these assumptions seem somewhat strange. However, it is not the purpose
of this chapter to justify or suggest these assumptions are reasonable. Logically, perhaps
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they are not, as again are many Gaussian, and other, assumptions applied in statistical
and econometric practice. Instead, the purpose of this chapter is to highlight the finite
sample performance of this approximate model selection tool in an extensive simulation
study. The results delivered are remarkable and illustrate the robustness of this method
to these apparently illogical assumptions and the approximation discussed above.
4.6 Simulation Study
The methods in Section 4.4 and 4.5 will now be examined in a simulation study. Four
different models from the APVECH model family given in Section 4.3 will be considered,
in a bivariate setting (N = 2). I proceed to estimate the parameters using simulated data,
and use Congdon’s model selection procedure in Section 4.5 to evaluate model selection.
4.6.1 The Bivariate APVECH Model Family
When N = 2, the APVECH model family from Section 4.3 becomes:
y1t = m10 +m11y1,t−1 + ε1t,
y2t = m20 +m22y2,t−1 + ε2t,
h11,t = c11 + γ11I1,t−1 + (a11 + α11I1,t−1)ε21,t−1 + b11h11,t−1
+ (d12 + δ12I2,t−1)ε22,t−1 + e12h22,t−1,
h22,t = c22 + γ22I2,t−1 + (a22 + α22I2,t−1)ε22,t−1 + b22h22,t−1
+ (d21 + δ21I1,t−1)ε21,t−1 + e21h11,t−1,
h12,t = c12 + γ12,1I1,t−1I2,t−1 + γ12,2I1,t−1(1− I2,t−1) + γ12,3(1− I1,t−1)I2,t−1
+ [a12 + α12,1I1,t−1I2,t−1 + α12,2I1,t−1(1− I2,t−1)
+ α12,3(1− I1,t−1)I2,t−1]ε1,t−1ε2,t−1 + b12h12,t−1.
The four models chosen from this family have a variety of asymmetric behaviour:
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Define the following parameter vectors
θaL = {γ11, α11, γ22, α22},
θaF = {δ12, δ21},
θaC = {γ12,1, γ12,2, γ12,3, α12,1, α12,2, α12,3}
which define the model parameters representing asymmetry, i.e local (L), foreign (F) and
covariance (C) asymmetric parameters. Also let 0i denote the ith order zero vector. The
following table outlines the four models under investigation in this simulation study:
Model Asymmetry Inclusions Asymmetric Parameter Settings
1 Symmetric (PVECH) θaL = 04, θ
a
F = 02, θ
a
C = 06
2 Local Variance Asymmetries θaL 6= 04, θaF = 02, θaC = 06
3 All Variance Asymmetries θaL 6= 04, θaF 6= 02, θaC = 06
4 All Var and Cov Asymmetries θaL 6= 04, θaF 6= 02, θaC 6= 06
Hence a total of K = 4 models are available for selection, with each describing asymmetry
in a slightly different way. Model 1 is a symmetric bivariate PVECH model as in Chapter
3 (but with bivariate standardised Student-t errors), while Model 4 describes the most
general APVECH model in the family.
Equation (4.19) will now be examined in more detail for these models. First, denote:
L
[j]
k = p(y|M = k,θ[j]k )p(θ[j]k |M = k) Pr(M = k). (4.21)
L
[j]
k is the product of a model likelihood, from equation (4.9), a prior distribution and
a prior model probability. The assumption is made that the prior model probabilities
Pr(M = k) are equal, i.e. Pr(M = k) = 1
4
, k = 1, 2, 3, 4.
Under the approach in Section 4.4.2, the assumption is also made that the prior distri-
bution for each model’s set of parameters is uniform over the parameter space restricted
by (3.22) and (3.23), as in (4.10). This prior will usually be improper, since the parameter
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space is potentially infinite. This prior improperness is not a problem during parameter
estimation, for reasonable sample size, since the likelihood dominates inference. However
(4.21) requires the evaluation of p(θ
[j]
k |M = k); i.e. we must choose a proper density for
each model.
To do this, we restrict the range of each parameter to create a finite prior space, while
still maintaining a flat prior over the intersection of this restricted range and the space
allowed by (3.22) and (3.23). Since the above models are nested, the choices remain
consistent across the models. Parameter limits have been chosen well outside the ranges
usually observed in empirical studies and that would be expected to give rise to PD and
CS datasets. For sensitivity purposes, two specific choices have been made. The first is
given as:
Parameter Group Restrictions
θyit θyit ∈ (−2, 2)
θhii,t cii, γii ∈ (−1, 1); θ 6=cii,γii ∈ (−1.5, 1.5)
θhij,t cij, γij,k ∈ (−0.5, 0.5); θ 6=cij ,γij,k ∈ (−1.5, 1.5)
τ τ ∈ (0, 2)
The region A is thus specified by the intersection of these ranges and (3.22) and (3.23)
for each model. I note that throughout simulations and real data examples, I have never
observed any simulated parameter iterates to be outside these ranges, when they were
not enforced. These restrictions result in the following uniform prior distribution for the
chosen models:
Prior Set 1
p(θ
[j]
1 |M = 1) =
1
44 × 310 × 23 , p(θ
[j]
2 |M = 2) =
p(θ
[j]
1 |M = 1)
22 × 32 ,
p(θ
[j]
3 |M = 3) =
p(θ
[j]
2 |M = 2)
32
, p(θ
[j]
4 |M = 4) =
p(θ
[j]
3 |M = 3)
33
.
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To demonstrate that model selection results are not significantly affected by small move-
ments in prior distribution boundaries, another set of prior ranges is examined:
Parameter Group Restrictions
θyit θyit ∈ (−1.5, 1.5)
θhii,t cii ∈ (−1.5, 1.5); γii ∈ (−1, 1); θ 6=cii,γii ∈ (−1.25, 1.25)
θhij,t cij, γij,k ∈ (−0.75, 0.75); θ 6=cij ,γij,k ∈ (−1.5, 1.5)
τ τ ∈ (0, 1)
Comparing these priors to the original set, the widths of all boundaries have either slightly
increased, decreased or remained the same. The prior distribution now becomes:
Prior Set 2
p(θ
[j]
1 |M = 1) =
1
38 × 1.5× 2.58 , p(θ
[j]
2 |M = 2) =
p(θ
[j]
1 |M = 1)
22 × 2.52 ,
p(θ
[j]
3 |M = 3) =
p(θ
[j]
2 |M = 2)
2.52
, p(θ
[j]
4 |M = 4) =
p(θ
[j]
3 |M = 3)
33 × 1.53 .
We see that simpler models are a priori favoured over more complex models for both sets
of prior ranges. Since the ranges are quite wide and MCMC iterates are never close to
either set of boundaries (in my experience), resulting parameter estimates and inferences
will be unaffected by these choices. Calculations in equations (4.19) and (4.20) can now
be performed. Both prior sets will be applied in the simulation and empirical studies in
the following sections.
4.6.2 The Results
Data is simulated with 100 replications, over two separate sample sizes: n = 1, 000 and
n = 3, 000 bivariate observations. This simulation study is repeated for each of the four
possible models. For each of the resulting 400 datasets, all four models considered are
estimated to allow comparison across models and model selection to be conducted.
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For each dataset, the MCMC sampler is run for J = 30, 000 iterations, including a
burn-in period of w = 10, 000 iterations. Prior to the results appearing in this chapter,
convergence of the proposed sampler was checked extensively for some of the simulated
data sets by running the chain multiple times with different starting points and then
observing MCMC trace plots, noting convergence to the same stationary distribution
(within acceptable Monte Carlo sampling error). These experiments revealed that con-
vergence was always clearly achieved well before 10,000 iterations were reached.
Tables 4.1-4.8 (located in the Appendix of this chapter) contain the parameter es-
timation results from the simulation study for n = 1, 000 and n = 3, 000. These con-
tain the mean of the 100 posterior means for each model parameter, plus the means
of the estimated 95% credible intervals (CIs) from each replication (presented as: Esti-
mate[Lower,Upper]). Each CI is simply the 2.5th and 97.5th percentiles of each param-
eter’s MCMC chain, post burn-in. The first two columns identify the parameter (Par)
and its true value (TV) from the model used to simulate the data and whose results are
displayed in blue text. The remaining columns contain results from the other models
fitted to the data, purely for comparative purposes. Any 95% CI not containing the
corresponding TV in these tables is displayed in red text. Each MCMC replication run
for the most complex model (Model 4) at the highest sample size (n = 3, 000) takes on
average 6 min 45 sec to complete on the machine and software described in Section 2.6.
Since the chosen priors are flat, the results in blue in these tables should be (approx-
imately) unbiased: this is indeed the case since all estimates lie close to their TVs, while
their corresponding CIs all contain the TV. This includes the parameters whose TVs are
negative (e.g. c22 and d21) which, under usual parameter restrictions, might be assumed
positive. It is also expected that where additional parameters with TV zero in more com-
plex models are estimated, these should be close to zero. This can be seen in these tables
also (e.g. in Table 4.1 and 4.5, the parameter estimates for γ11, α11 and δ12 in Model 3
for both sample sizes are close to zero, which is also contained in their CIs). Only two
parameters do not satisfy this trait and only when data is simulated from Model 1 (Tables
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4.1 and 4.5), i.e. parameters α22 and α12,1 from Model 4. This correctly indicates that
a simpler model is probably sufficient in these datasets. Alternately, Tables 4.2-4.4 and
4.6-4.8 indicate some bias and precision problems when simpler models are fit to data
simulated from more complex versions (as given by the results in red text); e.g. in Table
4.8 seven of the eighteen parameters in Model 1 are biased and the TV is not included
in their CI. This is especially clear for the parameters a11 and a22 whose estimates are
0.448[0.388, 0.509] and 0.304[0.261, 0.349] (respectively), which are nowhere near their
corresponding TVs of 0.3 and 0.2. The conclusion here is that usually over-fitting in this
model family with the proposed estimators will not cause bias, but will simply reduce
precision, as expected. However, when not accounting for asymmetries present in the
data, an under-fit model will have biased parameter estimates.
Tables 4.1-4.8 also demonstrate how parameter estimation properties improve with an
increased sample size: the parameter estimates generally lie closer to their TVs and are
contained within a tighter CI. However, the biases and errors when fitting models that are
too simple did not improve at all with sample size. Clearly, effects like asymmetry need
to be identified and modelled appropriately so that no biases or large errors in parameter
estimation occur.
Model selection results from this study are contained in Tables 4.9 and 4.10 in the
Appendix. Shown are the mean of each posterior model probability Pˆr(M = k|y), k =
1, 2, 3, 4 over the 100 replications, and the number of times each model was selected out
of 100 as having the highest posterior probability. The first column indicates the true
model and the second denotes the prior used, while the top row indicates which model
was fit to the datasets. The model having the highest (mean) posterior probability
and selected the most times out of the 100 datasets has been displayed in blue text in
these tables. Running Congdon’s model selection procedure to obtain the mean posterior
model probabilities and selection numbers for this simulation study takes approximately
14 sec. The results of this model selection procedure are quite interesting. Firstly, if
Model 1 or 2 was the true model, then the same corresponding model was selected the
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most times out of 100 datasets and had the highest average posterior probability, at
both sample sizes and over both priors. The results are not particularly sensitive to the
two priors considered, which is consistent across all entries in both tables. However, for
n = 1, 000, when Model 3 or Model 4 was the true model, Model 2 had the highest
probabilities and selection numbers. This can be mainly attributed to the fact that the
majority of additional parameters estimated for Models 3 and 4 were insignificant, i.e. the
corresponding CIs contained zero (see Tables 4.3-4.4). This means that the procedure
has seen minimal difference between Models 2-4 in this case and thus has chosen the
most simple model. These results may have been different had the true parameter values
been chosen differently in this simulation study. Generally, n = 1, 000 is a very small
sample size for even a univariate GARCH model to be applied to, but the results are still
encouraging at this level.
The model selection results have improved for the far more reasonable, though still
practically small, sample size of n = 3, 000 (see Table 4.10). When the true model
was Models 1,2 and 4, the same corresponding model was selected between 94 and 99
times for each of the models, while the off-diagonal entries only exhibited small numbers,
ranging between 0 and 6 times selected. Prior sensitivity has also reduced at this sample
size. As in the n = 1, 000 case, Model 2 was chosen when Model 3 was the true model,
although the probabilities and selection numbers have improved somewhat. Once again,
the additional parameters estimated in Model 3 (i.e. δ12 and δ21) were insignificant when
n = 3, 000 (see Table 4.3), but the probabilities and selection numbers improved since
the estimates are more precise (i.e. smaller CI width). Finally I note that, impressively,
the simplest model (Model 1), is correctly chosen 99 times under this measure. Clearly
the posterior model probability (approximation) can account and correct for model size
and complexity very effectively. This may be due to the fact that under the uniform prior
assumption, each p(θ
[j]
k |M = k) decreases with increasing parameter numbers, which in
turn will decrease the value of the conditional probability in equation (4.19) for more
complex models (assuming the other components of this equation are fixed). Hence these
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priors could be viewed as a “penalty” function, similar to that of the information criterion
functions in classical methods. Despite Congdon’s method being an approximation to the
true MC estimate of posterior model probability, in this model family its performance
seems highly and completely satisfactory, suggesting that it is a very good approximation
here, or regardless, at the least a highly effective model selection tool in its own right.
4.7 Empirical Study
The estimation and model selection procedures will now be applied to real financial stock
return data. These consist of four international stock market indices: S&P500 (US),
FTSE100 (UK), All Ordinaries (AU) and Nikkei 225 (JP). Bivariate vectors of percentage
daily log returns are formed via:
yt = 100(ln pt − ln pt−1),
where pt is the bivariate daily closing value at time t.
The following table displays each bivariate return series considered, its time span and
sample size (n):
Bivariate Returns Duration n
S&P500/FTSE100 Apr 3, 84 - Aug 4, 06 5,535
S&P500/All Ordinaries Aug 6, 84 - Aug 4, 06 5,434
S&P500/Nikkei 225 Jan 5, 84 - Aug 4, 06 5,397
FTSE100/All Ordinaries Aug 6, 84 - Aug 4, 06 5,492
FTSE100/Nikkei 225 Apr 3, 84 - Aug 4, 06 5,357
All Ordinaries/Nikkei 225 Aug 6, 84 - Aug 4, 06 5,267
Note that in a bivariate setting, ordering the two markets from largest to smallest is
irrelevant because all possible covariances are captured in the model in this dimension.
Ordering of the markets needs to be done only for N > 2.
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4.7.1 Estimation Results
Table 4.11 in the Appendix displays the model selection results for all six market pairings
across the two priors. The typical times to run each model are up to approximately 11
min 45 sec - this is for the most complex model with the largest sample size (i.e. Model
4 fitted to the US/UK returns with n = 5, 535). Again the results are not too sensitive
to these choices. The probabilities in the blue text are the highest across the models and
indicate the model selected in each case. Model 4 was clearly favoured for all market
pairings, except for the US/AU pair which favoured Model 3. These results tell us that
variance and covariance asymmetry occurs and is strongly favoured (over the symmetric
Model 1) in all market pairings, except for the US/AU pair which favours only variance
asymmetry.
Tables 4.12-4.23 in the Appendix contain the parameter estimation results for each
bivariate series. A number of observations can be made from these tables. Firstly, the
results show the usual high persistence in volatility for stock returns, since aii + bii has
a high value (> 0.75) in each market pair, while persistence in covariance is still strong
(a12 + b12 > 0.85) for five of the pairs (US/UK, US/JP, UK/AU, UK/JP and AU/JP),
but slightly weaker for the US/AU pair.
Volatility asymmetry is also quite evident across markets. Volatility intercepts dis-
played this trait slightly, with some γii significant from zero (γii ≈ 0.003−0.046) following
negative local returns. Volatility increased significantly in all markets in response to that
market falling the day before (αii > 0). Volatility spill-over effects (e12, e21) were mostly
negative, many of these significantly; while return squared spill-over effects (d12, d21) were
mostly positive and some were significantly asymmetric (δ12, δ21): the other market drop-
ping unexpectedly in price had a significantly larger and positive effect (δ12, δ21 > 0) in
volatility in the local market.
Asymmetry in the covariances was also evident. Covariance intercepts only showed
this effect in the UK/JP series, with γ12,3 significantly different from zero. The α12,1
parameter measures the change in the ARCH covariance effect when both markets fell
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on the previous day, and was significantly positive in four of the six market pairs. This
indicates an increase in conditional covariance (correlation) following unexpected drops
in both markets. In addition, the α12,2 and α12,3 parameters which measure the change
in the ARCH covariance effect when one market rose and the other market fell are both
significantly negative for the US/UK and US/JP market pairs, ranging between −0.04
and −0.07. This indicates a reduced ARCH covariance effect in these market pairs
when each market moved in opposite directions. These significant asymmetric covariance
parameters also support the model selection results in Table 4.11 where Model 4 had the
highest posterior model probability in most market pairs.
The estimates for the degrees of freedom ν demonstrate the presence of excess kurtosis
in these stock returns - all ranged from 7.21 to 11.08, showing that normality of the
residuals should not be assumed. It is also worth noting the negative estimates of some
parameters that are usually restricted to be positive in the literature. For example, the
estimates of e12 are significantly negative in four of six market pairs. This trait was also
observed in the empirical study of Chapter 3.
Acceptance rates (ARs) for each of the 5 steps in the sampling scheme are also pre-
sented in the Appendix, below the tables of corresponding parameter estimates. These
ARs for the sampling period only. The ARs do not differ too much between models
within each dataset - this is expected since the models are from the same family. All ARs
across all models and datasets range between 14% and 99%, indicating that a variety of
posterior distribution shapes are present for each parameter.
To demonstrate efficiency and convergence of the sampling scheme, Table 4.24 dis-
plays potential scale reduction factors (PSRFs) for Model 4 fitted to the AU/JP bivariate
returns. As in Chapter 3, each PSRF is calculated using R = 5 replications of MCMC
iterates and 5, 000 iterations after the burn-in period. MCMC iterates from the param-
eters γ11, b22, α12,3 and ν are displayed in Figure 4.2. From Table 4.24, it can be seen
that all PSRFs are close to 1, with only one parameter having their PSRF greater than
1.2 (1.23 for α22). In addition, Figure 4.2 shows different speeds of convergence for the
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parameters displayed; parameters b22 and ν have almost instantaneous convergence, while
γ11 and α12,3 have slower convergence, but iterations after burn-in still have a relatively
small variance between replications. Hence the sampling scheme is quite efficient, with
convergence achieved as demonstrated by these results.
Figure 4.1 displays estimated conditional correlation plots for each pair of bivariate re-
turn datasets. These correlations come from the model whose posterior model probability
was the highest (see Table 4.11), and are posterior means of the correlation series across
all sampling period MCMC iterates - these were calculated by first forming a correlation
MCMC iterate via:
ρ
[j]
t =
h
[j]
12,t√
h
[j]
11,th
[j]
22,t
, t = 1, . . . , n
where each h
[j]
ij,t is the calculated (co)variance based on the chosen model and the jth
MCMC iterate parameter values. The estimated conditional correlations were then cal-
culated as
ρˆt =
1
J − w
J∑
j=w+1
ρ
[j]
t , t = 1, . . . , n.
The following information can be gathered from these plots: Firstly, it can be seen that
correlations are mostly significantly positive (i.e. ρˆt > 0 for most t) across markets, as
expected for international financial markets. While negative correlations were obtained
in some instances (the lowest being around −0.05), the majority are between 0 and 0.82.
Secondly, these correlations are not constant - they all seem to fluctuate in a “wave-like”
persistent pattern over time. This property is also confirmed by significant parameter
estimates for the h12,t equation in Tables 4.12-4.22.
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4.8 Chapter Summary
A family of parsimonious multivariate GARCH models was proposed that allows for excess
kurtosis and asymmetry properties generally found in stock return data. Model param-
eters were estimated via a Bayesian MCMC approach that implicitly enforces necessary
and sufficient conditions for PD and CS via a computational algorithm and implicit prior
distribution. The Bayesian approximate model selection approach by Congdon (2006)
was applied to decide between four models that had varying asymmetric effects. A simu-
lation study showed that the model selection procedure selected the two simpler models
out of the four considered when data was simulated a high proportion of times, the rea-
sons for this being a small sample size (n = 1, 000) resulting in insignificant parameter
estimates for the more complex models. These results improved for the larger sample
size (n = 3, 000) but still had the ability to select a simpler model when required. An
empirical study of four international markets confirmed the presence of excess kurtosis
in stock returns as well as volatility and covariance asymmetry, including asymmetry
from interactions between pairs of markets. Finally, estimated conditional correlations
illustrated their time-varying and asymmetric nature, for the stock returns chosen.
Asymmetry is extended further in the next chapter to be incorporated into mean, vari-
ance and correlation components of a proposed copula-GARCH model. An application
in risk forecasting for stock portfolios is also presented.
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4.9 Appendix
4.9.1 Derivation of E(IitIjt) and E(IitIjtεitεjt)
In this sub-section, I show how to derive the expectations E(IitIjt) and E(IitIjtεitεjt) to
a point where non-linear terms develop in the equation for the unconditional covariance
of the APVECH model, i.e.
E(hij,t) = cij + γij,1E(IitIjt) + γij,2E[Iit(1− Ijt)] + γij,3E[(1− Iit)Ijt]
+ aijE(εitεjt) + αij,1E(IitIjtεitεjt) + αij,2E[Iit(1− Ijt)εitεjt]
+ αij,3E[(1− Iit)Ijtεitεjt] + bijE(hij,t).
As mentioned in Section 4.3, the value of each Iit and Ijt determine which quadrant the
vector (εit, εjt) lies, hence the approach of calculating expectations involving (1− Iit) and
(1− Ijt) only differs via integration limits.
Deriving E(IitIjt)
Using the law of total probability, we have
E(IitIjt) =
1∑
r=0
1∑
s=0
E(IitIjt|Iit = r, Ijt = s) Pr(Iit = r, Ijt = s)
= E(IitIjt|Iit = 1, Ijt = 1) Pr(Iit = 1, Ijt = 1) (all other terms zero)
= Pr(εit < 0, εjt < 0) = Pr(zit < 0, zjt < 0)
where zit = εit/
√
hit, i.e. the standardised residual. Using the law of total expectation,
we can write E(IitIjt) = E[E(IitIjt|ψt−1)], which gives
E[E(IitIjt|ψt−1)] = E[Pr(zit < 0, zjt < 0|ψt−1)]
= E
[∫ 0
−∞
∫ 0
−∞
p(zit, zjt|ψt−1)dzitdzjt
]
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where p(zit, zjt|ψt−1) denotes the joint PDF of zit and zjt. Under equation (4.7), this is in
fact a bivariate standardised Student-t distribution with zero mean vector, unit variances
and correlation ρij,t = hij,t/
√
hii,thjj,t. Let I1 denote the integral above. We then have
I1 = ν
2pi(ν − 2)
√
1− ρ2ij,t
∫ 0
−∞
∫ 0
−∞
[
1 +
z2it − 2ρij,tzitzjt + z2jt
(ν − 2)(1− ρ2ij,t)
]− ν+2
2
dzitdzjt
= T2(0|0, Pt, ν)
(4.22)
where T2(z|µ, Pt, ν) denotes the bivariate standardised Student-t CDF at point z with
mean vector µ, correlation matrix Pt = [ρij,t] and degrees of freedom ν. In summary, we
have
E(IitIjt) = E[T2(0|0, Pt, ν)]. (4.23)
Deriving E(IitIjtεitεjt)
Using the law of total expectation, we have
E(IitIjtεitεjt) = E[E(IitIjtεitεjt|Iit = 1, Ijt = 1, ψt−1)]
= E[E(εitεjt|εit < 0, εjt < 0, ψt−1)]
= E[E(
√
hii,thjj,tzitzjt|zit < 0, zjt < 0, ψt−1)]
= E[E(
√
hii,thjj,t|zit < 0, zjt < 0, ψt−1)E(zitzjt|zit < 0, zjt < 0, ψt−1)]
= E(
√
hii,thjj,t)E[E(zitzjt|zit < 0, zjt < 0, ψt−1)]
where the last two steps were taken due to each zit and zjt being independent of each
conditional standard deviation
√
hii,t and
√
hjj,t. We then have
E[E(zitzjt|zit < 0, zjt < 0, ψt−1)] = E
[∫ 0
−∞
∫ 0
−∞
zitzjtp(zit, zjt|ψt−1)dzitdzjt
]
= E(I2)
(4.24)
where p(zit, zjt|ψt−1) is the bivariate standardised Student-t PDF, as described above.
118
While the integrals in equations (4.23) and (4.24) can be evaluated numerically (e.g.
see Genz and Bretz, 2002 for a comparison of methods for the unstandardised multivariate
Student-t distribution), to my knowledge there is no exact representation of these integrals
in the literature in terms of conditional correlations and/or variances for this distribution.
To further understand the complexity of this problem, assume now that zit, zjt|ψt−1 follows
a bivariate normal distribution with zero mean vector, unit variances and correlation
matrix Pt = [ρij,t]. Then the integrals in equations (4.22) and (4.24) become
I1 = 1
2pi
√
1− ρ2ij,t
∫ 0
−∞
∫ 0
−∞
exp
[
−z
2
it − 2ρij,tzitzjt + z2jt
2(1− ρ2ij,t)
]
dzitdzjt, (4.25)
I2 = 1
2pi
√
1− ρ2ij,t
∫ 0
−∞
∫ 0
−∞
zitzjt exp
[
−z
2
it − 2ρij,tzitzjt + z2jt
2(1− ρ2ij,t)
]
dzitdzjt. (4.26)
Under this multivariate normal assumption, an exact solution of the integrals in (4.25) and
(4.26) actually exists. Kamat (1953) presents what are called “incomplete moments” of
the multivariate normal distribution and gives results for special cases. These incomplete
moments are defined as
[m1,m2,m3, . . .] =
∫ ∞
0
. . .
∫ ∞
0
xm11 x
m2
2 x
m3
3 . . . p(x)dx
where p(x) is the standardised multivariate normal PDF at the vector x = (x1, x2, x3, . . .).
In a bivariate space, integrals taken in diagonally opposite quadrants will be the same
due to the symmetry of the distribution, hence
[m1,m2] =
∫ ∞
0
∫ ∞
0
xm11 x
m2
2 p(x1, x2)dx1dx2 =
∫ 0
−∞
∫ 0
−∞
xm11 x
m2
2 p(x1, x2)dx1dx2.
Now the integrals I1 and I2 are equivalent to the incomplete moments [0, 0] and [1, 1]
(respectively), and using the exact expressions of Kamat (1953), we obtain
I1 = 1
2pi
(pi
2
+ sin−1 ρij,t
)
, I2 = 1
2pi
[
ρij,t
(pi
2
+ sin−1 ρij,t
)
+
√
1− ρ2ij,t
]
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and so the required expectations are given by
E(IitIjt) = E
[
1
2pi
(pi
2
+ sin−1 ρij,t
)]
=
1
4
+
1
2pi
E(sin−1 ρij,t), (4.27)
E(IitIjtεitεjt) = E(
√
hii,thjj,t)E
{
1
2pi
[
ρij,t
(pi
2
+ sin−1 ρij,t
)
+
√
1− ρ2ij,t
]}
= E(
√
hii,thjj,t) (4.28)
×
[
1
4
E(ρij,t) +
1
2pi
E
(
ρij,t sin
−1 ρij,t
)
+
1
2pi
E
(√
1− ρ2ij,t
)]
.
Several observations can be made from these results:
• In order to obtain an exact expression for the unconditional covariance of the
APVECH model, the expectations in (4.27) and (4.28) would require to be lin-
ear in terms of hij,t. But since ρij,t = hij,t/
√
hii,thjj,t we obtain non-linear terms in
the expectation and hence an exact unconditional covariance is not feasible.
• To approximate the unconditional covariance, highly sophisticated techniques would
need to be applied, due to the variety of non-linear forms appearing in equations
(4.27) and (4.28). For example, approximating the expectation E(
√
hii,thjj,t) using
a first-order Taylor polynomial (i.e. Delta method) implies that E(
√
hii,thjj,t) ≈√
E(hii,thjj,t). This is in fact a poor approximation because for any random variable
X, E(
√
X) <
√
E(X), as proven by Murthy and Pillai (1966). Hence higher-
order Taylor polynomials and/or other approximation techniques would need to be
applied, which could potentially increase the computational expense when checking
this property in model estimation.
• The expectations in (4.27) and (4.28) become even more complex when the dis-
tribution is switched back to a bivariate standardised Student-t distribution, since
the degrees of freedom parameter ν now needs to be considered, even though no
exact expression of incomplete moments of the multivariate Student-t distribution
has been derived as yet in the literature (to my knowledge).
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Based on the above information, I apply a simple assumption to the unconditional co-
variance, similar to that in De Goeij and Marquering (2004), which does not appear to
affect model performance in the simulation and empirical studies of Chapter 4.
4.9.2 Simulation and Empirical Study Tables
Table 4.1: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 1 with n = 1, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.060[0.034,0.087] 0.060[0.034,0.087] 0.061[0.034,0.088] 0.059[0.032,0.086]
m20 0.04 0.041[0.028,0.055] 0.041[0.028,0.054] 0.040[0.027,0.054] 0.040[0.026,0.053]
m11 0.03 0.027[-0.033,0.087] 0.027[-0.033,0.087] 0.028[-0.032,0.087] 0.028[-0.031,0.088]
m22 -0.1 -0.103[-0.158,-0.047] -0.102[-0.157,-0.046] -0.101[-0.158,-0.044] -0.101[-0.157,-0.045]
c11 0.1 0.103[0.070,0.141] 0.106[0.068,0.148] 0.107[0.068,0.149] 0.117[0.075,0.165]
a11 0.3 0.286[0.214,0.366] 0.312[0.219,0.417] 0.318[0.224,0.421] 0.308[0.210,0.414]
b11 0.4 0.363[0.215,0.505] 0.340[0.197,0.479] 0.342[0.203,0.479] 0.323[0.182,0.462]
d12 0.09 0.118[0.010,0.241] 0.119[0.003,0.248] 0.169[0.049,0.298] 0.139[0.007,0.284]
e12 0 0.074[-0.084,0.243] 0.103[-0.048,0.260] 0.086[-0.042,0.217] 0.078[-0.059,0.219]
γ11 0.001[-0.035,0.037] 0.001[-0.035,0.037] -0.003[-0.045,0.039]
α11 -0.002[-0.109,0.104] -0.014[-0.117,0.090] 0.032[-0.085,0.150]
δ12 -0.026[-0.177,0.131] 0.042[-0.122,0.212]
c22 -0.01 -0.011[-0.021,-0.001] -0.009[-0.019,0.002] -0.007[-0.018,0.004] -0.005[-0.016,0.006]
a22 0.2 0.204[0.144,0.270] 0.230[0.146,0.326] 0.216[0.141,0.300] 0.199[0.122,0.287]
b22 0.6 0.529[0.406,0.636] 0.511[0.379,0.626] 0.485[0.352,0.601] 0.501[0.373,0.615]
d21 -0.01 -0.006[-0.013,0.004] -0.005[-0.013,0.005] -0.003[-0.013,0.012] -0.003[-0.014,0.011]
e21 0.1 0.119[0.078,0.165] 0.110[0.070,0.156] 0.114[0.079,0.151] 0.102[0.067,0.140]
γ22 0.001[-0.008,0.010] -0.001[-0.011,0.009] -0.002[-0.012,0.009]
α22 -0.006[-0.101,0.089] 0.039[-0.024,0.105] 0.071[0.007,0.137]
δ21 0.001[-0.016,0.019] 0.003[-0.015,0.023]
c12 0.01 0.011[0.005,0.017] 0.011[0.006,0.017] 0.011[0.006,0.018] 0.016[0.002,0.029]
a12 0.3 0.287[0.231,0.342] 0.303[0.240,0.365] 0.313[0.247,0.378] 0.259[0.179,0.337]
b12 0.5 0.462[0.331,0.574] 0.453[0.326,0.565] 0.446[0.318,0.559] 0.420[0.287,0.540]
γ12,1 -0.004[-0.025,0.017]
γ12,2 -0.004[-0.026,0.018]
γ12,3 -0.005[-0.028,0.017]
α12,1 0.083[0.003,0.164]
α12,2 0.034[-0.059,0.125]
α12,3 0.037[-0.053,0.126]
ν 7 8.166[5.987,11.544] 7.783[5.668,11.045] 7.491[5.435,10.675] 7.197[5.142,10.388]
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Table 4.2: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 2 with n = 1, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.086[0.045,0.128] 0.062[0.023,0.101] 0.062[0.023,0.101] 0.060[0.021,0.099]
m20 0.04 0.054[0.020,0.089] 0.039[0.005,0.072] 0.039[0.005,0.072] 0.038[0.004,0.071]
m11 0.03 0.021[-0.043,0.085] 0.023[-0.037,0.083] 0.024[-0.036,0.084] 0.025[-0.034,0.084]
m22 -0.1 -0.101[-0.163,-0.038] -0.099[-0.159,-0.039] -0.099[-0.158,-0.040] -0.099[-0.157,-0.039]
c11 0.1 0.165[0.110,0.227] 0.115[0.055,0.180] 0.116[0.056,0.181] 0.124[0.062,0.192]
a11 0.3 0.448[0.345,0.555] 0.313[0.215,0.420] 0.308[0.212,0.413] 0.305[0.205,0.414]
b11 0.4 0.350[0.220,0.476] 0.356[0.238,0.470] 0.353[0.235,0.467] 0.346[0.229,0.460]
d12 0.09 0.091[0.027,0.162] 0.092[0.031,0.159] 0.103[0.029,0.187] 0.101[0.024,0.187]
e12 0 0.037[-0.051,0.139] 0.031[-0.049,0.123] 0.030[-0.050,0.123] 0.030[-0.051,0.124]
γ11 0.1 0.110[0.011,0.211] 0.108[0.009,0.209] 0.109[0.006,0.214]
α11 0.3 0.271[0.096,0.452] 0.275[0.102,0.453] 0.294[0.107,0.484]
δ12 -0.002[-0.110,0.108] 0.003[-0.110,0.119]
c22 -0.01 0.023[-0.009,0.057] 0.000[-0.032,0.036] 0.001[-0.032,0.037] 0.004[-0.030,0.042]
a22 0.2 0.303[0.225,0.387] 0.220[0.142,0.306] 0.216[0.140,0.298] 0.217[0.137,0.304]
b22 0.6 0.559[0.454,0.653] 0.554[0.458,0.643] 0.554[0.456,0.643] 0.549[0.450,0.640]
d21 -0.01 0.006[-0.017,0.037] 0.004[-0.018,0.032] 0.010[-0.020,0.045] 0.008[-0.021,0.044]
e21 0.1 0.104[0.036,0.178] 0.102[0.042,0.168] 0.101[0.037,0.170] 0.100[0.036,0.169]
γ22 0.05 0.056[-0.001,0.114] 0.055[-0.002,0.114] 0.056[-0.003,0.116]
α22 0.2 0.175[0.042,0.312] 0.178[0.051,0.308] 0.183[0.044,0.325]
δ21 -0.001[-0.044,0.045] 0.002[-0.043,0.049]
c12 0.01 0.013[-0.004,0.031] 0.012[-0.004,0.029] 0.012[-0.004,0.029] 0.019[-0.021,0.059]
a12 0.3 0.309[0.230,0.385] 0.297[0.229,0.362] 0.297[0.229,0.362] 0.278[0.185,0.363]
b12 0.5 0.441[0.283,0.573] 0.446[0.306,0.567] 0.446[0.305,0.566] 0.427[0.289,0.549]
γ12,1 0.000[-0.079,0.079]
γ12,2 -0.010[-0.084,0.063]
γ12,3 -0.013[-0.084,0.058]
α12,1 0.012[-0.183,0.203]
α12,2 0.017[-0.144,0.171]
α12,3 -0.004[-0.164,0.150]
ν 7 7.046[5.498,9.272] 7.393[5.700,9.914] 7.394[5.693,9.912] 7.262[5.594,9.748]
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Table 4.3: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 3 with n = 1, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.085[0.041,0.129] 0.058[0.017,0.100] 0.059[0.018,0.101] 0.057[0.016,0.098]
m20 0.04 0.056[0.019,0.092] 0.039[0.004,0.074] 0.038[0.003,0.073] 0.037[0.002,0.072]
m11 0.03 0.020[-0.044,0.084] 0.023[-0.039,0.084] 0.023[-0.038,0.084] 0.023[-0.037,0.083]
m22 -0.1 -0.102[-0.163,-0.042] -0.102[-0.159,-0.045] -0.101[-0.159,-0.044] -0.102[-0.159,-0.045]
c11 0.1 0.167[0.112,0.228] 0.118[0.055,0.187] 0.116[0.055,0.184] 0.125[0.061,0.195]
a11 0.3 0.444[0.343,0.548] 0.312[0.213,0.419] 0.312[0.214,0.418] 0.312[0.211,0.421]
b11 0.4 0.358[0.232,0.481] 0.351[0.233,0.465] 0.354[0.238,0.468] 0.349[0.233,0.461]
d12 0.09 0.141[0.068,0.220] 0.132[0.062,0.207] 0.106[0.033,0.188] 0.105[0.031,0.187]
e12 0 0.023[-0.066,0.126] 0.036[-0.050,0.134] 0.027[-0.056,0.122] 0.025[-0.058,0.119]
γ11 0.1 0.108[-0.001,0.218] 0.109[0.004,0.217] 0.112[0.004,0.222]
α11 0.3 0.281[0.105,0.459] 0.263[0.101,0.427] 0.277[0.099,0.456]
δ12 0.09 0.085[-0.035,0.206] 0.092[-0.032,0.219]
c22 -0.01 0.025[-0.007,0.060] 0.003[-0.032,0.042] 0.004[-0.030,0.043] 0.007[-0.029,0.046]
a22 0.2 0.302[0.226,0.383] 0.210[0.134,0.294] 0.214[0.139,0.296] 0.214[0.136,0.300]
b22 0.6 0.560[0.459,0.651] 0.564[0.469,0.650] 0.562[0.468,0.648] 0.561[0.466,0.647]
d21 -0.01 0.004[-0.019,0.036] 0.002[-0.020,0.030] 0.006[-0.022,0.042] 0.006[-0.023,0.042]
e21 0.1 0.107[0.040,0.180] 0.101[0.041,0.165] 0.096[0.037,0.160] 0.095[0.036,0.158]
γ22 0.05 0.055[-0.008,0.119] 0.057[-0.003,0.119] 0.058[-0.004,0.122]
α22 0.2 0.191[0.061,0.323] 0.174[0.057,0.292] 0.176[0.052,0.300]
δ21 0 0.005[-0.038,0.053] 0.007[-0.039,0.058]
c12 0.01 0.013[-0.005,0.033] 0.013[-0.005,0.032] 0.013[-0.005,0.031] 0.017[-0.025,0.059]
a12 0.3 0.303[0.224,0.381] 0.300[0.230,0.365] 0.299[0.228,0.365] 0.284[0.194,0.367]
b12 0.5 0.447[0.287,0.580] 0.446[0.301,0.570] 0.444[0.300,0.568] 0.418[0.272,0.546]
γ12,1 0.008[-0.074,0.090]
γ12,2 -0.007[-0.085,0.070]
γ12,3 -0.011[-0.088,0.067]
α12,1 -0.005[-0.182,0.170]
α12,2 -0.001[-0.149,0.143]
α12,3 0.004[-0.142,0.146]
ν 7 7.038[5.519,9.220] 7.466[5.756,10.016] 7.477[5.749,10.044] 7.350[5.648,9.903]
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Table 4.4: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 4 with n = 1, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.087[0.045,0.129] 0.065[0.025,0.106] 0.065[0.024,0.106] 0.059[0.019,0.100]
m20 0.04 0.062[0.027,0.097] 0.049[0.015,0.083] 0.048[0.014,0.082] 0.042[0.008,0.075]
m11 0.03 0.029[-0.034,0.091] 0.031[-0.030,0.091] 0.031[-0.029,0.091] 0.033[-0.027,0.092]
m22 -0.1 -0.104[-0.163,-0.044] -0.103[-0.160,-0.045] -0.102[-0.160,-0.044] -0.100[-0.157,-0.043]
c11 0.1 0.172[0.118,0.233] 0.123[0.062,0.190] 0.124[0.063,0.190] 0.131[0.069,0.199]
a11 0.3 0.451[0.354,0.551] 0.347[0.248,0.454] 0.347[0.247,0.455] 0.318[0.218,0.427]
b11 0.4 0.339[0.217,0.458] 0.338[0.224,0.449] 0.336[0.222,0.447] 0.329[0.217,0.438]
d12 0.09 0.143[0.070,0.222] 0.141[0.071,0.217] 0.128[0.047,0.217] 0.112[0.034,0.199]
e12 0 0.033[-0.058,0.137] 0.035[-0.050,0.132] 0.034[-0.051,0.131] 0.034[-0.051,0.129]
γ11 0.1 0.105[0.003,0.210] 0.106[0.004,0.211] 0.110[0.004,0.220]
α11 0.3 0.212[0.053,0.374] 0.203[0.050,0.358] 0.277[0.109,0.445]
δ12 0.09 0.046[-0.074,0.168] 0.079[-0.045,0.206]
c22 -0.01 0.021[-0.010,0.054] -0.001[-0.035,0.037] 0.001[-0.034,0.038] 0.003[-0.032,0.041]
a22 0.2 0.308[0.235,0.384] 0.242[0.164,0.329] 0.244[0.168,0.328] 0.217[0.141,0.301]
b22 0.6 0.554[0.455,0.642] 0.554[0.460,0.638] 0.553[0.459,0.638] 0.551[0.458,0.636]
d21 -0.01 0.002[-0.019,0.031] 0.001[-0.019,0.028] 0.008[-0.019,0.043] 0.004[-0.022,0.038]
e21 0.1 0.113[0.049,0.183] 0.109[0.049,0.175] 0.105[0.045,0.170] 0.103[0.044,0.166]
γ22 0.05 0.052[-0.006,0.111] 0.053[-0.004,0.110] 0.058[-0.002,0.118]
α22 0.2 0.137[0.014,0.261] 0.128[0.020,0.236] 0.183[0.065,0.301]
δ21 0 -0.003[-0.044,0.040] 0.004[-0.039,0.051]
c12 0.01 0.018[0.000,0.036] 0.015[-0.001,0.032] 0.015[-0.001,0.033] 0.013[-0.026,0.052]
a12 0.3 0.358[0.286,0.428] 0.342[0.276,0.405] 0.344[0.277,0.407] 0.296[0.217,0.370]
b12 0.5 0.469[0.354,0.568] 0.471[0.364,0.565] 0.466[0.358,0.561] 0.444[0.338,0.538]
γ12,1 0.01 0.022[-0.053,0.097]
γ12,2 -0.02 -0.017[-0.090,0.056]
γ12,3 -0.03 -0.034[-0.106,0.039]
α12,1 0.2 0.171[0.044,0.294]
α12,2 -0.07 -0.062[-0.209,0.080]
α12,3 -0.06 -0.063[-0.213,0.083]
ν 7 6.923[5.426,9.079] 7.166[5.552,9.534] 7.130[5.525,9.505] 7.153[5.509,9.613]
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Table 4.5: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 1 with n = 3, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.060[0.045,0.075] 0.060[0.045,0.075] 0.060[0.044,0.075] 0.058[0.043,0.074]
m20 0.04 0.040[0.033,0.048] 0.040[0.033,0.048] 0.040[0.032,0.048] 0.039[0.031,0.047]
m11 0.03 0.031[-0.003,0.065] 0.031[-0.003,0.065] 0.031[-0.003,0.065] 0.031[-0.003,0.065]
m22 -0.1 -0.099[-0.132,-0.067] -0.099[-0.132,-0.067] -0.099[-0.131,-0.066] -0.099[-0.132,-0.066]
c11 0.1 0.097[0.079,0.117] 0.099[0.078,0.121] 0.097[0.075,0.120] 0.099[0.077,0.122]
a11 0.3 0.292[0.248,0.340] 0.297[0.246,0.352] 0.285[0.236,0.337] 0.266[0.215,0.319]
b11 0.4 0.379[0.294,0.461] 0.368[0.285,0.448] 0.376[0.287,0.464] 0.377[0.287,0.464]
d12 0.09 0.096[0.036,0.162] 0.100[0.040,0.166] 0.132[0.054,0.218] 0.098[0.021,0.180]
e12 0 0.047[-0.052,0.152] 0.063[-0.019,0.147] 0.056[-0.069,0.189] 0.061[-0.060,0.189]
γ11 0.001[-0.018,0.020] 0.002[-0.018,0.021] -0.001[-0.022,0.019]
α11 0.003[-0.049,0.056] 0.001[-0.053,0.056] 0.029[-0.034,0.093]
δ12 -0.038[-0.139,0.066] 0.011[-0.092,0.116]
c22 -0.01 -0.009[-0.014,-0.005] -0.010[-0.015,-0.004] -0.009[-0.015,-0.004] -0.009[-0.016,-0.003]
a22 0.2 0.200[0.163,0.240] 0.211[0.165,0.263] 0.185[0.157,0.213] 0.170[0.141,0.200]
b22 0.6 0.580[0.518,0.637] 0.564[0.498,0.624] 0.571[0.503,0.631] 0.568[0.496,0.632]
d21 -0.01 -0.008[-0.011,-0.004] -0.008[-0.011,-0.003] -0.007[-0.011,0.000] -0.008[-0.012,-0.002]
e21 0.1 0.104[0.082,0.127] 0.108[0.087,0.129] 0.108[0.084,0.134] 0.110[0.085,0.137]
γ22 0.000[-0.005,0.005] -0.001[-0.006,0.004] -0.001[-0.006,0.004]
α22 -0.001[-0.047,0.044] 0.025[-0.010,0.064] 0.056[0.015,0.098]
δ21 0.000[-0.008,0.007] 0.001[-0.006,0.008]
c12 0.01 0.009[0.007,0.012] 0.009[0.006,0.012] 0.009[0.006,0.012] 0.011[0.004,0.018]
a12 0.3 0.290[0.257,0.324] 0.296[0.260,0.334] 0.284[0.255,0.312] 0.246[0.207,0.282]
b12 0.5 0.486[0.421,0.546] 0.484[0.419,0.546] 0.493[0.428,0.553] 0.492[0.423,0.556]
γ12,1 -0.002[-0.013,0.009]
γ12,2 -0.002[-0.013,0.009]
γ12,3 -0.002[-0.013,0.009]
α12,1 0.053[0.001,0.106]
α12,2 0.011[-0.047,0.067]
α12,3 0.029[-0.030,0.085]
ν 7 8.119[6.794,9.806] 7.943[6.591,9.653] 8.034[6.697,9.739] 8.030[6.656,9.774]
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Table 4.6: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 2 with n = 3, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.088[0.065,0.112] 0.061[0.040,0.083] 0.061[0.039,0.083] 0.061[0.039,0.082]
m20 0.04 0.058[0.038,0.078] 0.041[0.023,0.060] 0.041[0.023,0.060] 0.041[0.022,0.059]
m11 0.03 0.028[-0.009,0.065] 0.032[-0.003,0.066] 0.032[-0.003,0.066] 0.031[-0.003,0.066]
m22 -0.1 -0.102[-0.139,-0.066] -0.101[-0.135,-0.066] -0.101[-0.135,-0.066] -0.101[-0.135,-0.066]
c11 0.1 0.155[0.125,0.188] 0.105[0.072,0.140] 0.106[0.073,0.140] 0.109[0.075,0.144]
a11 0.3 0.453[0.388,0.519] 0.304[0.247,0.365] 0.301[0.245,0.361] 0.296[0.236,0.358]
b11 0.4 0.376[0.302,0.448] 0.382[0.313,0.448] 0.383[0.316,0.448] 0.381[0.313,0.447]
d12 0.09 0.096[0.058,0.137] 0.095[0.059,0.133] 0.095[0.052,0.141] 0.092[0.048,0.139]
e12 0 0.010[-0.034,0.060] 0.008[-0.032,0.054] 0.007[-0.034,0.051] 0.007[-0.034,0.052]
γ11 0.1 0.104[0.049,0.159] 0.103[0.048,0.159] 0.102[0.046,0.159]
α11 0.3 0.293[0.190,0.398] 0.294[0.193,0.398] 0.310[0.201,0.420]
δ12 0.007[-0.055,0.070] 0.012[-0.051,0.077]
c22 -0.01 0.015[-0.002,0.033] -0.008[-0.025,0.011] -0.008[-0.025,0.011] -0.006[-0.024,0.013]
a22 0.2 0.302[0.255,0.350] 0.204[0.160,0.250] 0.203[0.160,0.248] 0.198[0.154,0.245]
b22 0.6 0.585[0.530,0.636] 0.590[0.540,0.638] 0.590[0.541,0.638] 0.590[0.541,0.637]
d21 -0.01 -0.004[-0.014,0.011] -0.005[-0.014,0.008] -0.002[-0.014,0.015] -0.003[-0.015,0.014]
e21 0.1 0.104[0.068,0.142] 0.101[0.069,0.133] 0.100[0.067,0.134] 0.099[0.067,0.133]
γ22 0.05 0.052[0.021,0.083] 0.052[0.022,0.083] 0.052[0.021,0.083]
α22 0.2 0.188[0.112,0.265] 0.186[0.114,0.258] 0.196[0.121,0.273]
δ21 -0.002[-0.022,0.020] 0.000[-0.021,0.022]
c12 0.01 0.011[0.002,0.020] 0.010[0.001,0.018] 0.010[0.001,0.018] 0.013[-0.008,0.034]
a12 0.3 0.304[0.257,0.351] 0.294[0.255,0.332] 0.295[0.256,0.332] 0.278[0.227,0.325]
b12 0.5 0.490[0.408,0.563] 0.490[0.419,0.555] 0.490[0.419,0.554] 0.483[0.409,0.550]
γ12,1 -0.001[-0.044,0.042]
γ12,2 -0.006[-0.045,0.034]
γ12,3 -0.005[-0.044,0.033]
α12,1 0.027[-0.080,0.133]
α12,2 0.012[-0.076,0.097]
α12,3 0.011[-0.074,0.093]
ν 7 6.652[5.799,7.690] 7.088[6.122,8.280] 7.081[6.117,8.272] 7.050[6.086,8.240]
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Table 4.7: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 3 with n = 3, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.088[0.063,0.113] 0.061[0.038,0.084] 0.061[0.038,0.085] 0.061[0.038,0.084]
m20 0.04 0.059[0.039,0.080] 0.042[0.023,0.062] 0.041[0.022,0.061] 0.041[0.022,0.060]
m11 0.03 0.028[-0.010,0.065] 0.031[-0.004,0.066] 0.031[-0.004,0.066] 0.031[-0.003,0.066]
m22 -0.1 -0.103[-0.139,-0.068] -0.101[-0.135,-0.068] -0.101[-0.134,-0.067] -0.100[-0.134,-0.067]
c11 0.1 0.154[0.123,0.187] 0.106[0.071,0.142] 0.105[0.071,0.141] 0.109[0.074,0.146]
a11 0.3 0.448[0.385,0.511] 0.305[0.249,0.365] 0.306[0.250,0.367] 0.300[0.242,0.362]
b11 0.4 0.386[0.311,0.458] 0.383[0.315,0.450] 0.387[0.319,0.454] 0.386[0.317,0.452]
d12 0.09 0.136[0.091,0.182] 0.127[0.086,0.170] 0.095[0.051,0.142] 0.094[0.048,0.142]
e12 0 0.005[-0.046,0.063] 0.013[-0.035,0.066] 0.006[-0.041,0.059] 0.006[-0.041,0.059]
γ11 0.1 0.102[0.044,0.162] 0.102[0.044,0.162] 0.100[0.040,0.160]
α11 0.3 0.292[0.191,0.395] 0.281[0.181,0.381] 0.295[0.190,0.401]
δ12 0.09 0.082[0.012,0.153] 0.085[0.011,0.160]
c22 -0.01 0.016[-0.001,0.034] -0.006[-0.024,0.014] -0.006[-0.024,0.013] -0.005[-0.023,0.015]
a22 0.2 0.305[0.260,0.352] 0.202[0.159,0.248] 0.207[0.164,0.253] 0.201[0.158,0.247]
b22 0.6 0.577[0.522,0.628] 0.583[0.533,0.631] 0.583[0.533,0.630] 0.584[0.535,0.631]
d21 -0.01 -0.003[-0.014,0.013] -0.004[-0.014,0.009] -0.003[-0.016,0.012] -0.004[-0.016,0.012]
e21 0.1 0.104[0.068,0.141] 0.101[0.070,0.134] 0.099[0.068,0.132] 0.098[0.066,0.132]
γ22 0.05 0.049[0.017,0.081] 0.051[0.019,0.083] 0.049[0.017,0.082]
α22 0.2 0.201[0.125,0.277] 0.186[0.113,0.259] 0.197[0.120,0.274]
δ21 0 0.003[-0.018,0.026] 0.004[-0.017,0.027]
c12 0.01 0.011[0.002,0.021] 0.011[0.002,0.020] 0.011[0.002,0.020] 0.014[-0.008,0.036]
a12 0.3 0.306[0.259,0.352] 0.301[0.263,0.338] 0.299[0.261,0.335] 0.285[0.236,0.330]
b12 0.5 0.487[0.406,0.560] 0.484[0.412,0.549] 0.481[0.411,0.546] 0.476[0.403,0.543]
γ12,1 -0.004[-0.049,0.041]
γ12,2 -0.005[-0.047,0.036]
γ12,3 -0.004[-0.044,0.037]
α12,1 0.016[-0.094,0.126]
α12,2 0.010[-0.076,0.092]
α12,3 0.012[-0.075,0.096]
ν 7 6.786[5.910,7.853] 7.235[6.245,8.458] 7.241[6.249,8.471] 7.221[6.228,8.450]
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Table 4.8: Means of the 100 parameter posterior means and 95% credible intervals for models
from the APVECH model family: Data simulated from Model 4 with n = 3, 000
Par TV Model 1 Model 2 Model 3 Model 4
m10 0.06 0.088[0.064,0.113] 0.066[0.043,0.089] 0.066[0.043,0.090] 0.060[0.038,0.083]
m20 0.04 0.061[0.041,0.081] 0.047[0.028,0.066] 0.046[0.027,0.066] 0.041[0.022,0.059]
m11 0.03 0.025[-0.011,0.062] 0.027[-0.008,0.062] 0.027[-0.008,0.062] 0.027[-0.006,0.061]
m22 -0.1 -0.101[-0.135,-0.066] -0.100[-0.133,-0.066] -0.099[-0.133,-0.066] -0.099[-0.132,-0.066]
c11 0.1 0.158[0.128,0.191] 0.111[0.076,0.147] 0.111[0.076,0.147] 0.113[0.078,0.149]
a11 0.3 0.448[0.388,0.509] 0.335[0.279,0.395] 0.334[0.277,0.394] 0.294[0.238,0.354]
b11 0.4 0.372[0.300,0.443] 0.372[0.305,0.439] 0.374[0.306,0.441] 0.376[0.310,0.442]
d12 0.09 0.133[0.089,0.178] 0.129[0.088,0.172] 0.108[0.062,0.157] 0.091[0.047,0.138]
e12 0 0.017[-0.034,0.074] 0.019[-0.030,0.073] 0.016[-0.033,0.069] 0.016[-0.033,0.070]
γ11 0.1 0.098[0.041,0.156] 0.097[0.040,0.154] 0.098[0.040,0.157]
α11 0.3 0.226[0.134,0.319] 0.222[0.130,0.316] 0.298[0.197,0.402]
δ12 0.09 0.056[-0.012,0.125] 0.087[0.015,0.160]
c22 -0.01 0.016[0.000,0.034] -0.005[-0.023,0.015] -0.006[-0.024,0.014] -0.004[-0.023,0.016]
a22 0.2 0.304[0.261,0.349] 0.231[0.187,0.277] 0.236[0.192,0.282] 0.201[0.159,0.244]
b22 0.6 0.579[0.526,0.629] 0.583[0.533,0.630] 0.581[0.532,0.629] 0.583[0.535,0.629]
d21 -0.01 -0.002[-0.013,0.012] -0.003[-0.013,0.011] 0.000[-0.013,0.017] -0.004[-0.016,0.011]
e21 0.1 0.103[0.068,0.140] 0.100[0.068,0.133] 0.100[0.068,0.133] 0.101[0.068,0.136]
γ22 0.05 0.046[0.014,0.078] 0.048[0.017,0.080] 0.048[0.016,0.080]
α22 0.2 0.144[0.075,0.213] 0.129[0.064,0.195] 0.196[0.125,0.268]
δ21 0 -0.003[-0.023,0.019] 0.004[-0.016,0.026]
c12 0.01 0.015[0.006,0.025] 0.013[0.004,0.022] 0.013[0.004,0.022] 0.013[-0.008,0.034]
a12 0.3 0.358[0.315,0.399] 0.339[0.302,0.375] 0.338[0.301,0.374] 0.283[0.241,0.323]
b12 0.5 0.493[0.432,0.550] 0.497[0.440,0.549] 0.494[0.439,0.546] 0.486[0.430,0.537]
γ12,1 0.01 0.013[-0.029,0.055]
γ12,2 -0.02 -0.023[-0.063,0.017]
γ12,3 -0.03 -0.032[-0.072,0.007]
α12,1 0.2 0.197[0.119,0.273]
α12,2 -0.07 -0.052[-0.148,0.041]
α12,3 -0.06 -0.050[-0.146,0.043]
ν 7 6.714[5.852,7.765] 6.983[6.052,8.132] 6.992[6.055,8.151] 7.109[6.140,8.306]
Table 4.9: Mean posterior model probabilities and model selection counts for the APVECH
family of models in the simulation study with n = 1, 000
Model 1 Model 2 Model 3 Model 4
Data Prior Mean # of Mean # of Mean # of Mean # of
Set Prob Sel Prob Sel Prob Sel Prob Sel
Model 1
1 0.748 96 0.204 4 0.042 0 0.006 0
2 0.725 95 0.218 5 0.053 0 0.004 0
Model 2
1 0.005 0 0.579 92 0.300 6 0.116 2
2 0.004 0 0.575 90 0.337 9 0.084 1
Model 3
1 0.009 0 0.527 81 0.335 19 0.128 0
2 0.008 0 0.525 79 0.373 21 0.094 0
Model 4
1 0.027 0 0.435 63 0.190 0 0.348 37
2 0.025 0 0.453 70 0.226 2 0.296 28
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Table 4.10: Mean posterior model probabilities and model selection counts for the APVECH
family of models in the simulation study with n = 3, 000
Model 1 Model 2 Model 3 Model 4
Data Prior Mean # of Mean # of Mean # of Mean # of
Set Prob Sel Prob Sel Prob Sel Prob Sel
Model 1
1 0.763 99 0.154 1 0.069 0 0.013 0
2 0.739 99 0.166 1 0.086 0 0.010 0
Model 2
1 1E-11 0 0.601 95 0.286 5 0.112 0
2 9E-12 0 0.598 94 0.321 6 0.081 0
Model 3
1 4E-14 0 0.466 67 0.396 30 0.138 3
2 3E-14 0 0.461 59 0.438 40 0.101 1
Model 4
1 5E-11 0 0.073 3 0.044 0 0.883 97
2 5E-11 0 0.084 3 0.059 1 0.857 96
Table 4.11: Posterior model probabilities for the APVECH family of models fitted to each
bivariate combination of S&P 500 (US), FTSE 100 (UK), All Ordinaries (AU) and Nikkei 225
(JP) returns.
Data
Prior Model Model Model Model
Set 1 2 3 4
S&P500/ 1 0.1371 0.1737 0.0388 0.6505
FTSE100 2 0.1340 0.1815 0.0431 0.6414
S&P500/ 1 0.1207 0.1613 0.4149 0.3032
All Ordinaries 2 0.1169 0.1638 0.4380 0.2814
S&P500/ 1 0.0148 0.1457 0.2091 0.6304
Nikkei 225 2 0.0147 0.1471 0.2206 0.6177
FTSE100/ 1 0.2118 0.1066 0.1602 0.5214
All Ordinaries 2 0.2033 0.1102 0.1734 0.5131
FTSE100/ 1 0.0216 0.1844 0.1575 0.6365
Nikkei 225 2 0.0214 0.1847 0.1634 0.6306
All Ordinaries/ 1 0.0058 0.2346 0.1026 0.6571
Nikkei 225 2 0.0055 0.2380 0.1089 0.6476
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Table 4.12: Parameter posterior means and 95% credible intervals for the APVECH family of
models fitted to the S&P 500/FTSE 100 bivariate returns
Par Model 1 Model 2 Model 3 Model 4
m10 0.069[0.049,0.089] 0.055[0.034,0.076] 0.049[0.029,0.071] 0.051[0.031,0.071]
m20 0.062[0.041,0.081] 0.052[0.032,0.072] 0.053[0.036,0.070] 0.046[0.027,0.065]
m11 -0.079[-0.103,-0.053] -0.070[-0.095,-0.045] -0.073[-0.097,-0.048] -0.069[-0.097,-0.041]
m22 0.007[-0.018,0.031] 0.005[-0.021,0.030] 0.005[-0.018,0.028] 0.006[-0.019,0.032]
c11 0.010[0.007,0.014] 0.018[0.000,0.036] 0.019[0.007,0.034] 0.022[-0.009,0.053]
a11 0.040[0.031,0.050] 0.015[-0.002,0.032] 0.030[0.015,0.043] 0.014[-0.011,0.041]
b11 0.949[0.936,0.962] 0.850[0.817,0.883] 0.935[0.883,0.970] 0.791[0.749,0.830]
d12 0.015[0.009,0.021] 0.004[-0.011,0.020] 0.027[0.014,0.042] -0.006[-0.024,0.021]
e12 -0.018[-0.027,-0.008] 0.058[0.031,0.086] -0.040[-0.052,-0.027] 0.096[0.060,0.132]
γ11 0.022[-0.023,0.106] 0.020[-0.010,0.050] 0.032[-0.045,0.147]
α11 0.086[0.055,0.118] 0.032[0.009,0.057] 0.120[0.076,0.162]
δ12 0.012[-0.012,0.037] 0.029[-0.008,0.058]
c22 0.016[0.011,0.022] 0.017[0.009,0.024] 0.019[0.002,0.040] 0.022[0.009,0.037]
a22 0.060[0.048,0.072] 0.041[0.022,0.063] 0.059[0.035,0.085] 0.042[0.019,0.066]
b22 0.908[0.886,0.928] 0.906[0.844,0.952] 0.867[0.810,0.912] 0.900[0.834,0.956]
d21 0.025[0.017,0.033] 0.039[0.027,0.052] 0.009[-0.003,0.023] 0.035[0.020,0.050]
e21 -0.009[-0.019,0.002] -0.024[-0.051,0.011] 0.009[-0.012,0.034] -0.034[-0.077,0.013]
γ22 0.012[0.000,0.025] 0.026[0.004,0.047] 0.003[-0.017,0.022]
α22 0.030[0.012,0.049] 0.021[-0.007,0.050] 0.046[0.020,0.072]
δ21 0.033[0.018,0.048] 0.024[0.008,0.040]
c12 0.005[0.003,0.006] 0.008[0.006,0.012] 0.011[0.005,0.020] 0.007[-0.007,0.021]
a12 0.036[0.029,0.044] 0.048[0.034,0.062] 0.048[0.032,0.066] 0.040[0.016,0.065]
b12 0.945[0.934,0.955] 0.919[0.897,0.939] 0.913[0.863,0.947] 0.883[0.848,0.912]
γ12,1 -0.005[-0.031,0.021]
γ12,2 0.009[-0.020,0.037]
γ12,3 -0.006[-0.024,0.012]
α12,1 0.062[0.035,0.087]
α12,2 -0.066[-0.114,-0.019]
α12,3 -0.041[-0.082,-0.003]
ν 9.574[8.303,11.045] 9.570[8.367,11.149] 9.208[8.028,10.845] 9.872[8.552,11.575]
Table 4.13: Acceptance rates for the APVECH family of models fitted to the S&P 500/FTSE
100 bivariate returns
Step Model 1 Model 2 Model 3 Model 4
1 98.1% 88.3% 83.2% 86.7%
2 68.5% 77.3% 50.8% 76.1%
3 81.2% 46.9% 42.1% 53.9%
4 81.6% 53.9% 41.0% 58.6%
5 28.0% 85.3% 75.8% 85.9%
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Table 4.14: Parameter posterior means and 95% credible intervals for the APVECH family of
models fitted to the S&P 500/All Ordinaries bivariate returns
Par Model 1 Model 2 Model 3 Model 4
m10 0.065[0.045,0.085] 0.056[0.028,0.081] 0.035[0.013,0.060] 0.047[0.027,0.069]
m20 0.060[0.041,0.078] 0.053[0.036,0.071] 0.059[0.041,0.077] 0.065[0.047,0.083]
m11 -0.020[-0.047,0.006] -0.020[-0.053,0.011] -0.022[-0.050,0.010] -0.024[-0.052,0.003]
m22 0.094[0.067,0.121] 0.098[0.070,0.127] 0.098[0.069,0.126] 0.097[0.067,0.125]
c11 0.023[0.017,0.030] 0.035[0.014,0.068] 0.008[-0.002,0.018] 0.039[0.031,0.047]
a11 0.054[0.044,0.066] 0.035[0.019,0.052] 0.038[0.021,0.057] 0.031[0.018,0.045]
b11 0.947[0.934,0.960] 0.929[0.889,0.952] 0.927[0.905,0.946] 0.922[0.890,0.949]
d12 0.017[0.003,0.030] 0.006[-0.006,0.016] -0.003[-0.015,0.009] 0.025[0.015,0.035]
e12 -0.055[-0.081,-0.029] -0.044[-0.068,-0.016] -0.021[-0.036,-0.004] -0.074[-0.103,-0.045]
γ11 0.011[-0.053,0.077] 0.040[0.015,0.062] 0.025[-0.017,0.108]
α11 0.059[0.033,0.083] 0.050[0.033,0.066] 0.084[0.047,0.123]
δ12 0.002[-0.014,0.017] -0.004[-0.023,0.016]
c22 0.054[0.041,0.067] 0.075[0.031,0.128] 0.060[0.029,0.092] 0.060[0.040,0.080]
a22 0.105[0.087,0.124] 0.121[0.077,0.170] 0.113[0.080,0.148] 0.119[0.078,0.160]
b22 0.776[0.737,0.816] 0.626[0.442,0.776] 0.694[0.592,0.787] 0.715[0.691,0.738]
d21 0.055[0.043,0.067] 0.082[0.051,0.117] 0.043[0.019,0.069] 0.032[0.015,0.049]
e21 -0.028[-0.037,-0.019] -0.018[-0.039,0.007] -0.024[-0.038,-0.010] -0.030[-0.044,-0.016]
γ22 0.046[0.009,0.084] 0.038[0.008,0.069] 0.030[-0.002,0.061]
α22 0.035[-0.020,0.090] 0.032[-0.018,0.085] 0.018[-0.032,0.069]
δ21 0.052[0.024,0.080] 0.066[0.043,0.089]
c12 0.013[0.005,0.021] 0.005[0.002,0.008] 0.023[0.014,0.032] 0.004[-0.020,0.028]
a12 0.005[-0.016,0.027] 0.005[-0.007,0.017] 0.007[-0.022,0.036] 0.032[-0.020,0.084]
b12 0.718[0.570,0.879] 0.898[0.842,0.954] 0.502[0.408,0.602] 0.650[0.580,0.724]
γ12,1 0.002[-0.038,0.042]
γ12,2 0.009[-0.032,0.050]
γ12,3 0.003[-0.033,0.040]
α12,1 0.012[-0.059,0.085]
α12,2 -0.067[-0.152,0.021]
α12,3 -0.068[-0.148,0.014]
ν 9.172[8.036,10.508] 9.156[7.815,10.653] 9.423[8.256,10.939] 9.441[8.202,11.093]
Table 4.15: Acceptance rates for the APVECH family of models fitted to the S&P 500/All
Ordinaries bivariate returns
Step Model 1 Model 2 Model 3 Model 4
1 97.4% 81.1% 79.8% 82.8%
2 14.6% 65.9% 59.5% 68.1%
3 37.6% 74.1% 80.5% 70.2%
4 80.7% 81.7% 80.7% 88.7%
5 93.0% 81.4% 86.1% 83.2%
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Table 4.16: Parameter posterior means and 95% credible intervals for the APVECH family of
models fitted to the S&P 500/Nikkei 225 bivariate returns
Par Model 1 Model 2 Model 3 Model 4
m10 0.068[0.048,0.088] 0.047[0.024,0.070] 0.050[0.031,0.071] 0.048[0.028,0.070]
m20 0.068[0.043,0.093] 0.052[0.024,0.079] 0.054[0.028,0.079] 0.058[0.032,0.083]
m11 -0.021[-0.048,0.005] -0.013[-0.042,0.016] -0.017[-0.045,0.011] -0.027[-0.055,0.001]
m22 0.019[-0.008,0.045] 0.023[-0.005,0.051] 0.022[-0.004,0.049] 0.023[-0.004,0.049]
c11 0.014[0.009,0.020] 0.010[-0.001,0.022] 0.014[0.005,0.022] 0.011[0.002,0.021]
a11 0.061[0.048,0.074] 0.033[0.018,0.049] 0.029[0.014,0.043] 0.038[0.015,0.064]
b11 0.927[0.910,0.942] 0.902[0.879,0.923] 0.918[0.899,0.937] 0.901[0.873,0.924]
d12 0.002[-0.001,0.006] 0.002[-0.002,0.006] 0.001[-0.002,0.005] 0.001[-0.002,0.005]
e12 -0.004[-0.008,0.000] -0.004[-0.008,0.000] -0.005[-0.009,0.000] -0.005[-0.010,-0.001]
γ11 0.046[0.013,0.096] 0.029[-0.003,0.087] 0.043[0.010,0.094]
α11 0.082[0.061,0.102] 0.066[0.038,0.095] 0.073[0.040,0.103]
δ12 0.004[-0.003,0.011] 0.005[-0.002,0.012]
c22 0.021[0.014,0.028] 0.015[0.001,0.029] 0.019[0.003,0.035] 0.021[0.007,0.036]
a22 0.088[0.073,0.104] 0.046[0.027,0.067] 0.042[0.026,0.060] 0.045[0.028,0.062]
b22 0.897[0.879,0.914] 0.879[0.857,0.901] 0.885[0.861,0.909] 0.887[0.866,0.908]
d21 0.042[0.030,0.054] 0.042[0.028,0.057] 0.018[0.000,0.036] 0.020[0.004,0.036]
e21 -0.032[-0.044,-0.020] -0.030[-0.043,-0.017] -0.020[-0.036,-0.004] -0.031[-0.045,-0.018]
γ22 0.035[0.002,0.069] 0.014[-0.021,0.050] 0.013[-0.016,0.041]
α22 0.103[0.076,0.130] 0.105[0.075,0.136] 0.099[0.068,0.130]
δ21 0.030[0.011,0.049] 0.040[0.018,0.062]
c12 0.012[0.001,0.032] 0.011[0.004,0.019] 0.004[0.001,0.010] 0.001[-0.017,0.019]
a12 0.020[0.007,0.040] 0.023[0.007,0.041] 0.016[0.005,0.029] 0.020[-0.011,0.055]
b12 0.838[0.605,0.975] 0.842[0.758,0.927] 0.929[0.857,0.978] 0.852[0.773,0.916]
γ12,1 -0.002[-0.033,0.029]
γ12,2 -0.011[-0.045,0.023]
γ12,3 -0.004[-0.036,0.030]
α12,1 0.030[-0.011,0.069]
α12,2 -0.068[-0.129,-0.011]
α12,3 -0.067[-0.124,-0.012]
ν 7.511[6.691,8.457] 7.797[6.942,8.885] 7.824[6.923,8.969] 7.921[7.054,9.041]
Table 4.17: Acceptance rates for the APVECH family of models fitted to the S&P 500/Nikkei
225 bivariate returns
Step Model 1 Model 2 Model 3 Model 4
1 97.1% 82.5% 84.4% 83.6%
2 31.7% 71.3% 70.6% 70.5%
3 46.0% 69.8% 67.3% 69.0%
4 52.7% 78.4% 75.1% 88.5%
5 92.3% 83.1% 83.2% 83.4%
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Table 4.18: Parameter posterior means and 95% credible intervals for the APVECH family of
models fitted to the FTSE 100/All Ordinaries bivariate returns
Par Model 1 Model 2 Model 3 Model 4
m10 0.067[0.046,0.087] 0.052[0.032,0.073] 0.049[0.029,0.071] 0.048[0.027,0.069]
m20 0.062[0.044,0.079] 0.056[0.038,0.073] 0.059[0.041,0.077] 0.059[0.042,0.075]
m11 -0.042[-0.069,-0.016] -0.041[-0.068,-0.014] -0.036[-0.063,-0.010] -0.044[-0.071,-0.018]
m22 0.099[0.072,0.126] 0.101[0.074,0.128] 0.103[0.076,0.130] 0.107[0.081,0.134]
c11 0.021[0.015,0.026] 0.016[0.001,0.030] 0.020[0.007,0.033] 0.021[0.008,0.033]
a11 0.067[0.054,0.082] 0.043[0.026,0.061] 0.043[0.024,0.064] 0.039[0.027,0.050]
b11 0.923[0.905,0.939] 0.914[0.887,0.939] 0.906[0.875,0.934] 0.916[0.892,0.937]
d12 0.022[0.014,0.030] 0.007[-0.010,0.024] 0.004[-0.014,0.021] 0.004[-0.013,0.021]
e12 -0.039[-0.050,-0.029] -0.011[-0.046,0.029] -0.009[-0.037,0.021] -0.036[-0.070,-0.002]
γ11 0.020[-0.011,0.061] 0.020[-0.015,0.074] 0.024[-0.012,0.069]
α11 0.048[0.029,0.067] 0.059[0.037,0.080] 0.056[0.038,0.074]
δ12 0.001[-0.019,0.021] 0.031[0.008,0.055]
c22 0.035[0.026,0.045] 0.036[0.020,0.054] 0.039[0.021,0.057] 0.036[0.022,0.051]
a22 0.084[0.065,0.104] 0.073[0.045,0.102] 0.079[0.049,0.110] 0.073[0.042,0.106]
b22 0.847[0.810,0.880] 0.826[0.762,0.882] 0.825[0.771,0.876] 0.811[0.743,0.869]
d21 0.035[0.025,0.046] 0.035[0.023,0.048] 0.024[0.006,0.042] 0.014[0.000,0.029]
e21 -0.026[-0.036,-0.016] -0.021[-0.037,-0.004] -0.026[-0.037,-0.014] -0.017[-0.033,0.000]
γ22 0.011[-0.013,0.034] 0.010[-0.014,0.033] 0.013[-0.007,0.035]
α22 0.028[-0.004,0.061] 0.016[-0.021,0.054] 0.047[0.008,0.086]
δ21 0.030[0.009,0.052] 0.041[0.021,0.061]
c12 0.008[0.005,0.012] 0.008[0.005,0.013] 0.009[0.005,0.013] -0.001[-0.014,0.013]
a12 0.031[0.019,0.044] 0.031[0.019,0.044] 0.030[0.017,0.043] 0.006[-0.025,0.038]
b12 0.906[0.870,0.934] 0.905[0.862,0.939] 0.904[0.862,0.938] 0.852[0.791,0.898]
γ12,1 0.005[-0.019,0.031]
γ12,2 0.009[-0.013,0.032]
γ12,3 0.022[-0.002,0.046]
α12,1 0.083[0.038,0.126]
α12,2 0.004[-0.061,0.067]
α12,3 -0.035[-0.093,0.020]
ν 11.004[9.401,12.844] 10.761[9.358,12.635] 10.975[9.439,12.997] 11.080[9.558,13.167]
Table 4.19: Acceptance rates for the APVECH family of models fitted to the FTSE 100/All
Ordinaries bivariate returns
Step Model 1 Model 2 Model 3 Model 4
1 97.5% 88.2% 88.1% 84.2%
2 77.0% 68.2% 71.0% 62.9%
3 77.2% 71.2% 73.1% 68.4%
4 90.7% 75.9% 77.8% 76.8%
5 30.6% 83.3% 85.2% 81.3%
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Table 4.20: Parameter posterior means and 95% credible intervals for the APVECH family of
models fitted to the FTSE 100/Nikkei 225 bivariate returns
Par Model 1 Model 2 Model 3 Model 4
m10 0.070[0.049,0.091] 0.053[0.033,0.073] 0.052[0.029,0.075] 0.046[0.024,0.067]
m20 0.064[0.038,0.090] 0.043[0.017,0.070] 0.047[0.020,0.073] 0.044[0.017,0.070]
m11 -0.012[-0.039,0.016] -0.008[-0.036,0.018] -0.007[-0.034,0.021] -0.009[-0.037,0.019]
m22 0.026[-0.001,0.052] 0.030[0.003,0.056] 0.030[0.003,0.056] 0.033[0.007,0.059]
c11 0.023[0.015,0.031] 0.023[0.009,0.037] 0.030[0.018,0.042] 0.041[0.024,0.059]
a11 0.086[0.070,0.103] 0.058[0.034,0.085] 0.052[0.027,0.079] 0.054[0.035,0.074]
b11 0.893[0.872,0.913] 0.888[0.852,0.919] 0.890[0.857,0.920] 0.867[0.834,0.897]
d12 0.002[-0.002,0.007] 0.002[-0.002,0.006] 0.003[-0.003,0.008] 0.001[-0.004,0.006]
e12 -0.003[-0.008,0.002] -0.004[-0.010,0.003] -0.005[-0.012,0.002] -0.006[-0.016,0.005]
γ11 0.024[-0.007,0.073] 0.012[-0.034,0.085] 0.016[-0.039,0.119]
α11 0.056[0.029,0.082] 0.067[0.039,0.095] 0.094[0.054,0.135]
δ12 0.002[-0.007,0.011] 0.010[-0.001,0.022]
c22 0.026[0.017,0.036] 0.019[0.004,0.033] 0.023[0.013,0.033] 0.027[0.015,0.039]
a22 0.081[0.066,0.096] 0.047[0.032,0.064] 0.046[0.032,0.061] 0.045[0.026,0.064]
b22 0.905[0.887,0.922] 0.890[0.867,0.910] 0.890[0.862,0.914] 0.876[0.843,0.905]
d21 0.043[0.026,0.059] 0.040[0.018,0.062] 0.021[-0.006,0.046] 0.030[0.014,0.046]
e21 -0.045[-0.066,-0.025] -0.039[-0.063,-0.016] -0.031[-0.057,-0.003] -0.049[-0.072,-0.026]
γ22 0.035[0.016,0.054] 0.018[-0.001,0.039] 0.029[0.003,0.056]
α22 0.084[0.058,0.110] 0.086[0.059,0.113] 0.115[0.080,0.152]
δ21 0.027[0.000,0.054] 0.041[0.011,0.071]
c12 0.008[0.004,0.012] 0.010[0.005,0.016] 0.009[0.004,0.015] 0.006[-0.008,0.021]
a12 0.034[0.023,0.047] 0.037[0.024,0.050] 0.036[0.023,0.050] 0.019[-0.008,0.046]
b12 0.924[0.893,0.947] 0.911[0.868,0.942] 0.913[0.867,0.944] 0.835[0.766,0.888]
γ12,1 -0.002[-0.031,0.025]
γ12,2 -0.029[-0.062,0.005]
γ12,3 0.035[0.004,0.066]
α12,1 0.092[0.050,0.135]
α12,2 -0.058[-0.122,0.005]
α12,3 -0.045[-0.102,0.010]
ν 9.633[8.286,11.266] 9.797[8.479,11.512] 9.873[8.527,11.627] 10.177[8.716,12.093]
Table 4.21: Acceptance rates for the APVECH family of models fitted to the FTSE 100/Nikkei
225 bivariate returns
Step Model 1 Model 2 Model 3 Model 4
1 98.2% 87.6% 87.8% 84.8%
2 45.8% 70.6% 74.1% 72.0%
3 32.4% 66.4% 66.2% 76.0%
4 61.3% 71.8% 72.1% 78.7%
5 27.5% 85.8% 85.0% 82.6%
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Table 4.22: Parameter posterior means and 95% credible intervals for the APVECH family of
models fitted to the All Ordinaries/Nikkei 225 bivariate returns
Par Model 1 Model 2 Model 3 Model 4
m10 0.068[0.050,0.086] 0.062[0.044,0.079] 0.064[0.046,0.082] 0.058[0.040,0.076]
m20 0.075[0.049,0.101] 0.063[0.036,0.087] 0.064[0.039,0.089] 0.054[0.029,0.081]
m11 0.060[0.034,0.086] 0.062[0.037,0.088] 0.064[0.039,0.089] 0.067[0.041,0.092]
m22 0.001[-0.024,0.026] 0.004[-0.021,0.029] 0.005[-0.019,0.029] 0.006[-0.020,0.031]
c11 0.015[0.010,0.022] 0.016[0.008,0.024] 0.018[0.008,0.029] 0.016[0.007,0.027]
a11 0.060[0.047,0.074] 0.054[0.033,0.078] 0.057[0.032,0.087] 0.053[0.030,0.077]
b11 0.921[0.899,0.939] 0.910[0.880,0.937] 0.904[0.864,0.937] 0.893[0.863,0.922]
d12 0.004[0.001,0.007] 0.006[0.001,0.010] 0.006[0.001,0.011] 0.005[0.001,0.009]
e12 -0.005[-0.008,-0.002] -0.007[-0.012,-0.002] -0.006[-0.011,0.001] -0.007[-0.011,-0.003]
γ11 0.015[-0.003,0.033] 0.013[-0.006,0.036] 0.026[0.002,0.068]
α11 0.022[0.007,0.038] 0.018[-0.002,0.042] 0.053[0.030,0.077]
δ12 -0.002[-0.010,0.005] 0.001[-0.004,0.006]
c22 0.024[0.017,0.030] 0.019[0.011,0.028] 0.023[0.011,0.035] 0.024[0.008,0.039]
a22 0.083[0.071,0.095] 0.046[0.032,0.061] 0.046[0.031,0.062] 0.040[0.024,0.057]
b22 0.907[0.894,0.920] 0.903[0.885,0.919] 0.903[0.887,0.918] 0.891[0.871,0.910]
d21 -0.001[-0.007,0.006] -0.003[-0.008,0.003] -0.002[-0.016,0.011] -0.008[-0.021,0.004]
e21 -0.005[-0.012,0.001] -0.006[-0.012,0.000] -0.004[-0.011,0.003] -0.006[-0.013,0.002]
γ22 0.026[0.004,0.050] 0.013[-0.010,0.035] 0.020[-0.013,0.054]
α22 0.073[0.053,0.093] 0.075[0.056,0.094] 0.111[0.083,0.139]
δ21 -0.001[-0.018,0.016] 0.010[-0.006,0.028]
c12 0.008[0.005,0.010] 0.009[0.006,0.013] 0.009[0.005,0.013] -0.005[-0.015,0.006]
a12 0.054[0.046,0.064] 0.062[0.049,0.075] 0.062[0.048,0.076] 0.033[0.013,0.053]
b12 0.913[0.898,0.927] 0.902[0.879,0.921] 0.902[0.878,0.922] 0.886[0.863,0.907]
γ12,1 0.013[-0.010,0.036]
γ12,2 0.018[-0.001,0.037]
γ12,3 0.011[-0.008,0.031]
α12,1 0.074[0.047,0.102]
α12,2 -0.018[-0.070,0.035]
α12,3 -0.010[-0.056,0.038]
ν 7.295[6.468,8.218] 7.212[6.454,8.148] 7.231[6.423,8.240] 7.362[6.554,8.379]
Table 4.23: Acceptance rates for the APVECH family of models fitted to the All Ordinar-
ies/Nikkei 225 bivariate returns
Step Model 1 Model 2 Model 3 Model 4
1 98.0% 89.9% 91.1% 86.9%
2 25.0% 53.1% 47.6% 69.5%
3 40.9% 43.9% 42.5% 56.7%
4 47.4% 57.0% 53.7% 61.0%
5 21.6% 84.7% 82.5% 81.3%
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Table 4.24: Potential scale reduction factors for Model 4 of the APVECH family of models
fitted to the All Ordinaries/Nikkei 225 bivariate returns
Par PSRF
m10 1.01
m20 1.01
m11 1.01
m22 1.01
c11 1.06
a11 1.11
b11 1.10
d12 1.01
e12 1.05
γ11 1.01
α11 1.19
δ12 1.03
c22 1.05
a22 1.06
b22 1.01
d21 1.10
e21 1.06
γ22 1.10
α22 1.23
δ21 1.12
c12 1.03
a12 1.07
b12 1.08
γ12,1 1.08
γ12,2 1.01
γ12,3 1.05
α12,1 1.13
α12,2 1.05
α12,3 1.03
ν 1.03
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Chapter 5
Estimating Portfolio Value at Risk
using a Skew-t Copula-GARCH
Model
The goal of this chapter is to improve existing techniques in risk forecasting for stock
portfolios. To assist in reaching this goal, the vast properties of multivariate stock returns
need to be accurately captured. A copula-GARCH model is proposed in this chapter that
simultaneously captures stock return asymmetry in both conditional mean and variance
equations of its marginal distributions, as well as asymmetry in its dependence structure
via a skew-t copula. In addition, the marginal distributions are generalised to incorporate
both skewness and excess kurtosis, thus enabling information on the first four moments
of stock returns to be available in the one model. The performance of the proposed
model is compared to a variety of existing univariate and multivariate GARCH models by
estimating Value at Risk (VaR) for multiple time horizons on a stock portfolio consisting
of five Dow Jones Industrial (DJI) stocks. While VaR back-testing has already been
applied extensively in the literature, it has always been applied to compare models of the
same dimension. Under the assumption that the portfolio weights are known, comparisons
can be drawn between univariate and multivariate models together in the one study. In
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this example, the proposed skew-t copula-GARCH model outperforms the competing
models in many cases, and also demonstrates significant asymmetries that are present in
the data. These results clearly indicate the need to accurately capture the tail behaviour
in stock returns for risk management purposes.
5.1 Introduction
Holding a portfolio of stocks attracts many risks. A substantial focus of such risks in the
literature has been on market risk, i.e. the risk of a financial loss due to unfavourable
movements in stock prices. In order to quantify the amount of market risk in a stock
portfolio at a point in time, the common approach is to use Value at Risk (VaR). Estab-
lished at J.P. Morgan in 1993 as part of the “Weatherstone 4:15pm” daily risk assessment
report, VaR is perhaps the most widely used measure of market risk. It is one number
that represents the minimum amount that could be lost over a given time horizon at
a specified confidence level. Knowledge of VaR enables institutions to take action on
“risky” portfolio positions that could potentially result in huge financial losses. There
have been many investigations of VaR in the literature, some examples can be found in
Duffie and Pan (1997), Dowd (1998), Jorion (2000) and Allen (2003).
VaR can be estimated from holding either one stock (using one return series), or a
portfolio of stocks (using multiple return series). For one stock, VaR can be estimated
from its return series {yt}nt=1 using volatility forecasts from a univariate GARCH model
(see for e.g. Giot and Laurent, 2003; Wong and So, 2003 and So and Yu, 2006). When a
portfolio of stocks is held, portfolio VaR can be estimated from the multivariate return se-
ries {(y1t, . . . , yNt)}nt=1 using both volatility and correlation forecasts from a multivariate
GARCH model, plus the portfolio weights {wi}Ni=1 (see for e.g. Palaro and Hotta, 2006;
McAleer and Da Veiga, 2008 and Rombouts and Verbeek, 2009). However, when the
portfolio weights are known, they can be combined with the multivariate return series to
give portfolio returns via {w1y1t + . . .+wNyNt}nt=1 which can be estimated via more par-
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simonious and easier to estimate univariate GARCH models. Hence, under this setting,
the performance of univariate and multivariate GARCH models can be compared when
estimating VaR for a stock portfolio. There is evidence in the literature that simpler mod-
els forecast volatility better than more complex models (see for e.g. Dimson and Marsh,
1990 and Cheong, 2009). In addition, fitting a univariate GARCH model to portfolio
returns may implicitly capture the multivariate dependence structure more accurately
than a poorly specified multivariate GARCH model. This theory is tested in this chapter
by comparing a series of univariate and multivariate GARCH models in estimating VaR
for multiple time horizons on a Dow Jones Industrial (DJI) stock portfolio.
In order to test the adequacy of a model in VaR estimation, several back-testing
procedures have been proposed in the literature. Perhaps the earliest one is that rec-
ommended in the revised Basel Capital Accord (Basel II), which recommends examining
the number of instances that VaR is violated (i.e. actual portfolio losses exceeding the
estimated VaR) in history. Kupiec (1995) formalises this as the unconditional coverage
(UC) test, where the number of observed VaR violations is compared to the significance
level used in estimating each VaR. The percentage of VaR violations should be close to
the significance level for a “reasonable” VaR model. However, this back-test does not
take into account the timing of each VaR violation; a VaR model should have violations
close to the significance level and each violation should occur at independent times over
the back-testing period. Christoffersen (1998) combines the UC test together with a sim-
ple test of independence between VaR violations known as the conditional coverage (CC)
test. However, dependence between violations can only be identified in this test when
they occur consecutively (i.e. one violation after the other). Engle and Manganelli (2004)
generalise this concept through the dynamic quantile (DQ) test, which enables indepen-
dence testing for potentially non-consecutive violations, and thus is a more powerful test
(see for e.g Chen et al., 2011b and Berkowitz et al., 2011). A non-binary test that can
be used to back-test VaR is the criterion function of Koenker and Bassett (1978), which
calculates differences between actual returns and the estimated VaR. The model which
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minimises this function is the model preferred1. These VaR back-testing procedures will
be utilised in this chapter in order to compare model performance in estimating VaR.
Accurate volatility and correlation forecasting requires a well-specified multivariate
GARCH model. Ever since the introduction of the VECH multivariate GARCH model
by Bollerslev et al. (1988), there has been an extensive amount of research appearing in
the literature on improving the way conditional correlation is modelled in multivariate
financial time series. Much of this research deals with simplifying estimation of model
parameters, since typically many restrictions are required in order to achieve positive
definiteness (PD) and covariance stationarity (CS) of the dynamic covariance matrices, as
Chapters 3 and 4 of this thesis illustrate (e.g. the models of Engle et al., 1990; Bollerslev,
1990; Engle and Kroner, 1995 and Kroner and Ng, 1998). Chapters 3 and 4 also illustrate
the Dynamic Conditional Correlation (DCC) model of Engle (2002) and the Asymmetric
Generalised DCC (AG-DCC) model of Cappiello et al. (2006), the advantages of which are
the ability to estimate each individual dataset through univariate GARCH models, then
use this information to estimate the time-varying correlation component of the model
without the need for a large number of restrictions. These models represent examples of
estimation by separating a model’s marginal distributions from the dependence structure.
This is precisely the methodology behind copulas. A copula is a multivariate cumu-
lative distribution function (CDF) that has marginals following uniform distributions on
the [0, 1] interval. The copula itself can take on many forms, which is usually determined
by the dependence structure needing to be captured. The idea itself is not new, dating
back (at least) to the results of Sklar (1959). More recent texts such as Joe (1997),
Nelsen (1999) and Cherubini et al. (2004) provide excellent theory and applications be-
hind different copula structures. Papers such as Patton (2004), Jondeau and Rockinger
(2006), Serban et al. (2007), Lai et al. (2009) and Lee and Long (2009) are examples of
copula-GARCH applications to financial time series. Perhaps the most common types
of copulas implemented in the literature are elliptical copulas (e.g. the Gaussian and
1This process is mathematically equivalent to maximising the likelihood function under an asymmetric
Laplace distribution (see for e.g. Koenker and Machado, 1999 and Yu and Moyeed, 2001).
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Student-t copulas), which are based on their respective multivariate distributions. These
are popular in financial applications because the dependence structure of these copulas
is defined in terms of correlations, which are easily interpreted. However, they do not
have the ability to capture asymmetric dependence since they are based on symmetric
multivariate distributions. Archimedean copulas (e.g. Clayton, Frank and Gumbel cop-
ulas) which have closed-form CDF’s can offer an asymmetric dependence alternative to
the Gaussian and Student-t forms. Another type of copula that has recently developed
is the skew-t copula, with various forms existing due to different forms of the multivari-
ate skew-t distributions appearing in the literature (see for e.g Jones, 2001, Azzalini and
Capitanio, 2003 and Sahu et al., 2003). Chan and Kroese (2010) provide an application
of a skew-t copula to portfolio credit risk, while Smith et al. (2011) propose a new skew-t
copula and use Bayesian techniques to estimate it. Sun et al. (2008) combine a skew-t
copula with an ARMA-GARCH model.
The majority of papers on copula-GARCH models in the literature attempt to capture
the asymmetry, skewness and excess kurtosis from return series in their models in various
ways, but not in all components of their models. For example, Jondeau and Rockinger
(2006) have univariate skew-t distributions for each marginal, but do not allow for asym-
metric dependence in their copulas; Serban et al. (2007) offer a high-dimensional copula
model but do not consider asymmetry or skewness at all, and Lai et al. (2009) consider
copulas with asymmetric dependence but do not consider skewness in their marginals.
Using the multivariate skew-t distribution of Bauwens and Laurent (2005), a new skew-t
copula-GARCH model is proposed in this chapter which simultaneously allows for asym-
metry, skewness and excess kurtosis in the marginal distributions, and (potentially) asym-
metric dependence via a skew-t copula, thus extending existing approaches. This model
is compared to other existing univariate and multivariate GARCH models in estimating
VaR, as discussed earlier.
The common ground between the copula-GARCH (and many other) papers in this
area is that the majority use a two-step estimation procedure similar to that of Engle
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(2002); marginal distributions are estimated first via maximum likelihood, then the de-
pendence structure between them is estimated via maximising a copula likelihood based
on information from the marginals. Patton (2006) shows that resulting parameter esti-
mates are consistent and asymptotically normally distributed (under certain regularity
conditions), but they are not efficient asymptotically as information in the marginals
is lost from the first step. Ausin and Lopes (2010) propose a one-step Bayesian ap-
proach in estimating a bivariate copula-GARCH model, which alleviates this issue by
considering the joint posterior distribution of all model parameters. While this approach
demonstrates to work well in this paper, it becomes quite computationally expensive once
the dimension of the model increases. Ausin and Lopes (2010) also suggest a two-step
Bayesian approach that is similar to the classical two-step approach but the joint poste-
rior distribution is split into marginal posteriors and a copula posterior for simulation.
This enables faster Bayesian estimation (although not fully Bayesian) and can be much
more convenient in large dimensions. This estimation approach is taken in this chapter
to fit the proposed skew-t copula-GARCH model to the returns from a DJI portfolio
containing five stocks.
This chapter is organised as follows: Section 5.2 briefly discusses the notation of
distributions to be used in this chapter. Section 5.3 reviews some multivariate skew-t
distributions that exist in the literature, while Section 5.4 reviews some influential copula-
GARCH models existing in the literature. Section 5.5 introduces the proposed skew-t
copula-GARCH model and discusses its properties. Section 5.6 discusses the Bayesian
estimation procedures to be applied to the model. Section 5.7 applies the model in
estimating VaR for a 5-dimensional stock portfolio, with its performance compared with
a series of existing univariate and multivariate GARCH models. Section 5.8 concludes
this chapter.
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5.2 Distributional Notation
It is at this point that I mention distributional notation for the remainder of this chapter:
• Unless otherwise stated, all multivariate distributions will assume the general di-
mension N . This has been the notation throughout this thesis and hence will
continue. For example, if f is a multivariate PDF, then f : RN → R+, where R+
denotes the set of positive real numbers.
• Multivariate PDF’s and CDF’s will be displayed as boldface to distinguish between
univariate PDF’s and CDF’s. In addition, CDF’s will be given the upper-case
notation, with a “−1” superscript included for inverse CDF’s. Examples of this are
given in the table below:
Notation Distribution Type
f Univariate PDF
f Multivariate PDF
F Univariate CDF
F Multivariate CDF
F−1 Univariate Inverse CDF
• Any parameters representing skewness or excess kurtosis will be placed as subscripts
with the distribution, with mean (vectors) and (co)variances placed in brackets.
For any standardised distributions, the parameters in the brackets will simply be
omitted. For example, fν(x|µ,Σ) is a multivariate PDF at x with mean vector µ,
covariance matrix Σ and degrees of freedom ν, while Fλ,ν(x) is a univariate CDF at
x with zero mean, unit variance, skewness parameter λ and degrees of freedom ν.
Typically vectors have been given the boldface notation throughout this thesis - this will
continue, however the distinction between multivariate distributions and vectors should
be clear.
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5.3 Multivariate Skew-t Distributions
This section briefly reviews some of the multivariate skew-t distributions that currently
exist in the literature. See Kotz and Nadarajah (2004) for other generalisations and
related distributions.
Assume that X = (X1, . . . , XN) is a vector of random variables, with x = (x1, . . . , xN)
the observation vector. Unlike the unique multivariate normal and multivariate Student-t
distributions given by the PDF’s
n(x|µ,Σ) = (2pi)−N2 |Σ|− 12 exp
[
−1
2
(x− µ)′Σ−1(x− µ)
]
(5.1)
and
tν(x|µ,Σ) =
Γ
(
ν+N
2
)
Γ
(
ν
2
)
(νpi)
N
2 |Σ| 12
[
1 +
1
ν
(x− µ)′Σ−1(x− µ)
]− ν+N
2
, (5.2)
there are various ways to represent a multivariate skew-t distribution:
5.3.1 Jones (2001)
The multivariate skew-t distribution of Jones (2001) forms as an association with the
multivariate F distribution and beta distributions, the properties of which are detailed
in this paper. The PDF is given by
sktν(x) =
Γ(s)
Γ(ν0) . . .Γ(νN)
N∏
i=1
2
(
xi +
√
wi + x2i
)2νi
wνii
√
wi + x2i

1 + N∑
j=1
(
xj +
√
wj + x2j
)2
wj

s (5.3)
where ν = (ν0, . . . , νN) are the N + 1 degrees of freedom parameters, s = ν0 + . . . + νN
and wi = ν0 + νi, i = 1, . . . , N . The skewness in this distribution is controlled by the
values of each wi, therefore no unique skewness parameters exist in equation (5.3). Hence
this is a parsimonious distribution when fitted, but skewness is difficult to interpret.
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5.3.2 Azzalini and Capitanio (2003)
The multivariate skew-t distribution of Azzalini and Capitanio (2003) offers a direct
extension to the multivariate skew-normal distribution studied in Azzalini and Dalla
Valle (1996). Its PDF is given by
sktλ,ν(x|µ,Σ) = 2tν(x|µ,Σ)Tν+N
(
λ′D−1(x− µ)
√
ν +N
Qx + ν
)
(5.4)
where tν denotes the multivariate Student-t PDF (as in equation (5.2)) with mean vector
µ, covariance matrix Σ = [σij] and degrees of freedom ν, while Tν+N denotes the uni-
variate Student-t CDF with degrees of freedom ν+N . The additional parameters of this
distribution are contained in the parameter vector λ, with Qx = (x−µ)′Σ−1(x−µ) and
D is a diagonal matrix such that D = diag(
√
σ11, . . . ,
√
σNN). This is an improvement
over the Jones (2001) distribution in (5.3), mainly because of the existence of the distinct
“shape” parameters contained in λ. However, should many calls to this function exist in
a computer program (e.g. in a Bayesian analysis), then the Student-t CDF needs to be
calculated each time which can be computationally expensive.
5.3.3 Sahu et al. (2003)
The multivariate skew-t distribution of Sahu et al. (2003) has a similar form to that of
Azzalini and Capitanio (2003) in equation (5.4), and has the PDF
sktδ,ν(x|µ,Σ) = 2Ntν(x|µ,Σ +D2) Pr(V > 0) (5.5)
where µ, Σ and ν are defined as in equation (5.4), and D = diag(δ) = diag(δ1, . . . , δN)
is a diagonal matrix defining the skewness parameters. The random vector V follows
a multivariate Student-t distribution with mean vector µV, covariance matrix ΣV and
degrees of freedom ν +N , where
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µV = D(Σ +D
2)−1(x− µ), ΣV = ν +Qx
ν +N
[
IN −D(Σ +D2)−1D
]
with Qx = (x−µ)′(Σ+D2)(x−µ) and IN the N×N identity matrix. Like the distribution
of Azzalini and Capitanio (2003) in equation (5.4), unique parameters (i.e. δ) represent
the “shape” of the distribution. However, Smith et al. (2011) state that evaluation of the
probability Pr(V > 0) needs to be undertaken numerically, and further state that “this is
still difficult in even moderate dimensions”. Hence this distribution would be impractical
in many applications.
5.3.4 Demarta and McNeil (2005)
The multivariate skew-t distribution of Demarta and McNeil (2005) derives as a special
case of the multivariate normal-mixture distribution. Its PDF is given by
sktγ,ν(x|µ,Σ) = c
K ν+N
2
(√
(ν +Qx)γ ′Σ−1γ
)
exp [(x− µ)′Σ−1γ](√
(ν +Qx)γ ′Σ−1γ
)− ν+N
2 (
1 + Qx
ν
) ν+N
N
(5.6)
where K(·) denotes the modified Bessel function of the third kind (see Abramowitz and
Stegun, 1972, ch 9,10), Qx = (x − µ)′Σ−1(x − µ) and c is a normalising constant equal
to
c =
2
2−ν−N
2
Γ
(
ν
2
)
(νpi)
N
2 |Σ| 12
.
The same definition is given to the parameters µ, Σ, γ and ν as in the distribution
of Azzalini and Capitanio (2003). This distribution is easy to implement, however Ba-
nachewicz and van der Vaart (2008) and Fung and Seneta (2010) illustrate that its tail
dependence coefficient (i.e. the additional amount of weighting of the distribution in its
tails compared to that of a multivariate normal distribution) has trivial values (0 or 1).
In fact, Fung and Seneta (2010) state that this distribution “may not be an appropriate
skew-encompassing extension of the multivariate symmetric t distribution, which itself
possess nontrivial values of the tail dependence coefficient”.
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5.3.5 Bauwens and Laurent (2005)
The multivariate skew-t distribution of Bauwens and Laurent (2005) acts as a natural
extension to the univariate skew-t distribution formed by the approach of Fernandez and
Steel (1998): they generate a skewed distribution from a PDF f (which is unimodal and
symmetric around zero), using the parameter γ ∈ (0,∞) as follows:
skγ(ε) =
2γ
1 + γ2
[
f
(
ε
γ
)
I(ε ≥ 0) + f(γε)I(ε < 0)
]
(5.7)
where I is the indicator equal to 1 if the condition is true and 0 otherwise. Under the
assumption that f is the standardised Student-t distribution, i.e.
fν(x|µ, σ2) =
Γ
(
ν+1
2
)
Γ
(
ν
2
)√
(ν − 2)piσ2
[
1 +
(x− µ)2
(ν − 2)σ2
]− ν+1
2
,
applying (5.7) to f results in the following skew-t distribution:
sktγ,ν(x|µ, σ2) =
2γsΓ
(
ν+1
2
)
(1 + γ2)Γ
(
ν
2
)√
(ν − 2)piσ2
{
1 +
γ−2I [mσ + s(x− µ)]2
(ν − 2)σ2
}− ν+1
2
(5.8)
where
I =

1 if x ≥ µ− mσ
s
−1 if x < µ− mσ
s
,
and
m =
Γ
(
ν−1
2
)√
ν − 2
Γ
(
ν
2
)√
pi
(
γ − 1
γ
)
, s2 = γ2 +
1
γ2
− 1−m2.
The constants m and s ensure that the distribution is standardised to have mean µ and
variance σ2, which are included after application of equation (5.7). Bauwens and Laurent
(2005) extend this idea to the multivariate space, and consider a skewed alternative to
the multivariate standardised Student-t distribution:
fη(x|µ,Σ) =
Γ
(
η+N
2
) |Σ|− 12
Γ
(
η
2
)
(η − 2)N2
[
1 +
(x− µ)′Σ−1(x− µ)
η − 2
]− η+N
2
.
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Their multivariate skew-t PDF is given by
sktγ,η(x|µ,Σ) =
(
2√
pi
)N ( N∏
i=1
γisi
1 + γ2i
)
Γ
(
η+N
2
) |Σ|− 12
Γ
(
η
2
)
(η − 2)N2
(
1 +
a′a
η − 2
)− η+N
2
(5.9)
where µ = [µi] and Σ = [σij] are the mean vector and covariance matrix (respectively),
γ = (γ1, . . . , γN) is a vector of skewness parameters and η is the degrees of freedom
parameter. The additional vector a = (a1, . . . , aN) has elements defined as ai = γ
−Ii
i (mi+
six
∗
i ), with x
∗ = (x∗1, . . . , x
∗
N) = Σ
− 1
2 (x− µ) and
Iit =

1 if xi ≥ µi − mi
√
σii
si
,
−1 if xi < µi − mi
√
σii
si
,
mi =
Γ
(
η−1
2
)√
η − 2
Γ
(
η
2
)√
pi
(
γi − 1
γi
)
, s2i = γ
2
i +
1
γ2i
− 1−m2i .
The Bauwens and Laurent (2005) distribution from equation (5.9) will be employed as
the basis for a skew-t copula in this chapter, mainly due to the following reasons:
• Its marginal distributions revert to the univariate skew-t distribution in equation
(5.8), whose PDF, CDF and inverse CDF are available in many statistical computer
packages (e.g. R Development Core Team, 2010) or can be easily programmed2.
• There is no dependence on a CDF in the calculation of the multivariate PDF in
(5.9), yielding faster computations.
• The distribution is in a standardised format, in order to eliminate the impact of γ
and η on the covariance matrix so that E(X) = µ and Cov(X) = Σ.
• The univariate skew-t distribution in equation (5.8) has been included with GARCH
models in applications to financial time series (e.g. see Alberg et al., 2008 and Tu
2The actual derivations of the CDF and inverse CDF of the univariate skew-t distribution are detailed
in the Appendix of this chapter.
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et al., 2008). Hence it seems natural for an extension to higher dimensions with an
application to multivariate financial time series.
5.4 Copula-GARCH Models
This section reviews some of the main copula-GARCH model contributions to the liter-
ature. However, it is necessary to first briefly review the definition of a copula and some
of its properties before introducing each contribution.
5.4.1 Copula Properties
A copula is an N -dimensional multivariate CDF defined on the unit N -cube [0, 1]N that
has uniformly distributed marginal distributions. Sklar (1959) states and proves many
properties of copulas, two of which are mentioned below for convenience:
Let Xi, i = 1, . . . , N denote random variables and let F denote any multivariate CDF
with marginals given by ui = Fi(xi) = Pr(Xi ≤ xi), i = 1, . . . , N .
1. F can be represented by its univariate marginals and a copula C such that
F(x1, . . . , xN) = C(F1(x1), . . . , FN(xN)). (5.10)
2. If C is a copula and each Fi are marginal CDF’s, then F is a joint distribution with
each Fi as its marginals:
C(u1, . . . , uN) = F(F
−1
1 (u1), . . . , F
−1
N (uN)). (5.11)
Now let {yt}nt=1 = {(y1t, . . . , yNt)}nt=1 denote a set of N -dimensional observations of sam-
ple size n and ψt−1 the information set at time t − 1. A copula-GARCH model can be
defined by first specifying a time-varying copula Ct for the time-varying CDF Ft of yt,
conditional on ψt−1. This can be achieved by utilising the copula property from equation
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(5.10) as follows:
yt|ψt−1 ∼ Ft(yt|ψt−1) = Ct(F1t(y1t|ψt−1), . . . , FNt(yNt|ψt−1)|ψt−1) (5.12)
where Fit denotes the marginal CDF of each yit|ψt−1, ∀ i = 1, . . . , N . The PDF of yt|ψt−1
can easily be derived from equation (5.12) through differentiation:
ft(yt|ψt−1) = ct(F1t(y1t|ψt−1), . . . , FNt(yNt|ψt−1)|ψt−1)
N∏
i=1
fit(yit|ψt−1) (5.13)
where ct denotes the PDF of the copula Ct, and fit denotes the marginal PDF of each
yit|ψt−1, ∀ i = 1, . . . , N . The copula PDF can also be derived from differentiation, this
time using equation (5.11) and setting uit = Fit(yit|ψt−1):
ct(u1t, . . . , uNt|ψt−1) = ft(F
−1
1t (u1t), . . . , F
−1
Nt (uNt)|ψt−1)∏N
i=1 fit(F
−1
it (uit)|ψt−1)
. (5.14)
Perhaps the most commonly used copulas in the literature for financial time series are
the Gaussian and Student-t copulas, which are based on their respective multivariate
distributions. Using their PDFs in equations (5.1) and (5.2) in addition to the copula
equations in (5.11) and (5.14) these copulas can be written as follows (omitting the time
dependence and ψt−1 condition for convenience):
CGaussian(u1t, . . . , uNt) = Φ(Φ
−1(u1t), . . . ,Φ−1(uNt)|0, Pt), (5.15)
cGaussian(u1t, . . . , uNt) = |Pt|− 12 exp
[
−1
2
x′t(P
−1
t − IN)xt
]
, (5.16)
CStudent(u1t, . . . , uNt) = Tη(T
−1
η (u1t), . . . , T
−1
η (uNt)|0, Pt), (5.17)
cStudent(u1t, . . . , uNt) =
|Pt|− 12Γ
(
η+N
2
) [
Γ
(
η
2
)]N−1 (
1 + 1
η
x′tP
−1
t xt
)− η+N
2
[
Γ
(
η+1
2
)]N∏N
i=1
(
1 +
x2it
η
)− η+1
2
, (5.18)
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where Φ and Tη denote the multivariate normal and Student-t CDFs with zero mean
vector, correlation matrix Pt = [ρij,t] and degrees of freedom η, Φ
−1 and T−1η denote
the univariate normal and Student-t inverse CDFs, xt = (x1t, . . . , xNt), xit = Φ
−1(uit)
(Gaussian), xit = T
−1
η (uit) (Student-t) and IN is the N ×N identity matrix.
Let θMi denote the parameters of the ith marginal, and let θC denote the parameters
of the copula. As with a standard multivariate GARCH model, the likelihood function
of a copula-GARCH model can be formed using the product of the model PDFs for each
observation: If θ denotes the full model parameters, from equation (5.13) we obtain
L(θ) =
n∏
t=1
ft(yt|ψt−1,θ)
=
n∏
t=1
[
ct(u1t, . . . , uNt|ψt−1,θC)
N∏
i=1
fit(yit|ψt−1,θMi)
]
with log-likelihood
l(θ) =
n∑
t=1
[
ln ct(u1t, . . . , uNt)|ψt−1,θC) +
N∑
i=1
ln fit(yit|ψt−1,θMi)
]
. (5.19)
In order to estimate the parameters of a copula-GARCH model, it has been typical in
the literature to apply the two-step technique proposed by Joe and Xu (1996), where the
marginals and copula are estimated separately. Estimation proceeds as follows:
1. Estimate the parameters of each marginal via maximum likelihood:
θˆMi = arg max
n∑
t=1
ln fit(yit|ψt−1,θMi), ∀ i = 1, . . . , N ;
2. Based on the standardised residuals zˆit formed from each θˆMi , calculate each marginal
CDF uˆit = Fit(zˆit|ψt−1, θˆMi) and estimate the parameters of the copula via maxi-
mum likelihood:
θˆC = arg max
n∑
t=1
ln ct(F
−1
1t (uˆ1t), . . . , F
−1
Nt (uˆNt)|ψt−1,θC).
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The literature contains many publications on copula-GARCH models. However, the
skew-t copula-GARCH model to be proposed in this chapter has been motivated by the
following selection of references:
1. Jondeau and Rockinger (2006);
2. Serban et al. (2007);
3. Ausin and Lopes (2010);
each of which will now be reviewed.
5.4.2 Jondeau and Rockinger (2006)
Jondeau and Rockinger (2006) propose a bivariate copula-GARCH model for capturing
the dependence between a set of international stock market indices. Assuming that
{yt}nt=1 is a set of univariate time series observations, their model for each marginal
distribution can be described as follows:
yt = µt + εt,
ht = a0 + b
+
0 (ε
+
t−1)
2 + b−0 (ε
−
t−1)
2 + c0ht−1,
where µt is the conditional mean function (assuming the form of an AR(10) model),
{εt}nt=1 are the residuals and ht is the conditional variance function with parameters a0, b+0 ,
b−0 and c0. Asymmetry in the marginals is captured via b
+
0 and b
−
0 , with ε
+
t = max(εt, 0)
and ε−t = max(−εt, 0), similar to that of a GJR-GARCH model. Each standardised
residual zt = εt/
√
ht is chosen to follow the skew-t distribution of Hansen (1994), which
has the PDF
sktλ,ν(zt) =

bc
[
1 +
1
ν − 2
(
bzt + a
1− λ
)2]− ν+12
if zt < −a/b
bc
[
1 +
1
ν − 2
(
bzt + a
1 + λ
)2]− ν+12
if zt ≥ −a/b
, (5.20)
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where
a = 4λc
(
ν − 2
ν − 1
)
, b2 = 1 + 3λ2 − a2 and c = Γ
(
ν+1
2
)
Γ
(
ν
2
)√
(ν − 2)pi .
This distribution has skewness and degrees of freedom parameters given by λ and ν
(respectively). As an addition to the model, these two parameters are also assumed to
be time-varying so that εt|ψt−1 ∼ sktλt,νt(0, ht), with
λ˜t = a1 + b
+
1 ε
+
t−1 + b
−
1 ε
−
t−1 + c1λ˜t−1, λt = g[Lλ,Uλ](λ˜t)
ν˜t = a2 + b
+
2 ε
+
t−1 + b
−
2 ε
−
t−1 + c2ν˜t−1, νt = g[Lν ,Uν ](ν˜t)
where ai, b
+
i , b
−
i and ci are parameters, and g[L,U ](x) = L + (U − L)[1 + exp(−x)]−1 is
called the logistic map, which restricts x to the interval [L,U ].
Let the CDF of the marginals be defined as uit = Fit(zit|ψt−1), i = 1, 2. Two copulas
are chosen to model the dependence structure, namely the Gaussian and Student-t copulas
as given by equations (5.15)-(5.18). The correlations ρ12,t in these copulas are given three
different structures:
1. A semi-parametric approach where ρ12,t depends on the position of past joint real-
isations of z1t and z2t in the unit square:
ρ12,t =
16∑
j=1
djI[(z1,t−1, z2,t−1) ∈ Aj]
where Aj is the jth element of the unit square grid, I is the indicator variable that
is equal to 1 if the condition is true and 0 otherwise, and dj ∈ [−1, 1].
2. A persistence specification similar to that of a GARCH model:
ρ12,t = ρ¯12(1− α− β) + αξ12,t−1 + βρ12,t−1
where
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ξ12,t =
∑M
k=1 z1,t−k+1z2,t−k+1√(∑M
k=1 z
2
1,t−k+1
)(∑M
k=1 z
2
2,t−k+1
)
represents the correlation between the residuals over theM most recent observations
(see for e.g. Tse and Tsui, 2002), with ρ¯12, α and β parameters.
3. A regime-switching specification for both the correlation ρ12,t and degrees of freedom
η (for the Student-t copula):
ρ12,t = ρ0St + ρ1(1− St),
ηt = η0St + η1(1− St),
where ρi and ηi are parameters and St denotes the unobserved regime of the system
at time t, assumed to follow a two-state Markov process with transition probability
matrix Q having elements q0 = Pr(St = 0|St−1 = 0) and q1 = Pr(St = 1|St−1 = 1),
where
Q =
 q0 1− q0
1− q1 q1
 .
This model has the advantage of capturing skewness and kurtosis of the marginal distri-
butions via the skew-t distribution in equation (5.20), as well as allowing the first four
conditional moments to be time-varying. Flexibility in the specification of the correlations
is also considered. However, some of the main drawbacks of the model are:
• Asymmetric dependence is not considered, as only Gaussian and Student-t copulas
are implemented;
• Each correlation structure has a simple specification on their own, and do not allow
for dependence properties together (e.g. there could be multiple regimes in the
persistence specification).
• While the application could be extended from the bivariate case, this may result in
parsimony issues with the model specification.
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5.4.3 Serban et al. (2007)
Serban et al. (2007) propose a 17-dimensional copula GARCH model and apply it to
index funds. The marginal distributions of this model have the following conditional
mean and variance equations (for i = 1, . . . , 17):
yit = φiyi,t−1 + εit, εit|ψt−1 ∼ t∗νi(0, hit)
hit = ωi + αiε
2
i,t−1 + βihi,t−1
where φi, ωi, αi and βi are parameters and t
∗
νi
denotes the standardised Student-t distri-
bution with degrees of freedom parameter νi. The copula used to link these marginals is
the Student-t copula given by equations (5.17) and (5.18), with the following specification
for the correlation matrix Pt = [ρij,t]:
ρij,t =
qij,t√
qii,tqjj,t
, ∀ i, j = 1, . . . , 17
where the matrix Qt = [qij,t] is given two specifications:
1. Scalar DCC equations (with parameter λ):
qij,t = (1− λ)zi,t−1zj,t−1 + λqij,t−1
2. Generalised DCC equations:
Qt = Q¯− A′Q¯A−B′Q¯B + A′zt−1z′t−1A+B′Qt−1B
with Q¯, A and B parameter matrices, and zt = (z1t, . . . , z17t) a vector of standard-
ised residuals.
They show that the scalar DCC specification (87 parameters) is preferred over the gener-
alised DCC specification (120 parameters) in their application from the results of the BIC
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in model selection. The obvious advantage with this model is the application in a high-
dimensional space (N = 17) with a small number of parameters. However, the mean,
variance and correlation components of the model are of a simple form: the means are
AR(1) models with zero intercept terms, the variances are GARCH(1, 1) models, and the
correlations have one parameter describing the dependence between all residual pairs in
the scalar DCC specification, and a simple BEKK model in the generalised specification.
Hence there is no allowance for any forms of asymmetry in any elements of the model.
In addition, there is also no allowance for any skewness in the marginal components, as
only fat tails are captured via the univariate and multivariate Student-t distributions.
5.4.4 Ausin and Lopes (2010)
Ausin and Lopes (2010) propose a similar model to that of Serban et al. (2007), but use
Bayesian methods to estimate parameters in a bivariate setting: their conditional mean
and variance equations for the marginals are
yit = µi +
√
hitzit,
hit = ωi + αi(yi,t−1 − µi)2 + βihi,t−1
where µi, ωi, αi and βi are parameters, and zit is chosen to follow the (unstandardised)
Student-t distribution with degrees of freedom νi, zero mean and variance νi/(νi−2). The
copula chosen to link these marginals is the Student-t copula with η degrees of freedom
from equations (5.17) and (5.18), with the following specification for the correlation
matrix Pt = [ρij,t]:
Pt = P¯ (1− a− b) + aξt−1 + bPt−1
where a and b are nonnegative parameters, P¯ is a correlation parameter matrix and
ξt = [ξij,t] is defined as
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ξij,t =
∑M
k=1 xi,t−k+1xj,t−k+1√(∑M
k=1 x
2
i,t−k+1
)(∑M
k=1 x
2
j,t−k+1
)
where xit = T
−1
η (zit). This is similar to that used in the persistence structure of Jondeau
and Rockinger (2006), but the sample correlations are calculated on the xit’s rather than
the zit’s.
Rather than using a classical two-step estimation process (as described earlier), Ausin
and Lopes (2010) develop a one-step Bayesian approach where the parameters from the
entire model are estimated via simulating from the joint posterior distribution of all
parameters. This is briefly described below:
One-Step Bayesian Approach
Let p(θ|y) denote the joint posterior distribution of the parameters θ in the model. To
obtain simulations from this posterior, Ausin and Lopes (2010) develop a Gibbs sampler
that simulates from posteriors that are conditional on other parameters in the model (as
in Chapters 3-4 of this thesis). These conditional posteriors are given in the sampling
scheme below:
1. p(µ1, ω1, α1, β1|y,θ 6=µ1,ω1,α1,β1)
...
N. p(µN , ωN , αN , βN |y,θ 6=µN ,ωN ,αN ,βN )
N + 1. p(ν1|y,θ 6=ν1)
...
2N. p(νN |y,θ 6=νN )
2N + 1. p(η|y,θ 6=η)
2N + 2. p(P¯ , a, b|y,θ 6=P¯ ,a,b)
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The priors for each conditional posterior above are assumed uniform, restricted within
the range allowed by the usual GARCH parameter restrictions. This is not the case,
however, for the degrees of freedom parameters νi and η, whose priors are chosen to be
proportional to 1/(1 + ν2i ) and 1/(1 + η
2), with νi, η > 0 (the half-right side Cauchy
distribution). Samples are then drawn from each conditional posterior above via the MH
algorithm, using random walk multivariate normal proposal distributions.
Two-Step Bayesian Approach
Analogous to the classical two-step approach, from a Bayesian perspective the estimation
is split into the marginal and copula components, and an MCMC algorithm is undertaken
on each component. Let θMi = (µi, ωi, αi, βi, νi) denote the parameter vector for marginal
Mi, and let θC = (P¯ , a, b, η) denote the copula parameters. The two-step Bayesian
estimation can be carried out as follows:
1. Simulate from the joint posterior distribution p(θMi |y) for each marginal, resulting
in the sample θˆMi = {θ[j]Mi}Jj=1.
2. After forming the estimates
zˆit =
1
J
J∑
j=1
yit − µ[j]i√
h
[j]
it
and νˆi =
1
J
J∑
j=1
ν
[j]
i
simulate from the joint posterior p(θC |y, θˆM1 , . . . , θˆMN ).
Step 1 is simply Bayesian estimation on a univariate GARCH model with Student-t errors,
and simulation is performed using the relevant conditional posteriors in the Gibbs sampler
discussed above. Step 2 utilises the standardised residual estimates and the estimate of
each νi which are substituted into the copula posterior, then simulation is also performed
via the relevant conditional posteriors in the Gibbs sampler above.
The main advantage of this copula-GARCH model is that using a one-step Bayesian
approach considers parameter estimation in the one step, which improves efficiency and
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also considers parameter uncertainty through simulation of their posterior distributions.
While this approach demonstrates to work well in the Ausin and Lopes (2010) paper, it
is only a bivariate example, as is many applications of copula-GARCH models. The one-
step Bayesian approach becomes quite computationally expensive once the dimension of
the problem increases. In addition, both marginals and copula components of the model
do not consider asymmetry or skewness at all, which has shown to exist in stock returns.
Summary
As mentioned in the introduction to this chapter, the series of copula-GARCH models
proposed in the literature thus far (including the ones just reviewed) have incorporated
asymmetry, skewness and excess kurtosis in various ways, but not in all components of
their models. The skew-t copula-GARCH model to be proposed in the following section
will attempt to fill this important gap by generalising both marginal and copula compo-
nents to have all of these properties, and it will be demonstrated that these additional
effects are significant at least in the stock portfolio application to be presented. In ad-
dition, parameters will be estimated via the two-step Bayesian approach of Ausin and
Lopes (2010), which, while not as efficient as the one-step Bayesian approach, has a re-
duced computational expense in higher dimensions and thus is more useful in portfolios
of many stocks.
5.5 The ASTC-DTGARCH Model
Let {yt}nt=1 = {(y1t, . . . , yNt)}nt=1 denote a set of N -dimensional observations of sample
size n and ψt−1 the information set at time t − 1. The Asymmetric Skew-t Copula -
Double Threshold GARCH (ASTC-DTGARCH) model allows for conditional mean and
variance asymmetry, as well as skewness and excess kurtosis in its marginal distributions.
The dependence structure is captured via a skew-t copula formed from the multivariate
skew-t distribution of Bauwens and Laurent (2005).
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5.5.1 The Marginal Distributions
The conditional mean and variance equations of the marginal distributions are of a similar
form to that of the DTGARCH model of Chen et al. (2005): Let {(ε1t, . . . , εNt)}nt=1
denote a set of residuals, with {(h1t, . . . , hNt)}nt=1 defining the conditional variances. For
i = 1, . . . , N , we have
yit =

m
(1)
i0 +m
(1)
i1 yi,t−1 + εit if yi,t−1 ≤ ri,
m
(2)
i0 +m
(2)
i1 yi,t−1 + εit if yi,t−1 > ri,
hit =

c
(1)
i1 + a
(1)
i1 ε
2
i,t−1 + b
(1)
i1 hi,t−1 if yi,t−1 ≤ ri,
c
(2)
i1 + a
(2)
i1 ε
2
i,t−1 + b
(2)
i1 hi,t−1 if yi,t−1 > ri,
(5.21)
where each εit|ψt−1 has been chosen to follow the univariate skew-t distribution using the
approach of Fernandez and Steel (1998) from equation (5.8), and in terms of the errors
is given by the PDF
sktλi,νi(εit|0, hit) =
2λisiΓ
(
νi+1
2
)
(1 + λ2i )Γ
(
νi
2
)√
(νi − 2)pihit
[
1 +
λ−2Iiti (mi
√
hit + siεit)
2
(νi − 2)hit
]− νi+1
2
where
Iit =

1 if εit ≥ −mi
√
hit
si
,
−1 if εit < −mi
√
hit
si
,
and
mi =
Γ
(
νi−1
2
)√
νi − 2
Γ
(
νi
2
)√
pi
(
λi − 1
λi
)
, s2i = λ
2
i +
1
λ2i
− 1−m2i .
The parameters of the marginals can be represented by the following vectors (for i =
1, . . . , N):
mi = (m
(1)
i0 ,m
(2)
i0 ,m
(1)
i1 ,m
(2)
i1 ), ci = (c
(1)
i1 , c
(2)
i1 ), ai = (a
(1)
i1 , a
(2)
i1 ), bi = (b
(1)
i1 , b
(2)
i1 ),
r = (r1, . . . , rN), λ = (λ1, . . . , λN), ν = (ν1, . . . , νN).
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Hence the autoregressive parameters are contained in the vector mi; the GARCH param-
eters are contained in ci, ai and bi; the threshold parameters are contained in r; while
the skewness and degrees of freedom parameters are contained in λ and ν (respectively).
Note that these marginals revert to the symmetric standardised Student-t distribution
when λi = 1. In fact, λ
2
i is a skewness measure determining the skewness of each marginal
(as mentioned in Bauwens and Laurent, 2005), and the sign of lnλi indicates the direc-
tion of the skewness: if lnλi < 0 (> 0) then the distribution is negatively (positively)
skewed. See the Appendix of this chapter for some properties of the univariate skew-t
distribution.
Let the standardised residuals be defined as zit = εit/
√
hit, ∀ i = 1, . . . , N . Then the
marginal CDF of yit|ψt−1 can be written in short-hand as uit = Fit(yit|ψt−1) = Sktλi,νi(zit)
(see equation (5.41) in the Appendix).
5.5.2 The Skew-t Copula
A skew-t copula is chosen to link the above marginal distributions, which will form
the ASTC-DTGARCH model. This skew-t copula is based on the multivariate skew-t
distribution of Bauwens and Laurent (2005), and using equation (5.11), this becomes
Ct(u1t, . . . , uNt|ψt−1) = Sktγ,η(Skt−1γ1,η(u1t), . . . , Skt−1γN ,η(uNt)|0, Pt) (5.22)
where Sktγ,η denotes the CDF of the multivariate skew-t distribution with zero mean
vector, correlation matrix Pt and parameters given by γ and η, while each Skt
−1
γi,η
denotes
the inverse CDF of the univariate skew-t distribution with skewness parameter γi and
degrees of freedom η (see equation (5.44) in the Appendix). Refer to the Appendix of
this chapter for more properties of this skew-t copula.
It is important to note at this point that the parameters γ and η normally define the
skewness vector and degrees of freedom (respectively) of the multivariate skew-t distribu-
tion. However, because this distribution is used to form a copula, they do not have this
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interpretation in the ASTC-DTGARCH model. This is because copulas are used only to
“link” marginal distributions together to form the joint CDF for the problem at hand.
Instead, each γi has an impact on the amount of non-linearity in the copula’s dependence
structure - the further each γi is away from 1, the more non-linear the dependence struc-
ture. Refer to the examples in Figure 5.7 and its corresponding commentary. Each of the
marginal parameters λi and νi instead can be used to form N univariate skewness and
excess kurtosis measures.
As with the marginals, the copula PDF can be obtained by differentiation in equation
(5.22):
ct(u1t, . . . , uNt|ψt−1) =
sktγ,η(Skt
−1
γ1,η
(u1t), . . . , Skt
−1
γN ,η
(uNt)|0, Pt)∏N
i=1 sktγi,η(Skt
−1
γi,η
(uit))
(5.23)
where skt and skt denote the corresponding univariate and multivariate skew-t PDFs
(respectively).
Now let xt = (x1t, . . . , xNt), where xit = Skt
−1
γi,η
(uit), ∀ i = 1, . . . , N and define
x∗t = P
− 1
2
t xt. Using the multivariate PDF expression in equation (5.9), the copula PDF
from equation (5.23) can be written as
ct(u1t, . . . , uNt|ψt−1) =
|Pt|− 12Γ
(
η +N
2
)[
Γ
(η
2
)]N−1(
1 +
a′tat
η − 2
)− η+N
2
[
Γ
(
η + 1
2
)]N N∏
i=1
[
1 +
γ
−2ICit
i (m
C
i + s
C
i xit)
2
η − 2
]− η+1
2
(5.24)
where the vector at = (a1t, . . . , aNt) has each element as ait = γ
−IC∗it
i (m
C
i + s
C
i x
∗
it), with
IC
∗
it =

1 if x∗it ≥ −
mCi
sCi
−1 if x∗it < −
mCi
sCi
, ICit =

1 if xit ≥ −m
C
i
sCi
−1 if xit < −m
C
i
sCi
and
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mCi =
Γ
(
η−1
2
)√
η − 2
Γ
(
η
2
)√
pi
(
γi − 1
γi
)
, (sCi )
2 = γ2i +
1
γ2i
− 1− (mCi )2.
Time-varying correlations in the dependence structure, represented by the symmetric
matrix Pt = [ρij,t] in the copula above, will follow a similar form to that of Tse and Tsui
(2002), with additional terms to allow for correlation asymmetry: Let ξt = [ξij,t], where
ξij,t =
∑M
k=1 xi,t−k+1xj,t−k+1√(∑M
k=1 x
2
i,t−k+1
)(∑M
k=1 x
2
j,t−k+1
) , ∀ i, j = 1, . . . , N. (5.25)
Equation (5.25) represents the sample correlation between each xit and xjt, using the
most recent M observations, as utilised by Ausin and Lopes (2010). The correlation
matrix Pt = [ρij,t] then has elements defined as follows:
ρij,t =

ρ¯
(1)
ij (1− α(1) − β(1)) + α(1)ξij,t−1 + β(1)ρij,t−1 if zi,t−1, zj,t−1 ≥ 0,
ρ¯
(2)
ij (1− α(2) − β(2)) + α(2)ξij,t−1 + β(2)ρij,t−1 if zi,t−1 ≥ 0, zj,t−1 < 0,
ρ¯
(3)
ij (1− α(3) − β(3)) + α(3)ξij,t−1 + β(3)ρij,t−1 if zi,t−1 < 0, zj,t−1 ≥ 0,
ρ¯
(4)
ij (1− α(4) − β(4)) + α(4)ξij,t−1 + β(4)ρij,t−1 if zi,t−1, zj,t−1 < 0.
The parameters contained in the copula can be represented by the following matrices:
P¯ (1) =
[
ρ¯
(1)
ij
]
, P¯ (2) =
[
ρ¯
(2)
ij
]
, P¯ (3) =
[
ρ¯
(3)
ij
]
, P¯ (4) =
[
ρ¯
(4)
ij
]
,
α = (α(1), α(2), α(3), α(4)), β = (β(1), β(2), β(3), β(4)), γ = (γ1, . . . , γN)
and η is a scalar parameter.
There are some interesting points to note about the ASTC-DTGARCH model:
• Asymmetry is captured in both mean and variance equations of the marginals
by having an additional autoregressive and GARCH process on either side of a
threshold value ri. The skewness and excess kurtosis of each univariate time series
is captured via each λi and νi in the univariate skew-t distribution, thus extending
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the DTGARCH model of Chen et al. (2005) who do not consider skewness.
• The copula correlation equations have a similar mean-reverting structure to that
of Tse and Tsui (2002), but extended with asymmetry captured via four sets of
parameters according to the signs of the previous standardised residuals zi,t−1 and
zj,t−1. This extends models such as the ADC model of Kroner and Ng (1998) and
AG-DCC model of Cappiello et al. (2006) to allow for correlation asymmetry when
the residuals are of opposite sign.
• For each of the four correlation regimes, each equation is subject to the variance
targeting constraint (see for e.g. Engle and Mezrich, 1996) where the long-run
correlation matrix is equal to P¯ (k), k = 1, 2, 3, 4. In a Bayesian analysis, there
is added flexibility whereby these matrices can either be estimated, or set to the
following sample values:
P¯ (1) =
1
n1
n1∑
t=1
z+t z
+′
t , P¯
(2) =
1
n2
n2∑
t=1
z+t z
−′
t ,
P¯ (3) =
1
n3
n3∑
t=1
z−t z
+′
t , P¯
(4) =
1
n4
n4∑
t=1
z−t z
−′
t ,
where z+t and z
−
t denote the vectors of positive and negative standardised residuals
(respectively), while nk denotes the sample size of each corresponding sign combina-
tion, with n = n1 +n2 +n3 +n4. A similar technique has been applied to symmetric
forms of conditional correlation (e.g. see Engle, 2002; Tse and Tsui, 2002 and Cap-
piello et al., 2006 for multivariate GARCH models). In the application of the model
in this chapter, these correlation matrices will be set to these sample values above.
5.5.3 Parameter Restrictions and the Likelihood Function
To ensure PD and CS in any copula-GARCH model, restrictions are typically placed
on the parameters. In previous chapters of this thesis, the approach taken has been to
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“relax” these typical parameter restrictions by utilising the unconditional properties of
each multivariate GARCH model and ensuring that each conditional covariance matrix
at each time point had positive eigenvalues, hence generating necessary and sufficient
conditions. However, for the ASTC-DTGARCH model, standard sufficient parameter
restrictions that are typically used in the literature will be applied instead. This is
because the model is defined in terms of univariate GARCH models (the marginals) and
a copula - sufficient conditions typically placed on GARCH model parameters do not
cut off a significant part of the parameter space, and relaxing them to be necessary also
would further increase computational expense for minimal estimation improvement. As
an example, consider a simple GARCH(1, 1) model with conditional variance equation
ht = c + aε
2
t−1 + bht−1. Standard sufficient parameter restrictions c > 0, a, b ≥ 0 and
a+ b < 1 are typically applied in the literature to ensure that the unconditional variance
E(ht) = c/(1− a− b) is finite and strictly positive. Necessary and sufficient restrictions
can be obtained by only enforcing each E(ht) to be finite and strictly positive, which
now means that c can be negative, as long as a + b > 1. The problem with this is that
discontinuities arise in the parameter space, i.e. at c = 0 and a+b = 1, and so estimation
algorithms may have difficulty in converging to a solution for a minimal parameter space
expansion. Since the marginals of the ASTC-DTGARCH model have a similar form,
standard sufficient parameter restrictions similar to that above will be applied during
estimation.
The parameter restrictions used for the ASTC-DTGARCH model are given below (for
i = 1, . . . , N):
|m(1)i1 |, |m(2)i1 | < 1,
c
(1)
i1 , c
(2)
i1 > 0, a
(1)
i1 , a
(2)
i1 , b
(1)
i1 , b
(2)
i1 ≥ 0, a(1)i1 + b(1)i1 < 1, a(2)i1 + b(2)i1 < 1,
Pi,q < ri < Pi,100−q, λi > 0, νi > 2,
α(1), α(2), α(3), α(4), β(1), β(2), β(3), β(4) ≥ 0,
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α(1) + β(1) ≤ 1, α(2) + β(2) ≤ 1, α(3) + β(3) ≤ 1, α(4) + β(4) ≤ 1,
γi > 0, η > 2,
where Pi,q denotes the qth sample percentile of dataset yit. This restriction ensures that
enough data points are considered in each regime to generate meaningful inferences, as in
Chen et al. (2005) and Chen and So (2006). If the correlation matrices P¯ (k), k = 1, 2, 3, 4
are to be estimated, then an additional restriction would be that each P¯ (k) is PD. The
assumption of non-negativity of the parameters α(k) and β(k) has been used to coincide
with similar restrictions used for the one-regime models of Tse and Tsui (2002) and Ausin
and Lopes (2010).
Let θMi = (mi, ci, ai,bi, ri, λi, νi) denote the parameter vector for each marginal and
let θC = (P¯
(1), P¯ (2), P¯ (3), P¯ (4),α,β,γ, η) denote the parameter vector for the copula, with
θ = (θM1 , . . . ,θMN ,θC) denoting the full parameter vector. As in equation (5.19), the
(log) likelihood function for the ASTC-DTGARCH model can be written in terms of its
marginal and copula components as follows:
ln p(y|θ) =
n∑
t=1
[
ln ct(u1t, . . . , uNt|ψt−1,θC) +
N∑
i=1
ln fit(yit|ψt−1,θMi)
]
= ln p(u|θC) +
N∑
i=1
ln p(yi|θMi),
(5.26)
where u = {(u1t, . . . , uNt)}nt=1, yi = (yi1, . . . , yin), and each ln p(yi|θMi) is the marginal
log likelihood given by
ln p(yi|θMi) = n ln(2λisi) + n ln Γ
(
νi + 1
2
)
− n ln(1 + λ2i )− n ln Γ
(νi
2
)
− n
2
ln[(νi − 2)pi]− 1
2
n∑
t=1
ln(hit) (5.27)
− νi + 1
2
n∑
t=1
ln
[
1 +
λ−2Iiti (mi
√
hit + siεit)
2
(νi − 2)hit
]
,
while ln p(u|θC) is the copula log likelihood given by
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ln p(u|θC) = −1
2
n∑
t=1
ln |Pt|+ n ln Γ
(
η +N
2
)
+ n(N − 1) ln Γ
(η
2
)
− η +N
2
n∑
t=1
ln
(
1 +
a′tat
η − 2
)
− nN ln Γ
(
η + 1
2
)
(5.28)
+
η + 1
2
n∑
t=1
N∑
i=1
ln
[
1 +
γ
−2ICit
i (m
C
i + s
C
i xit)
2
η − 2
]
.
5.6 Bayesian Estimation Procedures
As in Chapters 3 and 4, estimating parameters of the ASTC-DTGARCH model from
a Bayesian perspective involves simulation from the joint posterior distribution p(θ|y).
While Ausin and Lopes (2010) utilises a one-step Bayesian approach for this simulation
on a bivariate series, extending this to larger dimensions would increase computational
expense, rendering this estimation infeasible for uses such as in a trading environment. In-
stead, their two-step Bayesian approach will be applied which, analogous to the two-step
classical approach, splits the problem into the model’s marginal and copula components.
Simulations via a Gibbs sampler are then performed from each marginal posterior distri-
bution, whose information is used to then simulate from the copula posterior distribution.
5.6.1 The Gibbs Sampler
This two-step Bayesian procedure can be summarised as follows (∀ i = 1, . . . , N):
1. Simulate from each marginal posterior distribution p(θMi |y), resulting in the set
of samples θˆM =
{
θ
[j]
M1
, . . . ,θ
[j]
MN
}J
j=1
. To obtain this sample, the following joint
conditional posteriors have been chosen for the simulation, after consideration of
the mixing and correlations in the MCMC iterates (i.e. “blocking”):
1. p(m
(1)
i0 ,m
(2)
i0 ,m
(1)
i1 ,m
(2)
i1 |y,θ 6=mi)
2. p(c
(1)
i1 , c
(2)
i1 , a
(1)
i1 , a
(2)
i1 , b
(1)
i1 , b
(2)
i1 |y,θ 6=ci,ai,bi)
3. p(ri, λi, τi|y,θ 6=ri,λi,τi), τi = ν−1i
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As in Chapter 4, the degrees of freedom parameter νi has been inverted because
τi can take values on the finite interval (0, 0.5). Inference on νi is then made by
simply inverting the MCMC iterations for τi.
2. Form estimates of the standardised residuals and the marginal skewness and degrees
of freedom parameters by averaging over the MCMC iterations, i.e.
zˆit =
1
J
J∑
j=1
ε
[j]
it√
h
[j]
it
, λˆi =
1
J
J∑
j=1
λ
[j]
i , νˆi =
1
J
J∑
j=1
ν
[j]
i =
1
J
J∑
j=1
1
τ
[j]
i
.
Upon forming the marginal CDF values uˆit = Sktλˆi,νˆi(zˆit), set xˆit = Skt
−1
γi,η
(uˆit) and
simulate from the copula posterior distribution p(θC |y, θˆM), resulting in the set of
samples θˆC =
{
θ
[j]
C
}J
j=1
. This simulation is performed by using the following joint
conditional posteriors:
1. p(α(1), β(1), α(2), β(2), α(3), β(3), α(4), β(4)|y,θ 6=α,β, θˆM)
2. p(γ1, . . . , γN |y,θ 6=γ , θˆM)
3. p(κ|y,θ 6=κ, θˆM), κ = η−1
As in the marginal posteriors, the copula degrees of freedom parameter η has been
inverted to obtain values on a finite interval.
The simulations (θˆM , θˆC) will then be an approximate dependent sample from the joint
posterior distribution p(θ|y).
5.6.2 Prior and Posterior Distributions
Let p(θk|y,θ 6=k), k = 1, . . . , 3N + 3 denote each conditional posterior described above.
Using Bayes’ rule, the posteriors for the marginals and copula can be written as
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p(θk|y,θ 6=k) ∝ p(yi|θMi)p(θk|θ 6=k), k = 1, . . . , 3N ;
p(θk|y,θ 6=k) ∝ p(uˆ|θC , θˆM)p(θk|θ 6=k), k = 3N + 1, . . . , 3N + 3,
where p(yi|θMi) and p(uˆ|θC , θˆM) are the marginal and copula likelihoods (respectively),
and p(θk|θ 6=k) is each corresponding prior distribution. As in Chapters 3 and 4, these
priors are chosen to be uniform, i.e.
p(θk|θ 6=k) ∝ I(A), k = 1, . . . , 3N + 3
where A is given by the corresponding parameter restrictions from Section 5.5.3. As
each conditional posterior is now proportional to either a marginal or copula likelihood
of unknown form, MH and DR algorithms are now required for simulation:
5.6.3 Conditional Posterior Sampling
As in Chapters 3 and 4, adaptive MCMC sampling is to be performed that applies the
Metropolis-Hastings (MH) and Delayed Rejection (DR) algorithms in order to simulate
from the above conditional posterior distributions. Exactly the same procedure will be
used as in Chapter 4, but it is repeated here briefly for convenience. For further details,
refer to Section 4.4 of this thesis. For notational purposes, the jth simulation for the kth
parameter block will be called θ
[j]
k .
The Burn-In Period
Begin with some initial values θ
[1]
k , k = 1, . . . , 3N + 3. For the burn-in iterations j =
1, . . . , w do the following:
1. Draw a random sample θp1k from the proposal distribution
g1(θk|θ[j−1]k ) ∼ N(θ[j−1]k , c[j]k Ωk)
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where Ωk is a diagonal matrix with “large” diagonal entries (see Chapters 3 and 4),
and c
[j]
k is a real number initially set to 1.
2. Draw a random sample u
[j]
i from Unif[0, 1] and set the following Metropolis accep-
tance probability:
α1(θ
[j−1]
k ,θ
p1
k ) = min
{
1,
p(θp1k |y,θ 6=k)
p(θ
[j−1]
k |y,θ 6=k)
}
.
3. If u
[j]
1 < α1, set θ
[j]
k = θ
p1
k . Otherwise, set θ
[j]
k = θ
[j−1]
k . Return to Step 1 for the
next k.
Tuning of the proposal covariance matrix Ωk is also carried out by changing the value
of c
[j]
k at regular intervals so that acceptance rates fall between 0.15 and 0.5 - refer to
Chapters 3 and 4 for the necessary details.
The Sampling Period
Let θ¯k and Σˆk denote the sample means and covariances of the iterations in the burn-in
period for each parameter group k. For iterations j = w + 1, . . . , J do the following:
1. Draw a random sample θp1k from the proposal distribution:
g1(θk|θ[j−1]k ) ∼ N(θ¯k, Σˆk).
2. Draw a random sample u
[j]
1 from Unif[0, 1] and set the following MH acceptance
probability:
α1(θ
[j−1]
k ,θ
p1
k ) = min
{
1,
p(θp1k |y,θ 6=k)g1(θ[j−1]k |θp1k )
p(θ
[j−1]
k |y,θ 6=k)g1(θp1k |θ[j−1]k )
}
.
3. If u
[j]
1 < α1, set θ
[j]
k = θ
p1
k and return to Step 1 for the next k. Otherwise, perform
a delayed rejection step:
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4. Draw a random sample θp2k from the proposal distribution:
g2(θk|θ[j−1]k ,θp1k ) ∼ N
(
θ
[j−1]
k ,
1
2
Σˆk
)
.
5. Draw a random sample u
[j]
2 from Unif[0, 1] and set the following acceptance proba-
bility:
α2(θ
[j−1]
k ,θ
p1
k ,θ
p2
k ) = min
{
1,
N2
D2
}
where
N2
D2
=
p(θp2k |y,θ 6=k)g1(θp1k |θp2k )g2(θ[j−1]k |θp2k ,θp1k )[1− α1(θp2k ,θp1k )]
p(θ
[j−1]
k |y,θ 6=k)g1(θp1k |θ[j−1]k )g2(θp2k |θ[j−1]k ,θp1k )[1− α1(θ[j−1]k ,θp1k )]
.
6. If u
[j]
2 < α2, set θ
[j]
k = θ
p2
k . Otherwise, set θ
[j]
k = θ
[j−1]
k . Return to Step 1 for the
next k.
The set of samples
{
θ
[w+1]
k , . . . ,θ
[J ]
k
}3N+3
k=1
is then an approximate dependent sample from
the joint posterior distribution p(θ|y) of the ASTC-DTGARCH model.
5.7 Model Performance: A Stock Portfolio Example
In this section, the ASTC-DTGARCH model will be fitted to a portfolio of stock returns,
and its performance measured by its ability to calculate Value at Risk (VaR). Several
VaR back-testing procedures will be utilised for this analysis, with comparisons drawn
between other existing models in the literature.
5.7.1 The Data
The data consists of the following five highly-traded Dow Jones Industrial (DJI) stocks:
Cisco Systems, Inc. (CSCO), Exxon Mobil Corporation (XOM), General Electric Com-
pany (GE), Intel Corporation (INTC) and Microsoft Corporation (MSFT). Stock returns
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are formed from the daily closing prices of these stocks via the equation
yt = ln Pt − ln Pt−1,
where yt = (CSCOt, XOMt, GEt, INTCt,MSFTt) and Pt is the multivariate daily clos-
ing price at time t. The data is obtained from Yahoo Finance for the period 11 February
1994 to 31 December 2009, resulting in a total of n = 4, 000 stock returns. For this
example, an equally-weighted portfolio is considered, so that each stock has the same
impact on the portfolio. Hence portfolio returns (PR) can be formed via the equation
pt = 0.2(y1t + y2t + y3t + y4t + y5t).
Figure 5.1 displays the plots of each of the six stock return series as formed above. Various
properties of financial time series can be observed from these plots, such as stationarity,
volatility clustering, outliers from extreme market events and skewness. It is also worth
noting that by holding a portfolio of the given stocks, the impact of the outliers are less
extreme, as indicated by the more stable portfolio return plot.
Table 5.1 displays sample statistics of the six stock return series. Here we can see
large negative skewness measures (as low as −17) and large positive kurtosis measures (as
large as 539.9) for all stocks, indicating that these moments must be accounted for in any
model for these returns. The portfolio returns, as indicated by their plot in Figure 5.1,
have much less skewness and kurtosis, but are still significant and in the same direction
as the other stocks.
Table 5.2 displays sample correlation coefficients between each stock return series.
Three types are presented here:
1. Pearson’s Product Moment : This is the standard correlation measure for testing
the strength of a linear relationship between two variables;
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Table 5.1: Sample statistics for the DJI stock returns of CSCO, XOM, GE, INTC and MSFT,
as well as their corresponding equally-weighted portfolio returns PR between 11 February 1994
and 31 December 2009.
Statistic CSCO XOM GE INTC MSFT PR
Mean −0.0003 0.0000 −0.0005 −0.0003 −0.0002 −0.0003
Variance 0.0014 0.0005 0.0009 0.0012 0.0010 0.0004
Skewness −6.5075 −13.5658 −17.037 −7.7021 −10.467 −1.5838
Kurtosis 117.83 412.80 539.85 153.04 215.35 18.3868
Table 5.2: Sample correlation coefficients for each bivariate combination of the DJI stock
returns CSCO, XOM, GE, INTC and MSFT between 11 February 1994 and 31 December 2009.
Return Correlation CSCO XOM GE INTC MSFT
Type
Pearson 0.1299 0.2276 0.3707 0.2729
CSCO Spearman 1 0.2329 0.4087 0.6110 0.5422
Kendall 0.1600 0.2897 0.4465 0.3921
Pearson 0.1738 0.1466 0.1579
XOM Spearman 1 0.3540 0.2509 0.2893
Kendall 0.2491 0.1723 0.1998
Pearson 0.2170 0.1918
GE Spearman 1 0.3965 0.4127
Kendall 0.2798 0.2928
Pearson 0.2916
INTC Spearman 1 0.5732
Kendall 0.4151
Pearson
MSFT Spearman 1
Kendall
2. Spearman’s ρ: This is a non-parametric association measure, whereby Pearson’s
product moment correlation is calculated on the ranks of the observations within
each variable. The relationship can be non-linear;
3. Kendall’s τ : This is another non-parametric association measure, which is a stan-
dardised difference between the number of “concordant” pairs (bivariate observa-
tions moving in the same direction) and “discordant” pairs (bivariate observations
moving in opposite directions). The relationship can be non-linear.
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The Pearson correlations are the weakest in this sample, whereas Spearman’s ρ and
Kendall’s τ are much higher. This is evidence of the existence of non-linear relationships
between each pair of returns in this sample. The highest correlation values can be seen
for the return pair of CSCO and INTL, giving 0.37 for Pearson, 0.61 for Spearman and
0.45 for Kendall. Hypothesis testing across all return pairs confirms significance of each
correlation. This indicates non-linear dependence between each stock return series, which
should be captured in an appropriate multivariate model.
5.7.2 Value at Risk
Value at Risk (VaR) is perhaps the most widely used measure of market risk by risk
managers and practitioners. It is defined to be the minimum potential loss of a stock
portfolio that could be realised over a specified time horizon with a given level of confi-
dence. For any set of portfolio log returns {pt}nt=1 = {w′yt}nt=1 of sample size n, VaR can
be estimated mathematically for a long position3 as follows:
VaRα,S = A× qα,S
where A is the investment amount, S is the time horizon and qα,S is the α% quantile
of the distribution of pn[S] = pn+1 + pn+2 + . . . + pn+S. In the analysis to follow, the
assumption is made that A is $1, so that VaR is simply the relevant quantile.
Rather than having a point estimate of VaR as in classical techniques, the estimation
of VaR from a Bayesian perspective requires knowledge of the posterior distribution
p(VaRα,S|y). This distribution can be written as follows:
p(VaRα,S|y) =
∫
p(VaRα,S|y,θ)p(θ|y)dθ. (5.29)
Now p(θ|y) is simply the parameter posterior distribution, from which simulations have
3When an investor holds a long position, an unfavourable impact on their portfolio occurs when stock
prices fall.
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already been obtained. Hence simulations
{
VaR
[j]
α,S
}J
j=1
from the distribution in (5.29)
can be made using the simulations
{
θ[j]
}J
j=1
from p(θ|y), then a point estimate of VaR
can be formed by using the sample mean of the VaR sample4:
VaRα,S = E(VaRα,S|y) ≈ 1
J
J∑
j=1
VaR
[j]
α,S. (5.30)
What is left is the calculation of each VaR
[j]
α,S. For the ASTC-DTGARCH model, this can
be achieved by utilising a Monte Carlo simulation procedure as in Wong and So (2003),
Bauwens and Storti (2009) and Ausin and Lopes (2010) (for example). At time n + 1,
the information set In is known, which includes values for yin, εin, hin, zin, ξik,n and ρik,n.
Now for each parameter simulation θ[j] =
(
θ
[j]
M1
, . . . ,θ
[j]
MN
,θ
[j]
C
)
, ∀ j = w + 1, . . . , J the
one-step ahead conditional variance and copula correlation values can be formed using
the relevant model equations as follows:
h
[j]
i,n+1 =

(c
(1)
i1 )
[j] + (a
(1)
i1 )
[j]ε2in + (b
(1)
i1 )
[j]hin if yin ≤ r[j]i ,
(c
(2)
i1 )
[j] + (a
(2)
i1 )
[j]ε2in + (b
(2)
i1 )
[j]hin if yin > r
[j]
i ,
ρ
[j]
ik,n+1 =

ρ¯
(1)
ik [1− (α(1))[j] − (β(1))[j]] + (α(1))[j]ξik,n + (β(1))[j]ρik,n if zin, zkn ≥ 0,
ρ¯
(2)
ik [1− (α(2))[j] − (β(2))[j]] + (α(2))[j]ξik,n + (β(2))[j]ρik,n if zin ≥ 0, zkn < 0,
ρ¯
(3)
ik [1− (α(3))[j] − (β(3))[j]] + (α(3))[j]ξik,n + (β(3))[j]ρik,n if zin < 0, zkn ≥ 0,
ρ¯
(4)
ik [1− (α(4))[j] − (β(4))[j]] + (α(4))[j]ξik,n + (β(4))[j]ρik,n if zin, zkn < 0.
Then, for l = 1, . . . , L, do the following:
1. Simulate
(
x
[j,l]
1,n+1, . . . , x
[j,l]
N,n+1
)
from the multivariate skew-t distribution5 with zero
mean vector, correlation matrix P
[j]
n+1 = [ρ
[j]
ik,n+1], skewness vector γ
[j] and degrees
4The quantities Median(VaRα,S |y) (the posterior median) or even Mode(VaRα,S |y) (the posterior
mode) are also location measures of VaR, whose corresponding sample values P50{VaR[j]α,S}Jj=1 and
arg max{VaR[j]α,S}Jj=1 could also be used here to obtain point estimates.
5The procedure of generating random numbers from this distribution is detailed in the Appendix of
this chapter.
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of freedom η[j].
2. Set ε
[j,l]
i,n+1 = Skt
−1
λ
[j]
i ,ν
[j]
i
(
Skt
γ
[j]
i ,η
[j]
(
x
[j,l]
i,n+1
))√
h
[j]
i,n+1 and form return simulations
using the DTGARCH equations from the marginals:
y
[j,l]
i,n+1 =

(m
(1)
i0 )
[j] + (m
(1)
i1 )
[j]yin + ε
[j,l]
i,n+1 if yin ≤ r[j]i ,
(m
(2)
i0 )
[j] + (m
(2)
i1 )
[j]yin + ε
[j,l]
i,n+1 if yin > r
[j]
i .
3. Form portfolio return simulations via p
[j,l]
n+1 = w1y
[j,l]
1,n+1 + . . .+ wNy
[j,l]
N,n+1.
This then yields the set of portfolio return simulations
{
p
[j,l]
n+1
}L
l=1
, and VaR
[j]
α,1 is simply
the α% sample quantile of these L simulations.
To determine each VaR[j]α,s where s = 2, . . . , S, a similar procedure is used, but with
the assumption that all variables at the previous time horizon are known values. Hence
the following additional steps are utilised:
4. Substitute x
[j,l]
i,n+s−1, i = 1, . . . , N appropriately into equation (5.25) to obtain
ξ
[j]
ik,n+s−1.
5. Substitute each y
[j,l]
i,n+s−1, ε
[j,l]
i,n+s−1, h
[j]
i,n+s−1, z
[j,l]
i,n+s−1, ξ
[j]
ik,n+s−1 and ρ
[j]
ik,n+s−1 appropri-
ately into the conditional variance and copula correlation equations above to obtain
h
[j]
i,n+s and ρ
[j]
ik,n+s.
6. Simulate
(
x
[j,l]
1,n+s, . . . , x
[j,l]
N,n+s
)
from the multivariate skew-t distribution with zero
mean vector, correlation matrix P
[j]
n+s = [ρ
[j]
ik,n+s], skewness vector γ
[j] and degrees
of freedom η[j].
7. Set ε
[j,l]
i,n+s = Skt
−1
λ
[j]
i ,ν
[j]
i
(
Skt
γ
[j]
i ,η
[j]
(
x
[j,l]
i,n+s
))√
h
[j]
i,n+s and form return simulations us-
ing the DTGARCH equations from the marginals:
y
[j,l]
i,n+s =

(m
(1)
i0 )
[j] + (m
(1)
i1 )
[j]y
[j,l]
i,n+s−1 + ε
[j,l]
i,n+s if y
[j,l]
i,n+s−1 ≤ r[j]i ,
(m
(2)
i0 )
[j] + (m
(2)
i1 )
[j]y
[j,l]
i,n+s−1 + ε
[j,l]
i,n+s if y
[j,l]
i,n+s−1 > r
[j]
i .
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8. Form portfolio return simulations at the s-period horizon using p
[j,l]
n+s = w1y
[j,l]
1,n+s +
. . .+ wNy
[j,l]
N,n+s and the equation
pn[s]
[j,l] =
s∑
k=1
p
[j,l]
n+k.
Then VaR[j]α,s is simply the α% quantile of the simulations
{
pn[s]
[j,l]
}L
l=1
.
5.7.3 VaR Back-Testing
To monitor the ASTC-DTGARCH model’s performance in estimating VaR for the DJI
stock portfolio, a series of VaR back-testing procedures is utilised. The requirements of
these back-tests are a set of VaR estimates, as well as actual portfolio returns at the times
represented by each VaR. The time period from 24 January 2002 to 31 December 2009 is
used as the back-testing period, which corresponds to the last K = 2, 000 observations in
the sample. The following table displays the time horizons considered in the analysis, with
the number of non-overlapping VaR estimates generated over the back-testing period:
Horizon (s) No. of VaR Estimates
1 2,000
5 400
10 200
20 100
Two significance levels α = 0.01, 0.05 are also considered6. These combinations will assist
in examining the model’s short and long-term forecasting performance, as well as its tail
behaviour in forecast distributions.
In summary, the following is recursively performed:
6A much larger sampling window would be required in order to efficiently perform back-testing for
“extreme” risk (i.e. α < 0.01) using the Monte Carlo approach considered here.
179
1. Fit the ASTC-DTGARCH model to the set of returns {yt}2000t=1 using the Bayesian
estimation procedures from Section 5.6, resulting in the sample θˆ = {θ[j]}Jj=w+1
from the joint posterior distribution p(θ|y).
2. For each k = 1, . . . , K − 20 do the following:
(a) Simulate from the VaR posterior distribution p(VaRα,s|y) using the sample θˆ
and the procedures from Section 5.7.2, then obtain the VaR estimate VaR(K+k)α,s
using equation (5.30). This is performed for each time horizon s = 1, 5, 10, 20
and significance level α = 0.01, 0.05.
(b) Obtain the equally-weighted portfolio returns pK+k[s] =
s∑
i=1
pK+k+i for each s.
3. If k is a multiple of 20, return to Step 1 and re-fit the ASTC-DTGARCH model to
the set of returns {yt}K+kt=1+k to generate a new set of samples θˆ. Otherwise, return
to Step 2 for the next k.
This procedure will then generate sets of non-overlapping VaR estimates and actual
portfolio returns for each α, s and time period considered above.
For a VaR model to perform well, there are two main requirements:
• The percentage of times that the actual portfolio return exceeds the corresponding
VaR estimate (i.e. when pK+k[s] < VaR
(K+k)
α,s , called a “VaR violation”) should not
be significantly different from α, i.e. Pr
(
pK+k[s] < VaR
(K+k)
α,s
)
= α;
• VaR violations should occur at independent times over the back-testing period.
These requirements have been formalised in four VaR back-testing procedures in the
literature, each of which will now be described. (Further properties of these tests can be
found in Berkowitz et al., 2011 and Gaglianone et al., 2011, for example):
The Unconditional Coverage Test
Kupiec (1995) formalises the Unconditional Coverage (UC) test, which is a likelihood
ratio test that the mean level of VaR violations is equal to the coverage probability (the
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significance level). This test first requires the following indicator series from the collection
of VaR estimates and portfolio returns:
Vk+1 =

1 if pK+k[s] < VaR
(K+k)
α,s ,
0 otherwise,
k = 0, . . . , K − 1.
Given the significance level α, the test has the following null (H0) and alternative (H1)
hypotheses:
H0 : E(Vk) = α,
H1 : E(Vk) 6= α.
The test statistic for this test uses a ratio of binomial likelihoods for the true and esti-
mated coverage probabilities: Let αˆ = n1/K, where n1 =
∑K
k=1 Vk. Using the binomial
likelihoods
L(α) = αn1(1− α)K−n1 and L(αˆ) = αˆn1(1− αˆ)K−n1 , (5.31)
the test statistic TSuc is given by
TSuc = −2 ln
[
L(α)
L(αˆ)
]
∼ χ21
where χ2ν denotes the chi-squared distribution with ν degrees of freedom. Therefore the
p-value for this test can be calculated as puc = 1−Fχ21(TSuc), where F denotes the CDF
of the corresponding chi-squared distribution. If puc < α, then the null hypothesis H0 is
rejected in favour of the alternative H1.
The Conditional Coverage Test
While the UC test examines the number of VaR violations against the corresponding
significance level, it does not take into account the timing of each violation, i.e. when
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each VaR violation occurs. The Conditional Coverage (CC) test of Christoffersen (1998)
extends the previous test by additionally testing for independence between VaR violations
contained in {Vk}.
The null and alternative hypotheses are
H0 : E(Vk) = α and {Vk} is independent of {Vk−1},
H1 : E(Vk) 6= α or {Vk} is not independent of {Vk−1}.
This testing involves checking whether or not {Vk} is a first-order Markov chain with the
following transition probability matrix:
A =
1− α01 α01
1− α11 α11

where αij = Pr(Vk = j|Vk−1 = i). For independence, we require that α01 = α11, which
makes the probability of obtaining a violation at time k constant and therefore indepen-
dent of what occurred at time k− 1. Estimates of these probabilities can be obtained by
first counting the different occurrences of (Vk, Vk−1) as follows:
n00 =
K∑
k=2
I(Vk = 0|Vk−1 = 0), n01 =
K∑
k=2
I(Vk = 1|Vk−1 = 0),
n10 =
K∑
k=2
I(Vk = 0|Vk−1 = 1), n11 =
K∑
k=2
I(Vk = 1|Vk−1 = 1),
where n00 +n01 +n10 +n11 = K−1. Then form the relevant ratios to obtain the following
estimates:
αˆ01 =
n01
n00 + n01
and αˆ11 =
n11
n10 + n11
.
The test statistic again contains a ratio of likelihoods, but this time extended via a
multinomial likelihood:
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L(αˆ01, αˆ11) = αˆ
n01
01 (1− αˆ01)n00αˆn1111 (1− αˆ11)n10 .
Combining this with the binomial likelihood in equation (5.31), the test statistic TScc is
given by
TScc = −2 ln
[
L(α)
L(αˆ01, αˆ11)
]
∼ χ22.
The p-value for this test is then pcc = 1− Fχ22(TScc). If pcc < α, then the null hypothesis
H0 is rejected in favour of the alternative H1.
The Dynamic Quantile Test
The disadvantage of using the CC test is that dependence is only identified when Vk =
Vk−1; situations where Vk = Vk−2 are thus deemed independent when this is most likely
not the case over a large back-testing sample. Engle and Manganelli (2004) propose the
Dynamic Quantile (DQ) test which has the ability to test for independence between as
many lags as required. It uses the idea of a “hit” function which subtracts the significance
level α away from each Vk as follows:
hitk =

1− α if Vk = 1,
−α otherwise.
If hitk is uncorrelated with its own lagged values and VaR estimates, then there will
be no autocorrelation in the “hits” - see Engle and Manganelli (2004) for more details.
The simplest way to test this is through a multiple regression analysis using the required
explanatory variables to be tested. Four “hit” lags and one VaR lag have been chosen for
this analysis, as recommended by Engle and Manganelli (2004) and also used by Chen
et al. (2011b). This means that the multiple regression equation is
hitk = β0 + β1hitk−1 + β2hitk−2 + β3hitk−3 + β4hitk−4 + β5VaR(k−1)α,s + εk, (5.32)
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where β0, . . . , β5 are the regression parameters and εk is a normally distributed residual
with zero mean and constant variance. Hence the DQ test reduces to testing if each of
the β parameters above are significantly different from zero, giving the following null and
alternative hypotheses:
H0 : β0 = β1 = . . . = β5 = 0,
H1 : Not all βi’s are zero.
As in standard multiple regression analysis, we can write equation (5.32) in matrix form
as Hit = Xβ + ε, where
Hit = (hit5, . . . , hitK), β = (β0, . . . , β5), ε = (ε5, . . . , εK),
X =

1 hit4 hit3 hit2 hit1 VaR
(K+4)
α,s
...
...
...
...
...
...
1 hitK−1 hitK−2 hitK−3 hitK−4 VaR(2K−1)α,s
 .
The test statistic TSdq for this test is given by
TSdq =
Hit′X (X′X)−1 X′Hit
α(1− α) ∼ χ
2
6.
The p-value for this test is then pdq = 1−Fχ26(TSdq). If pdq < α, then the null hypothesis
H0 is rejected in favour of the alternative H1.
The VaR Criterion Function
In addition to the DQ test, Engle and Manganelli (2004) also specify the evolution of
the VaR quantile over time using a model based on an autoregressive process - the Con-
ditional Autoregressive Value at Risk (CAViaR) model. This model is estimated in this
paper using the regression quantile framework of Koenker and Bassett (1978), whereby
parameters are estimated based on the minimum of a VaR criterion function. In fact,
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this criterion function can be applied to any model used for VaR estimation.
For the sample of VaR estimates and portfolio returns given earlier, the VaR criterion
function of Koenker and Bassett (1978) is given by
CF = α
∑
Vk+1=0
(
pK+k[s]− VaR(K+k)α,s
)
+ (1− α)
∑
Vk+1=1
(
VaR(K+k)α,s − pK+k[s]
) (5.33)
and will be minimised if the series
{
VaR(K+k)α,s
}K−1
k=0
is the true α% quantile of the series
{pK+k[s]}K−1k=0 .
5.7.4 Competing Models
In order to decide the best VaR model for the given sample of DJI stocks, a series of
competing models is also fitted to the data and VaR estimated using classical techniques.
Both univariate and multivariate GARCH models are considered, ranging from simpler
models (e.g. symmetric with normal errors) to more complex ones (e.g. allowing for
volatility asymmetry, skewness and excess kurtosis). Please note that some of these mod-
els will already have been discussed in this thesis, but are repeated here for convenience.
The GARCH Model
For the portfolio return series {pt} = {0.2(y1t + y2t + y3t + y4t + y5t)}, the GARCH model
of Bollerslev (1986) is given by (with AR(1) mean effects):
pt = m0 +m1pt−1 + εt, εt|ψt−1 ∼ D(0, ht)
ht = c1 + a1ε
2
t−1 + b1ht−1,
(5.34)
where D denotes either the normal, standardised Student-t or skew-t distributions with
zero mean and variance ht. In the results that follow, these models are given the labels
“GARCHN”, “GARCHT” and “GARCHS” (respectively).
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The GJR-GARCH Model
This model is an extension of the GARCH model above to allow for asymmetric effects
in volatility, as in Glosten et al. (1993). It is given by (with AR(1) mean effects):
pt = m0 +m1pt−1 + εt, εt|ψt−1 ∼ D(0, ht)
ht = c1 + (a1 + α1It−1)ε2t−1 + b1ht−1,
(5.35)
where D denotes either the normal, standardised Student-t or skew-t distributions with
zero mean and variance ht, while It is the indicator variable such that
It =

1 if εt < 0,
0 otherwise.
(5.36)
In the results that follow, these models are given the labels “GJR-GARCHN”, “GJR-
GARCHT” and “GJR-GARCHS” (respectively).
The DCC Model
The DCC model of Engle (2002) specifies the conditional distribution of theN -dimensional
vector yt = (y1t, . . . , yNt) as follows
yt = m0 + diag(m1)yt−1 + εt, εt|ψt−1 ∼ N(0, DtPtDt) (5.37)
where m0 and m1 are N ×1 parameter vectors, Dt = diag(
√
h11,t, . . . ,
√
hNN,t) is a diag-
onal matrix of conditional standard deviations (with each hii,t defined as a GARCH(1, 1)
model as in (5.34)), while Pt = [ρij,t] is a correlation matrix defined as
ρij,t =
qij,t√
qii,tqjj,t
,
where qij,t = ρ¯ij(1− α− β) + αzi,t−1zj,t−1 + βqij,t−1
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and each zit = εit/
√
hii,t is a standardised residual. The two-step estimation approach
as detailed in Engle (2002) is applied to this model in the analysis to come - also refer to
Section 3.2 of this thesis for more details of this model. In the results that follow, this
model is given the label “DCC”.
The GJR-ADCC Model
The GJR-ADCC model is an extension of the DCC model to have GJR asymmetries in
the conditional variances, as well as asymmetries in the conditional correlations, as in
Cappiello et al. (2006). The model has the same AR(1) mean structure as in the DCC
model from (5.37), but with the following structure for the correlations:
qij,t = ρ¯ij(1− α2 − β2)− γ2η¯ij + α2zi,t−1zj,t−1 + γ2ηi,t−1ηj,t−1 + β2qij,t−1
where each ηit = Iitzit, with Iit defined in equation (5.36). A similar two-step estimation
approach as for the DCC model is applied to this model also - see Cappiello et al. (2006)
and also Section 4.2 for further details. In the results that follow, this model is given the
label “GJR-ADCC”.
The Copula-GJR-GARCH Model
There are three Copula-GJR-GARCH models represented in the analysis:
• Gaussian Copula: The marginals of this model are each represented by the GJR-
GARCH model in equation (5.35) with normal errors, while the copula used for the
dependence structure is the Gaussian copula given in equations (5.15) and (5.16).
• Student-t Copula: The marginals of this model are each represented by the GJR-
GARCH model in equation (5.35) with standardised Student-t errors, while the
copula used for the dependence structure is the Student-t copula given in equations
(5.17) and (5.18).
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• Skew-t Copula: The marginals of this model are each represented by the GJR-
GARCH model in equation (5.35) with skew-t errors, while the copula used for the
dependence structure is the skew-t copula given in equations (5.22) and (5.24).
The dependence structure of these copulas is defined in terms of the correlation matrix
Pt = [ρij,t], whose structure for each of these models is the following:
ρij,t = ρ¯ij(1− α− β) + αξij,t−1 + βρij,t−1 (5.38)
as in Ausin and Lopes (2010). In the results that follow, these models are given the
labels “COP-GJR-GARCHN”, “COP-GJR-GARCHT” and “COP-GJR-GARCHS” (re-
spectively).
The Asymmetric Copula-GJR-GARCH Model
This group of models has the same structure as the above Copula-GJR-GARCH models,
but extended so that the correlation structure in equation (5.38) allows for asymmetry.
This is done via a basic two-regime correlation structure similar to that of the ASTC-
DTGARCH model, but only allowing for asymmetry when the standardised residuals are
of the same sign. The correlation structure is then
ρij,t =

ρ¯ij(1− α(1) − β(1)) + α(1)ξij,t−1 + β(1)ρij,t−1 if zi,t−1, zj,t−1 ≥ 0,
ρ¯ij(1− α(2) − β(2)) + α(2)ξij,t−1 + β(2)ρij,t−1 if zi,t−1, zj,t−1 < 0.
In the results that follow, these models are given the labels “ACOP-GJR-GARCHN”,
“ACOP-GJR-GARCHT” and “ACOP-GJR-GARCHS” (respectively).
VaR Estimation from a Classical Perspective
To estimate VaR for the above competing models, a similar Monte Carlo approach to
that of the ASTC-DTGARCH model can be employed, but based on the parameter
estimate vector θˆ containing only one estimate for each parameter (instead of J Bayesian
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parameter iterates). The calculations will vary depending on the model, but can be
summarised as follows:
• Univariate GARCH Models : For l = 1, . . . , L and s = 1, . . . , S do the following:
1. Calculate hn+s under the assumption that εn+s−1, In+s−1 and hn+s−1 are known.
2. Simulate p
[l]
n+s from the corresponding error distribution with mean mˆ0 +
mˆ1p
[l]
n+s−1 and variance hn+s.
3. Form portfolio return simulations via pn[s]
[l] =
s∑
k=1
p
[l]
n+k.
Then VaRα,s is simply the α% quantile of the simulations
{
pn[s]
[l]
}L
l=1
.
• DCC and GJR-ADCC Models : For l = 1, . . . , L and s = 1, . . . , S do the following:
1. Calculate hi,n+s under the assumption that εi,n+s−1, Ii,n+s−1 and hi,n+s−1 are
known (for each i = 1, . . . , N) and form the diagonal matrix Dn+s.
2. Calculate Pn+s = [ρij,n+s] under the assumption that zi,n+s−1, zj,n+s−1 and
qij,n+s−1 are known.
3. Simulate y
[l]
n+s from the multivariate normal distribution with mean vector
mˆ0 + diag(mˆ1)y
[l]
n+s−1 and covariance matrix Dn+sPn+sDn+s.
4. Form portfolio return simulations via pn[s]
[l] =
s∑
k=1
w′y[l]n+k, where w=(0.2, 0.2,
0.2, 0.2, 0.2).
Then VaRα,s is simply the α% quantile of the simulations
{
pn[s]
[l]
}L
l=1
.
• Copula-GARCH Models : For l = 1, . . . , L and s = 1, . . . , S do the following:
1. Calculate hi,n+s under the assumption that εi,n+s−1, Ii,n+s−1 and hi,n+s−1 are
known (for each i = 1, . . . , N).
2. Calculate Pn+s = [ρij,n+s] under the assumption that zi,n+s−1, zj,n+s−1, ξij,n+s−1
and ρij,n+s−1 are known.
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3. Simulate x
[l]
n+s from the relevant multivariate distribution that the copula was
based on, with zero mean vector, correlation matrix Pn+s and any skewness
and/or degrees of freedom parameters.
4. Set ε
[l]
i,n+s = F
−1
θMi
(
FθC
(
x
[l]
i,n+s
))√
hi,n+s for i = 1, . . . , N and let y
[l]
n+s =
mˆ0 + diag(mˆ1)y
[l]
n+s−1 +ε
[l]
n+s, where θMi and θC are the relevant marginal and
copula skewness and degrees of freedom parameters, with F and F−1 denoting
the corresponding univariate CDF and inverse CDF (respectively).
5. Form portfolio return simulations via pn[s]
[l] =
s∑
k=1
w′y[l]n+k, where w=(0.2, 0.2,
0.2, 0.2, 0.2).
Then VaRα,s is simply the α% quantile of the simulations
{
pn[s]
[l]
}L
l=1
.
5.7.5 Parameter Estimation Results
Fitting of the ASTC-DTGARCH model for the VaR back-testing uses a total of J =
15, 000 iterations for each run, with a burn-in period of w = 5, 000 for both marginal and
copula components. To yield good acceptance rates in the MCMC algorithm, the model is
fitted to the percentage log returns (i.e. 100yt), and so VaR’s are then obtained by simply
dividing the corresponding quantile by 100. The prior for each threshold value ri in the
marginals is chosen so that at least 200 observations are in each regime, giving q = 10
and ri ∈ (Pi,10, Pi,90) for the 2, 000 length rolling window. In the copula correlations,
the number of historical xit’s chosen in the calculation of each ξij,t is M = 5, which
corresponds to the minimum requirement for ξt to be PD (see Tse and Tsui, 2002). A
total of L = 1, 000 iterations are used in calculation of each VaR[j]α,s, as in Ausin and
Lopes (2010). The average run time to fit the ASTC-DTGARCH model to the given DJI
stock returns is approximately 1 hr 10 min, using the machine and software described in
Section 2.7.
Fitting of the competing models is done via maximum likelihood, utilising the Fortran
optimisation routine UMINF - details of which are contained in Section 3.5.2, where it
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was used to estimate a bivariate BEKK model. For the DCC and GJR-ADCC models, a
two-step estimation approach is utilised that first maximises a variance likelihood, then
a correlation likelihood - see Engle (2002) and Cappiello et al. (2006) for the necessary
details. For each copula-GARCH model (except ASTC-DTGARCH), marginals are esti-
mated first using the relevant univariate GARCH models, then parameters of the copula
are estimated via maximising a copula likelihood - as proposed by Joe and Xu (1996).
Tables 5.3-5.6 at the end of this sub-section display parameter estimation results from
fitting the ASTC-DTGARCH model to the DJI stock returns. Values in each “Mean”
column are simply the average of the 100 posterior means for each parameter (Par), while
intervals in each “Percentiles” column are the 2.5th and 97.5th percentiles of the corre-
sponding 100 posterior means. The “AR” column represents the mean acceptance rate
over the 100 replications for that particular group of parameters. Important observations
can be made from these results. From Table 5.3, we notice the usual high persistence in
volatility in stock returns, with each a
(k)
i1 + b
(k)
i1 > 0.9. Both mean and volatility asymme-
try is present in the data, which is mainly noticeable in the mean and variance intercept
terms; the mean intercept m
(1)
i0 is greater than m
(2)
i0 in all stocks except CSCOt, indicat-
ing that the conditional mean is higher following a return below the estimated threshold
ri than a return above ri for these stocks. The same applies for the conditional variances
as given by the intercept terms c
(1)
i1 and c
(2)
i1 . (e.g. the means for m
(1)
40 and m
(2)
40 for the
INTCt stock are 0.32 and 0.02, while the means for c
(1)
41 and c
(2)
41 for the INTCt stock
are 0.64 and 0.11). Table 5.4 shows that mean values of the threshold parameter ri are
all negative, with 95% of posterior means for these parameters less than zero in 2 of the
5 intervals. This contradicts the assumption made by the GJR-GARCH model of zero
thresholds, and supports the similar findings of Chen et al. (2005). This table also illus-
trates the presence of negative skewness and excess kurtosis in the data, with each λi for
the stocks CSCOt, XOMt and INTCt less than 1 and not containing 1 in their intervals,
as well as each mean νi for all stocks less than 7. These properties are also present in
the copula parameters γi and η in Table 5.5, but not to the same extent. There also
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does not appear to be any significant asymmetry given by the copula correlation param-
eters α(k) and β(k), since their corresponding means have similar values. However, Table
5.6, which gives the estimates of each P¯ (k), clearly demonstrates that correlation changes
based on the sign of the residuals - positive correlations resulted (up to 0.43 for ρ¯
(1)
14 , i.e.
the sample correlation between the positive residuals of the stocks CSCOt and INTCt)
whenever the residuals were either both positive or both negative (i.e. ρ¯
(1)
ij or ρ¯
(4)
ij ), with
all intervals under these scenarios not containing zero. This is a typical result for models
of similar form. Smaller correlations resulted when residuals were of opposite sign (i.e.
ρ¯
(2)
ij or ρ¯
(3)
ij ), but 5 out of these 20 corresponding intervals did not contain zero. Hence
some correlation asymmetry is present under this scenario, even though correlations are
relatively small.
To further support the findings of significant skewness and excess kurtosis, Figure 5.2
illustrates the evolution of the marginal distribution parameters λi and νi (i = 1, . . . , 5),
for each of the 100 replications of estimating the ASTC-DTGARCH model. The three
stocks CSCOt, XOMt and INTCt all have values of λi below 1 (indicating a degree of
negative skewness), while GEt and MSFTt have values of λi mainly above 1 (indicating
a degree of positive skewness). Similarly, values of νi for all stocks are below 12, mostly
below 8. Clearly skewness and excess kurtosis needs to be captured for this dataset, and
based on this evidence the ASTC-DTGARCH model is quite capable of doing this.
The acceptance rates (ARs) reported in these tables also vary significantly. ARs for
the autoregressive parameters are quite high (89-93%), while for the GARCH param-
eters in both marginals and correlation equations ARs are much lower (17-43%). The
marginal error distribution parameters (ri, λi, νi) have reasonably large ARs (62-74%),
while the copula parameter groupings (γ1, . . . , γ5) and η each have ARs above 90%. This
demonstrates the flexibility of the MCMC sampling scheme to generate from posterior
distributions of varying shapes, as also discovered in Chapters 3 and 4.
Table 5.7 displays potential scale reduction factors (PSRFs) for parameters of the
ASTC-DTGARCH model fitted to an arbitrary set of 2, 000 observations of the DJI
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stock portfolio returns. As in Chapters 3 and 4, each PSRF is calculated using R =
5 replications of MCMC iterates and 5, 000 iterations after the burn-in period. For
the majority of parameters, each PSRF is reasonably close to 1, with most below 1.05
(including parameters contained in the copula), indicating a degree of convergence to
the corresponding posterior distribution. However, the variance intercept parameter in
the 1st regime of each marginal distribution has PSRFs ranging between 1.66 and 2.79.
This does not necessarily mean non-convergence: Figure 5.3 displays plots of MCMC
iterations for a selection of 4 parameters, one including the c
(1)
21 parameter. It appears
that convergence is not quite achieved for all R = 5 replications, but may be improved
by either increasing the value of R, or increasing the size of the burn-in and/or sampling
period. Other interesting points to note regarding this figure: convergence is almost
instantaneous for the b
(2)
41 and γ1 parameters, while the r1 parameter offers interesting
shapes. Some iterates converge on a value for a period of time, then rise/fall suddenly
and converge on a different value for a period of time. The end result being a posterior
distribution with a high variance and potentially multi-modal, with convergence still
achieved. This is further proof that the presented MCMC sampling scheme can capture
posterior distributions of varying shapes, with efficiency and convergence present for most
parameters.
Figure 5.4 displays plots of the ASTC-DTGARCH estimates of Pt = [ρij,t] for a
particular sample of 2, 000 observations. As with estimated correlations from Chapters 3
and 4, these are calculated by averaging over the MCMC iterates ρ
[j]
ij,t using corresponding
parameter values. In each case, significant positive correlations have resulted, with all
correlations falling between 0 and 0.5. High persistence in correlation is also apparent
from these plots, which is also demonstrated by the fact that each α(k) + β(k) > 0.8 in
Table 5.5. This indicates the need to accurately capture the dependence structure in a
copula model.
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Table 5.3: Mean parameter estimates of the ASTC-DTGARCH model fitted to the returns of
the DJI stock portfolio: Autoregressive and GARCH parameters of the marginal distributions.
Stock Par Mean Percentiles Par Mean Percentiles AR
CSCOt m
(1)
10 0.0412 [-0.2001,0.3085] m
(2)
10 0.0704 [0.0187,0.2019] 89.5%
m
(1)
11 -0.0238 [-0.0764,0.0366] m
(2)
11 -0.0351 [-0.0568,0.0013]
c
(1)
11 0.3943 [0.3281,0.4814] c
(2)
11 0.0851 [0.0068,0.1935] 17.6%
a
(1)
11 0.0082 [0.0008,0.0397] a
(2)
11 0.0384 [0.0156,0.0695]
b
(1)
11 0.9886 [0.9559,0.9970] b
(2)
11 0.9495 [0.9036,0.9753]
XOMt m
(1)
20 0.1031 [0.0189,0.2414] m
(2)
20 0.0591 [0.0098,0.0813] 92.6%
m
(1)
21 -0.0150 [-0.1206,0.0003] m
(2)
21 -0.1025 [-0.1319,-0.0814]
c
(1)
21 0.4021 [0.1623,0.4413] c
(2)
21 0.0682 [0.0176,0.1702] 35.6%
a
(1)
21 0.0108 [0.0006,0.1301] a
(2)
21 0.0664 [0.0330,0.1170]
b
(1)
21 0.9675 [0.8280,0.9885] b
(2)
21 0.8881 [0.8039,0.9462]
GEt m
(1)
30 0.0736 [-0.1885,0.3061] m
(2)
30 0.0036 [-0.0325,0.0495] 89.8%
m
(1)
31 -0.0101 [-0.0963,0.0402] m
(2)
31 0.0197 [-0.0377,0.0743]
c
(1)
31 0.3055 [0.2750,0.3246] c
(2)
31 0.1086 [0.0025,0.3881] 27.2%
a
(1)
31 0.0097 [0.0002,0.0623] a
(2)
31 0.0581 [0.0137,0.1189]
b
(1)
31 0.9837 [0.9280,0.9959] b
(2)
31 0.9084 [0.7976,0.9736]
INTCt m
(1)
40 0.3199 [0.0493,0.7640] m
(2)
40 0.0178 [-0.0227,0.0938] 89.6%
m
(1)
41 0.0276 [-0.0238,0.1106] m
(2)
41 -0.0018 [-0.0359,0.0278]
c
(1)
41 0.6381 [0.4348,0.7616] c
(2)
41 0.1128 [0.0094,0.3094] 22.5%
a
(1)
41 0.0065 [0.0016,0.0295] a
(2)
41 0.0372 [0.0175,0.0682]
b
(1)
41 0.9878 [0.9615,0.9947] b
(2)
41 0.9459 [0.9041,0.9695]
MSFTt m
(1)
50 0.2011 [0.0816,0.3073] m
(2)
50 -0.0175 [-0.0802,0.1333] 90.5%
m
(1)
51 0.0103 [-0.0157,0.0388] m
(2)
51 -0.0272 [-0.0735,0.0118]
c
(1)
51 0.2978 [0.2394,0.4046] c
(2)
51 0.0101 [0.0026,0.0210] 21.3%
a
(1)
51 0.0010 [0.0007,0.0021] a
(2)
51 0.0510 [0.0356,0.1046]
b
(1)
51 0.9930 [0.9732,0.9962] b
(2)
51 0.9411 [0.8649,0.9607]
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Table 5.4: Mean parameter estimates of the ASTC-DTGARCH model fitted to the returns of
the DJI stock portfolio: Threshold and error parameters of the marginal distributions.
Stock Parameter Mean Percentiles AR
CSCOt r1 -1.8230 [-2.6043,0.1608] 73.7%
λ1 0.9571 [0.9223,0.9886]
ν1 5.3866 [4.7442,6.2064]
XOMt r2 -1.0958 [-1.7640,0.2722] 68.4%
λ2 0.9248 [0.8532,0.9749]
ν2 6.4011 [5.3519,11.2169]
GEt r3 -1.3084 [-1.9446,-0.5261] 62.1%
λ3 1.0280 [1.0009,1.0581]
ν3 5.7419 [4.4870,7.5560]
INTCt r4 -2.2393 [-2.8542,-1.1139] 70.7%
λ4 0.9851 [0.9732,0.9969]
ν4 5.5964 [4.3215,7.2805]
MSFTt r5 -1.0452 [-1.4663,0.6212] 64.5%
λ5 1.0096 [0.9927,1.0311]
ν5 4.4250 [4.1574,4.7660]
Table 5.5: Mean parameter estimates of the ASTC-DTGARCH model fitted to the returns
of the DJI stock portfolio: GARCH parameters α(k), β(k), k = 1, 2, 3, 4 and copula distribution
parameters.
Par Mean Percentiles Par Mean Percentiles AR
α(1) 0.0162 [0.0063,0.0444] β(1) 0.8079 [0.1255,0.9891] 42.9%
α(2) 0.0067 [0.0025,0.0153] β(2) 0.9810 [0.9609,0.9919]
α(3) 0.0142 [0.0047,0.0231] β(3) 0.9612 [0.9403,0.9749]
α(4) 0.0146 [0.0093,0.0226] β(4) 0.9455 [0.8047,0.9842]
γ1 1.0006 [0.9453,1.0378] γ2 0.9920 [0.8040,1.1279] 90.4%
γ3 1.1582 [1.0612,1.2599] γ4 1.0083 [0.9784,1.0467]
γ5 0.9874 [0.9717,0.9992]
η 7.6078 [6.7194,9.2315] 97.3%
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Table 5.6: Mean parameter estimates of the ASTC-DTGARCH model fitted to the returns of
the DJI stock portfolio: Correlation parameters P¯ (k), k = 1, 2, 3, 4 of the copula.
Parameter Mean Percentiles Parameter Mean Percentiles
ρ¯
(1)
12 0.1390 [0.0980,0.2207] ρ¯
(1)
13 0.3626 [0.2738,0.4058]
ρ¯
(1)
14 0.4291 [0.3538,0.5068] ρ¯
(1)
15 0.3614 [0.2923,0.4341]
ρ¯
(1)
23 0.2022 [0.1574,0.2520] ρ¯
(1)
24 0.1632 [0.0862,0.2814]
ρ¯
(1)
25 0.1941 [0.0904,0.3583] ρ¯
(1)
34 0.3477 [0.2906,0.4096]
ρ¯
(1)
35 0.3035 [0.2330,0.3404] ρ¯
(1)
45 0.4105 [0.3570,0.4579]
ρ¯
(2)
12 -0.0166 [-0.0385,0.0127] ρ¯
(2)
13 0.0208 [0.0036,0.0475]
ρ¯
(2)
14 -0.0160 [-0.0498,0.0436] ρ¯
(2)
15 -0.1343 [-0.1935,-0.0809]
ρ¯
(2)
23 -0.0059 [-0.0322,0.0198] ρ¯
(2)
24 0.0807 [0.0643,0.0912]
ρ¯
(2)
25 0.0206 [-0.0135,0.0498] ρ¯
(2)
34 -0.0268 [-0.1053,0.0566]
ρ¯
(2)
35 -0.0611 [-0.1437,0.0024] ρ¯
(2)
45 -0.0975 [-0.1742,-0.0268]
ρ¯
(3)
12 -0.0284 [-0.1044,0.0132] ρ¯
(3)
13 -0.0467 [-0.1359,0.0379]
ρ¯
(3)
14 0.0622 [0.0163,0.0940] ρ¯
(3)
15 -0.1675 [-0.2631,0.0158]
ρ¯
(3)
23 -0.0035 [-0.0407,0.0282] ρ¯
(3)
24 -0.0347 [-0.0545,0.0405]
ρ¯
(3)
25 -0.0263 [-0.0406,0.0136] ρ¯
(3)
34 -0.0472 [-0.1382,0.0863]
ρ¯
(3)
35 -0.0173 [-0.1060,0.0589] ρ¯
(3)
45 -0.0362 [-0.1452,0.0604]
ρ¯
(4)
12 0.1118 [0.0340,0.2650] ρ¯
(4)
13 0.1265 [0.0655,0.2465]
ρ¯
(4)
14 0.1476 [0.0467,0.3627] ρ¯
(4)
15 0.1265 [0.0491,0.2482]
ρ¯
(4)
23 0.2979 [0.1881,0.3591] ρ¯
(4)
24 0.1269 [0.0552,0.2378]
ρ¯
(4)
25 0.1799 [0.0999,0.2975] ρ¯
(4)
34 0.1042 [0.0577,0.2320]
ρ¯
(4)
35 0.1033 [0.0205,0.2938] ρ¯
(4)
45 0.1908 [0.0803,0.2444]
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Table 5.7: Potential scale reduction factors (PSRFs) for parameters of the ASTC-DTGARCH
model fitted to an arbitrary set of 2, 000 observations of the DJI stock portfolio returns
Par PS- Par PS- Par PS- Par PS- Par PS- Par PS-
RF RF RF RF RF RF
m
(1)
10 1.00 m
(1)
20 1.04 m
(1)
30 1.05 m
(1)
40 1.03 m
(1)
50 1.01 α
(1) 1.02
m
(2)
10 1.05 m
(2)
20 1.00 m
(2)
30 1.01 m
(2)
40 1.02 m
(2)
50 1.00 β
(1) 1.13
m
(1)
11 1.00 m
(1)
21 1.03 m
(1)
31 1.04 m
(1)
41 1.02 m
(1)
51 1.01 α
(2) 1.01
m
(2)
11 1.03 m
(2)
21 1.00 m
(2)
31 1.00 m
(2)
41 1.01 m
(2)
51 1.00 β
(2) 1.01
c
(1)
11 1.66 c
(1)
21 1.81 c
(1)
31 1.98 c
(1)
41 2.79 c
(1)
51 2.68 α
(3) 1.00
c
(2)
11 1.27 c
(2)
21 1.08 c
(2)
31 1.23 c
(2)
41 1.44 c
(2)
51 1.02 β
(3) 1.00
a
(1)
11 1.02 a
(1)
21 1.00 a
(1)
31 1.02 a
(1)
41 1.03 a
(1)
51 1.00 α
(4) 1.00
a
(2)
11 1.02 a
(2)
21 1.00 a
(2)
31 1.05 a
(2)
41 1.01 a
(2)
51 1.02 β
(4) 1.01
b
(1)
11 1.36 b
(1)
21 1.46 b
(1)
31 1.09 b
(1)
41 1.03 b
(1)
51 1.13 γ1 1.01
b
(2)
11 1.20 b
(2)
21 1.05 b
(2)
31 1.21 b
(2)
41 1.07 b
(2)
51 1.12 γ2 1.00
r1 1.16 r2 1.19 r3 1.04 r4 1.04 r5 1.06 γ3 1.05
λ1 1.00 λ2 1.01 λ3 1.00 λ4 1.00 λ5 1.00 γ4 1.00
ν1 1.00 ν2 1.02 ν3 1.01 ν4 1.00 ν5 1.14 γ5 1.01
η 1.02
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5.7.6 VaR Back-Testing Results
Tables 5.8-5.11 in the Appendix contain the VaR back-testing results performed on the
DJI stock portfolio for the four time horizons s = 1, 5, 10, 20 days. Each table contains the
number of VaR violations in the sample, an estimate of the coverage (or significance level)
αˆ, the ratio αˆ/α, and the p-values of the UC, CC and DQ tests for each model. Values
of αˆ/α closest to 1 are indicated in bold, while any p-values less than the corresponding
significance level are indicated in red. Whenever an “N/A” appears in the columns for
the DQ test p-value (pdq), this indicates no VaR violations and the test is unable to
be performed. The average run time to compute each VaR estimate using the MCMC
iterates generated from the ASTC-DTGARCH model is approximately 7 min, using the
machine and software described in Section 2.7.
We can see from these tables that the majority of models have insignificant p-values
for both the UC and CC tests at the α = 0.01 level for all time horizons, indicating
a reasonable percentage of VaR violations with respect to α in the relevant samples,
and violations are not occurring consecutively. A total of 6 out of the 15 models have
significant p-values for the DQ test for s = 1 day at the α = 0.01 level, but do not
seem to be restricted to any model grouping (i.e. univariate or multivariate). However,
clear differences can be seen at the α = 0.05 level, with the majority of multivariate
models based on the multivariate normal distribution having significant p-values across
all horizons, and are generally over-estimating VaR (as indicated by the value of αˆ/α <
1). This is particularly noticeable for the DCC, GJR-ADCC and COP-GJR-GARCHN
models, where all p-values at the s = 1, 5 day horizons being significant at this α level.
This also occurs for the ACOP-GJR-GARCHN model, but to a lesser extent. These
results may be due to the normal error distribution in these models not being able to
accurately capture the tail behaviour of the portfolio return distributions. It is important
to note that the p-values for the ASTC-DTGARCH model are all insignificant, except
at s = 1 day at the α = 0.05 level. Evidence now exists of univariate GARCH models
performing better at VaR estimation than mis-specified multivariate GARCH models.
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As mentioned in Section 5.1, whenever the weights are known in a stock portfolio, uni-
variate GARCH models used for VaR estimation may outperform multivariate GARCH
models as correlations between each stock return series are “implicitly” captured in the
historical portfolio return series, whereas the correlations need to be modelled in multi-
variate GARCH models. This property is highlighted in Tables 5.12-5.13 which display
values of the Koenker and Bassett (1978) VaR criterion function for each model, as well
as their ranking based on the lowest function value. We can see that the above property
is prevalent in these results, with all six univariate GARCH models generally ranking the
highest compared to their multivariate counterparts. However, the ASTC-DTGARCH
model also performs quite well, and is comparable to the univariate GARCH models - it
ranks 1st a total of two times plus a 2nd and a 4th, and is not restricted to the one sig-
nificance level. Even for s = 1 at the α = 0.05 level where the ASTC-DTGARCH model
has significant p-values, it still ranks as the 3rd best multivariate GARCH model. It is
clearly the best performing multivariate GARCH model in this group. The worst per-
forming models are the multivariate models with normal errors, i.e. DCC, GJR-ADCC,
COP-GJR-GARCHN and ACOP-GJR-GARCHN , which always rank in the bottom four
models in each case and fully support the findings of the UC, CC and DQ tests described
earlier. Moreover, as mentioned in Chapter 3, the numerical optimisation of the likeli-
hood in the competing models may be unreliable compared to the numerical robustness of
the MCMC approach for the ASTC-DTGARCH model. This is a further indication that
the error distribution and estimation approach must be carefully chosen in a multivariate
model in order to accurately estimate VaR.
Figures 5.8-5.11 display each estimated VaR and portfolio returns for α = 0.01, 0.05
and each time horizon s = 1, 5, 10, 20 over the last 2, 000 observations in the sample. Some
models are combined together in these plots for ease of viewing and to highlight some
important properties. Based on the VaR back-testing results above and visual checks,
the following models are grouped together by simply calculating the mean of their VaR
estimates at the same time horizon:
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• Univariate: This line represents the mean of the VaR estimates for all 6 univariate
GARCH models considered in the study, i.e. GARCHN , GARCHT , GARCHS,
GJR-GARCHN , GJR-GARCHT and GJR-GARCHS.
• DCC and GJR-ADCC : This line represents the mean of the VaR estimates for the
DCC and GJR-ADCC models.
• Gaussian Copulas : This line represents the mean of the VaR estimates of the two
multivariate models using Gaussian copulas, i.e. COP-GJR-GARCHN and ACOP-
GJR-GARCHN .
• Student-t and Skew-t Copulas : This line represents the mean of the VaR estimates
of the remaining copula models, i.e. COP-GJR-GARCHT , COP-GJR-GARCHS,
ACOP-GJR-GARCHT and ACOP-GJR-GARCHS.
The ASTC-DTGARCH model has been left on its own to examine its performance in-
dividually. In each of the plots, we see differences between each model group. Firstly,
the ASTC-DTGARCH model compares quite well with the univariate model group, with
its VaR estimates generally lying closer to the portfolio returns under all scenarios. It
also responds to periods of both high and low volatility at the correct times, reflecting
corresponding values of the VaR criterion function in Tables 5.12-5.13. Secondly, the
DCC and GJR-ADCC model group performs quite poorly; it does not respond to periods
of low volatility in the middle of the back-testing period, thus over-estimating VaR for all
time horizons. The same can be said for the Gaussian copula group, but is more prevalent
for the longer time horizons s = 5, 10, 20. Thirdly, improvements are apparent when the
error distribution is changed from Gaussian to Student-t or skew-t for the copula models;
while not as accurate as the univariate or ASTC-DTGARCH models, VaR estimates from
this group are closer to the portfolio returns than that of their Gaussian counterparts.
Combined with earlier VaR back-testing results, this clearly indicates that multivariate
GARCH models must allow for asymmetry, skewness and excess kurtosis across the entire
model in order to accurately estimate VaR, as in the ASTC-DTGARCH model.
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5.8 Chapter Summary
The ASTC-DTGARCH model has been proposed in this chapter, which is a copula-
GARCH model that encapsulates asymmetry in conditional means and variances in the
marginal distributions, as well as asymmetry in the correlations of the dependence struc-
ture of the copula. Skewness and excess kurtosis were captured in the marginal distribu-
tions via the skew-t distribution formed from the methods of Fernandez and Steel (1998),
while asymmetric dependence was also captured in the copula via the multivariate skew-t
distribution of Bauwens and Laurent (2005). This extends existing approaches in the
literature whereby copula-GARCH models have not had asymmetry, skewness and excess
kurtosis represented in all of their model components. This model was applied to a multi-
variate stock return series comprising of a portfolio of DJI stocks. Parameter estimation
results showed that asymmetry exists in both conditional mean and variance equations
for most stocks, as demonstrated by differences in corresponding mean and variance in-
tercept estimates. Asymmetry was also apparent in the copula dependence structure via
each parameter matrix P¯ (k), where correlations changed values based on the sign of the
residuals. Skewness and excess kurtosis were also discovered in the marginal distribu-
tions, thus demonstrating the need to capture these properties in the one multivariate
model. An application in back-testing Value at Risk (VaR) was also presented on the
same DJI stock portfolio, where the ASTC-DTGARCH model outperformed other ex-
isting multivariate GARCH models in estimating VaR and in some tests outperformed
existing univariate GARCH models that are expected to perform better in the setting
where the portfolio weights are known.
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5.9 Appendix
5.9.1 Properties of the Univariate Skew-t Distribution
The PDF
Let Z denote a random variable. If Z follows the univariate skew-t distribution, its PDF
is given by
sktλ,ν(z) =
2λsΓ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
(ν − 2)pi
[
1 +
λ−2I(m+ sz)2
ν − 2
]− ν+1
2
where λ is the skewness parameter, ν is the degrees of freedom parameter, with
m =
Γ
(
ν−1
2
)√
ν − 2
Γ
(
ν
2
)√
pi
(
λ− 1
λ
)
, s2 = λ2 +
1
λ2
− 1−m2
and
I =

−1 if z < −m
s
,
1 if z ≥ −m
s
.
This is a skewed version of the standardised Student-t distribution using the approach of
Fernandez and Steel (1998). It is standardised to have a zero mean (i.e. E(Z) = 0) and
unit variance (i.e. Var(Z) = 1).
Figure 5.5 displays some examples of the univariate skew-t PDF for various values of
λ and ν. Plot (a) shows the PDF for various values of λ (for fixed ν = 8), while plot (b)
shows the PDF for various values of ν (for fixed λ = 0.7). The standard normal PDF
is superimposed on both plots for comparison. From plot (a), we can see that negative
skewness exists for λ < 1 and positive skewness exists for λ > 1, as per the definition of
the distribution. There is also a significant difference in tail behaviour between each PDF
here, with heavier tails occurring when λ moves further away from 1. As expected, each
skew-t PDF has heavier tails than that of the standard normal PDF on the side where
the skewness occurs. For the fixed value of λ, plot (b) shows that when ν increases, the
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mode of the PDF decreases. There is not a significant amount of difference in the tails
of each PDF, but are still heavier than the standard normal PDF, as expected.
Figure 5.5: Plots of the univariate skew-t PDF with different values of the parameters λ and
ν. The fixed values in plots (a) and (b) are ν = 8 and λ = 0.7 (respectively).
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The derivations in the sections to follow assume that the CDF and inverse CDF of
the (unstandardised) Student-t distribution (i.e. Tν(z) and T
−1
ν (u)) are known, where
Tν(z) =
Γ
(
ν+1
2
)
Γ
(
ν
2
)√
νpi
∫ z
−∞
(
1 +
t2
ν
)− ν+1
2
dt.
This is usually not a problem, since both of these functions are typically available in most
statistical computing packages.
The CDF
Let Sktλ,ν(z) denote the CDF of the skew-t distribution. This CDF needs to be derived
over the two separate regions on either side of the point −m/s, as defined in the PDF.
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If z < −m/s, then
Sktλ,ν(z) =
2λsΓ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
(ν − 2)pi
∫ z
−∞
[
1 +
λ2(m+ st)2
ν − 2
]− ν+1
2
dt.
To calculate this integral, we make the following substitutions:
• Let w =
√
ν
ν − 2[λ(m+ st)]. Differentiating yields dw =
√
ν
ν − 2λsdt.
• When t = −∞, w = −∞ and when t = z, w =
√
ν
ν − 2[λ(m+ sz)]
Therefore
Sktλ,ν(z) =
2λsΓ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
(ν − 2)pi
√
ν − 2
νλ2s2
∫ z
−∞
[
1 +
λ2(m+ st)2
ν − 2
]− ν+1
2
√
νλ2s2
ν − 2 dt
=
2Γ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
νpi
∫ √ ν
ν−2 [λ(m+sz)]
−∞
(
1 +
w2
ν
)− ν+1
2
dw
=
2
1 + λ2
Tν
(√
ν
ν − 2[λ(m+ sz)]
)
. (5.39)
If z ≥ −m/s, then the CDF is made up of two integrals I1 and I2 as follows:
Sktλ,ν(z) =
2λsΓ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
(ν − 2)pi
∫ −m
s
−∞
[
1 +
λ2(m+ st)2
ν − 2
]− ν+1
2
dt
+
2λsΓ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
(ν − 2)pi
∫ z
−m
s
[
1 +
(m+ st)2
λ2(ν − 2)
]− ν+1
2
dt
= I1 + I2.
By substituting z = −m/s into the CDF in equation (5.39), we obtain I1:
I1 =
2
1 + λ2
Tν(0) =
1
1 + λ2
.
To calculate I2, we make the following substitutions:
• Let w =
√
ν
ν − 2
[
1
λ
(m+ st)
]
. Differentiating yields dw =
√
ν
ν − 2
s
λ
dt.
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• When t = −m
s
, w = 0 and when t = z, w =
√
ν
ν − 2
[
1
λ
(m+ sz)
]
Therefore
I2 =
2λsΓ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
(ν − 2)pi
√
λ2(ν − 2)
νs2
∫ z
−m
s
[
1 +
(m+ st)2
λ2(ν − 2)
]− ν+1
2
√
νs2
λ2(ν − 2)dt
=
2λ2Γ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
νpi
∫ √ ν
ν−2 [
1
λ
(m+sz)]
0
(
1 +
w2
ν
)− ν+1
2
dw
=
2λ2
1 + λ2
[
Tν
(√
ν
ν − 2
[
1
λ
(m+ sz)
])
− Tν(0)
]
=
2λ2
1 + λ2
Tν
(√
ν
ν − 2
[
1
λ
(m+ sz)
])
− λ
2
1 + λ2
.
Hence if z ≥ −m/s, we have
Sktλ,ν(z) = I1 + I2 =
1− λ2
1 + λ2
+
2λ2
1 + λ2
Tν
(√
ν
ν − 2
[
1
λ
(m+ sz)
])
. (5.40)
Combining equations (5.39) and (5.40), the CDF of the skew-t distribution is given by
Sktλ,ν(z) =

2
1 + λ2
Tν
(√
ν
ν − 2[λ(m+ sz)]
)
if z < −m
s
,
1− λ2
1 + λ2
+
2λ2
1 + λ2
Tν
(√
ν
ν − 2
[
1
λ
(m+ sz)
])
if z ≥ −m
s
.
(5.41)
The Inverse CDF
Let q = Skt−1λ,ν(u) denote the inverse CDF of the skew-t distribution, where u ∈ [0, 1].
The first step is to determine the equivalent change point to −m/s on the inverse scale.
Using the CDF in equation (5.41), we find that
Sktλ,ν
(
−m
s
)
=
1
1 + λ2
.
This means that the region z < −m/s is equivalent to u < 1/(1 + λ2) and z ≥ −m/s is
equivalent to u ≥ 1/(1 + λ2) on the inverse scale.
The next step is to interchange the variables in the CDF and solve the resulting
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equation to obtain the inverse CDF: Let u = Sktλ,ν(z) and q = z in equation (5.41).
Over the region u < 1/(1 + λ2), we have
u =
2
1 + λ2
Tν
(√
ν
ν − 2[λ(m+ sq)]
)
and solving this equation for q yields
q =
1
s
[
1
λ
√
ν − 2
ν
T−1ν
(
1 + λ2
2
u
)
−m
]
. (5.42)
Over the region u ≥ 1/(1 + λ2), we have
u =
1− λ2
1 + λ2
+
2λ2
1 + λ2
Tν
(√
ν
ν − 2
[
1
λ
(m+ sq)
])
and solving this equation for q yields
q =
1
s
[
λ
√
ν − 2
ν
T−1ν
(
1 + λ2
2λ2
u− 1− λ
2
2λ2
)
−m
]
. (5.43)
Combining equations (5.42) and (5.43), the inverse CDF of the skew-t distribution is
given by
Skt−1λ,ν(u) =

1
s
[
1
λ
√
ν − 2
ν
T−1ν
(
1 + λ2
2
u
)
−m
]
if u <
1
1 + λ2
,
1
s
[
λ
√
ν − 2
ν
T−1ν
(
1 + λ2
2λ2
u− 1− λ
2
2λ2
)
−m
]
if u ≥ 1
1 + λ2
.
(5.44)
Random Number Generation
As the inverse CDF of the skew-t distribution was derived in the previous section, random
number generation is straightforward, as the inversion method can be used (see Devroye,
1986): Given a random number u from the Unif[0, 1] distribution, a random number x
from the skew-t distribution with mean µ, variance σ2, skewness parameter λ and degrees
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of freedom ν can be obtained by
x = µ+ σSkt−1λ,ν(u).
Generating random numbers from the multivariate skew-t distribution from equation (5.9)
is also straightforward, since the univariate skew-t distribution above are its marginals.
Given an N -dimensional random vector u = (u1, . . . , uN) with elements coming from the
Unif[0, 1] distribution, a random vector x from the multivariate skew-t distribution with
mean vector µ = (µ1, . . . , µN), covariance matrix Σ = [σij], skewness parameter vector
λ = (λ1, . . . , λN) and degrees of freedom ν can be obtained by the following steps:
1. Generate the random vector z = (z1, . . . , zN) using independent univariate skew-t
distributions via
zi = Skt
−1
λi,ν
(ui), i = 1, . . . , N.
2. Calculate the Cholesky decomposition of the covariance matrix Σ so that AA′ = Σ.
3. The random vector x is then formed by the equation x = µ+ Az.
Moments
Moments of the univariate skew-t distribution are easily derived via its unstandardised
version: Let Z∗ denote the unstandardised version of Z, i.e. Z∗ = m + sZ. Its PDF is
given by
skt∗λ,ν(z
∗) =
2λΓ
(
ν+1
2
)
(1 + λ2)Γ
(
ν
2
)√
(ν − 2)pi
[
1 +
λ−2Iz∗2
ν − 2
]− ν+1
2
. (5.45)
Fernandez and Steel (1998) state a formula for computing the kth moment of (5.45),
which is given by
E(Z∗k) = Mk
λk+1 + (−1)
k
λk+1
λ+ 1
λ
(5.46)
where
Mk =
∫ ∞
0
2ukf(u)du
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and f(·) denotes the standardised Student-t distribution. We can then obtain the mo-
ments of the univariate skew-t distribution via (5.46) and using expectation properties
for functions of random variables: since Z = (Z∗ −m)/s, we have the following:
E(Zk) =
E(Z∗ −m)k
sk
. (5.47)
As examples, the first four moments become
E(Z) =
E(Z∗)−m
s
,
E(Z2) =
E(Z∗2)− 2mE(Z∗) +m2
s2
,
E(Z3) =
E(Z∗3)− 3mE(Z∗2) + 3m2E(Z∗)−m3
s3
,
E(Z4) =
E(Z∗4)− 4mE(Z∗3) + 6m2E(Z∗2)− 4m3E(Z∗) +m4
s4
.
5.9.2 Properties of the Skew-t Copula
Figure 5.6 displays contour plots of various bivariate PDFs using a combination of
marginals and a copula, as described in equation (5.13). Each PDF is formed using
standard normal marginal distributions and the corresponding copula, with dependence
parameter ρ = 0.8 and degrees of freedom η = 3 (for non-Gaussian distributions). The
top two plots display the bivariate normal and Student-t PDFs, and represent well-
known findings in the literature, i.e. the Student-t has higher kurtosis than the nor-
mal. The remaining four plots display the bivariate skew-t distribution with four skew-
ness parameter combinations for (γ1, γ2): (0.6, 0.8), (0.6, 1.2), (1.4, 0.8) and (1.4, 1.2).
Immediately, we see the flexibility of this distribution with these different parameter
combinations. For the plots with (γ1, γ2) = (0.6, 0.8), (1.4, 1.2) (indicating both nega-
tive/both positive skewness respectively), we notice the PDF becomes quite “pointy”
towards the direction of the skewness, increasing the heaviness of the tails. For the plots
with (γ1, γ2) = (0.6, 1.2), (1.4, 0.8), we notice that the PDF becomes quite non-linear,
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particularly in its tails due to there being a combination of positive and negative skew-
ness represented by γ1 and γ2. The dependence parameter ρ = 0.8 does not appear to
be affected by the different values of (γ1, γ2). These plots clearly indicate the additional
variety of dependence structures that can be captured using a skew-t copula, compared
to that of a Gaussian or Student-t copula.
Figure 5.7 displays 1,000 data simulations from a variety of bivariate copulas C(u1, u2)
with dependence parameter ρ = 0.9 and degrees of freedom η = 3 (for non-Gaussian
copulas). The top two plots display data simulated from the Gaussian and Student-t
copulas, and once again represent well-known findings, i.e. strong symmetric dependence,
with data from the Student-t copula being more widely dispersed in the centre. The
remaining plots display simulations from the skew-t copula, and we find some interesting
properties. Firstly, there is obvious dependence between u1 and u2, with a wide dispersion
of points similar to that of the Student-t copula. Secondly, the dependence seems to be
asymmetric, as the points seem to follow a “curved” shape with increasing u1 and u2. The
shape of these “curves” is dependent on the values of the skewness parameters (γ1, γ2), and
in each case there is a clearly different shape. There is also a large cluster of points in the
tails, indicating the existence of tail dependence similar to that of the Student-t copula.
These simulations also clearly display the flexibility of the skew-t copula, compared to
that of a Gaussian or Student-t copula.
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Figure 5.6: Contour plots of various bivariate PDFs using the given copula and standard
normal marginal distributions, with dependence parameter ρ = 0.8 and degrees of freedom
parameter η = 3 (for non-Gaussian distributions).
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Figure 5.7: Simulations from various bivariate copulas with dependence parameter ρ = 0.9
and degrees of freedom parameter η = 3 (for non-Gaussian copulas).
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5.9.3 VaR Back-Testing: Tables of Results
Table 5.8: VaR back-testing results for the unconditional, conditional and dynamic quantile
tests for various models fitted to the returns of the DJI stock portfolio: 1-day horizon
α = 0.01 Violations αˆ αˆ/α puc pcc pdq
GARCHN 24 0.0120 1.20 0.3835 0.5100 0.0146
GARCHT 13 0.0065 0.65 0.0928 0.2245 0.0000
GARCHS 10 0.0050 0.50 0.0129 0.0433 0.0000
GJR-GARCHN 23 0.0115 1.15 0.5102 0.6151 0.2246
GJR-GARCHT 12 0.0060 0.60 0.0521 0.1416 0.0826
GJR-GARCHS 9 0.0045 0.45 0.0056 0.0207 0.0078
DCC 17 0.0085 0.85 0.4889 0.6813 0.1671
GJR-ADCC 18 0.0090 0.90 0.6475 0.7656 0.0002
COP-GJR-GARCHN 17 0.0085 0.85 0.4889 0.2564 0.1365
COP-GJR-GARCHT 11 0.0055 0.55 0.0270 0.0820 0.0000
COP-GJR-GARCHS 15 0.0075 0.75 0.2397 0.4484 0.0001
ACOP-GJR-GARCHN 15 0.0075 0.75 0.2397 0.1301 0.0666
ACOP-GJR-GARCHT 11 0.0055 0.55 0.0270 0.0820 0.0410
ACOP-GJR-GARCHS 11 0.0055 0.55 0.0270 0.0820 0.0399
ASTC-DTGARCH 26 0.0130 1.30 0.1974 0.3084 0.0206
α = 0.05 Violations αˆ αˆ/α puc pcc pdq
GARCHN 93 0.0465 0.93 0.4676 0.5593 0.0183
GARCHT 101 0.0505 1.01 0.9184 0.9148 0.0848
GARCHS 89 0.0445 0.89 0.2505 0.4526 0.0445
GJR-GARCHN 94 0.0470 0.94 0.5342 0.6235 0.0709
GJR-GARCHT 100 0.0500 1.00 1.0000 0.9010 0.1646
GJR-GARCHS 88 0.0440 0.88 0.2092 0.2628 0.0321
DCC 58 0.0290 0.58 0.0000 0.0000 0.0000
GJR-ADCC 63 0.0315 0.63 0.0000 0.0003 0.0002
COP-GJR-GARCHN 59 0.0295 0.59 0.0000 0.0000 0.0000
COP-GJR-GARCHT 94 0.0470 0.94 0.5342 0.7943 0.3598
COP-GJR-GARCHS 91 0.0455 0.91 0.3487 0.6460 0.2981
ACOP-GJR-GARCHN 62 0.0310 0.62 0.0000 0.0001 0.0005
ACOP-GJR-GARCHT 92 0.0460 0.92 0.4057 0.6611 0.4287
ACOP-GJR-GARCHS 91 0.0455 0.91 0.3487 0.5909 0.2332
ASTC-DTGARCH 136 0.0680 1.36 0.0004 0.0013 0.0000
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Table 5.9: VaR back-testing results for the unconditional, conditional and dynamic quantile
tests for various models fitted to the returns of the DJI stock portfolio: 5-day horizon
α = 0.01 Violations αˆ αˆ/α puc pcc pdq
GARCHN 4 0.0100 1.00 1.0000 0.9603 0.9754
GARCHT 2 0.0050 0.50 0.2660 0.5359 0.9696
GARCHS 2 0.0050 0.50 0.2660 0.5359 0.9641
GJR-GARCHN 3 0.0075 0.75 0.5991 0.8535 0.9882
GJR-GARCHT 2 0.0050 0.50 0.2660 0.5359 0.9670
GJR-GARCHS 2 0.0050 0.50 0.2660 0.5359 0.9662
DCC 2 0.0050 0.50 0.2660 0.5359 0.0000
GJR-ADCC 1 0.0025 0.25 0.0714 0.1979 0.8444
COP-GJR-GARCHN 2 0.0050 0.50 0.2660 0.5359 0.9840
COP-GJR-GARCHT 2 0.0050 0.50 0.2660 0.5359 0.9415
COP-GJR-GARCHS 2 0.0050 0.50 0.2660 0.5359 0.9463
ACOP-GJR-GARCHN 1 0.0025 0.25 0.0714 0.1979 0.8613
ACOP-GJR-GARCHT 2 0.0050 0.50 0.2660 0.5359 0.9534
ACOP-GJR-GARCHS 2 0.0050 0.50 0.2660 0.5359 0.9421
ASTC-DTGARCH 6 0.0150 1.50 0.3494 0.5859 0.0150
α = 0.05 Violations αˆ αˆ/α puc pcc pdq
GARCHN 18 0.0450 0.90 0.6409 0.8817 0.7410
GARCHT 20 0.0500 1.00 1.0000 0.9999 0.6802
GARCHS 18 0.0450 0.90 0.6409 0.8817 0.7139
GJR-GARCHN 17 0.0425 0.85 0.4804 0.3686 0.6284
GJR-GARCHT 20 0.0500 1.00 1.0000 0.9999 0.7009
GJR-GARCHS 19 0.0475 0.95 0.8171 0.9709 0.6489
DCC 5 0.0125 0.25 0.0000 0.0000 0.0009
GJR-ADCC 8 0.0200 0.40 0.0018 0.0027 0.0022
COP-GJR-GARCHN 10 0.0250 0.50 0.0114 0.0324 0.0116
COP-GJR-GARCHT 13 0.0325 0.65 0.0871 0.1520 0.5988
COP-GJR-GARCHS 12 0.0300 0.60 0.0481 0.0998 0.1330
ACOP-GJR-GARCHN 9 0.0225 0.45 0.0048 0.0158 0.0559
ACOP-GJR-GARCHT 13 0.0325 0.65 0.0871 0.1520 0.5971
ACOP-GJR-GARCHS 11 0.0275 0.55 0.0245 0.0597 0.3526
ASTC-DTGARCH 27 0.0675 1.35 0.1265 0.3025 0.2445
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Table 5.10: VaR back-testing results for the unconditional, conditional and dynamic quantile
tests for various models fitted to the returns of the DJI stock portfolio: 10-day horizon
α = 0.01 Violations αˆ αˆ/α puc pcc pdq
GARCHN 2 0.0100 1.00 1.0000 0.9799 0.8262
GARCHT 1 0.0050 0.50 0.4315 0.7339 0.9799
GARCHS 1 0.0050 0.50 0.4315 0.7339 0.9774
GJR-GARCHN 2 0.0100 1.00 1.0000 0.9799 0.8386
GJR-GARCHT 1 0.0050 0.50 0.4315 0.7339 0.9822
GJR-GARCHS 1 0.0050 0.50 0.4315 0.7339 0.9815
DCC 0 0.0000 0.00 0.0450 0.1353 N/A
GJR-ADCC 0 0.0000 0.00 0.0450 0.1353 N/A
COP-GJR-GARCHN 0 0.0000 0.00 0.0450 0.1353 N/A
COP-GJR-GARCHT 0 0.0000 0.00 0.0450 0.1353 N/A
COP-GJR-GARCHS 0 0.0000 0.00 0.0450 0.1353 N/A
ACOP-GJR-GARCHN 0 0.0000 0.00 0.0450 0.1353 N/A
ACOP-GJR-GARCHT 0 0.0000 0.00 0.0450 0.1353 N/A
ACOP-GJR-GARCHS 0 0.0000 0.00 0.0450 0.1353 N/A
ASTC-DTGARCH 3 0.0150 1.50 0.5082 0.7634 0.9626
α = 0.05 Violations αˆ αˆ/α puc pcc pdq
GARCHN 8 0.0400 0.80 0.5020 0.5769 0.7675
GARCHT 11 0.0550 1.10 0.7493 0.4964 0.8091
GARCHS 9 0.0450 0.90 0.7416 0.6214 0.8929
GJR-GARCHN 8 0.0400 0.80 0.5020 0.5769 0.3639
GJR-GARCHT 10 0.0500 1.00 1.0000 0.5889 0.8833
GJR-GARCHS 8 0.0400 0.80 0.5020 0.5769 0.9416
DCC 4 0.0200 0.40 0.0275 0.0838 0.0000
GJR-ADCC 4 0.0200 0.40 0.0275 0.0838 0.0000
COP-GJR-GARCHN 5 0.0250 0.50 0.0737 0.1822 0.0011
COP-GJR-GARCHT 10 0.0500 1.00 1.0000 0.5889 0.4512
COP-GJR-GARCHS 7 0.0350 0.70 0.3047 0.4646 0.7692
ACOP-GJR-GARCHN 5 0.0250 0.50 0.0737 0.1822 0.4337
ACOP-GJR-GARCHT 8 0.0400 0.80 0.5020 0.5769 0.1918
ACOP-GJR-GARCHS 8 0.0400 0.80 0.5020 0.5769 0.8571
ASTC-DTGARCH 11 0.0550 1.10 0.7493 0.4964 0.1171
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Table 5.11: VaR back-testing results for the unconditional, conditional and dynamic quantile
tests for various models fitted to the returns of the DJI stock portfolio: 20-day horizon
α = 0.01 Violations αˆ αˆ/α puc pcc pdq
GARCHN 1 0.0100 1.00 1.0000 0.9898 1.0000
GARCHT 1 0.0100 1.00 1.0000 0.9898 1.0000
GARCHS 1 0.0100 1.00 1.0000 0.9898 0.9999
GJR-GARCHN 0 0.0000 0.00 0.1563 0.3697 N/A
GJR-GARCHT 0 0.0000 0.00 0.1563 0.3697 N/A
GJR-GARCHS 0 0.0000 0.00 0.1563 0.3697 N/A
DCC 1 0.0100 1.00 1.0000 0.9898 0.6542
GJR-ADCC 1 0.0100 1.00 1.0000 0.9898 0.4420
COP-GJR-GARCHN 1 0.0100 1.00 1.0000 0.9898 0.8710
COP-GJR-GARCHT 1 0.0100 1.00 1.0000 0.9898 0.9992
COP-GJR-GARCHS 1 0.0100 1.00 1.0000 0.9898 0.9992
ACOP-GJR-GARCHN 1 0.0100 1.00 1.0000 0.9898 0.9159
ACOP-GJR-GARCHT 1 0.0100 1.00 1.0000 0.9898 0.9994
ACOP-GJR-GARCHS 1 0.0100 1.00 1.0000 0.9898 0.9995
ASTC-DTGARCH 2 0.0200 2.00 0.3763 0.6422 0.2395
α = 0.05 Violations αˆ αˆ/α puc pcc pdq
GARCHN 6 0.0600 1.20 0.6560 0.5699 0.7745
GARCHT 6 0.0600 1.20 0.6560 0.5699 0.5517
GARCHS 6 0.0600 1.20 0.6560 0.5699 0.5182
GJR-GARCHN 6 0.0600 1.20 0.6560 0.6081 0.0484
GJR-GARCHT 5 0.0500 1.00 1.0000 0.7662 0.7307
GJR-GARCHS 5 0.0500 1.00 1.0000 0.7662 0.6923
DCC 1 0.0100 0.20 0.0261 0.0869 0.6759
GJR-ADCC 2 0.0200 0.40 0.1191 0.0181 0.0039
COP-GJR-GARCHN 3 0.0300 0.60 0.3230 0.1022 0.2030
COP-GJR-GARCHT 3 0.0300 0.60 0.3230 0.1022 0.2145
COP-GJR-GARCHS 2 0.0200 0.40 0.1191 0.2939 0.9254
ACOP-GJR-GARCHN 2 0.0200 0.40 0.1191 0.2939 0.9074
ACOP-GJR-GARCHT 2 0.0200 0.40 0.1191 0.2939 0.9219
ACOP-GJR-GARCHS 2 0.0200 0.40 0.1191 0.2939 0.9061
ASTC-DTGARCH 7 0.0700 1.40 0.3855 0.5283 0.5778
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Table 5.12: Values of the VaR criterion function of Koenker and Bassett (1978) for various
models fitted to the returns of the DJI stock portfolio: 1 and 5-day horizons
s = 1 s = 5
α = 0.01 α = 0.05 α = 0.01 α = 0.05
Model CF Rank CF Rank CF Rank CF Rank
GARCHN 0.9638 3 3.3761 6 0.3493 3 1.3373 6
GARCHT 0.9807 5 3.3472 4 0.3485 2 1.3343 5
GARCHS 1.0161 10 3.3587 5 0.3639 6 1.3415 7
GJR-GARCHN 0.9520 1 3.3433 3 0.3534 4 1.3214 1
GJR-GARCHT 0.9755 4 3.3293 1 0.3572 5 1.3290 2
GJR-GARCHS 1.0108 8 3.3352 2 0.3717 7 1.3334 3
DCC 1.2273 15 4.1866 15 0.6648 15 2.0872 15
GJR-ADCC 1.1793 14 4.0526 14 0.5508 14 1.8464 14
COP-GJR-GARCHN 1.1421 13 3.9296 13 0.4734 13 1.7116 13
COP-GJR-GARCHT 1.0107 7 3.4354 8 0.3858 8 1.3728 8
COP-GJR-GARCHS 1.0141 9 3.4660 11 0.4021 11 1.3994 11
ACOP-GJR-GARCHN 1.1216 12 3.8866 12 0.4678 12 1.6903 12
ACOP-GJR-GARCHT 1.0186 11 3.4334 7 0.3999 10 1.3926 9
ACOP-GJR-GARCHS 1.0071 6 3.4516 10 0.3967 9 1.3956 10
ASTC-DTGARCH 0.9560 2 3.4375 9 0.3452 1 1.3341 4
Table 5.13: Values of the VaR criterion function of Koenker and Bassett (1978) for various
models fitted to the returns of the DJI stock portfolio: 10 and 20-day horizons
s = 10 s = 20
α = 0.01 α = 0.05 α = 0.01 α = 0.05
Model CF Rank CF Rank CF Rank CF Rank
GARCHN 0.2296 2 0.8931 1 0.1911 6 0.6730 3
GARCHT 0.2376 3 0.9128 5 0.1787 4 0.6787 5
GARCHS 0.2516 5 0.9157 6 0.1824 5 0.6847 6
GJR-GARCHN 0.2542 6 0.8979 2 0.1689 2 0.6679 2
GJR-GARCHT 0.2428 4 0.9023 4 0.1612 1 0.6622 1
GJR-GARCHS 0.2580 7 0.9021 3 0.1763 3 0.6761 4
DCC 0.4982 15 1.6039 15 0.3929 15 1.2819 15
GJR-ADCC 0.4065 14 1.4222 14 0.3397 14 1.0911 14
COP-GJR-GARCHN 0.3524 12 1.2393 13 0.2969 12 0.9859 12
COP-GJR-GARCHT 0.2638 8 0.9389 7 0.2089 9 0.7208 8
COP-GJR-GARCHS 0.2785 11 0.9649 10 0.2140 11 0.7621 11
ACOP-GJR-GARCHN 0.3533 13 1.2279 12 0.3005 13 0.9987 13
ACOP-GJR-GARCHT 0.2729 9 0.9484 9 0.2065 8 0.7303 9
ACOP-GJR-GARCHS 0.2761 10 0.9667 11 0.2125 10 0.7426 10
ASTC-DTGARCH 0.2168 1 0.9471 8 0.2025 7 0.6905 7
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Figure 5.8: Plots of mean VaR estimates of the given model groups against actual DJI portfolio
returns between 24 January 2002 and 31 December 2009: 1-day horizon with (a) α = 0.01; (b)
α = 0.05.
(a)
24/1/02 6/11/02 25/8/03 10/6/04 29/3/05 11/1/06 26/10/06 15/8/07 2/6/08 18/3/09 31/12/09
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Va
R 0
.0
1,
1
 
 
1−day Portfolio Return
DCC & GJR−ADCC
Univariate
Gaussian Copulas
Student−t & Skew−t Copulas
ASTC−DTGARCH
(b)
24/1/02 6/11/02 25/8/03 10/6/04 29/3/05 11/1/06 26/10/06 15/8/07 2/6/08 18/3/09 31/12/09
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Va
R 0
.0
5,
1
 
 
1−day Portfolio Return
DCC & GJR−ADCC
Univariate
Gaussian Copulas
Student−t & Skew−t Copulas
ASTC−DTGARCH
220
Figure 5.9: Plots of mean VaR estimates of the given model groups against actual DJI portfolio
returns between 24 January 2002 and 31 December 2009: 5-day horizon with (a) α = 0.01; (b)
α = 0.05.
(a)
24/1/02 21/1/03 16/1/04 13/1/05 11/1/06 10/1/07 8/1/08 5/1/09 31/12/09
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Va
R 0
.0
1,
5
 
 
5−day Portfolio Return
DCC & GJR−ADCC
Univariate
Gaussian Copulas
Student−t & Skew−t Copulas
ASTC−DTGARCH
(b)
24/1/02 21/1/03 16/1/04 13/1/05 11/1/06 10/1/07 8/1/08 5/1/09 31/12/09
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Va
R 0
.0
5,
5
 
 
5−day Portfolio Return
DCC & GJR−ADCC
Univariate
Gaussian Copulas
Student−t & Skew−t Copulas
ASTC−DTGARCH
221
Figure 5.10: Plots of mean VaR estimates of the given model groups against actual DJI
portfolio returns between 24 January 2002 and 31 December 2009: 10-day horizon with (a)
α = 0.01; (b) α = 0.05.
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Figure 5.11: Plots of mean VaR estimates of the given model groups against actual DJI
portfolio returns between 24 January 2002 and 31 December 2009: 20-day horizon with (a)
α = 0.01; (b) α = 0.05.
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Chapter 6
Conclusion
Stock market analysts and researchers are always investigating ways to improve their
modelling and prediction of stock market volatility and correlation, particularly during or
after times of extreme market events (e.g. the Global Financial Crisis of 2008). This thesis
has presented a series of multivariate GARCH models that can assist in this prediction
when an investor holds a portfolio of stocks. In particular, Bayesian techniques were
applied to estimate the parameters of the proposed models which has additional flexibility
over classical maximum likelihood methods by incorporating prior information into the
analysis and the ability to account for parameter uncertainty.
The work was introduced in Chapter 1 where the background of volatility modelling,
model selection and parameter estimation techniques were discussed. Applications of
volatility modelling were then described, demonstrating its importance in various market
activities.
In Chapter 2, the main Bayesian techniques existing in the literature were reviewed
that are used to estimate model parameters. Bayes’ rule was stated, which is the foun-
dation of Bayesian inference and shows how to derive the joint posterior distribution of
model parameters. Different ways of simulating from this joint posterior distribution,
namely the Metropolis-Hastings (MH) and Delayed Rejection (DR) algorithms were then
described. The Gibbs sampler was also described, which splits the joint posterior into
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conditional posteriors for simulation and links them using the idea of a Markov chain,
which was also discussed. This approach is called Markov chain Monte Carlo (MCMC)
simulation and was used in the remainder of this thesis for the proposed models.
In Chapter 3, a multivariate GARCH model (the PVECH model) was presented whose
parameters were estimated via Bayesian techniques. Instead of estimating parameters us-
ing standard parameter restrictions, a new technique was proposed that “relaxes” these
standard restrictions so that a wider parameter space could be explored. This was done
by utilising the unconditional expectations of the model and simply rejecting any param-
eter value in an MCMC algorithm that did not satisfy positive definiteness (PD) and
covariance stationarity (CS) directly. A simulation study was presented which showed
favourable estimation performance for the PVECH model against an equivalent BEKK
model fitted via maximum likelihood, particularly when true parameter values lied out-
side the standard parameter restrictions. Finally, an application to stock returns of two
international stock market indices was presented, where some PVECH parameter es-
timates were obtained that lied outside the standard parameter restrictions, while the
equivalent BEKK model showed that corresponding estimates were insignificant. The
PVECH model also gave higher volatility estimates than that of the equivalent BEKK
model.
In Chapter 4, the PVECH model from Chapter 3 was extended to allow for well-
known asymmetric effects, resulting in the APVECH model family. It extended the
asymmetric DVECH model of De Goeij and Marquering (2004) by including residual
and volatility spill-over effects and asymmetries, plus additional asymmetric terms for
(co)variance intercepts. A Gibbs sampler was designed to estimate the parameters of the
model, applying the same technique to relax the standard parameter restrictions usually
imposed, as for the PVECH model. To determine the number of asymmetric effects to
include for a dataset, the approximate model selection technique of Congdon (2006) was
implemented. A simulation study on four selected APVECH models showed unbiased
parameter estimates and the ability for the model selection technique to select a simpler
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model if required; the precision improved with a larger sample size. An application of the
APVECH model family to four international stock market indices revealed the presence
of volatility and covariance asymmetry in the stock returns, with the most complex model
in the APVECH model family chosen in model selection for the majority of market pairs.
In Chapter 5, the ASTC-DTGARCH model was proposed which is a copula-GARCH
model that incorporates asymmetry, skewness and excess kurtosis in all components of
the model. This extends current copula-GARCH models in the literature which allow
for these three properties in only some model components. The multivariate skew-t
distribution of Bauwens and Laurent (2005) was used to construct a skew-t copula for
the model. A two-step Bayesian approach was implemented to estimate the parameters
of the model (as in Ausin and Lopes, 2010), firstly by simulating from the joint posterior
of the parameters for each marginal distribution, then simulating from the joint posterior
of the copula parameters, conditional on estimates from the marginals. This reduces
computational cost for models of high dimension. An application of the model to stock
returns from a DJI portfolio showed the presence of asymmetry in mean, variance and
correlation components, as well as skewness and excess kurtosis in all marginals. The
ASTC-DTGARCH model also performed well in estimating VaR for the portfolio against
a variety of other univariate and multivariate GARCH models, based on the results of
various back-testing procedures.
6.1 Future Research
Suggestions for future research in this area include, but are not limited to, the following:
• An approximation was used for the unconditional covariances of the APVECH
model family in Chapter 4, and showed that even under residual normality that an
exact expression would be difficult, if not impossible to derive. While this approx-
imation did not appear to impact on the results in the simulation and empirical
studies, further work in this area could involve deriving incomplete moments of the
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multivariate Student-t distribution, or obtaining better approximations of uncon-
ditional covariances through the use of regression and/or Newton’s method.
• The error distribution for the APVECH model family could be extended to a mul-
tivariate skew-t distribution, as utilised in Chapter 5.
• Additional asymmetric terms could be included in the mean equations and/or with
lagged covariances to fully generalise the APVECH model family. However, this
would impact on the unconditional expectations of the model and may lead to
approximations to be sought (as discussed above).
• The ASTC-DTGARCH model could be extended to have more than two regimes
in the marginals, and using the two-step Bayesian approach for estimation, would
thus have minimal impact on computational expense.
• The back-testing from Chapter 5 could be extended to incorporate Expected Short-
fall (ES) which is the expected loss, given that a portfolio return has exceeded VaR.
This is a coherent risk measure (see for e.g. Artzner et al., 1997, 1999), while VaR
is not, and also has more attractive statistical properties than VaR. This would be
particularly useful for financial institutions that use small significance levels (i.e.
α ≤ 0.01).
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