The overall purpose of this paper is to demonstrate the relevance of semiotics concepts to the analysis of intelligent control systems. Semiotics has only a minor impact on research within intelligent control or robotics. These areas are currently dominated by mathematical concepts of control theory and information processing concepts of artificial intelligence. This situation is unfortunate because the understanding of a complex control problem requires an analysis of the sign relations between sensory data and their meanings and the sign relations between the physical result of a control action and the intentions of control agents. These problems of sign interpretation inherent in all control situations are relevant for the design of automated controls and of the interaction between human operators and the automation.
A SEMIOTIC ANALYSIS OF ACTIONS
semiotic of action describe how an agent interacting with an environment associate meaning to events. It is assumed in the analysis that the agent interacts with the environment in order to reach goals that in some way are valuable or desirable for the agent. The courses of action chosen by the agent depend both on these goals and on observations of the state of the environment.
Morris's semiotics is based on Mead's analysis of the act (Mead 1938) and makes a distinction between three dimensions of significations of signs namely a designative, an appraisive and a prescriptive dimension. These three dimensions of signification are derived from Mead's decomposition of an act into three phases. Morris and Mead discuss the behavior of biological species i.e. they talk about the acts of an organism. We will generalize this to agents, which could be biological organisms (e.g. humans) or artifacts (robots). It should be stressed that we do not associate symbolic activity with artifacts. The relations between signs in the environment and their meaning or signification, should be understood as modes of interpretation of events in the environment that are prescribed by the designer and implemented in the hardware or software of the robot. Morris's analysis is summarized in table 1. Morris dimensions of signification define three ways that an agent can associate meaning to objects or events (signs) in the environment and identify therefore types of knowledge that the agent must have of the environment in order to act.
SEMIOTICS AND AUTONOMOUS ROBOTS
Even though semiotic concepts are seldom used explicitly in the analysis or design of autonomous robots, it quite easy to find examples in this domain of Morris's dimensions of signification. The purpose of autonomous robots is to be able to perform tasks in complex physical environments such as underwater inspection, missions in space or materials handling in manufacturing. These robots interact with environments of great complexity and can only operate successfully if they are able detect changes (i.e. signs) in the environment, to collect sensory information, interpret the situation and to plan and execute appropriate actions. The processing of information in a robot can be divided into several stages that each can be regarded as steps of interpretation of the primary sensory information. Although it is possible to subdivide these processes into subordinate processes on almost arbitrary levels of detail it is customary to distinguish between three overall processes; 1) perception, 2) situation assessment and 3) execution of actions. These three processes correspond closely to Morris's three dimensions of sign signification. The first perceptual stage of interpretation is the extraction of features from the sensory data. At this stage the significations of signs in the environment are determined by the properties of the sensory systems e.g. the video hardware and software and the algorithms for feature extraction in vision based robots. The meanings associated with the signs are in this case not derived from the objectives or action capabilities of the robot. The significance or meaning derived from the signs in the first stage belongs to the designative dimension in Morris typology. In the second stage of situation assessment significance is associated with an event (sign) in the environment through correlations with the goals of the robot (actually its designer). The sign signify accordingly the desirability or value of the environmental situation for the robot. The significance or meaning derived in this stage belongs therefore to the appraisive dimension in Morris typology. Note that the interpretation may be based on a combination of raw sensory inputs and features extracted in the perceptive stage. These alternatives in the interpretation of signs are highly relevant to recent discussions of functional architectures of robots. We will return to this point below. In the third stage of action execution signs in the environment have meaning by being associated with an action or response. The action may be a direct reaction to the sensory input i.e. not involving any kind reflection of the desirability of the situation or reflections on the range of possible actions. In this case objects or events in the environment would belong to Morris's third category of prescriptive signs. Signs of different signification type are often combined in robots and industrial control systems. Observed features are used to evaluate the performance of an action or the environment, and the features and the evaluation provides the basis for a response to the situation. The situation in the environment becomes in this way a complex sign. Such complex interpretations of sensory data characterize robots that deliberate about actions. A paradigm example of a robot architecture implementing the principle of deliberation is the RCS architecture of (Albus1994). The deliberation principle, shown in Figure 1 , is often contrasted with the so-called subsumption principle proposed by Brooks (1986) . Here the idea is to associate actions directly with sensory events i.e. to interpret happenings in the environment as prescriptive signs. Robots based on these two diverse principles have different behavioural characteristics. Robots that deliberate spend time reflecting on complex interpretations of events in their environment. They tend therefore to be slow but are able to accommodate to changing conditions. On the contrary, robots working according to the subsumption principle are fast responding but cannot cope with major changes in the environmental conditions because of their stereotypical interpretations of events. It is realized that it is quite meaningful to analyse robots within the conceptual framework of Morris's semiotics. Advantage can actually be taken of the behavioural consequences of different sign interpretations. For example critical events can prescriptively signify avoidance reactions or counteractions by proper design of the robot software.
SIGN INTERPRETATION AND KNOWLEDGE IN ACTION
An agent will, according to Morris, interpret events and objects in relation to the sensory apparatus, goals and values and the possible courses of action. These interpretations are behavioural skills resulting from the adaptation of the agent to the environment through design or evolution. Another way to describe this adaptation is to say that the agent has acquired knowledge about how to behave in the environment. Morris's three dimensions of sign signification therefore correspond to three basic types of knowledge in action. The knowledge of an agent interacting with a natural world (i.e. an environment not created or shaped to fulfil human purposes) is derived from sensory data and the values and action potential of the agent. However, an agent adapted to an artificial environment must have knowledge about the intentions of the agents that have formed the environment. Take as an example a mobile robot in a laboratory. Such a robot must obviously have knowledge about physical dimensions and positions of objects in order to avoid collisions. But in addition, it must also know about the proper use of the objects i.e. their purpose or function. If the robot did not know about intentions it would not exhibit the traits we normally associate with intelligent behaviour. It would for example not be able to distinguish between an empty living room with many doors and a corridor with identical dimensions. The living room and the corridor can only be distinguished by a difference in function or use and not by their physical shape or dimensions. This knowledge about purposes or intentions can only be acquired through communication, by coding or by learning. Agents adapted to artificial environments must therefore have knowledge about the intentions or share values with other agents i.e. be part of a social context.
MULTIPLE INTERPRETATIONS
The same sign may have several interpretations depending on the context. As an example, the appraisive signification of an object or event would be depending on the goals or intentions of the agent. The relevance of this phenomenon for the analysis of complex control situations can be illustrated demonstrated by the following example of controlling a ship engine cooling system. The purpose of the cooling system is to keep the engine temperature within limits. The cooling is provided by a heat exchanger transferring the heat produced by the engine to a seawater circulation loop. For the sake of the present discussion we have assumed that the only parameter that can be observed by the control agent is the differential pressure dP across the seawater pump. The task of the control agent is to ensure that the cooling system is serving its purpose and that it is safe i.e. the system is operated according to multiple goals. Note that the reading the differential pressure dP will have different interpretations or meanings depending of the goals of the control agent (human or machine). The four different meanings of the differential pressure shown in Figure 3 represent deviations from a desirable condition (the associated goal). Since the system is operated according to four goals we have four different interpretations all corresponding to the appraisive dimension of the pressure reading. It is realized that such ambiguity is a source of problems for a control agent because the remedial action to choose in the situation depends on the interpretation chosen and because each remedy have undesirable consequences. The agent should obviously analyze these multiple interpretations in order to act intelligently (see (Lind 1994) for a more detailed analysis of this example). It is often possible to circumvent such interpretation problems by the provision of additional independent measurements. However, since instrumentation is costly it can be tempting to reduce the number of sensor readings to a minimum. It is realized that semiotic analyses along these lines could be used in control system design to reduce risk of plant operations by identifying potential interpretation problems. Semiotics may in this way be used constructively to design the meaning environment of control agents.
CONCLUSIONS
The paper demonstrates the relevance of semiotic concepts for the analysis of complex control situations. It shown that the semiotics of action developed by Morris can be applied to analyse the interpretation of sensor information in autonomous robots. It is also shown that Morris semiotics also provides a new perspective on recent discussions of alternative software architectures for robotics. Finally, a process plant example demonstrates that semiotics can be used to identify ambiguities in the interpretation of sensor information. It is clear from these examples that semiotics offer valuable new insights in intelligent control that can supplement the more traditional logical or mathematical approaches. It is concluded that semiotics is of particular value in qualitative analyses of complex control problems. It is an open question however, whether semiotics also can be used constructively i.e. be used in the synthesis of intelligent controls.
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