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3.1. AND FUSION RULE
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Figure 3.10: Ln(L1(xl)) and Ln(L2(x2)) for T = 1 and AND fusion rule
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Figure 3.11: Ln(L1(xl)) and Ln(L2(x2)) for T= 5 and AND fusion rule
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3.2. OR FUSION RULE
L2(X2). That means that as we increase '(, the decision region Al is going to be
the first to change. Thus Ca2 , C21 and C22 change but the change is much less
then in the case considered previously. Therefore a decrease in the amplitude of the
negative amplitude hump in L2(X2) occurs but the change is small and the behavior
we observe is much different then in the previously considered case. One still finds
that nonlikelihood ratio tests are optimum but these tests look similar to likelihood
ratio tests so the analysis here leads to less significant results.
3.2 OR fusion rule
For an OR rule and uniform costs equation (3.2) leads to a test of the form
(3.23)
and, similarly from (3.3)
{ (1 - fAt PK(X1, X2.)
dx1) P(H)}
A2 = X2: L2(X2) = ( ) > --
1 - fAt PH(X1' X2)dx1 P(K)
Figures 3.12 through 3.14 show the optimum test statistics for the case of 81 = 82 =
1, CTf = 0.01, CTi = 10, £ = 0.1 and various '( = P(H)/P(K).
Figure 3.15 provides the performance of a distributed scheme using the optimum
isolated sensor tests (both sensor thresholds equal to P(H)/P(K)), and the optimum
distributed sensor test statistics in terms of probability of error. Again, the optimum
isolated sensor tests are inferior for all '( in this particular case.
Consider the test statistic for the first sensor, L1(X1)' Equations (3.10) and the
right hand side of (3.11), (3.12) and (3.13) still hold but the coefficients Cal, Cn
and C12 are now defined by
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3.2. OR FUSION RULE
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Figure 3.12: Ln(L1(xl)) and Ln(L2(x2)) for T = 200 and OR fusion rule
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3.2. OR FUSION RULE
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Figure 3.13: Ln(L1(xl)) and Ln(L2(x2)) for T = 1 and OR fusion rule
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sensor 1
r
~
J I J J I10-5
-20 -15 -10 -5 o
sensor 2
5 10 15 20
I I
r-
10-5
-20 -15 -10 -5 o 5 10 15 20
Figure 3.14: Ln(L1(xl)) and Ln(L2(x2)) for T = 0.1 and OR fusion rule
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Figure 3.15: Probability of error for optimum distributed sensor test versus optimum
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3.2. OR FUSION RULE
(
_ ("2-_2)2 )
2 1 - y/ 2 fA e 2u~ dX2_~_ 2~u 2-~ 1
C 2un=e 1 2(1 - J2~ fA, e->?rdX2)
(
_ ("2-_2)2 )
2 1 - \/ 2 fA e 2u~ dX2~ 2~u 2-~ 2
C 2u12 = e 2 2
( 1 - 1 J e-~dx )J2~u2~ A2 2
By making similar assumptions as for the AND rule case, we can analyze a dis-
tributed detection scheme with an OR fusion rule in a similar way. Start with any 7
which is larger then the larger of L1(81) and L2(82)' The approximations in (3.15),
(3.16) and (3.17) hold and in this case the sensors use likelihood ratio tests for best
performance. As we decrease 7 the form of L2(X2) begins to change. This begins
when 7 becomes just smaller then
1 + ~_E_ .~
L ( ) U2 1-E 2c;2"71 = 1 81 = 1 (1 1 )82 e 1
1 + ~ E 2" u
2
- u 2 1
-e 1 2
U2 1- E
(3.24)
which causes a change in AI. In response to the change in the decision region AI,
there is a decrease in the amplitude of the hump in L2(X2) located at X2 = 82. The
decrease is just enough so that ,L2(82) > 71 and thus A2 does not change. This
is illustrated in Figure 3.12. This continues until the hump is completely missing.
This is illustrated in Figure 3.13. The next change in behavior occurs when 7 is
reduced to the value
(3.25)
At this point the hump in the test statistic L1(xd located at Xl = 81 begins to
decrease in magnitude. Figure 3.14 illustrates a case with 7 < 72. Clearly the
situation is very, similar to the AND rule case.
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3.3. XOR FUSION RULE
3.3 XOR fusion rule
For an XOR rule and uniform costs equation (3.2) leads to the test of the form
and, similarly from (3.3)
We did not find cases where the X 0 R rule was optimum. In the cases we studied
there was always some rule at the fusion center, either AND or OR, which provided
better performance than the XOR rule. The best sensor tests we did find were
typically not likelihood ratio tests.
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Chapter 4
Conclusion
We have studied the properties of optimum distributed detection schemes for cases
with dependent observations from sensor to sensor and fixed fusion rules for a par-
ticular interesting model for impulsive noise. We have found cases where using a
likelihood ratio test at each sensor is suboptimum. Further, we were able to predict
in which cases likelihood ratio sensor tests will be suboptimum. The results are
restricted to cases with two sensors. The AND, OR and XOR fusion rules are
explicitly considered. Considering these rules with the Gauss-Seidel iterative tech-
nique described in Chapter 3 automatically considers all fusion rules which can be
obtained by complementing one or more of the input variables [10]. Thus, we have
actually considered all nonrandomized fusion rules. It is interesting that we did not
find cases where the XOR fusion rule is optimum. The noise model we have used, a
Gaussian mixture model, has been considered extensively in the centralized detec-
tion literature. While we have focused on the case where each term in the mixture
model used the pdf in (1.1), which assumes independent components, the bivari-
ate vector produced by the mixture will have statistically dependent components.
Further we have considered cases with correlated components in each term in the
mixture model and we found similar results in numerical studies to the analytical
results we give here.
There are a number of interesting problems which have not been addressed here
34
which would be interesting to study. We have restricted attention to the two sen-
sor problem with a single observation made at each sensor. Cases with multiple
observations at each sensor and with more then two sensors are of interest. Ex-
tension of our results to cases with multiple observations at each sensor should not
be too difficult under the right set of assumptions. This includes an assumption of
independent observations in time. At least under the assumption that the sensor
tests process each time observation using a common nonlinearity, as a likelihood
ratio test would, this proble:n is similar to the problem we have solved. For the two
sensor case, we have given graphical interpretations of the overall decision regions as
compared to centralized decision regions. Similar interpretations would be hard to
obtain for cases with more then two sensors. Extensions of our results to cases with
impulsive noise modeled with more then two terms in the mixture, which provides
a more general model of impulsive noise, is of interest. An alternative approach to
better describe some impulsive noise is to choose one term, in a two term mixture,
to be non-Gaussian. Extension of our results to cases with this noise model are also
of interest.
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A.2.
A.2
Consider the case where L1(0) :S L2(0) but where L1(0) and L2(0) are almost equal.
This is the case of importance. The purpose of this appendix is to prove that if
7 = P(H)jP(K) is increased to be just larger than 71 in (3.19) then L2(0) increases
so that L2(0) > 7. Thus we want to show that the change in L2(0), which we call
.6.L2(0) is larger than the change in 7, which we call .6.7. Using a Taylor series
approximation for L1(X1) expanded around Xl = 0 we can approximate L1(X1) for
small Xl as
(
d2 ) (X1)2
L1(X1) ~ L1(0) + dx~L1(X1)lxl=O 2! (A.2)
where we have used the fact that the linear term drops out since L1(X1) has a
minimum at Xl = O. Now (3.8) and Figure 3.7 show that the change in 7 will cause
Al to change to exclude (-Xl, Xl)' Thus Xl is related to 7 by
(A.3)
In response to the change in AI, L2(0) changes. Thus L2(0) depends on 7 and we
denote it by L2(0, 7) here to acknowledge this. From the implicit definition in (3.9)
we find (using L2(0) = L2(X2))
(A.4)
",2
where q,(t) = vk J~oo e- T dx. For a small change .6.7 we find
Thus the change in L2 (0) is
, 40
A. 2.
or since T and Xl are directly related by 7 = L1(X1) we have
and since we compare ~L2(0) to ~7 we form
(A.5)
and we try to show this ratio is greater than unity. From (A.4) and Figure 3.1 we
see d:
1
L2(0,7)!r=7"1 is finite. Further (A.2) can be used with L1(X1) = 7to find
where we have used that 71 = L1(0). Further,
dX1 ( 2(7 -71) )-t
d7 = :r L1 (X1)lx1=o
Now since 7 - 71 = ~7 we see from (A.5) that
which is much larger than 1 for small ~7 since the right hand side is 00 at ~7 = O.
This analysis can be extended to show that larger changes in ~7 will also imply
changes in ~L2(0) which are greater than ~7 for a certain range of ~7. In many
cases this occurs until the hump is completely gone. The extension involves repeated
application of the above proof.
41
Biography
Haris Vikalo was born in May 1972 in Tuzla, Bosnia and Herzegovina. He re-
ceived the B.S. degree in Electrical Engineering in 1994 from University of Zagreb,
Zagreb, Croatia, and the M.S. in Electrical Engineering in 1997 from Lehigh Uni-
versity, Bethlehem, PA. He has held position as a research assistant in the EECS
Department from 1996 to the present at Lehigh University. His publications include:
Z. Kovacic, S. Bogdan, H. Vikalo, "Design and Parameter Adaptation of a Fuzzy
Servo Controller," Ppoc. VI International Fuzzy Systems Association World Congress,
Sao Paulo, Brazil, July 1995
Z. Kovacic, M. Stajdohar, H. Vikalo, "Fuzzy Emulation of a Linear PI Controller,"
40th Annual Conference KoREMA, pp. 337-340, Zagreb, Croatia, May 1995.
42
END
OF
TITLE
• I
i
