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Introduction 16
Anthropogenic environmental changes are challenging the sustainability and resilience of social- Scenario analysis is a tool for envisioning the range of futures that might unfold from the 28 complex dynamics of social-ecological systems (Mahmoud et al., 2009; Raskin, 2005) . 29
Scenarios have been increasingly used at local to global scales for fostering long-term thinking 30 and exploring the dynamics and sustainability of social-ecological systems (O'Neill et al., 2016; 31 Oteros-Rozas et al., 2015; Thompson et al., 2012) . Scenarios often comprise a set of plausible 32 contrasting stories about the future, and can be integrated with biophysical models to explore 1 the range of potential outcomes and the likely consequences for vital ecosystem services 2 Rodríguez-Labajos, 2010). In addition, some have argued that the creation of locally based, 10 bottom-up, and diverse scenarios can be particularly effective at engaging citizens and decision-11 makers, while also highlighting vulnerabilities and opportunities for building resilience (Kok et 12 al., 2016) . Thus, connecting such regional scenarios with quantitative modeling assessments of 13 multiple ecosystem services may be a valuable strategy but methods for the linkage are few 14 considered one key driver of change, with climate change being the most common (March et al., 20 2012) . Similarly, a review of biodiversity scenarios found future land use/management changes 21 largely ignored (Titeux et al., 2016) . While these quantitative scenarios can play an important 22 role in exploring key sustainability drivers and ecosystem service impacts, they are often limited 23
by not connecting to narratives about changes to social drivers such as land management 24 practices, changing market demand, or shifts in human diets and preferences. This limitation is 25 especially consequential because the impact of social, political, and economic changes may In parallel, a largely different set of scenario studies have explored alternative social-ecological 29 futures using rich storylines that integrate complex economic, political, and social dynamics 30 (e.g., Hanspach et al., 2014; Palomo et al., 2011) . Some have argued that creating such rich 31
and descriptive narratives may be as important as quantitative models in transdisciplinary 32 scenarios research, since narratives improve the scenarios' accessibility, credibility and 33 5 relevance (Burnam-Fink, 2015) . In addition, these enriched scenarios tend to be strongly 1 interactive with diverse stakeholders, which can facilitate social learning and potentially 2 generate novel ideas to achieve sustainable futures (Butler et al., 2014) . While these qualitative 3 scenarios are often quite comprehensive in terms of drivers, they tend to involve little or no 4 quantitative modeling projections. 5
We present an approach for bridging rich social, political, and economic storylines developed 6 with significant stakeholder input to a suite of spatially-explicit biophysical models for quantifying 7 multiple ecosystem services. While this type of integration has been performed at national to 8 global scales (e.g., Calvin et al., in press; Carpenter et al., 2005) and is consistent with the 9 "Story and Simulation" approach (Alcamo, 2008), the authors know of no such integration 10 performed at the regional or watershed scale where local processes such as urbanization and 11 agricultural management interact with global drivers such as human diet and climate change. 12
Incorporating and understanding fine-scale spatio-temporal dynamics of a watershed and 13
consequences for a suite of ecosystem services under a wide range of futures is an emerging 14 research frontier and would provide critical information for decision-makers and managers 15 (Renard et al., 2015) , even though progress still lags behind regarding how to use and 16 implement such understanding in real-world decisions. 17
One challenge of using rich narratives is how to convert them into quantitative estimates of 18 drivers that can be used as inputs for biophysical models. This process is a weak link in 19 integrated scenario development (Alcamo, 2008) and can be complex, particularly if the 20 scenario incorporates many interacting drivers of change. If the criteria and rules are not 21 described explicitly, this process is sometimes perceived as arbitrary and difficult to replicate. In 22 addition, rich narratives can often be reduced to simple and one-dimensional representations 23
during the translation to model inputs (Titeux et al., 2016) . 24
Several methods exist for translating qualitative statements from scenario narratives into 25
quantitative values suitable for model input, including fuzzy set theory and pairwise comparison 26 (Mallampalli et al., 2016) . However, when considering a large suite of driver variables these 27 methods become quite onerous. An alternative to using them is to rely on the scenario team's 28 "best judgment" in making the qualitative to quantitative translation. This tends not to be 29
reproducible, but it can be transparent and allows for the flexibility and specificity necessary to 30 create quantitative inputs that vary in space and time. 31
In this study, we address these knowledge gaps by demonstrating a scenario translation 1 process that strikes a balance between using the scenario team's best judgement in a 2 transparent manner and formal quantitative approaches. We start with four previously-3 developed scenario storylines that are provocative, contrasting but plausible, and include 4 multiple drivers of environmental changes (e.g., climate, human demands, diets and other social 5 factors) along with extreme conditions (Carpenter et al., 2015) . The ultimate goal of the 6 scenarios is to simulate the provision of a suite of terrestrial and freshwater ecosystem services 7 from 2014 to 2070 using spatially explicit mechanistic models. While other studies have 8
presented examples of translating storylines into biophysical modeling inputs, we present an 9
innovative translation method that produces quantitative estimates of climate, land use/land 10 cover, and nutrient input drivers that are spatially explicit and temporally dynamic, and can be 11 readily integrated with process-based biophysical models. 12 13
Study Area 14
The Yahara River watershed in south-central Wisconsin, USA, is a 1344 km 2 urbanizing 15 agricultural watershed dominated by dairy agriculture in the northern third, the Madison 16 metropolitan area in the middle third, and corn-soybean commodity agriculture in the southern 17 third. Current and anticipated future challenges in the watershed include striking a balance 18 between farmland preservation and urban population growth, increasing milk production to meet 19 rising domestic and global demands for dairy products while improving water quality, and 20 managing flood risk with increasing impervious surface area and increasing frequency of heavy 21 rainfall events (Gillon et al., 2015; Lathrop et al., 2005) . How these (and unanticipated) 22
challenges will evolve and impact ecosystems and residents of the watershed in the future is 23 highly uncertain. 
Scenario narratives 8
Scenario narratives that describe four contrasting, yet plausible futures of the Yahara River 9
watershed to 2070 were developed between 2011 and 2014 (Carpenter et al., 2015) . The 10 scenarios were intended to explore the potential futures of water resources and ecosystem 11 services as land use/land cover, climate, and human needs change. These qualitative scenarios 12
included artistic images and were meant to engage the public using the power of storytelling. 13
The scenarios were also designed and intended to fully integrate with quantitative biophysical 14 models to further enrich the scenarios. 15
Design criteria for the scenario narratives sought stories that were provocative, holistic, 16 participatory, and iterative between the researcher team and key stakeholders (Mase and 17
Rissman, in review). Provocative stories were sought to enhance outreach and stimulate 18 discussion among diverse stakeholders. Scenarios that are holistic were also desired to ensure 19 compatibility among the broad range of complex social and environmental factors that drive 20 long-term change. Making the scenarios participatory through the solicitation of ideas from local 21 community members was another important criteria that was intended to lead to scenarios 22 perceived as credible, relevant, and plausible by the community. 23
The iterative aspect of the scenario development process was also critical as the narratives 24 cycled back and forth between the lead writer, the biophysical modeling team, and a smaller 25 group interacting with qualitative and quantitative aspects. The modeling team extracted cues 26 and themes from the narratives to make decisions on the three key driver categories: climate, 27 8 land use/land cover, and nutrient (nitrogen and phosphorus) inputs ( Fig. 1 ). If the modeling team 1 found that insufficient details were present in a narrative to make a reasonable decision 2 regarding a driver category, then modelers consulted with the narrative team to develop the 3 missing information. In some cases the narratives changed as a result of these discussions 4 (Carpenter et al., 2015) . 5
The scenarios were also designed to be distinctly different to help readers differentiate them, 6
highlight the consequences of alternative pathways, explore a wide range of possible dynamics, 7
and challenge the models to simulate divergent and novel environmental conditions. Finally, 8 extreme climate events were intentionally included in the scenarios because of their ability to 9 impact ecosystems and humans in potentially non-linear ways and the increased probability of 10 their occurrence in the future under climate change. 11
We present a short summary of each scenario narrative below with an emphasis on 12 characteristics most relevant to biophysical modeling. The complete storylines are available at 13
Yahara2070.org. 14 15
Abandonment & Renewal (AR) 16
This scenario's driving theme is societal inaction leading to disasters. Urban growth continues 17 unabated and agricultural production and intensity increase to boost the U.S. food supply in light 18 of a national food crisis driven by climate change. This is followed by a series of devastating 19 events that include a very large flood in 2031, an oppressive heat wave in 2033, and the 20 emergence of an airborne cyanobacterial toxin in 2035 that subsequently reduces the 21 population by ~90% through death and migration. Farmland is largely abandoned, and most 22 urban areas deteriorate from lack of maintenance. By the mid-2040s, a new society starts to 23 emerge in the watershed that is almost completely self-sufficient in terms of food and energy. 24
Agricultural areas are diverse to sustain local diets and include vegetables & fruits, small grains, 25 hay, corn, and pasture for livestock. However, the climate is vastly different with mean annual 26 temperatures around 4.5°C warmer than 2010. 27 28
Accelerated Innovation (AI) 29
The main driver of this scenario is extensive technological development. Following continued 30 global environmental degradation and several high-profile disasters outside the watershed, 31 society fully embraces technology as the primary tool in addressing issues related to climate 1 change and dwindling resources. The Madison metropolitan area becomes a hub for the 2 booming high-tech and green-tech sectors and population increases along with employment. 3
Existing urban areas become more densely populated to accommodate this growth, but new 4 "smart" developments appear on the fringe. Precision agriculture is the norm, and individual 5 farmers have the power to tinker with DNA to increase productivity and nutrient-use efficiency. A 6 new market emerges for cultured meat (Tuomisto and de Mattos, 2011) and vegan cheese 7 developed and produced in the watershed to circumvent problems with excessive manure 8 disposal. However, some techno-skeptics are still present and drive a market for locally-9
produced "natural" meat, dairy, and produce. While heavy rainfall events continue to challenge 10 stormwater infrastructure, climate has not warmed as much as most early-century models 11 predicted. 12 13
Connected Communities (CC) 14
A large change in social values toward less resource consumption and more community-15
building is central to this scenario. Widespread social unrest and pivotal environmental disasters 16
in the 2020s and 2030s inspire a global youth movement that emphasizes low resource 17 consumption, happiness, and community. Population increases slightly but the urban footprint 18
shrinks due to increased population density and the conversion of substantial amounts of 19 turfgrass to restored prairie and urban farms. Diets in the region and most developed countries 20 have shifted away from meat and dairy after increasing recognition of their environmental 21 impacts (e.g., Eshel et al., 2014) . Thus, the agricultural landscape consists of a diverse mix of 22 pasture, vegetables and fruits, small grains, and more moderate amounts of corn, soybeans, 23 and alfalfa. The climate is warmer than most early-century models predicted, and heavy rainfall 24 events continue to increase in frequency. One such multi-day event occurs in 2069. 25 26
Nested Watersheds (NW) 27
A major reorganization and expansion of federal water policy is the theme of this scenario. 28
Severe climate disasters in the United States in the 2020s and 2030s -including a prolonged 29 drought in the desert Southwest and major blooms of cyanobacteria -push citizens for a 30 complete overhaul of the nation's water and food policies. Jurisdiction for the governance of 31 land and water is re-drawn to match natural watershed boundaries. Tax disincentives for 1 agricultural land uses such as livestock and corn, as well as subsidies for grass-based biofuel 2 crops and small-scale vegetable and fruit producers completely transform the rural landscape. 3
Policies and regulatory rules encourage the production of human-edible crops to minimize 4 energy use, greenhouse-gas emissions, and land devoted to agriculture (e.g., McAlpine et al., 5 2009 ). Farmers are also encouraged to farm water like a crop -i.e., to manage their land in a 6 way that supports clean and sufficient water. Environmental monitoring is pervasive to evaluate 7 compliance with rules and regulations. By 2070, mean annual temperatures are much warmer 8 than early-century climate model predictions. Precipitation has decreased substantially in the 9 latter decades with severe droughts occurring in 2060 and 2065, but severe rainfall events, like 10 in 2070, still test the stormwater system. 
Biophysical Modeling Suite 2
In this study we describe methods for translating qualitative scenario narratives into quantitative 3 drivers that can be input to a biophysical modeling suite for projecting future watershed 4
outcomes. The products are spatially explicit and temporally continuous (daily) inputs of climate, 5 land use/cover, and land nutrient applications (phosphorus and nitrogen from fertilizer and 6 manure). 7
The biophysical modeling suite specific to our case study consists of three integrated models: 1) Below we present the approach for quantifying each key driver. 21 22
Model Inputs: Climate 23
Climate scenarios were generated by combining downscaled climate model projections (daily 24 precipitation and air temperature) and a stochastic weather generator to balance the benefits of 25 well-validated climate simulations with the flexibility provided by a weather generator to match 26 specific climate events in the scenario storylines ( Fig. 2 ). This approach differs from solely using Yahara 2070 scenario storylines as they often focus on impacts related to extreme events. Next, 31 a regression model using urban land cover extent is used to account for future urban heat island 1 impacts by altering air temperature values. Finally, regression models based on historical 2 weather data were used to generate daily solar radiation, relative humidity, and wind speed 3 values. The implementation of this method for the Yahara 2070 scenarios is described below. representing the distribution of daily P r and daily T max and T min at each 0.1° x 0.1° grid cell. Three 13 randomly generated realizations were created for each PDF and only 9 GCMs were available 14 for the later period. All combined this provided 234 unique 20-year climate time-series for a 15 single grid cell representing the location of the Madison airport (43.14°N, 89.34°W). 16
We did not attempt to match an emissions scenario from the IPCC Special Report on Emissions 17
Scenarios (SRES) with one of our scenario storylines. Instead, we included all SRES emissions 18 scenarios as well as all available GCMs to maximize the size of the climate scenario space 19 upon which we drew. Descriptive statistics for air temperature and precipitation were calculated 20
for each of the 234 20-year time-series including annual means, extreme precipitation events 21
(number of days with P r > 75 mm and > 150 mm per decade), extreme heat events (number of 22 days with T max > 32°C and > 38°C per decade), and extreme cold ev ents (number of days with 23 T min < -18°C per decade). These statistics were used as screening indicators to help match time 24 series with the appropriate climate components and themes of each scenario narrative. For 25 14 example, a scenario narrative that describes an increasing frequency of drought would be 1 matched with a time-series with relatively low values of annual precipitation. However, the same 2 hypothetical narrative might mention increasing frequency of heavy rain events and thus the 3 current pool of appropriate climate time series would be reduced to reflect this. 4
Once the qualifying time series were selected for each of the three 20-year divisions per 5 scenario, they were input into a stochastic weather generator to create 500 years of synthetic 6 climate data that preserved the original statistical properties. We chose the weather generator 7
WeaGETS (Chen et al., 2012) because of its wide application in climate change studies and its 8 ability to reproduce extreme precipitation events. The occurrence of a precipitation event was 9 simulated using a 2 nd -order Markov model and the daily precipitation amount was estimated 10 using a two component mixed-exponential probability distribution. Unique model parameters 11
were estimated for 14-day periods over the year. T max and T min were determined by fitting a 1 st 12 order linear autoregressive model with wet and dry days handled separately. 13
The reason for generating such a long synthetic climate time-series (500 years) was to provide 14 a large sample from which to draw specific events and sequences -in 20-year increments 15 was chosen to allow for a gradually changing climate time series (e.g., warming from 2014 to 20 2070). The statistics that were used as screening indicators were then determined for each set 21 of climate scenarios (Appendix A). 22
Future air temperature was also modified spatially to account for the urban heat island, the 23 extent of which is dependent on future urban land cover. The Madison metropolitan area 24 currently experiences a persistent urban heat island (UHI) effect, which peaks in intensity during 25 the summer growing season when urban-rural temperature differences average up to 4°C at 26 night and 1.5°C during the day (Schatz and Kucharik , 2014) . Land cover change from 2010 and 27 2070 will alter patterns of urban development and associated UHI effects, changing 28 temperatures across the Yahara watershed. To incorporate these effects into our scenarios, we 29 developed empirical models of the UHI using data from an extensive network of temperature 30 sensors across the region. The details of this method are available in Appendix B. 31
Finally, the land surface module of our biophysical modeling suite (AgroIBIS) also requires daily 1 inputs of solar radiation, relative humidity, and wind speed. These variables were created based 2 on the generated daily maximum and minimum air temperatures and precipitation using linear then the modeling team would inform the narrative writer. This iterative process between the 14 writer and modeling team led to a more complete picture of the scenario storyline ( Fig. 1) . 15
Currently, LULC in the Yahara watershed is strongly controlled by an increasing national and 16
international demand for dairy products, specifically cheese (reflected as corn, alfalfa, and 17 soybean in the northern part of the watershed), and livestock feed and ethanol (corn and 18 soybean in the southern part of the watershed). This strong influence of the energy and food 19 sectors on the current landscape prompted us to create a coherent energy and diet context for 20 each scenario (Table 1) . For instance, a reduction in global demand for dairy products would 21 allow for more changes in rural LULC. 22
With the watershed-scale LULC values set as limits, an immediate next task was to manifest 23 these changes spatially across the landscape (Fig. 3) . A rule-based spatial allocation approach 24 converted. For instance, the NW scenario dictated a 1.6% increase in urban areas, and grid 34 18 cells up to 1.6% with the highest probabilities of transition to urban areas will be finally 1 converted to urban. This process was repeated for all LULC types. We used the program Netica 2 (Norsys Software, Vancouver, Canada) to construct and implement the BBN, and used the 3 "process cases" tool to generate the outputs. These outputs were subsequently translated into 4
digital maps using a geographic information system (ArcGIS 10.0). Please refer to Table E.1 in 5
Appendix E for detailed rules used to define land cover transition matrices and Fig. E.1 for an  6 illustrative example of a created BBN. 7
The next step was to resample the original 30-m resolution of LULC to the resolution of the 8 model grid cells (220-m). Resampling was done by taking the most common category within the 9 220-m filtering window. This caused slight discrepancies between the original specified area 10 values and the areas implemented in the model, which can be seen in the LULC driver curves 11
for each category and each scenario (Appendix F). 12
To specify LULC types across the watershed in the years between the 10-year intervals, we 13 assumed that each 10-year value applied to the next 9 years (e.g., 2030 values would apply to 14 2031-2039). However, for the grid cells with a crop LULC type (corn, alfalfa, soy, or hay) we 15 watershed-scale LULC area values and the ones input to the model, but reflected a more 20 realistic production system (Appendix F). 21 22
Model Inputs -Land Nutrient Applications 23
The first step for developing the land nutrient application scenarios (manure and fertilizer 24 phosphorus, manure and fertilizer nitrogen) is to create an existing inventory of livestock 25 operations in the region of interest including livestock type, number of animals, and maximum 26 manure hauling distance. In the United States, farm-level data is not typically available to the 27 public unless it is a permitted Concentrated Animal Feeding Operation. However, estimates by 28 county agricultural/conservation staff can be made and data collection efforts exist for 29 watersheds such as the Chesapeake Bay (Hively et al., 2013) . Manure application rates are 30 then determined for each farm based on standard manure conversion methods (e.g., USDA, 31 2008). Next, current fertilizer application rates are estimated based on local university extension 32 19 recommendations. Actual application rates can differ widely from recommendations (e.g., 1
Powell et al., 2007) but as with livestock operations farm-level data is largely unavailable. 2
The agricultural context for each scenario narrative is then determined with specific attention to 3 human diet and food demand, policy, and technology. These contexts then inform the 4 determination of driver curves for the number of livestock operations, animal units, milk 5 production, and fertilizer application rate (relative to current rates). Next, these driver curves are 6 used to scale the current nutrient application maps. More details for how this method ( Fig. 4)  7 was implemented for the Yahara 2070 scenarios assessment is discussed below. 
11
The current livestock inventory in the Yahara Watershed ( (2005) that use daily milk production per animal as a predictor of excreted manure, manure P, 23 and manure N. Milk production has been and is likely to continue to be a key driver of change in 24 the Yahara River watershed (Gillon et al. 2015) . Therefore, linking manure production with milk 25 20 production allows for a more mechanistic link between the role of dairy in each scenario 1 narrative and the biophysical model. The estimated excreted manure N was reduced by 70% at all facilities to account for ammonia 5 volatilization and 1 st year crop availability (Laboski and Peters, 2012) which can be highly 6 variable depending on storage and collection characteristics as well as weather conditions 7 (Powell and Rotz, 2015) . Total manure, manure P, and manure N could potentially be 8 distributed within a circle with a radius equal to the estimated maximum hauling distance and 9
the livestock facility at the center. Cropland and pasture were the only land cover/use types with 10 manure spreading. Appendix G explains the procedure for accounting for overlapping areas of 11 manure spreading. Finally, a minimum manure application rate was enforced based on survey 12 data from dairy farms in south-central Wisconsin (Powell et al., 2005) . If the calculated 13 application rate was below the threshold (23,000 kg/ha of manure), then the radius of the 14 potential manure spreading area would iteratively decrease until the threshold rate was 15
reached. 16
After manure P and N application rates were determined, fertilizer P and N application rates 17
were calculated for the following LULC types: alfalfa, corn, fruits/vegetables, small grains, and 18 soybeans. Present-day (2013) fertilizer application rates were determined based on University 1 of Wisconsin -Extension nutrient application guidelines (Laboski and Peters, 2012) assuming 2 high yield potential soils, optimum soil nutrient status, and high yield goals ( Table 2) . For grid 3 cells where manure had been applied, fertilizer was only applied, at a lower rate, if the LULC 4 type was corn. Future application rates were determined by multiplying the present-day rates by 5 a relative fertilizer rate, which varied according to each scenario's agricultural and policy 6 context. 7 
Model Inputs -Wastewater Treatment Plant Effluent 11
Another important source of nutrients to water bodies in the Yahara River watershed is 12 wastewater treatment plant (WWTP) effluent from three municipal systems: Madison 13 Metropolitan Sewerage District (MMSD), City of Stoughton, and Village of Oregon. The first two 14 discharge to Badfish Creek and the third to the lower Yahara River (Fig. 6) . These are treated 15 as point sources of water, phosphorus, and nitrogen to the THMB hydrologic routing model. 
Results 6
The biophysical model inputs created by the methods presented resulted in four highly 7 contrasting scenarios of climate, LULC, and nutrient inputs. They each also reproduced the 8 extremes related to climate (e.g., heavy rainfall, drought), LULC change (e.g., grassland-9 dominant landscape in AR), and land nutrient inputs (e.g., near elimination of livestock in AI) as 10 detailed below. 11 12
Climate 13
Climate varied substantially among all four scenarios consistent with each narrative. The most 14
warming by 2070 occurs in AR (+5.5°C), the least in AI (+2°C), and CC (+3.5°C) and NW (+4°C) 15 fall in the middle (Fig. 7A) . The amount of warming in each scenario also drives increases in the 16 growing season length and decreases in the date of spring onset (Appendix D). Unlike air temperature, annual precipitation did not change monotonically in each scenario but 6 interannual variability increased substantially in each one (Fig. 7B ). All four scenarios generally 7 continue the historical increasing trend in annual precipitation through the 2040s with AI and CC 8 receiving higher than historical precipitation totals on average through the 2060s. AR 9 experiences the wettest climate of all scenarios during the 2030s and 2040s; however, both AR 10 and NW become drier in the final two decades, ultimately approaching historical averages by 11
12
Increases in the frequency of extreme events also tend to be related to the amount of warming. 13
The warmest scenario (AR) experiences several heavy rainfall days and weeks, heat waves in 14 the 2030s and 2040s, and more heat waves and droughts in the 2050s and 2060s. Even in the 15 driest scenario (NW) a heavy rainfall event (260 mm in 11 days) occurs in 2070 as specified in 16 the narrative. The wettest scenario in the 2060s (CC) also experiences three long dry periods 17 (>40 consecutive days with cumulative precipitation less than 5% of 1948-2013 normal) during 18 24 the growing season in that same decade. Appendix D provides time series for 6 temperature-1 related climate metrics and 4 precipitation-related ones for each scenario. 
Land use/land cover 8
Land use/land cover (LULC) varied across the four scenarios, as the narratives advised, with 9 strong divergence after 2030 (Table 4 and Fig. 8 ). The spatial distribution of these LULC 10 changes determined by transition probabilities within a BBN framework produced contrasting 11 maps for each scenario (Fig. 9) . Agricultural lands increased slightly in one scenario (CC) and 12 decreased in the other three, with AR experiencing the greatest decline (75%) in 2035 followed 13 by a gradual rebound. Increased agricultural lands in CC reflects diet shifts and associated land 14 conversion to less intensive and more diverse crops, such as vegetables/fruits, small grains and 15 pasture both within the city (e.g., urban farms) and across the watershed. In AI, corn remains 16
the dominant cover where it is used as a raw feedstock for the production of synthetic meat and 17 dairy products. In the NW scenario, agricultural lands are transformed into natural covers 18 through restoration and conservation efforts, and intensive crops such as corn and soybean are 19 also converted into hays and grass for biofuel production in marginal areas. In the AR scenario, 20
agricultural lands proximate to lakes are first abandoned around the 2030s due to the mass 21 population reduction and migration, and rebound after the 2050s as small-scale farms (e.g., 22
small grains, vegetables) around the scattered remnant settlements at the northern and 1 southern tips of the watershed. primarily grasslands and forests, in the AR scenario occur in abandoned urban and agricultural 18 lands around the Madison lakes as a result of natural succession (Fig. 8 ). In the NW scenario, 19
there are substantial increases in wetland restoration (mostly in hydric soils) and afforestation in 20 the form of riparian buffers around the stream network and lakes. In the CC scenario, restored 1 prairies and wetlands largely replace managed turfgrass and lawns in the city. In the AI 2 scenario, conversion of natural covers, such as prairie and forest to corn and soybean 3 production, occurs mostly in proximity to existing agricultural and human settlements. 
Land-applied nutrients 1
As with land use/land cover, the spatially varying land-applied nutrients in each scenario begin 2 with a baseline in 2013 and then evolve into highly divergent pathways guided by differing 3 human decisions related to the role of livestock in agricultural production and use of agricultural 4 fertilizers in each scenario. The number of animal units (equivalent to 454 kg of animal weight) 5
generally decreases for each scenario, but varies in magnitude (Fig. 10A) . The AR scenario 6
includes an intensification of agriculture into the mid-2030s, which results in a 40% increase in 7 animal units, but then the abandonment in 2035 reduces the number by 95%. Livestock 8 numbers steadily increase during the 'renewal' phase of AR but by 2070 are only 28% of the 9 size in 2013. In the AI scenario, animal units also increase (8%) by 2030 but then swiftly decline 10 to 3% of 2013 levels by 2060 as synthetic meat and dairy products replace those from animals. 11
The remaining animals serve the demand of 'real' meat and dairy products from counter-culture 12
communities. 13
The CC scenario starts with an increasing rate of decline in animal units that results in a 43% 14 decrease by 2045 as the consumption of meat and dairy lessens due to a values shift. However, 15 livestock numbers slightly increase (11%) over the remaining time as pasture-based meat and 16 dairy operations increase in popularity. The NW scenario also includes a slight increase (5%) in 17 the number of animal units by 2035 but then livestock is largely removed from the landscape 18 due to new water quality regulations. By 2070, the number of animal units is only 11% of the 19 2013 value. Changes in milk production from cows are nearly proportional to the changes in 20 animal units for each scenario (Fig. 10B) . 21
The number of livestock operations decreases overall for three of the four scenarios with the 22 only increase seen in the CC scenario. Initial decreases occur to 2035 in all scenarios -23 following the historical trend (MacDonald and McBride, 2009) -with some differences in 24 magnitude (Fig. 10C ). Livestock operations decrease at the highest rate in the AR scenario from 25 2014 to 2035 (35% decrease) and then plummet after the collapse in 2035 (only 16 remain in 26 2040). During the recovery phase, as more small farming communities appear, the number of 27 livestock operations steadily increases over the rest of the time period (123 in 2070). 28
The number of livestock operations in the AI scenario steadily decreases throughout the 29 scenario as farm consolidation continues. Eventually larger farms change to synthetic meat and 30 dairy production and are no longer housing livestock. Only 13% of the original operations in 31 2013 remain in 2070. In the CC scenario, livestock operations also consolidate and reduce in 32 29 number to 2035 (16% decrease) but then steadily increase throughout the rest of the time 1 period as grass-based meat and dairy products from small farms gain in popularity. Finally, the 2 NW scenario also sees a slow decrease in the number of operations to 2040 (12% decrease), 3 but water quality policies that limit livestock densities are implemented after 2040, causing the 4 number of operations to drop by 45% between 2040 and 2050. This number holds steady to 5
6
The relative fertilizer rate (RFR) -the factor that is multiplied by the application rate 7 recommended by the University of Wisconsin-Extension in 2012 -generally decreases over 8 each scenario (Fig. 10D) , with the only increase occurring in the AR scenario during the period 9 of agricultural intensification (2014-2035). By 2070, the highest RFR (0.65) belongs to the CC 10 scenario, which still requires fertilizer for vegetable, small grains, corn, and soybean production. 11
The 2070 RFR for the NW scenario is slightly less (0.56), reflecting stricter water quality 12 regulations, and is even smaller for the AI scenario (0.4) as technology has enhanced plant 13 nutrient use efficiency (particularly nitrogen). 14 Combining the above drivers of farmland nutrient applications leads to total manure and fertilizer 15 phosphorus (P) and nitrogen (N) applied in the watershed (Fig. 10E-H) . Changes in manure P 16
and N match the changes in animal units and milk production explained above ( Fig. 10E-F) . fertilizer rate and the extent of fertilizer-demanding crops. Overall, the total amount of fertilizer P 20 and N applied decreases in each scenario with the exception of the period of agricultural 21 intensification in the AR scenario (2014-2035). By 2070, the AI scenario represents the highest 22 total fertilizer P and N applied due to the large extent of corn and soybean, despite a relatively 23 low RFR. The second highest amount occurs in the CC scenario, which has the highest amount 24 of land devoted to agriculture, with substantial areas devoted to vegetable and corn production. 25
The NW scenario is next in order with approximately half of the amount of fertilizer applied as in 26 the CC scenario. The majority of the agricultural area in the NW scenario is devoted to perennial 27 biofuel crops that do not receive fertilizer. Finally, the least amount of fertilizer applied occurs in 28 the AR scenario, which has the least amount of land devoted to agriculture and farmers with 29 limited access to industrial fertilizers. 30
The total (manure + fertilizer) P and N applied to farmland generally follow the rank order for 31 fertilizer as the majority of the sum commonly comes from fertilizer (66% for year 2013). The 32 large exception is for the CC scenario, which overtakes the AI scenario for the highest total P 33 30 applied in 2070 ( Fig. 10G ) due to the high amount of manure P applied in the CC scenario and 1 very low amount applied in the AI scenario (Fig. 10E) . The CC and AI scenarios are essentially 2 tied for the most total N applied in 2070 because 1) the impact of the relative differences in 3 manure between the scenarios for nitrogen is dampened due to manure N loss from ammonia 4 volatilization and 2) the agricultural area in AI is primarily devoted to production of relatively high 5 N-demanding crops like corn and soy. Manure applied exceeds fertilizer applied in the AR 6 scenario, but it still holds its rank at the bottom of both total P and N applied due to the small 7 amount of land devoted to agriculture. The spatial distribution of manure and fertilizer P and N varies across each scenario based on 5 the total watershed values described above as well as the locations of active livestock 6 operations and different agricultural land types (Fig. 11 ). In the AR scenario, total phosphorus 7 intensifies across the watershed through 2020 and 2030 as more animal units and fertilizer are 8 added to the landscape. After the abandonment, only small regions far from the lakes are 9 subject to small applications of fertilizers with a slow increase in intensity as more livestock are 10 added by 2070. The AI scenario has a less extreme intensification than AR through 2030 as 11 livestock operations consolidate, but then total P inputs reduce to a fairly uniform and lower 12 application rate across all agricultural areas when livestock are largely eliminated from the 13 landscape beginning in 2040, resulting in fertilizer as the source of nearly all N and P. 14
33
Total P applied in the CC scenario is slowly reduced and becomes more distributed as small 1 livestock operations start to dominate in 2030 and 2040. But the remaining livestock operations 2 result in local hotspots of manure P application primarily in the northern half of the watershed. 3
Finally, the NW scenario also sees only moderate changes to 2040, but then P application rates 4 decrease substantially across the watershed following the enactment of strict water quality 5 regulations. Many areas convert to perennial bioenergy crops that do not receive any nutrient 6 applications. Appendix H provides separate decadal maps for manure P and N, fertilizer P and 7 N, and total N for each scenario. increases in household water efficiencies -for all scenarios in the 2020s and early 2030s (Fig.  4   12A) . Effluent flow per capita is similar for the AI, CC, and NW scenarios but are driven by 5 technological water efficiency improvements, values-driven water consumption decreases, and 6 water consumption regulations, respectively. Effluent flow -the product of population and 7 effluent flow per capita -reduces to zero for the AR scenario after the abandonment of all major 8 infrastructure in 2035 (Fig. 12B) . In contrast, effluent flow keeps increasing in the AI scenario as 9 population increases faster than efficiency improvements. 10
Changes in effluent P and N concentrations for a given scenario follow the same pattern and 11 are driven by technological innovation and water quality policies within each scenario ( Fig. 12C-12 D). The focus for the CC scenario is on values-driven declines in consumption but not 13
necessarily changes to wastewater treatment technology. Therefore, effluent P and N 14 concentrations remain constant at 2010 levels. A 33% decline in effluent N and P 15 concentrations in the NW scenario is driven by strict water quality regulations on any point 16 source. Conversely, technological innovation is the major factor for a 50% reduction in effluent 17 N and P concentrations in the AI scenario. Finally, the WWTPs in the watershed are all taken 18 off-line following the abandonment in 2035 and effluent N and P loads are set to zero. 19 20
Discussion and conclusions 21
Scenarios are gaining popularity as a useful approach for anticipating and envisioning the future 22 of complex social-ecological systems. However, scenarios that translate narratives to 23 biophysical model inputs are often performed too simply, focusing on only one driver of change 24 (e.g., climate), and poorly documented. Our study advances the scenarios research field by 25 presenting a transparent and reproducible roadmap to translate qualitative scenario narratives 26 into detailed quantitative drivers that vary spatially and through time so that they can be used 27 with biophysical models at the regional or watershed-scale. We have developed a suite of 28 methods that produce spatially and temporally continuous drivers capable of representing the 29 dynamic nature of social-ecological systems. Our approach is transferrable to other regions and 30 systems that seek a sustainability transition-ensuring human wellbeing while maintaining the 31 life-support systems of the planet in the face of global environmental changes (Kates and Parris, 32 1 the modeling suite determined a priori, our method is adaptable to any spatially-explicit and 2 transient biophysical model that requires climate, LULC, and nutrient inputs. 3
We have accounted for the spatially explicit and temporally dynamic nature of a large set of 4 system drivers, including both biophysical and social changes (such as shifts in values) that are 5 rarely represented in regional quantitative scenarios. This process relies on the development of contrast, other environmental datasets -notably those collected via remote sensing -with high 20 spatial and temporal resolution are expanding rapidly and constitute a major focus for 21 government agencies and academic institutions (Vitolo et al., 2015) . 22
An important lesson learned from our study was the need for iteration between the scenario 23 narrative writer, the biophysical modeling team, and a smaller group of individuals who engaged 24
with both qualitative and quantitative features of the scenarios. Consistent with interdisciplinary 25 research, communication among these groups is especially critical for producing integrated 26 scenarios that are plausible, contrasting, and internally consistent. Good communication also 27 facilitates a transparent development process because the modelling team is not forced to make 28 decisions that may ultimately impact the character of the scenario when they encounter details 29 from the narrative that are too incomplete to adequately create a set of inputs required by the 30 model. For instance, we found that modelling decisions about land-use/land-cover could not be 31
adequately made until more details on energy and human diet were provided in the narrative. 32
The narrative writer would then serve as a translator of the stakeholder suggestions relevant to 33 36 this needed change without requiring the stakeholders to engage with the details of the model. 1
This allowed the stakeholders flexibility to design the storyline while providing sufficient 2 quantitative information for the models. The communication and iteration needs of our method 3 also point to the importance of having research team members with skills and training that 4 enable them to work comfortably across disciplines and understand and connect both the 5 qualitative and quantitative aspects of the scenario. 6
Our novel method for producing climate inputs for each scenario could be readily transferred to 7 other applications including studies with a narrower focus on climate as the only source of 8 change. Combining the well-validated nature of GCM projections with the flexibility of a 9 stochastic weather generator allows for the production of customized climate time series that 10 are consistent with pre-defined qualitative scenarios. This concept of tailored climate scenarios 11 has already been suggested for use in hydrological impact assessments (Ntegeka et al., 2014) . 12
As is the case with other studies, the quantitative scenario drivers that our method has 13 developed are not necessarily meant to be used to test specific scientific hypotheses or 14 determine attribution of environmental change, as may be more common in other biophysical 15 scientific studies. Rather, the scenarios -after integration with biophysical models and 16 determination of ecosystem service outcomes -are seen as a vivid and holistic integrated 17 package designed to build public engagement through storytelling and expanding the 18 imagination of what is possible in the future. They are also intended to challenge biophysical 19 models to simulate highly divergent environmental conditions and extreme weather events. We 20
firmly believe that such a strategy will lead to better and more useful modeling tools, but only if 21 there are adequate methods for integrating qualitative and quantitative scenarios such as those 22
presented in this paper. We call on the biophysical and environmental modelling community to 23 recognize the growing value and popularity of scenarios and continue to research and develop 24 new tools that better integrate stories and models. This perspective is also consistent with 25 recent calls to better engage the biophysical scientific community with the humanities to help 26 foster a sustainable future (Castree et al., 2014). 27
28

Acknowledgements 29
We would like to thank Allison Lobue and Hannah Friedrich for assistance in mapping active 30 livestock operations, Mark Powell for very helpful advice on developing the manure application 31 methodology, and David Lorenz for packaging the climate model projections. This manuscript 32 37 was much improved thanks to comments from three anonymous reviewers. We would also like 1 to acknowledge John Miller for his artwork illustrating the scenarios. This material is based upon impacts of environmental targets under alternative spatial policy options and future scenarios. 38 Environmental Modelling & Software 26(1) 83-91. 39 Burnam-Fink, M., 2015. Creating narrative scenarios: Science fiction prototyping at Emerge. Futures 70 40 48-55. 41 Butler, J.R.A., Suadnya, W., Puspadi, K., Sutaryono, Y., Wise, R.M., Skewes, T.D., Kirono, D., Bohensky, 42 E.L., Handayani, T., Habibi, P., Kisman, M., Suharto, I., Hanartani, Supartarningsih, S., Ripaldi, A., 43 Fachry, A., Yanuartati, Y., Abbas, G., Duggan, K., Ash, A., 2014. Framing the application of 44
