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SEMIGROUP C*-ALGEBRAS
XIN LI
Abstract. We give an overview of some recent developments in semigroup
C*-algebras.
Contents
1. Introduction 2
2. C*-algebras generated by left regular representations 3
3. Examples 4
3.1. The natural numbers 4
3.2. Positive cones in totally ordered groups 4
3.3. Monoids given by presentations 5
3.4. Examples from rings in general, and number theory in particular 8
3.5. Finitely generated abelian cancellative semigroups 9
4. Preliminaries 9
4.1. Embedding semigroups into groups 9
4.2. Graph products 11
4.3. Krull rings 14
5. C*-algebras attached to inverse semigroups, partial dynamical systems,
and groupoids 16
5.1. Inverse semigroups 16
5.2. Partial dynamical systems 22
5.3. E´tale groupoids 26
5.4. The universal groupoid of an inverse semigroup 29
5.5. Inverse semigroup C*-algebras as groupoid C*-algebras 30
5.6. C*-algebras of partial dynamical systems as C*-algebras of partial
transformation groupoids 33
5.7. The case of inverse semigroups admitting an idempotent pure partial
homomorphism to a group 36
6. Amenability and nuclearity 37
6.1. Groups and groupoids 37
6.2. Amenability for semigroups 40
6.3. Comparing reduced C*-algebras for left cancellative semigroups and
their left inverse hulls 42
6.4. C*-algebras generated by semigroups of projections 47
6.5. The independence condition 54
6.6. Construction of full semigroup C*-algebras 61
6.7. Crossed product and groupoid C*-algebra descriptions of reduced
semigroup C*-algebras 63
6.8. Amenability of semigroups in terms of C*-algebras 66
1
2 XIN LI
6.9. Nuclearity of semigroup C*-algebras and the connection to amenability 68
7. Topological freeness, boundary quotients, and C*-simplicity 69
8. The Toeplitz condition 80
9. Graph products 86
9.1. Constructible right ideals 87
9.2. The independence condition 91
9.3. The Toeplitz condition 94
10. K-theory 97
11. Further developments, outlook,
and open questions 99
References 101
1. Introduction
A semigroup C*-algebra is the C*-algebra generated by the left regular represen-
tation of a left cancellative semigroup. In the case of groups, this is the classical
construction of reduced group C*-algebras, which received great interest and serves
as a motivating class of examples in operator algebras.
For semigroups which are far from being groups, we encounter completely new
phenomena which are not visible in the group case. It is therefore a natural and
interesting task to try to understand and explain these new phenomena. This
challenge has been taken up by several authors in many pieces of work, and our
present goal is to give a unified treatment of this endeavour.
We point out that particular classes of semigroups played a predominant role in
the development, as they serve as our motivation and guide us towards important
properties of semigroups which allow for a systematic study of their C*-algebras.
The examples include positive cones in totally ordered groups, semigroups given
by particular presentations and semigroups coming from rings of number-theoretic
origin. Important properties that isolate from the general and wild class of all
left cancellative semigroups a manageable subclass were first given by Nica’s quasi-
lattice order [Nic92] and later on by the independence condition [Li12] and the
Toeplitz condition [Li13].
Aspects of semigroup C*-algebras which we would like to discuss in the following
include descriptions as crossed products and groupoid C*-algebras, the connec-
tion between amenability and nuclearity, boundary quotients, and the classification
problem for semigroup C*-algebras. The first three topics are discussed in detail,
and we give a more or less self-contained presentation. The last topic puts to-
gether many results. In particular, it builds on the K-theory computations that are
explained in detail by S. Echterhoff in [Ech17]. Since a detailed account of clas-
sification results would take too much space, we just briefly summarize the main
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results, and refer the interested reader to the relevant papers for more details and
complete proofs.
Our discussion of semigroup C*-algebras builds on previous work of J. Renault on
groupoids and their C*-algebras [Ren80], and the work of R. Exel on C*-algebras of
inverse semigroups, their quotients corresponding to tight representations of inverse
semigroups, and on partial actions [Exe08,Exe09,Exe15].
Inevitably, certain interesting aspects of semigroup C*-algebras are not covered in
this book. This includes a discussion of C*-algebras of semigroups which do not
embed into groups such as general right LCM semigroups (see [Sta15b]) or Zappa-
Sze´p products (see [BRRW14]), or C*-algebras of certain topological semigroups
(see [RS15,Sun14]). Moreover, we do not discuss KMS-states in detail, but we refer
the reader to [LR10, BaHLR11, CDL13, CaHR15] for more information. We also
mention that in [Cun17a], J. Cuntz describes KMS-states for particular examples.
We apologize for these omissions and try to make up for them by pointing the
interested reader to the relevant literature. To this end, we have included a long
(but not complete) list of references.
2. C*-algebras generated by left regular representations
Let P be a semigroup. We assume that P is left cancellative, i.e., for all p, x, y ∈ P ,
px = py implies x = y. In other words, the map
P → P, x 7→ px
given by left multiplication with p ∈ P is injective for all p ∈ P .
The left regular representation of P is given as follows: The Hilbert space ℓ2P comes
with a canonical orthonormal basis {δx : x ∈ P}. Here δx is the delta-function in
x ∈ P , defined by
δx(y) = 1 if y = x and δx(y) = 0 if y 6= x.
For every p ∈ P , the map
P → P, x 7→ px
is injective by left cancellation, so that the mapping
δx 7→ δpx (x ∈ P )
extends (uniquely) to an isometry
Vp : ℓ
2P → ℓ2P.
The assignment
p 7→ Vp (p ∈ P )
represents our semigroup P as isometries on ℓ2P . This is called the left regular
representation of P . It generates the following C*-algebra:
Definition 2.1.
C∗λ(P ) := C
∗({Vp : p ∈ P}) ⊆ L(ℓ2P ).
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By definition, C∗λ(P ) is the smallest subalgebra of L(ℓ2P ) containing {Vp : p ∈ P}
which is invariant under forming adjoints and closed in the operator norm topology.
We call C∗λ(P ) the semigroup C*-algebra of P , or more precisely, the left reduced
semigroup C*-algebra of P .
Note that left cancellation is a crucial assumption for our construction. In general,
without left cancellation, the mapping δx 7→ δpx does not even extend to a bounded
linear operator on ℓ2P . Moreover, we point out that we view our semigroups as
discrete objects. Our construction, and some of the analysis, carries over to certain
topological semigroups (see [RS15, Sun14]). Finally, C∗λ(P ) will be separable if P
is countable. This helps to exclude pathological cases. Therefore, for convenience,
we assume from now on that all our semigroups are countable, although this is not
always necessary in our discussion.
3. Examples
We have already pointed out the importance of examples. Therefore, it is ap-
propriate to start with a list of examples of semigroups where we can apply our
construction. All our examples are actually semigroups with an identity, so that
they are all monoids.
3.1. The natural numbers. Our first example is given by P = N = {0, 1, 2, . . .},
the set of natural numbers including zero, viewed as an additive monoid. By con-
struction, V1 is the unilateral shift. Since N is generated by 1 as a monoid, it is clear
that C∗λ(N) is generated as a C*-algebra by the unilateral shift. This C*-algebra has
been studied by Coburn (see [Cob67,Cob69]). It turns out that it is the universal
C*-algebra generated by one isometry, i.e.,
C∗λ(N) ∼= C∗(v | v∗v = 1), V1 7→ v.
C∗λ(N) is also called the Toeplitz algebra. This name comes from the observation
that C∗λ(N) can also be described as the C*-algebra of Toeplitz operators on the
Hardy space, defined on the circle. This interpretation connects our semigroup
C*-algebra C∗λ(N) with index theory and K-theory.
3.2. Positive cones in totally ordered groups. Motivated by connections to
index theory and K-theory, several authors including Coburn and Douglas studied
the following examples in [CD71,CDSS71,Dou72,DH71]:
Let G be a subgroup of (R,+), and consider the additive monoid P = [0,∞) ∩G.
The case G = Z gives our previous example P = N. The case where G = Z[λ, λ−1]
for some positive real number λ is discussed in [CPPR11,Li15].
These examples belong to the bigger class of positive cones in totally ordered groups.
A left invariant total order on a group G is a relation ≤ on G such that
SEMIGROUP C*-ALGEBRAS 5
• For all x, y ∈ G, we have x = y if and only if x ≤ y and y ≤ x.
• For all x, y ∈ G, we always have x ≤ y or y ≤ x.
• For all x, y, z ∈ G, x ≤ y and y ≤ z imply x ≤ z.
• For all x, y, z ∈ G, x ≤ y implies zx ≤ zy.
Given a left invariant total order ≤ on G, define P := {x ∈ G : e ≤ x}. Here e is
the identity in G. P is called the positive cone in G. It is a monoid satisfying
(1) G = P ∪ P−1 and P ∩ P−1 = {e} .
Conversely, every submonoid P ⊆ G of a group G satisfying (1) gives rise to a
left invariant total order ≤ by setting, for x, y ∈ G, x ≤ y if y ∈ xP . Here
xP = {xp : p ∈ P} ⊆ G.
In the examples mentioned above of subgroups of (R,+), we have canonical left
invariant total orders given by restricting the canonical order on (R,+).
The study of left invariant total orders on group is of great interest in group theory.
For instance, the existence of a left invariant total order on a group G implies the
Kaplansky conjecture for G. This conjecture says that for a torsion-free group G
and a ring R, the group ring RG does not have zero-divisors if R does not have
zero-divisors. We refer to [MR77,DNR14] for more details.
While it is known that every torsion-free nilpotent group admits a left invariant
total order, it is an open conjecture that lattices in simple Lie groups of rank at
least two have no left invariant total order. It is also an open question whether an
infinite property (T) group can admit a left invariant total order (see [DNR14] for
more details).
3.3. Monoids given by presentations. Another source for examples of monoids
comes from group presentations. One way to define a group is to give a presentation,
i.e., generators and relations. For instance, the additive group of integers is the
group generated by one element with no relation, Z = 〈a〉. The non-abelian free
group on two generators is the group generated by two elements with no relations,
F2 = Z ∗ Z = 〈a, b〉. And Z × Z is the group generated by two elements which
commute, Z2 = Z × Z = 〈a, b | ab = ba〉. If we look at the semigroups (or rather
monoids) defined by the same presentations, we get N = 〈a〉+, N∗2 = N∗N = 〈a, b〉+,
N2 = N×N = 〈a, b | ab = ba〉+. Here, we write 〈· | ·〉+ for the universal monid given
by a particular presentation, while we write 〈· | ·〉 for the universal group given by
a particular representation. This is to distinguish between group presentations and
monoid presentations.
Of course, in general, it is not clear whether this procedure of taking generators
and relations from group presentations to define monoids leads to interesting semi-
groups, or whether we can apply our C*-algebraic construction to the resulting
semigroups. For instance, it could be that the monoid given by a presentation ac-
tually coincides with the group given by the same presentation. Another problem
that might arise is that the canonical homomorphism from the monoid to the group
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given by the same presentation, sending generator to generator, is not injective. In
that case, our monoid might not even be left cancellative. However, there are condi-
tions on our presentations which ensure that these problems do not appear. There
is for instance the notion of completeness (see [Deh03]), explained in § 6.5. Now
let us just give a list of examples.
The presentations for Z, F2 and Z2 all have in common that two generators either
commute or satisfy no relation (i.e., they are free), and these are the only relations
we impose. This can be generalized. Let Γ = (V,E) be an undirected graph, where
we connect two vertices by at most one edge and no vertex to itself. This means
that we can think of E as a subset of V × V .
We then define
AΓ := 〈{σv : v ∈ V } | σvσw = σwσv for all (v, w) ∈ E〉 ,
A+Γ := 〈{σv : v ∈ V } | σvσw = σwσv for all (v, w) ∈ E〉+ .
For instance, the graph for Z only consists of one vertex and no edge, the graph
for F2 consists of two vertices and no edges, and the graph for Z2 consists of two
vertices and one edge joining them.
The groups AΓ are called right-angled Artin groups and the monoids A
+
Γ are called
right-angled Artin monoids. Their C*-algebras are discussed in [CL02,CL07,Iva10,
ELR16].
Right-angled Artin monoids and the corresponding groups are special cases of graph
products. Let Γ = (V,E) be a graph as above, with E ⊆ V × V . Assume that
for every v ∈ V , Gv is a group containing a submonoid Pv. Then let Γv∈VGv
be the group obtained from the free product ∗v∈VGv by introducing the relations
xy = yx for all x ∈ Gv and y ∈ Gw with (v, w) ∈ E. Similarly, define Γv∈V Pv
as the monoid obtained from the free product ∗v∈V Pv by introducing the relations
xy = yx for all x ∈ Pv and y ∈ Pw with (v, w) ∈ E. It is explained in [CL02] (see
also [Gre90,HM95]) that the embeddings Pv →֒ Gv induce an embedding
Γv∈V Pv →֒ Γv∈VGv.
In the case that Pv ⊆ Gv is given by N ⊆ Z for all v ∈ V , we obtain right-angled
Artin monoids and the corresponding groups.
We will have more to say about general graph products in § 4.2 and § 9.
As the name suggests, there is a more general class of Artin groups which contains
right-angled Artin groups. Let I be a countable index set,
{mij ∈ {2, 3, 4, . . .} ∪ {∞} : i, j ∈ I, i 6= j}
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be such that mij = mji for all i and j. Then define
G :=
〈
{σi : i ∈ I} | σiσjσiσj · · ·︸ ︷︷ ︸
mij
= σjσiσjσi · · ·︸ ︷︷ ︸
mji
for all i, j ∈ I, i 6= j
〉
.
For mij =∞, there is no relation involving σi and σj , i.e., σi and σj are free. And
define
P :=
〈
{σi : i ∈ I} | σiσjσiσj · · ·︸ ︷︷ ︸
mij
= σjσiσjσi · · ·︸ ︷︷ ︸
mji
for all i, j ∈ I, i 6= j
〉+
.
If mij ∈ {2,∞} for all i and j, then we get right-angled Artin groups and monoids.
To see some other groups, take for instance I = {1, 2} and m1,2 = m2,1 = 3. We
get the (third) Braid group and the corresponding Braid monoid
B3 := 〈σ1, σ2 | σ1σ2σ1 = σ2σ1σ2〉 ,
B+3 := 〈σ1, σ2 | σ1σ2σ1 = σ2σ1σ2〉+ .
In general, for n ≥ 1, the braid group Bn and the corresponding braid monoid B+n
are given by
Bn :=
〈
σ1, . . . , σn−1
σiσi+1σi = σi+1σiσi+1 for 1 ≤ i ≤ n− 2,
σiσj = σjσi for |i− j| ≥ 2
〉
,
B+n :=
〈
σ1, . . . , σn−1
σiσi+1σi = σi+1σiσi+1 for 1 ≤ i ≤ n− 2,
σiσj = σjσi for |i− j| ≥ 2
〉+
.
This corresponds to the case where I = {1, . . . , n− 1} and mi,i+1 = mi+1,i = 3 for
all 1 ≤ i ≤ n− 2 and mi,j = mj,i = 2 for all |i− j| ≥ 2.
These Artin groups form an interesting class of examples which is of interest for
group theorists.
Another family of examples is given by Baumslag-Solitar groups and their presen-
tations: For k, l ≥ 1, define the group
Bk,l :=
〈
a, b | abk = bla〉
and the monoid
B+k,l :=
〈
a, b | abk = bla〉+ .
Also, again for k, l ≥ 1, define the group
B−k,l :=
〈
a, b | a = blabk〉
and the monoid
B+−k,l :=
〈
a, b | a = blabk〉+ .
These are the Baumslag-Solitar groups and the Baumslag-Solitar monoids. The
reader may find more about the semigroup C*-algebras attached to Baumslag-
Solitar monoids in [Spi12,Spi14].
Finally, let us mention the Thompson group and the Thompson monoid. The
Thompson group is given by
F := 〈x0, x1, . . . | xnxk = xkxn+1 for k < n〉 .
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This is just one possible presentation defining the Thompson group. There are
other, for instance
F =
〈
A,B | [AB−1, A−1BA] = [AB−1, A−2BA2] = e〉 .
The first presentation however has the advantage that it leads naturally to the
definition of the Thompson monoid as
F+ := 〈x0, x1, . . . | xnxk = xkxn+1 for k < n〉+ .
The Thompson group is of great interest in group theory, in particular the question
whether it is amenable or not is currently attracting a lot of attention. Therefore,
it would be very interesting to study the Thompson monoid and its semigroup
C*-algebra.
3.4. Examples from rings in general, and number theory in particular.
Let us present another source for examples. This time, our semigroups come from
rings. Let R be a ring without zero-divisors (x 6= 0 is a zero-divisor if there exists
0 6= y ∈ R with xy = 0). Then R× = R \ {0} is a cancellative semigroup with
respect to multiplication.
We can also construct the ax+ b-semigroup R⋊R×. The underlying set is R×R×,
and multiplication is given by (d, c)(b, a) = (d + cb, ca). It is a semidirect product
for the canonical multiplicative action of R× on R.
Another possibility would be to take an integral domain R, i.e., a commutative ring
with unit not containing zero-divisors, and form the semigroup Mn(R)
× of n× n-
matrices over R with non-vanishing determinant. We could also form the semidirect
product Mn(R) ⋊Mn(R)× for the canonical multiplicative action of Mn(R)× on
Mn(R).
In particular, rings from number theory are interesting. Let K be a number field,
i.e., a finite extension of Q. Then the ring of algebraic integers R in K is given by{
x ∈ K : There are n ≥ 1, an−1, . . . , a0 ∈ Z with xn + an−1xn−1 + . . .+ a0 = 0
}
.
For instance, for the classical case K = Q, the ring of algebraic integers is given by
the usual integers, R = Z. For the number field of Gaussian numbers, K = Q[i],
the ring of algebraic integers are given by the Gaussian integers, R = Z[i]. More
generally, for the number field K = Q[ζ] generated by a root of unity ζ, the ring of
algebraic integers is given by R = Z[ζ]. For the real quadratic number field K =
Q[
√
2], the ring of algebraic integers is given by Z[
√
2], while for the real quadratic
number field K = Q[
√
5], the ring of algebraic integers is given by R = Z[ 1+
√
5
2 ].
Let us briefly mention an interesting invariant of number fields. Let K be a number
field with ring of algebraic integers R. We introduce an equivalence relation for non-
zero ideals I of R by saying that a ∼ b if there exist a, b ∈ R× with ba = ab. It
turns out that with respect to multiplication of ideals, I/∼ becomes a finite abelian
group. This is the class group ClK of K. An outstanding open question in number
theory is how to compute ClK , or even just the class number hK = #ClK , in a
systematic and efficient way. It is not even known whether there are infinitely many
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(non-isomorphic) number fields with trivial class group (i.e., class number one). We
refer the interested reader to [Neu99] for more details.
It is possible to consider more general semidirect products, in the more flexible
setting of semigroups acting by endomorphisms on a group. Particular cases are
discussed in [Cun17a]. We also refer to [CV13, BLS14, BS16, Sta15a] and the ref-
erences therein for more examples and for results on the corresponding semigroup
C*-algebras.
3.5. Finitely generated abelian cancellative semigroups. Finally, one more
class of examples which illustrates quite well that the world of semigroups can
be much more complicated than the world of groups: Consider finitely generated
abelian cancellative semigroups, or monoids. For groups, we have a well under-
stood structure theorem for finitely generated abelian groups. But for semigroups,
this class of examples is interesting and challenging to understand. For instance,
particular examples are given by numerical semigroups, i.e., semigroups of the type
P = N \F , where F is a finite subset of N such that N \F is additively closed. For
instance, we could take F = {1} or F = {1, 3}. We refer the interested reader to
[RGS09] and the references therein for more about numerical semigroups, and also
to [Cun17b].
4. Preliminaries
4.1. Embedding semigroups into groups. As we mentioned earlier, we need
left cancellation for semigroups in our construction of semigroup C*-algebras. One
way to ensure cancellation is to embed our semigroups into groups, i.e., to find an
injective semigroup homomorphism from our semigroup into a group. In general,
the question which semigroups embed into groups is quite complicated. Cancella-
tion is necessary but not sufficient. Malcev gave the complete answer. He found an
infinite list of conditions which are necessary and sufficient for group embeddability,
and showed that any finite subset of his list is no longer sufficient. His list includes
cancellation, which means both left cancellation and right cancellation. The latter
means that for every p, x, y ∈ P , xp = yp implies x = y. But Malcev’s list also
consists of conditions like the following:
For every a, b, c, d, u, v, x, y ∈ P ,
xa = yb, xc = yd, ua = vb implies uc = vd.
We refer to [CP67, § 12] for more details.
As explained in [CP67, § 12], if a semigroup P embeds into a group, then there is
a universal group embedding P →֒ Guniv, meaning that for every homomorphism
P → G of the semigroup P to a group G, there is a unique homomorphism Guniv →
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G which makes the diagram
P


//
''P
P
P
P
P
P
P
P
P
P
P
P
P
P
P Guniv

G
commutative.
Group embeddability is in general a complicated issue. Therefore, whenever it
is convenient, we will simply assume that our semigroups can be embedded into
groups. Verifying this assumption might be a challenge, for instance in the case of
Artin monoids (compare [Par02]).
However, we would like to mention one sufficient condition for group embeddability.
Let P be a cancellative semigroup, i.e., P is left and right cancellative. Furthermore,
assume that P is right reversible, i.e., for every p, q ∈ P , we have Pp∩Pq 6= ∅. Here
Pp = {xp : x ∈ P}. Then P embeds into a group. Actually, the universal group
in the universal group embedding of P is given by an explicit construction as the
group G of left quotients. This means that G consists of formal quotients of the
form q−1p, for all q ∈ P and p ∈ P . We say that two such formal expressions q˜−1p˜
and q−1p represent the same element in G if there is r ∈ P with q˜ = rq and p˜ = rp.
To multiply elements in G, we make use of right reversibility: Given p, q, r, s ∈ P ,
suppose we want to multiply s−1r with q−1p. As Pq ∩ Pr 6= ∅, there exist x and
y in P with q = yr. Thus q−1p = (xq)−1(xp) = (yr)−1(xp). Let us now make the
following formal computation:
(s−1r)(q−1p) = (s−1r)(yr)−1(xp) = s−1rr−1y−1(xp) = s−1y−1(xp) = (ys)−1(xp).
Motivated by this computation, we set
(s−1r)(q−1p) := (ys)−1(xp).
It is now straightforward to check that this indeed defines a group G = P−1P ,
and that P → G, p 7→ e−1p is an embedding of our semigroup P into our group
G. Here e is the identity of P . We can always arrange that P has an identity by
simply adjoining one if necessary. It is easy to see that this group embedding which
we just constructed is actually the universal group embedding for P . We refer the
reader to [CP61, § 1.10] for more details.
Obviously, by symmetry, we also obtain that a cancellative semigroup P embeds
into a group, if P is left reversible, i.e., if for every p, q ∈ P , we have pP ∩ qP 6= ∅.
In that case, P embeds into its group G of right quotients, G = PP−1, and this is
the universal group embedding for P .
For instance, both of these necessary conditions for group embeddability are sat-
isfied for cancellative abelian semigroups. They are also satisfied for the Braid
monoids B+n introduced above.
The ax+ b-semigroup R⋊R× over an integral domain R is right reversible, but if
R is not a field, then R⋊R× is not left reversible.
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The Thompson monoid is left reversible but not right reversible.
Finally, the non-abelian free monoid N∗n is neither left nor right reversible.
4.2. Graph products. We collect some basic facts about graph products which
we will use later on in § 9. Basically, we follow [CL02, § 2]. Let Γ = (V,E) be a
graph with vertices V and edges E. Two vertices in V are connected by at most
one edge, and no vertex is connected to itself. Hence we view E as a subset of
V × V . For every v ∈ V , assume that we are given a submonoid Pv of a group
Gv. We can then form the graph products P := Γv∈V Pv and G := Γv∈VGv. As we
explained, the group G is obtained from the free product ∗v∈VGv by introducing
the relations xy = yx for all x ∈ Gv and y ∈ Gw with (v, w) ∈ E. Similarly, P is
defined as the monoid obtained from the free product ∗v∈V Pv by introducing the
relations xy = yx for all x ∈ Pv and y ∈ Pw with (v, w) ∈ E. As explained in
[CL02], it turns out that for every v, the monoid Pv sits in a canonical way as a
submonoid inside the monoid Γv∈V Pv. Similarly, for each v ∈ V , the group Gv
sits in a canonical way as a subgroup inside the group Γv∈VGv. Moreover, the
monoid P = Γv∈V Pv can be canonically embedded as a submonoid of the group
G = Γv∈VGv.
A typical element g of G = Γv∈VGv is a product of the form x1x2 · · ·xl, where
xi ∈ Gvi are all non-trivial. (To obtain the identity, we would have to allow the
empty word, i.e., the case l = 0.) We distinguish between words like x1x2 · · ·xl
and the element g they represent in the graph product G by saying that x1x2 · · ·xl
is an expression for g. Let us now explain when two words are expressions for the
same group element.
First of all, for a word like x1x2 · · ·xl, we call the xis the syllables and l the length
of the word. We write v(xi) for the vertex vi ∈ V with the property that xi lies in
Gvi . Given a word
x1 · · ·xixi+1 · · ·xl
with the property that (v(xi), v(xi+1)) ∈ E, we can replace the subword xixi+1 by
xi+1xi. In this way, we transform the original word
x1 · · ·xixi+1 · · ·xl
to the new word
x1 · · ·xi+1xi · · ·xl.
This procedure is called a shuffle. Two words are called shuffle equivalent if one
can be obtained from the other by performing finitely many shuffles.
Moreover, given a word
x1 · · ·xixi+1 · · ·xl
with the property that v(xi) = v(xi+1), then we say that our word admits an
amalgamation. In that case, we can replace the subword xixi+1 by the product
xi · xi+1 ∈ Gvi , where vi = v(xi) = v(xi+1). Furthermore, if xi · xi+1 = e in Gvi ,
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then we delete this part of our word. In this way, we transform the original word
x1 · · ·xixi+1 · · ·xl
to the new word
x1 · · · (xi · xi+1) · · ·xl
if xi · xi+1 6= e in Gvi and
x1 · · ·xi−1xi+2 · · ·xl
if xi · xi+1 = e in Gvi . This procedure is called an amalgamation.
Finally, we say that a word is reduced if it is not shuffle equivalent to a word which
admits an amalgamation.
We have the following
Lemma 4.1 (Lemma 1 in [CL02]). A word
x1 · · ·xl
is reduced if and only if for all 1 ≤ i < j ≤ l with v(xi) = v(xj), there exists
1 ≤ k ≤ l with i < k < j such that (v(xi), v(xk)) /∈ E.
Suppose that we are given two words, and we can transform one word into the
other by finitely many shuffles and amalgamations. Then it is clear that these two
words are expressions for the same element in our group G. The converse is also
true, this is the following result due to Green (see [Gre90]):
Theorem 4.2 (Theorem 2 in [CL02]). Any two reduced words which are expressions
for the same group element in G are shuffle equivalent.
In other words, two words which are expressions for the same group element in G
can be transformed into one another by finitely many shuffles and amalgamations.
This is because, with the help of Lemma 4.1, it is easy to see that every word can
be transformed into a reduced one by finitely many shuffles and amalgamations.
Because of Theorem 4.2, we may introduce the notion of length:
Definition 4.3. The length of an element g in our graph product G is the length
of a reduced word which is an expression for g.
We also introduce the following
Definition 4.4. Suppose we are given a reduced word
x = x1 · · ·xl.
Then we call xi an initial syllable and v(xi) an initial vertex of our word, if for
every 1 ≤ h < i, (v(xh), v(xi)) ∈ E. The set of all initial vertices of x is denoted
by V i(x) (in [CL02], the notation ∆(x) is used).
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Similarly, we call xj a final syllable and v(xj) a final vertex of our word, if for
every j < k ≤ l, (v(xj), v(xk)) ∈ E. The set of all final vertices of x is denoted by
V f (x) (it is denoted by ∆r(x) in [CL02]).
The following is an easy observation:
Lemma 4.5 (Lemma 3 in [CL02]). Let
x = x1 · · ·xl
be a reduced word.
If xi is an initial syllable of x, then x is shuffle equivalent to xix1 · · ·xi−1xi+1 · · ·xl.
For all v, w ∈ V i(x), we have (v, w) ∈ E.
For every v ∈ V i(x), there is a unique initial syllable xi of x with v(xi) = v. Let
us denote this syllable by Siv(x).
If x′ is shuffle equivalent to x, then V i(x) = V i(x′) and for every v ∈ V i(x) =
V i(x′),
Siv(x) = S
i
v(x
′).
The last three statements are also true for final vertices and final syllables. So we
denote for a reduced word x with final syllable v the unique final syllable xj of x
with v(xj) = v by S
f
v (x).
Definition 4.6. Let g be an element in our graph product G, and let x be a reduced
word which is an expression for g. Then we set
V i(g) := V i(x),
and for v ∈ V ,
Siv(g) :=
{
Siv(x) if v ∈ V i(g)
e if v /∈ V i(g).
Similarly, we define
V f (g) := V f (x),
and for v ∈ V ,
Sfv (g) :=
{
Sfv (x) if v ∈ V f (g)
e if v /∈ V f (g).
We need the following
Lemma 4.7 (Lemma 5 in [CL02]). Given g and h in our graph product G, let
W := V f (g) ∩ V i(h),
and suppose that
zw := S
f
w(g)S
i
w(h) 6= e
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for all w ∈W . Define
z :=
∏
w∈W
zw,
in any order.
Then, if x ·∏w∈W Sfw(g) is a reduced expression for g and ∏w∈W Siw(h) · y is a
reduced expression for h, then x · z · y is a reduced expression for g · h.
4.3. Krull rings. Since we want to study ax+ b-semigroups over integral domains
and their semigroup C*-algebras later on, we collect a few basic facts in this context.
Let R be an integral domain.
Definition 4.8. The constructible (ring-theoretic) ideals of R are given by
I(R) :=
{
c−1
(
n⋂
i=1
aiR
)
: a1, . . . , an, c ∈ R×
}
.
Here, for c ∈ R× and an ideal I of R, we set
c−1I := {r ∈ R : cr ∈ I} .
Now let Q be the quotient field of R.
(2) I(R ⊆ Q) := {(x1 · R) ∩ . . . ∩ (xn · R) : xi ∈ Q×} .
Note that for c ∈ R× and X ⊆ R, we set
c−1X = {r ∈ R : cr ∈ X} , but c−1 ·X = {c−1x : x ∈ X} .
Moreover, note that I(R) = {J ∩R : J ∈ I(R ⊆ Q)}.
By construction, the family I(R) consists of integral divisorial ideals of R, and
I(R ⊆ Q) consists of divisorial ideals of R. By definition, a divisorial ideal of
an integral domain R is a fractional ideal I that satisfies I = (R : (R : I)),
where (R : J) = {q ∈ Q : qJ ⊆ R}. Equivalently, divisorial ideals are non-zero
intersections of some non-empty family of principal fractional ideals (ideals of the
form qR, q ∈ Q). Let D(R) be the set of divisorial ideals of R. In our situation,
we only consider finite intersections of principal fractional ideals (see (2)). So in
general, our family I(R ⊆ Q) will only be a proper subset of D(R).
However, for certain rings, the set I(R ⊆ Q) coincides with D(R). For instance,
this happens for noetherian rings. It also happens for Krull rings. The latter have a
number of additional favourable properties which are very helpful for our purposes.
Let us start with the following
Definition 4.9. An integral domain R is called a Krull ring if there exists a family
of discrete valuations (vi)i∈I of the quotient field Q of R such that
(K1) R = {x ∈ Q : vi(x) ≥ 0 for all i ∈ I},
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(K2) for every 0 6= x ∈ Q, there are only finitely many valuations in (vi)i such
that vi(x) 6= 0.
The following result gives us many examples of Krull rings.
Theorem 4.10. [Bou06, Chapitre VII, § 1.3, Corollaire] A noetherian integral
domain is a Krull ring if and only if it is integrally closed.
Let us collect some basic properties of Krull rings:
[Bou06, Chapitre VII, § 1.5, Corollaire 2] yields
Lemma 4.11. For a Krull ring R, I(R ⊆ Q) = D(R) and I(R) is the set of
integral divisorial ideals.
Moreover, the prime ideals of height 1 play a distinguished role in a Krull ring.
Theorem 4.12. [Bou06, Chapitre VII, § 1.6, The´ore`me 3 and Chapitre VII, § 1.7,
The´ore`me 4] Let R be a Krull ring. Every prime ideal of height 1 of R is a divisorial
ideal. Let
P(R) = {p ⊳ R prime : ht(p) = 1} .
For every p ∈ P(R), the localization Rp = (R \ p)−1R is a principal valuation ring.
Let vp be the corresponding (discrete) valuations of the quotient field Q of R. Then
the family (vp)p∈P(R) satisfies the conditions (K1) and (K2) from Definition 4.9.
Proposition 4.13. [Bou06, Chapitre VII, § 1.5, Proposition 9] Let R be a Krull
ring and (vp)p∈P(R) be the valuations from the previous theorem. Given finitely
many integers n1, ..., nr and finitely many prime ideals p1, ..., pr in P(R), there
exists x in the quotient field Q of R with
vpi(x) = ni for all 1 ≤ i ≤ r and vp(x) ≥ 0 for all p ∈ P(R) \ {p1, . . . , pr} .
Moreover, given a fractional ideal I of R, we let I∼ := (R : (R : I)) be the divisorial
closure of I. I∼ is the smallest divisorial ideal of R which contains I. We can now
define the product of two divisorial ideals I1 and I2 to be the divisorial closure of
the (usual ideal-theoretic) product of I1 and I2, i.e., I1 • I2 := (I1 · I2)∼. D(R)
becomes a commutative monoid with this multiplication.
Theorem 4.14. [Bou06, Chapitre VII, § 1.2, The´ore`me 1; Chapitre VII, § 1.3,
The´ore`me 2 and Chapitre VII, § 1.6, The´ore`me 3] For a Krull ring R, (D(R), •) is
a group. It is the free abelian group with free generators given by P(R), the set of
prime ideals of R which have height 1.
This means that every I ∈ I(R ⊆ Q) (Q is the quotient field of the Krull ring R)
is of the form I = p
(n1)
1 • · · · • p(nr)r , with ni ∈ Z. Here for p ∈ P(R) and n ∈ N, we
write
p(n) for p • · · · • p︸ ︷︷ ︸
n times
, and p(−n) for p−1 • · · · • p−1︸ ︷︷ ︸
n times
,
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where p−1 = (R : p). We set for p ∈ P(R):
vp(I) :=
{
ni if p = pi,
0 if p /∈ {p1, . . . , pr} .
With this notation, we have I =
∏
p∈P(R) p
(vp(I)), where the product is taken in
D(R). In addition, we have for I ∈ I(R ⊆ Q) that I ∈ I(R) if and only if vp(I) ≥ 0
for all p ∈ P(R). And combining the last statement in [Bou06, Chapitre VII, § 1.3,
The´ore`me 2] with [Bou06, Chapitre VII, § 1.4, Proposition 5], we obtain for every
I ∈ I(R ⊆ Q):
(3) I = {x ∈ Q : vp(x) ≥ vp(I) for all p ∈ P(R)} .
Finally, the principal fractional ideals F (R) form a subgroup of (D(R), •) which
is isomorphic to Q×. Suppose that R is a Krull ring. Then the quotient group
C(R) := D(R)/F (R) is called the divisor class group of R.
These were basic properties of Krull rings. We refer the interested reader to [Bou06,
Chapitre VII] or [Fos73] for more information.
5. C*-algebras attached to inverse semigroups, partial dynamical
systems, and groupoids
We refer the interested reader to [Ren80,Exe08,Exe15,Pat99] for more references
for this section.
5.1. Inverse semigroups. Inverse semigroups play an important role in the study
of semigroup C*-algebras.
Definition 5.1. An inverse semigroup is a semigroup S with the property that for
every x ∈ S, there is a unique y ∈ S with x = xyx and y = yxy.
We write y = x−1 and call y the inverse of x.
Definition 5.2. An inverse semigroup S is called an inverse semigroup with zero
if there is a distinguished element 0 ∈ S satisfying 0 · s = 0 = s · 0 for all s ∈ S.
Usually, if we write “inverse semigroup”, we mean an inverse semigroup with or
without zero. Sometimes we write “inverse semigroups without zero” for ordinary
inverse semigroups which do not have a distinguished zero element.
Every inverse semigroup can be realized as partial bijections on a fixed set. Multi-
plication is given by composition. However, a partial bijection is only defined on its
domain. Therefore, if we want to compose the partial bijection s : dom(s)→ im (s)
with another partial bijection t : dom(t)→ im (t), we have to restrict t to
dom(t) ∩ t−1(dom(s))
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to make sure that the image of the restriction of t lies in the domain of s. Only
then we can form s ◦ t. The inverse of a partial bijection is the usual inverse, in the
category of sets.
Inverse semigroups can also be realized as partial isometries on a Hilbert space. To
make sure that the product of two partial isometries is again a partial isometry, we
have to require that the source and range projections of our partial isometries com-
mute. Then multiplication in the inverse semigroup is just the usual multiplication
of operators on a fixed Hilbert space, i.e., composition of operators. The inverse in
our inverse semigroup is given by the adjoint operation for operators in general or
partial isometries in our particular situation.
Let us explain how to attach an inverse semigroup to a left cancellative semigroup.
Assume that P is a left cancellative semigroup. Its left inverse hull Il(P ) is the
inverse semigroup generated by the partial bijections
P → pP, x 7→ px,
whose domain is P and whose image is pP = {px : x ∈ P}. Its inverse is given by
pP → P, px 7→ x.
So Il(P ) is the smallest semigroup of partial bijections on P which is closed under
inverses and contains
{P → P, x 7→ px : p ∈ P} .
Given p ∈ P , we denote the partial bijection
P → pP, x 7→ px
by p. In this way, we obtain an embedding of P into Il(P ) by sending p ∈ P to the
partial bijection p ∈ Il(P ). This allows us to view P as a subsemigroup of Il(P ).
We say that Il(P ) is an inverse semigroup with zero if the partial bijection which
is nowhere defined, ∅ → ∅, is in Il(P ). In that case, ∅ → ∅ is the distinguished zero
element 0.
Alternatively, we can also describe Il(P ) as the smallest inverse semigroup of partial
isometries on ℓ2P generated by the isometries {Vp : p ∈ P}. This means that Il(P )
can be identified with the smallest semigroup of partial isometries on ℓ2P containing
the isometries {Vp : p ∈ P} and their adjoints
{
V ∗p : p ∈ P
}
and which is closed
under multiplication. In this picture, Il(P ) is an inverse semigroup with zero if and
only if the zero operator is in Il(P ).
An important subsemigroup of an inverse semigroup S is its semilattice of idempo-
tents.
Definition 5.3. The semilattice E of idempotents in an inverse semigroup S is
given by
E :=
{
x−1x : x ∈ S} = {xx−1 : x ∈ S} = {e ∈ S : e = e2} .
Define an order on E by setting, for e, f ∈ E, e ≤ f if e = ef .
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If S is an inverse semigroup with zero, E becomes a semilattice with zero, and the
distinguished zero element of S becomes the distinguished zero element of E.
In the case of partial bijections, the semilattice of idempotents is given by all
domains and images. Multiplication in this semilattice is intersection of sets, and
≤ is ⊆ for sets, i.e., containment.
Definition 5.4. For the left inverse hull Il(P ) attached to a left cancellative semi-
group P , the semilattice of idempotents is denoted by JP .
It is easy to see that JP is given by
JP =
{
pn · · · q−11 p1(P ) : qi, pi ∈ P
} ∪ {q−1n pn · · · q−11 p1(P ) : qi, pi ∈ P} .
Here, for X ⊆ P and p, q ∈ P , we write
p(X) = {px : x ∈ X}
and
q−1(X) = {y ∈ P : qy ∈ X} .
Subsets of the form pn · · · q−11 p1(P ) or q−1n pn · · · q−11 p1(P ) are right ideals of P .
Here, we call X ⊆ P a right ideal if for every x ∈ X and r ∈ P , we always have
xr ∈ X .
Definition 5.5. The elements in JP are called constructible right ideals of P .
We will work out the set of constructible right ideals explicitly for classes of exam-
ples in § 6.5.
There is a duality between semilattices, i.e., abelian semigroups of idempotents,
and totally disconnected locally compact Hausdorff spaces. Given a semilattice E,
we construct its space of characters Ê as follows:
Ê = {χ : E → {0, 1} non-zero semigroup homomorphism} .
In other words, elements in Ê are multiplicative maps from E to {0, 1}, where the
latter set is equipped with the usual multiplication when we view it as a subspace
of R (or C). In addition, we require that these multiplicative maps must take the
value 1 for some element e ∈ E. If our semilattice E is a semilattice with zero, and
0 is its distinguished zero element, then we require that χ(0) = 0 for all χ ∈ Ê.
The topology on Ê is given by pointwise convergence. Every χ ∈ Ê is uniquely
determined by
χ−1(1) = {e ∈ E : χ(e) = 1} .
χ−1(1) is an E-valued filter (which we simply call filter from now on), i.e., a subset
of E satisfying:
• χ−1(1) 6= ∅.
• For all e, f ∈ E with e ≤ f , e ∈ χ−1(1) implies f ∈ χ−1(1).
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• For all e, f ∈ E with e, f ∈ χ−1(1), ef lies in χ−1(1).
Conversely, every filter, i.e., every subset F ∈ E satisfying these three conditions
determines a unique χ ∈ Ê with χ−1(1) = F . Therefore, we have a one-to-one
correspondence between characters χ ∈ Ê and filters.
If E is a semilattice with zero, and 0 is the distinguished zero element, then we
have χ(0) = 0 for all χ ∈ Ê. In terms of filters, this amounts to saying that 0 is
never an element of a filter.
As an illustrative example, the reader is encouraged to work out the set of con-
structible right ideals JP and the space of characters ĴP for the non-abelian free
semigroup on two generators P = N ∗N, or in other words, the semilattice of idem-
potents E and the space of its characters Ê for the inverse semigroup S = Il(N∗N).
Now assume that we are given a subsemigroup P of a group G. We define
Il(P )
× := Il(P ) \ {0}
if Il(P ) is an inverse semigroup with zero, and 0 is its distinguished zero element,
and
Il(P )
× := Il(P )
otherwise.
Now it is easy to see that for every partial bijection s in Il(P )
×, there exists a
unique σ(s) ∈ G such that s is of the form
s(x) = σ(s) · x for x ∈ dom(s).
Here we view P as a subset of the group G and make use of multiplication in G.
In the alternative picture of Il(P ) as the inverse semigroup of partial isometries
on ℓ2P generated by the isometries {Vp : p ∈ P}, Il(P )× is given by all non-zero
partial isometries in Il(P ). Every element in Il(P )
× is of the form
Vq1 · · ·V ∗pn , V ∗p1Vq1 · · ·V ∗pn , Vq1 · · ·V ∗pnVqn , or V ∗p1Vq1 · · ·V ∗pnVqn .
The map σ which we introduced above is then given by
σ(Vq1 · · ·V ∗pn) = q1 · · · p−1n ∈ G,
σ(V ∗p1Vq1 · · ·V ∗pn) = p−11 q1 · · · p−1n ∈ G,
σ(Vq1 · · ·V ∗pnVqn) = q1 · · · p−1n qn ∈ G,
or σ(V ∗p1Vq1 · · ·V ∗pnVqn) = p−11 q1 · · · p−1n qn ∈ G.
To see that σ is well-defined, note that, similarly as above, every partial isometry
V ∈ Il(P )× has the property that there exists a unique g ∈ G such that for every
x ∈ P , either V δx = 0 or V δx = δg·x. And σ is defined in such a way that σ(V ) = g.
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It is easy to see that the map σ : Il(P )
× → G satisfies
σ(st) = σ(s)σ(t)
for all s, t ∈ Il(P )×, as long as the product st lies in Il(P )×, i.e., is non-zero.
Moreover, setting
J ×P := JP \ {0}
if JP is a semilattice with zero, and 0 is the distinguished zero element, and
J ×P := JP
otherwise, it is also easy to see that
σ−1(e) = J ×P .
Here e is the identity in our group G.
We formalize this in the next definition: Let S be an inverse semigroup and E the
semilattice of idempotents of S. We set S× := S \ {0} if S is an inverse semigroup
with zero, and 0 is the distinguished zero element, and S× := S otherwise. Similarly,
let E× := E \ {0} if E is a semilattice with zero, and 0 is the distinguished zero
element, and E× := E otherwise. Moreover, let G be a group.
Definition 5.6. A map σ : S× → G is called a partial homomorphism if σ(st) =
σ(s)σ(t) for all s, t ∈ S× with st ∈ S×.
A map σ : S× → G is called idempotent pure if σ−1(e) = E×.
The existence of an idempotent pure partial homomorphism will allow us to describe
C*-algebras attached to inverse semigroups as crossed products of partial dynamical
systems later on.
The following is a useful observation which we need later on.
Lemma 5.7. Assume that S is an inverse semigroup and σ : S× → G is an
idempotent pure partial homomorphism to a group G. Whenever two elements s
and t in S× satisfy s−1s = t−1t and σ(s) = σ(t), then we must have s = t.
Proof. It is clear that st−1 lies in S×. Since σ(st−1) = e, we must have st−1 ∈ E.
Hence
st−1 = ts−1st−1 = tt−1,
and therefore
s = ss−1s = st−1t = tt−1t = t.

Let us now explain the construction of reduced and full C*-algebras for inverse
semigroups.
Let S be an inverse semigroup, and define S× as above. For s ∈ S, define
λs : ℓ
2S× → ℓ2S×
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by setting
λs(δx) := δsx if s
−1s ≥ xx−1, and λs(δx) := 0 otherwise.
Note that we require s−1s ≥ xx−1 because on{
x ∈ S : s−1s ≥ xx−1} ,
the map x 7→ sx given by left multiplication with s is injective. This is because we
can reconstruct x from sx due to the computation
x = xx−1x = s−1sxx−1x = s−1(sx).
Therefore, for each s, we obtain a partial isometry λs by our construction. The
assignment s 7→ λs is a *-representation of S by partial isometries on ℓ2S×. It is
called the left regular representation of S. The star in *-representation indicates
that we have λs−1 = λ
∗
s .
Definition 5.8. We define
C∗λ(S) := C
∗({λs : s ∈ S}) ⊆ L(ℓ2S×).
C∗λ(S) is called the reduced inverse semigroup C*-algebra of S.
The full C*-algebra of an inverse semigroup S is given by a universal property.
Definition 5.9. We define
C∗(S) := C∗
({vs}s∈S vsvt = vst, v∗s = vs−1 , v0 = 0 if 0 ∈ S) .
C∗(S) is the full inverse semigroup C*-algebra of S.
Here, 0 ∈ S is short for
“S is an inverse semigroup with zero, and 0 is the distinguished zero element”.
This means that C∗(S) is uniquely determined by the property that given any
C*-algebra B with elements {ws : s ∈ S} satisfying the above relations, i.e.,
wswt = wst, w
∗
s = ws−1 , w0 = 0 if 0 ∈ S,
then there exists a unique *-homomorphism from C∗(S) to B sending vs to ws.
In other words, C∗(S) is the C*-algebra universal for *-representation of S by
partial isometries (in a C*-algebra, or on a Hilbert space). Note that we require
that if 0 ∈ S, then the zero element of S should be represented by the partial
isometry 0. That is why v0 = 0 in case 0 ∈ S. This is different from the definition
in [Pat99, § 2.1], where the partial isometry representing 0 in the full C*-algebra
of S is a non-zero, minimal and central projection. We will come back to this
difference in the definitions later on.
By construction, there is a canonical *-homomorphism λ : C∗(S) → C∗λ(S), vs 7→
λs. It is called the left regular representation (of C
∗(S)).
We refer the reader to [Pat99] for more about inverse semigroups and their C*-
algebras.
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5.2. Partial dynamical systems. Whenever we have a semigroup embedded into
a group, or an inverse semigroup with an idempotent pure partial homomorphism
to a group, we can construct a partial dynamical system. Let us first present the
general framework.
In the following, our convention will be that all our groups are discrete and count-
able, and all our topological spaces are locally compact, Hausdorff and second
countable.
Definition 5.10. Let G be a group with identity e, and let X be a topological space.
A partial action α of G on X consists of
• a collection {Ug}g∈G of open subspaces Ug ⊆ X,
• a collection {αg}g∈G of homeomorphisms αg : Ug−1 → Ug, x 7→ g.x such
that
– Ue = X, αe = idX ;
– for all g1, g2 ∈ G, we have
g2.(U(g1g2)−1 ∩ Ug−12 ) = Ug2 ∩ Ug−11 ,
and (g1g2).x = g1.(g2.x) for all x ∈ U(g1g2)−1 ∩ Ug−12 .
We call such a triple (X,G, α) a partial dynamical system, and denote it by α :
Gy X or simply Gy X.
Let α : G y X be a partial dynamical system. The dual action α∗ of α is the
partial action (in the sense of [McC95]) of G on C0(X) given by
α∗g : C0(Ug−1)→ C0(Ug), f 7→ f(g−1.⊔).
We set out to describe a canonical partial action attached to a semigroup P em-
bedded into a group G. Let C∗λ(P ) be the reduced semigroup C*-algebra of P . It
contains a canonical commutative subalgebra Dλ(P ), which is given by
Dλ(P ) := C
∗({1X : X ∈ JP }) ⊆ C∗λ(P ).
It is clear that Dλ(P ) coincides with span(σ
−1(e)). Recall that the map σ :
Il(P )
× → G is given as follows: Every partial isometry V ∈ Il(P )× has the prop-
erty that there exists a unique g ∈ G such that for every x ∈ P , either V δx = 0 or
V δx = δg·x. And σ is defined in such a way that σ(V ) = g.
Let us now describe the canonical partial action G y Dλ(P ). We will think of it
as a dual action α∗. For g ∈ G, let
Dg−1 := span(
{
V ∗V : V ∈ Il(P )×, σ(V ) = g
}
).
By construction, we have that De = Dλ(P ). Moreover, it is easy to see that Dg−1
is an ideal of Dλ(P ). Here is the argument: Suppose we are given V ∈ Il(P )× with
σ(V ) = g, andW ∈ Il(P )× with σ(W ) = e. ThenW must be a projection since for
every x ∈ P , either Wδx = 0 or Wδx = δe·x = δx. Moreover,W and V ∗V commute
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as both of these are elements in the commutative C*-algebra ℓ∞(P ). Hence WV ∗V
is non-zero if and only if V ∗VW is non-zero, and if that is the case, we obtain
WV ∗V = V ∗VW =WV ∗VW = (VW )∗(V W ).
As σ(VW ) = g, this implies that both WV ∗V and V ∗VW lie in Dg−1 . Therefore,
as we claim, Dg−1 is an ideal of Dλ(P ).
We then define α∗g as α∗g : Dg−1 → Dg, V ∗V → V V ∗ for V ∈ I×V with σ(V ) = g.
This is well-defined: If we view ℓ2P as a subspace ℓ2G and let λ be the left regular
representation of G, then every V ∈ I×V with σ(V ) = g satisfies V = λgV ∗V .
Therefore, V V ∗ = λgV ∗V λ∗g. This shows that α∗g is just conjugation with the
unitary λg. This also explains why α
∗
g is an isomorphism.
Of course, we can also describe the dual action α. Set
ΩP := Spec (Dλ(P ))
and for every g ∈ G, let
Ug−1 := D̂g−1 .
It is easy to see that
Ug−1 =
{
χ ∈ ΩP : χ(V ∗V ) = 1 for some V ∈ I×V with σ(V ) = g
}
.
We then define αg by setting αg(χ) := χ ◦ α∗g−1 . These αg, g ∈ G, give rise to the
canonical partial dynamical system Gy ΩP attached to a semigroup P embedded
into a group G.
Our next goal is to describe a canonical partial dynamical system attached to inverse
semigroups equipped with a idempotent pure partial homomorphism to a group.
Let S be an inverse semigroup and E the semilattice of idempotents of S. Let G be
a group. Assume that σ is a partial homomorphism S× → G which is idempotent
pure.
In this situation, we describe a partial dynamical system Gy Ê, and we will show
later (see Corollary 5.23) that the reduced C*-algebra C∗λ(S) of S is canonically
isomorphic to C0(Ê)⋊r G.
Consider the sub-C*-algebra
C∗(E) := C∗({λe : e ∈ E}) ⊆ C∗λ(S).
As we will see, we have a canonical isomorphism Spec (C∗(E)) ∼= Ê, so that
C0(Ê) ∼= C∗(E).
Now let us describe the partial action G y C∗(E). For g ∈ G, define a sub-C*-
algebra of C∗(E) by
C∗(E)g−1 := span(
{
λs−1s : s ∈ S×, σ(s) = g
}
).
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As σ is idempotent pure, we have C∗(E)e = C∗(E). For every g ∈ G, we have a
C*-isomorphism
α∗g : C
∗(E)g−1 → C∗(E)g , λs−1s 7→ λss−1 .
The corresponding dual action is given as follows: We identify Spec (C∗(E)) with
Ê. Then, for every g ∈ G, we set
Ug = Spec (C
∗(E)g) ⊆ Ê.
It is easy to see that
Ug−1 =
{
χ ∈ Ê : χ(s−1s) = 1 for some s ∈ S× with σ(s) = g
}
.
For every g ∈ G, the homeomorphism αg : Ug−1 → Ug defining the partial dynam-
ical system Gy Ê is given by αg(χ) = χ ◦ α∗g−1 . More concretely, given χ ∈ Ug−1
and s ∈ S× with σ(s) = g and χ(s−1s) = 1, we have αg(χ)(e) = χ(s−1es). These
αg, g ∈ G, give rise to the canonical partial dynamical system Gy Ê attached to
an inverse semigroup S equipped with an idempotent pure partial homomorphism
to a group G.
At this point, a natural question arises. Assume we are given a semigroup P
embedded into a group G. We have seen above that this leads to an idempotent
pure partial homomorphism on the left inverse hull Il(P ) to our group G. How
is the partial dynamical system G y ΩP related to the partial dynamical system
Gy ĴP ? We will see the answer in § 6.7.
Let us now recall the construction, originally defined in [McC95], of the reduced
and full crossed products C0(X)⋊α∗,r G and C0(X)⋊α∗ G attached to our partial
dynamical system α : Gy X . We usually omit α∗ in our notation for the crossed
products for the sake of brevity.
First of all,
C0(X)⋊ℓ
1
G :=
{∑
g
fgδg ∈ ℓ1(G,C0(X)) : fg ∈ C0(Ug)
}
becomes a *-algebra under component-wise addition, multiplication given by(∑
g
fgδg
)
·
(∑
h
f˜hδh
)
:=
∑
g,h
α∗g(α
∗
g−1 (fg)f˜h)δgh
and involution (∑
g
fgδg
)∗
:=
∑
g
α∗g(f
∗
g−1)δg.
As in [McC95], we construct a representation of C0(X) ⋊ℓ
1
G. Viewing X as a
discrete set, we define ℓ2X and the representation
M : C0(X)→ L(ℓ2X), f 7→M(f),
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where M(f) is the multiplication operator M(f)(ξ) := f · ξ for ξ ∈ ℓ2X . M is
obviously a faithful representation of C0(X). Every g ∈ G leads to a twist of M ,
namely
Mg : C0(X)→ L(ℓ2X) given by Mg(f)ξ := f |Ug(g.⊔) · ξ|Ug−1 .
Here we view f |Ug (g.⊔) as an element in Cb(Ug−1), and Cb(Ug−1) acts on ℓ2Ug−1
just by multiplication operators. Given ξ ∈ ℓ2X , we set
ξ|U
g−1
(x) := ξ(x) if x ∈ Ug−1 and ξ|Ug−1 (x) := 0 if x /∈ Ug−1 .
In other words, ξ|U
g−1
is the component of ξ in ℓ2Ug−1 with respect to the decom-
position
ℓ2X = ℓ2Ug−1 ⊕ ℓ2U cg−1 .
So we have
Mg(f)ξ(x) = f(g.x)ξ(x) if x ∈ Ug−1 and Mg(f)ξ(x) = 0 if x /∈ Ug−1 .
Consider now the Hilbert space
H := ℓ2(G, ℓ2X) ∼= ℓ2G⊗ ℓ2X,
and define the representation
µ : C0(X)→ L(H) given by µ(f)(δg ⊗ ξ) := δg ⊗Mg(f)ξ.
For g ∈ G, let Eg be the orthogonal projection onto µ(C0(Ug−1))H . Moreover, let
λ denote the left regular representation of G on ℓ2G, and set Vg := (λg ⊗ I) · Eg.
Here I is the identity operator on H .
We can now define the representation
µ× λ : C0(X)⋊ℓ1 G→ L(H),
∑
g
fgδg 7→
∑
g
µ(fg)Vg.
Following the original definition in [McC95], we set
Definition 5.11.
C0(X)⋊r G := C0(X)⋊ℓ
1 G
‖·‖µ×λ
.
To define the full crossed product C0(X) ⋊ G attached to our partial dynamical
system Gy X , recall that we have already introduced the *-algebra C0(X)⋊ℓ
1
G.
Definition 5.12. Let C0(X) ⋊ G be the universal enveloping C*-algebra of the
*-algebra C0(X)⋊ℓ
1
G.
This means that C0(X) ⋊ G is universal for *-representations of C0(X) ⋊ℓ
1
G as
bounded operators on Hilbert spaces or to C*-algebras. To construct this universal
C*-algebra, we follow the usual procedure of completing C0(X)⋊ℓ
1
G with respect to
the maximal C*-norm on C0(X)⋊ℓ
1
G. Usually, we only obtain a C*-seminorm and
have to divide out vectors with trivial seminorm, but because the *-representation
µ × λ constructed above is faithful, we get a C*-norm. So there is an embedding
C0(X)⋊ℓ
1
G →֒ C0(X)⋊G, and the universal property of C0(X)⋊G means that
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whenever we have a *-homomorphism C0(X) ⋊ℓ
1
G → B to some C*-algebra B,
there is a unique *-homomorphism C0(X)⋊G→ B which makes the diagram
C0(X)⋊ℓ
1
G


//
**❚❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
C0(X)⋊G

B
commutative.
By construction, there is a canonical *-homomorphism C0(X)⋊G→ C0(X)⋊r G
extending the identity on C0(X)⋊ℓ
1
G.
The reader may consult [McC95,Exe15] for more information about partial dynam-
ical systems and their C*-algebras.
5.3. E´tale groupoids. Groupoids play an important role in operator algebras in
general and for our topic of semigroup C*-algebras in particular. This is because
many C*-algebras can be written as groupoid C*-algebras. This also applies to
many semigroup C*-algebras.
Let us first introduce groupoids. In the language of categories, a groupoid is simply
a small category with inverses. Very roughly speaking, this means that a groupoid is
a group where multiplication is not globally defined. Roughly speaking, a groupoid
G is a set, whose elements γ are arrows r(γ) ←− s(γ). Here r(γ) and s(γ) are
elements in G(0), the set of units. r stands for range and s stands for source. For
every u ∈ G(0), there is a distinguished arrow u idu←− u in our groupoid G. This
allows us to define an embedding
G(0) →֒ G, u 7→ idu,
which in turn allows us to view G(0) as a subset of G.
G comes with a multiplication
{(γ, η) ∈ G × G : s(γ) = r(η)} −→ G, (γ, η) 7→ γη.
We think of this multiplication as concatenation of arrows. With this picture in
mind, the condition s(γ) = r(η) makes sense. Also, G comes with an inversion
G → G, γ → γ−1.
We think of this inversion as reversing arrows. The picture of arrows, with concate-
nation as multiplication and reversing as inversion, leads to obvious axioms, which,
once imposed, give rise to the formal definition of a groupoid. Let us present the
details.
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Definition 5.13. A groupoid is a set G, together with a bijective map G → G, γ 7→
γ−1, a subset G ∗ G ⊆ G × G, and a map G ∗ G → G, (γ, η) 7→ γη, such that
(γ−1)−1 = γ for all γ ∈ G,
(γη)ζ = γ(ηζ) for all (γ, η), (η, ζ) ∈ G ∗ G,
γ−1γη = η, γηη−1 = γ for all (γ, η) ∈ G ∗ G.
Note that we implicitly impose conditions on G ∗ G so that these equations make
sense. For instance, the second equation implicitly requires that for all (γ, η) and
(η, ζ) in G ∗ G, ((γη), ζ) and (γ, (ηζ)) must lie in G ∗ G as well.
Elements in G ∗ G are called composable pairs.
The set of units is now defined by
G(0) := {γ−1γ : γ ∈ G} ,
it is also given by
G(0) = {γγ−1 : γ ∈ G} .
Moreover, we define the source map by setting
s : G → G(0), γ 7→ γ−1γ
and the range map by setting
r : G → G(0), γ 7→ γγ−1.
It is now an immediate consequence of the axioms that
G ∗ G = {(γ, η) ∈ G × G : s(γ) = r(η)} .
A groupoid G is called a topological groupoid if the set G comes with a topology such
that multiplication and inversion become continuous maps. A topological groupoid
is called e´tale if r and s are local homeomorphisms. A topological groupoid is called
locally compact if it is locally compact (and Hausdorff) as a topological space.
As an example, let us describe the partial transformation groupoid attached to the
partial dynamical system α : Gy X . It is denoted by G α⋉X and is given by
G α⋉X :=
{
(g, x) ∈ G×X : g ∈ G, x ∈ Ug−1
}
,
with source map s(g, x) = x, range map r(g, x) = g.x, composition
(g1, g2.x)(g2, x) = (g1g2, x)
and inverse
(g, x)−1 = (g−1, g.x).
We equip Gα⋉X with the subspace topology from G×X . Usually, we write G⋉X
for G α⋉X if the action α is understood. The unit space of G⋉X coincides with
X . Since G is discrete, G⋉X is an e´tale groupoid. Actually, if we set
Gx :=
{
g ∈ G : x ∈ Ug−1
}
and Gx := {g ∈ G : x ∈ Ug}
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for x ∈ X , then we have canonical identifications
s−1(x) ∼= Gx, (g, x) 7→ g and r−1(x) ∼= Gx, (g, g−1.x) 7→ g.
Let G be an e´tale locally compact groupoid. For x ∈ G(0), let Gx = s−1(x) and
Gx = r−1(x). Cc(G) is a *-algebra with respect to the multiplication
(f ∗ g)(γ) =
∑
β∈Gs(γ)
f(γβ−1)g(β)
and the involution
f∗(γ) = f(γ−1).
For every x ∈ G(0), define a *-representation πx of Cc(G) on ℓ2Gx by setting
πx(f)(ξ)(γ) = (f ∗ ξ)(γ) =
∑
β∈Gx
f(γβ−1)ξ(β).
Alternatively, if we want to highlight why these representations play the role of the
left regular representation, attached to left multiplication, we could define πx by
setting
πx(f)δγ =
∑
α∈Gr(γ)
f(α)δαγ .
Here {δγ : γ ∈ Gx} is the canonical orthonormal basis of ℓ2Gx.
With these definitions, we are ready to define groupoid C*-algebras.
Definition 5.14. Let
‖f‖C∗r (G) := sup
x∈G(0)
‖πx(f)‖
for f ∈ Cc(G).
We define C∗r (G) := Cc(G)
‖·‖C∗r (G) .
C∗r (G) is called the reduced groupoid C*-algebra of G.
Alternatively, we could set
π =
⊕
x∈G(0)
πx
and
C∗r (G) = π(Cc(G)) ⊆ L(
⊕
x
ℓ2Gx).
Let us now define the full groupoid C*-algebra. Let G be an e´tale locally compact
groupoid. Then G(0) is a clopen subspace of G. Therefore, we can think of Cc(G(0))
as a subspace of Cc(G) simply by extending functions on G(0) by 0 to functions on
G. This allows us to define the full groupoid C*-algebra.
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Definition 5.15. For f ∈ Cc(G), let
‖f‖C∗(G) = sup
π
‖π(f)‖ ,
where the supremum is taken over all *-representations of Cc(G) which are bounded
on Cc(G(0)) (with respect to the supremum norm ‖·‖∞).
We then set C∗(G) := Cc(G)‖·‖C∗(G) .
C∗(G) is called the full groupoid C*-algebra of G.
Remark 5.16. We will only deal with second countable locally compact e´tale
groupoids. In that case, [Ren80, Chapter II, Theorem 1.21] tells us that every *-
representation of Cc(G) on a separable Hilbert space is automatically bounded. In
other words, the full groupoid C*-algebra of G is the universal enveloping C*-algebra
of Cc(G). This notion has been explained after Definition 5.12.
By construction, there is a canonical *-homomorphism C∗(G) → C∗r (G) extending
the identity on Cc(G). It is called the left regular representation.
5.4. The universal groupoid of an inverse semigroup. We attach groupoids
to inverse semigroups so that full and reduced C*-algebras coincide. The groupoids
we construct are basically Paterson’s universal groupoid, as in [Pat99, § 4.3] or
[MS14]. There is however a small difference. In case of inverse semigroups with
zero, our construction differs from Paterson’s because we want the distinguished
zero element to be represented by zero in the reduced and full C*-algebras.
Let us first explain our construction. We start with an inverse semigroup S with
semilattice of idempotents denoted by E. Set
Σ :=
{
(s, χ) ∈ S × Ê : χ(s−1s) = 1
}
.
Note that in case 0 ∈ S, we must have s 6= 0 since χ(0) = 0 by our convention.
We introduce an equivalence relation on Σ. Given (s, χ) and (t, ψ) in Σ, we define
(s, χ) ∼ (t, ψ) if there exists e ∈ E with se = te and χ(e) = 1.
The equivalence class of (s, χ) ∈ Σ with respect to ∼ is denoted by [s, χ]. We set
G(S) := Σ/∼, i.e., G(S) = {[s, χ] : (s, χ) ∈ Σ} .
To define a multiplication on G(S), we need to introduce the following notation:
Let s ∈ S and χ ∈ Ê be such that χ(s−1s) = 1. Then we define a new element s.χ
of Ê by setting
(s.χ)(e) := χ(s−1es).
Then we say that [t, ψ] and [s, χ] are composable if ψ = s.χ. In that case, we define
their product as
[t, ψ][s, χ] := [ts, χ].
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The inverse map is given by
[s, χ]−1 := [s−1, s.χ].
It is easy to see that multiplication and inverse are well-defined, and they give rise
to a groupoid structure on G(S).
Moreover, we introduce a topology on G(S) by choosing a basis of open subsets.
Given s ∈ S and an open subspace
U ⊆
{
χ ∈ Ê : χ(s−1s) = 1
}
,
we define
D(s, U) := {[s, χ] : χ ∈ U} .
We equip G(S) with the topology which has as a basis of open subsets
D(s, U), for s ∈ S and U ⊆
{
χ ∈ Ê : χ(s−1s) = 1
}
open.
It is easy to check that with this topology, G(S) becomes a locally compact e´tale
groupoid. In all our examples, S will be countable, in which case G(S) will be
second countable.
Let us explain the difference between our groupoid G(S) and the universal groupoid
attached to S in [Pat99, § 4.3]. Assume that S is an inverse semigroup with zero,
and 0 is the distinguished zero element. The starting point is that our space Ê and
the space of semi-characters X introduced in [Pat99, § 2.1] and [Pat99, § 4.3] do
not coincide. They are related by
X = Ê ⊔ {χ0} .
Here χ0 is the semi-character on E which sends every element of E to 1, even 0.
The disjoint union above is not only a disjoint union of sets, but also of topological
spaces, i.e., χ0 is an isolated point in X (it is open and closed).
Now it is easy to see that our G(S) is the restriction of the universal groupoid Gu
attached to S in [Pat99, § 4.3] to Ê. This means that
G(S) =
{
γ ∈ Gu : r(γ) ∈ Ê, s(γ) ∈ Ê
}
.
Actually, the only element in Gu which does not have range and source in Ê is χ0
itself. It follows that
(4) Gu = G(S) ⊔ {χ0} .
5.5. Inverse semigroup C*-algebras as groupoid C*-algebras. We begin by
identifying the full C*-algebras. Given an inverse semigroup S with semilattice of
idempotents E, let us introduce the notation that for e ∈ E, we write
Ue :=
{
χ ∈ Ê : χ(e) = 1
}
.
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Theorem 5.17. For every inverse semigroup S, there is a canonical isomorphism
C∗(S)
∼=−→ C∗(G(S))
sending the generator vs ∈ C∗(S) to the characteristic function on D(s, Us−1s),
viewed as an element in Cc(G) ⊆ C∗(G).
Recall that
D(s, Us−1s) = {[s, χ] : χ ∈ Us−1s} .
Proof. If case of inverse semigroups without zero, our theorem is just [Pat99, Chap-
ter 4, Theorem 4.4.1].
Now let us assume that 0 ∈ S. Then the full C*-algebra attached to S in [Pat99,
§ 2.1] is canonically isomorphic to
C∗(S)⊕ Cv0,
where C∗(S) is our full inverse semigroup C*-algebra in the sense of Definition 5.9,
and v0 is a (non-zero) projection.
For the full groupoid C*-algebra of the universal groupoid Gu attached to S in
[Pat99, § 4.3], we get because of (4):
C∗(Gu) ∼= C∗(G(S)) ⊕ C1χ0 .
Here 1χ0 is the characteristic function of the one-point set {χ0}, and it is easy to
see that 1χ0 is a (non-zero) projection.
With these observations in mind, it is easy to see that the identification in [Pat99,
Chapter 4, Theorem 4.4.1] of the full C*-algebra attached to S in [Pat99, § 2.1] with
the full groupoid C*-algebra C∗(Gu) respects these direct sum decompositions, i.e.,
it sends C∗(S) in the sense of Definition 5.9 to C∗(G(S)). Finally, it is also easy
to see that the identification we get in this way really sends vs ∈ C∗(S) to the
characteristic function on D(s, Us−1s). 
Next, we identify the reduced C*-algebras.
Theorem 5.18. For every inverse semigroup S, there is a canonical isomorphism
C∗λ(S)
∼=−→ C∗r (G(S))
sending the generator λs ∈ C∗λ(S) to the characteristic function on D(s, Us−1s),
viewed as an element in Cc(G) ⊆ C∗r (G).
We could give a proof of this result in complete analogy to the case of the full
C*-algebras, using [Pat99, Chapter 4, Theorem 4.4.2] instead of [Pat99, Chapter 4,
Theorem 4.4.1]. Instead, since all these C*-algebras are defined using concrete
representations, we give a concrete proof identifying certain representations.
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Proof. For e ∈ E×, define
S×e :=
{
x ∈ S× : x−1x = e} .
It is then easy to see that
S× =
⊔
e∈E×
S×e .
This yields the direct sum decomposition
ℓ2S× =
⊕
e∈E×
ℓ2S×e .
The left regular representation of S respects this direct sum decomposition. This
is because given s ∈ S and x ∈ S×e with s−1s ≥ xx−1, we have that sx ∈ S×e since
(sx)−1(sx) = x−1(s−1s)x = x−1(s−1sxx−1)x = x−1(xx−1)x = x−1x = e.
Therefore, for every s ∈ S, we have
λs =
⊕
e∈E×
λs
∣∣
ℓ2S×e
.
Now define for every e ∈ E× the character χe ∈ Ê by setting
χe(f) = 1 if e ≤ f,
χe(f) = 0 if e  f.
The map
S×e −→ G(S)χe , x 7→ [x, χe]
is surjective as every (x, χe) ∈ Σ is equivalent to (xe, χe), and xe lies in S×e as
χe(x
−1x) = 1 implies e ≤ x−1x. It is also injective as [x, χe] = [y, χe] for x, y ∈ S×e
implies that xf = yf for some f ∈ E× with e ≤ f , and thus x = y. Therefore, the
map above is a bijection. It induces a unitary
U : ℓ2S×e
∼=−→ ℓ2G(S)χe , δx 7→ δ[x,χe].
Now let 1D(s,Us−1s) be the characteristic function on D(s, Us−1s), viewed as an
element in Cc(G). Then we have
(5) U ◦ λs
∣∣
ℓ2S×e
= πχe(1D(s,Us−1s)) ◦ U.
This is because
(U ◦ λs
∣∣
ℓ2S×e
)(δx) = U(δsx) = [sx, χe]
and
(πχe ◦ 1D(s,Us−1s) ◦ U)(δx) = πχe(1D(s,Us−1s))([x, χe]) = [sx, χe]
if s−1s ≥ xx−1, and both sides of (5) are zero if s−1s  xx−1.
Hence it follows that the left regular representation of C∗(S) is unitarily equivalent
to ⊕
e∈E×
πχe
under the isomorphism from Theorem 5.17.
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Thus, all we have to show in order to conclude our proof is that
(6) sup
χ∈Ê
‖πχ(f)‖ = sup
e∈E×
‖πχe(f)‖ ,
for all f ∈ Cc(G(S)). To show this, we first need to observe that{
χe : e ∈ E×
}
is dense in Ê. This is because a basis of open subsets for the topology of Ê are
given by
U(e; e1, . . . , en) :=
{
χ ∈ Ê : χ(e) = 1; χ(e1) = . . . = χ(en) = 0
}
,
for e, e1, . . . , en ∈ E× with ei  e. It is then clear that χe lies in U(e; e1, . . . , en).
Because of density, (6) follows from [Pat99, Chapter 3, Proposition 3.1.2]. 
Remark 5.19. It is clear that the explicit isomorphisms provided by Theorem 5.17
and Theorem 5.18 give rise to a commutative diagram
C∗(S) //
∼=

C∗λ(S)
∼=

C∗(G(S)) // C∗r (G(S))
where the horizontal arrows are the left regular representations and the vertical
arrows are the identifications provided by Theorem 5.17 and Theorem 5.18.
5.6. C*-algebras of partial dynamical systems as C*-algebras of partial
transformation groupoids. Our goal is to identify the full and reduced crossed
products attached to partial dynamical systems with full and reduced groupoid
C*-algebras for the corresponding partial transformation groupoids.
Given a partial dynamical system G y X , we have constructed its partial trans-
formation groupoid G⋉X in § 5.3.
The following result is [Aba04, Theorem 3.3]:
Theorem 5.20. The canonical homomorphism
Cc(G⋉X)→ C0(X)⋊ℓ1 G, θ 7→
∑
g
θ(g, g−1.⊔)δg ,
where θ(g, g−1.⊔) is the function Ug−1 → C, x 7→ θ(g, g−1.x), extends to an iso-
morphism
C∗(G⋉X)
∼=−→ C0(X)⋊G.
Here we use the same notation for partial dynamical systems and their crossed
products as in § 5.2.
Let us now identify reduced crossed products.
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Theorem 5.21. The canonical homomorphism
(7) Cc(G⋉X)→ C0(X)⋊ℓ
1
G, θ 7→
∑
g
θ(g, g−1.⊔)δg ,
where θ(g, g−1.⊔) is the function
Ug−1 → C, x 7→ θ(g, g−1.x),
extends to an isomorphism
C∗r (G⋉X)
∼=−→ C0(X)⋊r G.
We include a proof of this result. It is taken from [Li16b].
Proof. We use the same notation as in the construction of the reduced crossed
product in § 5.2. As above, let µ × λ be the representation C0(X)⋊ℓ1 G→ L(H)
which we used to define C0(X)⋊r G. Our first observation is
(8) im (µ× λ)(H) =
⊕
h∈G
δh ⊗ ℓ2Uh−1 .
To see this, observe that for all g ∈ G,
im (Eg) ⊆
⊕
h
δh ⊗ ℓ2(Uh−1 ∩ U(gh)−1).
This holds since for
x /∈ h−1.(Uh ∩ Ug−1) = U(gh)−1 ∩ Uh−1 ,
f |Uh(h.x) = 0 for f ∈ C0(Ug−1). Therefore,
π(C0(Ug−1))(δh ⊗ ℓ2X) ⊆ δh ⊗ ℓ2(Uh−1 ∩ U(gh)−1).
Hence
im (Eg) ⊆
⊕
h
δh ⊗ ℓ2(Uh−1 ∩ U(gh)−1),
and thus,
im (Vg) ⊆
⊕
h
δgh ⊗ ℓ2(Uh−1 ∩ U(gh)−1) ⊆
⊕
h
δh ⊗ ℓ2Uh−1 .
This shows “⊆” in (8). For “⊇”, note that for f ∈ C0(X),
(µ× λ)(fδe) = µ(f)Ee,
and for ξ ∈ ℓ2Uh−1 ,
µ(f)Ee(δh ⊗ ξ) = δh ⊗ f |Uh(h.⊔)ξ.
So (µ× λ)(fδe)(H) contains δh ⊗ f · ξ for all f ∈ C0(Uh−1) and ξ ∈ ℓ2Uh−1 , hence
also δh ⊗ ℓ2Uh−1 . This proves “⊇”.
For x ∈ X , let Gx =
{
g ∈ G : x ∈ Ug−1
}
as before. Our second observation is that
for every x ∈ X , the subspace Hx := ℓ2Gx ⊗ δx is (µ×λ)-invariant. It is clear that
µ(f) leaves Hx invariant for all f ∈ C0(X). For g, h ∈ G,
Eg(δh ⊗ δx) = δh ⊗ δx
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if x ∈ Uh−1 ∩ U(gh)−1 , and if that is the case, then
Vg(δh ⊗ δx) = δgh ⊗ δx ∈ Hx.
Therefore,
H =
(⊕
x∈X
Hx
)
⊕ (µ× λ)(C0(X)⋊ℓ1 G)(H)⊥
is a decomposition of H into µ× λ-invariant subspaces. For x ∈ X , set
ρx := (µ× λ)|Hx .
Then
C0(X)⋊r G = C0(X)⋊ℓ
1 G
‖·‖⊕
x ρx .
Moreover, we have for x ∈ Uh−1 ,
ρx
(∑
g
fgδg
)
(δh ⊗ δx) =
∑
g
µ(fg)Vg(δh ⊗ δx)
=
∑
g: x∈U(gh)−1
µ(fg)(δgh ⊗ δx) =
∑
g: x∈U(gh)−1
δgh ⊗ fg(gh.x)δx
=
∑
k∈Gx
δk ⊗ fkh−1(k.x)δx.(9)
Let us compare this construction with the construction of the reduced groupoid
C*-algebra of G⋉X . Obviously, (7) is an embedding of Cc(G⋉X) as a subalgebra
which is ‖·‖ℓ1-dense in C0(X)⋊ℓ
1
G. Therefore,
C0(X)⋊r G = Cc(G⋉X)
‖·‖⊕
x ρx .
Now, to construct the reduced groupoid C*-algebra C∗r (G ⋉ X), we follow our
explanations in § 5.3 and construct for every x ∈ X the representation
πx : Cc(G⋉X)→ L(ℓ2(s−1(x)))
by setting
πx(θ)(ξ)(ζ) :=
∑
η∈ s−1(x)
θ(ζη−1)ξ(η).
In our case, using s−1(x) = Gx × {x}, we obtain for ξ = δh ⊗ δx with h ∈ Gx:
πx(θ)(δh ⊗ δx)(k, x) = θ((k.x)(h, x)−1) = θ(kh−1, h.x).
Thus,
(10) πx(θ)(δh ⊗ δx)(k, x) =
∑
k∈Gx
θ(kh−1, h.x)δk ⊗ δx.
By definition,
C∗r (G⋉X) = Cc(G⋉X)
‖·‖⊕
x pix .
Therefore, in order to show that ‖·‖⊕
x ρx
and ‖·‖⊕
x ρx
coincide on Cc(G ⋉X), it
suffices to show that for every x ∈ X , πx and the restriction of ρx to Cc(G ⋉ X)
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are unitarily equivalent. Given x ∈ X , using s−1(x) = Gx × {x}, we obtain the
canonical unitary
ℓ2(s−1(x)) ∼= Hx = ℓ2(Gx)⊗ δx,
so that we may think of both ρx and πx as representations on ℓ
2(Gx)⊗δx. We then
have for x ∈ X , θ ∈ Cc(G⋉X) and h ∈ Gx:
ρx(θ)(δh ⊗ δx) (7)= ρx(
∑
g
θ(g, g−1.⊔)δg)(δh ⊗ δx)
(9)
=
∑
k∈Gx
δk ⊗ θ(kh−1, h.x)δx (10)= πx(θ)(δh ⊗ δx).
This yields the canonical identification
C0(X)⋊r G ∼= C∗r (G⋉X),
as desired. 
5.7. The case of inverse semigroups admitting an idempotent pure partial
homomorphism to a group. We would like to show that in the case of inverse
semigroups which admit an idempotent pure partial homomorphism to a group, all
our constructions above coincide.
Let S be an inverse semigroup and E the semilattice of idempotents of S. Let G be
a group. Assume that σ is a partial homomorphism S× → G which is idempotent
pure.
In this situation, we constructed a partial dynamical system Gy Ê in § 5.2. Our
first observation is that the partial transformation groupoid of G y Ê can be
canonically identified with the groupoid G(S) we attached to S in § 5.4.
Lemma 5.22. In the situation described above, we have a canonical identification
G(S) ∼=−→ G⋉ Ê, [s, χ] 7→ (σ(s), χ).
of topological groupoids.
Proof. We use the notations from § 5.2 and § 5.4.
To see that the mapping [s, χ] 7→ (σ(s), χ) is well-defined, suppose that (s, χ) and
(t, χ) in Σ are equivalent. Then there exists e ∈ E× such that se = te, and se (or
te) cannot be zero in case 0 ∈ S. Therefore,
σ(s) = σ(se) = σ(te) = σ(t).
To see that [s, χ] 7→ (σ(s), χ) is a morphism of groupoids, note that [s, χ]−1 =
[s−1, s.χ] is sent to (σ(s−1), s.χ) = (σ(s), χ)−1. Hence our mapping respects in-
verses. For multiplication, observe that
s([s, χ]) = χ = s(σ(s), χ)
and
r([s, χ]) = s.χ = σ(s).χ = r(σ(s), χ).
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Moreover, [t, s.χ] · [s, χ] = [ts, χ] is mapped to [σ(ts), χ] = [σ(t), s.χ] · [σ(s), χ].
Hence it follows that our mapping is a groupoid morphism.
We now set out to construct an inverse. Define the map
G⋉ Ê −→ G(S), (g, χ) 7→ [s, χ]
where for every g in G, we choose s ∈ S with σ(s) = g and χ(s−1s) = 1. This is
well-defined: Given t ∈ S with σ(t) = g and χ(t−1t) = 1, set e := s−1st−1t. Then
χ(e) = 1. Moreover, se = st−1t and te = ts−1s. As σ(se) = σ(s) = g = σ(t) =
σ(te) and (se)−1(se) = e = (te)−1(te), we deduce by Lemma 5.7 that se = te.
Hence (s, χ) ∼ (t, χ).
It is easy to see that we have just constructed the inverse of
G(S) −→ G⋉ Ê, [s, χ] 7→ (σ(s), χ).
Moreover, it is also easy to see that both our mappings are open, so that they give
rise to the desired identification of topological groupoids. 
Combining Theorem 5.17 with Theorem 5.20 and Theorem 5.18 with Theorem 5.21,
we obtain the following
Corollary 5.23. Let S be an inverse semigroup and E the semilattice of idempo-
tents of S. Let G be a group. Assume that σ is a partial homomorphism S× → G
which is idempotent pure.
In this situation, we have canonical isomorphisms
C∗(S)→ C∗(E)⋊G, vs 7→ λss−1δσ(s)
and
C∗λ(S)→ C∗(E)⋊r G, λs 7→ λss−1Vσ(s).
6. Amenability and nuclearity
Amenability is an important structural property for groups and groupoids, while
nuclearity plays a crucial role in the structure theory for C*-algebras, in particular
in the classification program. In the case of groups and groupoids, it is known that
amenability and nuclearity of C*-algebras are closely related. Moreover, there are
further alternative ways to characterize amenability in terms of C*-algebras. Our
goal now is to explain to what extent analogous results hold true in the semigroup
context.
6.1. Groups and groupoids. Let us start by reviewing the case of groups and
groupoids.
Let G be a discrete group. We recall three conditions.
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Definition 6.1. Our group G is said to be amenable if there exists a left invariant
state on ℓ∞(G).
This means that we require the existence of a state µ : ℓ∞(G) → C with the
property that µ(f(s⊔)) = µ(f) for every f ∈ ℓ∞(G) and s ∈ G. Here f(s⊔) is the
function G→ C, x 7→ f(sx).
Definition 6.2. Our group G is said to satisfy Reiter’s condition if there exists a
net (θi)i of probability measures on G such that
lim
i→∞
‖θi − gθi‖ = 0
for all g ∈ G.
Here gθ is the pushforward of θ under
G ∼= G, x 7→ gx.
Definition 6.3. Our group G is said to satisfy Følner’s condition if for every finite
subset E ⊆ G and every ε > 0, there exists a non-empty finite subset F ⊆ G with
|(sF )△F | / |F | < ε
for all s ∈ E.
Here sF = {sx : x ∈ F}, and △ stands for symmetric difference.
It turns out that a group is amenable if and only if it satisfies Reiter’s condition if
and only if it satisfies Følner’s condition. We refer the reader to [BO08, Chapter 2,
§ 6] for more details.
All abelian, nilpotent and solvable groups are amenable, to mention some examples.
Non-abelian free groups are not amenable.
We now turn to groupoids.
Definition 6.4. An e´tale locally compact groupoid G is amenable if there is a net
(θi)i of continuous systems of probability measures θi = (θ
x
i )x∈G(0) with
lim
i→∞
∥∥∥θr(γ)i − γθs(γ)i ∥∥∥ = 0 for all γ ∈ G.
Here θx is a probability measure on G with support contained in Gx. “Continuous”
means that for every f ∈ Cc(G), the function
G(0) → C, x 7→
∫
fdθx
is continuous. As above, γθ is the pushforward of θ under
Gs(γ) → Gr(γ), η 7→ γη.
SEMIGROUP C*-ALGEBRAS 39
Note that what we call amenability of groupoids is really Reiter’s condition for
groupoids. Moreover, we may require that the convergence in our definition happens
uniform on compact subsets of G. This is because of [Ren15].
For instance, if G is an amenable group, and Gy Ω is a partial dynamical system
on a locally compact Hausdorff space Ω, then the partial transformation groupoid
G⋉ Ω is amenable by [Exe15, Theorem 20.7 and Theorem 25.10]. But we can get
amenable partial transformation groupoids even if G is not amenable.
Let us now introduce nuclearity for C*-algebras.
Definition 6.5. A C*-algebra A is nuclear if there exists a net of contractive
completely positive maps ϕi : A → Fi and ψi : Fi → A, where Fi are finite
dimensional C*-algebras, such that
lim
i→∞
‖ψi ◦ ϕi(a)− a‖ = 0
for all a ∈ A.
For instance, all commutative C*-algebras are nuclear, and all finite dimensional
C*-algebras are nuclear.
The reader may find more about nuclearity for C*-algebras for example in [BO08,
Chapter 2].
Let us now relate amenability and nuclearity. Let us start with the case of groups.
Recall that the full group C*-algebra C∗(G) of a discrete group G is the C*-algebra
universal for unitary representations of G. This means that C∗(G) is generated by
unitaries ug, g ∈ G, satisfying
ugh = uguh for all g, h ∈ G,
and whenever we find unitaries vg, g ∈ G, in another C*-algebra B satisfying
vgh = vgvh for all g, h ∈ G,
then there exists a (unique) *-homomorphism C∗(G)→ B sending ug to vg.
The reduced group C*-algebra C∗λ(G) of a discrete group G is the C*-algebra gen-
erated by the left regular representations of G. The left regular representation is
exactly what we get when we apply the construction at the beginning of § 2 to G.
Therefore, C∗λ(G) is the C*-algebra we get when we apply Definition 2.1 to G in
place of P .
By construction, we have a canonical *-homomorphism
λ : C∗(G)→ C∗λ(G), ug → λg.
It is called the left regular representation (of C∗(G)).
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Here are a couple of C*-algebraic characterizations of amenability for groups. We
refer the reader to [BO08, Chapter 2, § 6] for details and proofs.
Theorem 6.6. Let G be a discrete group. The following are equivalent:
• G is amenable.
• C∗(G) is nuclear.
• C∗λ(G) is nuclear.
• The left regular representation λ : C∗(G)→ C∗λ(G) is an isomorphism.
• There exists a character on C∗λ(G).
Here, by a character on a unital C*-algebraA, we simply mean a unital *-homomorphism
from A to C.
We now turn to groupoids and C*-algebraic characterizations of amenability for
them. We already introduced full and reduced groupoid C*-algebras in § 5.3. We
also introduced the left regular representation (of the full groupoid C*-algebra)
λ : C∗(G)→ C∗r (G).
Theorem 6.7. Let G be an e´tale locally compact groupoid. Consider the statements
(i) G is amenable.
(ii) C∗(G) is nuclear.
(iii) C∗λ(G) is nuclear.
(iv) λ : C∗(G)→ C∗λ(G) is an isomorphism.
Then (i) ⇔ (ii) ⇔ (iii) ⇒ (iv).
We refer to [BO08, Chapter 5, § 6] and [ADR00] for more details.
It was an open question whether statement (iv) implies the other statements. But
Rufus Willett gave a counterexample in [Wil15]. There are, however, results say-
ing that statement (iv) does imply the other statements for particular classes of
groupoids. For instance, we mention [Mat14].
6.2. Amenability for semigroups. Let us now turn to amenability for semi-
groups. As in the group case, we have the following definitions:
Definition 6.8. A discrete semigroup P is called left amenable if there exists a left
invariant mean on ℓ∞(P ), i.e. a state µ on ℓ∞(P ) such that for every p ∈ P and
f ∈ ℓ∞(P ), µ(f(p⊔)) = µ(f).
Here f(p⊔) is the function P → C, x 7→ f(px).
For instance, every abelian semigroup is left amenable.
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Definition 6.9. A discrete semigroup P is said to satisfy Reiter’s condition if there
is a net (θi)i of probability measures on P with the property that
lim
i
‖θi − pθi‖ = 0 for all p ∈ P.
Here pθ is the pushforward of θ under P → P, x 7→ px.
Definition 6.10. A discrete semigroup P satisfies the strong Følner condition if
for every finite subset E ⊆ P and every ε > 0, there exists a non-empty finite subset
F ⊆ P such that
|(pF )△F | / |F | < ε
for all p ∈ C.
Here pF = {px : x ∈ F} and △ stands for symmetric difference.
As in the group case, a discrete left cancellative semigroup is left amenable if and
only if it satisfies Reiter’s condition if and only if it satisfies the strong Følner
condition. The reader may consult [Li12] for a proof, and we also refer to [Pat88]
for more details.
Our goal now is to find the analogues of Theorem 6.6 and Theorem 6.7 in the
context of semigroups and their C*-algebras. The motivation is to understand and
explain – in a conceptual way – the following two observations:
Let P = N×N, the universal monoid generated by two commuting elements. This
is an abelian semigroup, so it is left amenable. So far, we have not discussed the
question how to construct full semigroup C*-algebras. But a natural candidate for
the full semigroup C*-algebra of N× N would be
C∗ (va, vb v∗ava = 1, v
∗
bvb = 1, vavb = vbva) .
In other words, this is the universal C*-algebra generated by two commmuting
isometries. It is the C*-algebra universal for isometric representations of our semi-
group. This is a very natural candidate for the full semigroup C*-algebra. But
Murphy showed that this C*-algebra is not nuclear in [Mur96, Theorem 6.2].
Next, consider P = N ∗ N, the non-abelian free monoid on two generators. As in
the group case, non-abelian free semigroups are examples of semigroups which are
not left amenable. But it is easy to see that C∗λ(N ∗N) is generated as a C*-algebra
by two isometries Va and Vb with orthogonal range projections, i.e.,
(VaV
∗
a ) · (VbV ∗b ) = 0.
Therefore, C∗λ(N ∗N) is isomorphic to the canonical extension of the Cuntz algebra
O2, as introduced in [Cun77, § 3]. It fits into an exact sequence
0→ K → C∗λ(N ∗ N)→ O2 → 0,
where K is the C*-algebra of compact operators on a infinite dimensional and
separable Hilbert space. Hence it follows that C∗λ(N ∗ N) is nuclear. Moreover,
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C∗λ(N ∗ N) can be described as a universal C*-algebra, because
C∗λ(N ∗ N) ∼= C∗ (va, vb v∗ava = 1, v∗b vb = 1, vav∗avbv∗b = 0) .
So this is a hint that for the semigroup N ∗ N, the full and reduced semigroup
C*-algebras are isomorphic. But, as we remarked above, N∗N is not left amenable.
Our goal now is to explain these phenomena, to clarify the relation between amenabil-
ity and nuclearity, and to obtain analogues of Theorem 6.6 and Theorem 6.7 in the
context of semigroups. The first step for us will be to find a systematic and rea-
sonable way to define full semigroup C*-algebras. It turns out that left inverse
hulls attached to left cancellative semigroups, as introduced in § 5.1, give rise to
an approach to this problem. However, before we come to the construction of full
semigroup C*-algebras, we first need to compare the reduced C*-algebras of left
cancellative semigroups and their left inverse hulls.
6.3. Comparing reduced C*-algebras for left cancellative semigroups and
their left inverse hulls. Let P be a left cancellative semigroup and Il(P ) the left
inverse hull attached to P , as in § 5.1. As we explained in § 5.1, we have a canonical
embedding of P into Il(P ), denoted by
P →֒ Il(P ), p 7→ p.
It gives rise to the isometry
I : ℓ2P → ℓ2S×, δp 7→ δp.
Thus, we may think of ℓ2P as a subspace of ℓ2S×.
The following observation appears in [Nor14, § 3.2].
Lemma 6.11. Assume that P is a left cancellative semigroup with left inverse hull
Il(P ). Then the subspace ℓ
2P of ℓ2Il(P )
× is invariant under C∗λ(Il(P )). Moreover,
we obtain a well-defined surjective *-homomorphism
C∗λ(Il(P ))→ C∗λ(P ), T 7→ I∗T I
sending λp to Vp for every p ∈ P .
Proof. We first claim that every s ∈ Il(P ) has the following property:
(11) For every x ∈ dom(s) and every r ∈ P, xr lies in dom(s), and s(xr) = s(x)r.
To prove our claim, first observe that for every p ∈ P , the partial bijection p ∈ Il(P )
certainly has this property, as it is just given by left multiplication with p. Moreover,
p−1 is the partial bijection
pP → P, px 7→ x.
Certainly, for every px ∈ pP and every r ∈ P , pxr lies in pP , and
p−1(pxr) = xr = p−1(px)r.
Hence p−1 has the desired property as well. To conclude the proof of our claim,
suppose that s, t ∈ Il(P ) both have the desired property. Choose x ∈ dom(st).
Then for every r ∈ P , xr lies in dom(t), and t(xr) = t(x)r. Since t(x) lies in
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dom(s), t(x)r lies in dom(s) as well. The conclusion is that xr lies in dom(st), and
we have
(st)(xr) = s(t(x)r) = s(t(x))r = (st)(x)r.
As every element in Il(P ) is a finite product of partial bijections in
{p : p ∈ P} ∪ {p−1 : p ∈ P} ,
this proves our claim.
The second step is to show that for every s ∈ Il(P ) and x ∈ P with s−1s ≥ pp−1,
we must have sx = s(x) ∈ P . This is because we have, for every y ∈ P :
(sx)(y) = s(x(y)) = s(xy) = s(x)y = (s(x))(y).
Here we used our first claim from above.
Now let s ∈ Il(P ) be arbitrary. We want to show that λs(ℓ2P ) ⊆ ℓ2P . Given
x ∈ P , we have λs(δx) = 0 if s−1s  pp−1. If s−1s ≥ pp−1, then what we showed
in the second step implies that λs(δx) = δs(x) lies in ℓ
2P . As s was arbitrary, this
shows that
C∗λ(Il(P ))(ℓ
2P ) ⊆ ℓ2P.
Therefore, every T ∈ C∗λ(Il(P )) satisfies T II∗ = II∗T II∗, and since C∗λ(Il(P )) is
*-invariant, we even obtain that every T ∈ C∗λ(Il(P )) satisfies T II∗ = II∗T . This
shows that the map
C∗λ(Il(P ))→ L(ℓ2P ), T 7→ I∗T I
is a *-homomorphism. Its image is C∗λ(P ) because we have, for p ∈ P and x ∈ P :
λp(δx) = δpx = Vp(δx),
so that I∗λpI = Vp for all p ∈ P . 
Recall that we denote the semilattice of idempotents in Il(P ) by JP , and we iden-
tified this semilattice with the constructible right ideals of P (see § 5.1). Moreover,
we also introduced in § 5.2 the sub-C*-algebra of C∗λ(Il(P )) generated by JP :
C∗(JP ) = C∗({λX : X ∈ JP }).
It is easy to see that for every X ∈ JP , we get
I∗λXI = 1X ,
where 1X is the characteristic function of X , viewed as an element in ℓ
∞(P ).
Hence, restricting the *-homomorphism
C∗λ(Il(P ))→ C∗λ(P )
from Lemma 6.11 to C∗(JP ), we obtain a *-homomorphism from C∗(JP ) onto
the sub-C*-algebra Dλ(P ) = C
∗({1X : X ∈ JP }) of C∗λ(P ), which is generated by
{1X : X ∈ JP },
C∗(JP )։ Dλ(P ), T 7→ I∗T I.
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Obviously, if the *-homomorphism from Lemma 6.11 is an isomorphism, then its
restriction to C∗(JP ) must be an isomorphism (onto its image) as well. Let us now
discuss a situation when the converse holds.
We need the following
Lemma 6.12. Let X be a set. There exists a faithful conditional expectation
ΘX : L(ℓ2X)։ ℓ∞(X)
such that, for every T ∈ L(ℓ2X), we have
(12) 〈ΘX(T )δx, δy〉 = δx,y 〈Tδx, δy〉
for all x, y ∈ X.
Proof. Let ex,x be the rank one projection onto Cδx ⊆ ℓ2X , given by
ex,x(ξ) = 〈ξ, δx〉 δx for all ξ ∈ ℓ2X.
Consider the linear map
(13) span({δx : x ∈ X})→ span({δx : x ∈ X}),
∑
x
αxδx 7→
∑
x
αx(ex,x ◦ T )(δx).
We have∥∥∥∥∥∑
x
αx(ex,x ◦ T )(δx)
∥∥∥∥∥
2
=
〈∑
x
αx(ex,x ◦ T )(δx),
∑
x
αx(ex,x ◦ T )(δx)
〉
=
∑
x
|αx|2 〈(ex,x ◦ T )(δx), (ex,x ◦ T )(δx)〉
≤ ‖T ‖2
∑
x
|αx|2 = ‖T ‖2
∥∥∥∥∥∑
x
αxδx
∥∥∥∥∥
2
So the linear map in (13) extends to a bounded linear operator ℓ2X → ℓ2X , which
we denote by ΘX(T ). Our computation shows that
‖ΘX(T )‖ ≤ ‖T ‖ .
By definition,
ΘX(T )(δx) = 〈Tδx, δx〉 δx.
This shows that ΘX(T ) lies in ℓ
∞(X). It also shows that ΘX(T ) satisfies (12).
Moreover, by construction, ΘX(T ) = T for all T ∈ ℓ∞(X). Therefore, the map
ΘX : L(ℓ2X)→ ℓ∞(X), T 7→ ΘX(T )
is a projection of norm 1. Hence it follows by [Bla06, Theorem II.6.10.2] that ΘX
is a conditional expectation.
Finally, ΘX is faithful because given T ∈ L(ℓ2X), ΘX(T ∗T ) = 0 implies that
0 = 〈T ∗Tδx, δx〉 = ‖Tδx‖2 ,
so that Tδx = 0 for all x ∈ X , and hence T = 0. 
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Applying Lemma 6.12 to X = Il(P )
× and X = P , we obtain faithful conditional
expectations
ΘIl(P ) : L(ℓ2Il(P )×)։ ℓ∞(Il(P )×)
and
ΘP : L(ℓ2P )։ ℓ∞(P ).
They fit into the following commutative diagram:
(14) L(ℓ2Il(P )×) I
∗ ⊔ I
//
ΘIl(P )

L(ℓ2P )
ΘP

L(ℓ2Il(P )×) I
∗ ⊔ I
// ℓ∞(P )
Here I∗ ⊔ I is our notation for the map sending T to I∗T I. Commutativity of the
diagram above follows from the following computation:
ΘP (I
∗T I) δx = 〈I∗T Iδx, δx〉 δx = 〈Tδx, δx〉 δx = (I∗ΘIl(P )(T )I) δx.
This leads us to
Corollary 6.13. Assume that
(15) ΘIl(P )(C
∗
λ(Il(P ))) = C
∗(JP ).
Then the *-homomorphism
C∗λ(Il(P ))→ C∗λ(P ), T 7→ I∗T I
from Lemma 6.11 is an isomorphism if and only if its restriction to C∗(JP ),
C∗(JP )։ Dλ(P ), T 7→ I∗T I,
is an isomorphism.
Proof. Take the commutative diagram (14) and restrict the upper left corner to
C∗λ(Il(P )) ⊆ L(ℓ2Il(P )×).
As I∗C∗λ(Il(P ))I = C
∗
λ(P ) by Lemma 6.11, and because of (15), we obtain the
commutative diagram
(16) C∗λ(Il(P ))
I
∗ ⊔ I
//
ΘIl(P )

C∗λ(P )
ΘP

C∗(JP ) I
∗ ⊔ I
// Dλ(P )
As the vertical arrows are faithful, it is now easy to see that if the lower horizontal
arrow is faithful, the upper horizontal arrow has to be faithful as well. This proves
our corollary. 
Remark 6.14. The condition (15), i.e.,
ΘIl(P )(C
∗
λ(Il(P ))) = C
∗(JP ),
implies that
C∗(JP ) = C∗λ(Il(P )) ∩ ℓ∞(Il(P )×),
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and
Dλ(P ) = C
∗
λ(P ) ∩ ℓ∞(P ).
This is because we always have
(17) C∗(JP ) ⊆ C∗λ(Il(P )) ∩ ℓ∞(Il(P )×) ⊆ ΘIl(P )(C∗λ(Il(P ))),
and
(18) Dλ(P ) ⊆ C∗λ(P ) ∩ ℓ∞(P ) ⊆ ΘP (C∗λ(P )),
and (15) implies that all these inclusions are equalities in (17), and also in (18)
because
Dλ(P )
= I∗ C∗(JP ) I (15)= I∗ΘIl(P )(C∗λ(Il(P ))) I = ΘP (I∗ C∗λ(Il(P )) I)
= ΘP (C
∗
λ(P )).
Here we used commutativity of the diagram in (16) and Lemma 6.11.
It remains to find out when condition (15) holds. We follow [Nor14, § 3.2]. Let us
introduce the following
Definition 6.15. An inverse semigroup S is called E*-unitary if for every s ∈ S,
we must have s ∈ E if there exists x ∈ S× with sx = x.
Remark 6.16. If there exists an idempotent pure partial homomorphism σ : S× →
G to some group G, then S is E*-unitary. This is because if we are given s ∈ S,
and there exists x ∈ S× with sx = x, then σ(x) = σ(s)σ(x), so that σ(s) = e,
where e is the identity element in G. Since σ is idempotent pure, s must lie in E.
Now we apply Lemma 6.12 to X = S×. Then we get a faithful conditional expec-
tation
ΘS× : L(ℓ2S×)։ ℓ∞(S×),
and we may apply it to elements in C∗λ(S).
Lemma 6.17. In the situation above, our inverse semigroup S is E*-unitary if
and only if for every s ∈ S, we always have
ΘS×(λs) = 0
or
s ∈ E and ΘS×(λs) = λs.
Proof. For “⇒”, assume that ΘS×(λs) 6= 0. This is equivalent to saying that there
exists x ∈ S× with sx = x. But since S is E*-unitary, this implies s ∈ E. And
since λs lies in ℓ
∞(S) for all s ∈ E, we must have ΘS×(λs) = λs.
Conversely, for “⇐”, take s ∈ S and suppose that there is x ∈ S× with sx = x.
Then sxx−1 = xx−1, so that sxx−1 is idempotent, and we conclude that
s−1sxx−1 = (xx−1s−1)(sxx−1) = sxx−1 = xx−1,
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i.e., s−1s ≥ xx−1. Hence
λs(δx) = δsx = δx.
Hence it follows that ΘS×(λs) 6= 0, and this implies, by assumption, that s lies in
E. 
In particular, we can draw the following conclusion
Corollary 6.18. If S is an E*-unitary inverse semigroup, then ΘS×(C
∗
λ(S)) =
C∗(E).
Combining Corollary 6.13, Remark 6.14, Corollary 6.18, Remark 6.16 and the ob-
servation that Il(P ) admits an idempotent pure partial homomorphism to a group
if P embeds into a group (see § 5.1), we obtain
Corollary 6.19. Assume that P is a semigroup which embeds into a group G.
Then condition (15) holds, i.e.,
ΘIl(P )(C
∗
λ(Il(P ))) = C
∗(JP ),
and the *-homomorphism
C∗λ(Il(P ))→ C∗λ(P ), T 7→ I∗T I
from Lemma 6.11 is an isomorphism if and only if its restriction to C∗(JP ),
C∗(JP )։ Dλ(P ), T 7→ I∗T I,
is an isomorphism.
Moreover,
C∗(JP ) = C∗λ(Il(P )) ∩ ℓ∞(Il(P )×),
and
(19) Dλ(P ) = C
∗
λ(P ) ∩ ℓ∞(P ).
Corollary 6.19 prompts the question when the *-homomorphism
C∗(JP )։ Dλ(P ), T 7→ I∗T I,
is an isomorphism. Note that both C∗(JP ) and Dλ(P ) are generated by a family
of commuting projections, closed under multiplication, and our *-homomorphism
sends generator to generator, i.e., λX to 1X for all X ∈ JP . Let us now investigate
when such a *-homomorphism is an isomorphism.
6.4. C*-algebras generated by semigroups of projections. We basically fol-
low [Li12, § 2.6] in this subsection.
If we think of elements of an inverse semigroup as partial isometries on a Hilbert
space, then the semilattice of idempotents is a family of commuting projections,
closed under multiplication, or in other words, a semigroup of projections.
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Let us consider the general setting of a semilattice E of idempotents, i.e., E is
an abelian semigroup consisting of idempotents. Suppose that D is a C*-algebra
generated by a multiplicatively closed family {de : e ∈ E} of projections such that
E → D, e 7→ de
is a semigroup homomorphism.
We make the following easy observation
Lemma 6.20. For every finite subset F of E, there exists a projection in D,
denoted by
∨
f∈F df , which is the smallest projection dominating all the projections
df , f ∈ F .
Moreover, with E(F ) denoting the subsemigroup of E generated by F ,
∨
f∈F df lies
in
span({de : e ∈ E(F )}).
Just to be clear, the projection
∨
f∈F df is uniquely characterized by
df ≤
∨
f∈F
df for all f ∈ F,
and whenever a projection d ∈ D satisfies
df ≤ d for all f ∈ F,
then we must have ∨
f∈F
df ≤ d.
Proof. We proceed inductively on the cardinality of F . The case |F | = 1 is trivial.
Now assume that our claim holds for a finite subset F , and take an arbitrary element
f˜ ∈ E. We want to check our claim for F ∪
{
f˜
}
. Consider the element
(20)
∨
f∈F
df + df˜ −
∨
f∈F
df
 · df˜ .
It is easy to see that this is projection in D, which dominates all the df , f ∈ F , as
well as df˜ . Moreover, if d is a projection in D which dominates all the df , f ∈ F ,
and also df˜ , then d obviously also dominates the projection in (20). Furthermore,
since
∨
f∈F df lies in
span({de : e ∈ E(F )})
by induction hypothesis, the projection in (20) lies in
span(
{
de : e ∈ E(F ∪
{
f˜
}
)
}
).

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As above, let E be a semilattice of idempotents. Suppose that D is a C*-algebra
generated by projections {de : e ∈ E} such that d0 = 0 if 0 ∈ E and def = dedf for
all e, f ∈ E. We prove the following result about *-homomorphisms out of D.
Proposition 6.21. Let B be a C*-algebra containing a semigroup of projections
{be : e ∈ E} such that b0 = 0 if 0 ∈ E and bef = bebf for all e, f ∈ E.
There exists a *-homomorphism D → B sending de to be for all e ∈ E if and only
of for every e ∈ E and every finite subset F ⊆ E such that f  e for all f ∈ F , the
equation
de =
∨
f∈F
df in D
implies that
be =
∨
f∈F
bf in B.
In that case, the kernel of the *-homomorphism
D → B, de → be
is generated byde − ∨
f∈F
df ∈ D : e ∈ E, F ⊆ {f ∈ E : f  e} finite, be =
∨
f∈F
bf in B
 .
Proof. Let us start with the first part. Our condition is certainly a necessary
condition for the existence of a *-homomorphism D → B, de → be. To prove that
it is also sufficient, write E as an increasing union of finite subsemigroups Ei, i.e.,
E =
⋃
i
Ei.
Let Di := C
∗({de : e ∈ Ei}). Obviously,
D =
⋃
i
Di.
For every e ∈ Ei, let Fe := {f ∈ Ei : f  e}. Then, by Lemma 6.20,
de −
∨
f∈Fe
df
is a projection in Di. It is easy to see thatde − ∨
f∈Fe
df : e ∈ Ei

is a family of pairwise orthogonal projections which generates Di. Moreover, it is
also easy to see that be − ∨
f∈Fe
bf : e ∈ Ei

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is a family of pairwise orthogonal projections in B. Hence it follows that there
exists a *-homomorphism Di → B sending
de −
∨
f∈Fe
df
to
be −
∨
f∈Fe
bf
for all e ∈ Ei if and only if
de −
∨
f∈Fe
df = 0 in Di
implies
be −
∨
f∈Fe
bf = 0 in B,
for all e ∈ Ei. But this is precisely the condition in the first part of our proposition.
Moreover, it is easy to see that the *-homomorphism Di → B we just constructed
sends de to be for all e ∈ Ei. Hence these *-homomorphisms, taken together for all
i, are compatible and give rise to the desired *-homomorphism from D =
⋃
iDi to
B.
For the second part of the proposition, let I be the ideal of D generated byde − ∨
f∈F
df ∈ D : F ⊆ E finite, be =
∨
f∈F
bf in B
 .
Obviously, I is contained in the kernel of D → B, de 7→ be. It remains to show that
the induced *-homomorphism D/I → B is injective. With the Dis as above, set
Ii := I ∩Di. Obviously, we have
I =
⋃
i
Ii and D/I =
⋃
i
Di/Ii.
Hence it suffices to prove that the restriction Di/Ii → B is injective, or in other
words, that the *-homomorphism Di → B we constructed above has kernel equal
to Ii. But we have seen thatde − ∨
f∈Fe
df : e ∈ Ei

is a family of pairwise orthogonal projections which generates Di. So the kernel is
generated by those projections
de −
∨
f∈Fe
df
for which we have
be −
∨
f∈Fe
bf = 0 in B.
Therefore, the kernel is Ii, as required. 
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As before, let D be a C*-algebra generated by a semigroup {de : e ∈ E} of projec-
tions such that d0 = 0 if 0 ∈ E and def = dedf for all e, f ∈ E. We set E× := E if
E is a semilattice without zero, and E× := E \ {0} if 0 ∈ E.
Proposition 6.22. The following are equivalent:
(i) Our C*-algebra D is universal for representations of E by projections, i.e.,
we have an isomorphism
D
∼=−→ C∗({ve : e ∈ E} | v∗e = ve = v2e , v0 = 0 if 0 ∈ E, vef = vevf )
sending de to ve.
(ii) For every e ∈ E and every finite subset F ⊆ E with f  e for all f ∈ F ,
we have ∨
f∈F
df  de.
(iii) The projections {de : e ∈ E×} are linearly independent in D.
Proof. Obviously, (iii) implies (ii).
Moreover, (ii) implies (i) by Proposition 6.21, because if (ii) holds, we can never
have
de =
∨
f∈F
df in D
for any finite subset F ⊆ E with f  e for all f ∈ F .
It remains to prove that (i) implies (iii). First of all, consider the left regular
representation λ on ℓ2E× as in § 5.1. It is given by λeδx = δx if e ≥ x and λeδx = 0
if e  x. By universal property of D, there is a *-homomorphism D → L(ℓ2E×)
sending de to λe. But it is easy to see that λe = λf if and only if e = f . Hence it
follows that de = df if and only if e = f .
Furthermore, again by universal property of D, there exists a *-homomorphism
D → D ⊗D, de 7→ de ⊗ de.
Let
D = span({de : e ∈ E}) ⊆ D.
Restricting the *-homomorphism D → D ⊗ D from above to D, we obtain a ho-
momorphism ∆ : D → D ⊙ D which is determined by de 7→ de ⊗ de for every
e ∈ E.
We now deduce from the existence of such a homomorphism ∆ that {de : e ∈ E×}
is a C-basis of D. As {de : e ∈ E×} generates D as a C-vector space, we can always
find a subset S of E× such that {de : e ∈ S} is a C-basis for D. It then follows that
{de ⊗ df : e, f ∈ S} is a C-basis of D ⊙D.
52 XIN LI
Now take e ∈ E×. We can find finitely many ei ∈ S and αi ∈ C with de =
∑
i αidei .
Applying ∆ yields∑
i,j
αiαjdei ⊗ dej = de ⊗ de = ∆(de) =
∑
i
αi∆(dei ) =
∑
i
αidei ⊗ dei .
Hence it follows that among the αis, there can only be one non-zero coefficient
which must be 1. The corresponding vector dei must then coincide with de. This
implies e = ei ∈ S, i.e. {de : e ∈ E×} is a C-basis of D. This proves (iii). 
Now let S be an inverse semigroup with semilattice of idempotents E, and let C∗λ(S)
be its reduced C*-algebra. Recall that we defined
C∗(E) := {λe : e ∈ E} .
Lemma 6.23. The C*-algebra C∗(E) is universal for representations of E by pro-
jections.
Proof. By Proposition 6.22, all we have to show is that for every e ∈ E and every
finite subset F ⊆ E with f  e for all f ∈ F , we have∨
f∈F
λf  λe.
But this follows from λf (δe) = 0 for all f ∈ E with f  e, while λe(δe) = δe for all
e ∈ E×. 
It turns out that C∗(E) can be identified with the corresponding sub-C*-algebra
of the full C*-algebra of S.
Corollary 6.24. We have an isomorphism
C∗(E)
∼=−→ C∗({ve : e ∈ E}) ⊆ C∗(S)
sending λe to ve for all e ∈ E.
Proof. By Lemma 6.23, there is a *-homomorphism
C∗(E)
∼=−→ C∗({ve : e ∈ E}) ⊆ C∗(S)
sending λe to ve for all e ∈ E. It is an isomorphism because the inverse is given by
restricting the left regular representation C∗(S) → C∗λ(S) to C∗({ve : e ∈ E}) ⊆
C∗(S). 
This justifies why we denote the sub-C*-algebra C∗({λe : e ∈ E}) of C∗λ(S) by
C∗(E).
Corollary 6.25. We have a canonical identification Ê ∼= Spec (C∗(E)).
Proof. This is because by universal property of C∗(E) (see Lemma 6.23), there is
a one-to-one correspondence between non-zero *-homomorphisms C∗(E)→ C and
non-zero semigroup homomorphisms E → {0, 1} (sending 0 to 0 if 0 ∈ E). 
SEMIGROUP C*-ALGEBRAS 53
Now suppose that we have an inverse semigroup S with semilattice of idempotents
E, and that we have a surjective *-homomorphism C∗(E) → D sending λe → de.
Then D is a commutative C*-algebra, and we can describe its spectrum as follows:
Corollary 6.26. Viewing Spec (D) as a closed subspace of Ê, Spec (D) is given
by the subspace of all χ ∈ Ê with the property that whenever we have e ∈ E
with χ(e) = 1 and a finite subset F ⊆ E with f  e for every f ∈ F satisfying
de =
∨
f∈F df in D, then we must have χ(f) = 1 for some f ∈ F .
Proof. This is an immediate consequence of Proposition 6.21. 
Now let us suppose that we have a left cancellative semigroup P . We now apply
Corollary 6.26 and Proposition 6.22 to the situation where S = Il(P ), E = JP and
D = Dλ(P ) ⊆ C∗λ(P ). First, we make the following easy observation:
Lemma 6.27. Suppose that we are given finitely many Xi ∈ JP . Then we have∨
i
1Xi = 1
⋃
iXi
in Dλ(P ) ⊆ ℓ∞(P ).
The following follows immediately from Corollary 6.26:
Corollary 6.28. The spectrum ΩP = Spec (Dλ(P )) is given by the closed subspace
of ĴP consisting of all χ ∈ ĴP with the property that for all X ∈ JP with χ(X) = 1
and all X1, . . . , Xn ∈ JP with X =
⋃n
i=1Xi in P , we must have χ(Xi) = 1 for
some 1 ≤ i ≤ n.
Proposition 6.22 yields in our situation:
Corollary 6.29. The following are equivalent:
• We have an isomorphism
Dλ(P )
∼=−→ C∗
{vX : X ∈ JP } v∗X = vX = v2X ,v0 = 0 if 0 ∈ JP ,
vX∩Y = vXvY )
 , 1X 7→ vX .
• We have an isomorphism
C∗(E)
∼=−→ Dλ(P ), λX 7→ 1X .
• For every X ∈ JP and all X1, . . . , Xn ∈ JP ,
X =
n⋃
i=1
Xi
implies that X = Xi for some 1 ≤ i ≤ n.
• The projections {1X : X ∈ J ×P } are linearly independent in Dλ(P ).
54 XIN LI
6.5. The independence condition. Corollary 6.29 justifies the following
Definition 6.30. We say that our left cancellative semigroup P satisfies the inde-
pendence condition (or simply independence) if for every X ∈ JP and all X1, . . . , Xn ∈
JP ,
X =
n⋃
i=1
Xi
implies that X = Xi for some 1 ≤ i ≤ n.
Let us now discuss examples of left cancellative semigroups which satisfy indepen-
dence, and also some examples which do not. We start with the following
Lemma 6.31. Suppose that P is a left cancellative semigroup with identity e. If
every non-empty constructible right ideal of P is principal, i.e.,
J×P = {pP : p ∈ P} ,
then P satisfies independence.
Proof. Suppose that
pP =
n⋃
i=1
piP
for some p, p1, . . . , pn ∈ P . Then, since P has an identity, the element p lies in pP ,
hence we must have p ∈ piP for some 1 ≤ i ≤ n. But then, since piP is a right
ideal, we conclude that pP ⊆ piP . Hence it follows that pP = piP , since we always
have pP ⊇ piP . 
When are all non-empty constructible right ideals principal? Here is a necessary
and sufficient condition:
Lemma 6.32. For a left cancellative semigroup P (with or without identity), we
have
J ×P = {pP : p ∈ P}
if and only if the following criterion holds:
For all p, q ∈ P with pP ∩ qP 6= ∅, there exists r ∈ P with pP ∩ qP = rP .
Proof. Our criterion is certainly necessary, since JP is a semilattice, hence closed
under intersections. To show that our condition is also sufficient, we first observe
that JP can be characterized as the smallest family of subsets of P containing P
itself and closed under left multiplication, i.e.,
X ∈ JP , p ∈ P ⇒ p(X) ∈ cJP ,
as well as pre-images under left multiplication, i.e.,
X ∈ JP , q ∈ P ⇒ q−1(X) ∈ cJP .
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Now {pP : p ∈ P} is obviously closed under left multiplication. Hence it suffices
to prove that principal right ideals are also closed under pre-images under left
multiplication, up to ∅. Take p, q ∈ P . We always have
q−1(pP ) = q−1(pP ∩ qP ).
Therefore, if pP ∩qP = ∅, then q−1(pP ) = ∅. If pP ∩qP 6= ∅, then by our criterion,
there exists r ∈ P with pP ∩ qP = rP . As rP ⊆ qP , we must have r ∈ qP , so that
we can write r = qx for some x ∈ P . Therefore, we conclude that
q−1(pP ) = q−1(pP ∩ qP ) = q−1(rP ) = q−1(qxP ) = xP.

For instance, positive cones in totally ordered groups (as in § 3.2) always satisfy
independence. This is because if P is such a positive cone, then for p, q ∈ P , we
have pP ∩ qP = pP if p ≥ q and pP ∩ qP = qP if p ≤ q. Hence, all constructible
right ideals are principal by Lemma 6.32.
Moreover, right-angled Artin monoids (see § 3.3) satisfy independence. Actu-
ally, all non-empty constructible right ideals are principal, because the criterion
of Lemma 6.32 is true. This will come out of our general discussion of graph prod-
ucts in § 9.
To discuss more examples, let us explain a general method for verifying the criterion
in Lemma 6.32. This is based on [Deh03].
Suppose that we are given a monoid P defined by a presentation, i.e., generators
Σ and relations R, so that P = 〈Σ |R〉+. Assume that all the relations in R are
of the form w1 = w2, where w1 and w2 are formal words in Σ. Now we introduce
formal symbols {
σ−1 : σ ∈ Σ} =: Σ−1,
and look at formal words in Σ and Σ−1. For two such words w and w′, we write
w yR w′ if w can be transformed into w′ be finitely many of the following two
possible steps:
• Delete σ−1σ.
• Replace σ−1i σj by uv−1 if σiu = σjv is a relation in R.
We then say that our presentation (Σ, R) is complete foryR if for two formal words
u and v in Σ, we have
u−1v yR ε (where ε is the empty word)
if and only if u and v define the same element in our monoid P = 〈Σ |R〉+.
There are criteria on (Σ, R) which ensure completeness for yR (see [Deh03]).
If completeness for yR is given, then we can read of properties of our monoid
P = 〈Σ |R〉+ from the presentation (Σ, R). We refer the reader to [Deh03] for a
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general and more complete discussion. For our purposes, the following observation
is important: If (Σ, R) is complete for yR, then P = 〈Σ |R〉+ has the property
that
for all p, q ∈ P with pP ∩ qP 6= ∅, there exists r ∈ P with pP ∩ qP = rP
if and only if
for all σi, σj ∈ Σ, there is at most one relation of the form σiu = σjv in R.
Coming back to examples, it turns out that the presentations for Artin monoids, dis-
cussed in § 3.3, are complete for yR. Also, the presentations for Baumslag-Solitar
monoids B+k,l, for k, l ≥ 1, are complete for yR. Furthermore, the presentation for
the Thompson monoid F+ is complete for yR.
Following our discussion above, it is now easy to see that for Artin monoids, the
Baumslag-Solitar monoids B+k,l, for k, l ≥ 1, and the Thompson monoid F+, all
non-empty constructible right ideals are principal. In particular, all these examples
satisfy independence.
For semigroups coming from rings, we have the following result:
Lemma 6.33. Let R be a principal ideal domain. For both semigroups M×n (R)
and Mn(R)⋊M×n (R), every non-empty constructible right ideal is principal.
For the proof, we need the following
Lemma 6.34. For every a, c in M×n (R), there exists x ∈M×n (R) such that
aMn(R) ∩ cMn(R) = xMn(R) and aM×n (R) ∩ cM×n (R) = xM×n (R).
Proof. For brevity, we write M for Mn(R) and M
× for M×n (R).
We will use the observation that for every z ∈M×, there exist u and v in GLn(R)
such that uzv is a diagonal matrix (see for instance [Kap49]).
To prove our lemma, let us first of all define x. Let c˜ ∈ M× satisfy cc˜ = c˜c =
det(c) · 1n (1n is the identity matrix). Choose u and v in GLn(R) with
c˜a = u · diag(α1, . . . , αn) · v,
where diag(α1, . . . , αn) is the diagonal matrix with α1, ..., αn on the diagonal. For
all 1 ≤ i ≤ n, set βi := lcm(αi, det(c)) and γi := det(c)−1βi. Then our claim is
that we can choose x as x = c · u · diag(γ1, . . . , γn). In the following, we verify our
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claim:
aM ∩ cM = c˜−1(c˜aM ∩ (det(c) · 1n)M)
= c˜−1((u · diag(α1, . . . , αn) · v)M ∩ (det(c) · 1n)M)
= c˜−1u(diag(α1, . . . , αn)M ∩ (det(c) · 1n)M)
= c˜−1 · u · diag(β1, . . . , βn)M
= c˜−1(det(c) · 1n) · u · diag(γ1, . . . , γn)M
= c · u · diag(γ1, . . . , γn)M.
Thus we have shown aM ∩ cM = xM . Exactly the same computation shows that
aM× ∩ cM× = xM×. 
Proof of Lemma 6.33. For M×n (R), our claim is certainly a consequence of the
Lemma 6.34. ForMn(R)⋊M×n (R), first note that given (b, a) and (d, c) inMn(R)⋊
M×n (R), we have
(b, a)(Mn(R)⋊M×n (R)) = (b+ aMn(R))× (aM×n (R)),
(d, c)(Mn(R)⋊M×n (R)) = (d+ cMn(R))× (cM×n (R)).
Moreover, the intersection
(b+ aMn(R)) ∩ (d+ cMn(R))
is either empty or of the form
y + (aMn(R) ∩ cMn(R))
for some y ∈Mn(R). Now Lemma 6.34 provides an element x ∈M×n (R) with
aMn(R) ∩ cMn(R) = xMn(R) and aM×n (R) ∩ cM×n (R) = xM×n (R).
Thus either
(b, a)(Mn(R)⋊M×n (R)) ∩ (d, c)(Mn(R)⋊M×n (R))
is empty or we obtain
(b, a)(Mn(R)⋊M×n (R)) ∩ (d, c)(Mn(R)⋊M×n (R)) = (y, x)(Mn(R)⋊M×n (R)).

In general, however, given an integral domain R, the semigroups R× and R ⋊ R×
do not have the property that all non-empty constructible right ideals are principal.
For example, just take a number field with non-trivial class number, and let R be
its ring of algebraic integers. The property that all non-empty constructible right
ideals are principal, for R× or R ⋊ R×, translates to the property of the ring R
of being a principal ideal domain. But this is not the case if the class number is
bigger than 1. However, for all rings of algebraic integers, and more generally, for
all Krull rings R, the semigroups R× and R⋊R× do satisfy independence.
LetR be an integral domain. Recall that we introduced the set I(R) of constructible
ideals in § 4.3. It is now easy to see that
JR× =
{
I× : I ∈ I(R)}
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and
JR⋊R× =
{
(r + I)× I× : r ∈ R, a, I ∈ I(R)} ,
where I× = I \ {0}.
Let us make the following observation about the relationship between the indepen-
dence condition for multiplicative semigroups and ax+ b-semigroups:
Lemma 6.35. Let R be an integral domain. Then R× satisfies independence if
and only if R⋊R× satisfies independence.
Proof. If JR⋊R× is not independent, then we have a non-trivial equation of the
form
(r + I)⋊ I× =
n⋃
i=1
(ri + Ii)× I×i with (ri + Ii)× I×i ( (r + I)⋊ I×.
It is clear that
(ri + Ii)× I×i ( (r + I)⋊ I×
implies that Ii ( I, for all 1 ≤ i ≤ n. Projecting onto the second coordinate of
R×R×, we obtain
I× =
n⋃
i=1
I×i .
This means that R× does not satisfy independence.
Conversely, assume that R× does not satisfy independence, so that we have a non-
trivial equation of the form
I× =
n⋃
i=1
I×i
with I×i ( I
×. Hence it follows that
I =
n⋃
i=1
Ii,
and Ii ( I for all 1 ≤ i ≤ n. By [Got94, Theorem 18], we may assume without loss
of generality that
[I : Ii] <∞ for all 1 ≤ i ≤ n.
But then we have
I × I× =
n⋃
i=1
⋃
r+Ii∈I/Ii
(r + Ii)× I×i .
This shows that JR⋊R× does not satisfy independence. 
Lemma 6.36. For a Krull ring R, both semigroups R× and R⋊R× satisfy inde-
pendence.
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Proof. We use the same notations as in § 4.3.
Let Q be the quotient field of R, and let I, I1, ..., In be ideals in I(R) with Ii ( I
for all 1 ≤ i ≤ n. Then for every 1 ≤ i ≤ n, there exists pi ∈ P(R) with
vpi(Ii) > vpi(I).
By Proposition 4.13, there exists x ∈ Q× with
vpi(x) = vpi(I) for all 1 ≤ i ≤ n
and
vp(x) ≥ vp(I) for all p ∈ P(R) \ {p1, . . . , pr} .
Thus x lies in I, but does not lie in Ii for any 1 ≤ i ≤ n. Therefore,
n⋃
i=1
Ii ( I,
and thus
n⋃
i=1
I×i ( I
×.
This shows that R× satisfies independence. By Lemma 6.35, R ⋊R× must satisfy
independence as well. 
Let us present an example of a semigroup coming from a ring which does not
satisfy independence. Consider the ring R := Z[i
√
3]. Its quotient field is given by
Q = Q[i
√
3]. R is not integrally closed in Q. Let α := 12 (1 + i
√
3). α is a primitive
sixth root of unity. It is clear that α /∈ R. But 2α = 1 + i√3 lies in R.
The integral closure of R is given by R¯ := Z[α]. We claim that
2R¯ = 2−1(2αR) = 2−1(1 + i
√
3)R.
To prove “⊆”, observe that R¯ = Z · 1 + Z · α. Now
2 · (2 · 1) = 4 = (1 + i
√
3) · (1 − i
√
3) ∈ (1 + i
√
3)R,
and
2 · (2α) = 2 · (1 + i
√
3) ∈ (1 + i
√
3)R.
For “⊇”, let x = m+ n · i√3 be in R such that 2x ∈ 2αR. As
2αR = (1+i
√
3)R = Z·(1+i
√
3)+Z·((1+i
√
3)i
√
3) = Z·(1+i
√
3)+Z·(−3+i
√
3),
there exist k, l ∈ Z with
2x = 2m+ 2n · i
√
3 = k(1 + i
√
3) + l(−3 + i
√
3) = (k − 3l) + (k + l)(i
√
3),
so that 2m = k − 3l and 2n = k + l. It follows that 2n = 2m + 4l, and thus
n = m+ 2l or m = n− 2l. We conclude that
x = −2l+ n · (1 + i
√
3) ∈ 2R¯.
This shows that 2R¯ = 2−1(1 + i
√
3)R. Hence it follows that 2R¯ is a constructible
(ring-theoretic) ideal of R.
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We have R¯ = R ∪ αR ∪ α2R in Q. This is because
R = Z+ Z(2α), αR = Zα+ Z(2α2) = Zα+ Z(2α− 2) and α2R = Z(α− 1) + Z2.
Now take x = m + nα ∈ R¯ with m,n ∈ Z. If n is even, then x is contained in R.
If n is odd and m is even, then write l = m2 . We have
x = (n+m) · α+ (−l) · (2α− 2) ∈ αR.
Finally, if n is odd and m is odd, we write k = m+n2 . Then
x = n · (α− 1) + k · 2 ∈ α2R.
This shows R¯ = R ∪ αR ∪ α2R. Therefore,
2R¯ = 2R ∪ 2αR ∪ 2α2R = 2R ∪ (1 + i
√
3)R ∪ (−1 + i
√
3)R.
But 2R ( 2R¯, (1+ i
√
3)R ( 2R¯ and (−1+ i√3)R ( 2R¯. This means that R× does
not satisfy independence. By Lemma 6.35, R⋊R× does not satisfy independence,
either.
Let us present another example of a left cancellative semigroup not satisfying in-
dependence. Consider P = N \ {1}. Clearly, P is a semigroup under addition. We
have the following constructible right ideals
2 + P = {2, 4, 5, 6, . . .} and 3 + P = {3, 5, 6, 7, . . .} .
Hence
5 + N = {5, 6, 7, . . .} = (2 + P ) ∩ (3 + P )
is also a constructible right ideal of P . Moreover, it is clear that
5 + N = (5 + P ) ∪ (6 + P ).
But since 5 + P ( 5 + N and 6 + P ( 5 + N, it follows that P does not satisfy
independence.
A similar argument shows that for every numerical semigroup of the form N \ F ,
where F is a non-empty finite subset of N such that N \ F is still closed under
addition, the independence condition does not hold. The reader may also compare
[Cun17b] for more examples of a similar kind (which are two-dimensional versions),
where the independence condition typically fails.
Now let us come back to the comparison of reduced C*-algebras for left cancella-
tive semigroups and their left inverse hulls. Combining Corollary 6.19 and Propo-
sition 6.29, we get
Proposition 6.37. Let P be a subsemigroup of a group. The *-homomorphism
C∗λ(Il(P ))→ C∗λ(P ), λp 7→ Vp
is an isomorphism if and only if P satisfies independence.
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6.6. Construction of full semigroup C*-algebras. Proposition 6.37 explains
when we can identify C∗λ(Il(P )) and C
∗
λ(P ) in a canonical way, in case P embeds
into a group. Motivated by this result, we construct full semigroup C*-algebras.
Definition 6.38. Let P be a left cancellative semigroup, and Il(P ) its left inverse
hull. We define the full semigroup C*-algebra of P as the full inverse semigroup
C*-algebra of Il(P ), i.e.,
C∗(P ) := C∗(Il(P )).
Recall that C∗(Il(P )) is the C*-algebra universal for *-representations of the inverse
semigroup Il(P ) by partial isometries (see § 5.1).
As we saw in § 5.1, there is a canonical *-homomorphism
C∗(Il(P ))→ C∗λ(Il(P )), vp 7→ λp.
Composing with the *-homomorphism
C∗λ(Il(P ))→ C∗λ(P ), λp 7→ Vp,
we obtain a canonical *-homomorphism
C∗(P )→ C∗λ(P ), vp 7→ Vp.
We call it the left regular representation of C∗(P ).
Remark 6.39. It is clear that if the left regular representation of C∗(P ) is an
isomorphism, then P must satisfy independence. This is because the restriction of
C∗(P )→ C∗λ(P ) to C∗({vX : X ∈ JP }) is the composition
C∗({vX : X ∈ JP })→ C∗(E)→ Dλ(P ),
and we know that the first *-homomorphism is always an isomorphism (see Corol-
lary 6.24), while the second one is an isomorphism if and only if P satisfies inde-
pendence (see Corollary 6.29).
Given a concrete left cancellative semigroup P , it is usually possible to find a
natural and simple presentation for C∗(P ) as a universal C*-algebra generated by
isometries and projections, subject to relations. Let us discuss some examples.
For the example P = N, the full semigroup C*-algebra C∗(N) is the universal unital
C*-algebra generated by one isometry,
C∗(N) ∼= C∗(v | v∗v = 1).
For P = N × N, C∗(N × N) is the universal unital C*-algebra generated by two
isometries which *-commute, i.e.,
C∗(N× N) ∼= C∗(va, vb | v∗ava = 1 = v∗b vb, vavb = vbva, v∗avb = vbv∗a).
Note that this C*-algebra is a quotient of
C∗(va, vb | v∗ava = 1 = v∗bvb, vavb = vbva).
62 XIN LI
As we remarked in § 6.2, the latter C*-algebra is not nuclear by [Mur96, Theo-
rem 6.2]. However, as we will see in § 6.8, this quotient, and hence C∗(N × N), is
nuclear.
For the non-abelian free monoid on two generators P = N ∗ N, C∗(N ∗ N) is the
universal unital C*-algebra generated by two isometries with orthogonal range pro-
jections, i.e.,
C∗(N ∗ N) ∼= C∗(va, vb | v∗ava = 1 = v∗b vb, vav∗avbv∗b = 0).
More generally, for a right-angled Artin monoid P , a natural and simple presenta-
tion for C∗(P ) has been established in [CL02] (see also [ELR16]).
Let us also mention that for a class of left cancellative semigroups, full semigroup
C*-algebras can be identified in a canonical way with semigroup crossed products
by endomorphisms. Let P be a left cancellative semigroup with constructible right
ideals JP . We then have a natural action α of P by endomorphisms on
D(P ) := C∗({vX : X ∈ JP }) ⊆ C∗(P ),
where p ∈ P acts by the endomorphism
αp : D(P )→ D(P ), vX 7→ vpX .
If P is right reversible, i.e., Pp ∩ Pq 6= ∅ for all p, q ∈ P , or if every non-empty
constructible right ideal of P is principal, i.e., J×P = {pP : p ∈ P}, then we have a
canonical isomorphism
C∗(P ) ∼= D(P )⋊α P.
We refer to [Li12, § 3] for more details. Writing out the definition of the crossed
product, we get the following presentation:
C∗(P ) ∼= C∗
{eX : X ∈ JP } ∪ {vp : p ∈ P}
e∗X = eX = e
2
X ; v
∗
pvp = 1;
e∅ = 0 if ∅ ∈ JP , eP = 1,
eX∩Y = eX · eY ;
vpq = vpvq;
vpeXv
∗
p = epX

In particular, for an integral domain R, we obtain the following presentation for
the full semigroup C*-algebra of R⋊R×:
C∗(R⋊R×)
∼= C∗

{eI : I ∈ I(R)}
∪{ub : b ∈ R}
∪{sa : a ∈ R×}
e∗I = eI = e
2
I ;
ub(ub)∗ = 1 = (ub)∗ub; v∗ava = 1
eR = 1, eI∩J = eI · eJ ;
sac = sasc, u
b+d = ubud, sau
b = uabsa;
saeIs
∗
a = eaI ;
ubeI = eIu
b if b ∈ I, eIubeI = 0 if b /∈ I

We refer to [CDL13, § 2] as well as [Li12, § 2.4].
In order to explain how this definition of full semigroup C*-algebras is related to
previous constructions in the literature, we mention first of all that our definition
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generalizes Nica’s construction in the quasi-lattice ordered case [Nic92]. Moreover,
in the case of ax+ b-semigroups over rings of algebraic integers (or more generally
Dedekind domains), our definition includes the construction in [CDL13]. In the
case of subsemigroups of groups, our definition coincides with the construction,
denoted by C∗s (P ), in [Li12, Definition 3.2]. Last but not least, we point out that
in comparison with another construction in [Li12, Definition 2.2], our definition is
always a quotient of the construction in [Li12, Definition 2.2], and in certain cases
(see [Li12, § 3.1] for details), our definition is actually isomorphic to the construction
in [Li12, Definition 2.2].
6.7. Crossed product and groupoid C*-algebra descriptions of reduced
semigroup C*-algebras. We now specialize to the case where our semigroup
P embeds into a group G. To explain the connection between amenability and
nuclearity, we would like to write the reduced C*-algebra C∗λ(P ) of P as a reduced
crossed product attached to a partial dynamical system, and hence as a reduced
groupoid C*-algebra. Let us start with the underlying partial dynamical system.
We already saw that ΩP = Spec (Dλ(P )) may be identified with the subspace of
ĴP given by the characters χ with the property that for all X,X1, . . . , Xn in JP
with X =
⋃n
i=1Xi, χ(X) = 1 implies that χ(Xi) = 1 for some 1 ≤ i ≤ n (see
Corollary 6.28).
Moreover, we introduced the partial dynamical system Gy ĴP in § 5.1. It is given
as follows: Every g ∈ G acts on
Ug−1 =
{
χ ∈ ĴP : χ(s−1s) = 1 for some s ∈ Il(P )× with σ(s) = g
}
,
and for χ ∈ Ug−1 , g.χ = χ(s−1 ⊔ s) where s ∈ Il(P )× is an element satisfying
χ(s−1s) = 1 and σ(s) = g.
We now claim:
Lemma 6.40. ΩP is an G-invariant subspace of ĴP .
Proof. Take g ∈ G and χ ∈ Ug−1 ∩ ΩP , and suppose that s ∈ Il(P )× satisfies
χ(s−1s) = 1 and σ(s) = g. We have to show that g.χ = χ(s−1 ⊔ s) lies in ΩP .
Suppose that X,X1, . . . , Xn in JP satisfy X =
⋃n
i=1Xi. Then, identifying s
−1s
with dom(s), we have
s−1Xs = (g−1X) ∩ dom(s) =
n⋃
i=1
(g−1Xi) ∩ dom(s) =
n⋃
i=1
s−1Xis.
Hence, if g.χ(X) = 1, then χ(s−1Xs) = 1, and hence g.χ(Xi) = χ(s−1Xis) = 1 for
some 1 ≤ i ≤ n. This shows that g.χ lies in ΩP . 
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Hence we obtain a partial dynamical system G y ΩP by restricting G y ĴP to
ΩP . A moment’s thought shows that this partial dynamical system coincides with
the one introduced in § 5.2.
If our group G were exact, then this observation, together with Corollary 5.23,
would immediately imply that C∗λ(P ) ∼= C(ΩP )⋊r G with respect to the G-action
Gy ΩP . However, it turns out that we do not need exactness here.
Theorem 6.41. There is a canonical isomorphism C∗λ(P ) ∼= C(ΩP ) ⋊r G deter-
mined by Vp 7→Wp. HereWg denote the canonical partial isometries in C(ΩP )⋊rG.
Proof. We work with the dual action G y Dλ(P ) as described in § 5.2. Our
strategy is to describe both C∗λ(P ) and Dλ(P ) ⋊r G as reduced (cross sectional)
algebras of Fell bundles, and then to identify the underlying Fell bundles.
Let us start with C∗λ(P ). As in § 5.1, we think of Il(P ) as partial isometries. Recall
that we defined the partial homomorphism σ : Il(P )
× → G in § 5.1. Now we set
Bg := span(σ
−1(g))
for every g ∈ G. We want to see that (Bg)g∈G is a grading for C∗λ(P ), in the sense
of [Exe97, Definition 3.1]. Conditions (i) and (ii) are obviously satisfied. For (iii),
we use the faithful conditional expectation ΘP : C
∗
λ(P )։ Dλ(P ) = Be from § 6.3.
Given a finite sum
x =
∑
g
xg ∈ C∗λ(P )
of elements xg ∈ Bg such that x = 0, we conclude that
0 = x∗x =
∑
g,h
x∗gxh,
and hence
0 = ΘP (x
∗x) =
∑
g
x∗gxg.
Here we used that ΘP |Bg = 0 if g 6= e. This implies that xg = 0 for all g. Therefore,
the subspaces Bg are independent. It is clear that the linear span of all the Bg is
dense in C∗λ(P ). This proves (iii). If we let B be the Fell bundle given by (Bg)g∈G,
then [Exe97, Proposition 3.7] implies C∗λ(P ) ∼= C∗r (B) because ΘP : C∗λ(P ) ։
Dλ(P ) = Be is a faithful conditional expectation satisfying ΘP |Be = idBe and
ΘP |Bg = 0 if g 6= e.
Let us also describe Dλ(P )⋊r G as a reduced algebra of a Fell bundle. We denote
by Wg the partial isometry in Dλ(P ) ⋊r G corresponding to g ∈ G, and we set
B′g := DgWg. Recall that we defined
Dg−1 = span(
{
V ∗V : V ∈ Il(P )×, σ(V ) = g
}
)
in § 5.2. It is easy to check that (B′g)g∈G satisfy (i), (ii) and (iii) in [Exe97,
Definition 3.1]. Moreover, B′e = De = Dλ(P ), and it follows immediately from
the construction of the reduced partial crossed product that there is a faithful
conditional expectation Dλ(P ) ⋊r G ։ Dλ(P ) = B′e which is identity on B
′
e and
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0 on B′g for g 6= e. Hence if we let B′ be the Fell bundle given by (B′g)g∈G, then
[Exe97, Proposition 3.7] implies Dλ(P )⋊r G ∼= C∗r (B′).
To identify C∗λ(P ) and Dλ(P )⋊rG, it now remains to identify B with B′. We claim
that the map
span({V : σ(V ) = g})→ span({V V ∗Wg : σ(V ) = g}),
∑
i
αiVi 7→
∑
i
αiViV
∗
i Wg
is well-defined and extends to an isometric isomorphism Bg → B′g, for all g ∈ G.
All we have to show is that our map is isometric. We have∥∥∥∥∥∑
i
αiVi
∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
i,j
αiαjViV
∗
j
∥∥∥∥∥∥
Dλ(P )
and ∥∥∥∥∥∑
i
αiViV
∗
i Wg
∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
i,j
αiαjViV
∗
i VjV
∗
j
∥∥∥∥∥∥
Dλ(P )
.
Since Vi = ViV
∗
i λg and V
∗
j = λg−1VjV
∗
j , we have
ViV
∗
j = ViV
∗
i λgλg−1VjV
∗
j = ViV
∗
i VjV
∗
j .
Hence, indeed, ∥∥∥∥∥∑
i
αiVi
∥∥∥∥∥
2
=
∥∥∥∥∥∑
i
αiViV
∗
i Wg
∥∥∥∥∥
2
,
and we are done.
All in all, we have proven that
C∗λ(P ) ∼= C∗r (B) ∼= C∗r (B′) ∼= Dλ(P )⋊r G.
Our isomorphism sends Vp to VpV
∗
p Wp, but a straightforward computation shows
that actually, VpV
∗
p Wp = Wp for all p ∈ P . Thus the isomorphism we constructed
is given by Vp 7→Wp for all p ∈ P . 
In particular, in combination with Theorem 5.21, we get an isomorphism
(21) C∗λ(P )
∼=−→ C∗r (G⋉ ΩP ), Vp 7→ 1{p}×ΩP .
Together with Remark 5.19 and Lemma 5.22, we see that we obtain a commutative
diagram
(22) C∗(P ) = C∗(Il(P ))
∼=
//

C∗(G⋉ ĴP )

C∗λ(Il(P ))
∼=
//

C∗r (G⋉ ĴP )

C∗λ(P )
∼=
// C∗r (G⋉ ΩP )
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Here the upper left vertical arrow is the left regular representation of C∗(Il(P )).
The lower left vertical arrow is the *-homomorphism provided by Lemma 6.11.
The upper right vertical arrow is the left regular representation of C∗(G ⋉ ĴP ).
The lower right vertical arrow is the canonical projection map; it corresponds to
the canonical map C(ĴP ) ⋊r G ։ C(Ω) ⋊r G under the identification from The-
orem 5.21. The first horizontal arrow is the identifications from Theorem 5.20.
The second horizontal arrow is the isomorphism from Theorem 5.21. For both of
these horizontal arrows, we also need Lemma 5.22. The third horizontal arrow is
provided by the isomorphism (21).
Now we are ready to discuss the relationship between amenability and nuclearity
and thereby explain the strange phenomena mentioned at the beginning of § 6.2.
6.8. Amenability of semigroups in terms of C*-algebras. Let us start by
explaining how to characterize amenability of semigroups in terms of their C*-
algebras.
Theorem 6.42. Let P be a cancellative semigroup, i.e., P is both left and right
cancellative. Assume that P satisfies the independence condition. Then the follow-
ing are equivalent:
1) P is left amenable.
2) C∗(P ) is nuclear and there is a character on C∗(P ).
3) C∗λ(P ) is nuclear and there is a character on C
∗(P ).
4) The left regular representation C∗(P ) → C∗λ(P ) is an isomorphism and
there is a character on C∗(P ).
5) There is a character on C∗λ(P ).
By a character, we mean a unital *-homomorphism to C.
For the proof, we need the following
Lemma 6.43. Let P be a left cancellative semigroup. The following are equivalent:
1. There is a character on C∗(P ).
2. P is left reversible, i.e., pP ∩ qP 6= ∅ for all p, q ∈ P .
3. Il(P ) does not contain ∅ → ∅, the partial bijection which is nowhere defined.
Recall that in the convention we introduced in § 5.1, if ∅ → ∅ lies in Il(P ), then we
say that Il(P ) is an inverse semigroup with zero, and let ∅ → ∅ be its distinguished
zero element, which we denote by 0.
Proof. 1. ⇒ 2.: If χ is a character on C∗(P ), then for every p, q ∈ P , we have
χ(1pP∩qP ) = χ(1pP )χ(1qP ) = χ(VpV ∗p )χ(VqV
∗
q ) = |χ(Vp)|2 |χ(Vq)|2 = 1.
Hence pP ∩ qP 6= ∅.
SEMIGROUP C*-ALGEBRAS 67
2. ⇒ 3.: Every partial bijection in Il(P ) is a finite product of elements in
{p : p ∈ P} ∪ {q−1 : q ∈ P} .
Hence, by an inductive argument, it suffices to show that if s ∈ Il(P ) is not ∅ → ∅,
then for all p, q ∈ P , ps and q−1s are not ∅ → ∅. For ps, this is clear. For q−1s,
choose x ∈ dom(s). Then xP ⊆ dom(s) and s(xr) = s(x)r for all r ∈ P by
property (11). As P is left reversible, there exists y ∈ P with y ∈ qP ∩ s(x)P .
Hence y = s(x)r = qz for some r, z ∈ P . Therefore,
(q−1s)(xz) = q−1(s(xr)) = q−1(s(x)r) = q−1(qz) = z.
Hence q−1s is not ∅ → ∅, as desired.
3. ⇒ 1.: Since Il(P ) does not contain ∅ → ∅, we have by definition that
C∗(P ) = C∗(Il(P )) = C∗({vs : s ∈ Il(P )} |vst = vsvt, vs−1 = v∗s ).
Obviously, by universal property, we obtain a character C∗(P )→ C, vs → 1. 
Proof of Theorem 6.42. 1) ⇒ 2): If P is left amenable, then there exists a left
invariant state µ on ℓ∞(P ) by definition. Hence, for every p ∈ P , we have
µ(1pP ) = µ(1pP (p⊔)) = µ(1P ) = 1.
Now, if there were p, q ∈ P with pP ∩qP = ∅, then 1pP +1qP would be a projection
in ℓ∞(P ) with 1pP + 1qP ≤ 1P , so that
1 = µ(1P ) ≥ µ(1pP + 1qP ) = µ(1pP ) + µ(1qP ) = 1 + 1 = 2.
This is a contradiction. Therefore, P must be left reversible. By Lemma 6.43, it
follows that C∗(P ) has a character.
In addition, by our discussion of group embeddability in § 4.1, we see that P
embeds into its group G of right quotients. Moreover, as P is left amenable, G
must be amenable by [Pat88, Proposition (1.27)]. Hence, statement 2) follows from
Theorem 6.44 (see also Corollary 6.45).
2) ⇒ 3) is obvious.
3) ⇒ 4) follows again from Theorem 6.44.
4) ⇒ 5) is obvious.
5) ⇒ 1): We follow [Li12, § 4.2]. Let χ : C∗λ(P ) → C be a non-zero character.
Viewing χ as a state, we can extend it by the theorem of Hahn-Banach to a state
on L(ℓ2(P )). We then restrict the extension to ℓ∞(P ) ⊆ L(ℓ2(P )) and call this
restriction µ. The point is that by construction, µ|C∗
λ
(P ) = χ is multiplicative, hence
C∗λ(P ) is in the multiplicative domain of µ. Thus we obtain for every f ∈ ℓ∞(P )
and p ∈ P
µ(f(p⊔)) = µ(V ∗p fVp) = µ(V ∗p )µ(f)µ(Vp) = µ(Vp)∗µ(Vp)µ(f) = µ(f).
Thus µ is a left invariant mean on ℓ∞(P ). This shows “5) ⇒ 1)”. 
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Theorem 6.42 tells us that for the example P = N × N discussed in § 6.2, our
definition of full semigroup C*-algebras leads to a full C*-algebra C∗(N×N) which
is nuclear and whose left regular representation is an isomorphism. This explains
and resolves the strange phenomenon described in § 6.2.
At the same time, we see why it is not a contradiction that N ∗ N is not amenable
while its C*-algebra behaves like those of amenable semigroups. The point is that
there is no character on C∗(N ∗ N) because N ∗ N is not left reversible.
However, we still need an explanation why the semigroup C*-algebra of N ∗ N
behaves like those of amenable semigroups. This leads us to our next result.
6.9. Nuclearity of semigroup C*-algebras and the connection to amenabil-
ity.
Theorem 6.44. Let P be a semigroup which embeds into a group G. Consider
(i) C∗(P ) is nuclear.
(ii) C∗λ(P ) is nuclear.
(iii) G⋉ ΩP is amenable.
(iv) The left regular representation C∗(P )→ C∗λ(P ) is an isomorphism.
We always have (i) ⇒ (ii) ⇔ (iii), and (iv) implies that P satisfies independence.
If P satisfies independence, then we also have (iii) ⇒ (i) and (iii) ⇒ (iv).
Note that the e´tale locally compact groupoid G ⋉ ΩP really only depends on P ,
not on the embedding P →֒ G. This follows from Lemma 5.22.
Proof. The first claim follows from the description of C∗(P ) = C∗(Il(P )) as a full
groupoid C*-algebra (see Theorem 5.17), the description of C∗λ(P ) as a reduced
groupoid C*-algebra (see § 6.7 and the isomorphism (21)), the commutative dia-
gram (22), and Theorem 6.7. That (iv) implies that P satisfies independence was
explained in Remark 6.39.
The second claim follows from the observation that if P satisfies independence, then
ΩP = ĴP (see Corollary 6.28 and equation (19)), so that the partial dynamical
systems G y ΩP and G y ĴP , and hence their partial transformation groupoids
coincide, and Theorem 6.7. 
Corollary 6.45. If P is a subsemigroup of an amenable group G, then statements
(i), (ii) and (iii) from Theorem 6.44 hold, and (iv) holds if and only if P satisfies
independence.
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Proof. This is because if G is amenable, the partial transformation groupoidG⋉ΩP
is amenable by [Exe15, Theorem 20.7 and Theorem 25.10]. 
This explains the second strange phenomenon mentioned at the beginning of § 6.2,
that the semigroup C*-algebra of N ∗N behaves like those of amenable semigroups.
The underlying reason is that N ∗N embeds into an amenable group: Let F2 be the
free group on two generators. By [Hoc69], we have an embedding N ∗ N →֒ F2/F′′2 ,
where F′′2 is the second commutator subgroup of F2. But F2/F′′2 is solvable, in
particular amenable. Moreover, N ∗ N satisfies independence (see § 6.5). This
is why statements (i) to (iv) from Theorem 6.44 are all true for the semigroup
P = N ∗ N.
Remark 6.46. If we modify the definition of full semigroup C*-algebras, then we
can get the same results as in Theorem 6.42, Theorem 6.44 and Corollary 6.45
without having to mention the independence condition. Simply define C∗(P ) as
the full groupoid C*-algebra of the restriction
G(Il(P ))|ΩP = {γ ∈ G(Il(P )) : r(γ), s(γ) ∈ ΩP }
of the universal groupoid G(Il(P )) of Il(P ) to ΩP . This means that we would set
C∗(P ) := C∗(G(Il(P ))|ΩP ).
Then, in Theorem 6.44, we would have (i) ⇔ (ii) ⇔ (iii), and all these statements
imply (iv). Corollary 6.45 would say that statements (i) to (iv) from Theorem 6.44
hold whenever G is amenable. Moreover, Theorem 6.42 would be true without the
assumption that P satisfies independence.
We have chosen not to follow this route and keep the definition of full semigroup C*-
algebras as full C*-algebras of left inverse hulls because the C*-algebras C∗(Il(P ))
usually have a nicer presentation, i.e., a nicer and simpler description as universal
C*-algebras given by generators and relations. Moreover, in the case of semigroups
embeddable into groups, we know that these two definitions of full semigroup C*-
algebras differ precisely by the (failure of the) independence condition.
7. Topological freeness, boundary quotients, and C*-simplicity
Given a semigroup P which embeds into a group G, we have constructed a partial
dynamical system Gy ΩP and identified the reduced semigroup C*-algebra C∗λ(P )
with the reduced crossed product C(ΩP )⋊r G. Let us now present a criterion for
topological freeness of Gy ΩP . First recall (compare [ELQ02] and [Li16b]) that a
partial dynamical system Gy X is called topologically free if for every e 6= g ∈ G,{
x ∈ Ug−1 : g.x 6= x
}
is dense in Ug−1 . Here, we use the same notation as in § 5.2.
We first need the following observation: Let P be a monoid. For p ∈ P , let
χpP ∈ ĴP be defined by χpP (X) = 1 if and only if pP ⊆ X , for X ∈ JP . Since P
is a monoid, χpP lies in ΩP for all p ∈ P .
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Lemma 7.1. The subset {χpP : p ∈ P} is dense in ΩP .
Proof. Basic open sets in ΩP are of the form
U(X ;X1, . . . , Xn) = {χ ∈ ΩP : χ(X) = 1, χ(Xi) = 0 for all 1 ≤ i ≤ n} .
Here X,X1, . . . , Xn are constructible ideals of P . Clearly, U(X ;X1, . . . , Xn) is
empty if X =
⋃n
i=1Xi. Thus, for a non-empty basic open set U(X ;X1, . . . , Xn), we
may choose p ∈ X such that p /∈ ⋃ni=1Xi, and then χpP ∈ U(X ;X1, . . . , Xn). 
Theorem 7.2. Let P be a monoid with identity e which embeds into a group G. If
P has trivial units P ∗ = {e}, then Gy ΩP is topologically free.
Proof. For p ∈ P , let χpP ∈ ĴP be defined as in Lemma 7.1, i.e., χpP (X) = 1 if and
only if pP ⊆ X , for X ∈ JP . Assume that g ∈ G satisfies g.χpP = χpP for some
p ∈ P . This equality only makes sense if χp ∈ Ug−1 , i.e., there exists s ∈ Il(P ) with
σ(s) = g and χp(s
−1s) = 1. The latter condition is equivalent to pP ⊆ dom(s).
Then
g.χpP (X) = χpP (s
−1Xs) = χpP (s−1(X ∩ im (s))) = χpP (g−1(X ∩ im (s))).
So for X ∈ JP ,
g.χpP (X) = 1
if and only if
pP ⊆ g−1(X ∩ im (s)) = g−1X ∩ dom(s).
But since pP ⊆ dom(s) holds, we have that g.χpP (X) = 1 if and only if pP ⊆ g−1X
if and only if gpP ⊆ X . Therefore, χpP = g.χpP means that for X ∈ JP , we have
pP ⊆ X if and only if gpP ⊆ X . Note that gpP = s(pP ) lies in JP . Hence, for
X = pP , we obtain gpP ⊆ pP , and for X = gpP , we get pP ⊆ gpP . Hence there
exist x, y ∈ P with
gp = px and p = gpy.
So p = gpy = pxy and gp = px = gpyx. Thus xy = yx = e. Hence x, y ∈ P ∗. Since
P ∗ = {e} by assumption, we must have x = y = e, and hence gp = p. This implies
g = e. In other words, for every e 6= g ∈ G, we have g.χpP 6= χpP for all p ∈ P
such that χpP ∈ Ug−1 . Hence it follows that{
χ ∈ Ug−1 : g.χ 6= χ
}
contains
{
χpP ∈ Ug−1 : p ∈ P
}
,
and the latter set is dense in Ug−1 as {χpP : p ∈ P} is dense in ΩP . 
Note that G y ΩP can be topologically free if P ∗ 6= {e}. For instance, partial
dynamical systems attached to ax + b-semigroups over rings of algebraic integers
in number fields are shown to be topologically free in [EL13]. A generalization of
this result is obtained in [Li16c, Proposition 5.8].
By [ELQ02, Theorem 2.6] and because of Theorem 6.41, we obtain the following
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Corollary 7.3. Suppose that P is a monoid with trivial units which embeds into a
group. Let I be an ideal of C∗λ(P ).
If I ∩Dλ(P ) = (0), then I = (0).
In other words, a representation of C∗λ(P ) is faithful if and only if it is faithful on
Dλ(P ).
Let us now discuss boundary quotients. We start with general inverse semigroups
(with or without zero). In many situations, we are not only interested in the reduced
C*-algebra of an inverse semigroup, but also in its boundary quotient. This is a
notion going back to Exel (see [Exe08, Exe09, Exe15, EGS12]). Let us recall the
construction. Given a semilattice E, let Êmax be the subset of Ê consisting of
those χ ∈ Ê such that {e ∈ E : χ(e) = 1} is maximal among all characters χ ∈ Ê.
Note that if E is a semilattice without zero, then Êmax consists of only one element,
namely the character χ satisfying χ(e) = 1 for all e ∈ E. For later purposes, we
make the following observation:
Lemma 7.4. Let E be a semilattice with zero, and let 0 be its distinguished zero
element. Suppose that χ ∈ Êmax satisfies χ(e) = 0 for some e ∈ E×. Then there
exists f ∈ E× with χ(f) = 1 and ef = 0.
Proof. If every f ∈ E× with χ(f) = 1 satisfies ef 6= 0, then we can define a filter
F by defining, for every f˜ ∈ E×,
f˜ ∈ F if there exists f ∈ E× with χ(f) = 1 and ef ≤ f˜ .
It is obvious that F is a filter, so that there exists a character χF ∈ Ê with χ−1F = F .
By construction, {
f ∈ E× : χ(f) = 1} ⊆ {f ∈ E× : χF (f) = 1} ,
but χF (e) = 1 while χ(e) = 0. This contradicts maximality of
{f ∈ E : χ(f) = 1} .

We define
∂Ê := Êmax ⊆ Ê.
Now let E be the semilattice of idempotents in an inverse semigroup S. As ∂Ê ⊆ Ê
is closed, we obtain a short exact sequence
0→ I → C0(Ê)→ C0(∂Ê)→ 0.
Now there are two options. We could view I as a subset of C∗λ(S) and form the
ideal 〈I〉 of C∗λ(S) generated by I. The boundary quotient in Exel’s sense (see
[Exe08,Exe09,Exe15,EGS12]) is given by
∂C∗λ(S) := C
∗
λ(S)/ 〈I〉 .
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Alternatively, we could take the universal groupoid G(S) of our inverse semigroup,
form its restriction to ∂Ê,
G(S) | ∂Ê :=
{
γ ∈ G(S) : r(γ), s(γ) ∈ ∂Ê
}
,
and form the reduced groupoid C*-algebra
C∗r (G(S) | ∂Ê).
As the canonical homomorphism
C∗λ(S) ∼= C∗r (G(S))։ C∗r (G(S) | ∂Ê)
contains 〈I〉 in its kernel, we obtain canonical projections
C∗λ(S)։ C
∗
λ(S)/ 〈I〉։ C∗r (G(S) | ∂Ê).
Under an exactness assumption, the second *-homomorphism actually becomes an
isomorphism, so that our two alternatives for the boundary quotient coincide. For
our purposes, it is more convenient to work with C∗r (G(S) | ∂Ê) because it is, by its
very definition, a reduced groupoid C*-algebra, so that groupoid techniques apply.
Now let us assume that our inverse semigroup S admits an idempotent pure partial
homomorphism σ : S× → G to a group G. In that situation, we can define the
partial dynamical system G y Ê (see § 5.2) and identify G(S) with the partial
transformation groupoid G⋉ Ê (see Lemma 5.22). We have the following
Lemma 7.5. Let S be an inverse semigroup with an idempotent pure partial ho-
momorphism to a group G. Let Gy Ê be its partial dynamical system. Then ∂Ê
is G-invariant.
Proof. Let us first show that for every g ∈ G,
g.(Ug−1 ∩ Êmax) ⊆ Ug ∩ Êmax.
Take χ ∈ Êmax with χ(s−1s) = 1 for some s ∈ S with σ(s) = g. Then g.χ(e) =
χ(s−1es). Assume that g.χ /∈ Êmax. This means that there is ψ ∈ Êmax such that
ψ(e) = 1 for all e ∈ E with g.χ(e) = 1, and there exists f ∈ E with ψ(f) = 1 but
χ(s−1fs) = 0. Then ψ ∈ Ug since g.χ(ss−1) = 1, which implies ψ(ss−1) = 1. Con-
sider g−1.ψ given by g−1.ψ(e) = ψ(ses−1). Then for every e ∈ E, χ(e) = 1 implies
χ(s−1ses−1s) = 1, hence χ(s−1(ses−1)s) = 1, so that g−1.ψ(e) = ψ(ses−1) = 1.
But χ(s−1fs) = 0 and g−1.ψ(s−1fs) = ψ(ss−1fss−1) = ψ(f) = 1. This contra-
dicts χ ∈ Êmax. Hence g.(Ug−1 ∩ Êmax) ⊆ Ug ∩ Êmax.
To see that
g.(Ug−1 ∩ ∂Ê) ⊆ Ug ∩ ∂Ê,
let χ ∈ Ug−1∩∂Ê and choose a net (χi)i in Êmax with limi χi = χ. As Ug−1 is open,
we may assume that all the χi lie in Ug−1 . Then g.χi ∈ Êmax, and limi g.χi = g.χ.
This implies g.χ ∈ ∂Ê. 
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Corollary 7.6. In the situation of Lemma 7.5, we have canonical isomorphisms
G(S) | ∂Ê ∼= G⋉ ∂Ê
and
C∗r (G(S) | ∂Ê) ∼= C0(∂Ê)⋊r G.
Proof. The first identification follows immediately from Lemma 7.5, while the sec-
ond one is a consequence of the first one and Theorem 5.21. 
Let us now specialize to the case where S is the left inverse hull of a left cancellative
semigroup P . First, we observe the following:
Lemma 7.7. We have ∂ĴP ⊆ ΩP .
Proof. Let X,X1, . . . , Xn ∈ JP satisfy X =
⋃n
i=1Xi. Then for χ ∈ (ĴP )max,
χ(Xi) = 0 implies that there exists X
′
i ∈ J with χ(X ′i) = 1 and Xi ∩X ′i = ∅ (see
Lemma 7.4). Thus if χ(Xi) = 0 for all 1 ≤ i ≤ n, then let X ′i, 1 ≤ i ≤ n be as
above. Then for X ′ =
⋂n
i=1X
′
i, χ(X
′) = 1 and X ∩X ′ = ∅. Thus χ(X) = 0. This
shows (ĴP )max ⊆ ΩP . As ΩP is closed, we conclude that ∂ĴP ⊆ ΩP . 
Definition 7.8. We write ∂ΩP := ∂ĴP .
For simplicity, let us now restrict to semigroups which embed into groups.
Definition 7.9. We call C∗r (G(Il(P )) | ∂ΩP ) the boundary quotient of C∗λ(P ), and
denote it by ∂C∗λ(P ).
Note that by Corollary 7.6, given a semigroup P embedded into a group G, we have
a canonical isomorphism
∂C∗λ(P ) ∼= C(∂ΩP )⋊r G.
Let us discuss some examples. Assume that our semigroup P is cancellative, and
that it is left reversible, i.e., pP ∩ qP 6= ∅ for all p, q ∈ P . This is for instance
the case for positive cones in totally ordered groups. Given such a semigroup, we
know because of Lemma 6.43 that JP is a semilattice without zero, so that (ĴP )max
degenerates to a point. Therefore, ∂ΩP degenerates to a point. Hence it follows
that the boundary quotient ∂C∗λ(P ) coincides with the reduced group C*-algebra
of the group of right quotients of P .
For the non-abelian free monoid N ∗ N on two generators, the boundary quotient
∂C∗λ(N ∗ N) is canonically isomorphic to the Cuntz algebra O2. More generally,
boundary quotients for right-angled Artin monoids are worked out and studied in
[CL07].
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Given an integral domain R, the boundary quotient ∂C∗λ(R ⋊ R
×) of the ax + b-
semigroup over R is canonically isomorphic to the ring C*-algebra Ar[R] of R (see
[CL10,CL11,Li10]). It is given as follows:
Consider the Hilbert space ℓ2R with canonical orthonormal basis {δx : x ∈ R}. For
every a ∈ R×, define Sa(δx) := δax, and for every b ∈ R, define U b(δx) := δb+x.
Then the ring C*-algebra of R is the C*-algebra generated by these two families of
operators, i.e,
Ar[R] := C
∗(
{
Sa : a ∈ R×
} ∪ {U b : b ∈ R}) ⊆ L(ℓ2R).
We refer to [CL10,CL11,Li10] and also [Li13, § 8.3] for details.
Let us now establish structural properties for boundary quotients. From now on,
let us suppose that our semigroup P embeds into a group G.
Lemma 7.10. ∂ΩP is the minimal non-empty closed G-invariant subspace of ĴP .
Proof. Let C ⊆ ĴP be non-empty, closed and G-invariant. Let χ ∈ (ĴP )max be
arbitrary, and choose X ∈ JP with χ(X) = 1. Choose p ∈ X and χ ∈ C. As
Up−1 = ĴP , we can form p.χ, and we know that p.χ ∈ C. We have p.χ(pP ) =
χ(P ) = 1, so that p.χ(X) = 1 as p ∈ X implies pP ⊆ X (X is a right ideal). Set
χX := p.χ. Consider the net (χX)X indexed by X ∈ J with χ(X) = 1, ordered by
inclusion. Passing to a convergent subnet if necessary, we may assume that limX χX
exists. But it is clear because of χ ∈ (ĴP )max that limX χX = χ. As χX ∈ C for
all X , we deduce that χ ∈ C. Thus (ĴP )max ⊆ C, and hence ∂ΩP ⊆ C. 
In particular, ∂ΩP is the minimal non-empty closed G-invariant subspace of ΩP .
Another immediate consequence is
Corollary 7.11. The transformation groupoid G⋉ ∂ΩP is minimal.
To discuss topological freeness of Gy ∂ΩP , let
G0 =
{
g ∈ G : X ∩ gP 6= ∅ 6= X ∩ g−1P for all ∅ 6= X ∈ JP
}
,
as in [Li13, § 7.3]. Clearly,
G0 =
{
g ∈ G : pP ∩ gP 6= ∅ 6= pP ∩ g−1P for all p ∈ P} .
Furthermore, we have the following
Lemma 7.12. G0 is a subgroup of G.
Proof. Take g1, g2 in G0. Then for all ∅ 6= X ∈ J , we have
((g1g2)P ) ∩X = g1((g2P ) ∩ (g−11 X))
⊇ g1((g2P ) ∩ (g−11 X)) ∩ (g1P ) = g1((g2P ) ∩ ((g−11 X) ∩ P )).
Now
(g−11 X) ∩ P = g−11 (X ∩ (g1P )) 6= ∅.
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Thus there exists x ∈ P such that x ∈ (g−11 X)∩P . Hence xP ⊆ (g−11 X)∩P . Thus
∅ 6= g1((g2P ) ∩ (xP )) ⊆ ((g1g2)P ) ∩X.

Proposition 7.13. G y ∂ΩP is topologically free if and only if G0 y ∂ΩP is
topologically free.
Proof. “⇒” is clear. For “⇐”, assume that G0 y ∂ΩP is topologically free, and
suppose that G y ∂ΩP is not topologically free, i.e., there exists g ∈ G and
U ⊆ Ug−1 ∩ ∂ΩP such that g.χ = χ for all χ ∈ U . As (ĴP )max = ∂ΩP , we can find
χ ∈ Ug−1 ∩ (ĴP )max with g.χ = χ.
For everyX ∈ JP with χ(X) = 1, choose x ∈ X and ψX ∈ (ĴP )max with ψX(xP ) =
1, so that ψX(X) = 1. Consider the net (ψX)X indexed by X ∈ JP with χ(X) = 1,
ordered by inclusion. Passing to a convergent subnet if necessary, we may assume
that limX ψX = χ. As U is open, we may assume that ψX ∈ U for all X . Then
ψX(xP ) = 1 implies that ψX ∈ Ux ∩ U .
Hence for sufficiently small X ∈ JP with χ(X) = 1, there exists x ∈ X such that
x−1.(Ux ∩ U) is a non-empty open subset of ∂ΩP . We conclude that (x−1gx).ψ =
ψ for all ψ ∈ x−1.(Ux ∩ U). This implies that x−1gx /∈ G0 as G0 y ∂ΩP is
topologically free. So there exists p ∈ P with
pP ∩ x−1gxP = ∅ or pP ∩ x−1g−1xP = ∅.
Let χX ∈ (ĴP )max satisfy χX(xpP ) = 1. If pP ∩ x−1gxP = ∅, then
xpP ∩ gxP = ∅, so that xpP ∩ g−1xpP = ∅.
Hence g.χX 6= χX if χX ∈ Ug−1 . If pP ∩ x−1g−1xP = ∅, then
xpP ∩ g−1xP = ∅, so that xpP ∩ g−1xpP = ∅.
Again, g.χX 6= χX if χX ∈ Ug−1 .
For every sufficiently small X ∈ JP with χ(X) = 1, we can find x ∈ X and χX as
above. Hence we can consider the net (χX)X as above, and assume after passing
to a convergent subnet that limX χX = χ. As χ ∈ U ⊆ Ug−1 ∩ ∂ΩP , it follows that
χX ∈ U ⊆ Ug−1 ∩ ∂ΩP for sufficiently small X . So we obtain g.χX 6= χX , although
g acts trivially on U . This is a contradiction. 
Corollary 7.14. If G0 y ∂ΩP is topologically free, then ∂C∗λ(P ) is simple.
Proof. This follows from Lemma 7.10, Proposition 7.13 and [Ren80, Chapter II,
Proposition 4.6]. 
We present a situation where Corollary 7.14 applies. Recall that we introduced the
notion of “completeness for yR” for presentations after Lemma 6.32. Moreover,
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a pair P ⊆ G consisting of a monoid P embedded into a group G is called quasi-
lattice ordered (see [Nic92]) if P has trivial units P ∗ = {e} and for every g ∈ G
with gP ∩ P 6= ∅, we can find an element p ∈ P such that gP ∩ P = pP .
Theorem 7.15. Let P = 〈Σ, R〉+ be a monoid given by a presentation (Σ, R) which
is complete for yR, in the sense of [Deh03]. Assume that for all u ∈ Σ, there is
v ∈ Σ such that there is no relation of the form u · · · = v · · · in R. Also, suppose
that P embeds into a group G such that P ⊆ G is quasi-lattice ordered in the sense
of [Nic92]. Then G0 = {e} and ∂C∗λ(P ) is simple.
Proof. In view of Corollary 7.14, it suffices to prove G0 = {e}. Let g ∈ G0. Assume
that gP ∩ P 6= P . Then g ∈ G0 implies that this intersection is not empty. Hence,
we must have gP ∩P = pP for some p ∈ P because P ⊆ G is quasi-lattice ordered.
If p 6= e, then there exists u ∈ Σ with pP ⊆ uP . By assumption, there exists
v ∈ Σ such that no relation in R is of the form u · · · = v · · · . Because (Σ, R) is
complete for yR, we know that uP ∩ vP = ∅ (see [Deh03, Proposition 3.3]), so
that gP ∩ vP = ∅. This contradicts g ∈ G0. Hence, we must have gP ∩ P = P ,
and similarly, g−1P ∩ P = P . These two equalities imply g ∈ P ∗. But P ∗ = {e}
because P ⊆ G is quasi-lattice ordered. Thus g = e. 
Theorem 7.15 implies that for every right-angled Artin monoid A+Γ (see § 3.3) with
the property that (AΓ, A
+
Γ ) is graph-irreducible in the sense of [CL07], the boundary
quotient ∂C∗λ(A
+
Γ ) is simple.
Moreover, assume that we have a cancellative semigroup. By going over to the
opposite semigroup, the left regular representation becomes the right regular rep-
resentation. In this way, our discussion about C*-algebra generated by left regular
representations applies to C*-algebras of right regular representations. In partic-
ular, we can define boundary quotients for C*-algebras generated by right regular
representations of semigroups. For instance, for the Thompson monoid
F+ = 〈x0, x1, . . . | xnxk = xkxn+1 for k < n〉+ ,
it is easy to see that Theorem 7.15 applies to the opposite monoid, so that the
boundary quotient of the C*-algebra generated by the right regular representation
of F+ is simple.
We now turn to the property of pure infiniteness. As we mentioned, the boundary
quotient ∂C∗λ(N ∗N) is isomorphic to O2, a purely infinite C*-algebra. We will now
see that this is not a coincidence.
First of all, it is easy to see that for a partial dynamical system G y X , the
transformation groupoid G⋉X is purely infinite in the sense of [Mat15] if and only
if every compact open subset of X is (G, CO)-paradoxical in the sense of [GS14,
Definition 4.3], where CO is the set of compact open subsets of X . We recall that
a non-empty subset V ⊆ X is called (G, CO)-paradoxical in [GS14, Definition 4.3]
if there exist
V1, . . . , Vn+m ∈ O and t1, . . . , tn+m ∈ G
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such that
n⋃
i=1
Vi = V =
m⋃
i=n+1
Vi,
and
Vi ∈ Ut−1i , ti.Vi ⊆ V, and ti.Vi ∩ tj .Vj = ∅ for all i 6= j.
Theorem 7.16. The groupoid G⋉ ∂ΩP is purely infinite if and only if there exist
p, q ∈ P with pP ∩ qP = ∅.
Proof. Obviously, if pP ∩ qP 6= ∅ for all p, q ∈ P , then ∂ΩP degenerates to a point.
Let us prove the converse. Every compact open subset of ĴP can be written as a
disjoint union of basic open sets
U = {ψ ∈ ∂ΩP : ψ(X) = 1, ψ(X1) = . . . = ψ(Xn) = 0} ,
for some X,X1, . . . , Xn ∈ JP . Hence it suffices to show that U is (G, CO)-
paradoxical. Since (ĴP )max is dense in ∂ΩP , there exists χ ∈ (ĴP )max with χ ∈ U .
As χ lies in (ĴP )max, χ(Xi) = 0 implies that there exists Yi ∈ J with Xi ∩ Yi = ∅
and χ(Yi) = 1 (see Lemma 7.4). Let
Y := X ∩
n⋂
i=1
Yi.
Certainly, Y 6= ∅ as χ(Y ) = 1. Moreover, for every ψ ∈ ∂ΩP , ψ(Y ) = 1 implies
ψ ∈ U . Now choose x ∈ Y . By assumption, we can find p, q ∈ P with pP ∩ qP = ∅.
For ψ ∈ ∂ΩP , xp.ψ(xpP ) = ψ(P ) = 1. Similarly, for all ψ ∈ ∂ΩP , we have
xq.ψ(xqP ) = 1. Thus
xp.U ⊆ xp.∂ΩP ⊆ U, xq.U ⊆ xq.∂ΩP ⊆ U
and (xp.U) ∩ (xq.U) ⊆ (xp.∂ΩP ) ∩ (xq.∂ΩP ) = ∅
since xpP ∩ xqP = ∅. 
Corollary 7.17. If P is not the trivial monoid, P 6= {e}, and if G0 y ∂ΩP is
topologically free, then the boundary quotient ∂C∗λ(P ) is a purely infinite simple
C*-algebra.
Proof. First of all, by Corollary 7.14, the boundary quotient is simple.
Furthermore, we observe that our assumptions that P 6= {e} and that G0 acts
topologically freely on ∂ΩP imply that P is not left reversible: If P were left
reversible, then ∂ΩP would consist of only one point. Also, if P were left reversible,
then we would have P ⊆ G0. Since every element in P obviously leaves ∂ΩP fixed,
and by our assumption that P 6= {e}, we conclude that G0 cannot act topologically
freely on ∂ΩP if P were left reversible. Hence Theorem 7.16 implies that the
groupoid G⋉ ∂ΩP is purely infinite.
This, together with [GS14, Theorem 4.4], implies that the boundary quotient
∂C∗λ(P ) is purely infinite. This completes our proof. 
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Corollary 7.18. If P is not the trivial monoid, P 6= {e}, if G⋉ ∂ΩP is amenable,
and if G0 y ∂ΩP is topologically free, then the boundary quotient ∂C∗λ(P ) is a
unital UCT Kirchberg algebra.
Proof. By assumption, our semigroups are countable, so that all the C*-algebras
we construct are separable. Clearly, the boundary quotient ∂C∗λ(P ) is unital.
Since G⋉ ∂ΩP is amenable, the boundary quotient ∂C∗λ(P ) is nuclear and satisfies
the UCT.
Now our claim follows from Corollary 7.17 
Note that this shows that [Li13, Corollary 7.23] holds without the independence
and the Toeplitz condition.
Let us now study simplicity of reduced semigroup C*-algebras. Let P be a semi-
group which embeds into a group. If C∗λ(P ) is simple, then the groupoid G ⋉ ΩP
must be minimal, as C∗λ(P ) ∼= C∗r (G ⋉ ΩP ) (see the isomorphism (21)). In partic-
ular, we must have ΩP = ∂ΩP . This equality can be characterized in terms of the
semigroup as follows:
Lemma 7.19. Let P be a monoid. We have ΩP = ∂ΩP if and only if for every
X1, . . . , Xn ∈ JP with Xi ( P for all 1 ≤ i ≤ n, there exists p ∈ P with pP ∩Xi = ∅
for all 1 ≤ i ≤ n.
Proof. Let χP be the character in ΩP determined by χP (X) = 1 if and only if
X = P , for all X ∈ JP . Such a character exists in ĴP , and our assumption that P
has an identity element ensures that χP lies in ΩP . This is because an equation of
the form
P =
n⋃
i=1
Xi
for some Xi ∈ JP implies that Xi = P for some 1 ≤ i ≤ n, as one of the Xi must
contain the identity element.
First, we claim that ΩP = ∂ΩP holds if and only if χP lies in ∂ΩP . This is certainly
necessary. It is also sufficient as ∂ΩP is G-invariant, and
{p.χP = χpP : p ∈ P}
is dense in ΩP (see Lemma 7.1).
Now basic open subsets containing χP are of the form
U(P ;X1, . . . , Xn) = {χ ∈ ΩP : χ(X1) = . . . = χ(Xn) = 0} ,
for X1, . . . , Xn ∈ JP with Xi ( P for all 1 ≤ i ≤ n.
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χP ∈ ∂ΩP if and only if χP ∈ (ĴP )max if and only if for all X1, . . . , Xn ∈ JP with
Xi ( P for all 1 ≤ i ≤ n, there is χ ∈ (ĴP )max with χ ∈ U(P ;X1, . . . , Xn). Hence
it follows that our proof is complete once we show that there exists χ ∈ (ĴP )max
with χ ∈ U(P ;X1, . . . , Xn) if and only if there exists p ∈ P with pP ∩Xi = ∅ for
all 1 ≤ i ≤ n.
For “⇒”, assume that χ ∈ (ĴP )max lies in χ ∈ U(P ;X1, . . . , Xn). Then χ(Xi) = 0
for all 1 ≤ i ≤ n. But this means that there must exist Yi ∈ JP , for 1 ≤ i ≤ n,
such that χ(Yi) = 1 and Xi ∩ Yi = ∅ (see Lemma 7.4). Take the intersection
Y :=
n⋂
i=1
Yi.
As χ(Y ) = 1, Y is not empty. Therefore, we may choose some p ∈ Y . Obviously,
pP ⊆ Y as Y is a right ideal. Moreover, for every 1 ≤ i ≤ n, we have
Xi ∩ pP ⊆ Xi ∩ Y ⊆ Xi ∩ Yi = ∅.
For “⇐”, suppose that there exists p ∈ P with pP∩Xi = ∅ for all 1 ≤ i ≤ n. An easy
application of Zorn’s Lemma yields a character χ ∈ (ĴP )max with χ(pP ) = 1. Hence
χ(Xi) = ∅ for all 1 ≤ i ≤ n, and it follows that χ lies in U(P ;X1, . . . , Xn). 
Let us derive some immediate consequences.
Corollary 7.20. If Gy ΩP is topologically free, then C∗λ(P ) is simple if and only
if for every X1, . . . , Xn ∈ JP with Xi ( P for all 1 ≤ i ≤ n, there exists p ∈ P
with pP ∩Xi = ∅ for all 1 ≤ i ≤ n.
Proof. This follows immediately from Corollary 7.11 and Lemma 7.19 (see also
Corollary 7.14). 
Corollary 7.21. Let P be a monoid with identity e, and suppose that P embeds
into a group. Suppose that P has trivial units P ∗ = {e}. Then C∗λ(P ) is simple if
and only if for every X1, . . . , Xn ∈ JP with Xi ( P for all 1 ≤ i ≤ n, there exists
p ∈ P with pP ∩Xi = ∅ for all 1 ≤ i ≤ n.
Proof. This follows from Corollary 7.20 and Lemma 7.2. 
As an example, the countable free product P = ∗∞i=1N satisfies the criterion in
Lemma 7.19. Moreover, we obviously have P ∗ = {e}. Hence Corollary 7.21 ap-
plies, and we deduce that C∗λ(∗∞i=1N) is simple. Actually, C∗λ(∗∞i=1N) is canonically
isomorphic to the Cuntz algebra O∞.
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8. The Toeplitz condition
So far, we were able to derive all our results about semigroup C*-algebras just
using descriptions as partial crossed products. However, it turns out that when we
want to compute K-theory or the primitive ideal space, we need descriptions (at
least up to Morita equivalence) as ordinary crossed products, attached to globally
defined dynamical systems. Let us now introduce a criterion which guarantees such
descriptions as ordinary crossed products.
Definition 8.1. Let P ⊆ G be a semigroup embedded into a group G. We say that
P ⊆ G satisfies the Toeplitz condition (or simply that P ⊆ G is Toeplitz) if for
every g ∈ G with g−1P ∩ P 6= ∅, the partial bijection
g−1P ∩ P → P ∩ gP, x 7→ gx
lies in the inverse semigroup Il(P ).
We can also think of Il(P ) as partial isometries on ℓ
2P . In this picture, we can give
an equivalent characterization of the Toeplitz condition. First, using the embedding
P ⊆ G, we pass to the bigger Hilbert space ℓ2G. Let 1P be the characteristic
function of P , viewed as an element in ℓ∞(G). Moreover, let λ be the left regular
representation of G on ℓ2G. Then P ⊆ G is Toeplitz if and only if for every g ∈ G
with 1Pλg1P 6= 0, we can write 1Pλg1P as a finite product of isometries and their
adjoints from the set
{Vp : p ∈ P} ∪
{
V ∗q : q ∈ P
}
.
Let us now explain why the reduced semigroup C*-algebra C∗λ(P ) is a full corner in
an ordinary crossed product if P ⊆ G is Toeplitz. In terms of the partial dynamical
system Gy ΩP , this amounts to showing that if P ⊆ G is Toeplitz, then Gy ΩP
has an enveloping action, in the sense of [Aba03], on a locally compact Hausdorff
space. This is because if P ⊆ G is Toeplitz, then g−1P ∩ P lies in the semilattice
JP . Hence, for every g ∈ G,
Ug−1 =
{
χ ∈ ΩP : χ(g−1P ∩ P ) = 1
}
,
since among all s ∈ Il(P )× with σ(s) = g, g−1P ∩ P is the maximal domain. This
means that for every g ∈ G, the subspace Ug−1 is clopen. Whenever this is the case,
our partial dynamical system will have an enveloping action on a locally compact
Hausdorff space. This follows easily from [Aba03].
In the following, we give a direct argument describing C∗λ(P ) as a full corner in an
ordinary crossed product in a very explicit way. First, we introduce some notation.
Fix an embedding P ⊆ G of a semigroup P into a group G.
Definition 8.2. We let JP⊆G be the smallest G-invariant semilattice of subsets of
G containing JP .
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Lemma 8.3. We have
(23) JP⊆G =
{
n⋂
i=1
giP : gi ∈ G
}
.
If P ⊆ G is Toeplitz, then
J×P =
{
∅ 6= Y ∩ P : Y ∈ J×P⊆G
}
.
Proof. Clearly, {
n⋂
i=1
giP : gi ∈ G
}
is a G-invariant semilattice of subsets of G. It remains to show that it contains JP .
It certainly includes the subset P of G. Moreover, for every subset X ∈ P and all
p, q ∈ P , we have p(X) = pX and q−1(X) = q−1X ∩ P . Here, pX and q−1X are
products taken in G. Therefore, we see that JP⊆G is closed under left multiplication
and pre-images under left multiplication. But JP may be characterized as the
smallest semilattice of subsets of P containing P and closed under left multiplication
and pre-images under left multiplication. Therefore, JP is contained in JP⊆G.
Our argument above also shows that we always have
J×P ⊆
{
∅ 6= Y ∩ P : Y ∈ J ×P⊆G
}
.
Now let us assume that P ⊆ G is Toeplitz, and let us prove “⊇”. By assumption,
the partial bijection
g−1P ∩ P → P ∩ gP, x 7→ gx
lies in Il(P ) as long as g
−1P ∩ P 6= ∅. Therefore, as long as g−1P ∩ P 6= ∅, the
image of this partial bijection, P ∩gP , lies in JP . Hence it follows, because of (23),
that {
∅ 6= Y ∩ P : Y ∈ J ×P⊆G
}
is contained in J×P . 
Definition 8.4. We define
DP⊆G := C∗({1Y : Y ∈ JP⊆G}) ⊆ ℓ∞(G).
Obviously, DP⊆G is G-invariant with respect to the canonical action of G on ℓ∞(G)
by left multiplication. Therefore, we can form the crossed product DP⊆G ⋊r G. It
is easy to see, and explained in [CEL15, § 2.5], that we can identify this crossed
product DP⊆G ⋊r G with the C*-algebra
C∗({1Y λg : Y ∈ JP⊆G, g ∈ G}) ⊆ L(ℓ2G)
concretely represented on ℓ2G.
Proposition 8.5. In the situation above, 1P is a full projection in DP⊆G ⋊r G.
If P ⊆ G is Toeplitz, then
(24) C∗λ(P ) = 1P (DP⊆G ⋊r G)1P .
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In particular, C∗λ(P ) is a full corner in DP⊆G ⋊r G.
Equation (24) is meant as an identity of sub-C*-algebras of L(ℓ2G).
Proof. As the linear span of elements of the form
1Y λg, Y ∈ JP⊆G, g ∈ G
is dense in DP⊆G ⋊r G, it suffices to show that, for all Y ∈ JP⊆G and g ∈ G,
1Y λg ∈ (DP⊆G ⋊r G) 1P (DP⊆G ⋊r G)
in order to show that 1P is a full projection. Let
Y =
n⋂
i=1
giP.
Then
1Y λg = (λg11P ) 1P
(
λ∗g11
⋂
n
i=2 giP
λg
)
lies in
(DP⊆G ⋊r G) 1P (DP⊆G ⋊r G) .
Let us prove that
C∗λ(P ) = 1P (DP⊆G ⋊r G)1P
if P ⊆ G is Toeplitz. First, observe that “⊆” always holds as for all p ∈ P , we have
Vp = 1Pλp1P . Conversely, it suffices to show that for every Y ∈ JP⊆G and g ∈ G,
1P1Y λg1P lies in C
∗
λ(P ). But
1P 1Y λg1P = (1P 1Y 1P ) (1Pλg1P ) ,
and 1P 1Y 1P lies in C
∗
λ(P ) as P ∩ Y lies in JP as long as it is not empty by
Lemma 8.3, and 1Pλg1P lies in C
∗
λ(P ) because P ⊆ G is Toeplitz. 
Let us discuss some examples. First, assume that P is cancellative, and right
reversible, i.e., Pp ∩ Pq 6= ∅ for all p, q ∈ P . Then P embeds into its group G of
left quotients. We have G = P−1P . We claim that P ⊆ G is Toeplitz in this case:
Take g ∈ G, and write g = q−1p for some p, q ∈ P . Then the partial bijection
g−1P ∩ P → P ∩ gP, x 7→ gx
is the composition of
q−1 : qP → P, qx 7→ x and p : P → pP, x 7→ px.
This is because
g−1P ∩ P = p−1qP ∩ P = p−1(qP ) ∩ P = p−1(dom(q−1)) = dom(q−1p),
and for x ∈ g−1P ∩ P = dom(q−1p), we have gx = q−1px = (q−1p)(x).
In particular, if P is the positive cone in a totally ordered group G, then P ⊆ G is
Toeplitz. Also, the inclusion B+n ⊆ Bn of the Braid monoid into the corresponding
Braid group is Toeplitz. Furthermore, if R is an integral domain with quotient
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field Q, then for the ax+ b-semigroup R⋊R×, we have that R⋊R× ⊆ Q⋊Q× is
Toeplitz.
Let us discuss a second class of examples. Suppose that we have a monoid P with
identity e, and that P ⊆ G is an embedding of P into a group G. Furthermore, we
assume that
J×P⊆G = {gP : g ∈ G} .
In this situation, we claim that P ⊆ G is Toeplitz.
To see this, take g ∈ G. If g−1P ∩ P 6= ∅, then we can find p ∈ P such that
g−1P ∩ P = pP . This is because we have J×P⊆G = {gP : g ∈ G} by assumption.
Here, we used the hypothesis that P has an identity element. Therefore, we can
find q ∈ P with g−1q = p. We now claim that the partial bijection
g−1P ∩ P → P ∩ gP, x 7→ gx
is the composition of
p : P → pP, x 7→ px and q−1 : qP → P, qx 7→ x.
This is because
g−1P ∩ P = qP = dom(pq−1),
and for x ∈ g−1P ∩ P = dom(pq−1), we have gx = pq−1x = (pq−1)(x).
In particular, for every graph Γ as in § 3.3, the inclusion A+Γ ⊆ AΓ of the right-
angled Artin monoid in the corresponding right-angled Artin group is Toeplitz.
For instance, the canonical embedding N ∗ N →֒ F2 is Toeplitz. Also, the inclusion
B+k,l ⊆ Bk,l of the Baumslag-Solitar monoid into the corresponding Baumslag-
Solitar group is Toeplitz, for k, l ≥ 1. Moreover, the inclusion F+ ⊆ F of the
Thompson monoid into the Thompson group is Toeplitz.
We make the following observation, which is an immediate consequence of our
preceding discussion and Lemma 8.3:
Remark 8.6. Suppose that P is a monoid which is embedded into a group G. If
J×P = {pP : p ∈ P} ,
then P ⊆ G is Toeplitz if and only if
J×P⊆G = {gP : g ∈ G} .
Let us present two examples of semigroup embeddings into groups which are not
Toeplitz. In both of our examples, the semigroup will be given by the non-abelian
free monoid N ∗ N on two generators.
First, consider the canonical homomorphism N ∗ N → F2/F′′2 . Here, F′′2 is the
second commutator subgroup of the non-abelian free group F2 on two generators.
By [Hoc69], this canonical homomorphism N ∗N→ F2/F′′2 is injective. We want to
see that N ∗ N →֒ F2/F′′2 is not Toeplitz.
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Let us denote both the canonical generators of N ∗ N and F2 by a and b. We use
the notation [g, h] = ghg−1h−1 for commutators. Obviously,
[(ab)−1, (ba)−1][ba, bab][(ab)−1, (ba)−1]−1[ba, bab]−1
lies in F′′2 . Thus
(ba)(ab)[(ab)−1, (ba)−1][ba, bab][(ab)−1, (ba)−1]−1[ba, bab]−1(ab)−1(ba)−1
lies in F′′2 . Now set
p = (ab)(ba)(ba)(bab)
q = (ab)(ba)(bab)(ba)
x = (ba)(ab)(bab)(ba)
y = (ba)(ab)(ba)(bab).
Then
pq−1yx−1
= (ba)(ab)[(ab)−1, (ba)−1][ba, bab][(ab)−1, (ba)−1]−1[ba, bab]−1(ab)−1(ba)−1
lies in F′′2 . Therefore, we have pq
−1 = xy−1 in F2/F′′2 . Now we consider g = pq
−1.
Obviously, P ∩ gP 6= ∅ as p ∈ gP . Moreover, we know that for P = N ∗ N, the
non-empty constructible right ideals are given by J ×P = {pP : p ∈ P}. Hence by
Remark 8.6, if N ∗N →֒ F2/F′′2 were Toeplitz, we would have P ∩ gP = zP for some
z ∈ P , as P ∩ gP must lie in J ×P .
We already know that p lies in P ∩ gP . Moreover, x lies in P ∩ gP as x = gy in
F2/F′′2 . But the only element z ∈ P with p ∈ zP and x ∈ zP is the identity element
z = e. This is because p starts with a while x starts with b.
Hence, if N ∗ N →֒ F2/F′′2 were Toeplitz, we would have P ∩ gP = P , or in other
words, P ⊆ gP . In particular, the identity element e ∈ P must be of the form
e = pq−1r for some r ∈ P . Hence it would follow that q = rp in F2/F′′2 , and
therefore in N ∗ N. But this is absurd as p 6= q while p and q have the same word
length with respect to the generators a and b.
All in all, this shows that N ∗N →֒ F2/F′′2 is not Toeplitz.
Our second example is given as follows: Again, we take P = N ∗ N. But this time,
we let our group be the Thompson group
F := 〈x0, x1, . . . | xnxk = xkxn+1 for k < n〉 .
Let a and b be the canonical free generators of N ∗N. Consider the homomorphism
N ∗ N→ F, a 7→ x0, b 7→ x1.
This is an embedding. For instance, this follows from uniqueness of the normal
form in [BG84, (1.3) in § 1]. We claim that this embedding N ∗ N →֒ F is not
Toeplitz.
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To simplify notations, let us identify N ∗N with the monoid 〈x0, x1〉+ generated by
x0 and x1 in F . Consider
q = x40x1 and p = x
3
0.
Set g := pq−1. Then we have p ∈ P ∩ gP . But we also have that x0x1x20 lies in
P ∩ gP because
x30x1x0x1 = x
4
0x2x1 = x
4
0x1x3 in F,
so that
pq−1x30x1x0x1 = pq
−1x40x1x3 = px3 = x
3
0x3 = x0x1x
2
0 in F.
If N ∗N →֒ F were Toeplitz, we would have that P ∩ gP is of the form zP for some
z ∈ P . The argument is the same as in the previous example. But as we saw that
x30 and x0x1x
2
0 both lie in P ∩ gP , our element z can only be either the identity
element e or the generator x0.
If z = e, then we would have P ∩gP = P , hence the identity e must lie in gP . This
means that there exists r ∈ P with e = gr = pq−1r and therefore q = rp. But this
is absurd.
If z = x0, then we would have P ∩ gP = x0P , hence x0 ∈ gP . Thus there must
exist an element r ∈ P with x0 = gr = pq−1r, and thus qp−1x0 = r. We conclude
that
r = qp−1x0 = x40x1x
−3
0 x0 = x
4
0x1x
−2
0
so that
x40x1 = rx
2
0.
But this is again absurd.
All in all, this shows that N ∗N →֒ F is not Toeplitz.
Looking at the preceding two examples, and comparing with our observation above
that the canonical embedding N ∗ N →֒ F2 is Toeplitz, we get the feeling that it
is easier for the universal group embedding of a semigroup to satisfy the Toeplitz
condition than for any other group embedding. Indeed, this is true. Let us explain
the reason. We need the following equivalent formulation of the Toeplitz condition:
Lemma 8.7. Let P be a semigroup, and suppose that P ⊆ G is an embedding of
P into a group G. The inclusion P ⊆ G satisfies the Toeplitz condition if and only
if for all p, q ∈ P , there exists a partial bijection s ∈ Il(P ) with s(q) = p and the
intersection P ∩ qp−1P , taken in G, is contained in the domain dom(s).
Proof. If g ∈ G satisfies g−1P ∩ P 6= ∅, then there exists p, q in P with g−1p = q,
i.e., g = pq−1. This shows that P ⊆ G is Toeplitz if and only if for all p, q ∈ P , the
partial bijection
qp−1P ∩ P → P ∩ pq−1P, x 7→ pq−1x
lies in Il(P ). But this is precisely what our condition says. 
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Corollary 8.8. Suppose that we have a semigroup P with two group embeddings
P →֒ G and P →֒ G˜. Furthermore, assume that there is a group homomorphism
G˜→ G such that the diagram
(25) P 

//
&&◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆ G˜

G
commutes. Then if P →֒ G is Toeplitz, then the inclusion P →֒ G˜ must be Toeplitz
as well.
Proof. In our equivalent formulation of the Toeplitz condition (see Lemma 8.7),
the only part which depends on the group embedding of our semigroup is the
intersection P ∩ qp−1P . In our particular situation, the intersection P ∩ qp−1P
taken in G˜ is given by {
x ∈ P : pq−1x ∈ P in G˜
}
,
while the intersection P ∩ qp−1P taken in G is given by{
x ∈ P : pq−1x ∈ P in G} .
Because of the commutative diagram (25), the condition pq−1x ∈ P in G˜ implies
the condition pq−1x ∈ P in G. Hence the intersection P ∩qp−1P , taken in G˜, is con-
tained in the intersection P ∩ qp−1P , taken in G, where we view both intersections
as subsets of P . Our claim follows. 
As an immediate consequence, we obtain
Corollary 8.9. Let P be a semigroup which embeds into a group, and assume that
P →֒ Guniv is its universal group embedding. If P →֒ Guniv does not satisfy the
Toeplitz condition, then for any other embedding P →֒ G of our semigroup into a
group G, we must have that P →֒ G does not satisfy the Toeplitz condition either.
9. Graph products
We discuss the independence condition and the Toeplitz condition for graph prod-
ucts.
Let Γ = (V,E) be a graph with vertices V and edges E. Assume that two vertices
in V are connected by at most one edge, and no vertex is connected to itself. Hence
we view E as a subset of V ×V . For every v ∈ V , let Pv be a submonoid of a group
Gv. We then form the graph products
P := Γv∈V Pv
and
G := Γv∈VGv,
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as in § 4.2. As explained in § 4.2, we can think of P as a submonoid of G in a
canonical way.
Our goal is to prove that if each of the individual semigroups Pv, for all v ∈ V ,
satisfy the independence condition, then the graph product P also satisfies the
independence condition. Similarly, if each of the pairs Pv ⊆ Gv, for all v ∈ V , are
Toeplitz, then the pair P ⊆ G satisfies the Toeplitz condition as well. Along the
way, we give an explicit description for the constructible right ideals of P .
We use the same notation as in § 4.2.
9.1. Constructible right ideals. Let us start with some easy observations.
Lemma 9.1. Let x1 . . . xs be a reduced expression for x ∈ G, with xi ∈ Gvi .
Assume that v1, . . . , vj ∈ V i(x). Then for all 1 ≤ i ≤ j, x1 . . . xi−1xi+1 . . . xs is
a reduced expression (for x−1i x). Similarly, if vs−j , . . . , vs ∈ V f (x), then for all
1 ≤ i ≤ j, x1 . . . xs−i−1xs−i+1 . . . xs is a reduced expression (for xx−1s−i).
Proof. By assumption, the expressions x1 . . . xs and xix1 . . . xi−1xi+1 . . . xs are shuf-
fle equivalent. In particular, the latter expression is reduced. Our first claim follows.
The second assertion is proven analogously. 
Lemma 9.2. For w ∈ V , let g be an element in Gw. Then for every x ∈ G, we
have gSiw(x) = S
i
w(gx).
Proof. Let x1 . . . xs be a reduced expression for x. If w /∈ V i(x), then Lemma 4.7
implies that gx1 . . . xs is a reduced expression for gx, and our claim follows. If w ∈
V i(x), we may assume that x1 = S
i
w(x). If gx1 6= e, then obviously (gx1)x2 . . . xs is
a reduced expression for gx, and we are done. If gx1 = e, then x2 . . . xs is a reduced
expression for gx by Lemma 9.1. Clearly, w /∈ V i(gx), and our claim follows. 
Definition 9.3. Let W ⊆ V be a subset with W ×W ⊆ E, i.e., for every w1, w2
in W , we have (w1, w2) ∈ E. Given constructible right ideals Xw ∈ JPw for every
w ∈ W , we set( ∏
w∈W
Xw
)
· P := {x ∈ P : Siw(x) ∈ Xw for all w ∈ W} .
If for some w ∈ W , we have Xw = ∅, then we set
(∏
w∈W Xw
) · P = ∅. If W = ∅,
we set
(∏
w∈W Xw
) · P = P .
By construction, we clearly have( ∏
w∈W
Xw
)
· P =
⋂
w∈W
(Xw · P ).
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Lemma 9.4. Assume that Xw = p
−1
1 q1 . . . p
−1
n qn(Pw) for some pi, qi ∈ Pw. Then
we have Xw · P = p−11 q1 . . . p−1n qn(P ). Here we view pi, qi as elements of P (via
the canonical embedding Pw ⊆ P ).
Proof. We proceed inductively on n. The case n = 0 is trivial. Let pi, qi be
elements of Pw, for 1 ≤ i ≤ n+ 1. Set Yw := p−12 q2 . . . p−1n+1qn+1(Pw). We compute
(q1(Yw)) · P =
{
x ∈ P : Siw(x) ∈ q1(Yw)
}
=
{
x ∈ q1P : q−11 (x) ∈ Yw · P
}
= {x ∈ q1P : x ∈ q1(Yw · P )}
=
{
x ∈ P : x ∈ q1p−12 q2 . . . p−1n+1qn+1(P )
}
.
Finally,
(p−11 q1(Yw)) · P =
{
x ∈ P : Siw(x) ∈ p−11 q1(Yw)
}
=
{
x ∈ P : p1Siw(x) ∈ q1(Yw)
}
=
{
x ∈ P : Siw(p1x) ∈ q1(Yw)
}
by Lemma 9.2
= {x ∈ P : p1x ∈ (q1(Yw)) · P}
= p−11 (q1(Yw)) · P = p−11 q1 . . . p−1n+1qn+1(P ).

Lemma 9.5. Assume that we are given p ∈ P and W , {Xw : w ∈ W} as in Def-
inition 9.3. Assume that ∅ 6= p (∏w∈W Xw) · P 6= P . Then there exist p˜ in P ,
W˜ ⊆ V with W˜ × W˜ ⊆ E, X˜w ∈ JPw for w ∈ W˜ with
• W˜ 6= ∅ and ∅ 6= X˜w 6= Pw for every w ∈ W˜ ,
• either p˜ = e or for all v ∈ V f (p˜), there exists w ∈ W˜ with (v, w) /∈ E,
such that
p
( ∏
w∈W
Xw
)
· P = p˜
 ∏
w∈W˜
X˜w
 · P.
Proof. We proceed inductively on the length l(p) of p. If l(p) = 0, i.e., p = e, then
for all w ∈W , we must have Xw 6= ∅, and there must exist w ∈W with Xw 6= Pw.
Thus, we can set
W˜ := {w ∈W : Xw 6= Pw} and X˜w := Xw for w ∈ W˜ .
Now assume that l(p) > 0. Without changing p
(∏
w∈W Xw
) ·P , we can replace W
by {w ∈ W : Xw 6= Pw}. So we may just as well assume that for every w ∈W , we
have ∅ 6= Xw 6= Pw. If for every v ∈ V f (p), there exists w ∈ W with (v, w) /∈ E,
then we can just set W˜ =W and X˜w = Xw for all w ∈ W˜ . If not, then we choose
v ∈ V f (p) with (v, w) ∈ E for every w ∈ W . Let p1 . . . pr be a reduced expression
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for p, with pr ∈ Pv. Set Xv := Pv if v /∈ W . Using Lemma 9.1 and Lemma 9.2, we
deduce
pr
( ∏
w∈W
Xw
)
· P =
{
y ∈ P : y = prx for some x ∈
( ∏
w∈W
Xw
)
· P
}
=
{
y ∈ P : Siw(y) ∈ Xw for all v 6= w ∈W and Siv(y) ∈ prXv
}
= (prXv) ·
 ∏
v 6=w∈W
Xw
 · P.
Thus
p
( ∏
w∈W
Xw
)
· P = (p1 · · · pr−1)
(prXv) ·
 ∏
v 6=w∈W
Xw
 · P.
Now our claim follows once we apply the induction hypothesis with p1 · · · pr−1 in
place of p. 
Definition 9.6. Assume that we are in the situation of Lemma 9.5, i.e., we are
given p ∈ P and W , {Xw : w ∈ W} as in Definition 9.3. Assume that
∅ 6= p
( ∏
w∈W
Xw
)
· P 6= P.
Then
p
( ∏
w∈W
Xw
)
· P
is said to be in standard form if both conditions from the Lemma 9.5 are satisfied,
i.e.,
• W 6= ∅ and ∅ 6= Xw 6= Pw for every w ∈W ,
• either p = e or for all v ∈ V f (p), there exists w ∈ W with (v, w) /∈ E.
Lemma 9.7. Assume that p
(∏
w∈W Xw
) · P is in standard form. Given reduced
expressions p1 · · · pr for p and x1 · · ·xs for x ∈
(∏
w∈W Xw
) · P , p1 · · · prx1 · · ·xs
is a reduced expression for px. In particular, if in addition p 6= e, then for every
v ∈ V i(p), we have Siv(px) = Siv(p).
Proof. For our first claim, the case p = e is trivial. So let us assume p 6= e. AsXw 6=
Pw for all w ∈ W , we know that W ⊆ V i(x), so that V f (p) ∩ V i(x) = ∅ because
p
(∏
w∈W Xw
) · P is in standard form. Then our assertion that p1 · · · prx1 · · ·xs is
reduced follows from Lemma 4.7. 
Proposition 9.8. The non-empty constructible right ideals of P are precisely given
by all the non-empty subsets of P of the form p
(∏
w∈W Xw
) · P , with p ∈ P and
W , {Xw : w ∈W} as in Definition 9.3.
Proof. First, we prove that p
(∏
w∈W Xw
) · P is constructible. It certainly suffices
to check that
(∏
w∈W Xw
) ·P is constructible. But Lemma 9.4 tells us that Xw ·P
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is constructible for every w ∈ W . Therefore, (∏w∈W Xw) · P = ⋂w∈W (Xw · P ) is
constructible itself.
Secondly, we show that every non-empty constructible right ideal is of the form
p
(∏
w∈W Xw
) ·P . For this purpose, let J ′ be the set of all non-empty constructible
right ideals which are of the form p
(∏
w∈W Xw
) · P . Clearly, P lies in J ′. Also,
if ∅ 6= X ∈ J ′ and p ∈ P , then obviously pX lies in J ′. It remains to prove that
for ∅ 6= X ∈ J ′ and q ∈ P , we have q−1(X) ∈ J ′ if q−1(X) 6= ∅. Since the set
J×P of non-empty constructible right ideals of P is minimal with respect to these
properties, this would then show that J×P ⊆ J ′, as desired. By induction on l(q),
we may assume that q ∈ Pv, and it even suffices to consider the case q ∈ Pv \ P ∗v .
For X = p
(∏
w∈W Xw
) ·P , we want to show that q−1(X) = ∅ or q−1(X) ∈ J ′. We
distinguish between the following cases:
1.) p = e:
1.a) There exists w ∈ W with (v, w) /∈ E. Without loss of generality we may
assume that Xw 6= Pw for all w ∈ W . Then for every x ∈ P , w /∈ V i(qx) since
v ∈ V i(qx). Thus Siw(qx) = e /∈ Xw. Therefore,
q−1
( ∏
w∈W
Xw
)
· P = ∅.
1.b) We have (v, w) ∈ E for all w ∈ W and v /∈W . Then
q−1
( ∏
w∈W
Xw
)
· P = {x ∈ P : Siw(qx) ∈ Xw for all w ∈ W}
=
{
x ∈ P : Siw(x) ∈ Xw for all w ∈ W
}
=
( ∏
w∈W
Xw
)
· P ∈ J ′.
1.c) We have (v, w) ∈ E for all w ∈ W and v ∈W . Then
q−1
( ∏
w∈W
Xw
)
· P = {x ∈ P : Siw(qx) ∈ Xw for all w ∈W}
=
(q−1(Xv)) ·
 ∏
v 6=w∈W
Xw
 · P ∈ J ′.
2.) p 6= e: We can clearly assume that
∅ 6= p
( ∏
w∈W
Xw
)
· P 6= P.
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By Lemma 9.5, we may assume that p
(∏
w∈W Xw
) · P is in standard form. And
because we have already finished the case p = e, we can in addition assume that
p 6= e. Without loss of generality, we may assume v ∈ V i(p), as we would otherwise
have q−1
[
p
(∏
w∈W Xw
) · P ] = ∅ or q−1 [p (∏w∈W Xw) · P ] = p (∏w∈W Xw) · P .
Lemma 9.7 gives Siv(px) = S
i
v(p) for every x ∈
(∏
w∈W Xw
) · P . Now y lies in
q−1
[
p
(∏
w∈W Xw
) · P ] if and only if there exists x ∈ (∏w∈W Xw) · P such that
qy = px. Hence if there exists y ∈ q−1 [p (∏w∈W Xw) · P ], we must have
qSiv(y) = S
i
v(qy) = S
i
v(px) = S
i
v(p)
by Lemma 9.2. Thus p ∈ Siv(p)P ⊆ qP . This implies that
q−1
[
p
( ∏
w∈W
Xw
)
· P
]
= (q−1p)
( ∏
w∈W
Xw
)
· P ∈ J ′.

9.2. The independence condition.
Lemma 9.9. Assume that
∅ 6= p
( ∏
w∈W
Xw
)
· P 6= P and ∅ 6= p˜
 ∏
w∈W˜
X˜w
 · P 6= P
are in standard form, with p 6= e. If
p˜
 ∏
w∈W˜
X˜w
 · P ⊆ p( ∏
w∈W
Xw
)
· P,
then p˜ ∈ pP .
Proof. First of all, let us show that p˜ 6= e. Namely, assume the contrary, i.e., p˜ = e.
Take x˜ ∈
(∏
w∈W˜ X˜w
)
· P . By assumption, we can find x ∈ (∏w∈W Xw) · P
so that x˜ = px. Moreover, choose v ∈ V i(p). By Lemma 9.7, it follows that
Siv(x˜) = S
i
v(px) = S
i
v(p). Thus we have proven that every x˜ ∈
(∏
w∈W˜ X˜w
)
· P
must satisfy Siv(x˜) = S
i
v(p). But this is obviously a wrong statement. Thus we
must have p˜ 6= e.
Now we proceed inductively on l(p). We start with the case l(p) = 1, i.e., p ∈ Pv.
For x˜ ∈
(∏
w∈W˜ X˜w
)
·P with Siv(p˜x˜) = Siv(p˜), we can always find x ∈
(∏
w∈W Xw
)·
P so that p˜x˜ = px. By Lemma 9.7, we deduce that p = Siv(px) = S
i
v(p˜x˜) = S
i
v(p˜).
Therefore, p˜ ∈ Siv(p˜)P = pP .
For the induction step, take v ∈ V i(p). For x˜ ∈
(∏
w∈W˜ X˜w
)
· P with Siv(p˜x˜) =
Siv(p˜), again choose x ∈
(∏
w∈W Xw
) · P so that p˜x˜ = px. Then Siv(p) = Siv(px) =
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Siv(p˜x˜) = S
i
v(p˜). This shows that both p˜ and p lie in S
i
v(p)P . We deduce that
(Siv(p)
−1p˜)
 ∏
w∈W˜
X˜w
 · P ⊆ (Siv(p)−1p)
( ∏
w∈W
Xw
)
· P.
Since l(Siv(p)
−1p) < l(p), we can now apply the induction hypothesis, and we are
done. 
Lemma 9.10. As above, let
∅ 6=
( ∏
w∈W
Xw
)
· P 6= P and ∅ 6= p˜
 ∏
w∈W˜
X˜w
 · P 6= P
be in standard form, this time with p˜ 6= e (and p = e). If
p˜
 ∏
w∈W˜
X˜w
 · P ⊆ ( ∏
w∈W
Xw
)
· P,
then
p˜ ∈
( ∏
w∈W
Xw
)
· P.
Proof. For x˜ ∈
(∏
w∈W˜ X˜w
)
· P with Siv(p˜x˜) = Siv(p˜), p˜x˜ lies in
(∏
w∈W Xw
) · P
by assumption. Hence, Lemma 9.7 tells us that for all w ∈W , Siw(p˜) = Siw(p˜x˜) lies
in Xw. Thus p˜ lies in
(∏
w∈W Xw
) · P . 
Lemma 9.11. Let
∅ 6=
( ∏
w∈W
Xw
)
· P 6= P and ∅ 6=
 ∏
w∈W˜
X˜w
 · P 6= P
be in standard form. Then ∏
w∈W˜
X˜w
 · P ⊆ ( ∏
w∈W
Xw
)
· P
if and only if W ⊆ W˜ and X˜w ⊆ Xw for every w ∈ W .
Proof. The direction “⇐” is obvious. To prove the reverse direction, first assume
that W * W˜ . Choose for every w˜ ∈ W˜ an element xw˜ ∈ X˜w˜. Then the prod-
uct
∏
w˜∈W˜ xw˜ obviously lies in
(∏
w∈W˜ X˜w
)
· P . But for w ∈ W \ W˜ , we have
Siw(
∏
w˜∈W˜ xw˜) = e /∈ Xw as Xw 6= Pw. This contradicts
(∏
w∈W˜ X˜w
)
· P ⊆(∏
w∈W Xw
) ·P . So we must haveW ⊆ W˜ . If for some w ∈W , we have X˜w * Xw,
then choose xw ∈ X˜w \Xw. For all remaining w˜ ∈ W˜ \{w}, choose xw˜ ∈ X˜w˜. Then
the product
∏
w˜∈W˜ xw˜ lies in
(∏
w∈W˜ X˜w
)
· P . But Siw(
∏
w˜∈W˜ xw˜) = xw /∈ Xw.
This again contradicts
(∏
w∈W˜ X˜w
)
· P ⊆ (∏w∈W Xw) · P . 
SEMIGROUP C*-ALGEBRAS 93
Proposition 9.12. If for every v ∈ V , the semigroup Pv satisfies independence,
then the graph product P satisfies independence.
Proof. Let
∅ 6= p
( ∏
w∈W
Xw
)
· P 6= P
be in standard form, and let
∅ 6= pi
( ∏
w∈Wi
X(i)w
)
· P 6= P
be finitely many constructible right ideals of P in standard form. If
p
( ∏
w∈W
Xw
)
· P =
⋃
i
pi
( ∏
w∈Wi
X(i)w
)
· P,
then either p = e or pi ∈ pP for all i by Lemma 9.9. Hence( ∏
w∈W
Xw
)
· P =
⋃
i
(p−1pi)
( ∏
w∈Wi
X(i)w
)
· P
Therefore, we may without loss of generality assume that p = e, i.e.
(26)
( ∏
w∈W
Xw
)
· P =
⋃
i
pi
( ∏
w∈Wi
X(i)w
)
· P.
Let I = {i : pi 6= e} and J = {i : pi = e}. By Lemma 9.10, we have for all i ∈ I
and w ∈W that Siw(pi) ∈ Xw. We define for every i ∈ I:
p′i =
∏
w∈W
Siw(pi).
For each i ∈ I, we obviously have
pi
( ∏
w∈Wi
X(i)w
)
· P ⊆ piP ⊆ p′iP ⊆
( ∏
w∈W
Xw
)
· P.
Therefore, ( ∏
w∈W
Xw
)
· P =
⋃
i∈I
(p′iP ) ∪
⋃
i∈J
( ∏
w∈Wi
X(i)w
)
· P.
Set W˜i :=W if i ∈ I, W˜i :=Wi for i ∈ J and
X˜(i)w :=
{
Siw(pi)Pw if i ∈ I, w ∈ W˜i,
X
(i)
w if i ∈ J, w ∈ W˜i.
Since
(∏
w∈W˜i X˜
(i)
w
)
· P = p′iP for all i ∈ I, we obviously again have
(27)
( ∏
w∈W
Xw
)
· P =
⋃
i
 ∏
w∈W˜i
X˜(i)w
 · P.
Moreover, X˜
(i)
w 6= Pw for all i and w ∈ W˜i.
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By Lemma 9.11, we must have X˜
(i)
w ⊆ Xw for all i and w ∈ W˜i. Assume that for
all i with W˜i = W , there exists w(i) ∈ W with X˜(i)w(i) ( Xw(i). Choose for every
w ∈ {w(i)}i an element
xw ∈ Xw \
⋃
{i : w(i)=w}
X˜
(i)
w(i).
This is possible since JPv is independent for every v ∈ V , so that
Xw \
⋃
{i : w(i)=w}
X˜
(i)
w(i) 6= ∅.
For all remaining w ∈ W , just choose some xw ∈ Xw. Then x :=
∏
w∈W xw lies
in
(∏
w∈W Xw
) · P , but for all i with W˜i = W , Siw(i)(x) does not lie in X˜(i)w(i).
Therefore, x does not lie in
(∏
w∈W˜i X˜
(i)
w
)
· P whenever i satisfies W˜i = W . For
i with W˜i 6= W , take w˜ ∈ W˜i \W . Then Siw˜(x) = e /∈ X˜(i)w˜ . Thus also for i with
W˜i 6= W , we have x /∈
(∏
w∈W˜i X˜
(i)
w
)
· P . Since this contradicts (27), there must
exist an index i with Wi = W and X˜
(i)
w = Xw for all w ∈ W . In particular, for
that index i, we must have( ∏
w∈W
Xw
)
· P =
 ∏
w∈W˜i
X˜(i)w
 · P.
If this index i lies in I, then we have shown that
(∏
w∈W Xw
) · P is a principal
right ideal, and we are done. If this index i lies in J , then we have proven that(∏
w∈W Xw
) · P coincides with one of the (constructible right) ideals on the right
hand side of (26) (since pi = e for i ∈ J), and we are also done. 
9.3. The Toeplitz condition.
Definition 9.13. Let x ∈ G, and assume that x1 · · ·xs is a reduced expression for
x. We set S(x) := {x1, . . . , xs}.
Note that this is well-defined by Theorem 4.2.
Lemma 9.14. Let g, x ∈ G, v ∈ V f (g), and assume Sfv (g)Siv(x) 6= e. Then
Sfv (g)S
i
v(x) lies in S(gx).
Proof. Let g1 · · · gr be a reduced expression for g, with gr = Sfv (g).
First of all, if V f (g) ∩ V i(x) = ∅, then Lemma 4.7 tells us that for every reduced
expression x1 · · ·xs for x, g1 · · · grx1 · · ·xs is a reduced expression for gx. Hence
gr = S
f
v (g)S
i
v(x) lies in S(gx).
Secondly, assume that V f (g)∩V i(x) = {v}. If x1 · · ·xs is a reduced expression for x
with x1 = S
i
v(x), then since grx1 6= e, Lemma 4.7 tells us that g1 · · · gr−1(grx1)x2 · · ·xs
is a reduced expression for gx. Again, our claim follows.
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Finally, it remains to treat the case
∅ 6= V f (g) ∩ V i(x) 6= {v} .
We proceed inductively on l(g). The cases l(g) = 0 and l(g) = 1 are taken care of
by the previous cases. As
∅ 6= V f (g) ∩ V i(x) 6= {v} ,
we can choose w ∈ V f (g) ∩ V i(x) with w 6= v. If v lies in V f (g) ∩ V i(x), then
choose a reduced expression g1 · · · gr for g with gr−1 ∈ Gw and gr ∈ Gv, and let
x1 · · ·xs be a reduced expression for x with x1 ∈ Gv and x2 ∈ Gw. Then
gx = g1 · · · gr−2(grx1)(gr−1x2)x3 · · ·xs.
Set
g′ := g1 · · · gr−2gr and x′ := x1(gr−1x2)x3 · · ·xs.
By Lemma 9.1, we know that g1 · · · gr−2gr is a reduced expression, so that gr =
Sfv (g
′). Also, x1(gr−1x2)x3 · · ·xs is a reduced expression. This is clear if gr−2x2 6= e,
and it follows from Lemma 9.1 in case gr−2x2 = e. Thus x1 = Siv(x
′). So we again
have
Sfv (g
′)Siv(x
′) = Sfv (g)S
i
v(x) 6= e.
Since l(g′) < l(g), induction hypothesis tells us that Sfv (g)Siv(x) = Sfv (g′)Siv(x′)
lies in S(g′x′) = S(gx). The case v /∈ V f (g) ∩ V i(x) is treated similarly. Just set
x1 = e. 
For g ∈ G, let us denote the partial bijection
g−1P ∩ P → P ∩ gP, x 7→ gx
by gP .
Lemma 9.15. Let g1 · · · gr be a reduced expression for g ∈ G. Then
gP = (g1)P · · · (gr)P .
Proof. We proceed inductively on l(g). The case l(g) = 1 is trivial. First, we show
that for x ∈ P , gx ∈ P implies grx ∈ P . Let gr ∈ Gv. Then by Lemma 9.14,
grS
i
v(x) lies in S(gx) or grS
i
v(x) = e. Since gx ∈ P , we conclude that in any
case, we have grS
i
v(x) ∈ Pv. Obviously, S(grx) ⊆
{
grS
i
v(x)
} ∪ S(x). So we obtain
grx ∈ P . Therefore, we compute
dom(gP ) = {x ∈ P : gx ∈ P} = {x ∈ P : gx ∈ P and grx ∈ P}
= {x ∈ P : grx ∈ P and (g1 . . . gr−1)(grx) ∈ P}
= dom((g1 · · · gr−1)P gP ).
Hence it follows that gP = (g1 · · · gr−1)P gP .
By induction hypothesis, (g1 · · · gr−1)P = (g1)P . . . (gr−1)P , and we are done. 
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Lemma 9.16. For g ∈ Gv, we have g−1Pv ∩ Pv 6= ∅ if and only if g−1P ∩ P 6= ∅.
Assume that this is the case, and that there are pi, qi in Gv with
gPv = p
−1
1 q1 . . . p
−1
n qn
in Il(Pv). Then
gP = p
−1
1 q1 . . . p
−1
n qn
in Il(P ).
Proof. Let us start proving the first claim. Since Pv ⊆ P , the implication “⇒” is
obvious. For the reverse direction, assume that g−1P ∩ P 6= ∅, i.e., there exists
x ∈ P with gx ∈ P . Then obviously, Siv(x) ∈ Pv, and gSiv(x) = Siv(gx) lies in Pv
(here we used Lemma 9.2), so g−1Pv ∩ Pv 6= ∅.
Secondly, we show g−1P ∩ P = q−1n pn . . . q−11 p1(P ):
g−1P ∩ P = {x ∈ P : gx ∈ P} = {x ∈ P : Siv(gx) ∈ Pv}
=
{
x ∈ P : gSiv(x) ∈ Pv
}
by Lemma 9.2
=
{
x ∈ P : Siv(x) ∈ g−1Pv ∩ Pv
}
=
{
x ∈ P : Siv(x) ∈ q−1n pn . . . q−11 p1(Pv)
}
=
(
q−1n pn . . . q
−1
1 p1(Pv)
) · P
= q−1n pn . . . q
−1
1 p1(P ) by Lemma 9.4.
Therefore, we have
dom(gP ) = dom(p
−1
1 q1 · · · p−1n qn)
as subsets of P . Hence it follows that
gP = p
−1
1 q1 . . . p
−1
n qn
in Il(P ) because we have p
−1
1 q1 · · · p−1n qn = g in Gv ⊆ G. Here we are taking
products of p−1i and qi as group elements in Gv and G. 
Proposition 9.17. If for all v ∈ V , Pv ⊆ Gv is Toeplitz, then P ⊆ G is Toeplitz.
Proof. Let g1 · · · gr be a reduced expression for g ∈ G, with gi ∈ Gvi . Assume that
g−1P ∩ P 6= ∅. By Lemma 9.15, we know that
gP = (g1)P . . . (gr)P .
In particular, g−1i P ∩ P 6= ∅ for all 1 ≤ i ≤ r. By Lemma 9.16, we conclude that
g−1i Pvi ∩Pvi 6= ∅ for all 1 ≤ i ≤ r. Since for all 1 ≤ i ≤ r, the embedding Pvi ⊆ Gvi
is Toeplitz, we can find pi,j , qi,j in Pvi (for 1 ≤ j ≤ ni) with
(gi)Pvi = p
−1
i,1 qi,1 . . . p
−1
i,ni
qi,ni in Il(Pvi).
Lemma 9.16 implies that
(gi)P = p
−1
i,1 qi,1 . . . p
−1
i,ni
qi,ni in Il(P )
for all 1 ≤ i ≤ r. Thus we have, in Il(P ):
gP = (g1)P . . . (gr)P =
(
p−11,1q1,1 . . . p
−1
1,n1
q1,n1
)
. . .
(
p−1r,1qr,1 . . . p
−1
r,nrqr,nr
)
.
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
10. K-theory
Let us apply the K-theory results from [Ech17] to semigroups and their reduced
semigroup C*-algebras.
Let P be a semigroup which embeds into a group. Assume that P satisfies indepen-
dence, and that we have an embedding P ⊆ G into a group G such that P ⊆ G is
Toeplitz. Furthermore, suppose that G satisfies the Baum-Connes conjecture with
coefficients.
As J×P⊆G = G.J ×P by Lemma 8.3, we can choose a set of representatives X ⊆ JP
for the G-orbits G\J×P⊆G. For every X ∈ X, let
GX := {g ∈ G : gX = X} ,
and let
ιX : C
∗
λ(GX)→ C∗λ(P ), λg 7→ λg1X .
Here we identify C∗λ(P ) with the crossed product DP⊆G⋊rG as in Proposition 8.5.
This is possible because of our assumption that P ⊆ G is Toeplitz.
Theorem 10.1. In the situation above, we have that⊕
X∈X
(ιX)∗ :
⊕
X∈X
K∗(C∗λ(GX))
∼=−→ K∗(C∗λ(P ))
is an isomorphism.
To see how Theorem 10.1 follows from [Ech17, Corollary 5.19], we explain how to
choose Ω, I and ei, i ∈ I (in the notation of [Ech17, Corollary 5.19]). Let Ω be the
spectrum of DP⊆G (DP⊆G was introduced in Definition 8.4), so that our semigroup
C*-algebra is a full corner in C0(Ω) ⋊r G by Proposition 8.5. Moreover, let I be
J×P⊆G, and let eX be given by 1X for all X ∈ J×P⊆G. Applying [Ech17, Corol-
lary 5.19], with coefficient algebra A = C, to this situation yields Theorem 10.1.
If, in addition, P is a monoid and we have J ×P = {pP : p ∈ P}, then we must have
J×P⊆G = {gP : g ∈ P}, so that we may choose X = {P}. Then the stabilizer group
GP = P
∗ becomes the group of units in P . The theorem above then says that the
*-homomorphism
ι : C∗λ(P
∗)
∼=−→ C∗λ(P ), λg 7→ Vg
induces an isomorphism
ι∗ : K∗(C∗λ(P
∗))
∼=−→ K∗(C∗λ(P )).
In particular, if we further have that P has trivial unit group, then we obtain that
the unique unital *-homomorphism C→ C∗λ(P ) induces an isomorphism
K∗(C)
∼=−→ K∗(C∗λ(P )).
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This applies to positive cones in total ordered groups, as long as the group satisfies
the Baum-Connes conjecture with coefficients. It also applies to right-angled Artin
monoids, to Braid monoids, to Baumslag-Solitar monoids of the type B+k,l for k, l ≥
1, and to the Thompson monoid.
Let us also discuss the case of ax + b-semigroups over rings of algebraic integers
in number fields. This case is also discussed in detail in [Cun17a]. Let K be a
number field with ring of algebraic integers R. We apply our K-theory result to the
semigroup P = R⋊R×. This semigroup embeds into the ax+b-groupK⋊K×. All
our conditions are satisfied, so that we only need to compute orbits and stabilizers.
We have a canonical identification
G\JR⋊R×⊆K⋊K×
∼=−→ ClK , [a× a×] 7→ [a].
Moreover, for the stabilizer group Ga×a× , we obtain
Ga×a× = a⋊R∗.
Here, R∗ is the group of multiplicative units in R.
Hence, our K-theory formula reads in this case⊕
[a]∈ClK
K∗(C∗λ(a⋊R
∗))
∼=−→ K∗(C∗λ(R⋊R×)).
There is a generalization of this formula to ax+ b-semigroups over Krull rings (see
[Li16c]). Let us explain this, using the notation from § 4.3.
Let R be a countable Krull ring with group of multiplicative units R∗ and divisor
class group C(R). Then our K-theory formula gives⊕
[a]∈C(R)
K∗(C∗λ(a ⋊R
∗))
∼=−→ K∗(C∗λ(R ⋊R×)).
The reader may also consult [Cun17a].
Building on our discussion of graph products in § 4.2 and § 9, we can also present
a K-theory formula for graph products.
As in § 4.2 and § 9, let Γ = (V,E) be a graph with vertices V and edges E, such that
two vertices in V are connected by at most one edge, and no vertex is connected to
itself. So we view E as a subset of V × V . For every v ∈ V , let Pv be a submonoid
of a group Gv. We then form the graph products
P := Γv∈V Pv
and
G := Γv∈VGv.
We have a canonical embedding P ⊆ G.
For every v ∈ V , choose a system Xv of representatives for the orbits Gv\J×Pv⊆Gv
which do not contain Pv. Moreover, for every non-empty subset W ⊆ V , define
SEMIGROUP C*-ALGEBRAS 99
XW :=
∏
w∈W Xw. Combining Proposition 9.8, Proposition 9.12, Proposition 9.17
and Theorem 10.1, we obtain
Theorem 10.2. Assume that for every vertex v in V , our semigroup Pv satisfies
independence, and that Pv ⊆ Gv is Toeplitz. Moreover, assume that G satisfies
the Baum-Connes conjecture with coefficients. Then the K-theory of the reduced
C*-algebra of P is given by
K∗(C∗λ(P
∗))⊕
⊕
∅6=W⊆V
W×W∈E
⊕
(Xw)w∈XW
K∗(C∗λ(
∏
w∈W
GXw ))
∼=−→ K∗(C∗λ(P )).
Proof. We know that P satisfies independence by Proposition 9.12, and we know
that P ⊆ G is Toeplitz by Proposition 9.17. Moreover, it is an immediate conse-
quence of Proposition 9.8 that
G \J×P⊆G
= {P} ⊔
{[( ∏
w∈W
Xw
)
· P
]
: ∅ 6=W ⊆ V, W ×W ⊆ E, (Xw)w ∈ XW
}
.
As we get for the stabilizer groups
G(
∏
w∈W Xw)·P =
∏
w∈W
GXw ,
our theorem follows from Theorem 10.1. 
Note that the graph product G satisfies the Baum-Connes conjecture with coeffi-
cients if for every vertex v ∈ V , the group Gv has the Haagerup property. This is
because, by [AD13], the graph product G has the Haagerup property in this case.
11. Further developments, outlook,
and open questions
Based on the result we presented, in particular descriptions as partial or ordinary
crossed products as well as our K-theory formula, we obtain classification results
for semigroup C*-algebras.
For instance, the case of positive cones in countable subgroups of the real line,
where these groups are equipped with the canonical total order coming from R,
have been studied in [Dou72,JX88,CPPR11,Li15]. It turns out that the semigroup
C*-algebra of such positive cones remembers the semigroup completely. Actually,
we can replace the semigroup C*-algebra by the ideal corresponding to the boundary
quotient. It turns out that also these ideals determine the positive cones completely.
For right-angled Artin monoids, a complete classification result was obtained in
[ELR16], building on previous work in [CL02,CL07,Iva10,LR96]. The final classifi-
cation result allows us to decide which right-angled Artin monoids have isomorphic
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semigroup C*-algebras by looking at the underlying graphs defining our right-angled
Artin monoids. The invariants of the graphs deciding the isomorphism class of the
semigroup C*-algebras are explicitly given, and easy to compute in concrete exam-
ples.
For Baumslag-Solitar monoids, important structural results about their semigroup
C*-algebras were obtained in [Spi12,Spi14].
In the case of ax + b-semigroups over rings of algebraic integers in number fields,
partial classification results have been obtained in [Li14], building on previous work
in [CDL13,EL13]. It turns out that for two number fields with the same number
of roots of unity, if the ax+ b-semigroups over their rings of algebraic integers have
isomorphic semigroup C*-algebras, then our number fields must have the same zeta
function. In other words, they must be arithmetically equivalent (see [Per77,SP95]).
In addition to these classification results, another observation is that the canoni-
cal commutative sub-C*-algebra (denoted by Dλ(P )) of our semigroup C*-algebra
often provides interesting extra information. In many situations, the partial dy-
namical system attached to our semigroup (embedded into a group) is topologically
free, and then this canonical commutative sub-C*-algebra is a Cartan subalgebra in
the sense of [Ren08]. For instance, for rings of algebraic integers in number fields,
it is shown in [Li16a] that Cartan-isomorphism for two semigroup C*-algebras of
the ax+ b-semigroups implies that the number fields are arithmetically equivalent
and have isomorphic class groups. This is a strictly stronger statement then just
being arithmetically equivalent, as there are examples of number fields which are
arithmetically equivalent but have difference class numbers (see [dSP94]).
It would be interesting to obtain structural results for semigroup C*-algebras of the
remaining examples mentioned in § 3.
For instance, for more general totally ordered groups, the semigroup C*-algebras
of their positive cones have not been studied and would be interesting to investi-
gate. Their boundary quotients are given by the reduced group C*-algebras of our
totally ordered groups. It would be interesting to study the structure of the ideals
corresponding to these boundary quotients.
For Artin monoids which are not right-angled, it would be interesting to find out
more about their semigroup C*-algebras. For example, the case of Braid monoids
would already be interesting. Here the boundary quotients are given by the re-
duced group C*-algebras of Braid groups. Therefore, the semigroup C*-algebras of
Braid monoids cannot be nuclear. But what about the ideals corresponding to the
boundary quotients?
It would also be very interesting to study the semigroup C*-algebra of the Thomp-
son monoid. While the boundary quotient of the semigroup C*-algebra attached to
the left regular representation is isomorphic to the reduced group C*-algebra of the
Thompson group, the boundary quotient of the semigroup C*-algebra generated
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by the right regular representation is a purely infinite simple C*-algebra (see our
discussion after Theorem 7.15, and also Corollary 7.17). Is it nuclear?
In the case of ax+ b-semigroups over rings of algebraic integers in number fields, is
it possible to find a complete classification result for their semigroup C*-algebras?
This means that we want to know when precisely two such ax+ b-semigroups have
isomorphic semigroup C*-algebras. It would be interesting to find a characterization
in terms of the underlying number fields and their invariants.
Finally, it seems that not much is known about semigroup C*-algebras of finitely
generated abelian cancellative semigroups. However, we remark that it is not diffi-
cult to see that all numerical semigroups have isomorphic semigroup C*-algebras.
Moreover, subsemigroups of Z2 are discussed in [Cun17b].
Moreover, apart from the issue of classification, we would like to mention a couple
of interesting further questions.
Given a semigroup P which is cancellative, i.e., both left and right cancellative, we
can form the semigroup C*-algebra C∗λ(P ) generated by the left regular representa-
tion, and also the semigroup C*-algebraC∗ρ (P ) generated by the right regular repre-
sentation. It was observed in [CEL13,Li16c] that these two types of semigroup C*-
algebras are completely different. However, strangely enough, they seem to share
some properties. For instance, in all the examples we know, our semigroup C*-
algebras C∗λ(P ) and C
∗
ρ (P ) have isomorphic K-theory (see [CEL13,Li16c]). There
is even an example when this is the case, where our semigroup does not satisfy
independence (see [LN16]). Is this a general phenomenon? Do C∗λ(P ) and C
∗
ρ(P )
always have isomorphic K-theory? What other properties do C∗λ(P ) and C
∗
ρ(P )
have in common? For instance, what about nuclearity?
Looking at Theorem 6.44, and in particular Corollary 6.45, the following task seems
interesting: Find a semigroup P which embeds into a group, whose semigroup C*-
algebra is nuclear, such that P does not embed into an amenable group.
With our discussion of the Toeplitz condition in mind (see § 8), it would be in-
teresting to find a semigroup which embeds into a group, for which the universal
group embedding is not Toeplitz.
Finally, we remark that it would be an interesting project to try to generalize
our K-theory computations to subsemigroups of groups without using the Toeplitz
condition.
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