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A LOGARITMIKUS LEGKISEBB NE´GYZETEK MO´DSZERE´NEK
KARAKTERIZA´CIO´I
CSATO´ LA´SZLO´
To¨bbszempontu´ do¨nte´si proble´ma´k megolda´sa sora´n gyakran szu¨kse´gesse´
va´lik su´lyvektor sza´mı´ta´sa a do¨nte´shozo´ a´ltal megadott pa´ros o¨sszehasonl´ıta´s
ma´trixbo´l. Az e ce´lra szolga´lo´ mo´dszerek ko¨zo¨tti va´laszta´s egyik lehetse´ges
u´tja az axiomatikus megko¨zel´ıte´s alkalmaza´sa. A cikk az egyik legne´pszeru˝bb
elja´ra´s, a logaritmikus legkisebb ne´gyzetek mo´dszere, valamint az eza´ltal
genera´lt rangsor egy-egy axiomatikus karakteriza´cio´ja´t mutatja be.
1. Bevezete´s
Do¨nte´si proble´ma´k modelleze´sekor sza´mtalan alkalommal tala´lkozhatunk a pa´-
ros o¨sszehasonl´ıta´sok fogalma´val: a do¨nte´shozo´nak azt a ke´rde´st tesszu¨k fel, ha´ny-
szor tekinti az egyik elemet jobbnak vagy nagyobbnak a ma´sikna´l. A kapott va´la-
szok jellemzo˝en nem teljes´ıtik a konzisztencia ko¨vetelme´nye´t, megto¨rte´nhet, hogy
A alternat´ıva ke´tszer jobb, mint B, B pedig ha´romszor jobb C-ne´l, ennek ellene´re
A nem hatszor jobb C-ne´l. Ugyanez a jelense´g elo˝fordulhat objekt´ıv adatokbo´l
fel´ırt pa´ros o¨sszehasonl´ıta´s ma´trixok esete´n is, pe´lda´ul orsza´gok rangsorola´sa´na´l
[39], de a sportban sem ismeretlen a
”
ko¨rbevere´s” jelense´ge [5, 10, 16, 19]. Ilyenkor
egya´ltala´n nem trivia´lis feladat az inkonzisztens pa´ros o¨sszehasonl´ıta´sokbo´l ado´-
do´ preferencia´kat a legjobban ko¨zel´ıto˝ su´lyvektor meghata´roza´sa, az irodalomban
nem ve´letlenu¨l javasoltak ku¨lo¨nbo¨zo˝ mo´dszereket erre a ce´lra [12].
Az elja´ra´sok ko¨zo¨tti va´laszta´s egyik lehetse´ges u´tja az axiomatikus megko¨ze-
l´ıte´s alkalmaza´sa, vagyis ne´ha´ny, a mo´dszerekto˝l
”
elva´rt” tulajdonsa´g bevezete´se,
majd annak vizsga´lata, mely elja´ra´sok teljes´ıtik azokat. [36] ko¨nyve´ben ha´rom
lehetse´ges esetet eml´ıt az axio´ma´k kapcsolata´ro´l: (I) az axio´ma´k ellentmondo´-
ak, egyetlen mo´dszer sem ele´g´ıtheti ki egyszerre mindegyiket; (II) pontosan egy
mo´dszer teljes´ıti az axio´ma´kat, azok karakteriza´lja´k az adott elja´ra´st; (III) az axi-
o´ma´k to¨bb mo´dszer alkalmaza´sa´t is megengedik. Ezentu´l a leginka´bb
”
va´gyott”
(II) esetben, a karakteriza´cio´ bizony´ıta´sa´ban meg szoka´s vizsga´lni a felhaszna´lt
axio´ma´k logikai fu¨ggetlense´ge´t, mert kideru¨lhet, esetleg kevesebb is ele´g a k´ıva´nt
eredme´ny ele´re´se´hez. Erre kiva´lo´ pe´lda [9] eredme´nye a Keme´ny-ta´volsa´g eredeti
karakteriza´cio´ja´ban szereplo˝ egyik tulajdonsa´g redundancia´ja´ro´l.
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Az uto´bbi e´vekben hazai kutato´k to¨bbszo¨r foglalkoztak bizonyos mo´dszerek
axiomatikus megalapoza´sa´val, elso˝sorban a ja´te´kelme´let teru¨lete´n. Az Alkalma-
zott Matematikai Lapok hasa´bjain [40] ta´rgyalta a Shapley-e´rte´k axiomatiza´la´sait.
[46] a Shapley-e´rte´k, [27] az ara´nyos cso˝dszaba´ly, [45] egy szake´rto˝k kiva´laszta´sa´ra
alkalmas elja´ra´s karakteriza´cio´ja´t adta. [20] e´s [24] az elso˝ axiomatiza´cio´k a pa´-
ros o¨sszehasonl´ıta´s ma´trixok inkonzisztencia´ja´nak me´re´se´ben. A felsorola´sbo´l nem
hia´nyozhatnak a lehetetlense´gi te´telek, az axio´ma´k o¨sszeegyeztethetetlense´ge´vel
kapcsolatos eredme´nyek sem: [28] a kocka´zateloszta´s, [22] e´s [23] a pa´ros o¨sszeha-
sonl´ıta´sokon alapulo´ sport rangsorola´s teru¨lete´n jutott
”
negat´ıv” eredme´nyre.
A ko¨vetkezo˝kben a pa´ros o¨sszehasonl´ıta´s ma´trixok su´lyvektora´nak sza´mı´ta´sa´val
kapcsolatos axiomatiza´cio´kat ta´rgyalunk. Az 1. fejezet a fo˝bb elme´leti fogalmakat,
az 1. fejezet az irodalmi elo˝zme´nyeket ismerteti. Az 1. fejezet a su´lyoza´si mo´d-
szerekre (1. alfejezet), illetve a rangsorola´si elja´ra´sokra (1. alfejezet) vonatkozo´
tulajdonsa´gokat mutatja be. Te´teleinket az 1. fejezetben mondjuk ki. Miuta´n e
cikk o¨sszefoglalo´ ce´llal ı´ro´dott, a bizony´ıta´sok – nagyre´szt technikai – re´szleteit nem
ko¨zo¨lju¨k, az e´rdeklo˝do˝ olvaso´ a kapcsolo´do´ munka´kban [21, 25] megtala´lja azokat.
Ve´gu¨l az 1. fejezet ne´ha´ny ko¨vetkeztete´st, ı´ge´retes kutata´si ira´nyt fogalmaz meg.
2. A su´lyvektor sza´mı´ta´sa
Ce´lunk n alternat´ıva rangsora´nak meghata´roza´sa pa´ronke´nti o¨sszehasonl´ıta´saik
alapja´n. Legyen aij az i alternat´ıva j alternat´ıva´hoz viszony´ıtott relat´ıv e´rte´kele´se,
a
”
Ha´nyszor jobb az i alternat´ıva a j alternat´ıva´na´l?” ke´rde´sre adott numerikus
va´lasz.
Jelo¨lje Rn+ e´s R
n×n
+ a pozit´ıv (minden elem nulla´na´l nagyobb) n elemu˝ vektorok
e´s n×n-es ma´trixok halmaza´t. Legyen N = {1, 2, . . . , n} az alternat´ıva´k halmaza.
2.1. Defin´ıcio´. Pa´ros o¨sszehasonl´ıta´s ma´trix : Az A = [aij ] ∈ Rn×n+ ma´trix
pa´ros o¨sszehasonl´ıta´s ma´trix, ha aji = 1/aij minden 1 ≤ i, j ≤ n-re.
Jelo¨lje An×n az n× n-es pa´ros o¨sszehasonl´ıta´s ma´trixok halmaza´t.
Az A pa´ros o¨sszehasonl´ıta´s ma´trixot konzisztensnek nevezzu¨k, amennyiben
aik = aijajk minden 1 ≤ i, j, k ≤ n esete´n. Ellenkezo˝ esetben a ma´trix inkon-
zisztens. Egy A pa´ros o¨sszehasonl´ıta´s ma´trix akkor e´s csak akkor konzisztens, ha
elemei elo˝a´llnak az aij = wi/wj alakban.
2.2. Defin´ıcio´. Su´lyvektor : A w = [wi] ∈ Rn+ vektor su´lyvektor, ha
n∑
i=1
wi = 1.
Legyen Rn az n elemu˝ su´lyvektorok halmaza.
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2.3. Defin´ıcio´. Su´lyoza´si mo´dszer : Az f : An×n →Rn fu¨ggve´ny egy su´lyoza´si
mo´dszer.
A su´lyoza´si mo´dszer minden pa´ros o¨sszehasonl´ıta´s ma´trixhoz egy su´lyvektort
rendel. Az irodalomban sza´mos ku¨lo¨nbo¨zo˝ su´lyoza´si mo´dszert javasoltak (ismerte-
te´su¨ket la´sd [12]), az egyik legne´pszeru˝bb az ala´bbi.
2.4. Defin´ıcio´. Logaritmikus legkisebb ne´gyzetek mo´dszere (LLSM) [14, 15, 29,
30, 41]: A logaritmikus legkisebb ne´gyzetek mo´dszere azA→ wLLSM (A) fu¨ggve´ny,
ahol a wLLSM (A) su´lyvektor a ko¨vetkezo˝ optimaliza´la´si feladat megolda´sa:
min
w∈Rn+,
∑n
i=1 wi=1
n∑
i=1
n∑
j=1
[
log aij − log
(
wi
wj
)]2
. (1)
Az LLSM -et me´rtani ko¨ze´p mo´dszernek is nevezik, mert (1) optimuma a sor-
elemek me´rtani ko¨zepeinek normaliza´la´sa´val kaphato´:
wLLSMi (A) =
∏n
j=1 a
1/n
ij∑n
k=1
∏n
j=1 a
1/n
kj
.
A su´lyoza´si mo´dszerek haszna´lata gyakran csak az alternat´ıva´k rangsor a´nak
meghata´roza´sa´t ce´lozza. A ≽ rangsor egy teljes (i ≽ j vagy i ≼ j minden i, j ∈ N
esete´n) elo˝rendeze´s, azaz reflex´ıv (i ≽ i minden i ∈ N -re) e´s tranzit´ıv (ba´rmely
i, j, k ∈ N -re: i ≽ j e´s j ≽ k esete´n i ≽ k) bina´ris rela´cio´ az alternat´ıva´k N
halmaza´n.
A ≽ rangsor aszimmetrikus e´s szimmetrikus re´szeit ≻ e´s ∼ jelo¨li: i ≻ j akkor
e´s csak akkor, ha i ≽ j teljesu¨l, de j ≽ i nem; i ∼ j pedig pontosan akkor, ha i ≽ j
e´s j ≽ i.
Legyen Rn az n alternat´ıva o¨sszes lehetse´ges rangsorainak halmaza.
2.5. Defin´ıcio´. Rangsorola´si mo´dszer : A g : An×n → Rn fu¨ggve´ny egy rang-
sorola´si mo´dszer.
A rangsorola´si mo´dszer minden pa´ros o¨sszehasonl´ıta´s ma´trixhoz hozza´rendeli
az alternat´ıva´k egy rangsora´t. A tova´bbiakban ≽gA a g rangsorola´si mo´dszer A
pa´ros o¨sszehasonl´ıta´s ma´trixra to¨rte´no˝ alkalmaza´sa´nak eredme´nye´t jelo¨li.
Vila´gos, hogy minden su´lyoza´si mo´dszer egye´rtelmu˝en meghata´roz egy rang-
sorola´si mo´dszert. Pe´lda´ul a ≽LLSM logaritmikus legkisebb ne´gyzetek rangsorola´si
mo´dszer esete´n i ≽LLSMA j akkor e´s csak akkor, ha wLLSMi (A) ≥ wLLSMj (A). Egy
rangsorola´si mo´dszer azonban to¨bb su´lyoza´si mo´dszer eredme´nyeke´nt is elo˝a´llhat.
A ta´rsadalmi va´laszta´sok elme´lete´ben jo´l ismert rangsorola´si mo´dszer [11, 35]
fogalma´t [18] alkalmazta a pa´ros o¨ssszehasonl´ıta´s ma´trixok ta´rgyala´sa´ban, ba´r ko-
ra´bban egyes szerzo˝k implicit mo´don haszna´lta´k azt (la´sd pe´lda´ul [26, 34, 38, 44]).
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3. A su´lyoza´si mo´dszerek karakteriza´cio´i
A pa´ros o¨sszehasonl´ıta´s ma´trixok su´lyvektora´nak sza´mı´ta´sa´ra terme´szetesen
ma´r szinte´n to¨bbszo¨r alkalmazta´k az axiomatikus megko¨zel´ıte´st. Valo´sz´ınu˝leg az
elso˝ ilyen munka [32] a logaritmikus legkisebb ne´gyzetek mo´dszere´nek karakteri-
za´la´sa´ro´l. Az ehhez szu¨kse´ges ne´gy tulajdonsa´g, a korrekt eredme´ny a konzisztens
esetben (correct result in the consistent case), az o¨sszehasonl´ıta´s sorrendje´re valo´
invariancia (comparison order invariance), a simasa´g (smoothness) e´s a hatva´nyo-
za´s invariancia (power invariance).1 [33, Theorem 2] e´rtelme´ben a hatva´nyoza´s
invariancia kicsere´le´se a rangsor mego˝rze´s (rank preservation) ko¨vetelme´nyre a
[42, 43] a´ltal javasolt saja´tvektort mo´dszert karakteriza´lja.
Az axio´ma´k ko¨zu¨l az elso˝ ketto˝ aligha vitathato´. [8] azonban egy olyan ce´l-
programoza´si mo´dszert mutat, mely invaria´ns a hatva´nyoza´sra is, e´s teljes´ıti a
simasa´g egy szerintu¨nk terme´szetesebb, alternat´ıv megfogalmaza´sa´t (a deriva´l-
hato´ fu¨ggve´nyek e´s folytonos deriva´ltak seg´ıtse´ge´vel to¨rte´no˝ le´ıra´s helyett annak
megko¨vetele´se, hogy a ma´trixelemek kis va´ltoza´sa a su´lyvektorban se eredme´nyez-
hessen nagy va´ltoza´st), tova´bba´ egy outlier megle´te me´g nem akada´lyozza meg
az eredeti preferenciavektor azonos´ıta´sa´t. [13] egy u´jabb ce´lprogramoza´si elja´ra´st
karakteriza´lt.
A simasa´g e´s a hatva´nyoza´s-invariancia aka´r teljes ege´sze´ben elhagyhato´ a lo-
garitmikus legkisebb ne´gyzetek mo´dszere´nek axiomatiza´la´sa´bo´l. Ezeket [3] egy
konzisztenciaszeru˝ ko¨vetelme´nyre csere´li: a su´lyvektornak ugyanannak kell lennie,
ha to¨bb pa´ros o¨sszehasonl´ıta´s ma´trix aggrega´ltja´bo´l sza´mı´tjuk, vagy a priorita´so-
kat egyenke´nt hata´rozzuk meg az egyes ma´trixokra, majd ezeket a me´rtani ko¨ze´p
mo´dszerrel o¨sszegezzu¨k. [2] ezen axio´ma´t e´s az o¨sszehasonl´ıta´s sorrendje´re valo´
invariancia´t egyetlen tulajdonsa´ggal helyettes´ıti, miszerint az alternat´ıva´k su´lya
csak a pa´ros o¨sszehasonl´ıta´s ma´trix megfelelo˝ sora´to´l fu¨gghet. [31]-hez hasonlo´an
ezt kisse´ mesterse´ges felte´telnek tartjuk.
A fenti eredme´nyek alapja´n a pa´ros o¨sszehasonl´ıta´s ma´trixokbo´l sza´rmazo´ su´ly-
vektor meghata´roza´sa´nak proble´ma´ja axiomatikus szempontbo´l sem tu˝nik leza´rt-
nak. Jelen cikk ehhez a ke´rde´shez szeretne hozza´ja´rulni a logaritmikus legkisebb
ne´gyzetek mo´dszere´nek ke´t karakteriza´cio´ja´t bemutatva. Az elso˝ az elja´ra´sra mint
su´lyoza´si mo´dszerre vonatkozik, a ke´t axio´ma ko¨zu¨l az egyik szinte terme´szetes el-
va´ra´s, a ma´sik pedig egyfajta loka´lis jo´l viselkede´st ko¨vetel meg. Miuta´n az uto´bbi
nem felte´tlenu¨l vitathatatlan ko¨vetelme´ny, ez az axiomatiza´cio´ inka´bb a mo´dszer
jobb mege´rte´se´t seg´ıtheti. A ma´sodik karakteriza´cio´s eredme´ny az alternat´ıva´k
logaritmikus legkisebb ne´gyzetek mo´dszere´vel kapott rangsora´ra vonatkozik, mi-
uta´n a javasolt axio´ma´k csak az alternat´ıva´k relat´ıv viszonya´t veszik figyelembe.
Itt mindha´rom tulajdonsa´g jo´l indokolhato´, so˝t, a bizony´ıta´sban ko¨zponti szerepet
ja´tszo´ axio´ma a to¨bbszempontu´ do¨nte´selme´let Analytic Hierarchy Process (AHP)
1 A kora´bbi karakteriza´cio´kban haszna´lt tulajdonsa´gok ko¨zu¨l csak azokat vezetju¨k be forma´-
lisan az 1. fejezetben, melyek jelen cikk szempontja´bo´l jelento˝se´ggel b´ırnak.
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mo´dszere´nek
”
atyja”, Thomas L. Saaty egyik – Acze´l Ja´nossal ko¨zo¨s – nevezetes
eredme´nye´n [1] alapul.
4. Axio´ma´k
Ez a fejezet ne´ha´ny su´lyoza´si, illetve rangsorola´si mo´dszerrel szembeni ko¨vetel-
me´nyt ismertet.
4.1. Su´lyoza´si mo´dszerek tulajdonsa´gai
4.1. Axio´ma. Korrektse´g (correctness, CR): Legyen A ∈ An×n egy konzisz-
tens pa´ros o¨sszehasonl´ıta´s ma´trix. Az f : An×n → Rn su´lyoza´si mo´dszer korrekt,
ha fi(A)/fj(A) = aij minden 1 ≤ i, j ≤ n-re.
A CR axio´ma megko¨veteli, hogy a su´lyvektor minden konzisztens pa´ros o¨ssze-
hasonl´ıta´s ma´trix esete´n a ma´trixot genera´lo´ vektor legyen. A tulajdonsa´got [32]
vezette be korrekt eredme´ny a konzisztens esetben (correct result in the consistent
case) ne´ven, e´s to¨bbek ko¨zo¨tt [2], [3], valamint [33] haszna´lta.
4.1. Sege´dte´tel. A logaritmikus legkisebb ne´gyzetek mo´dszere teljes´ıti a CR
axio´ma´t.
4.1. Defin´ıcio´. α-transzforma´cio´ egy tria´don (α-transformation on a triad):
Legyen A ∈ An×n egy pa´ros o¨sszehasonl´ıta´s ma´trix, 1 ≤ i, j, k ≤ n pe-
dig ha´rom ku¨lo¨nbo¨zo˝ alternat´ıva. Az (i, j, k) ha´rmason (tria´don) ve´grehajtott
α-transzforma´cio´ eredme´nye az Aˆ ∈ An×n pa´ros o¨sszehasonl´ıta´si ma´trix, ahol
aˆij = αaij (aˆji = aji/α), aˆjk = αajk (aˆkj = akj/α), aˆki = αaki (aˆik = aik/α) e´s
aˆℓm = aℓm minden ma´s elemre.
A tria´don ve´gzett α-transzforma´cio´ ha´rom ma´trixelemet mo´dos´ıt egy ko¨r men-
te´n. Az α = 3
√
aik/(aijajk) parame´terva´laszta´ssal az i, j, k alternat´ıva´k vonatko-
za´sa´ban megteremtheto˝ a loka´lis konzisztencia, hiszen ekkor aˆij aˆjk = α
2aijajk =
aik/α = aˆik. Ugyanakkor ez a va´ltoztata´s ”
elronthatja” ma´s alternat´ıvaha´rmasok
konzisztencia´ja´t.
4.2. Axio´ma. α-transzforma´cio´to´l valo´ fu¨ggetlense´g egy tria´don (invariance to
α-transformation on a triad, ITT ): LegyenA, Aˆ ∈ An×n ke´t pa´ros o¨sszehasonl´ıta´-
si ma´trix u´gy, hogy Aˆ megkaphato´ az A ma´trix egy tria´dja´n ve´gzett
α-transzforma´cio´val. Az f : An×n → Rn su´lyoza´si mo´dszer fu¨ggetlen a tria´don
ve´grehajtott α-transzforma´cio´ra ne´zve, ha f(A) = f(Aˆ).
Az ITT axio´ma fenna´lla´sakor a su´lyvektort nem befolya´solja´k a tria´dokon ve´g-
zett α-transzforma´cio´k. A tulajdonsa´g bevezete´se´t [4] ko¨rfu¨ggetlense´g (indepen-
dence of circuits) nevu˝ axio´ma´ja inspira´lta (magyar nyelven la´sd [17]).
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Az e transzforma´cio´to´l valo´ fu¨ggetlense´g megko¨vetele´se az ala´bbi e´rvele´ssel in-
dokolhato´. Tekintsu¨nk egy sportversenyt, ahol i ja´te´kos legyo˝zte j-t, j legyo˝zte
k-t, ve´gu¨l k legyo˝zte i-t, vagyis a ha´rom ja´te´kos
”
ko¨rbeverte” egyma´st. Legyen
mindha´rom gyo˝zelem e´s verese´g egyene´rte´ku˝. A ja´te´kosok rangsora´t e´szszeru˝nek
tu˝nik va´ltozatlanul hagyni, amennyiben a ha´rom me´rko˝ze´s eredme´nye´t ugyanolyan
me´rte´kben e´s ira´nyban mo´dos´ıtjuk. Pe´lda´ul mindegyiket az ellenkezo˝je´re ford´ıt-
hatjuk (azaz imma´r i ugyanolyan ara´nyu´ verese´get szenved j-to˝l, mint j ja´te´kos
k-to´l, k pedig i-to˝l), vagy do¨ntetlenre va´ltoztathatjuk azokat. Az ITT axio´ma
le´nyege´ben ezen elva´ra´s formaliza´la´sa.
4.2. Rangsorola´si mo´dszerek tulajdonsa´gai
4.3. Axio´ma. Anonimita´s (anonymity, ANO): Legyen A = [aij ] ∈ An×n egy
pa´ros o¨sszehasonl´ıta´s ma´trix, σ : N → N az alternat´ıva´k halmaza´nak egy per-
muta´cio´ja, mı´g σ(A) = [σ(a)ij ] ∈ An×n az A-bo´l ezen permuta´cio´ re´ve´n kaphato´
pa´ros o¨sszehasonl´ıta´s ma´trix, azaz σ(a)ij = aσ(i)σ(j). A g : An×n → Rn rangsoro-
la´si mo´dszer anonim, ha i ≽gA j ⇐⇒ σ(i) ≽gσ(A) σ(j) minden 1 ≤ i, j ≤ n-re.
Az anonimita´s e´rtelme´ben az alternat´ıva´k rangsora nem fu¨gghet azok elneve-
ze´se´to˝l. Ezt a tulajdonsa´got – su´lyoza´si mo´dszerek esete´n – [32] az o¨sszehasonl´ıta´s
sorrendje´re valo´ invariancia (comparison order invariance) ne´ven vezette be.
4.2. Defin´ıcio´. Pa´ros o¨sszehasonl´ıta´s ma´trixok aggrega´la´sa (aggregation of pair-
wise comparison matrices): Legyenek
A(1) =
[
a
(1)
ij
]
∈ An×n
A(2) =
[
a
(2)
ij
]
∈ An×n, . . . ,A(k) =
[
a
(k)
ij
]
∈ An×n
pa´ros o¨sszehasonl´ıta´s ma´trixok. Az ezekbo˝l ke´pzett aggrega´lt pa´ros o¨sszehasonl´ıta´s
ma´trix a ko¨vetkezo˝:
A(1) ⊕A(2) ⊕ · · · ⊕A(k) =
[
k
√
a
(1)
ij a
(2)
ij · · · a(k)ij
]
∈ An×n.
Teha´t pa´ros o¨sszehasonl´ıta´s ma´trixok aggrega´la´sa az azonos poz´ıcio´ju´ ma´trix-
elemek me´rtani ko¨zepei a´ltal meghata´rozott pa´ros o¨sszehasonl´ıta´s ma´trixhoz vezet.
[1] axiomatikus e´rvele´ssel bizony´ıtja, hogy a me´rtani ko¨ze´p az egyetlen
”
jo´l visel-
kedo˝”aggrega´lo´ mo´dszer, mert nem le´tezik ma´s olyan kva´ziaritmetikai ko¨ze´p, mely
teljes´ıtene´ a reciprocita´s e´s a pozit´ıv homogenita´s ko¨vetelme´nye´t. A reciprocita´s
e´rtelme´ben a ma´trixelemek o¨sszegze´se, majd inverta´la´sa ugyanazt az eredme´nyt
adja, mint az egyenke´nti inverta´la´s, e´s az ezt ko¨veto˝ aggrega´la´s. Ez a tulajdonsa´g
garanta´lja az aggrega´lt ma´trix pa´ros o¨sszehasonl´ıta´s ma´trix volta´t (2.1. defin´ıcio´).
A pozit´ıv homogenita´s szerint pedig az o¨sszegzendo˝ ma´trixelemek mindegyike´nek
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ugyanazon pozit´ıv konstanssal to¨rte´no˝ megszorza´sa az aggrega´lt ma´trix megfelelo˝
eleme´t is ezzel ara´nyosan va´ltoztatja meg.
4.4. Axio´ma. Aggrega´la´s invariancia (aggregation invariance, AI): Legyenek
A(1),A(2), . . . ,A(k) ∈ An×n pa´ros o¨sszehasonl´ıta´s ma´trixok, g : An×n → Rn
pedig egy olyan rangsorola´si mo´dszer, hogy i ≽g
A(ℓ)
j minden 1 ≤ ℓ ≤ k-re. Ekkor
g aggrega´la´s invaria´ns, ha i ≽g
A(1)⊕A(2)⊕···⊕A(k) j, valamint i ≻
g
A(1)⊕A(2)⊕···⊕A(k) j,
amennyiben i ≻g
A(ℓ)
j legala´bb egy 1 ≤ ℓ ≤ k esete´n.
A Pareto-elvnek is nevezett, ebben a forma´ban [21] a´ltal javasolt AI axio´ma a
csoportos do¨nte´shozatal ke´zenfekvo˝ felte´tele: amikor a do¨nte´shozo´k egyete´rtenek
abban, hogy az i alternat´ıva nem rosszabb j-ne´l, akkor ezt a rela´cio´t – az egye´ni
ve´leme´nyek o¨sszegze´se´vel kapott – aggrega´lt preferencia´knak is tu¨kro¨znie kell.
4.5. Axio´ma. Reszponzivita´s (responsiveness, RES): Legyenek A,A′ ∈ An×n
pa´ros o¨sszehasonl´ıta´s ma´trixok, mı´g 1 ≤ i, j ≤ n ke´t ku¨lo¨nbo¨zo˝ alternat´ıva u´gy,
hogy A e´s A′ minden eleme azonos a′ij > aij (a
′
ji < aji) kive´tele´vel. A
g : An×n → Rn
rangsorola´si mo´dszer reszponz´ıv, ha i ≽gA j ⇒ i ≻gA′ j.
A reszponzivita´s – egy terme´szetesnek tu˝no˝ monotonita´si tulajdonsa´g – e´rtel-
me´ben, amennyiben az i alternat´ıva nem rosszabb j-ne´l, akkor szigoru´an prefe-
ra´ltta´ kell va´lnia, miuta´n egyma´ssal szembeni pa´ros o¨sszehasonl´ıta´suk eredme´nye
i sza´ma´ra kedvezo˝en va´ltozik.
5. Axiomatiza´cio´k
Az ala´bbiakban a logaritmikus legkisebb ne´gyzetek mo´dszere´t karakteriza´ljuk.
5.1. Az LLSM mint su´lyoza´si mo´dszer
Az 1. fejezetben bemutatott, su´lyoza´si mo´dszerekre vonatkozo´ ke´t tulajdonsa´g
ma´r elegendo˝ egy elja´ra´s egye´rtelmu˝ meghata´roza´sa´hoz.
5.1. Te´tel. A logaritmikus legkisebb ne´gyzetek mo´dszere az egyetlen korrekt
e´s egy tria´don ve´grehajtott α-transzforma´cio´ra ne´zve fu¨ggetlen su´lyoza´si mo´dszer.
Bizony´ıta´s. La´sd [25, Theorem 4.1]. ⊓⊔
Miuta´n az 5.1. te´tel karakteriza´cio´ja csak ke´t tulajdonsa´got haszna´l, inka´bb
technikai jelento˝se´gu˝ az ala´bbi eredme´ny.
5.1. Sege´dte´tel. CR e´s ITT logikailag fu¨ggetlen axio´ma´k.
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Bizony´ıta´s. La´sd [25, Proposition 4.1]. ⊓⊔
Az 5.1. te´tel fo˝ u¨zenete, hogy a logaritmikus legkisebb ne´gyzetek mo´dszere egy-
szerre rendelkezik jo´ loka´lis (ITT ) e´s globa´lis (CR) tulajdonsa´gokkal. Ez az egyet-
len olyan elja´ra´s, amely nem
”
romlik el” akkor, ha a pa´ros o¨sszehasonl´ıta´s ma´trix
va´gyott konzisztencia´ja´t
”
moho´”mo´don, mindig csak egy-egy alternat´ıvaha´rmasra
o¨sszpontos´ıtva szeretne´nk helyrea´ll´ıtani, miko¨zben nem engedju¨k meg a su´lyvek-
tor va´ltoza´sa´t. Ez aze´rt lehet ne´mileg meglepo˝, ugyanakkor egye´rtelmu˝en kedvezo˝
eredme´ny, mert elso˝ la´ta´sra egya´ltala´n nem nyilva´nvalo´, hogy a konzisztencia loka´-
lis helyrea´ll´ıta´sa, egy-egy tria´d
”
kijav´ıta´sa” ne su´lyosb´ıtana´ helyrehozhatatlanul a
ma´trix to¨bbi re´sze´n meglevo˝ inkonzisztencia´t (vagy rontana´ el a kezdetben meglevo˝
konzisztencia´t). Ilyen e´rtelemben az LLSM elja´ra´ssal kapott su´lyvektor nevezheto˝
a tria´don ve´gzett α-transzforma´cio´ fixpontja´nak.
Az 5.1. te´tel szerint, ha valaki nem e´rt egyet a logaritmikus legkisebb ne´gyzetek
mo´dszere´nek haszna´lata´val, akkor a CR e´s ITT axio´ma´k ko¨zu¨l legala´bb az egyiket
el kell utas´ıtania. A korrektse´g elhagya´sa nehezen ve´dheto˝. A tria´don ve´grehajtott
α-transzforma´cio´to´l valo´ fu¨ggetlense´gro˝l adott esetben le lehet mondani, ba´r ezzel
elvesz´ıtju¨k a fenti egyszeru˝ iterat´ıv elja´ra´s alkalmazhato´sa´ga´t.
5.2. Az LLSM mint rangsorola´si mo´dszer
A 1 fejezetben ismertetett ha´rom tulajdonsa´g seg´ıtse´ge´vel karakteriza´lhato´ egy
rangsorola´si mo´dszer.
5.2. Te´tel. A logaritmikus legkisebb ne´gyzetek rangsorola´si mo´dszere az egyet-
len anonim, aggrega´la´sinvaria´ns e´s reszponz´ıv rangsorola´si mo´dszer.
Bizony´ıta´s. La´sd [21, Theorem 1]. ⊓⊔
A te´telben szereplo˝ tulajdonsa´gok egyike sem ne´lku¨lo¨zheto˝.
5.2. Sege´dte´tel. ANO, AI e´s RES logikailag fu¨ggetlen axio´ma´k.
Bizony´ıta´s. La´sd [21, Proposition 3]. ⊓⊔
Az 5.2. te´tel alapja´n az LLSM elja´ra´s elvete´se´hez az ANO, AI e´s RES tulaj-
donsa´gok valamelyike´t fel kell a´ldozni. Az anonimita´s elhagya´sa megmagyara´zha-
tatlan. Az aggrega´la´s invariancia alapja [1] h´ıres eredme´nye.2 Ve´gu¨l, a reszponzi-
vita´s felada´sa ellentmond a pa´ros o¨sszehasonl´ıta´s ma´trix elemeinek tulajdon´ıtott
jelente´snek. Minden bizonnyal ba´rmelyik va´llalati do¨nte´shozo´ ro¨vid u´ton elbocsa´-
tana´ azt a pe´nzu¨gyi tana´csado´ja´t, aki megpro´ba´lna´ megmagyara´zni, hogy aze´rt
kell kevesebb pe´nzt sza´nni egy projektre, mert annak relat´ıv hozama (va´ltozatlan
piaci ko¨ru¨lme´nyek, pe´lda´ul azonos kocka´zat mellett) va´ratlanul nagyobb lett.
2 A hivatkozott cikk 2019. februa´r 27-e´n 921 hivatkoza´ssal rendelkezett a Google Scholar, e´s
370-nel a Web of Science o¨sszes´ıte´se alapja´n.
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6. O¨sszefoglala´s
Az elo˝zo˝ekben a pa´ros o¨sszehasonl´ıta´s ma´trixok su´lyvektora´nak meghata´roza´-
sa´ra szolga´lo´ egyik elja´ra´s, a logaritmikus legkisebb ne´gyzetek mo´dszere´vel kap-
csolatos ke´t karakteriza´cio´t ismertettu¨nk. Mindegyik hata´sos e´rvekkel szolga´l az
LLSM elja´ra´s alkalmaza´sa mellett, mely az itt ta´rgyaltakon tu´l sza´mos kedvezo˝
tulajdonsa´ggal rendelkezik (la´sd pe´lda´ul [2, 3, 31, 32, 33, 37]).
Ugyanakkor fontos felh´ıvni a figyelmet arra, hogy a bemutatott axiomatiza´cio´k
csak az o¨sszes pa´ros o¨sszehasonl´ıta´s ma´trix halmaza´n e´rve´nyesek. Elso˝ ra´ne´ze´sre
enne´l szu˝kebb oszta´lyok va´laszta´sa nem jelenthet gondot, ez azonban te´vede´s [40]:
ke´t, egye´bke´nt ku¨lo¨nbo¨zo˝ su´lyoza´si vagy rangsorola´si elja´ra´s egy kisebb halmazon
ma´r egybeeshet, ı´gy ott nem felte´tlenu¨l az LLSM lesz az egyetlen olyan mo´dszer,
ami az o¨sszes axio´ma´t teljes´ıti. Pe´lda´ul konzisztens pa´ros o¨sszehasonl´ıta´s ma´trixok
esete´n az ITT axio´ma trivia´lis mo´don teljesu¨l, vagyis minden korrekt su´lyoza´si
mo´dszer azonos a logaritmikus legkisebb ne´gyzetek mo´dszere´vel, ı´gy az 5.1. te´tel
a´ll´ıta´sa´nak egye´rtelmu˝se´gre vonatkozo´ re´sze hamis.
Tala´n e´rdekesebb ke´rde´s, vajon mi a helyzet egy bo˝vebb halmazon, a nem tel-
jesen kito¨lto¨tt pa´ros o¨sszehasonl´ıta´s ma´trixoke´n, ahol bizonyos o¨sszehasonl´ıta´sok
ismeretlenek is lehetnek. A ce´lfu¨ggve´ny oka´n a logaritmikus legkisebb ne´gyzetek
mo´dszere minden nehe´zse´g ne´lku¨l kiterjesztheto˝ erre az oszta´lyra [6], miko¨zben
az elja´ra´s bizonyos tulajdonsa´gai e´rve´nyesek maradnak [7]. Ez az a´ltala´nos´ıta´s
azonban ma´r egy ma´sik kutata´s te´ma´ja lehet.
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CHARACTERIZATIONS OF THE LOGARITHMIC LEAST SQUARES METHOD
La´szlo´ Csato´
An axiomatic approach is applied for the problem of extracting weights or rankings of the
alternatives from a pairwise comparison ratio matrix. First, we provide an axiomatic charac-
terization of the Logarithmic Least Squares Method, which is sometimes called row geometric
mean. This procedure is shown to be the only one satisfying correctness in the consistent case,
which requires the reproduction of the inducing vector for any consistent matrix, and invariance
to a specific transformation on a triad, that is, the weight vector is not influenced by an arbi-
trary multiplication of matrix elements along a 3-cycle by a positive scalar. Second, it is proved
that the ordering induced by this method is uniquely determined by three independent axioms,
anonymity (independence of the labelling of alternatives), responsiveness (a kind of monotonicity
property) and aggregation invariance, which demands the preservation of the pairwise ranking
between two alternatives if unanimous individual preferences are combined by geometric mean.
Keywords: decision analysis; pairwise comparisons; ranking; geometric mean; axiomatic approach;
characterization.
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