We prove a general theorem showing that local goodλ inequalities imply bounds in certain variable Orlicz spaces. We use this to develop a type of variable exponent Hardy space where the exponent is allowed to approach or even equal zero at points.
Introduction
There are two main topics in this paper. To understand the first topic, it helps to know that results about variable exponent Lebesgue spaces are often proven using Rubio de Francia's extrapolation theory [2] . This relies on establishing weighted L p bounds, which are in turn often proven by using local good-λ inequalities. The first part of this paper shows how to obtain variable exponent bounds directly from local good-λ inequalities.
The second topic of the paper is the application of the results mentioned above to develop a theory of variable exponent Hardy spaces in which the exponent can approach and even equal 0 (where we think of x 0 as basically a power of log + x). We develop such a theory in this paper, and many of the results of classical Hardy space theory (both real and complex) still hold. We work on the unit disc, since this seems to be the case easiest to understand at first. For work on variable exponent Hardy spaces, see [1, [5] [6] [7] [8] [9] .
We now introduce some preliminaries need to understand the paper. For each x in the unit circle (identified with [0, 2π)), suppose there is an increasing function Φ x : [0, ∞) → [0, ∞). Suppose for each interval I there are increasing functions Φ I,+ and Φ I,− such that
for all x in the closure of I and for all t ∈ [0, ∞). (By interval we mean an arc of the unit circle in this context). Often we take Φ I,+ (t) = sup x∈I Φ x (t) and similarly for Φ I,− with the supremum replaced by an clear that f (a) < f (b) if a > b. Something else to note is that if Ψ(y) = aΦ(y) then · Ψ,(a) = · Φ .
We now introduce the definition of slowly changing on intervals. We will first motivate the definition. Suppose that there is some constant C depending on B > 0 such that if ρ Φx (f ) ≤ B then on each interval in the level set {x : f (x) > λ} we have Φ I,+ (λ) ≤ CΦ I,− (λ). Note that if I is an interval in the level set of such an f , we must have m(I) ≤ B/Φ I,− (λ) by the restriction on f . So we may satisfy the condition Φ I,+ (λ) ≤ CΦ I,− (λ) for the lambda indicated above if for each λ > 0 and each interval I of length at most B/Φ I,− (λ), we have Φ I,+ (λ) ≤ CΦ I,− (λ). Another way to say this is as follows. Definition 1.3. We say the modular family Φ Φ Φ is slowly changing on intervals if for every B > 0 there is a constant C > 0 such that for each interval I and each number b ≥ m(I)/B we have Φ I,+ (Φ −1 I,− (1/b)) ≤ C/b. Equivalently, we may require that for each B > 0 there is a constant C > 0 such that for each number w ≤ Φ −1 I,− (B/m(I)), we have Φ I,+ (w) ≤ CΦ I,− (w).
Note that it is possible that the condition in the above definition only holds for certain B > 0. If we wish to specify that the definition holds for a certain B we can say that the family is slowly changing on intervals for modulus B. If a family is slowly changing on intervals for modulus B then it is slowly changing on intervals for modulus B ′ for any B ′ < B. The theorems we prove below will usually involve the condition of slowly changing on intervals, but they have analogs for the condition of slowly changing on intervals for modulus B. However, we will not deal with slowly changing on intervals for modulus B very much, since we will not need it for our primary examples and it is an additional complication.
We record our observations in a lemma. 
for some constant C. Define Φ I,+ (λ) = sup x∈I Φ x (λ) and similarly for Φ I,− with inf in place of sup.
The family of such functions Φ is slowly changing on intervals. To see this, suppose that I is an interval and that x, y ∈ I. Define p +,I = sup x∈I p(x), and p −,
which is bounded by some constant independent of I. Similarly, |x − y| p I,− −p I,+ is bounded by a constant independent of I. Thus, w p I,− −p I,+ and w p I,+ −p I,− are both bounded by a constant independent of I, so the family Φ Φ Φ is slowly changing on intervals.
We note also that if we define Φ x (λ) = max(1, λ p(x) ) that the family Φ Φ Φ is still slowly changing on intervals. The reasoning is similar to the above but slightly easier since then Φ x (w) = 1 for all x and w ≤ 1. 
We claim the family defined by Φ x is slowly changing on intervals. Note that if I is an interval and w ≤ Φ −1 I,− (B/m(I)) then Φ I,− (w) ≤ B/m(I) and so (1 + log + (w)) s ≤ B/m(I). This implies that w ≤ exp(B/m(I) 1/s ).
Now let x, y ∈ I. Assume without loss of generality that p(x) > p(y).
. Thus in any event for w ≥ 1 we have
where C is the constant in the definition of Hölder continuity. 
Proof. Let B > 0 and let I be an interval and suppose that w ≤ 
Recall that an open set on the unit circle can be decomposed uniquely into a countable disjoint union of open intervals (i.e. arcs). We call each of these intervals basic intervals for the open set.
Good Lambda Inequalities and Bounds
Let f be a nonnegative function that is lower semicontinuous and finite everywhere on the unit circle. This finiteness assumption is for simplicity. The argument given below will work with only slight changes if f is finite almost everywhere, but in this case we may also change the definition of f on a set of measure 0 to make it finite everywhere. Let I m 0 be the singleton set containing the unit circle. Let m 0 be an integer. Let h > 1. We will also assume later that h is bigger than the constant C ′ in the definition of uniformly doubling.
We define the set of intervals I n+1 recursively as follows. Given any interval I in I n , the set {x ∈ I : Φ I,+ (f (x)) > h n } consists of a union of open intervals. For each I ∈ I n , place each one of these intervals in I n+1 . Let I = ∪ ∞ n=0 I n . Notice that I has a tree structure, where each interval in I n is the parent of all its subintervals in I n+1 . It is a slight complication that an interval may be in more than one I n , but this does not create any essential difficulties. Let I m 0 −1 = I m 0 .
For a given I ∈ I n , let ch(I) denote all its children in I n+1 , and let pr(I) denote its parent in I n−1 . Let lv(I), the level of I, denote the largest n such that I ∈ I n .
For a given I ∈ I, let rc(I) = I \ ∪{J : J ∈ ch(I)}. Here rc stands for "remove children." Notice that rc(I) ∩ rc(J) = ∅ for any intervals I, J ∈ I. Also ∪ I∈I rc(I) = T (where T denotes the unit circle). Note that lv(I) is the n for which I ∈ I n and rc(I) = ∅. For x ∈ T, let lv(x) be the largest n such that x is in some interval in I n .
It is very important for later that each I ∈ I n for n > m 0 is an open interval that is a basic interval of the level set {x : Φ pr(I),+ (f (x)) > h n−1 }. To see this, note this will be the case by definition if the two boundary points of pr(I) are not in the level set. But if either of them were in the level set, then they would be in pr(I) (since Φ pr(pr(I)),+ ≥ Φ pr(I),+ , unless they were also boundary points of pr(pr(I)). But since they are not in pr(I), they must be boundary points of pr(pr(I)). Continuing in this manner gives a contradiction, since the unit circle is the only interval in I m 0 , and it has no boundary points.
We will need the following two lemmas.
where the constant C is as in the definition of slowly changing on intervals(and thus depends on a and b, or b ′ ).
Proof. This follows because for x ∈ rc(I) where I ∈ I n we have
If n > m 0 then Φ pr(I),+ (f (x)) ≥ h n−1 and thus
). But as long as n > m 0 , the interval I is an interval in the level set of {f (x) > Φ −1 pr(I),+ (h n−1 )} and so by Lemma 1.
We note for later that another way of writing this is
(the right side holds for all x). It follows that 1
Under the same assumptions as the previous lemma,
Proof. The right hand inequality follows from the previous lemma.
Suppose that x ∈ rc(I) for some interval I. Notice that for each x we have that x is in precisely one interval in each
Integrating gives the result.
We note in passing that if Φ x (t) = t p(x) for some function p such that 0 < p − ≤ p(x) ≤ p + < ∞ for all x and numbers p − and p + , then a simpler construction suffices for what follows. Namely, we may simply consider basic intervals for level sets of the form {x : f (x) > 2 n } in forming the set I. Lemmas analogous to Lemmas 2.1 and 2.2 still hold.
We will now discuss bounds using good-λ inequalities. Suppose now for the sake of simplicity that f ≤ 1 (although we could assume that f (a) ≤ b or ρ(f ) ≤ b ′ ). Now suppose we are given some other function g that is nonnegative, and some positive constant γ. Suppose that I ∈ I n for n > m 0 . Let λ I = Φ −1 pr(I),+ (h n−1 ). Note that I is a basic interval in the level set {x : f (x) > λ I }. Define We say that a good lambda inequality holds on the interval I between f and g if
for some β, γ, δ > 0. Suppose that such an inequality holds for every I ∈ I n for n > m 0 , for its corresponding value of λ I . This is a reasonable assumption because all such intervals I are basic intervals in the level set {x : f (x) > λ I }, and good-λ inequalities of interest often hold for such sets. We will require that if Φ(s) > hΦ(t) then s > βt. In other words, we require that if s ≤ βt then Φ(s) ≤ hΦ(t). But since the family Φ is uniformly doubling, there is some number
. So we just have to choose h bigger than this constant C ′ β to make it true that if Φ(s) > hΦ(t) then s > βt. We note that
where the constant C ′ 1/γ depends only on the doubling constant and γ and satisfies Φ(t/γ) ≤ C ′ 1/γ Φ(t) for all functions Φ in the family. Inequality (2.3a) from the definition of rc(J), inequality (2.3b) holds from the definition of C ′ 1/γ (so it ultimately holds due to the uniformly doubling condition), and inequality (2.3c) holds from Lemma 1.1. Thus
for all x ∈ rc(J) ∩ J b . Now suppose that lv(I) > m 0 and that J is a child of I. If x ∈ J s then Φ +,I (f (x)) > h lv(I) . Thus since h > C ′ β it happens that f (x) > βλ I . Thus by the good λ inequality, the collection of all such J s (over all children J of I) has measure at most δm(I).
Consider now that
where the set B is the set of all points in some rc(J) ∩ J b for J ∈ I for some n ≥ m 0 + 2 and the set S is the set of all points in rc(J) ∩ J s for some J ∈ I n for some n ≥ m 0 + 2. Also, let
By what we have said above, the integral over B is controlled by
). The integral over G is at most 2πh m 0 +1 . For the integral over S, note that it is bounded by
This follows from Lemma 2.1 (or rather, from its proof, since the statement technically doesn't include the set S.) By the good-λ inequality, this is at most
Putting this all together shows that
Now, note that we may always choose h ≥ 2 in the proof. Now suppose we can choose β and γ and δ so that
which will be the case as long as
But we can ensure this happens if
Then algebraic manipulations using the fact that´2 
For this theorem to hold, we really only need that Φ Φ Φ is slowly changing on intervals for modulus 1. A slight modification would yield results for when Φ Φ Φ is slowly changing on intervals for some other modulus B. Then the left hand side would need to be replaced by f (B) .
We note that as long as 1/δ grows asymptotically faster than β 2 log 2 C ′ as we increase β with γ fixed, then we can apply the theorem. We also note that as long as we can make δ as small as we wish by making γ as small as we wish, we can apply the theorem. Both of these situations actually occur in the cases we are interested in (see the references below).
Note that if a good-λ inequality holds for Whitney intervals in level sets of f , then it holds for each interval in the level set of f . This is a useful observation because good-λ inequalities are often proven for Whitney intervals.
An Application to Harmonic Functions
It is known that the assumptions of Theorem 2.3 are satisfied if we take f equal to the Lusin area integral of a harmonic function and g equal to the nontangential maximal function of a harmonic function. It also holds with the places of the area integral and the nontangential maximal function reversed [4] .
A similar argument to the proof of Theorem 3 in [4] (where instead of Green's theorem we use Cauchy's integral theorem from complex analysis) shows that a good-λ inequality of the type required holds between the nontangential maximal function of a harmonic function and the nontangential maximal function of its harmonic conjugate. Thus, Theorem 2.3 applies in all of these cases.
In this context, we do not need the assumption of finite norm in Theorem 2.3. To see this, let let α(z) = u(z) + iv(z) be analytic in the unit disc. Let α r be the dilation of α for 0 < r < 1. Then u * r ≤ Cu * and certainly v * r is in L Φ since v r and thus v * r are uniformly continuous. Also, the Lusin area integral Au r is uniformly continuous and Au r ≤ CAu. Thus Au r ≤ u * r (1/K) for some K independent of r. Letting r → 1 gives one part of the following result. The proofs of the other parts are similar.
A technicality we have not mentioned is that we may have to choose different apertures of cones for these good-lambda inequalities to hold. However, this does not matter. To see this, let u * a and u * b be maximal functions of u using cones of aperatures a and b respectively, where b > a. Then every basic interval I in a level set of u * b contains basic intervals J k in a corresponding level set of u * a , and the total measure of all the J k is greater than some (possibly small) constant times the measure of I. This can be proven using an argument similar to that in Section II.2.5 in [10] , or using the Vitali covering lemma. In the latter argument, one applies the Vitali covering lemma to the collection of intervals {T b (z) ∩ D : u(z) > λ}, where T b (z) is the tent with peak at z. Note that the length of the base of T a (z) is greater than some constant times the length of the base of T b (z). 
A similar argument to that at the end of the proof of Theorem 2.3 shows that u * b ≤ u * a (1/K) as long as ρ(u * b ) is finite. A limiting argument involving dilations as above shows that the assumption that ρ(u * b ) is finite is unnecessary. Also note that Theorem 9.1 shows that the cone aperture does not matter for many important cases since definition (1) of that theorem does not depend on the aperture.
We may thus state the following theorem.
Theorem 3.1. Suppose that f = u+iv is analytic in the unit disc, and let the modular family Φ Φ Φ be uniformly doubling and slowly changing on intervals. Then the following are equivalent:
where f and g can be any of the functions u * , v * , or Au.
Notice that the inequality between u * and v * follows from the inequality between u * and Au and that between Au and v * .
Remarks on the Boundedness of the Hardy-Littlewood
Maximal Operator Definition 4.1. We say a modular family Φ Φ Φ of functions is convex if every function in it is convex. We say it is superlinear if there is some constant K such that for all Φ ∈ Φ Φ Φ we have Φ(x) ≥ Kx for all x and Φ(0) = 0.
In this section we prove the following theorem. Proof of Theorem. The method of this proof may be traced back to [3] . Suppose f ∈ L Ψ•Φ . Then f ∈ L 1 (T) since Φ is convex and Ψ x (t) ≥ Kt for large enough t. Fix ε > 0 and let I x be an interval containing x such that
Suppose that the functions in the family Φ are all convex. We will need that if f ∈ L Φx and I is any interval that But this is just the condition slowly changing on intervals. Now for any δ > 0 we can find an ε > 0 such that
which is at most
by our condition slowly changing on intervals. But this is at most
by Jensen's inequality. And by definition, this is less than or equal to
Thus we have
As long as Ψ x is uniformly doubling this is at most
But this is bounded by some constant, since Φ x (f (x)) Ψ,(A) ≤ 1 and the maximal operator is bounded on L Ψ .
Hardy Spaces
Suppose that f is analytic in D, the unit disc. Let Φ Φ Φ be a modular family. Let
We may also define
and similarly we may define
We must be very careful, since a bound on ρ(g) for a family of functions g does not imply a bound on g (C) . Thus, it seems possible that
It is an open question, as far as we know, to find an example of such a function, or determine that such a function cannot exist). However, we can say
Let H Φ consist of all analytic f defined in D such that ρ H Φ (f ) < ∞. We may similarly define H Φ,(a) to consist of all analytic f defined in D such that f H Φ ,(a) < ∞. As we have said above, it is an open question as far as we know whether these spaces coincide.
We may define similar h Φ spaces for harmonic functions.
Almost Subharmonic Functions and Maximal Functions
Subharmonicity plays a key role in classical Hardy space theory. We now make the following definition. Note that in this Theorem also holds if we replace dy by a dy for any constant a > 0, and take the averages with respect to this measure.
We now have the following theorem.
Theorem 6.2. Suppose that P is an even function on [−π, π] that is decreasing on [0, π]. Suppose further that 1 2π´π −π P (x) dx = 1. Let the family Φ Φ Φ be slowly changing on intervals, convex and superlinear. Suppose that ρ Φ (f ) ≤ B and that lim x→0
Proof. Let dP be the measure defined on [0, π] by dP ([a, b)) = P (b) − P (a) and we also define dP ({π}) = P (π). For t ≥ 0 we have
The left and right sides of the above equation are also identical for t < 0. Notice that by Fubini's theorem,
dP (x)).
We may now apply Jensen's inequality followed by the lemma above to conclude that
The right side of the above displayed expression equals
The following corollary is immediate by taking P to be a Poisson kernel, and from the fact that |u| is subharmonic for harmonic u. Corollary 6.3. Suppose that u is continuous in the closed unit disc and harmonic, and that ρ H Φ (u) ≤ B, and let Φ Φ Φ satisfy the same conditions as in the above theorem. Then Φ t (|u(re it )|) is almost subharmonic in the unit disc, with implied constant depending only on B.
Proof. We have that
by the subharmonicity of |u|, where P r is the Poisson kernel. Now apply the previous lemma to conclude that
We now discuss a particular maximal function that we will need later. Definition 6.2. Let u be harmonic in the unit disc. Let Γ θ = {re it :
Theorem 6.4. Let the family Φ Φ Φ be slowly changing on intervals, convex, and superlinear. Suppose u is continuous in the closed unit disc and harmonic, and that ρ h Φ (u) ≤ B. Then
where the constant K depends only on B.
If u is the harmonic function that equals Φ t (|u(e it )|) on the unit disc, this shows that u(re it ) ≤ 1/(1 − r) since u ∈ h 1 . Thus by Corollary r) ). Thus by the definition of slowly changing on intervals we have that
which proves the result. Theorem 6.5. Let u be a harmonic function that is continuous on the closed unit disc. Let Φ Φ Φ be slowly changing on intervals, convex, and superlinear. Suppose that Ψ Ψ Ψ is a uniformly doubling superlinear family of functions such that the Hardy-Littlewood maximal function is bounded in the sense that for every A > 0 there is a B > 0 such that if´Ψ t (f )(t) dt ≤ A then´Ψ t (M HL (f )(t)) dt ≤ B. Let u * be the nontangential maximal function of u. Then for every number
Proof. We will let K and K ′ be constants that can change from line to line. Note that by the superlinear property of ψ we have that Φ t (u(re it )) dt ≤ A ′ for some constant A ′ depending on A. Let w equal Φ t (u) on the boundary and be harmonic in the unit disc. Let
by Theorem 6.4. But this is at most
Now by the almost subharmonicity from Corollary 6.3 we have that this is at most
by the fact that the Hardy-Littlewood maximal function dominates a multiple of the nontangential maximal function, and by the fact that Ψ Ψ Ψ is uniformly doubling. Now this is at most
by our assumption.
Nontangential maximal functions and harmonic conjugates
Let f * be the nontangential maximal function of f . Notice that the nontangential maximal function of the function log + |f (z)| is log + f * . If we let u be the harmonic function that equals log + |f | on the boundary, we can use the subharmonicity of log + |f | and Theorem 6.5 to prove the following theorem. The idea to do this seems to go back to [11] for the constant exponent case.
Theorem 7.1. Let the modular family Φ Φ Φ be slowly changing on intervals, convex, and superlinear. Suppose that Ψ Ψ Ψ is a uniformly doubling modular family of functions such that the Hardy-Littlewood maximal function is bounded in the sense that for every A > 0 there is a B > 0 such that if´Ψ t (f )(t) dt ≤ A then´Ψ t (M HL (f )(t)) dt ≤ B. Suppose that f is analytic in the unit disc. Then for every number A > 0 there is a B > 0 such that if
Proof. Apply Theorem 6.5 to the harmonic function with values on unit disc equal to log + |f (re iθ )|, and use the fact that log + |f (z)| is subharmonic. As r → 1 the resulting maximal function of log + |f (re iθ )| increases to the maximal function of log + f (e it ).
This theorem has as a corollary the well known fact that the nontangential maximal operator is bounded from H p to L p for 0 < p < ∞. (Of course, it is trivially bounded from H ∞ to L ∞ ). To see this let Φ(t) = e qt and Ψ(t) = t p/q for large enough t and for q < p. (For small t we adjust the definitions of Φ and Ψ so they are superlinear).
The Smirnov Class
Recall that a function analytic in the unit disc is in the Nevanlinna class if 1 2πˆ2 π 0 log + |f (re iθ )| dθ is bounded independently of r. This is equivalent to f being the ratio of an H ∞ function with a nonvanishing H ∞ function. Any such function converges nontangentially almost everywhere on the boundary. If the H ∞ function in the denominator can be chosen to be outer, we say f is in the Smirnov class. This happens if and only if
Suppose that the conditions of Theorem 7.1 hold, and that the families Φ and Ψ are as in the statement of the theorem. Let the modular family Θ Θ Θ be defined by Θ = Ψ • Φ • log + .
Then any function in the space H Θ is in the Nevanlinna class. Since the maximal function f * satisfies the property that´2 π 0 log + f * (e iθ ) dθ < ∞ by Theorem 7.1, the dominated convergence theorem implies that H Θ is a subset of the Smirnov class.
Now suppose that f is in the Smirnov class. Then we may write f = BSF where B is the Blaschke product of the zeros of f , S is a singular inner function, and F is an outer function. Furthermore,
Let F b have the same definition as F , except with log + |f (e it )| instead of log |f (e it )| in the integral. Let F s have the same definition as F , except with − log − |f (e it )| instead of log |f (e it )| in the integral, where log − (t) = max(− log(t), 0). Then |F s | ≤ 1. Also, |B| ≤ 1 and |S| ≤ 1. Now, suppose that log + |f (e it )| ∈ L Θ . Let u be the harmonic function agreeing with log + |f (e it )| on the boundary of the unit disc. Since |e w | = e Re w and the Poisson kernel is the real part of e it +z e it −z , we have that log + |F (z)| = log |F b (z)| = u(z) on the boundary of the unit disc. Thus
on the interior, by the subharmonicity of log 
Equivalence of Definitions of Hardy Space
We summarize our results on Hardy spaces in the following theorem. Theorem 9.1. Let Φ Φ Φ and Ψ Ψ Ψ be modular families of functions. Let Θ Θ Θ be the family defined by Θ = Ψ • Φ • log + . Suppose that:
• The family Φ Φ Φ is slowly changing on intervals, convex, and superlinear, • The family Ψ Ψ Ψ is convex, superlinear, and uniformly doubling, • The family Θ Θ Θ is uniformly doubling and slowly changing on intervals, and • the Hardy-Littlewood maximal operator is bounded on L Ψ in the sense that for all A > 0 there is a B > 0 such that ρ(M HL f ) Ψ ≤ B if ρ(f ) Ψ ≤ A. The following are equivalent for an analytic function f = u + iv with domain equal to D:
(1) f ∈ H Θ .
(2) f * ∈ L Θ .
(3) u * ∈ L Θ .
(4) Au ∈ L Θ . (5) The function f is in the Smirnov class and f (e iθ ) ∈ L Θ . Furthermore, given any A > 0, there exists a B > 0 such that if the modular of one of the above functions (including f (e iθ )) is bounded by A, then the modular of any other of them is bounded by B.
We remark that the inverse of a singular inner function shows that the condition that f is in the Smirnov class is necessary, and that merely assuming f has nontangential limit almost everywhere and f (e iθ ) ∈ L Φ is not enough to make f ∈ H Φ .
We now give some examples.
Example 9.1. Suppose p(x) is log-Hölder continuous and that 0 < p − < p + < ∞. Let Θ x (t) = max(1, t p(x) ). Let Ψ(t) = t p − /q for some fixed q such that 0 < q < p − . If we define Φ x (t) = e tp(x)q/p − then Θ Θ Θ = Ψ Ψ Ψ • Φ Φ Φ • log + . With these definitions, the conditions of Theorem 9.1 are satisfied. These are routine to check except for the conditions about slowly changing on intervals. By Lemma 1.2, we see that the family Φ Φ Φ is slowly changing on intervals if Φ Φ Φ • log + is slowly changing on intervals, since the function exp is increasing. Now Φ Φ Φ • log + and Θ Θ Θ are both slowly changing on intervals by Example 1.1.
This defines the variable exponent Hardy space H p(·) .
Example 9.2. Let 1 < s < q < ∞ be given and suppose that p(x) is 1/s Hölder continuous. Let Φ x (t) = max(e tp(x)s/q , (1 + t) s ) and let Ψ x (t) = Ψ(t) be defined by
We call the resulting Hardy space H Θ = H p(·) log q . We claim that Theorem 9.1 applies to this space. The conditions are routine to check except for the conditions about slowly changing on intervals.
We first claim that Φ Φ Φ is slowly changing on intervals. Note that it is enough to show that Φ Φ Φ • log + is slowly changing on intervals by Lemma 1.2, since the function exp is increasing. Note that
This family is slowly changing on intervals by Example 1.2. Thus, Φ is slowly changing on intervals. To prove that Θ Θ Θ is slowly changing on intervals, we may apply Lemma 1.3 or Example 1.2 again. Thus, the conclusions of Theorem 9.1 hold.
