Abstract. This paper gives a fairly detailed description of an algorithm that computes (the size of) the 2-Selmer group of the Jacobian of a hyperellitptic curve over Q. The curve is assumed to have even genus or to possess a Q-rational Weierstra point.
Introduction
Given some curve C over Q, one would like to determine as much as possible of its arithmetical properties. One of the more important invariants is the MordellWeil rank of its Jacobian J, i.e., the free abelian rank of J(Q) ( nite by the Mordell-Weil Theorem). There is no algorithm so far that provably determines this rank, but it is possible (at least in theory) to bound it from above by computing the size of a suitable Selmer group. It is also fairly easy to nd lower bounds by looking for independent rational points on the Jacobian. (It can be di cult, however, to nd the right number of independent points, when some of the generators are large.) With some luck, both bounds coincide, and the rank is determined. In general, the di erence between the actual rank and the upper bound obtained from a Selmer group is controlled by the rather mysterious Shafarevich-Tate group X(Q;J).
One usually looks at the 2-Selmer group Sel (2) (Q; J), since the multiplicationby-2 map is always available as a Q-de ned isogeny and has fairly low degree.
Furthermore, its kernel is easily described explicitly in the case of hyperelliptic curves. This Selmer group is de ned in the following way. The long exact sequence of Galois cohomology, applied to the short exact sequence The general procedure for the determination of a Selmer group calls for studying suitable principal homogeneous spaces for J. This is feasible for elliptic curves (see for example Cremona 6] ), but becomes unwieldy in genus 2 and higher. For some examples, see Gordon and Grant 8] . If one is willing to do computations in number elds of moderate degree, there is a method available in some cases (which cover elliptic curves and curves of genus 2), which completely avoids homogeneous spaces. It turns out that this method is feasible for general curves of genus 2 over Q and even for hyperelliptic curves of still higher genus, as long as the coe cients in the de ning equation are not too large.
The basic algorithm in the genus two case is described in Cassels's article 4]. Another description (together with a speci c example) can be found in 7] . See also Cassels and Flynn 5] . Schaefer 16, 17] puts it into a more general and more conceptual framework. We will follow his approach here. The theory underlying the most general case treated here (y 2 = f(x) with f non-monic of even degree) is explained by Poonen and Schaefer 14] (who consider, more generally, equations of the form y p = f(x) with deg f divisible by p.)
The problem of determining the parity of dim F 2 X(Q;J) 2] , where J is the Jacobian of a hyperelliptic curve, is studied by Poonen and Stoll 15] . Unlike the case of elliptic curves, the dimension can be odd. In this case, the bound on the rank can be improved. IMPLEMENTING 
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The paper is organised as follows. We rst introduce some notation that is used throughout the paper. Then we discuss what basic algorithms (for arithmetic in number elds and in p-adic elds) we need to build our 2-descent procedure on. Sections 4 and 5 present the algorithm in the two cases considered here. The discussion of how to compute the local images has been put in a separate section.
The last section describes a method for determining the parity of dim X(Q;J) 2] in the even genus case.
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General notations
Let f 2 Q x] be some square-free polynomial and consider the hyperelliptic curve given by the a ne equation y 2 = f(x) : (2.1) We let C be its nonsingular projective model, and we denote by J the Jacobian of C.
For a nitely rami ed algebraic extension K of Q p , we let v K : K Z denote the normalised valuation. It can be uniquely extended to v K : Q p Q. The ring of integers in K will be called O K and its prime ideal p K . We denote by K nr the maximal unrami ed extension of K.
If p is some xed prime, we let J denote the N eron model of J over Z p (which prime p is considered will be clear from the context), see 2], especially Chapter 9. The kernel of reduction in J(Q p ) (i.e., the subgroup of J(Q p ) of points mapping to the origin in the special bre J Fp ) is denoted J 1 (Q p ). The larger subgroup of points in J(Q p ) mapping into the identity component J 0 Fp is denoted J 0 (Q p ).
We let p = J Fp for a place v of Q. This convention on the subscripts will be in force throughout the paper and applies to everything that has a eld as a subscript.
Let O K , I(K) and Cl(K) denote the ring of integers, the ideal group and the ideal class group of a number eld K, respectively. Then we de ne
We have the norm map L K ?! K ; we will call it (and various other maps it induces by functoriality) N K . Let I p (L) be the subgroup of I(L) consisting of ideals with support above p (for a prime p of Q). For a nite set S of places, let
If R is a ring (commutative, with 1), then we denote its unit group by R .
We will write O , K , L , I and the like multiplicatively, but Cl additively.
We will use 0 consistently to denote the trivial group (also when it occurs as a subgroup of a group written multiplicatively). If M is a group on which the absolute Galois group Gal(K) of a eld K acts, we let M(K) denote the subgroup of invariant elements (which are sometimes called K-rational'). We use H j (K; M) as an abbreviation for the Galois cohomology group H j (Gal(K); M). When M is an algebraic group over K, H j (K; M) stands for H j (K; M( K)) (all elds in this paper will have characteristic zero, hence there is no need to distinguish between separable and algebraic closures).
If M is an abelian group and m is an integer, M m] denotes the m-torsion subgroup of M, i.e., the elements of M killed by m.
Nearly everything in this paper has a structure as an F 2 -vector space, and all dimensions are F 2 -dimensions.
We will describe large parts of the procedure informally, but occasionally, we will present detailed algorithms performing some speci c tasks. The pseudo-code we use should be su ciently self-explanatory. The only thing to notice is that the scope of conditional or iterative constructs is indicated by the indentation level.
Prerequisites
In this section, we will describe what kind of algorithms we assume to be available because we want to base the implementation of the 2-descent procedure on them.
An We need this exact sequence to be e ective. This means that we need suitable representations for elements of K, for ideals and for ideal classes, and we must be able to do the following.
Determine the unit group O . (To have everything e ective, we would also need to be able to decide whether an element of K is a unit. This is not necessary for us here, however.) Given an element of K , nd the principal ideal it generates (in terms of the representation of ideals we use). Determine the class group Cl. Given an ideal, nd its image in Cl. Given a principal ideal (i.e., with zero image in Cl), nd a generator. Given an element of Cl, nd an ideal mapping to it. In short, we essentially want to be able to compute images and preimages under all the maps in the sequence.
There are several packages available that can do these computations (at least as long as the number eld is not too complicated), for example PARI 20] , KANT 21] and also Magma 22] that contains KANT's number eld machinery.
The rst implementation of the 2-descent procedure described here that was able to deal with general curves of genus 2 over Q was done (by the author) in
Common Lisp. It made use of the PARI libraries (version 1.39.x). There is now another implementation in Magma (again by the author) as part of a package dealing with hyperelliptic curves. We will use this second implementation as a reference when we are discussing implementation details. In its present form, this program can compute the size of the 2-Selmer group for general curves of genus two and curves with f of odd degree of moderate genus. The main feature of the 2-descent procedure as described by Schaefer 17 ] and Poonen and Schaefer 14] is that it replaces the group H 1 (K; J 2]) (which is di cult to deal with directly) by a more tractable group like L K =(L K ) 2 .
This means that we will have to nd the splitting of the etale algebra L into number elds, and similarly we must nd the splitting of L p into p-adic elds.
This essentially amounts to factoring the polynomial f in Q x] or Q p x], which is easily possible with all the Computer Algebra packages mentioned above.
We will also have to deal with groups of the form
and the canonical maps from L =(L ) 2 onto them. This is fairly straight-forward when p is odd. In this case, each of the groups L p;j =(L p;j ) 2 is a two-dimensional F 2 -vector space V , and the image of an element a 2 L p;j is found by writing a = n u, where is a uniformiser and u is a unit | the rst coordinate of the image of a in V is given by the parity of n, the second says whether the image of u in the residue eld is a square or not. The case p = 1 is also easily dealt with It is assumed that coefficient(r, h) returns the h-th coe cient of r with respect to the F 2 -basis of k corresponding to B.
In the following sections, we will tacitly assume that we can perform the computations described here.
The odd degree case
In this section, we assume that the polynomial f de ning the curve has odd degree. By a suitable scaling of x and y, we may assume f to be monic and to have integral coe cients. The genus g of C is 1 2 (deg f ? 1) . Note that if we have a curve given by an equation like (2.1), but with f of even degree, that has a rational Weierstra point, it can be given by an equation with f of odd degree. (The rational Weierstra point corresponds to a rational zero of f, which can be moved to in nity.)
The basic references for this case are Schaefer's papers 16] and 17].
There is one point at in nity on the projective closure of the a ne curve given by equation (2.1); it is covered by one point on the normalisation, which we call 1. This point is in C(Q).
For a eld extension K of Q, let
Let Div 0 ? (C) denote the group of degree zero divisors on C with support disjoint from the support of the principal divisor div(y). (The support of div(y) consists of the point at in nity and the points with coordinates ( ; 0), where is a zero of f.)
Then for every K we get a homomorphism We will need some additional information on the 2-torsion subgroup of J and on the maps K . (Recall that all dimensions in this paper are F 2 -dimensions.) Lemma 4.3. Let K be a eld extension of Q.
(1) For a point P 2 C(K) not in the support of div(y), K 
(2) Let f = f 1 f m K be the factorisation of f over K into monic irreducible factors. Then to every factor f j , we can associate an element P j 2 J(K) 2] such that:
(i) The P j generate J(K) 2] and satisfy
(ii) Let h j be the polynomial with f = f j h j . Then 
In order to avoid double subscripts, we set H nr p = H Q nr p . From the above, we get an identi cation of (H nr p ) Frp with I p = ker We will need to know the dimensions of the various groups for local elds. ( 
surjective, and so Proof: We refer back to the exact sequences (2.2) and (2.3) and the corresponding sequences over Q nr p . Since J 0 is a connected algebraic group and since F p is algebraically closed, the multiplication-by-2 map from J 0 ( F p ) to itself is onto.
Since p is odd and J 1 is a formal group, multiplication-by-2 is an automorphism of J 1 (Q nr p ). Together, these two facts imply that J(Q nr p )=2 J(Q nr p ) = p =2 p . Similarly, we get an exact sequence 
This suggests the following strategy: (1) Find the set S. We will consider each of the steps in turn.
Step (1) . We must compute the discriminant of f and factor it. Since we have to factor f anyway (in order to nd the splitting of L into elds), we may do that rst and then nd the bad primes from the product formula for disc(f) in terms of the discriminants and resultants of the factors. In practice, f will often be irreducible, and this simpli cation cannot be used. Another possible simpli cation is that we only need primes that occur at least twice in the factorisation. This means that we can split o `small' primes rst. If d is the remaining factor, we check if d is a square. If it is not, it will su ce to nd all prime factors of d below
Step (2) . The reason for doing this step before step (3) We require p to be odd in step (2.2), because for p = 2, G p = 0 does not imply that J p = ker(val p ). This comes from the fact that dim H 2 is larger than dim J 2 + dim I 2 (compare Lemma 4.4).
Step (2.1). This step will be dealt with in detail in Section 6.
Step (2.3). The determination of J 1 is fairly easy with the following result. Lemma 4.8.
(
J 1 is generated by the 1 (P ? 1) for P 2 C(R). Step (3) . We 2 . Recall that G p denotes the image of J p in I p ; it was determined in step (2.1). Obviously, the group f 2 H j val( ) 2 Gg contains the Selmer group. Since it turns out that we don't have to restrict to the kernel of the norm map at this point (see below), we replace the group above by the larger groupH
A basis ofH is computed in two steps:
(3.2) Enlarge this basis to get a basis ofH = val ?1 (G).
Step (3.1). Lemma 4.9. Let 
and apply the snake lemma. Step (3.2). To extend the basis of V in order to get a basis ofH, we have to lift
back (under the map val) to L =(L ) 2 . We can do this as follows. Once we know the class groups, we can give an upper bound for the Selmer group dimension without having to nd generators for principal ideals and without having to compute the fundamental units of the number elds involved (both of these tasks tend to require much more computational e ort than the determination of the class group alone for elds of medium complexity). We only need to nd the ideal class an ideal belongs to and to know the unit rank of the number elds, which is (by the Dirichlet unit theorem) determined by the signature. The number we need has already been found in step (2.3) when computing J 1 . Lemma 4.10. We have the following bound on the Selmer group dimension. dim Sel (2) 
Proof: The sum of the numbers of real and pairs of conjugate complex embeddings of all the number elds L j equals m 1 . By Lemma 4.9, we have
By the de nition ofH, we see that the bound given is just one less than its 
dim G, if we even want to avoid computing images in the class group.) Suppose that we already have got a lower bound l on the Mordell-Weil rank (we might have found a number of independent points on J, for example). If at this point (i.e., before beginning to computeH explicitly, but after determining its dimension) we see that dimH = l + dim J(Q) 2] + 1, the computation can be abandoned, since ker(NjH) must be the Selmer group, and the rank must be l.
Step (4) . This is simply linear algebra over F 2 . If only a bound for the MordellWeil rank is needed, it is su cient to compute the dimension of Sel (2) If we want to use a number eld other than Q as the base eld, we will need an extra step to nd the kernel of the norm onH.
The algorithm for f of even degree
In this section, we assume f to have even degree deg f = 2n. By a suitable scaling of the variables, we can again assume f to have integral coe cients or even to have the form f(x) = c f 1 (x) with a non-zero (or even square-free) integer c and a monic polynomial f 1 with integral coe cients. This form is often convenient for practical purposes, since some Computer Algebra systems require a monic polynomial with integral coe cients to de ne a number eld, and some statements become simpler when is known to be integral in L = Q x]=(f(x)) = Q x]=(f 1 (x)).
Hence we will assume f to have this form.
The curve C has two points at in nity (i.e., points that cover the point at in nity on the projective closure of the a ne curve y 2 = f(x)); they are Q-rational if and only if c is a square; otherwise they are de ned over Q( p c) and conjugate. We let m 2 Div(C)(Q) denote their sum. The genus g of C is n ? 1.
Remark: A general curve of genus 2 over Q can be de ned by an equation y 2 = f(x) with f of degree 5 or 6 and square-free, see 5,
The approach is similar to that used for the odd degree case, but there are some additional complications. The theoretical background can be found in Poonen and Schaefer 14] . The rst contribution (for genus two) goes back to Cassels 4] .
The rst complication is that the de nition of H K has to be adjusted as follows.
(The norm map is well-de ned here since K is in the kernel | this is because the degree of f and hence the dimension of L K over K is even.) As before, there is a homomorphism
If every element of J(K) is represented by a K-rational divisor (in which case we will say that K satis es condition (y); f is considered as xed), then F K induces a homomorphism
This condition is satis ed when K is a local or number eld and the genus is even (compare 14, x 3]), or when C has a K-rational point.
We will suppose that g > 0 is even (and consider g = 2 in particular). This means that the degree of f satis es deg f 2 mod 4. If the genus is odd, condition (y) is not always satis ed. But even when there is a rational point on C, there are other problems. For example, it is no longer true in general that for an odd prime p not dividing disc(f), the local image J p equals the kernel of val p : H p ! I p .
A major di erence compared to the odd degree situation is that the kernel of K (which always contains 2J(K)) can be larger than 2J(K).
Let 2 For genus g = 2, i.e. deg f = 6, the second alternative in condition (z) can be tested as follows. Note that another form of this condition is that the six zeroes of f (in K) allow a Gal( K=K)-stable partition into two three-sets. where the product is over left coset representatives 2 S 6 modulo the stabiliser of the partition ff1; 2; 3g; f4; 5; 6gg. Then h(f 1 ) has degree 10.
(1) For a 2 K, the second alternative in condition (z) holds for f if and only if it holds for f(x + a). To determine whether Q and all relevant Q p 's satisfy condition (z) or not (it is always satis ed for K = R), we therefore can proceed as follows. (0.5) Now we have a square-free resolvent h without rational roots. Then Q does not satisfy condition (z). To determine whether Q p satis es condition (z), we rst factor f 1 over Q p . If there is a factor of odd degree, then condition (z) is satis ed. Otherwise, condition (z) is satis ed, if and only if h has a root in Q p .
There are essentially two methods for computing the resolvent h(f 1 ). The rst method is to determine the roots j to su cient accuracy (in C or perhaps in Q p )
and from them the coe cients of h(f 1 ) (using that they must be integers). The second method is to nd explicit expressions for the coe cients of h(f 1 ) in terms of the coe cients of f 1 and use them to compute h(f 1 ).
Our implementation uses the second approach. We also remark that the resolvent can be simpli ed when f 1 factors into polynomials of degrees 2 and 4 or 2, 2 and 2.
For even genus g > 2, the best method to check the second alternative in condition (z) probably is to nd the quadratic subextensions of the elds L j directly and see if there is one contained in all of them.
The relationship between K , H K and the coboundary map from Galois cohomology is less direct than in the odd degree case, but still su cient to get the information we want. The computation of Sel (2) fake (Q; J) proceeds essentially in the same way as for the odd degree case. Note, however, that we have to deal with the additional complication that the fake Selmer group sits in the quotient of L =(L ) 2 by Q =(Q ) 2 .
We will deal with this di culty later. Let us rst state the results parallelising those in the odd degree case. Lemma 5.6. Let K be a eld extension of Q.
(1) Suppose that the points 1 at in nity on C are K-rational. Then for a point P 2 C(K) not in the support of div(y), we have K (P ? 1 ) = x(P) ?
(mod (L K ) 2 K ). The determination of the dimensions of the various local groups is less straightforward than in the od degree case. Lemma 5.7. Let K be a p-adic local eld. Then 
The bottom row is exact (we de ne Ker accordingly). A good way to represent Sel (2) fake (Q; J) is to nd nite subgroups Sel 1 and Sel 2 of L =(L ) 2 Since Q has trivial class group,H surjects onto H 0 , and by de nition, Sel 1 is the inverse image of Sel (2) fake (Q; J) inH. The kernel ofH H 0 is the intersection ofH with the image of Q =(Q ) 2 in L =(L ) 2 , which is the same as the kernel of the
This kernel is easily seen to equal Sel 2 . We get the following outline of the algorithm.
(0) Perform steps (0.1) through (0.5) in order to determine whether Q satis es condition (z) or not. If it does not, we also prepare the necessary data for deciding whether Q p satis es condition (z) or not, for any given p.
(1) Let S 0 = f2g fp j p 2 divides disc(f)g and set S = S 0 f1g. (2) fake (Q; J) ?! 0 :
In particular, dim Sel 
2
We discuss some of the main steps in more detail.
Step (2) . The method is the same as in the odd degree case. We know the In the case v = 1, we have the following analogue of Lemma 4.8. Lemma 5.14.
J 1 is generated by the 1 (P +Q?m) with P; Q 2 C(R), and 1 (P +Q?m) only depends on the connected components of C(R) containing P and Q.
Proof: The proof is straightforward.
From this, the procedure is very similar to that in the odd degree case. We only have to be careful to take the sign of the leading coe cient of f into account when we determine the connected components of C(R).
Step (4) . A basis ofH is constructed in the same way as we did it in the odd degree case. Instead of the group G p (for p 2 S 0 ), we have to use its preimageG p in I p (L)=I p (L) 2 when extending the basis of ker(val : L =(L ) 2 ?! I(L)=I(L) 2 ) to a basis ofH, but apart from this small di erence, everything proceeds in exactly the same fashion as before.
We note that dimH = m 1 
0Gp . We remark that we could remove all p with r p = 0 and G p = 0 from S 0 in this formula, since in this caseG p = G p = 0. (This curve is one in a list of genus two curves with small coe cients and many rational points constructed by Colin Stahlke.) The divisor classes of degree zero which contain divisors with support in the (small) rational points on the curve generate a subgroup of J(Q) of rank 12. The discriminant is a power of 2 times the product of the two primes 27605791 and 12261635838401, so 2 is the only really bad prime. After computing the local image at p = 2, one sees that G 2 is trivial. Since the class group of the number eld de ned by the right hand side is (Z=2Z) 8 and there is no quadratic sub eld, Lemma 5.13 tells us that the rank is bounded by 
Local images
In this section, we will discuss how we can nd the local image J p of J(Q p )=2J(Q p ) in H p . We assume that we know dim J p beforehand. The basic procedure is to construct points in J(Q p ) and compute their image in H p until these images generate a subspace of the right dimension.
Let K be an arbitrary eld extension of Q. We extend the de nition of K to all K-rational divisors on C. Essentially, we put
This is de ned for divisors D 2 Div(C)(K) with support not containing points at in nity or points with zero y-coordinate. In 17] and 14], it is shown that K is trivial on principal divisors. We therefore can extend its de nition to all Krational divisors if we move a divisor in its linear equivalence class when necessary. Explicitly, we get the following.
For divisors D supported at the point(s) at in nity, we simply set K (D) = 1. If D is a prime divisor that is the sum of points ( ; 0), where runs through the zeroes of a monic irreducible factor h(x) 2 K x] of f(x), we set
if deg f is odd, and
The following two lemmas provide us with the tools for constructing elements in J p .
Lemma 6.1. Suppose that the degree of f is odd. Then the image of K in H K is generated by the images under K of all prime divisors in Div(C)(K) of degree at most g.
Proof: Let D be a K-rational divisor class of degree zero on C. Consider the divisor classes D + n 1 for n = 0; 1; : : : . By Riemann-Roch, there is some 0 n g such that there is a unique e ective divisor (of degree n) in D + n 1.
Because this divisor is unique, it must be K-rational, and we can write it as a sum of prime divisors P j over K of degree at most g. Hence,
(Note that K (1) = 1.)
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The even degree case is a little bit more involved. We let 0 K be the following map. Now we specialise to the case that K = Q p . We need some means to cut down the work for the determination of J p to a nite amount of computation. Lemma 6.3. Let f j g denote the zeroes of f in Q p , and let K be a nite extension of Q p with p-adic absolute value j j, which we extend to Q p . Let x; x 0 2 K.
(1) If jx ? x 0 j < j4j jx ? j j for all j, then f(x 0 ) is a square in K if and only if f(x) is a square in K. When this is the case, let P = (x; y) and P 0 = (x 0 ; y 0 ) be points in C(K). Then K (P ) = K (P 0 ).
(2) If jx ? i j < j4j jx ? j j for some i and all j 6 = i, and P = (x; y) is a point in C(K), then i 2 K, and K (P ) = K (( i ; 0)). (3) If jxj > j4j ?1 and P = (x; y) is a point in C(K), then K (P ) = 1.
Proof: For elements x; x 0 2 R , where R is some ring, we write x R x 0 if x=x 0 2 (R ) 2 . We claim that for elements x; y; z 2 K with jx ? yj < j4j jx ? zj, we have x ? z K y ? z. For the proof, we write y ? z = (x ? z)(1 + w) with jwj < j4j. Hence 1 + w is a square, and the claim follows. x? j K( j ) ( i ? j )+h( j ) for all j and hence K 
The condition implies that y 2 = f(x) K cx n , where c is the leading coe cient of f and n is its degree. When n is odd and c = 1, this means that x is a square.
Since all the j are integral, the condition then also implies that x ? is a square in L K , whence K (P ) = 1.
When n is even, we have in any case that x? L K x, and hence that K (P ) x 1 mod (L K ) 2 (In practice, we will stop as soon as the span of the values has attained the right dimension. In order to save work, we will look at the extensions of low degree rst, in the hope that it will not be necessary to look at high degree extensions at all.) The following algorithm nds this image for a given K, when p is odd. Let v : K Z be the normalised valuation, let O be the integers of K, let be a uniformiser, and let k = O= O be the residue eld. that (x ? n )= n is nearer to than to every other zero of f. By Lemma 6.3 again, this implies that gives the same value on all those x, and this value is the same as that it takes on ( ; 0). Since we have computed this value right at the beginning of the algorithm, we need not include it at this point. If f 0 n ( ) does vanish in k, then it is easily seen that f n ( 1 ) mod 2 is independent of the representative 1 2 O of 2 k chosen. When f n ( 1 ) is not divisible by 2 , then there is no point in C(K) with x-coordinate satisfying the condition. Otherwise, we can rescale f n and set f n+1 (x) = ?2 f n ( 1 + x) 2 O x] and call delta rec recursively. Since f is square-free, this can't go on inde nitely, and the algorithm terminates.
The case p = 2 is somewhat more involved, since we cannot decide whether a unit is a square or not by just looking at its image in the residue eld. This means that we have to modify the else branch of delta rec accordingly. Essentially, we have to look at all lifts~ 2 O=4 O of and check if f(~ ) is a square in O=4 O or not. The details are left to the reader. There is also the additional complication that points with non-integral x-coordinate can have non-trivial image under . This problem can be overcome either by scaling the variable of f in such a way that j j j4j (with respect to the 2-adic absolute value) for all zeroes of f (then the proof of Lemma 6.3 shows that points with non-integral x-coordinate have trivial image under ), or by looking at delta rec 1(x 2g+2 f(1=x), 0, , T), where delta rec 1 is like delta rec, except that it takes the characteristic polynomial of the reciprocal of 0 +a 1 (if 0 +a 1 6 = 0; otherwise, gives the value 1 anyway).
In practice, we compute the image of p (or 0 p ) on prime divisors supported on y = 0 at the very beginning (and leave out the corresponding rst step in the algorithm above). When p is odd and there is no 4-torsion in J(Q p ), then this image will be all we need. Otherwise, we nd the points on C de ned over extensions of Q p of growing degree, keeping track of the subspace of H p (or H 0 p ) generated so far, until this subspace has reached the right dimension, at which point we can stop.
When the eld K is Galois over Q p (or more generally, when it has non-trivial automorphisms), then we can save some time by considering only one representative of each Aut(K=Q p )-orbit in K.
One problem has still to be dealt with, and this is that we have to nd all extensions of a given degree d g of Q p . This question is studied in the next section.
If we do not want to nd all these elds explicitly (for example when the genus is fairly large and we would have to construct all wildly rami ed extensions of some Q p ), we can use the following alternative approach. Either systematically or randomly, we choose a monic polynomial h 2 Q p x] of degree d g. This polynomial speci es an e ective Q p -rational divisor of degree d on P 1 . We then check whether this divisor is the image of an e ective Q p -rational divisor of degree d on C under the canonical map C ?! P 1 . (This is the case if and only if the resultant with respect to the variable x of the polynomials h(x) and y 2 ? f(x) has no irreducible factors in Q p y] that are polynomials in y 2 .) If this is the case, then the image of (?1) d h( ) in H p belongs to J p (in the odd degree case; a similar statement holds in the even degree case). Lemma 6.3 shows that we can take h 2 Z p x] when p is odd and it gives bounds on the denominators of the coe cients when p = 2. From the same lemma, we can also deduce an estimate for the precision we need in the coe cients of h. The current implementation uses this approach and selects the polynomials randomly. This has the disadvantage, however, that it is possible that a generator of J(Q p )=2J(Q p ) has to be found in a p-adically tiny set, which it can take quite a long time to hit by chance. We therefore plan to implement the systematic approach described in the main part of this section.
Extensions of p-adic fields
Let K be a p-adic eld (i.e., a nite extension of Q p ), and let L be a nite extension of K. Then there are intermediate felds K U T L such that U=K is unrami ed, L=U is totally rami ed, T=U is tamely rami ed, and L=T is wildly rami ed. In order to nd all extensions of K of a given degree, it therefore su ces to be able to nd all unrami ed, totally, but tamely, rami ed, and totally and wildly rami ed extensions of a given degree, respectively.
References for the unrami ed and tamely rami ed cases are Lang 10,  The sum extends over a set of representatives of totally rami ed extensions of xed degree d, modulo isomorphism. Since c(L=K) can be as large as v L (d) = dv K (d), this shows that there must be quite a number of these extensions when d is a power of p. It is possible to nd all the totally rami ed extensions of K by classifying Eisenstein polynomials, see Krasner 9] . Below, we list the elds in the cases d = 2 and d = 3. This is su cient for the 2-descent procedure when the genus is at most three. (Note that even for genus two, it might be necessary to know the rami ed extensions of Q 3 of degree 3, when one wants to determine the parity of dim X(Q;J) 2]; see the next section.)
The rst result is straightforward, since every extension of degree 2 is obtained by adjoining a suitable square root. Lemma 7.3. There are six rami ed extensions of Q 2 of degree 2. They are generated by roots of the following Eisenstein polynomials.
x 2 + 2 x + 2; x 2 + 2 x ? 2; x 2 ? 2; x 2 + 2; x 2 ? 6; x 2 + 6 :
The case d = p = 3 requires more work, but is still fairly easily dealt with. We leave the proof as an exercise for the interested reader.
Lemma 7.4. There are nine rami ed extensions of Q 3 of degree 3. They are generated by roots of the following Eisenstein polynomials. 
