Recently, three approaches to deductive planning were developed, which solve the technical frame problem without the need to state frame axioms explicitly. These approaches are based on the linear connection method, an equational Horn logic, and linear logic. At rst glance these approaches seem to be very di erent. In the linear connection method a syntactical condition | each literal is connected at most once | is imposed on proofs. In the equational logic approach situations and plans are represented as terms and SLDE-resolution is applied as an inference rule. The linear logic approach is a Gentzen style proof system without weakening and contraction rules. On second glance, however, and as a consequence of the results rigourously proved in this paper, it will turn out that the three approaches are equivalent. They are based on the very same idea that facts about a situation are taken as resources which can be consumed and produced.
Introduction
One of the main characteristics of human intelligence is the ability to reason about situations and actions in order to achieve certain goals. After extensive education and training humans can easily describe situations, goals, and actions in natural language although this kind of reasoning is quite subtle. Let us have a look at a very simple example. Suppose we were told that a person named Bert had a quarter and a dirty dollar bill, and that he changed the dirty bill into a brand new dollar bill. Almost certainly we would conclude that Bert now possesses a quarter and a new dollar and, most notifyably, it would take only a very brief moment to come up with this conclusion. Can we explain such a behaviour? Can we design an arti cial system that shows a similar behaviour? Can we mimic natural intelligence? These and many other related questions have triggered research in Intellectics, ie. Arti cial Intellicence and Cognitive Science 5] .
Unfortunately, we cannot expect to come even close to achieving the main goals of Intellectics within the near future. Even in very simple cases, where we assume to have complete information about situations, goals, and actions, the computer programs invented so far have di culties and de ciencies. In this paper we will examine such a simple case | viz. planning in completely formalized scenarios.
Following McCarthy 27] one of the basic entities in our theory is the situation. A situation is a complete state of a airs at some instant of time. Laws of motion | or actions as they will be called hereafter | determine, given an initial situation, all possible future situations. Since we will never be able to describe situations or actions completely, we have to deal with partial descriptions of them. A situation is partially described in an appropriate language by stating the relevant facts about it. Similarly, we can describe actions in an appropriate language by stating their preconditions, ie. the facts which must hold in a situation such that an action is executable, and their e ects, ie. the facts that hold after an action is executed.
In the introductory example the initial situation can be (partially) described by the presence of a quarter and a dirty dollar bill. There is one action involved | viz. the launder action | which has as precondition a dirty dollar and yields a new dollar. As the dirty dollar is present in the initial situation, the action can be applied and in the subsequent situation we know that a new dollar is present. But what do we know about the quarter? The launder action does not tell us anything about it, yet we conclude that it is still present after the execution of the action. We have made use of the common assumption that unless an action explicitly causes a certain fact to hold or not to hold, the facts are preserved by the action. Besides philosphical questions concerning this assumption | which we will not discuss here | one of the main problems of Arti cial Intelligence is the question of how this assumption can be expressed in a formal system.
McCarthy has argued convincingly that such a formal system should meet the following conditions 27]. (i) General properties of causality and facts about the possibility and results of actions are given as axioms. (ii) It is a logical consequence of the facts of a situation and the general axioms that goals can be achieved by taking certain actions. (iii) The formal descriptions of situations should correspond as closely as possible to what people may reasonably be presumed to know about them when deciding what to do.
As far as (i) and (ii) are concerned, logic formalisms seem to be a suitable tool for modelling reasoning about situations, actions, and causality. A naive formalization, where the initial situation and the launder action are represented by the formulas q^dd (1.1) and dd ! nd; (1.2) respectively, does allow to show that q^nd is a logical consequence of (1.1) and (1.2). However, as illustrated by the connection proof (see eg. 3]) depicted in Figure 1 it also allows to show that q^dd^nd is a logical consequence of (1.1) and (1.2) . In other words, exchanging a dirty dollar bill will give us not only a new dollar bill but we will also retain the dirty bill. Technically, this unexpected result is due to the fact that the literal :dd shown in Figure 1 is connected twice in the connection proof.
It is used to satisfy the condition of the launder action and it is used to resolve the dd in the goal. These two uses seem to be within the spirit of rst-order logic which was designed such that the knowledge encoded in a formula is usable for di erent purposes. However, in planning scenarios knowledge changes from one situation to the next one and we have to nd logical formalisms which capture these changes.
For a long time research in Intellectics was | and still is | concentrated on the situation calculus for modelling change. This calculus | or, more precisely, this method | was rst introduced in 27] and later re ned in 30] . The main idea is to label facts like the possession of a dirty dollar and a quarter with a situation and to let actions determine all future situations. More formally, uents are de ned as functions whose domain is the space of situations. If the range of the function is the set of truth values then a uent is called propositional uent. If the range is the space of situations then a uent is called situational uent. Thus, the initial situation where Bert has a dirty dollar and a quarter can be represented by where the constant s 0 denotes the initial situation. The situational uent res(a; S) represents the situation that results when action a is executed in situation S . With the help of this uent we can now represent the launder action ( la ) in the situation calculus.
8S : dd(S) ! nd(res(la; S)) (1.4) Unfortunately, it cannot be shown that q(res(la; s 0 ))^nd(res(la; s 0 )) (1.5) is a logical consequence of (1.3) and (1.4). In particular, we cannot show that the quarter in the initial situation ( q(s 0 ) ) is still present after the launder action has been executed.
This so-called frame problem 30] is the technical problem of how to represent the previously mentioned assumption that unless an action explicitly causes a certain fact to hold or not to hold, the facts are preserved by the action. It can be overcome if one adds axioms expressing which values of uents are unchanged when actions are executed. In our example we need a single frame axiom.
8S : q(S) ! q(res(la; S)) (1.6) Now we can prove that (1:3)^(1:4)^(1:6) ! (1:5) (1.7) is valid. Removing the quanti ers and transforming (1.7) in matrix form gives us the illustration of a connection proof in Figure 2 .
In this formulation we generally need O(m n) frame axioms, where m is the number of actions and n is the number of propositional uents. Using a clever representation as in 23] or 32], the number of frame axiom can be reduced. In any case, using frame axioms may lead to many irrelevant derivations. The solutions developed so far are so unsatisfactory, that McCarthy 29, 28] proposed to use nonmonotonic inference rules like circumscription to overcome the frame problem. This has led to numerous further publications and problems (see eg . 8] :q(res(la; S 2 )) q(res(la; s 0 )) nd(res(la; s 0 )) Fig. 2 . A proof of (1:3)^(1:4)^(1:6) ! (1:5) using the connection method 3].
People were so focused on using (variants of) the situation calculus for theories of actions that they eventually believed in the need to state frame axioms if they want to use deductive logic. For example, Patrick J. Hayes 1 A number of uents are declared as attached to the frame and the e ect of an action is described by telling which uents are changed, all others are being presumed unchanged. We will not concentrate on the distinction between frame uents and other uents 24] rather we will investigate how a frame could be represented in rstorder logic such that it plays the role of a state vector. As we will see, three recent deductive approaches for planning essentially use such a frame.
The goal of these approaches was to avoid the explicit statement of frame axioms or similar laws of inertia. They are | in chronological order | Bibel's linear connection method 2], H olldobler and Schneeberger's equational logic programming approach 19, 34] , and Massaron, Tollu, and Vauzeilles's application of linear logic 14] to planning 25]. At rst glance, these approaches seem to be very di erent. Bibel imposes a syntactical condition called linearity on proofs for which no standard semantics exists so far. The linearity condition requires that each literal is engaged in at most one connection. For example, the proof in Figure 1 is not linear since the literal :dd is connected twice. H olldobler and Schneeberger use an equational Horn logic, where situations and plans are represented as terms and, thus, are rst-class objects. The equational axioms are built into the uni cation computation and SLDE-resolution 18] is applied as an inference rule. The approach admits a standard semantics as it is a purely rst-order formalization. Masseron, Tollu, and Vauzeilles use linear logic, ie. a Gentzen style proof system without weakening and contraction rules. On second glance, however, and as a consequence of the results rigourously proved in this paper, 1 In 26] a state vector is the set of current assignments of values to the variables of an Algol program at a given time. Two functions are used to compute with state vectors. c(X; sv) denotes the value assigned to the variable X in the state vector sv and res(X; v; sv) denotes the state vector that results when the value assigned to X in sv is changed to v , and the values of all other variables are left unchanged.
it will turn out that the three approaches are equivalent for conjunctive planning problems, ie. those planning problems, where the conditions and e ects of actions are (non-idempotent) conjunctions of atoms. The approaches are based on the very same idea that facts about a situation are interpreted as resources which can be consumed and produced.
The idea of regarding facts as resources can best be captured by using multisets for the representation of situations. In the introductory example the initial situation is represented by the multiset fj dd; q j g 2 . The launder action consumes the dirty dollar dd and produces a new dollar nd , which consequently leads to the situation fj nd; q j g . Two questiones have two be examined. Why should we use multisets?
Would it not be su cient to use sets as in Strips 11] ?
A slight variation of the example will help to answer these question. Suppose Bert wants to get four quarters as a change for his dirty dollar. Using a multiset representation the initial situation fj dd; q j g will be changed to fj q; q; q; q; q j g if we apply the get-change action. If we had used sets instead of multisets, then fqg would be the result of applying the get-change actions. In other words, Bert is loosing money whenever he tries to get a change for a dollar. Of course one could avoid such an unpleasent e ect by labeling the quarters. In this case, we would have a set of ve distinguishable quarters. As subsets also represent certain situations there are 32 = 2 5 di erent situations. On the other hand, as common in practice, we are not really concerned with the question which quarter we got but more in how many quarters we got. The number of situations important for this knowledge is much less: just six; either we got none, or one, or : : : or ve quarters. In fact what we have to do is just taking the identity of these quarters and forming the multiset of quarters. This reduction of the number of situations may be drastic as the following example shall demonstrate. Suppose we had two lemonades, four dollars and four quarters in our domain. Then the number of situations reduces from 1024 = 2 10 to 75 . This in turn a ects the principle number of situation changes, which is the square of the number of situations. Instead of around 10 6 we can work with around 5 10 3 which is quite a di erence. But as always there is no free dinner. If we use such a multiset representation we do not know with which object of the multiset we are left after some change. We cannot, for instance, say which of the ve quarters remains in our pocket after spending three. This does not seem to bother us in everyday life. Quarters do not have a serial number. Dollar notes do, but most people | for good reasons | do not care about these numbers.
In the following section we will formally de ne the kind of planning problems we consider in this paper. These problems consist of an initial situation, a goal situation, and a nite set of actions, where the initial and goal situation and the conditions as well as the e ects of actions are multisets | ie. non-idempotent conjunctions | of atoms. Thereafter, we will review the linear connection method, the equational logic and the linear logic approach to planning in Section 3. We show that each of these approaches can handle the kind of planning problems considered in this 2 Multisets will be denoted using the brackets fj and j g to distinguish them from sets, which are denoted by f and g . Furthermore, the multiset extensions of the usual set operations like , ? , and are denoted by _ , _ ? , _ . More precisely, let M 1 and M 2 be two multisets and suppose that the element b occurs n 1 -times in M 1 and n 2 -times in M 2 , where n 1 ; n 2 0 . Then, b occurs n 1 + n 2 -times in M 3 . We further assume that each variable occurring in the e ects of an action occurs also in its conditions, ie. in at least one of its atoms. This technical restriction will be used in the proofs of the equivalence results and will be suspended in As a consequence of the assumption that each variable occurring in the e ects of an action occurs also in the condition of an action, the new situation is ground whenever Linear Deductive Planning 8 S is ground. Finally, a goal G is satis ed i there is a plan p | ie. a sequence of actions a 1 ; : : :; a n ] | which transforms the initial situation into a situation S and G _ S . If there exists such a plan p , then p is called a solution for the planning problem.
To illustrate conjunctive planning problems, the various approaches for solving them, and the equivalence results, we will slightly extend the example in the introduction. Suppose Bert is thirsty and wants to get some lemonade from a vending machine. The lemonade costs 75 cents, which should be no problem since Bert has a dollar bill and a quarter in his pocket. Because the vending machine accepts only quarters, Bert has to get change for his dollar. The problem of getting the lemonade can be described as a planning problem with the initial situation of Bert having a dollar bill ( d ) and a quarter ( q ), the operators get-change (g c ) and get-lemonade (g l ) which allow him to change a dollar and to get a lemonade, respectively, and the goal situation in which Bert got the lemonade ( l ). Clearly, the solution to the problem is the plan in which at rst get-change is applied and then get-lemonade. Within our formal framework we obtain the initial situation I : fj q; d j g ; the goal situation G : fj l j g ; and the following actions. g c : fjdj g ) fjq; q; q; qj g g l : fjq; q; qj g ) fjlj g
Applying the get-change and the get-lemonade actions in this order to the initial situation yields the situations fj q; q; q; q; q j g and fj q; q; l j g , respectively. As the goal is contained in the last situation, the planning problem is solved.
In Section 5 we will generalize the class of problems by allowing non-ground facts in situations. We will also allow more general questions. For example, we might then ask questions like what else does Bert need besides a quarter if he wants to get a lemonade?
Linear Planning
In this section we review the linear connection method, the equational logic and the linear logic approach to planning. In the subsequent subsections we show how conjunctive planning problems are encoded and solved in the various methods. Thereafter, we give some technical results needed in Section 4 to obtain the equivalence results.
Conjunctive Linear Connection Method
In 1986 Wolfgang Bibel presented an approach to deductive planning based on the connection method 2]. Although Bibel does not restrict his approach to conjunctive planning problems, all examples given by him are conjunctive and we will recapitulate Linear Deductive Planning 9 the linear connection method only for conjunctive planning problems. Some of the extensions discussed in Section 5 can also be solved by the linear connection method.
The initial and goal situation are encoded 5 It is di erent from any other literal occurring in the planning problem and its purpose is to record the sequence of actions taken in order to achieve the goal. As we will see in the discussion following Proposition 3.1, linear connection proofs for formulas not containing state literals do not yield plans which solve a given planning problem.
Each 
Informally, a connection proof for a planning problem is given by a set S of connections, ie. pairs of literals consisting of an atom and a negated atom having the same predicate symbol, such that each literal occurring in the goal is connected in S and, if a literal occurring in the e ects of an action is connected in S , then each literal occurring in the conditions of the action must be connected in S . A set of connections satisfying these conditions is called spanning and de nes a proof i all connected literals are simultaneously uni able. A connection proof is called linear i each occurrence of a literal is connected at most once. In such a proof we may use several copies of any formula representing an action 6 but we are not allowed to copy or to erase multiple occurrences of the atoms in the initial and the goal situation as well as in the conditions and e ects of actions. Such a linear connection proof generates a plan p as the substitution for the variable P occurring in G LC obtained by simultaneously unifying all connected literals in the proof.
One should observe that the linearity constraint conditions proofs. In 3] Bibel does not give any semantics for linear connection proofs and, in particular, he does not discuss how the linearity condition a ects the usual semantics including the semantics for conjunctions. But there are e ects as a simple example may demonstrate. There is a linear connection proof for the formula a^a ! a^a by eg. connecting the rst and second occurrence of the atom a to its third and fourth occurrence, respectively.
Similarly, there is a linear connection proof for the formula a ! a . But there is no linear connection proof for a ! a^a as we are not allowed to contract the right subformula a^a to a or to weaken the left subformula to a^a . In other words, the symbol^has a di erent meaning in the linear connection method than usual. There are a couple of related problems which are discussed in 12]. Obviously, each linear connection proof is a connection proof but there are connection proofs which are not linear. Hence, if we nd a linear connection proof for (3.1), then this is also a connection proof for (3.1), and, by the completeness of the connection method 3], we can conclude that (3.1) is valid. On the other hand, even if (3.1) is valid there need not exist a linear connection proof for it. One of the main goals of this paper is to give a semantics for linear connection proofs and, in particular, for the conjunction in the linear connection method. Until then we will use the symbol^purely syntactical and will not attach any meaning to it. The reader should keep this in mind.
In the lemonade example the initial and goal situation are represented by d^q^s( ])
9P : l^s(P)
whereas the get-change and get-lemonade actions are represented by
respectively. Generally, a linear connection proof generates a plan of the form ::: ]; a 1 ]; : : :; a n ] . For convenience, we abbreviate such a plan by a 1 ; : : :; a n ] and can now de ne the concatenation p 1 : p 2 of two plans p 1 = a 1 ; : : :; a n ] and p 2 = a n+1 ; : : :; a m ] as a 1 ; : : :; a m ] .
The remarkable feature of the proof shown in Figure 3 is its linearity, ie., each literal in the matrix is engaged in at most one connection. Without this linearity condition we would be able to connect the literal :q occurring in the initial situation with all literals q occurring in the condition of the get-lemonade operator ( C 2 ). In other words, one quarter would su ce to get a lemonade.
The matrix in Figure 3 is divided into four clauses 7 representing from left to right the initial situation ( C 0 ), the get-change action ( C 1 ), the get-lemonade action ( C 2 ), and the goal situation ( C 3 ). We can de ne a partial ordering on the clauses by C i C j i a negative literal occurring in C i is connected to a positive literal occurring in C j . In Figure 3 we nd that C 0 C 1 C 2 C 3 . It is no coincidence that the proof in Figure 3 de nes a chain on the clauses of the matrix. This is a general feature for all linear connection proofs for conjunctive planning problems and is an immediate consequence of the following proposition. Every positive state literal has to appear in precisely one connection of any successful linear proof of M ; otherwise, the clause with the unconnected state literal would not contribute to the solution of the planning problem. Therefore, these connections of the state literals form a total order s on the clauses C 0 ; C 1 ; : : :; C n?1 ; C n of M , where C 0 represents the initial situation, C n the goal situation, and C 1 ; : : :; C n?1 the actions: C 0 s C 1 s : : : s C n?1 s C n . By de nition, s . Obviously, s can be extended to a total ordering s on the clauses of M . The proposition follows immediately from the claim that if M is the matrix of a linear connection proof then s is an extension of .
Turning to the proof of the claim we assume that M is the matrix of a linear connection proof and s is not an extension of . Then we nd clauses C i and C j such that C i 6 s C j and C i C j . In this case we nd a negative literal L ? ocurring in (the e ects) of C i and a positive Literal L + ocurring in (the conditions of) C j such that L ? and L + are connected in the linear connection proof of M. By de nition of the connection method 2, 3] a matrix is proven if each path from left to right through the matrix contains a connected pair of literals; hereby a path is obtained by selecting one literal from each column (or one path if the column element happens to be a matrix). Now, under the given assumptions, there exists a path through M | viz. the path through C 0 , the e ects parts of C 1 ; : : :; C i?1 , the literal L + occurring in C i , and the state literals of the clauses C i+1 ; : : :; C n | which does not contain a pair of connected literals. This is in fact the case, because there is no connection between the C 0 , the e ects parts of C 1 ; : : :; C i?1 and the state literals of the clauses C i+1 ; : : :; C n , and the literal L + is connected to L ? which is not on the path under consideration. Hence, M is not provable, which contradicts our assumption.
One should observe that the ordering is always well-founded. The initial situation is the bottom element and the goal situation is the top element with respect to . One should also observe that Moreover, we can now easily partition and combine linear connection proofs. Recall that no meaning is attached to the symbol^so far. is a logical consequence of (AC1), the axioms of equality, the actions (3.2) and the termination clause (T). The axioms of equality and (AC1) need not be speci ed explicitly, rather they can be built into the deductive machinery | more precisely, into the computation of uni cation | as proposed by Alan Robinson 33] Generally, the plan which is generated by an SLDE-resolution proof is of the form a 1 ; : : :; a n ; ]] : : :] . Similar to the plans generated by linear connection proofs we abbreviate such a plan by a 1 ; : : :; a n ] .
It is important to note that is not idempotent. Otherwise, :plan(d; P 1 ; l) would be an SLDE-resolvent of :plan(d q; P; l) and the clause representing the get-change action, ie., we would have received four quarters and retained the dollar{note. But this would be like growing money on trees. Furthermore, the frame axioms are not needed as the variable V in the program clauses together with the uni cation computation built into SLDE-resolution carry each fact which is invariant under an action over to the next goal clause.
The equational logic approach to deductive planning is a purely rst-order formalization and, hence, admits the standard semantics of Horn logic with equality 21, 18]. In 19] it is shown that the approach is sound and complete, that it can easily be extended to check the consistency of actions and situations, and that backward as well as forward planners can be speci ed. Moreover, ground terms of the form ; or s 1 : : : s n , n 1 , which are used to represent situations, can be interpreted as multisets with the help of an interpretation = as follows. =(;) = fjj g =(a) = fjaj g if a is a ground term not containing ; or , =(s t) = =(s) _ =(t)
It is straightforward to verify that with this interpretation SLDE-resolution applied to a planning goal amounts to computing with multisets precisely as required for conjunctive planning problems. In Figure 4 , the initial situation is the multiset =(q d) = fj q; d j g , after one application of SLDE-resolution using the get-change action we obtain situation =() = fj q; q; q; q; q j g , etc. Thus, the semantics for the equational logic approach corresponds precisely with the intended semantics. Furthermore, the equational logic formalization of deductive planning meets the rst and second requirement stated by McCarthy and repeated in the introduction.
Conjunctive Linear Logic
In 1990 M. Masseron, C. Tollu, and J. Vauzeilles applied Girard's linear logic to planning problems 25]. They essentially used only the multiplicative fragment of linear logic, which we brie y repeat in the following. Formulas uni able under E with (most general) uni er 1 = fP 7 ! g c ; P 1 ]; V 1 7 ! q; W 1 7 ! lg , the SLDE-resolvant :plan(; P 1 ; l) is obtained from the initial goal :plan(d q; P; l) and the rst program clause by taking the disjunction of the literals occurring in the initial goal clause and the program clause, removing the literals resolved upon, and applying the substitution 1 . Similarly, the substitutions 2 = fP 1 7 ! g l ; P 2 ]; V 2 7 !; W 2 7 ! lg and 3 = fP 2 Linear logic is a Gentzen-style proof system without weakening and contraction rule. Hence, it is not allowed to copy or delete formulas. One should observe, that the multiplicative conjunction is not idempotent, whereas the conjunction in standard logic is idempotent. Note also, that the de nition of ( r) does not require that ? = . In standard logic this requirement can always be met by weakening the left sides of the sequents. This is impossible in linear logic.
It is straightforward to see that 1 can always be added to or deleted from the left side of a sequent. To add 1 one simply has to apply the (1 l) rule. To delete 1 one has to apply the cut rule using (1 r) . Therefore, we will not keep track of atoms of the form 1 occurring in the left side of sequents. subsection. The plan generated by such a proof is again inductively de ned as follows. Let D be a conjunctive linear proof. 9 1 Hence, a conjunctive planning problem is de ned by the multisets I and G denoting the initial and goal situation and by the set of proper axioms de ning the actions.
For the get-lemonade example we obtain I = fj d; q j g , G = fj l j g , and the following proper axioms representing the get-change ( g c ) and get-lemonade ( g l ) actions. As these actions are already ground, there is no need to apply a grounding substitution.
d``l Figure 5 shows a proof of the sequent q; d`l in the conjunctive linear theory corresponding to the get-lemonade planning problem generating the plan g c ; g l ] .
One should observe that in order to determine whether a linear proof ?`t solves a conjunctive planning problem the multisets of atoms occurring in ? and t are important. However, the sequence in which these atoms occur in ? and t is irrelevant.
The axiomatization given above is slightly di erent to the one given in 25]. The goal of their method is to prove the tensor product of the goal atoms, in the example 9 One should observe that D need not solve a planning problem. 10 One should observe that the form of the proof determines the sequence of actions generated by the proof. The proof D 2 D 1 ?`t generates the plan p 2 : p 1 . This observation is important if the last step of the proof is obtained by applying ( r) . In this case D 1 and D 2 generate two partial plans p 1 and p 2 which have to be merged into a single plan. For the purpose of this paper the simple concatenation of the plans as de ned above su ces. In applications a more elaborate de nition of merging may be required.
Linear Deductive Planning 19 q; q; q`l q`q r q; q; q; q`l`q r q; q; q; q; q`ll; q; q; q`ll; q; q`ll d`; q`lcut d; q`ll, as a theorem using information about the initial situation. This information is expressed by so called \current state axioms" which represent the resources given in the initial situation. The existence of a quarter in the initial situation would be described by the axiom`q . However, the iterative application of this axiom and the ( r) rule would yield a sequence`:::. But this is exactly what linear deductive planning wants to avoid. Therefore 25] restrict the deductions in such a way that each current state axiom can be used just once in a proof. As a consequence, in the original version of 25] one would not be able to describe an initial situation in which two quarters exist. However, during the proof they could derive sequents in which the same atom occurs more often. We xed this problem by changing the planning method slightly. Instead of just proving`t we prove a sequent ?`t , where ? denotes the initial and t the goal situation. For this purpose we do not need the current state axioms and do not have to restrict the deductions.
The Equivalence Result
The main goal of this section and of this paper is to show that the linear connection method, the equational logic and the linear logic approach are equivalent for conjunctive planning problems. Throughout this section let P denote a conjunctive planning problem and let LCM P , ELP P , and LL P denote its presentation in the linear connection method, the equational logic approach, and the linear logic, respectively. The following statements are equivalent.
1. Plan p is a solution for P .
2. p is generated by a linear connection proof of LCM P . 3. p is generated by an SLDE-resolution proof of ELP P .
4. p is generated by a linear logic proof of LL P . Proof. We know from 19] that the equational logic approach is sound and complete for conjunctive planning problems even if the initial and goal situation contain nonground terms. This result is essentially an instance of the soundness and strong completeness of SLDE{resolution 18] . As an immediate consequence we nd that statements 1 and 3 are equivalent, ie. p is a solution for P i p is generated by an SLDE-resolution proof of ELP P . Hence, to proof the theorem it su ces to show that 2 implies 3, 3 implies 4, and 4 implies 2. These implications are proved in Lemmata 4.2, 4.3, and 4.4 in the subsequent subsections.
From the linear connection method to equational logic
In this subsection we show that linear connection proofs for conjunctive planning problems can be transformed into SLDE-refutations. Lemma 4.2 If plan p is generated by a linear connection proof of LCM P , then p is generated by an SLDE-resolution proof of ELP P . :plan(i 1 : : : i m ; P; g 1 : : : g n ) (4.2) and the termination clause (T). Thus, there exists an SLDE-refutation of (4.2) using no actions and yielding plan ] .
Turning to the induction step we assume that the result holds for j . Suppose there is a linear connection proof LCP for LCM P using j + 1 actions a 1 ; : : :; a j+1 , ie. LCP is generating the plan a 1 ; : : :; a j+1 ] . Let is unchanged, and the actions a 2 to a j+1 are used, ie. the plan a 2 ; : : :; a j+1 ] is generated. Because this proof contains only j actions we may apply the induction hypothesis and learn that there is an SLDE-refutation of (4.7) yielding computed answer substitution fP 1 The proof of this lemma is constructive in the sense that it de nes a procedure which transforms linear connection proofs into SLDE-refutations. In particular, the linear connection proof in Figure 3 is transformed into the SLDE-refutation in Figure 4. 
From equational logic to linear logic
In this subsection we show that SLDE-refutation for conjunctive planning problems can be transformed into linear logic proofs. Lemma 4.3 If plan p is generated by an SLDE-refutation of ELP P then p is generated by a linear logic proof of LL P .
Linear Deductive Planning 22 and a substitution such that the atoms in (4.9) and the conclusion of (4.10) are AC1-uni able with . Furthermore, we nd an SLDE-refutation of : (plan(e 1 (Y ) : : : e k (Y ) V 1 ; P 1 ; W 1 )) (4.11) with length j generating plan a 2 ; : : :; a j ] . Each most general AC1-uni er for the atoms in (4.9) and the conclusion of (4.10) is of the form fP 7 ! a 1 (Y ); P 1 ]; W 1 7 ! ; g 1 : : : g n ; V 1 by (4.12) and generates plan a 1 ; : : :; a j ] . Because of (4.15) the claim follows immediately. The proof of this lemma is constructive in the sense that it de nes a procedure which transforms SLDE-refutations into linear logic proofs. In particular, the SLDErefutation in Figure 4 is transformed into the linear logic proof in Figure 5. 
From linear logic to the linear connection method
In this subsection we show that linear logic proofs for conjunctive planning problems can be transformed into linear connection proofs. Lemma 4.4 If plan p is generated by a linear logic proof of LL P then there exists a linear connection proof of LCM P generating the same plan. Proof. In the proof of this lemma we will make use of the following notation. Let X denote a formula or a multiset of formulas as they occur in linear logic. Then, V (X) denotes the conjunction of atoms occurring in X and di erent from 1 such that, if an atom di erent from 1 occurs n {times in V (X) , then it occurs n {times in X .
One should observe that V (1) denotes the empty conjunction which is always true. Turning to the induction step we assume that the result holds for linear logic proofs of depth smaller than j . Suppose there is a linear logic proof of ?`t (4.21) with depth j generating plan p = a 1 ; : : :; a r ] . We distinguish four cases with respect to the last inference rule applied in the proof of (4.21). If a cut was applied, then ? is of the form 1 _ 2 and we nd a formula t 0 and proofs of the sequents 1`t 0 and 2 ; t 0`t generating plans p 1 = a 1 ; : : :; a r 0 ] and p 2 = a r 0 +1 ; : : :; a r ] , respectively, such that both proofs have depth smaller than j and p = p 1 : p 2 . Applying the induction hypotheses to the proofs of 1 
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The proof of this lemma is again constructive and de nes a procedure which transforms linear logic proofs into linear connection proofs. In particular, the linear proof in Figure 5 is transformed into the linear connection proof in Figure 3 .
Discussion
In this paper we have rigorously proved that three recently developed formalism for modelling situations and actions | viz. the linear connection method by Wolfgang Bibel 2] , the equational logic approach by Ste en H olldobler and Josef Schneeberger 19, 34] , and the linear logic approach by M. Masseron, C. Tollu, and J. Vauzeilles 25] | are equivalent for conjunctive planning problems. As the equational logic approach is a purely rst-order logic formalism, it admits a standard semantics 21, 18] which is also a standard semantics for (fragments of) the linear connection method and linear logic due to the equivalence result proved in this paper. Thus, we have solved an open problem for the linear connection method which has been around for some time without a satisfying answer (see cf. 6]). It shows that Eric Sandewall's comment : : : picking up a notion with an unde ned meaning and an unde ned semantics : : : as well as Robert Kowalski's comment : : : it ignores the standard semantics of logic : : : following a presentation of Bibel's linear connection method (see discussion in 4]) are no longer valid. The equivalence result also clari es that due to the linearity condition the conjunctions occurring in Bibel's formalization of the initial and goal situation as well as of the conditions and e ects of actions are indeed multiplicative conjunctions in the sense of Girard's linear logic 14] and correspond precisely to the operator used in H olldobler and Schneeberger's approach. Moreover, the pseudo-plans de ned in 25] are in fact nothing but linear connection proofs.
In a more comprehensive comparison between the linear deductive methods one should replace linear logic proofs by linear proof nets. A proof net can be seen as some kind of canonical representation of sequents. The same sequent can be proven in many di erent ways. However all these proofs correspond to the same proof net. This modi cation will abstract away from unnecessary details and will therefore lead to greater clari cation.
Conjunctive planning problems as de ned in Section 2 are not the largest class of problems for which the approaches are equivalent. In 18] a lifting lemma for equational Horn logic is proved which tells us that, if we nd an SLDE-refutation of a goal G with respect to an equational logic program LP yielding computed answer substitution , then we also nd an SLDE-refutation of G with respect to LP yielding a computed answer substitution . Moreover, is more general with respect to the equational theory in consideration than the combination of and restricted to the variables occurring in G . If we apply this result to the kind of planning problems considered in this paper, then we can lift the restriction that the initial and goal situations are ground as well as the assumption that variables occurring in the e ects of an action occur also in the conditions of the action. For example, the Federal Bank does care about the serial number of dollar notes. Hence, to model a situation, where the Federal Bank prints dollar bills requires to model the bills by a function d which has the serial number n as argument.
8V; W; P : new number(n)^plan(d(n) V; P; W) ! plan(V; print(n); P]; W): (5.1)
Linear Deductive Planning 27 new number is a predicate which generates numbers that have never been generated before much like the GENSYM function generates new symbols in LISP. If Bert is working late at the printer of the Federal Bank and is thirsty, he might be tempted to use a new dollar bill to get the change for the vending machine. Posed as a conjunctive planning problem, the question is whether 9P : plan(d(h234); P;) is a logical consequence of the equational logic program specifying the get-change action and the termination fact (T), where h234 is a constant denoting a serial number and the get-change action is modi ed to contain dollar bills with a serial number. The question can be positively answered while binding the variable P to the getchange action. But one should observe, that we had to give the serial number of the dollar bill used. With the lifting result in 18] we may replace the serial number h234 by a new variable X and obtain the same plan.
In the example above, we have generalized planning problems by allowing variables to occur as arguments to functions denoting facts about a situation. It is a straightforward exercise to show that linear connection proofs can be lifted in the very same way and that the lifted proofs correspond precisely to the generalized SLDE-refutations. Whereas the required substitutions in the linear connection method and the equational logic approach are computed by the uni cation procedure, the substitutions must be guessed beforehand in the linear logic approach. But, besides that, the linear logic approach can handle the generalized planning problems as well.
The lifting result for SLDE-refutations does not only allow for variables to occur on argument positions of functions denoting facts about a situation, it also allows for the speci cation of partial situations. For example, we can pose the following query. What does Bert need besides a quarter in order to get a lemonade? Ie. we have to show that 9P; X : plan(X q; P; l) (5.3) is a logical consequence of the equational logic program de ning the get-lemonade example. Since plan(X q; P; l) and the terminating fact plan(V W; ]; V ) are AC1-uni able with substitution fP 7 ! ]; V 7 ! l; W 7 ! q Z; X 7 ! l Zg; we learn that nothing has to be done if the variable X occurring in the initial situation is bound to the term l Z . In other words, as the initial situation was only partially speci ed, it may well be that Bert has already a lemonade. But there are other SLDE-refutations from (5.3). Since plan(X q; P; l) and the conclusion plan(V 2 ; g l ; P 2 ]; W 2 ) of the get-lemonade action are AC1-uni able with substitution fX 7 !V 2 ; P 7 ! g l ; P 2 ]; W 2 7 ! lg; (5.4) we obtain the new goal 9P 2 ; V 2 : plan(l V 2 ; P 2 ; l):
Linear Deductive Planning 28 This goal can be solved using the terminating fact and AC1-uni er fV 7 ! l; W 7 ! V 2 g: (5.5) Combining (5.4) and (4.4) and restricting the substitution to the variables X and P occurring in the initial goal, we obtain computed answer substitution fX 7 !V 2 ; P 7 ! g l ]g . In other words, if Bert has two more quarters, then he can get lemonade out of the vending machine. Similarly, it can be shown that a dollar bill would solve Bert's problem.
It is not that easy to deal with partial situations in the linear connection method and in linear logic. There, facts about a situation are represented as atoms and, in order to represent a partial situation, one has to introduce an existentially quanti ed propositional variable. Consequently, one has to deal with higher-order linear connection proofs and higher-order linear logic. In the example given above this amounts to abductively infer the facts needed in the initial situation in order to achieve the goal. But, as an easy generalization of our main result shows, the higher-order features can be reduced to rst-order if we consider equational logic proofs.
Although we have exampli ed the linear connection method, the equational logic and linear logic approach by planning problems only, the approaches are not restricted to planning problems. They can always be applied whenever situations and actions are to be modelled in logic. In 15] we have shown how objects and databases can be represented and manipulated in an equational logic in much the same way as objects and databases are handled in 1] and 32], respectively.
The equational logic approach has been implemented in Prolog. In particular, the AC1-matching and uni cation problems encountered in this approach have been studied. These problems are decidable. There exist at most nitely many independent solutions for such problems and minimal and complete AC1-matching and uni cation algorithms have been developed and implemented 36]. The experience with this implementation has revealed that the features of Prolog nicely interact with the planning process. Formula (5.1) is such an example. The atom new number(n) can easily be implemented by an appropriate Prolog program. 15] contains a database example, where negation by failure is used to conclude that the negation of an atom A in the conditions of an action is true as there is no evidence supporting A . Equation (5.1) also points to a variety of open problems. is an AC1 function symbol which is not idempotent, whereas^has the AC1 properties and is idempotent. As both symbols are interpreted as conjunction | viz. non-idempotent and idempotent conjunction | one open question is how they are related to the multiplicative and additive conjunction in linear logic. Can the features given by the exponentials in linear logic be found in the linear connection method or in the equational logic approach? How is the linear connection method related to linear logic if we lift the restriction that conditions and e ects of actions are non-idempotent conjunctions of atoms? Can we nd an equational theory which captures disjunction and negation in the conditions and e ects of actions?
A rst step to answer the last question has been taken in 15]. There, examples for the combination of non-idempotent conjunction and (non-)idempotent disjunction are given. Moreover, in 35] a multiset semantics is de ned for situations speci ed by such combinations. With the help of disjunction we are able to represent alternatives. For example, if a drawer contains only black or white socks and we fetch one sock, Linear Deductive Planning 29 then we know that the sock is either black or white. With j denoting disjunction and b and w denoting black and white, respectively, we can represent this action by the following formula. 11 8V; W; P : plan((b j w) V; P; W) ! plan(V; fetch; P]; W): (5.6) If we are now interested in the question of how often we have to apply this action in order to be sure to have a matching pair of socks, we have to ask whether 9P : plan(;; P; (b b) j (w w)) (5.7)
follows from (5.6), (T), and the equational theory de ning and j . is an AC1 function symbol. j should be associative, commutative, and idempotent as we do not care about the sequence of alternatives and, if the drawer contains only socks of one color, then we can determine the color of a fetched sock, ie. 8X : X j X = X . But we have also to specify the interaction of and j .
8X; Y; Z : X (Y j Z) = (X Y ) j (X Z):
With the help of this equational theory we nd an SLDE-refutation of (5.7) yielding the computed answer substitution fP 7 ! fetch; fetch; fetch]g . This example is rather simple as the fetch action has no preconditions. In more general scenarios it is required to compute alternative plans depending on alternative current situations. For example if we want to wear a shirt which matches the color of the socks, then depending on the outcome of the three fetch actions, we either take the white or the black shirt. Formally, this requires to introduce conditionals and the ability to inspect the current situation. The equational logic as well as the linear connection method are able to handle such kind of scenarios 9] and we expect that this holds for the linear logic as well. In general, however, the problem of how to treat disjunction in planning problems is far from being solved and di erent proposals are currently discussed (see eg. 7]). Besides these technical problems, the most interesting open question is whether the new logics considered in this paper are \good enough" to be viable alternatives to the situation calculus. The linear connection method, the equational as well as the linear logic approach solve the frame problem without the need to specify frame axioms explicitly for conjunctive planning problems. But what about the rami cation and quali cation problem? Can we use these logics if we have to make decisions under uncertainty? As a rst step to answer these and related questions we have to investigate in how the new logics handle well-known and widely discussed problems, which arise when dealing with situations, actions, and goals.
In a recent paper, the equational logic approach was extended to handle speci city 20]. Informally, more speci c actions are prefered to less speci c actions, where an action a is said to be more speci c than an action a 0 i the actions have identical name and the conditions of a are a proper superset of the conditions of a 0 . Eg. a drop-action, whose conditions consist of the facts that a robot holds an object and that 11 One should observe, that even if the equivalence b $ :w is assumed, b j w should not be treated as a tautology and, in particular, should not be removed. The linear approaches are based on the idea of resources and, hence, the expression b j w denotes a sock; we do not know its colour | it may be either black or white | but we cannot simply remove it.
Linear Deductive Planning 30 the object is fragile, is more speci c than a drop action, whose only condition is that a robot holds an object. Consequently, dropping a fragile object will cause the object to be broken. Speci city is incorporated into the equational logic approach using negation-as-failure and Clark's completion 10]. In 37] it is shown that this extension can be used to correctly and completely implement the action description language A developed by Gelfond and Lifschitz 13] . As planning problems formulated in A can also be translated into into the situation calculus and into a circumscriptive scheme (see 22]), this seems to be a good starting point in an attempt to tie the various approaches to deductive planning closer together.
To summarize, the logics considered in this paper meet the rst two requirements given by John McCarthy 27] . General properties of causality and facts about the possibility and results of actions are given as axioms, and it is a logical consequence of the facts of a situation and the general axioms that goals can be achieved by taking certain actions. Whether the new logics satisfy the third requirement, ie. whether the formal descriptions of situations correspond as closely as possible to what people may reasonably be presumed to know about them when deciding what to do, has to be discussed. The main characteristics of the new logics is that they treat facts about a situation as resources, which can be consumed and produced by actions. Humans are very familiar with producing and consuming resources. Exchanging money is just a simple example. The whole trading business works this way. In an assembly line incoming parts are assembled to more complex and more valuable consumer goods. Even little kids are well aware of their resources and there is quite some bargaining going on before toys are exchanged. Logic may be too precise and brittle to completely model the kind of planning required in these processes. Nevertheless, we do need a planning engine at the heart of any planning system as we need a deductive engine at the heart of any reasoning system.
