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Singapore regional waters encompassing Singapore Strait, Malacca Strait and east 
coast of Malaysia Peninsular is an area of strategic importance to Singapore and the 
regional countries. In an area where maritime industry and coastal zone development 
are highly active, spatial and temporal knowledge of local hydrodynamics are needed. 
Depending on the nature and motivation of these maritime and coastal activities, 
hydrodynamics information can be provided either in a hindcast or forecast mode. 
Due to issues related to data availability, hindcast and forecast are produced using 
different modelling approaches.  
The main objective of the research presented in this thesis is to understand local 
hydrodynamics and develop a comprehensive framework for modelling and 
prediction in Singapore regional waters. This framework employs different modelling 
approaches and strategies that utilize both data-driven and numerical models to 
effectively and efficiently deliver accurate hindcast and forecast of hydrodynamic 
conditions. 
Understanding of local hydrodynamics is crucial to the development and 
implementation of this framework as it serves as the ‘knowledge backbone’. 
Therefore first part of this thesis focuses on tidal and non-tidal representation using 
numerical models. Physics and process driven numerical models are developed to 
describe spatial and temporal hydrodynamic conditions. Insights to local 
hydrodynamics such as tidal behaviour and non-tidal phenomenon i.e. seasonal water 
level variation, are gained through data analysis and different numerical modelling 
approaches such as multi-domain modelling, sensitivity testing of model parameters, 
application of different forcing to the model, etc. It is found that sea level anomalies 
in Malacca Strait are mainly driven by non-tidal phenomena originating in Indian 
Ocean, unlike the locally meteorological induced sea level anomalies along east coast 
of Malaysia Peninsular and Singapore Strait. 
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Based on the knowledge of tidal and non-tidal hydrodynamic representation gained, 
second part of this thesis focuses on development and implementation of the 
framework for hindcast and forecast. Long term (about 15 years) validation of 
hindcast is carried out for different numerical modelling approaches. In case of 
forecast, two approaches of utilizing data and numerical models to enhance 
hydrodynamic prediction are introduced. The first approach characterizes uncertainty 
of numerical model prediction which results in prediction of expected residual with 
statistically characterized confidence. The second involves representation and 
prediction of residual using genetic programming (GP). This data-driven technique is 
first used as a symbolic regression tool to study underlying dynamics of model 
residual. Followed by inducing models to predict residual of different forecast 
horizons, in which little deterioration of accuracy is observed up to lead time of 30 
days. This residual prediction model plays an important role in the development of an 
improved water level prediction scheme which integrates both numerical and data-
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1.1 Background and motivation 
In a country of sparse land and limited maritime territory, urbanized Singapore is 
expected to maintain the country’s maritime industry and coastal zone development, 
and at the same time preserve its coastal and marine environment and ecology. This 
motivates need for in depth knowledge and understanding about local hydrodynamics 
that serve as a basis for different activities and studies such as maritime operations, 
offshore infrastructure construction, coastal zone management, marine environment 
conservation, etc.  
Numerical models have been commonly used for spatial and temporal representation 
of hydrodynamic conditions of different locations around the world (Barthel et al., 
2009; Hatayama et al., 1996; Kurniawan et al., 2011a; Ooi et al., 2011; Tay et al., 
2013; Tay et al., 2009; Tay et al., 2012). State of the sea is usually described by the 
water level and current velocity varying in space and time. Fundamental to predicting 
these two hydrodynamic components lies within knowledge about physical 
mechanisms involved. These physical mechanisms are described mathematically 
using valid assumptions in the numerical model. Subsequently hydrodynamic 
components are computed and represented spatially and temporally by the model. 
Depending on nature and motivation of activities or studies, spatial and temporal 
hydrodynamic information can be provided either in a hindcast or forecast mode. 
Hindcast is often used in scenario simulation to support historical investigation of an 
event or to gain physical understanding of a phenomenon. Forecast is usually used in 
real time operation and management activities which involve vessel routing, accident 
damage control, coastal zone design and planning. Accurate hydrodynamic prediction 
in space and time is critically important. Due to issues related to data availability 
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especially meteorological data, hindcast and forecast are produced using somewhat 
different modelling approaches.  
In this thesis, hydrodynamic conditions of sea state are defined by a combination of 
tidal and non-tidal water flow. Tidal flow is caused by gravitational pull of the Sun 
and Moon and rotation of the Earth, and represents the dominant forcing regime in 
ocean. Tide causes high variation of water level and flow pattern in different parts of 
the world at different time of the day. Tidal water level variation is deterministic and 
can be resolved using harmonic analysis to obtain different constituents with their 
corresponding amplitude and phase (Pugh, 1996). Non-tidal flow, as the name 
suggests, is in general phenomenon which is not associated with tide. In terms of 
water levels, non-tidal flow is captured as Sea Level Anomalies (SLA) defined as 
variation of sea level from deterministic tidal variation. Depending on location, origin 
of non-tidal flow could be related to surface wind, density-driven flow, large scale 
oceanographic processes, geographical landscape, or abrupt variation of topography. 
Resultant flow pattern could drastically deviate from the deterministic tidal flow or 
even cause a flow reversal of tidal flows. Therefore to have a correct representation of 
the sea state at a particular location, the understanding of tidal and non-tidal 
phenomena is a prerequisite. Understanding interaction of tidal and non-tidal flow 
components is crucial, especially for Singapore regional waters, where climatic and 
oceanographic influences from two large water bodies (Indian Ocean and South 
China Sea) are dominant (Gerritsen et al., 2009).  
1.2 Area of interest 
Located between two large water bodies: South China Sea and Indian Ocean, 
Singapore Strait is highly complex hydrodynamic system. Tide in Singapore Strait is 
generated mainly by Northern Indian Ocean and South China Sea, each of which has 
tidal characteristics that are different from each other. Indian Ocean is dominated by 
semi-diurnal tides while South China Sea is dominated by both diurnal and semi-
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diurnal tides (Chen et al., 2005). Tidal waves, especially semi-diurnal M2 tidal 
component generated at the Indian Ocean and South China Sea meet and interact 
approximately at the western part of the Singapore Strait which creating complicated 
tidal dynamics along the strait (Chan et al., 2006). This also results in a higher tidal 
range at the west compared to the east within the strait (Chen et al., 2005). For 
example, tidal ranges are between 2.7 m in the west and 1.4 m in the east during 
spring tide, with 40 percent of spring tidal range across the strait during neap tide. 
SLA observed in Singapore Strait has shown to have characteristics of non-stationary 
non-periodic ocean behaviour of varying temporal and spatial scales (Rao et al., 
2010). Tkalich et al. (2012) suggest that the local SLA is caused by several large 
scale oceanographic and meteorological parameters such as winds, atmospheric 
pressure gradient, sea surface temperature and fresh water run-off. Rao et al. (2010) 
find that SLA in this region is strongly correlated with the monsoon winds of the 
seasonal monsoon seasons; northeast monsoon from November to February and 
southwest monsoon from May to August. Especially during northeast monsoon 
period, strong winds from Asia continent prevails over South China Sea and triggers 
positive SLA events in Singapore waters (Rao et al., 2010). Tkalich et al. (2012) 
conclude that SLA is positive in Singapore Strait and negative at the other end of 
South China Sea near Taiwan during northeast monsoon, and vice-versa during 
southwest monsoon. 
Since hydrodynamic conditions of Singapore Strait are shown to be influenced by 
large scale effect originating beyond narrow strait such as the monsoonal wind 
prevailing over the basin scale South China Sea, it is necessary to cover wider region 
that includes surrounding coastal waters adjacent to the strait as the area of interest. 
These regions are referred to as ‘Singapore Regional Waters’ (SRW) in this thesis 
with purpose of study of the tidal and non-tidal flows around Singapore. As defined 
by Kurniawan et al. (2011a), SRW (between 95oE – 110oE and 6oS – 11oN) 
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encompass part of Andaman Sea, Singapore and Malacca straits, as well as central 
part of Sunda Shelf which includes the southwestern part of South China Sea and 
eastern part of Java Sea (Figure 1.1). 
1.3 Earlier studies and research gaps 
Over past two decades, several attempts of predicting hydrodynamics in this area 
were carried out. Most early studies of hydrodynamic modelling in Singapore Strait, 
such as those by Chan et al. (1994); Cheong et al. (1991); Shankar et al. (1997) focus 
on tidal representation using two dimensional (2D) depth-averaged numerical models. 
Increasing interest in coastal water quality in Singapore Strait has encouraged three 
dimensional (3D) hydrodynamic studies which aim to simulate non-hydrodynamic 
components such as temperature, salinity and pollutant concentration in the water 
column (Gin et al., 2001; Pang et al., 2003; Tkalich and Sundarambal, 2003; Zhang 
and Gin, 2000).  Pang and Tkalich (2003) and Chen et al. (2005) have included non-
tidal processes such as seasonal monsoon in their model by applying low frequency 
harmonic tidal constituents and monthly observed mean sea level at open boundaries, 
respectively. In addition, Chen et al. (2005) have also applied monthly averaged wind 
forcing on their model to account for the seasonal wind effect. However, all 
numerical studies mentioned above have modelled a small domain area that only 
covers Singapore Strait, in which 3D model simulation is computationally affordable.  
Development of so-called Singapore Regional Model (SRM) initiated by Kernkamp 
and Zijl (2004) is the first known effort that covers domain extending well beyond 
Singapore Strait (for an area that covers SRW, see Figure 1.1) to simulate flow 
around Singapore island. Such model domain configuration prevents drawing of open 
boundaries across complicated coastal geometries around Singapore Strait, and 
allows tidal waves from Indian Ocean (via Malacca Strait), South China Sea and Java 
Sea to propagate through Singapore Strait and interact with local topographical 
features. Instead of using insitu tidal gauge data, 2D depth averaged SRM applies 
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eight major tidal constituents derived from satellite altimetry on the open boundaries 
with computational time step of 4 minutes. With open boundaries located far away 
from the area of interest, uncertainties induced at the open boundary conditions on the 
flow near Singapore are reduced. Tidal representation of SRM has been successively 
improved by Kurniawan et al. (2011a). Covering similar domain extent as SRM with 
open boundary extended further into South China Sea, Xu and Chua (2014) have 
developed a three dimensional (3D) numerical tidal model (40 z-layers in the vertical) 
using unstructured grid with computational time step of 10 seconds. Results of this 
3D model did not show improvement in tidal representation compared to the 2D 
model of Kurniawan et al. (2011a). Gerritsen et al. (2009) have applied mean annual 
forcing cycle of daily monsoon-induced water level, derived from 15 years of 
TOPEX/Poseidon (T/P) and Jason-1 satellite altimetry on open boundaries of SRM to 
account for non-tidal effect in the region. Though this could represent effects of large 
scale wind patterns over a year, short-term (scale of days) wind-driven SLA or surge 
events could not be represented. Ooi et al. (2009) applied spatially and temporally 
varying wind and atmospheric pressure forcing obtained from local Weather 
Research and Forecasting (WRF) model (Zelle, 2008) on SRM but short term SLA 
events during northeast monsoon could not be captured in the model. They applied 
the same meteorological forcing on a basin scale 2D depth-averaged model that 
covers entire South China Sea developed by Gerritsen et al. (2003) and improved by 
Kurniawan et al. (2011b). This model results in well represented SLA. Work of Ooi 
et al. (2009) has shown that non-tidal flows in vicinity of Singapore during northeast 
monsoon period are generated in South China Sea and can only be properly modelled 
by a model that covers entire basin. In addition to surge (or SLA) simulated, Ooi et al. 
(2011) and Kurniawan et al. (2013) have illustrated the significance of non-linear 
effects of tide-surge interaction in non-tidal barotropic modelling. Complicated 
profile of SLA events is better represented when the non-linear tide-surge interaction 
is taken into account in the model.  
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Kurniawan et al. (2015) attempted to apply multi-scale modelling approach to 
simulate non-tidal barotropic effect originated from South China Sea basin by driving 
the models with both tidal and meteorological forcing. This approach involves offline 
nesting (one-way coupling) of SRM (Kurniawan et al., 2011a) in South China Sea 
basin scale model (Kurniawan et al., 2011b). One-way coupling is a modelling 
technique in which hydrodynamic result of a larger spatial domain model is fed to a 
smaller spatial domain model (encompassed by the former) as boundary forcing 
without interaction feedback between two models. Basin scale model is driven by 
spatially and temporally varying meteorological data consisting of surface wind and 
atmospheric pressure obtained from European Centre Medium-Range Weather 
Forecasts Interim Reanalysis (ECMWF/ERA-Interim) database (www.ecmwf.int). In 
SRM simulation, the same meteorological forcing is applied over SRM domain, and 
water level computed from the basin scale model applied as additional open boundary 
forcing of the tidally driven SRM. Though simulated non-tidal effect is well captured 
in Singapore Strait and east coast of Malaysia Peninsular using this modelling 
approach, inconvenience and higher computational cost of simulating two models one 
after another represents a major setback for forecast with limited lead time. In 
addition to this, this modelling approach does not take into account non-linear tide-
surge interaction originating in the basin scale model as it is solely driven by 
meteorological forcing. In other words, the one-way feed into SRM from the basin 
scale model contains only surge. However non-linear tide-surge interaction from 
South China Sea might not be accounted for in SRM. Therefore use of multi-domain 
modelling i.e domain decomposition (two-way coupling) where two or more model 
domains of different spatial resolutions covering SRW and South China Sea to 
simulate both tidal and non-tidal barotopic effects (surge and tide-surge interaction) 
from South China Sea becomes a promising option that also reduces computational 
cost. Unlike one-way coupling technique, two-way coupling technique involves both 
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large and small spatial domain models to compute hydrodynamic conditions 
simultaneously and communicate with each other at every time step. 
Furthermore, modelling approach outlined in Kurniawan et al. (2015) failed to 
capture non-tidal effect in Malacca Strait where neither local nor South China Sea 
weather shows significant influence on SLA. Kurniawan et al. (2015) suggest that 
SLA in Malacca Strait may originate in large regions located far away – as far as 
Andaman Sea or Indian Ocean. Similar conclusion is drawn for Singapore Strait and 
South China Sea. This motivates need for further understanding of origin of SLA in 
Malacca Strait supports need to correctly represent mechanisms in the model. 
Recent studies (Kurniawan et al., 2011a; Kurniawan et al., 2013; Ooi et al., 2011) 
have demonstrated that 2D depth-averaged barotropic modelling approach with tide 
and weather forcing is able to represent both tidal and non-tidal effect in SRW well 
with the exception of SLA in Malacca Strait. However, all of these studies have only 
focused on short term SLA events (time scales of days), whereas long term SLA 
prediction at time scales of years has yet to be validated and should be examined to 
gain insights of the seasonal SLA pattern in SRW. 
Besides numerical modelling approaches, extensive studies of model residual 
correction using data assimilation based time series forecasting approaches have been 
carried out in vicinity of SRW. To predict model residual time series number of 
approaches have been studied: Sun et al. (2009a) and Wang and Babovic (2014) use 
local model approach, Sun et al. (2010) employ time-delayed neutral networks 
combined with chaos theory, and Rao and Babovic (2010) and Kurniawan et al. 
(2014) apply genetic programming. These results show significant improvement in 
local water level prediction. It is noted that the main prerequisite of this type of data-
driven technique is a sufficiently accurate numerical model and availability of data, to 
effectively implement a data-model integration prediction scheme (Babovic et al., 
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2001; Kurniawan et al., 2014). All of these data-driven approaches mainly utilize the 
embedded temporal characteristic of historical time series of a component to be 
predicted, such as water level or SLA at location of interest, to predict the same 
component of the future. Based on the remarkable accuracy presented in these 
studies, such type of data-driven method is undeniably effective and efficient. 
However, in complex hydrodynamic system of Malacca Strait, instead of simply 
treating numerical model residual as a numerical mismatch and solving it as a time 
series problem by correction, it would be more interesting and meaningful to uncover 
the underlying dynamics, if possible. 
In general, a model (numerical or data-driven) will always remain imperfect in 
representing the sea state even if parameters of such models have been optimally 
determined. This is due to number of assumptions introduced in the governing 
mathematical equations of the model, discretization of continuous flow field during 
the integration process, lack of complete understanding of governing physical 
processes and imperfect knowledge about initial conditions and forcing terms 
(Babovic et al., 2001). To use such models for operational real-world purposes, it is 
important to understand and characterize uncertainties which arise from resulting 
model based on statistically sound methods.  
1.4 Thesis objectives 
The main objective of the research conducted in this thesis is to understand local 
hydrodynamics and develop a comprehensive framework that utilizes both data and 
model to effectively and efficiently deliver accurate hindcast and forecast of 
hydrodynamics in Singapore regional waters.  
In order to achieve the main objective, the thesis will address the following sub-
objectives that will close the research gaps mentioned above: 
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• Develop a 2D depth averaged barotropic numerical model which applies 
domain decomposition (two-way coupling) where two or more model 
domains of different spatial resolutions covering SRW and South China Sea 
to simulate both tidal and non-tidal barotopic effects (surge and tide-surge 
interaction) from South China Sea effectively and efficiently 
• Gain insights to seasonal SLA behaviours in SRW by analyzing long term (in 
scale of years) insitu and remote sensing observation data 
• Identify and understand origin of the dominant non-tidal effect (SLA) in 
Malacca Strait and adapt numerical model to capture this effect 
• Characterize spatial and temporal uncertainty of model prediction for 
operational forecast purposes 
• Gain insights to underlying dynamics of model residual using genetic 
programming as a symbolic regression tool 
• Developing an improved water level prediction scheme based on an approach 
that integrates numerical and data-driven (e.g. genetic programming) models 
for purpose of real-time forecasting 
1.5 Outline of the thesis 
Present chapter serves as an introduction to the thesis and provides the background 
and motivation for this study. Chapter 2 presents methodology applied in this thesis 
describes flow of work, data and numerical modelling software used. Chapter 3 
describes region’s tidal representation of numerical model developed for this thesis, 
including its development and improvements of earlier models of similar domain. 
Based on this improved tidal model, Chapter 4 attempts to simulate non-tidal 
phenomena using additional forcing and analyses the cause of non-tidal effect in 
different areas of the study domain. With local hydrodynamic knowledge attained in 
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Chapter 3 and 4, modelling framework of accurate hydrodynamic prediction in forms 
of hindcast and forecast is developed. Chapter 5 demonstrates modelling approach for 
hindcast and presents the validation in prediction mode for a 15 years period. Chapter 
6 characterizes spatial and temporal uncertainty of numerical model water level 
prediction. Chapter 7 describes development of two genetic programming based data-
driven models. The first one deals with residual representation model that describes 
the dependent components of the residual and helps to gain insights into underlying 
dynamics. Second one is a residual prediction model to correct numerical model 
water level prediction in forecasting mode with different lead times. The latter is part 
of a data-model integration scheme for an improved water level prediction that 
employs by numerical and data-driven models. Chapter 8 concludes the work carried 





Figure 1.1 Map showing the Singapore Regional Waters (SRW) region 
(encompassed by black rectangle) and numerical tidal model domains, the 
Singapore Regional Model (SRM) shown by dotted red lines as well as the South 
China Sea model (SCSM) shown by yellow rectangle (adapted from Kurniawan 




This chapter describes the flow of work, observation data, evaluation criteria of 
model result and software used in this thesis. 
2.1 Work flow 
Figure 2.1 outlines work flow adopted in this thesis. The thesis consists of two 
sequential components: ‘backbone’ and ‘product’, and they are represented by 
hydrodynamic representation using numerical modelling and prediction framework 
that integrates numerical and data-driven models, respectively. 
At the outset, the thesis introduces development of barotropic 2D depth-averaged 
numerical model to understand and represent SRW’s spatial and temporal 
hydrodynamics. As SRW is tide dominated, the first numerical model is developed 
with tidal representation in mind. Based on tidal observation, the model’s parameters 
such as open boundary forcing, bathymetry, roughness and eddy viscosity are 
calibrated (see Chapter 3 for full description). With such model parameters calibrated 
for tidal processes, the model is able to simulate long wave propagation and general 
circulation patterns in SRW. Non-tidal barotropic processes such as surge and SLA 
patterns can be sufficiently well represented using such well-calibrated tidal model 
with additional meteorological and boundary forcing (see Chapter 4 for full 
description). Knowledge about tidal and non-tidal hydrodynamic representation 
derived in Chapter 3 and 4 would serve as the ‘backbone’ for modelling framework 
for hydrodynamic hindcast and forecast in SRW. Forecast of hydrodynamic condition 
would require a different approach from the hindcast (Chapter 5) due to unavailability 
of certain data in real time and will be described in Chapter 6 and 7. Two types of 
hydrodynamic forecast are produced; one providing hydrodynamic prediction of a 
numerical model complemented with uncertainty characterization (Chapter 6), and 
another providing an improved water level prediction based on data-model 
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integration approach. The latter utilizes genetic programming based data-driven 
model to correct water level results of numerical model to improve prediction. 
Chapter 7 focuses on development of data-driven models to represent and predict 
residual using genetic programming.  
2.2 Observation data 
Prior to calibrating and validating any numerical model, reliable observation data are 
required. This section of the chapter describes the data origin and how it is handled in 
the work of this thesis. 
2.2.1 Insitu water level observation  
Bulk of insitu observations used in this thesis consist of 15 years (1992 – 2006) of 
hourly water level data time series produced by University of Hawaii Sea Level 
Center (UHSLC) (http://uhslc.soest.hawaii.edu/) at thirteen stations in the SRW as 
shown in Figure 2.2. Seven stations; Ko Taphao Noi, Langkawi, Penang, Lumut, 
Kelang, Keling and Kukup are located in Malacca Strait. Station Tanjong Pagar is 
located in Singapore Strait, and remaining five stations; Sedili, Tioman, Kuantan, 
Cendering and Geting are located along eastern coast of Malaysia Peninsular in 
southeastern part of South China Sea. Table 2.1 shows geographical locations of 
these stations and their data availability over the 15 years. It is noted that station 
Johor Bahru latitude 1.467 degree and longitude 103.800 degree, is located in very 
narrow Johor Strait (about 1 to 3 km wide) that separates Singapore island and 
Malaysia Peninsular (Figure 2.2). As Johor Bahru station is surrounded by land, 
coarse model grid schematization may not properly represent this station. Therefore 
data of Johor Bahru are not used in the overall hydrodynamic study of SRW of this 
thesis, with the exception of Chapter 3.3.3 where hydrodynamic conditions of 
Singapore coast; Singapore Strait and Johor Strait are focus of attention. 
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2.2.2 Tidal observations 
Astronomical tide is defined as periodic movements of sea level which are directly 
related in amplitude and phase to variation of gravitational field on the surface of the 
Earth, caused by regular movements of Moon-Earth and Earth-Sun systems (Pugh, 
1996). Tidal water level variation can be described in terms of a series of harmonic 
constituent motions, each with its own characteristic frequency or angular velocity. 
General formula of astronomical tide is defined as: 
𝜁(𝑡) = 𝐴0 + ∑ 𝐴𝑘𝐹𝑘 cos(𝑤𝑘𝑡 + (𝑉0 + 𝑢)𝑘 − 𝐺𝑘)𝐾𝑘=1  (2.1) 
where 𝜁(𝑡) is water level at time 𝑡, 𝐴0 is mean water level over a certain period, 𝐾 is 
number of relevant constituents, 𝑘 is index of a constituent, 𝐴𝑘 is corresponding local 
tidal amplitude, 𝐹𝑘 is corresponding nodal amplitude factor, 𝑤𝑘 is corresponding 
angular velocity, (𝑉0 + 𝑢)𝑘 is corresponding astronomical argument, and 𝐺𝑘 is 
corresponding local phase lag of a constituent. 𝐹𝑘 and (𝑉0 + 𝑢)𝑘 are time-dependent 
factors which can be pre-determined for each constituent with its characteristic 
angular velocity 𝑤𝑘, while 𝐴0, 𝐴𝑘 and 𝐺𝑘 are position-dependent factors that 
represent the local characteristic of the tide and can be determined through tidal 
analysis based on the least-square fitting technique.  
By performing tidal analysis of water level observation in year 2004 at thirteen 
UHSLC stations, amplitude and phase of eight principal tidal constituents (M2, K1, S2, 
O1, N2, P1, K2, Q1) are determined for each station. As UHSLC stations are sparse in 
number and mostly located close to the shore in shallow areas, they do not necessarily 
reflect tidal wave propagation and dynamics in the open waters. Satellite altimetry 
data from TOPEX/Poseidon system and its successors (e.g. Jason-1, Jason-2, Envisat, 
ERS-2, GFO, Saral/AltiKa, Cryosat-2, etc.) provide reliable, consistent open water 
coverage of water level information. Amplitude and phase of eight principal tidal 
constituents (M2, K1, S2, O1, N2, P1, K2, Q1) are derived from 15 years of 
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TOPEX/Poseidon and Jason-1 altimeter data from RADS database (Naeije et al., 
2006). In this thesis, 119 altimetry track stations are selected to provide a complete 
and consistent coverage of observed tidal condition in the SRW and adjacent seas 
(Figure 2.3).  
2.2.3 Sea level anomaly observation 
Non-tidal water level or sea level anomaly is defined as water level which cannot be 
explained by tidal motion. In this thesis, SLA at each of thirteen UHSLC stations is 
described as residual obtained from subtracting tidal water level from observed water 
level as:  
𝑆𝑊𝐴 = 𝑂𝑂𝑠𝑂𝐶𝑣𝑂𝑑 𝑤𝑎𝑡𝑂𝐶 𝑙𝑂𝑣𝑂𝑙 − 𝑇𝑇𝑑𝑂 (2.2) 
Tidal constituents are established using a harmonic analysis of observed water level 
time series. The set of tidal constituents are optimized using a Fast Fourier analysis of 
residual and re-analyzed using new set of constituents. Final set consisting of 65 tidal 
constituents (Table 2.2) are used to generate tidal water level time series at each 
station. In context of this thesis, such water level variation generated based on the 65 
tidal constituents is referred to as ‘observed tide’ while the residual determined from 
Equation 2.2 is referred to as ‘observed SLA’. It is noted that two long period 
constituents; solar annual (Sa) and solar semiannual (Ssa) are not included in this final 
set of tidal constituents. Although Sa and Ssa may have shown significant contribution 
to the tidal water level in the tidal analysis, the Sa and Ssa coincide with the seasonal 
monsoon of the region and may not be correctly extracted from the tidal analysis. As 
this thesis also focuses on the non-tidal representation in SRW, seasonal monsoon 
effect on water level should not be diluted in tidal analysis of observed water level 
data. Figure 2.4 shows 15 years of observed SLA at three of UHSLC stations; 
Langkawi, Tanjong Pagar and Cendering, based on removal of 65 tidal constituents 
from observed water level data.  
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Besides SLA determined from insitu UHSLC stations, another source of SLA data is 
available through satellite altimetry. These SLA data are produced by Segment Sol 
Multimission Altimetry and Orbitography (SSALTO) / Developing Use of Altimetry 
for Climate Studies (DUACS) and distributed by Archiving, Validation and 
Interpretation of Satellite Oceanographic Data (AVISO), with support from Centre 
National d'Etudes Spatiales (CNES) (http://www.aviso.altimetry.fr/duacs/) and is 
referred to as ‘DUACS SLA’ data in this thesis. The DUACS SLA dataset used 
consists of merged data from available satellites; Saral/AltiKa, Cryosat-2, Jason-1, 
Jason-2, TOPEX/Poseiden, Envisat, GFO and ERS1/2. Along-track data are mapped 
to a fixed grid based on optimal interpolation algorithms (AVISO, 2014). In this 
thesis, gridded Delayed-Time maps of SLA data with a 1/4 degree spatial resolution 
at a daily temporal resolution are used. It is noted that DUACS SLA data are only 
available from calendar year 1993 onwards due to the fact that the first satellite 
altimeter (TOPEX/Poseidon) to providing the first continuous global coverage of sea 
surface topography was only launched in late 1992. 
In order to compare quality of UHSLC SLA and DUACS SLA datasets, DUACS 
SLA values at the thirteen UHSLC station locations have been obtained by linear 
interpolation of the gridded DUACS SLA maps. Figure 2.5 and Figure 2.6 show 
associated root mean square difference (RMSD) and correlation coefficient (see 
Chapter 2.3.2 for the details of these two parameters) for the year 2004 at all thirteen 
stations. Lower RMSE and high correlation values are observed at stations located 
closer to the open waters such as Ko Taphao Noi, Langkawi, Cendering and Geting.  
Stations located in the narrow straits of Malacca and Singapore such as Kukup and 
Tanjong Pagar have higher RMSD and lower correlation values. This indicates that 
the DUACS SLA data are less reliable when approaching landwards or areas of high 
landmass density. Figure 2.7 show the time series of the both sources of SLA at 
Langkawi, Tanjong Pagar and Cendering. At Tanjong Pagar, two SLA datasets show 
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a completely different SLA variation from each other, especially the three peaks 
observed from January to March 2004 in UHSLC data are not recorded in DUACS 
data. In cases of Langkawi and Cendering, SLA fluctuations of both dataset are of the 
same magnitude, except for the three peaks at the beginning of the year at Cendering. 
This absence of short term (order of days) extreme peaks in the DUACS data could 
be due to the poor temporal resolution of satellite records (e.g. a repeat cycle of 
Jason-1 is about 10 days). Though the spatial coverage of available SLA data is good 
in DUACS dataset, its low reliability near the sheltered coastal regions (which is most 
areas in SRW) and poor temporal resolution make it unsuitable for model result 
assessment compared to UHSLC dataset. Nonetheless, the DUACS SLA dataset 
could serve as a supplement for other model applications in open waters such as open 
boundary conditions. 
2.3 Evaluation criteria for model representation 
This section describes different evaluation criteria or parameters applied for assessing 
observation data and model result in this thesis. Different evaluation criteria are used 
for assessing representation of tidal model and SLA model. 
2.3.1 Tidal representation 
Tidal representation is assessed using the differences between modelled and observed 
tidal amplitudes and phases of available tidal constituents at observed stations 
denoted as 𝑠 which are then computed as the vector difference (VD): 
𝑉𝑉𝑘,𝑠 = ��𝐴𝑏,𝑘 cos𝐺𝑏,𝑘 − 𝐴𝑜,𝑘 cos𝐺𝑜,𝑘�2 + �𝐴𝑏,𝑘 sin𝐺𝑏,𝑘 − 𝐴𝑜,𝑘 sin𝐺𝑜,𝑘�2 (2.3) 
With 𝐴𝑏,𝑘, 𝐺𝑏,𝑘, 𝐴𝑜,𝑘and 𝐺𝑜,𝑘 denote computed (𝑐) and observed (𝑜) astronomical 
amplitudes and phases of a tidal constituent 𝑘 (Le Provost et al., 1995). In other 




Besides computing VD of individual tidal constituents, assessment of tidal 
representation can also be done by directly comparing the modelled tidal water level 
time series and water level time series generated from the predetermined 65 tidal 
constituents based on tidal analysis (Chapter 2.2.3) which will be referred to as 
‘observed tide’ at each station. For this type of time series comparison, measures such 
as Root Mean Square Error and correlation coefficient (which will be described in 
detail in Chapter 2.3.2) can be computed to evaluate tidal representation of model.  
2.3.2 Non-tidal (SLA) representation 
Root Mean Square Error (RMSE) or Root Mean Square Difference (RMSD) is a 
common measure of differences between two sets of time series. In the case of 
assessing model’s prediction of SLA, RMSE is computed using model computed 
SLA and observed SLA. RMSE (or RMSD) serves to aggregate time varying errors 
(or differences) into a single measure of predictive power (or deviation between two 
datasets), and is computed as: 
𝑅𝑅𝑆𝑅 = �∑ (𝑥𝑡−𝑦𝑡)2𝑁𝑡=1
𝑁
 (2.4) 
where 𝑥 and 𝑦 represent two variables to be compared (i.e. observation and model 
result) at time instance 𝑡 with 𝑁 as total number of time instances of recorded data. 
Lower RMSE value will indicate a better model prediction of SLA. 
Complementing RMSE, correlation coefficient is a common measure of correlation 
which involves strength and direction of a linear relationship between two variables, 
i.e. model result and observation. Correlation coefficient is obtained by dividing 
covariance of the two variables by the product of their standard deviations. 
Correlation coefficient is computed as: 
𝐶𝑜𝐶𝐶𝑂𝑙𝑎𝑡𝑇𝑜𝑟 𝑐𝑜𝑂𝑓𝑓𝑇𝑐𝑇𝑂𝑟𝑡 = ∑ (𝑥𝑡−?̅?)(𝑦𝑡−𝑦�)𝑁𝑡=1
�∑ (𝑥𝑡−?̅?)2𝑁𝑡=1 �∑ (𝑦𝑡−𝑦�)2𝑁𝑡=1  (2.5) 
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where 𝑥 and 𝑦 represent two variables to be compared (i.e. observation and model 
result) at time instance 𝑡 with 𝑁 as total number of time instances of recorded data. 
Correlation coefficient will range between negative and positive one values (-1 to +1) 
to indicate the degree of correlation between the two variables. Correlation coefficient 
is equal to positive one (+1) when there is perfect increasing linear relationship 
between two variables, and is equal to negative one (-1) when there is perfect 
decreasing linear relationship between two variables. Correlation coefficient of zero 
indicates no linear relationship between two variables. In the assessment of model 
prediction, a higher value of positive correlation coefficient between model’s SLA 
prediction and SLA observation will indicate a better model prediction of SLA. 
2.4 Numerical modelling software 
The primary modelling software used in this thesis for spatial and temporal 
hydrodynamic computation is Delft3D modelling suite. Delft3D is a software 
developed by Deltares (formerly known as Delft | Hydraulics), focusing primarily on 
application in a free surface water environment, such as coastal, river or estuarine 
area. Delft3D suite is a flexible framework which composes of several modules, each 
simulating multi-dimensional (2D or 3D) flow, waves, water quality, ecology, 
sediment transport or bottom morphology, grouped around a mutual interface, while 
being capable to interact with one another. Delft3D-FLOW is one of the modules in 
Delft3D, which handles 2D or 3D hydrodynamic and transport simulation. It 
calculates non-steady flow and transport phenomena that result from tide and 
meteorological forcing on a rectilinear or curvilinear, boundary fitted grid. Following 
section describes underlying assumptions and main hydrodynamic governing 
equations in Delft3D-FLOW. For information related to the numerical aspects or the 




2.4.1 Assumptions and governing equations 
In this study, fluid is considered to be vertically homogeneous and thus a depth-
averaged approach would be appropriate. Orthogonal curvilinear co-ordinates (𝜉, 𝜂) 
are used in horizontal direction. For information regarding co-ordinates systems 
offered in Delft3D-FLOW can be found in Deltares (2011a). In this two-dimensional 
mode, Delft3D-FLOW solves the Navier-Strokes equations for an incompressible 
fluid under two main assumptions, which are 
• Shallow water - depth is assumed to be much smaller than the horizontal 
length scale 
• Boussinesq approximation - effect of variable density is taken into account in 
the pressure term 
In this approach, vertical momentum equation is reduced to hydrostatic pressure 
relation.  Vertical accelerations are assumed to be small compared to gravitational 
acceleration and are therefore not taken into account.   











= 𝑄 (2.6) 
where 𝜁 is free surface elevation above horizontal reference plane, while 𝑑 is depth 
below the reference plane, 𝑡 is time, 𝜉 and 𝜂 denotes the horizontal orthogonal 
curvilinear co-ordinates,  𝑈 and 𝑉 are depth-averaged velocities in 𝜉 and 𝜂 directions 
respectively, �𝐺𝜉𝜉 and �𝐺𝜂𝜂 are coefficients used to transform curvilinear to 
rectangular co-ordinates, and 𝑄 represents contributions per unit area due to discharge 
or withdrawal of water, precipitation and evaporation 
𝑄 = 𝐻∫ (𝑞𝑖𝑖 − 𝑞𝑜𝑜𝑜)𝑑𝜎 + 𝑃 − 𝑅0−1  (2.7) 
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with 𝜎 = (𝑧 − 𝜁)/(𝑑 + 𝜁) (𝑧 is vertical co-ordinate in physical space) denoting 𝜎 co-
ordinate in vertical direction, 𝑞𝑖𝑖 and  𝑞𝑜𝑜𝑜 local sources and sinks of water per unit 
of volume, 𝑃 non-local source term of precipitation, 𝑅 non-local sink term due to 
evaporation, and 𝐻  total water depth (𝐻 = 𝑑 + 𝜁).  

























































𝑃𝜂 + 𝐹𝜂 + 1(𝑑+𝜕)2 𝜕𝜕𝜕 �𝜐𝑚𝑜𝑚 + max(𝜐3𝐷, 𝜐𝑉𝑏𝑏𝑏𝑘) 𝜕𝑣𝜕𝜕� + 𝑅𝜂 (2.9) 
In above momentum equations, 𝑓 is Coriolis coefficient, 𝜌0 is reference density of 
water, 𝜐𝑚𝑜𝑚, 𝜐3𝐷 and 𝑣𝑉𝑏𝑏𝑏𝑘denote kinematic viscosity, eddy viscosity due to 3D 
turbulence and background vertical eddy viscosity respectively, 𝑃𝜉 and 𝑃𝜂 represent 
pressure gradients, the forces 𝐹𝜉 and 𝐹𝜂 indicate unbalance of horizontal Reynold’s 
stresses, 𝑅𝜉 and 𝑅𝜂 take into account contributions due to external sources or sinks 
of momentum, such as external forces by hydraulic structures, discharge or 
withdrawal of water, wave stresses etc., 𝑢, 𝑣 and 𝑤 are flow velocities in 𝜉 direction, 
in 𝜂 direction and in 𝜎 direction respectively. Noting that 𝜔 is vertical velocity 
relative to moving 𝜎 plane, ‘physical’ flow velocity 𝑤 in z direction of Cartesian co-
ordinate system can be expressed in horizontal velocities 𝑢, 𝑣, and vertical velocity 
ω  according to 







� + 𝑣�𝐺𝜉𝜉 �𝜎 𝜕𝜕𝜕𝜂 + 𝜕𝜕𝜕𝜂�� + �𝜎 𝜕𝜕𝜕𝑜 + 𝜕𝜕𝜕𝑜� (2.10) 
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2.4.2 Numerical Stability 
In Delft3D-FLOW, Courant number is used as an indication for numerical stability 




where 𝐶𝐶 is Courant number, Δ𝑡 is time step, 𝑢 is velocity and Δ𝑙 is length interval. 
As mentioned earlier Delft3D-FLOW takes assumption of shallow water condition, 
velocity in this case becomes celerity of wave and length interval becomes grid cell 
dimension in either direction. Equation (2.11) is transformed to 
𝐶𝐶 = Δ𝑜.�𝑔𝑑{Δ𝑥,Δ𝑦} (2.12) 
where 𝑔 is acceleration due to gravity, 𝑑 is water depth, {Δ𝑥,Δ𝑦} is characteristic 
value (in many cases the minimal value) of gird spacing in either direction. In this 
case, Courant number should not exceed value of 1, as the distance travelled by the 
wave after one time step cannot be larger than the size of a grid cell during the 
computation. 
Courant number gives relation between propagation speed and time step. Magnitude 
of the time step determines total computational time. It is necessary to choose the 
largest time step possible, without the loss of accuracy and stability, to reduce total 
computational time. The value of the time step greatly depends on  
• Stability 
• Required accuracy 
• Size of the smallest grid cell 
• Depth 
• Computational time available 
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2.4.3 Wind stress 
In Delft3D-FLOW, wind stress term is prescribed in momentum equations at the free 


















|𝜏𝑠| sin(𝜃) (2.14) 
where 𝑣𝑉 is vertical eddy viscosity, 𝐻 is total water depth, 𝑢 and 𝜐 are flow velocities 
in the 𝜉 and 𝜂 direction (in generalized Cartesian coordinate system) respectively, 𝜎 
is scaled vertical coordinate (Phillips, 1957), 𝜌0 is referenced water density, 𝜃 is 
angle between wind stress vector and local direction of the grid-line 𝜂, and |𝜏𝑠| is 
magnitude of wind shear-stress. Without wind, stress at the free surface is zero. 
Magnitude of wind shear-stress is defined as 
|𝜏𝑠| = 𝜌0 𝑢�⃗ ∗𝑠|𝑢�⃗ ∗𝑠| (2.15) 
where 𝑢�⃗ ∗𝑠 is friction velocity at surface. Magnitude is determined by following 
widely used quadratic expression; 
|𝜏𝑠| = 𝜌𝑏𝐶𝑑𝑈102  (2.16) 
where 𝜌𝑏 is density of air, 𝑈10 is wind speed 10 meter above free surface (time and 
space dependent) and 𝐶𝑑 is wind drag coefficient, dependent on 𝑈10.   
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Table 2.1 Geographical location and data availability of 13 UHSLC stations in 
SRW 







Ko Taphao Noi 148 7.833 98.433 97.538 
Langkawi 142 6.433 99.767 99.314 
Penang 144 5.417 100.350 98.112 
Lumut 143 4.233 100.617 97.119 
Kelang 140 3.050 101.367 96.032 
Keling 141 2.217 102.150 96.938 
Kukup 325 1.333 103.450 97.512 
Tanjong Pagar 699 1.267 103.850 92.124 
Sedili 324 1.933 104.117 97.996 
Tioman 323 2.800 104.133 98.753 
Kuantan 322 3.983 103.433 98.344 
Cendering 320 5.267 103.183 99.103 
Geting 326 6.233 102.100 98.776 
 
Table 2.2 Finalized set of 65 tidal constituents determined by harmonic analysis 
based on UHSLC observation data (notation of constituent is based on Deltares 
(2011b)) 
MSM 2SMN PI1 OO1 MA2 T2 SKM2 2MKS4 
MM NJ1 P1 2NS2 M2 S2 MQ3 3MN4 
MSF SIGMA1 S1 O2 MSP2 R2 MO3 MS4 
MF Q1 K1 MU2 MKS2 K2 SO3 MK4 
SNU NUK1 RP1 SNK2 M2(KS)2 MSNU2 MK3 2MN6 
SN O1 KP1 N2 2SN(MK)2 MSN2 SK3 M6 
MFM MP1 J1 NU2 SNM2 ETA2 MN4 2MS6 
2SM NO1 SO1 2KN2S2 L2 2SM2 M4 2MK6 





Figure 2.1 Flow of work in present thesis 
 











Figure 2.4 15 years SLA timeseries of 3 stations Langkawi (top), Tanjong Pagar 





Figure 2.5 Root mean square difference (RMSD) between UHSLC SLA and 
DUACS SLA datasets for year 2004 at 13 stations 
 
Figure 2.6 Correlation coefficient (r) between UHSLC SLA and DUACS SLA 






Figure 2.7 Time series of SLA from UHSLC and DUACS at Langkawi (top), 




3 Tidal representation in Singapore Regional Waters 
As mentioned in Chapter 1.3, non-tidal flows in vicinity of Singapore during 
northeast monsoon period originate in South China Sea (SCS) and can only be 
properly modelled by a model that covers entire basin (Ooi et al., 2009). Therefore 
spatial domain coverage of numerical model adopted for this thesis cover the entire 
SCS, and the scope of the tidal representation is not restricted to SRW alone. SCS is 
largest marginal sea in western Pacific Ocean. Together with the surrounding 
Southeast Asian seas, located between Indian Ocean and Pacific Ocean, this region is 
characterized by complex tidal dynamics which is further complicated by highly 
varying bathymetry (Figure 1.1). 
This chapter provides a review of earlier studies done with regard to tidal 
representation in SCS. The literature review is followed by description of a 2D depth-
averaged barotropic numerical model to represent tide in SRW and SCS developed as 
part of this thesis. 
3.1 Earlier studies 
Hydrodynamics of SCS is mainly dominated by tide with majority of the tidal signal 
entering from Pacific Ocean through Taiwan and Luzon straits in the northeast 
(Figure 1.1). Tidal patterns in the deep basin are simple in which tidal currents are 
relatively weak. In contrast to this, tidal patterns on the shelf are often complex with 
presence of strong tidal currents. Wyrtki (1961) is one of the early tidal studies for 
this region based on hydrographic observation data. According to Wyrtki (1961), tidal 
signal in the basin consists of a mixture of semi-diurnal and diurnal tides. Ye and 
Robinson (1983) had attempted to develop a barotropic tidal model based only on 
coastal insitu measurement and qualitative results from earlier studies. In their study, 
Ye and Robinson (1983) focused on only M2 and K1 tide and bound computational 
domain by the land mass and open boundaries at Taiwan Straits, Luzon Straits in the 
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northeast, Mindoro and Balabac Straits in the east and Karimata Strait in the south. 
From this numerical model result, the energy budget reveals that strength of the 
diurnal tide in the sea is largely due to resonant diurnal response of the gulfs of 
Tonking and Thailand. Due to limited availability of insitu measurement data in SCS, 
comprehensive regional tidal studies could only commence after sufficient satellite 
data were made available in 1990s, such as Mazzega and Bergé (1994), Yanagi et al. 
(1997) and Hu et al. (2001). 
Continuing earlier numerical tidal study (Ye and Robinson, 1983) Fang et al. (1999) 
adopt the same domain extent in their two-dimensional model to present cotidal 
charts for the four principal tides (M2, S2, K1, O1) and clarify that the amphidromic 
points are located in Gulf of Thailand where the semi-diurnal tides rotate clockwise 
and the diurnal tides rotate anti-clockwise. More recent tidal study by Zu et al. (2008) 
assimilates TOPEX/Poseidon altimetry data into a barotropic ocean tide model for the 
eight major constituents (M2, S2, K1, O1, N2, K2, P1, Q1) using tidal data inversion 
scheme (Egbert et al., 1994; Egbert and Erofeeva, 2002). This model’s open 
boundaries are further extended east- and south-wards to include the Indonesian seas 
and part of Pacific Ocean. Together with the increased grid resolution, the model is 
said to be able to correctly resolve the tidal dynamics in complex topography and 
tidal dissipation through the Luzon Strait which were not resolved properly in the 
earlier tidal studies (Zu et al., 2008). 
In addition to these efforts, there are also tidal studies focusing on sub-regions and 
provide insights to the region as a whole. Shi et al. (2002) and Chen et al. (2009) 
study tidal dynamics in Gulf of Tonking and reveal that in addition to the wide 
opening in the south, Qiongzhou Strait (east of the gulf; between Mainland China and 
Hainan Island) also play an active role in tidal interaction between the gulf and the 
sea in which the semi-diurnal tides only propagate eastward (away from the gulf) and 
the diurnal tides enter the strait from both east and west directions. This is consistent 
32 
 
with the findings of Ye and Robinson (1983) in which the strength of diurnal tides is 
stronger than semi-diurnal’s in the Gulf of Tonking. Tomkratoke and Sirisup (2010) 
modelled tidal wave propagation and amphidromic systems of the four principal tidal 
constituents in Gulf of Thailand. Their computed amphidromic systems agree well 
with that of Fang et al. (1999) and Zu et al. (2008) with some exceptions for Fang et 
al. (1999) especially for the semi-diurnal tides’ amphidromic point location in the 
gulf.  
For most numerical models which focus on SCS the extent of the model domain halt 
at the Sulu Sea in the south east and the southern tip of the Malaysia Peninsular in the 
south. Waters of the Southeast Asian seas including the straits of Malacca and 
Singapore are simply not modelled (Fang et al., 1999; Mazzega and Bergé, 1994; Ye 
and Robinson, 1983). Gerritsen et al. (2000) developed the so-called South China Sea 
model (SCSM) that covers SCS and surrounding Southeast Asian seas including 
Malacca Strait (an area ranging from 95oE – 126oE to 8oS  – 24oN) in Delft3D 
modelling environment (Lesser et al., 2004). SCSM has a uniform spatial resolution 
of 1/4 degree using a spherical grid where every grid cell is strictly orientated in its 
local x- and y-axes with the North/South and East/West directions, respectively 
(Figure 3.1). This model has been progressively improved as reported by Gerritsen et 
al. (2003) and Kurniawan et al. (2011b). Kurniawan et al. (2011b) also developed a 
spatially (3 x 3 times) finer version (uniform spatial resolution of 1/12 degree) of the 
SCSM, referred to as South China Sea Refined Model (SCSRM) which results in an 
overall 15 percent improvement in the tidal representation compared to the improved 
coarse model.  
Though SCSRM has shown significant improvement in tidal representation over 
SCSM, it is about 9 times computationally more expensive than SCSM. This could be 
a major setback for operational forecast applications. In addition, in narrow or semi-
enclosed regions where the dominant flow axis is orientated about 45 degrees from 
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the North such as Malacca Strait and the entrance into Sulu Sea, orientation of the 
uniform square grid schematized in SCSM and SCSRM may induce some artificial 
(numerical) diffusion effects during computation of flow through these straits due to 
numerical discretization. Therefore, there is a need for a more computationally cost-
effective model that can represent tide as well as (or even better than) SCSRM and 
avoid such artificial diffusion effect through oddly orientated narrow channels during 
simulation. 
3.2 South China Sea Model Curvilinear 
This chapter introduces a new SCS model, namely South China Sea Model 
Curvilinear (SCSMC), developed to provide good tidal representation in SCS and 
Southeast Asian seas. The model focuses on the tidally complex SRW, specifically 
Singapore and Malacca straits where two large water bodies (Pacific Ocean via SCS 
and Indian Ocean via Andaman Sea) meet.  
3.2.1 Model configuration 
This new SCS model is constructed with a spatially varying curvilinear grid covering 
the same domain as SCSM and SCSRM whereby the oddly orientated channels or 
semi-enclosed seas are elegantly schematized to allow smooth flow transition through 
these areas (Figure 3.2). The domain extent of SCSMC is the same as SCSM’s; with 
the same open boundary forcing, bathymetry and bed roughness. As for the 
computational grid, spatially varying grid is schematized in a way whereby the areas 
close to the open boundaries are of lower resolution of 30 to 50 km while the area of 
main interest, coastal waters near Singapore, are of higher resolution of 5 to 10 km 
(Figure 3.2). Locations of open boundaries of SCSMC are the same as for SCSM 
except for Andaman Sea open boundary whereby the boundary has been adjusted to 
accommodate the diagonally orientated grid schematization in the Malacca Strait. 
Open boundary tidal forcing is prescribed as water level variations by means of 
amplitudes and phases (relative to time zone GMT+8) of the eight main tidal 
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constituents; O1, K1, M2, S2, Q1, P1, N2 and K2, which were estimated using a 
combination of model results from Schwiderski’s global tidal model (Schwiderski, 
1980) and nearby in-situ data. Bathymetry of model domain varies strongly, ranging 
between 20 and 5000 m, with shallow ridges and shelves connecting the deep basins 
(Figure 3.2). As this configuration of SCSMC is based on prior knowledge about 
SCSM, initial SCSMC configuration will be considered as the initial setup or ‘before 
calibration’ setup. Table 3.1 presents the summarized description of the three SCS 
models. It is noted that SCSRM takes about 8 hours (about 6 to 7 times longer than 
the SCSM and SCSMC) to complete a one year simulation on a 3.6 GHz PC due to 
large number of grid cells. 
3.2.2 Model calibration 
Based on the initial SCSMC setup, sensitivity tests of open boundary forcing, 
bathymetry and bed roughness are carried out to understand the model response to 
these parameters as part of the calibration exercise. Period of simulation for tidal 
calibration is based on calendar year of 2004.  
3.2.2.1 Model evaluation criteria 
During calibration process, instead of using dataset consisting of tidal constituents 
derived from both insitu and altimeter track stations for model evaluation (Kurniawan 
et al., 2011a) where the data may be of mixed and varying quality, a dataset of 119 
altimetry track stations (see Chapter 2.2.2) is used (Figure 2.3). The advantage is that 
the stations provide excellent coverage of the open water, while all data cover exactly 
the same period and have been processed in a systematic and identical way. 
As the model domain is very large, sensitivity of tidal representation of the domain on 
the prescribed tidal amplitudes and phases in the open boundary forcing is assessed 
by using 119 observation stations (same as the altimetry track stations) subdivided 
into 10 regions numbered from 1 to 10 where regions 1 to 5 are located in deep 
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waters while regions 6 to 10 are located in shallow waters (Figure 3.3). To assess 
response of the model (the region by proxy) to parameter variation in terms of the 
properties of the physics or process dynamics, a practical error measure for tidal 
constituent 𝑘 is the summed vector difference (SVD) over selected region or the 
entire model and is computed as: 
𝑆𝑉𝑉𝑘 = ∑ ∑ 𝑉𝑉𝑘,𝑟,𝑠𝑠=𝑆𝑚𝑚𝑚𝑠=1𝑟=𝑅𝑚𝑚𝑚𝑟=1  (3.1) 
where 𝑠 denotes as observed station, 𝑆𝑚𝑏𝑥 is number of stations in region 𝐶, 𝑅𝑚𝑏𝑥 
indicates total number of regions considered, and 𝑉𝑉 is vector difference (see 
Chapter 2.3.1).  
3.2.2.2 Open boundary conditions 
Tuning of astronomical conditions (amplitude and phase of tidal constituents) at the 
open boundary is mainly based on judgment of the amplitude and phase deviation of 
the different tidal constituents in different regions. As the model domain is very large, 
prior to actual open boundary calibration, a sensitivity test had been carried out to 
study model response to forcing change made introduced at each open boundary. In 
this sensitivity test, additional 30 degrees of phase shift of either K1 or M2 tide at each 
open boundary (Table 3.2) has been introduced. Choice of using K1 or M2 for each 
test depends on location of the boundary; boundaries facing Indian Ocean tend to be 
more semi-diurnal, while boundaries facing Pacific Ocean are of a mixture of diurnal 
and semi-diurnal tides. Results show that most boundaries affect the region directly 
adjacent to it whereas some are of little impact is felt elsewhere (Table 3.2). Results 
of this sensitivity analysis provide insights to model response to different open 
boundaries and facilitate the boundary condition tuning process during calibration. 
3.2.2.3 Bathymetry 
Two sources of bathymetric data are available in this study. The first is bathymetry of 
Singapore Regional Model (Kernkamp and Zijl, 2004; Kurniawan et al., 2011a), 
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mainly based on Admiralty Charts covering only the area near Singapore. As this 
bathymetry is used by a more localized and high resolution SRW model and show 
good tidal representation, it is postulated that accuracy of the bathymetry is reliable in 
the narrow straits of Malacca and Singapore. Second bathymetry source is ETOPO1 
(Amante and Eakins, 2009), which is a 1 arc-minute global relief model of Earth's 
surface that integrates land topography and ocean bathymetry from numerous global 
and regional data sets. Area of the SCSMC domain in ETOPO1 data is based on 
General Bathymetric Chart of the Oceans (GEBCO) (www.gebco.net), which is 
generated by the assimilation of data obtained from satellite altimetry and acoustic 
measuring systems. Limitation of this dataset is due to heterogeneous quality of 
various echosounding expeditions as well as suboptimal resolution of gravity 
anomalies measured by the satellite altimeter to estimate the bathymetry due to high 
noise level of ocean waves (Sandwell et al., 2002). Therefore there is a need to 
process and calibrate the ETOPO1 dataset based on procedure as described below:  
1. Remove data value above zero (or mean sea level) and interpolate the 
remaining values on the SCSMC grid. This bathymetry is known as 𝑑0 
(Figure 3.4) 
2. Simulate SCSMC with the present bathymetry (𝑑0) using the best available 
tidal forcing for a period of one year, and determine the minimum water level 
(𝐻𝑚𝑖𝑖) computed during this period 
3. Subtract the minimum water level (𝐻𝑚𝑖𝑖) from the bathymetry (𝑑0) used in 
the same simulation to obtain a new bathymetry (𝑑1).  
4. Repeat step 2 to 4 by replacing 𝑑0 with 𝑑1, until result (SVD) of SCSMC 
converges 
Figure 3.4 presents final updated bathymetry based on ETOPO1 data. It is noted that 
application of this improved bathymetry based on ETOPO1 in SCSMC did not yield 
more accurate representation than SCSM and SCSRM. Therefore this bathymetry is 
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only applied at selected regions following sensitivity testing which will be described 
in later (Chapter 3.2.2.5). 
3.2.2.4 Bed roughness 
Bed roughness of model is represented by means of the Manning friction coefficient. 
In the model setting of the SCSM and SCSRM (Gerritsen et al., 2000; Kurniawan et 
al., 2011b), two areas were identified; Tonking Gulf and strait between Sulu Sea and 
Celebes Sea that apply different bed roughness from the rest of the model domain. In 
the calibration process, sensitivity test on the bed roughness in these three regions is 
carried out to determine the optimal roughness value for each region. Table 3.3 shows 
the values of the bed roughness before calibration.  
3.2.2.5 Calibration process 
Calibration is carried out in several sequential stages in which boundary conditions, 
bathymetry, and bed roughness were varied. More than 200 cases including 
sensitivity tests are simulated during the calibration process. Of these 200 over 
simulations, only few cases have found to result in significant tidal improvement. 
Table 3.4 summarizes sequence of these calibration stages and shows name (or Run 
ID) of simulation case at each of the stages. It is noted that a sensitivity test of 
integration time step (Δ𝑡 = 1, 2.5, 5 and 10 minutes) on tidal representation have 
been carried out and Δ𝑡 = 5 minutes has found to be the optimal time step for 
SCSMC. Other than results based on Δ𝑡 = 10 minutes giving deterioration (about 3 
percent in SVD) in tidal representation, results of using Δ𝑡 equals to 1, 2.5 and 5 
minutes show little difference (about 0.4 percent in SVD) from each other.  
Figure 3.5 shows SVD of these simulations in different regions of model domain, and 
Table 3.5 presents values and sum of SVD of all regions for each simulation. 
Baseline model C00 gives highest SVD in almost all regions. Open boundary 
condition correction made at Luzon Strait and Flores Sea in C01 resulted in improved 
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tidal representation (compared to C00) in all regions except for Region 9. Bathymetry 
change in Singapore and Malacca straits using SRM’s bathymetry in C02 has shown 
reduction of SVD in Region 7 and 9 (compared to C01). This illustrates that 
application of more accurate bathymetry data in narrow straits improves the 
surrounding tidal representation. C03 applies ETOPO1 bathymetry in Sulu Sea 
(Region 5) which shows a significant local SVD reduction but tidal representation 
deteriorates in other regions such as Region 1, 2, 6 and 7 (compared to C02). 
Reduction of SVD (compared to C03) is observed in Region 1, 2, 5, 6 and 7 after bed 
roughness in the strait of between Sulu Sea and Celebes Sea had been decreased from 
0.400 m1/3/s to 0.100 m1/3/s in C04. Compared to C04, significant improvement of 
tidal representation is observed in Region 1, 2, 5, 6, 7 but at the expense of 
deterioration in Region 10 after tuning of open boundary condition at Luzon Strait 
and Celebes Sea in C05. Adaptation of ETOPO1 bathymetry in Region 2, 3, 10 and 
part of 9 in C06 helps to reduce the SVD in Region 2, 3, 7, 9 and 10 significantly 
especially in Region 10 where reduction is more than 40 percent (compared to C05). 
Further tuning of open boundary conditions at Luzon Strait and Flores Sea in C07 
shows slight tidal improvement in Region 1, 3, 5, 6, 7 and 10 (compared to C06). Run 
C08 decreases the bed roughness from 0.026 m1/3/s to 0.024 m1/3/s in the rest of the 
domain and shows tidal improvement in Region 7 and 9, with little deterioration in 
Region 1 and 10 (compared to C07). Horizontal background viscosity is increased to 
200 m2/s in C09. Though increase of horizontal background viscosity did not affect 
the tidal representation in terms of water level, the depth-averaged velocity changed 
slightly. Figure 3.6 and Figure 3.7 show spatial maps of mean depth-averaged 
velocity (residual current) over the simulation period in the x- and y-direction of C08 
and C09, respectively. It can be seen that residual current is significantly reduced by 
increasing horizontal background viscosity without any tidal deterioration. 
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In summary, results of the model enhancements resulted in improvements after 
updating the tidal forcing at the open boundaries, changing the background bed 
roughness to 0.024 m1/3/s, and using the bathymetry data based on ETOPO1 and 
SRM’s bathymetry in some regions (Region 2, 3, 5, 9 and 10). Tidal representation of 
model is mainly influenced by local bathymetry and open boundary conditions. With 
significant tidal improvement of the calibrated model (which will be discussed later 
in Chapter 3.2.3), configuration of this improved SCSMC is considered as the ‘after 
calibration’ setup in the context of following thesis sub-chapter that describes the 
result. 
3.2.3 Results and discussion 
By comparing the results of the three models i.e. SCSM, SCSRM and SCSMC, this 
thesis chapter will focus on assessment of the effect of land boundary fitted 
curvilinear grid schematization on tidal flow representation in SCS and also evaluate 
new SCSMC on its improvement of the overall tidal representation in the region, with 
the focus on Singapore coastal waters and the throughflow between Andaman Sea 
and SCS through Singapore and Malacca straits. 
3.2.3.1 Overall tidal representation 
In order to assess overall tidal representation, model evaluation criteria used during 
model calibration presented in Chapter 3.2.2.1 are applied. Differences between 
modelled and observed tidal amplitudes and phases of eight principal tidal 
constituents at 119 altimetry track stations (subdivided into ten regions of the model 
domain) (Figure 3.3) are evaluated based on summed vector difference (SVD) (see 
Chapter 2.3.1 and 3.2.2.1 for details).  
Figure 3.8 shows SVD of SCSM, SCSRM, and SCSMC (before and after calibration) 
in ten regions of the model domain. Based on result of SCSMC (before calibration), it 
is shown that curvilinear grid schematization alone has already improved overall tidal 
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representation by about 6 percent compared to that of SCSM, though there is a slight 
deterioration in Region 1 and 9. This is particularly pronounced in the Sulu Sea 
(estimated localized grid resolution of 15 km in SCSMC) where improvement is more 
than 17 percent, due to curvilinear grid which is schematized to have its axis 
coinciding with the dominant flow axis of the narrow and shallow straits connecting 
the Sulu Sea and its neighbouring seas, thus allowing smoother flow in and out of the 
semi-enclosed sea. Result of SCSMC (before calibration) is still not comparable to 
that of finer resolution SCSRM which is 10 percent more accurate. This suggests that 
the direct application of SCSM setting on SCSMC provides sub-optimal results. 
Further improvements need to be introduced to this un-calibrated SCSMC. 
Calibration exercise carried out for SCSMC has significantly improved its overall 
tidal representation by about 38 percent. Tide in Regions 1, 6 and 7 mainly improved 
by astronomic forcing correction based on expert judgment at the Luzon Strait open 
boundary (Figure 3.2). Tidal representation in Region 2, 3, 5, 10 and 9 on the other 
hand improved mainly by using the updated local bathymetry based on ETOPO1 
dataset, followed by a fine tuning on astronomical forcing at Celebes Sea, Flores Sea, 
Sapa Strait and Lombok Strait open boundaries. It is noted that tide in Sulu Sea 
(Region 5) significantly improved by 68 percent by just updating the bathymetry in 
the region, especially at narrow and shallow straits which connect to its neighbouring 
seas. Figure 3.9 and Figure 3.10 present the cotidal chart of K1 and O1, and M2 and S2 
tides, respectively of SCSMC (after calibration) and they are in good agreement with 
that of Zu et al. (2008).  
As the improvement of tidal representation in SCSMC has proven to be significant 
(compared to SCSM and SCSRM) after calibration, it is interesting to examine if the 
same configuration of this calibrated SCSMC could result in the same improvement 
on SCSM and SCSRM. Experiment follows the main sequence of parameter update 
in the SCSMC calibration process began with bathymetry, followed by roughness and 
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finally astronomical boundary condition. Table 3.6 presents total SVD and percentage 
improvement (compared to original configuration) of SCSM, SCSRM and SCSMC 
during different calibration stages when the parameters were updated. Other than 
SCSM, update of bathymetry not only did not improve but actually deteriorate the 
tidal representation of the models. Only after roughness calibration with the updated 
bathymetry, SCSRM and SCSMC showed improvement in tidal representation with 
SCSMC giving the lowest total SVD. With updated bathymetry and roughness, all 
three models show improvement of at least 11 percent after updating the astronomical 
condition at the open boundaries. In this experiment, other than the first stage of 
parameter update i.e. bathymetry, SCSMC shows the lowest total SVD with the most 
significant improvement in tidal representation at every calibration stage. This 
experiment concludes that even after using the same calibration procedure on the 
other two SCS models, the SCSMC remains the most accurate tidal model among the 
three. 
3.2.3.2 Tidal representation in Singapore and Malacca Straits 
To assess performance of tidal representation in localized area such as Singapore and 
Malacca straits, it is proposed to use the result of the well calibrated tidally-driven 
Singapore Regional Model (SRM) (Kernkamp and Zijl, 2004; Kurniawan et al., 
2011a) which focuses on Singapore’s coastal waters as a benchmark to evaluate the 
results of the SCS models. In Singapore Strait, due to the limited localized grid 
resolution of the models, especially SCSM, only water level at Tanjong Pagar station 
(Figure 3.11) will be used to assess all the models’ tide representation in the 
Singapore Strait. The discharge through cross section CRS01 (Figure 3.11) computed 
by SCSRM and SCSMC are compared to that of SRM’s to evaluate water volume 
flux through Singapore Strait. In Malacca Strait, computed discharge through cross 
section CRS02 (Figure 3.11) of all three SCS models will be compared to that of the 
SRM’s to evaluate water volume flux exchange between Andaman Sea and SCS. It is 
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noted that uniform square grid schematization of SCSM and SCSRM orientates 45 
degrees from the dominant flow axis of Malacca Strait (Figure 3.1); hence computed 
discharge through CRS02 based on these models is only an approximated value.  
Table 3.7 presents root mean square error (RMSE) and correlation coefficient 
between the computed hourly water level (year 2004) of SRM and SCS models i.e. 
SCSM, SCSRM and SCSMC (before and after calibration) at Tanjong Pagar. By 
comparing RMSE of SCSM and SCSRM, it can be observed that higher grid and 
bathymetric resolution provides better flow representation in narrow strait of 
Singapore. Other than improvement due to increase of grid resolution, reduction of 
RMSE of 0.2026 m from SCSRM to 0.1785 m from SCSMC (before calibration) in 
which grid resolution is about 9 km and 5-20 km, respectively, implies that tidal 
representation in Singapore Strait can be improved significantly for a relatively low 
resolution model (Table 3.1) by using dominant flow orientated and land boundary 
fitted curvilinear grid schematization in the region. 
Figure 3.12 presents computed water level time series at Tanjong Pagar in first week 
of April 2004 of SRM and other SCS models. Though magnitude of water level 
computed by SCSMC deviates more from that of SRM compared to the other two 
SCS models, its water level variation phase is the closest to SRM’s. This explains its 
lowest RMSE and highest correlation coefficient values among the SCS models 
(Table 3.7).  
Figure 3.13 presents computed cumulative discharge through Singapore Strait via 
CRS01 of SRM, SCSRM and SCSMC (before and after calibration) over the entire 
year of 2004. Negative sign of cumulative fluxes indicates that direction of net tidal 
flow through CRS01 is westward (from SCS to Malacca Strait). Although all three 
SCS models give correct negative trend of volume flux through CRS01, the SCSRM 
overestimates it by 1 x 1011 m3 while SCSMC (before calibration) underestimates it 
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by 0.5 x 1011 m3 at the end of one year simulation. It is shown that SCSMC (after 
calibration) is the only model that presents a similar trend and volume of cumulative 
flux as SRM in Singapore Strait. SCSMC’s (after calibration) small deviation of 
fluxes from SRM’s could be the result of the difference in grid resolution between the 
two models (SCSRM and SCSMC). 
Figure 3.14 shows computed cumulative volume flux through Malacca Strait via 
CRS02 of SRM and all SCS models, including SCSM for entire year 2004. Same as 
for CRS01, negative sign of volume flux indicates a westward net tidal flow from 
SCS to Andaman Sea through CRS02 (Malacca Strait). Based on Figure 3.14, it can 
be observed that SCSM presents a net tidal flow in the opposite direction (Andaman 
Sea to SCS) compared to other models. This could be consequence of limited number 
grid cells in Malacca Strait of SCSM where localized tidal flow and intertidal mixing 
zone could not be properly represented. Nevertheless, this could be easily rectified by 
increasing spatial resolution of the area as shown by the result of SCSRM. Negative 
cumulative volume flux of SCSRM implies net tidal flow following the same 
direction of SRM’s. Irrespective of all enhancements, there remains a 0.5 x 1011 m3 
volume flux deviation from SRM’s at the end of SCSRM’s one year simulation. On 
the other hand, SCSMC (both before and after calibration) compute cumulative 
volume flux through Malacca Strait that resembles the most similar trend and volume 
to SRM among the SCSM models. This also illustrates improvement made in terms 
of tidal representation by using a dominant flow orientated and land boundary fitted 
curvilinear grid schematization instead of SCSM’s and SCSRM’s uniform squared 
grid schematization in diagonally orientated Malacca Strait. Figure 3.15 illustrates the 
net tidal volume flux through the three cross sections of SCSMC (after calibration) 
over one year. Under the influence of tide, both CRS02 and CRS03 which are located 
in Malacca Strait show same westward net volume flux transport of about -0.6 x 1011 
m3, while CRS01 which is located in Singapore Strait shows westward net volume 
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flux transport of 1.8 x 1011 m3 at the end of one year. It is noted that one year’s net 
tidal discharge through CRS02 and CRS03 is about 1 x 1011 m3 smaller than that of 
CRS01. This implies that there is also a net tidal discharge of volume through the 
southwest of Singapore Strait (via Selat Durian) towards Java Sea. 
Figure 3.16 presents SCSMC’s computed cumulative volume flux through cross 
sections CRS02 and CRS03 over a month period covering two spring and neap tides. 
As these two cross sections encompass Malacca Strait (Figure 3.11), fluxes through 
the two cross sections effectively represent the volume of water entering and exiting 
the Malacca Strait. Positive and negative fluxes shown in Figure 3.16 are interpreted 
as fluxes going towards the Singapore Strait and Andaman Sea, respectively, at one 
instance of time. SCSMC’s computed cumulative volume flux through CRS03 
(between Malacca Strait and Singapore Strait) presents overall downward trend of 
cumulative volume fluxes over the month which is consistent with Tay et al. (2009). 
This indicates continuous flow of water from Singapore Strait or according to Tay et 
al. (2009) from SCS to Andaman Sea. Comparing daily fluxes through CRS02 and 
CRS03, flux through CRS03 is significantly higher than that of CRS02. This 
illustrates that most water from Andaman Sea does not flow beyond Malacca Strait 
into Singapore Strait. In addition, daily fluxes through CRS03 have a stronger semi-
diurnal signal than that of CRS02 which demonstrates diminishing semi-diurnal 
signal from Andaman as it progresses towards Singapore through Malacca Strait. 
This further reinforces finding of Tay et al. (2009) in which Singapore Strait is at 
which tides from Andaman Sea and SCS meet. 
3.3 Multi-domain modelling 
Although the present SCSMC is able to represent overall tidal circulation in SRW 
well, spatial resolution of the model remains low in the Singapore Strait (Figure 
3.17). One possible way to increase spatial resolution of hydrodynamic information in 
this region is to nest smaller domain of finer resolution model in larger domain model 
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SCSMC. Such nesting is a one-way coupling of two models where larger domain 
model feeds smaller domain model with hydrodynamic information at its open 
boundaries, and is carried out offline. However, Tay et al. (2009) has shown that 
offline nesting of a local model that only covers Singapore Strait in SRM deteriorates 
tidal representation in Singapore Strait. This is probably due to one-way coupling 
approach that does not properly address tidal mixing between Indian Ocean and SCS 
which is known to take place in Singapore and Malacca straits (Kurniawan et al., 
2011a).  
This problem could be avoided if the two models are interacting with each other 
constantly instead of just one-way feeding from one model to another. This allows 
complex flow dynamics to be properly simulated in both models at every time step. 
This two-way coupling approach is known as the ‘multi-domain modelling’ approach 
or ‘domain decomposition’. In Delft3D modelling environment, domain 
decomposition allows for local grid refinement in both horizontal and vertical 
directions (Deltares, 2011a). Horizontal grid refinement means that in one domain 
smaller mesh sizes (fine grid) are used than in other domains (coarse grid), and this is 
demonstrated later in this chapter. Besides improved modelling accuracy due to local 
grid refinements, domain decomposition improves model efficiency by reducing 
memory demands by decomposition into smaller domains, and parallel computing of 
several domains, compared to simply refining computational grid for the entire single 
model domain. 
3.3.1 Two-domain modelling 
Multi-domain modelling of SCSMC begins with division of model domains into two 
sub-domains of different spatial resolutions as shown in Figure 3.18. In the context of 
this thesis, such model configuration is referred to as ‘SCSMC domain decomposition 
2’ (SCSMCdd2) with number ‘2’ referring as two-domain modelling approach. The 
fine grid domain covers most of SRW including Singapore and Malacca straits at 
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spatial resolution of about 2 to 3 km, while the coarse grid domain adopts the same 
grid resolution of the original SCSMC. The coarse grid domain and the fine grid 
domain are referred to as Domain 1 and 2a, respectively in this thesis. Location of 
coupling boundaries and extent of fine grid domain is selected so that the coupling 
boundaries do not connect to each other at any grid point as this may cause 
instabilities to the model, and to provide smooth grid point spacing transition from 
coarse to fine near the coupling boundaries. The model configuration including 
bathymetry and roughness of the Domain 1 is the same as for SCSMC. As for 
Domain 2a, bathymetry is interpolated from SCSMC’s and SRM’s bathymetry data 
where the latter is mainly used in the region near Singapore. Roughness of Domain 2a 
is set to 0.022 m1/3/s which has been found to give a better result compared to 0.026 
m1/3/s that is used in SCSMC for this area. Figure 3.19 shows grid schematization 
near Singapore in Domain 2a. SCSMCdd2 adopts the same open boundaries and 
boundary conditions of SCSMC, with seven open boundaries (Andaman Sea, Taiwan 
Strait, Luzon Strait, Celebes Sea, Flores Sea, Sapa Strait and Lombok Strait) in 
Domain 1 and one open boundary (Sunda Strait) in Domain 2a. Time step of 2.5 and 
5 minutes have been tested, and the results of using these two time steps only differ 
by less than 6 percent in SVD computed as based on Chapter 3.2.2.1. Without any 
major loss in accuracy, more efficient time step of 5 minutes is chosen.  
3.3.2 Three-domain modelling 
Spatial resolution of 2 to 3 km in Singapore Strait of SCSMCdd2 remains low to 
carry coastal studies such as marine pollution spreading or detailed coastal zone 
planning and design of an island which only has a width of about 50 km (east-west 
direction). Therefore based on SCSMCdd2, further refinement is made to generate a 
third domain that encompasses Singapore Strait (Figure 3.20). In this three-domain 
modelling approach; ‘SCSMC domain decomposition 3’ (SCSMCdd3), the lowest 
spatial resolution domain is exactly the same as Domain 1 of SCSMCdd2, followed 
47 
 
by Domain 2b which is a variation of SCSMCdd2’s Domain 2a where Singapore 
Strait area is covered by Domain 3 that has finest spatial resolution among the three. 
Spatial resolution of Domain 3 ranges between 300 and 700 m, which is almost the 
same as SRM in the Singapore Strait. Figure 3.21 presents grid schematization of 
Domain 3 near Singapore. Model configurations such as open boundary condition, 
bathymetry and roughness of Domain 1 and 2b are the same as those of SCSMCdd2’s 
Domain 1 and 2a, respectively. Bathymetry of Domain 3 is adapted from SRM’s, and 
roughness is set to 0.022 m1/3/s. It is noted that SCSMCdd3 shows instabilities in 
model result with integration time step greater than 1 minute due to the almost 10 
times spatial grid refinement in Singapore Strait compared to SCSMCdd2. Sensitivity 
test of using halved time step i.e. 0.5 minute has given similar results in terms of 
water level and depth-averaged velocity in Singapore Strait. Table 3.8 compares 
model setup of SCSMC, SCSMCdd2 and SCSMCdd3. 
3.3.3 Results and discussion 
Tidal representation of models using multi-domain modelling approach of two and 
three domains is assessed and compared against SCSMC based on SVD of 119 along 
track stations covering the whole model domain and 13 UHSLC coastal stations in 
SRW.  
Figure 3.22 shows SVD of 119 along track stations for SCSMC, SCSMCdd2 and 
SCSMCdd3. Small differences among the three models are observed in all regions 
except Region 8 (Malacca Strait) where multi-domain modelling approach has shown 
significant improvement of about 23 percent for tidal representation. This can be 
attributed to increased local grid and bathymetry resolution in multi-domain 
modelling that improves tidal mixing representation in the region.  
Figure 3.23 presents SVD of 13 UHSLC coastal stations (organized from West to 
East) in SRW for SCSMC, SCSMCdd2 and SCSMCdd3. Compared to SCSMC, there 
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is slight deterioration in tidal representation at stations outside Singapore and 
Malacca straits such as Ko Taphao Noi, Langkawi, Tioman, Kuantan, Cendering and 
Getting in the multi-domain models SCSMCdd2 and SCSMCdd3. However there is 
significant tidal improvement in Singapore and Malacca straits where stations such as 
Penang, Lumut, Kelang, Keling, Kukup and Tanjong Pagar are located. Particularly 
in Tanjong Pagar, SCSMCdd2 and SCSMCdd3 have shown improvement of 57 
percent and 65 percent, respectively compared to SCSMC. It is noted that 
SCSMCdd2 represents tide better than SCSMCdd3 in Malacca Strait particularly at 
stations from Langkawi to Keling, while opposite is observed in Singapore Strait 
where SVD at Kukup and Tanjong Pagar is lower in SCSMCdd3 than in SCSMCdd2. 
Tidal improvement in Singapore Strait by SCSMCdd3 could be explained by 
increased local grid and bathymetry resolution in Domain 3. Although SCSMCdd3 
gives better tidal representation in Singapore Strait, SCSMCdd2 gives a better overall 
tidal representation in SRW especially in Malacca Strait with about 8.3 times lower 
computational cost. With only 3 times more expensive computational cost, 
SCSMCdd2 attained 25 percent improvement in SRW compared to SCSMC. 
Result of SRM is also presented in Figure 3.23. It can be observed that SCSMC, 
SCSMCdd2 and SCSMCdd3 have shown better tidal representation than SRM in east 
coast of Malaysia Peninsular (from Sedili to Geting). Probably due to the lack of 
spatial resolution, SCSMC performs the worst among the four models in representing 
tide in Singapore and Malacca straits (from Lumut to Tanjong Pagar). With multi-
domain modelling approach, SCSMCdd2 and SCSMCdd3 have shown to represent 
tide better than SCSMC and even surpass SRM in this area. Other than SVD 
assessment, RMSE and correlation coefficient compared to observed tide at Tanjong 
Pagar is computed for all four models and presented in Table 3.9. RMSE and 
correlation coefficient give consistent evaluation of tidal representation of the four 
models compared to SVD assessment; SCSMC performs the worst (highest RMSE 
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and lowest correlation coefficient), while SCSMCdd3 performs the best (lowest 
RMSE and highest correlation coefficient) at Tanjong Pagar. Figure 3.24 shows a 7 
day long time series of water level from observed tide, model result of SRM, 
SCSMC, SCSMCdd2 and SCSMCdd3. It can be observed that SCSMC over-predicts 
high and low tides and is slightly out of phase compared to observed tide. At another 
coastal station near Singapore: Johor Bahru, located in narrow strait of Johor north of 
Singapore Island (Figure 2.2), comparison of observed tide and water level predicted 
by SRM, SCSMCdd2 and SCSMCdd3 is shown in terms of RMSE and correlation 
coefficient (Table 3.10) and of 7 days water level time series plot in Figure 3.25. It is 
noted that SCSMC is not included in here due to lack of the spatial resolution to 
include this station. With almost the same spatial resolution in this area, SRM has a 
RMSE value (0.3098 m) that is almost twice RMSE value (0.1700 m) of SCSMCdd3, 
and correlation coefficient of SRM is also lower than that of SCSMCdd3.  
Considering these two Singapore’s coastal stations: Tanjong Pagar and Johor Bahru, 
both SCSMCdd2 and SCSMCdd3 have outdone SRM in tidal representation in this 
area even when spatial resolution of SCSMCdd2 is lower than SRM’s. As mentioned 
earlier, three SCS models have shown better tidal representation than SRM in east 
coast of Malaysia Peninsular. This could imply that tide in this region is better 
represented when a larger domain is modelled which allows better tidal wave 
propagation over Sunda Shelf. However such conclusion is made solely based on data 
of UHSLC coastal stations which are only a few stations out of large number of 
observation points used to calibrate SRM (Kurniawan et al., 2011a). A more intensive 
and conclusive comparison of SCS models and SRM is beyond the scope of this 
thesis.  
3.4 Preliminary conclusions 
This chapter introduced newly developed SCS model to efficiently and accurately 
represent tide in SCS and Southeast Asian seas. Calibration procedure of this model 
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especially for parameters such as open boundary forcing, bathymetry and bed 
roughness has been described in detail. Building on prior knowledge from 
development of predecessor models thus reducing the calibration effort, SCSMC is 
able to represent tidal condition in the region with improvements of up to 30 and 40 
percent compared to its predecessors SCSM and SCSRM. While assessment of 
previous SCS models have clearly shown that higher grid and bathymetry resolution 
can easily improve tidal representation, this chapter showed that use of spatially 
varying curvilinear grid can significantly enhance both performance and quality of a 
relatively low resolution model SCSMC by (1) increasing the model’s computing 
efficiency through varying the grid cell size over the entire domain and appropriately 
allocating higher grid resolution in areas where necessary, and (2) schematizing and 
orientating the grid at appropriate locations to allow smoother flow transition 
especially in land bounded coastal waters and through narrow and oddly orientated 
straits. This chapter also presented a set of numerical experiments which applied the 
same calibration procedure of SCSMC on the other two SCS models, and concluded 
that tidal accuracy of these two models after calibration are still lower than that of 
SCSMC. 
In narrow straits of Malacca and Singapore where tides from Andaman Sea and SCS 
interact, flow through this tidally complex zone computed by the SCS models is 
compared to that of well calibrated localized tide model; SRM, to evaluate quality of 
tide represented by these SCS models. Considering the large domain extent of the 
SCSMC i.e. the distance between the eastern astronomical open boundaries (such as 
Luzon Strait and Flores Sea) and Singapore Strait, RMSE of 18 cm of hourly water 
level (over one year) at Tanjong Pagar relative to SRM’s is already a good 
accomplishment (an improvement of about 70 percent compared to SCSM). Besides 
water level, cumulative volume flux through Singapore Strait over one year was also 
assessed. Compared to SCSRM, SCSMC has a smaller deviation in terms of trend 
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and volume from SRM which implies that it is able to represent net tidal flow volume 
through Singapore Strait more accurately. As for assessment of throughflow in 
Malacca Strait, localized computed cumulative volume fluxes of all SCS models over 
one year were compared to SRM’s. It is shown that uniformly square grid 
schematized models i.e. SCSM and SCSRM could not represent the throughflow in 
the diagonally orientated Malacca Strait as well as curvilinear gird schematized 
SCSMC in terms of trend and volume. In conclusion, SCSMC has successfully 
surpassed its predecessors in terms of efficiency and tidal representation in SCS and 
Southeast Asian seas. Other than comparison of cumulative discharge between the 
models over an entire year, cumulative volume discharge through Malacca Strait over 
one month (two spring and neap tides) was also studied. It was found that there is a 
net tidal flow of water from Singapore Strait to Andaman Sea through Malacca Strait. 
Semi-diurnal signal in fluxes from Andaman Sea is observed to be diminishing as it 
progresses towards Singapore through Malacca Strait. Both findings agree well with 
result of Tay et al. (2009). 
Since tidal representation in Malacca and Singapore straits remains primary interest 
of this study, further modelling effort focusing on this area were done to improve the 
local tidal representation. In addition, spatial resolution of current SCSMC remains 
low in Singapore Strait. Based on these refinements, high grid and bathymetry 
resolution has been found to effectively elevate tidal quality in the model. Hence 
further increase of localized spatial resolution using domain decomposition or multi-
domain modelling has been attempted to improve tidal representation in the Malacca 
and Singapore straits. Using multi-domain modelling approach, two models; 
SCSMCdd2 and SCSMCdd3 have been developed. The former consists of two 
domains and the latter consists of three domains, each with varying spatial resolution. 
Though improvement in overall tidal representation (over the entire model domain) of 
using multi-domain modelling is minimal (less than 2.5 percent), tidal representation 
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has been significantly improved in Malacca and Singapore straits where higher spatial 
resolution is being implemented. SCSMCdd3 gives better tidal representation in 
Singapore Strait, whereas SCSMCdd2 gives a better overall tidal representation in 
SRW especially in Malacca Strait with about 8.3 times lesser computational cost. As 
result with only 3 times increase in computational cost, SCSMCdd2 attained 25 
percent improvement in SRW compared to SCSMC. 
Using multi-domain modelling approach, SCSMCdd2 and SCSMCdd3 have also 
shown to represent tide better than SRM at almost all UHSLC stations in SRW. 
Furthermore, all three SCS models; SCSMC, SCSMCdd2 and SCSMCdd3 show 
better tidal representation in east coast of Malaysia Peninsular. This could imply that 
tide in this region is better represented when a larger domain is modelled which 
allows better tidal wave propagation over Sunda Shelf. However this conclusion is 
made solely based on data of UHSLC coastal stations which consists of only a few 
stations out of the large number of observation points used to calibrate the SRM 
(Kurniawan et al., 2011a). A more intensive and conclusive comparison of SCS 
models and SRM is beyond the scope of this thesis.  
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Table 3.1 Summarized description of SCSM, SCSRM and SCSMC 








-9o N.L. and 24o N.L. 
Grid distances 
(resolution) 
1/4o by 1/4o 
(approximately 
27.7 by 27.7 
km) 
1/12o by 1/12o 
(approximately 
9.2 by 9.2 km) 
Approximately 5 
to 40 km 
Grid resolution near 
Singapore 
Approximately 5 
to 20 km 
Total number of active 
grid cells 7767 69065 12335 
Computational time for 
1 year simulation on an 
Intel Core i7-2600 (quad 
core) 3.4 GHz CPU PC 
0.9 hour 7.8 hour 1.3 hour 
 
Table 3.2 Tidal constituent tested at various open boundaries and the resulting 
regions affected in SCSMC during open boundary sensitivity test 
Open boundaries Tidal constituent  Regions affected 
Luzon Strait K1 1, 6, 7, 9 
Taiwan Strait K1 6 (minimal impact) 
Celebes Sea K1 2, 5 
Flores Sea K1 3, 10 
Sape Strait K1 3 
Lombok Strait K1 10 
Sunda Strait M2 10 (minimal impact) 
Andaman Sea M2 4, 8 
 
Table 3.3 Bed roughness of SCSMC before calibration 
Area Manning friction coefficient (m1/3/s) 
Tonking Gulf 0.015 
Strait between Sulu Sea and Celebes Sea 0.400 





Table 3.4 Run ID and description of model configuration at different SCSMC 
calibration stages 
Run ID Description of model configuration  
C00 Baseline model (before calibration) 
C01 Based on C00, change of open boundary condition at Luzon Strait and 
Flores Sea 
C02 Based on C01, change of bathymetry in Region 9 (Singapore and Malacca 
Straits) using SRM’s bathymetry, 
C03 Based on C02, change of bathymetry in Region 5 using updated data from 
ETOPO1 
C04 Based on C03, change of bed roughness in the strait between Sulu Sea and 
Celebes Sea from 0.400 m1/3/s to 0.100 m1/3/s 
C05 Based on C04, change of open boundary condition at Luzon Strait and 
Celebes Sea 
C06 Based on C05, change of bathymetry in Region 2, 3, 10, and part of 9 using 
updated data from ETOPO1 
C07 Based on C06, change of open boundary condition at Luzon Strait and 
Flores Sea 
C08 Based on C07, change of bed roughness in the rest of the domain from 
0.026 m1/3/s to 0.024 m1/3/s 
C09 Based on C08, change of horizontal eddy viscosity from 1 m2/s to 200 m2/s 
 






1 2 3 4 5 6 7 8 9 10 
C00 5.424 3.084 3.271 0.378 5.317 3.161 5.992 1.314 4.450 4.257 36.648 
C01 4.327 2.988 3.233 0.381 5.079 2.952 5.744 1.311 4.600 3.907 34.522 
C02 4.271 2.991 3.236 0.381 5.064 2.947 5.543 1.271 4.146 3.933 33.783 
C03 5.804 3.807 3.251 0.381 3.677 3.333 6.180 1.274 3.930 3.944 35.581 
C04 4.497 3.396 3.262 0.381 2.218 3.077 5.951 1.255 4.000 3.976 32.013 
C05 2.988 1.939 3.153 0.381 1.653 2.467 5.343 1.268 4.020 4.341 27.553 
C06 3.164 1.866 2.866 0.381 1.714 2.487 4.884 1.247 2.986 2.453 24.048 
C07 3.084 1.874 2.672 0.381 1.650 2.329 4.772 1.259 2.998 2.343 23.362 
C08 3.260 1.884 2.677 0.378 1.685 2.300 4.400 1.336 2.519 2.465 22.904 





Table 3.6 SVD of models resulted from various parameter updates following the 
SCSMC calibration process 
Updated 
parameters 
















39.135 - 33.149 - 36.648 - 
Bathymetry 33.646 14.0 34.181 -2.6 38.308 -4.2 
Bathymetry 






28.912 26.1 28.584 11.7 22.903 35.1 
 
Table 3.7 RMSE and correlation coefficient between computed hourly water 
level at Tanjong Pagar of SRM and other SCS models in year 2004 
Model compared to SRM RMSE (m) Correlation coefficient 
SCSM 0.5848 0.5855 
SCSRM 0.2026 0.9577 
SCSMC (before 
calibration) 0.1785 0.9694 





Table 3.8 Model description of SCSMCdd2 and SCSMCdd3, with SCSMC for 
comparison 


















5 to 40 km 
Approximately 2 to 
40 km 





5 to 20 km 
Approximately 2 to 3 
km 
Approximately 0.3 to 
0.7 km 
Total number of 
active grid cells 12335 
39235 
(10772 in Domain 1, 
28463 in Domain 2a) 
49584 
(10772 in Domain 1, 
27339 in Domain 2b, 
11473 in Domain 3) 
Time step 5 minute 5 minute 1 minute 
Computational 
time for 1 year 
simulation on an 
Intel Core i7-
2600 (quad core) 
3.4 GHz CPU PC 
1.3 hour 3.8 hour 31.5 hour 
 
Table 3.9 RMSE and correlation coefficient compared to observed tide at 
Tanjong Pagar for year 2004 
Model RMSE (m) Correlation coefficient 
SRM 0.1989 0.9607 
SCSMC 0.3278 0.9075 
SCSMCdd2 0.1497 0.9778 
SCSMCdd3 0.1176 0.9870 
 
Table 3.10 RMSE and correlation coefficient compared to observed tide at Johor 
Bahru for year 2004 
Model RMSE (m) Correlation coefficient 
SRM 0.3098 0.9308 
SCSMCdd2 0.1786 0.9747 















Figure 3.3 Location of alongtrack points which are subdivided into ten regions of 
the SCS model domain 
 





Figure 3.5 Summed vector difference of model in various regions during 
different SCSMC calibration stages 
 
 
Figure 3.6 Mean depth-averaged velocity (residual current) over the simulation 
period in the x-direction of C08 (left) and C09 (right) 
 
Figure 3.7 Mean depth-averaged velocity (residual current) over the simulation 




Figure 3.8 Summed vector difference (SVD) in the different regions resulted 





Figure 3.9 Cotidal charts of K1 (top) and O1 (bottom) tide generated from 







Figure 3.10 Cotidal charts of M2 (top) and S2 (bottom) tide generated from 





Figure 3.11 Malacca and Singapore straits showing the location of Tanjong 
Pagar, CRS01, CRS02 and CRS03 
 
Figure 3.12 Water level at Tanjong Pagar computed by SRM and four SCS 
models 
 
Figure 3.13 Cumulative volume flux through CRS01 computed by SRM and 




Figure 3.14 Cumulative volume flux through CRS02 computed by SRM and 
four SCS models over year 2004 
 
Figure 3.15 Cumulative volume flux through CRS01, CRS02 and CRS03 
computed by SCSMC over year 2004 
 
Figure 3.16 Cumulative volume flux through CRS02 and CRS03 computed by 





Figure 3.17 Grid of SCSMC near Singapore 
 




Figure 3.19 grid of SCSMCdd Domain 2a near Singapore 
 




Figure 3.21 Grid of SCSMCdd Domain 3  near Singapore 
 
Figure 3.22 SVD of 119 along track stations, SCSMC, SCSMCdd2, SCSMCdd3 
 
 





Figure 3.24 Time series plot of UHSLC stations in Tanjong Pagar, obs_tide, 
scsmC, scsmCdd2, scsmCdd3 
 





4 Non-tidal representation in Singapore Regional Waters 
This chapter describes non-tidal representation of SRW. As the models developed in 
the Chapter 3 cover entire SCS, the chapter begins with review of earlier studies of 
non-tidal phenomena in the region. In order to understand behavior of SLA especially 
in SRW, this chapter analyzes observed SLA data available and infers SLA dynamics 
in spatial and temporal sense. This analysis is followed by non-tidal representation of 
SRW using numerical modelling.   
4.1 Earlier studies 
South China Sea is situated in monsoon regime in which strong northeast wind 
(average magnitude of 9 m/s) prevail over the entire region during winter, while 
weaker southwest wind (average magnitude of 6 m/s) dominates during summer 
(Hellerman and Rosenstein, 1983). Seasonal circulation in central basin consists of a 
gyre system which responds differently to the different monsoons (summer and 
winter). According to Wyrtki (1961) a cyclonic gyre is observed in central basin with 
a strong southward flow off the Vietnam coast in winter while in summer a smaller 
anti-cyclonic gyre is observed in southern part of deep basin with a northward flow 
off Vietnam coast which separates away from the coast at about 12 oN (Figure 4.1 and 
Figure 4.2). Other studies such as Shaw and Chao (1994), Metzger (2003), Gan et al. 
(2006), Gerritsen et al. (2009), Fang et al. (2009) and Nelko et al. (2014) have 
pointed out that seasonal circulation pattern of South China Sea is very much affected 
by monsoonal winds and topography. This is felt at continental shelf where surface 
currents are driven by pressure gradients established through coastal sea level set-up. 
Such non-tidal flows are studied through numerical modelling by simulating the wind 
and the baroclinic effects seasonally (Cai et al., 2003; Ooi et al., 2011; Shaw and 
Chao, 1994; Twigt et al., 2007).  
71 
 
Shaw and Chao (1994) simulated monthly circulation in South China Sea using a 
three-dimensional (3-D) model (vertical z-coordinate grid system) with a free surface 
and managed to reproduce circulation features observed from earlier qualitative 
studies such as Wyrtki (1961). Cai et al. (2003) performed numerical experiments 
using a 3-D baroclinic (also with vertical z-coordinate grid system) model to study 
tidal residual current and effect of seasonal wind forcing in overall circulation. Based 
on their results, deep (200 - 500 m) baroclinic tidal residual currents of the same 
order of magnitude as mean currents without tides were simulated, and circulation 
with and without baroclinic tidal effect show very different patterns on the shelf. This 
suggests that inclusion of tidal effect in numerical modelling is important when 
studying circulation in the region. Twigt et al. (2007) studied seasonal temperature of 
South China Sea using a 3-D (vertical sigma-coordinate grid system) free surface 
baroclinic reduced depth model (truncated at 300 m as no seasonal temperature 
variability has been observed beyond this depth (Chu et al., 2002)), driven by 
monthly time-averaged meteorological forcing. This efficient reduced depth model 
manages to produce temperature representation comparable to the World Ocean Atlas 
2001. Furthermore, misfits were further reduced by using a nudging technique. 
Nudging is a data assimilation technique which blends observation (remotely sensed) 
and model data by adding Newtonian relaxation term to model equations to correct 
model results. Although all models described above are effective at representing 
seasonal circulation and provide insights into general circulation of South China Sea, 
non-tidal flow contributed by meso-scale flow features and steep topography could 
not be resolved due to coarse spatial resolution (larger than 25 km). Furthermore, 
most of meteorological datasets, such as National Center for Environmental 
Prediction (NCEP) and European Centre for Medium-Range Weather Forecasts 
(ECMWF) which were applied as forcing in these numerical studies are of spatial 
resolution exceeding 100 km and may not provide sufficient detail to capture features 
in gulfs and narrow straits (Gerritsen et al., 2009). 
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Recently, several studies analyzed localized seasonal circulation in sub-regions on 
continental shelf. In Gulf of Tonking, Shi et al. (2002) examined seasonal variation of 
residual flow in Qiongzhou Strait based on water level and current observations and 
numerical experiments. They found a westward mean flow in the strait that causes 
disappearance of an anti-cyclonic circulation in the gulf during summer. This agrees 
well with the study by Wu et al. (2008) which concluded that circulation in the gulf 
remains cyclonic throughout the year. A localized 3-D baroclinic coastal model (with 
vertical z-coordinate grid system) of central Vietnam developed by Barthel et al. 
(2009) focuses on the circulation in the bays and responses to varying wind forcing. 
With different seasonal wind patterns, model produces results similar to Shaw and 
Chao (1994) and Xie et al. (2003) according to which southward coastal flow in 
winter and northward coastal flow that moves away from the coast at 12 oN in 
summer. Study of seasonal variation of stratification mode in Gulf of Thailand by 
Yanagi et al. (2001) found that circulation and degree of stratification in gulf highly 
depend on monsoonal wind direction and river discharge which influences density- 
and wind-driven currents. Tangang et al. (2011) employed a 3-D baroclinic model 
with 6 km spatial resolution and 51 sigma layers in vertical encompassing southern 
part of South China Sea to study seasonal circulation in Malaysia Peninsular Eastern 
Continental Shelf region. Based on results of this numerical experiment results, it has 
been suggested that formation of anti-cyclonic eddy in south of South China Sea deep 
basin during summer is caused by wind stress curl and topography in the region. In 
Singapore Strait and east coast of Malaysia Peninsular, Ooi et al. (2011) and 
Kurniawan et al. (2015) have represented non-tidal SLA using 2-D barotropic model 
driven by tide and meteorological forcing, and highlighted the significance of tide-
surge interaction. However, Kurniawan et al. (2015) have shown that non-tidal effects 
in Malacca Strait are not driven by local or South China Sea meteorological forcing. 
Analysis of vertical profiles of temperature and salinity in Malacca Strait using 
SODA dataset (Simple Ocean Data Assimilation) (Carton and Giese, 2008) shows 
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that pressure gradients due to stratification are weak and baroclinic related component 
is negligible compared to the barotropic one. Based on these insights Chen et al. 
(2014) model circulation in Malacca Strait in barotropic mode. It is noted that lateral 
open boundaries used by Chen et al. (2014) in their barotropic Malacca Strait model 
are imposed with daily climatological mean sea level extracted from a large scale 
South China Sea general circulation model (Xu and Malanotte-Rizzoli, 2013). 
In addition to seasonal circulation, internal waves have been observed in northern part 
of South China Sea, Sulu Sea and Andaman Sea through satellite images (Jackson 
and Apel, 2004; Liu et al., 1998; Liu et al., 1985; Osborne and Burch, 1980) (Figure 
4.3 and Figure 4.4). In general, internal waves occur within subsurface layers of 
ocean where density stratification is strong and generated when interface between 
layers is disturbed (Dwi Susanto et al., 2005). Disturbances are often caused by tidal 
flow passing over shallow underwater obstacles such as sills or shallow ridges (Ramp 
et al., 2004), or by incident trans-basin waves and/or the diurnal tide near the 
continental shelf break (Baines, 1982; Duda et al., 2004; Helfrich and Melville, 
1986). Such internal waves are usually non-linear solitons and provide significant 
mechanism for transport of momentum and energy within the ocean (Helfrich and 
Melville, 1986; Lamb, 1994). Internal waves also displace pycnocline vertically and 
induce internal currents which may cause convergence and divergence of surface 
flow (Gargettt and Hughes, 1972) which in turn modulate sea surface roughness 
(Alpers, 1985). Internal waves may play a role in non-tidal phenomena in South 
China Sea. Supported with satellite imagery (Jackson and Apel, 2004; Zhao et al., 
2004), and in-situ observations (Duda et al., 2004; Ramp et al., 2004), numerical 
studies lead to conclusion that generation of internal waves in northeast to be caused 
by strong barotropic flow over ridges in Luzon Strait. These studies employ non-
hydrostatic models in the 2-D x-z plane (Buijsman et al., 2010; Qian et al., 2010) or 
idealised oceanographic setting in 3-D (Shaw et al., 2009) to examine internal wave 
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generation and evolution in computationally cost-effective way. In order to study 
spatial (x-y plane) evolution of internal waves, (Zhang et al., 2011) developed one of 
the most computationally expensive 3-D non-hydrostatic models with horizontal grid 
cells varying between 75 m (near the small islands and shallow ridge features) to 
4000 m, 100 vertical layers in range between 10 m to 200 m, and total of 11 million 
computational cells. It is noted that this internal wave model employs z-coordinate 
system in vertical grid.  However, there is still ongoing debate among researchers 
with regard to generation of internal tide by lee wave mechanism. Besides 
northeastern part of South China Sea, internal waves caused by shelf break are also 
observed near northern mainland shelf and Vietnam coast (Jackson and Apel, 2004), 
and are numerically studied by Orr and Mignerey (2003) and Li et al. (2011). 
Intensive numerical studies of internal waves in South China Sea could only take off 
over past few years with advance of computation capabilities. However, efforts are 
mostly invested in generation and evolution of internal waves themselves while little 
or no quantitative efforts made with regard the effect which internal waves may have 
on surface flow. 
As discussed above, most numerical studies of non-tidal phenomena in SCS vicinity 
focus on seasonal circulation due to monsoonal wind and baroclinic effects. More 
recent studies attempt to simulate internal waves using non-hydrostatic models. 
However, these modeling approaches are computationally expensive and require 
more input data, which may not be suitable for purposes of operational forecast. 
Moreover area of interest in this thesis SRW, is mostly located on the shallow shelf 
(bathymetry of less than 200 m) where hydrodynamics would be relatively isotropic 
due to dominating tidal influence. This could explain relatively good SLA 
representation of Kurniawan et al. (2015) in SRW using 2-D barotropic modeling 
approach. From perspective of an operational forecast of hydrodynamic conditions (in 
particular water level and current velocity) in vicinity of SRW, computationally 
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expensive baroclinic and non-hydrostatic modeling approaches would be 
inappropriate or even unnecessary. Therefore this thesis adopts barotropic modeling 
approach previously used by Kurniawan et al. (2015) with the numerical model 
developed in Chapter 3 to represent SLA in SRW. In addition, to represent SLA in 
Malacca Strait properly which Kurniawan et al. (2015) failed to achieve, this thesis 
has introduced further enhancement to the barotropic modeling approach after 
analyzing observed SLA data. Further details will be discussed later in the present 
chapter. 
4.2 Analysis of observed SLA data in SRW 
Several previous non-tidal studies in the region focus on either South China Sea or 
specific regions such as Gulf of Thailand, Tonking Gulf and Malacca Strait, with 
detailed description of local non-tidal hydrodynamics during different seasons or 
months. However, general non-tidal phenomena present in SRW as a whole are not 
well described. Therefore it is useful to analyze historical observations of SLA 
(Chapter 2.2.3) to gain insights to behaviour of non-tidal phenomenon in SRW.  
4.2.1 Analysis of SLA based on UHSLC data 
Fifteen years long observed SLA data at hourly resolution described in Chapter 2.2.3 
will be used for this analysis. The following will describe SLA behaviour over entire 
15 years on monthly basis during this period. 
4.2.1.1 Overall SLA behaviour 
Minima, maxima, means and standard deviations of observed SLA at all thirteen 
UHSLC stations over 15 years are shown in Table 4.1. Mean SLA at all thirteen 
stations is zero.  
In Malacca Strait along west coast of Malaysia Peninsular (Ko Taphao Noi to 
Kukup), minimum observed SLA values range between -1.228 to -0.623 m, whereas 
maximum observed SLA values range between 0.431 and 1.152 m. It is noted that 
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Kelang has widest range of SLA values: -1.228 to 1.152 m. This can be due to the 
location of tidal gauge which is located at the mouth of river Sungei Puloh, meaning 
that measurements are affected by river discharges. On the other side of Malaysia 
Peninsular (Sedili to Geting), minimum observed SLA values range between -1.057 
and -0.470 m, whereas maximum observed SLA values range between 0.775 and 
0.978 m. Range of observed SLA values in Singapore Strait i.e. Tanjong Pagar is 
between -0.820 and 0.755 m. 
Standard deviation of observed SLA in Malacca Strait is about 0.089 to 0.123 m. 
Without taking account of Kelang whose data could be affected by local river 
discharge, standard deviation of SLA in the Malacca Strait decreases as it proceeds 
southwards. Variance of SLA is highest in northern end (Ko Taphao Noi) and 
gradually reduces towards southern end (Kukup). This could imply that SLA 
behaviour in Malacca Strait is influenced by oceanographic effects generated from 
Andaman Sea or Indian Ocean. This is consistent with findings reported in 
Kurniawan et al. (2015). Along east coast of Malaysia Peninsular, standard deviation 
ranges between 0.147 and 0.198 m, with lower variance in south compared to north. 
This could be due to influence by circulation in semi enclosed Gulf of Thailand 
located in north (Yanagi et al., 2001). Standard deviation of observed SLA at Tanjong 
Pagar is 0.123 m, which is comparable to that of Malacca Strait but lower than 
stations in east coast of Malaysia Peninsular. It is noted that range and variance of 
SLA at Tanjong Pagar are lower than those of its nearest eastern station Sedili. This 
could be due to the fact that Singapore Strait is geographically more sheltered from 
open sea dynamics compared to Sedili which faces vast South China Sea. 
4.2.1.2 Monthly SLA behaviour 
Minima, maxima, means and standard deviations of observed SLA are determined for 
each month over period of 15 years, and are presented in Table 4.2, Table 4.3, Table 
4.4 and Table 4.5, respectively. Figure 4.5 and Figure 4.6 present means and standard 
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deviations, respectively, for corresponding stations sorted from Ko Taphao Noi (west 
coast of Malaysia Peninsular) to Geting (east coast of Malaysia Peninsular) on 
monthly basis. 
It is observed that stations in west and east coast of Malaysia Peninsular have 
completely different SLA behaviours. West coast stations experience negative SLA 
while east coast stations experience positive during northeast monsoon (December to 
March), and vice versa during southwest monsoon (May to September). This depicts 
a possible ‘see-saw’ effect of SLA in east and west coast of Malaysia Peninsular. 
Signs of SLA on both sides of peninsular are the same during April, October and 
November which corresponds to usual inter-monsoon period. Judging from high 
mean SLA values (more than 0.1 m) observed on east coast, November undeniably 
marks the beginning of northeast monsoon. Based on Rao and Babovic (2009) mutual 
information theory of SLA pattern study of different stations in SRW and Kurniawan 
et al. (2015) suggestion of blockage for SLA propagation in south end of Malacca 
Strait, idea of a single large scale hydrodynamic effect being the cause of this ‘see-
saw’ behaviour of SLA in SRW is unlikely. Therefore only possible explanation for 
different SLA pattern in east and west coast of Malaysia Peninsular is that they are 
due to different sources corresponding to different times of the year. 
In Malacca Strait, mean SLA for each month ranges between -0.15 m and 0.10 m 
(Figure 4.5). Behaviour of SLA over months indicates different hydrodynamic 
regimes within Malacca Strait, especially when location of stations is considered. Ko 
Taphao Noi located closest to Andaman Sea would be directly under influence of 
Andaman Sea as captured by closest neighbouring stations. Langkawi, Penang and 
Lumut follow similar monthly SLA behavior. Four stations have significant negative 
SLA between January and March, positive SLA between May and November, and 
close to zero in April and December which can be interpreted as transition months, 
though the SLA is also almost zero in September. On the other end of Malacca Strait, 
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although its sign of SLA is the same as other stations in Malacca Strait, Kukup has a 
significantly different monthly SLA behavior; negative from February to September 
and positive from October to January. On this basis it can be inferred that station 
Kukup is under influence of South China Sea through Singapore Strait. Remaining 
two stations, Kelang and Keling are observed not to be under a single source of 
influence since their SLA behavior follows Ko Taphao Noi or Kukup during certain 
months with a lower magnitude. This is especially pronounced in December when 
SLA is highest along east coast facing South China Sea. Spatially- and temporally-
varying SLA observed in Malacca Strait based on the above indicate strong 
(monsoon) seasonal influence from both Andaman Sea and South China Sea, and also 
extent of influence within Malacca Strait from both seas during different monsoon 
seasons. 
On the other side of the peninsular, seasonal SLA behaviour is distinct; positive 
during northeast monsoon (May to September) and negative during southwest 
monsoon (November to March). Unlike stations in Malacca Strait, all stations along 
east coast of Malaysia Peninsular have the same monthly SLA trend in terms of the 
sign and relative magnitude. This implies that non-tidal flows in this region are under 
influence of a single source of South China Sea. Among east coast stations, positive 
and negative SLA are highest at Geting during most months of the year, with 
maximum positive and negative monthly mean SLA of 0.300 and -0.199 m, 
respectively. It is noted the SLA in Singapore Strait behaves similarly as that of the 
east coast stations which is consistent with the findings of Rao and Babovic (2009). 
Figure 4.6 depicts monthly standard deviation organized by stations. In Malacca 
Strait, standard deviation ranges between 0.060 m and 0.130 m. Monthly standard 
deviation patterns follow monsoon seasons of the region. Higher standard deviations 
are observed during northeast monsoon (November to March) and lower standard 
deviation during southwest Monsoon (May to September) with exception of May. 
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Abnormally high standard deviation at stations Ko Taphao Noi to Kelang in month of 
May could be related to transition of mean SLA from negative to positive influenced 
by Andaman Sea. Similar to mean, standard deviation shows a similar behavior for 
different groups of stations dependent on their location in the Malacca Strait. Stations 
Langkawi, Penang and Lumut have similar standard deviation magnitude for each 
month, while the other four stations each have different magnitudes of standard 
deviation. Kelang has highest variance in Malacca Strait during most months which is 
probably due to the effect of local river discharge. It is noted that standard deviation 
of Ko Taphao Noi is much higher than its neighbour Langkawi during months when 
its mean SLA is negative (December to April). This indicates strong of Andaman Sea 
during this period. For all months, stations Keling and Kukup have relatively lowest 
standard deviation in Malacca Strait, which could imply that these two stations are 
least sensitive to short term disturbances.  
On east coast of Malaysia Peninsular, standard deviations of SLA have distinctly 
seasonal trend. Higher variance is observed during northeast monsoon than southwest 
monsoon. SLA standard deviations of all stations along east coast follow the same 
monthly pattern, but of different magnitudes. Geting has perpetually higher variance 
compared to its neighbours throughout the year. As explained earlier, this is probably 
due to local hydrodynamics of Gulf of Thailand. It is noted that SLA standard 
deviation of Sedili is distinctly higher than its neighbours from December to February 
which corresponds to period of northeast monsoon. In Singapore Strait, SLA standard 
deviation follows the same monthly trend of east coast stations. 
4.2.2 Spatial analysis of SLA based on DUACS data 
Earlier analysis of hourly observed SLA has been carried out using data at sparse 
local coastal stations. With high temporal resolution, detailed local dynamics and 
station-to-station relationship can be described and established based on such 
analysis. However, limited number of observed stations restricts spatial understanding 
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of the SLA behaviour and its dynamics in the region. In this chapter we will apply the 
SLA from DUACS as introduced in Chapter 2.2.3 gridded at 2.5 degree spatial 
resolution. DUACS SLA data are provided at daily interval and available from 1993 
onwards. As such the analysis will only use 14 years long (1993-2006) of SLA data. 
It is noted in Chapter 2.2.3 that there is a relatively significant difference between the 
UHSLC observed SLA data and DUACS SLA data with RMSD range between 0.070 
and 0.160 m, in which highest RMSD is located near Singapore.  
4.2.2.1 Seasonal SLA behaviour 
Using gridded DUACS SLA data, monthly composites of mean and standard 
deviation of 14 years of SLA data within the model domain have been computed. 
Four months: January, April, July and October, are selected to represent northeast, 
first inter-, southwest and second inter- monsoons, respectively. SLA mean and 
standard deviation in January, April, July and October are presented in Figure 4.7, 
Figure 4.8, Figure 4.9 and Figure 4.10, respectively.  
In January, mean SLA is below zero (around -0.10 m) in northern Malacca Strait, and 
gradually increases to 0.01 to 0.05 m towards Singapore. On other side of Malaysia 
Peninsular, mean SLA is as high as 0.15 m, greater than 0.20 m in Gulf of Thailand, 
and less than 0.10 m further away from the coast. Mean SLA in the area between 
Singapore and Borneo is also around 0.15 m. High SLA on eastern side of the 
Malaysia Peninsular is mostly due to northeast monsoonal wind prevailing over South 
China Sea during this time of the year (Figure 4.17). Standard deviation of the SLA is 
higher on west coast (0.12 to 0.14 m) than east coast (around 0.08 m) of Malaysia 
Peninsular. In open waters, SLA standard deviation ranges between 0.06 and 0.08. 
In April, mean SLA on both sides of coastal Malaysia Peninsular is around zero, and 
around -0.05 m in open waters. Standard deviation of SLA is also smaller than that in 
January; 0.06 to 0.12 m in the Malacca Strait, 0.06 to 0.08 m in east coast of Malaysia 
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Peninsular, and around 0.03 to 0.05 m in open waters. First inter-monsoon period is a 
relatively calm season in terms of SLA. 
In July, mean SLA pattern is opposite of January’s, with negative on east coast of 
Malaysia Peninsular and positive in Malacca Strait which is probably due to switch in 
prevailing wind direction (Figure 4.18). Mean SLA in Malacca Strait is about 0.10 m 
in north and gradually decreases to zero towards south. Mean SLA is about -0.15 m 
on other side of Malaysia Peninsular and -0.05 to 0 m further out into open waters. 
Mean SLA in area between Singapore and Borneo ranges between -0.12 and -0.08 m. 
Standard deviation of SLA is about 0.08 to 0.12 m in Malacca Strait, 0.04 to 0.06 m 
in eastern coast of Malaysia Peninsular, and less than 0.04 m in open waters. 
In October, mean SLA over SRW (Malacca Strait and east coast of Malaysia 
Peninsular) is about the same; around 0.05 to 0.08 m, and slightly higher (about 0.1 
m) in open waters south of Vietnam. However spatial SLA standard deviation shows 
distinct differences in Malacca Strait (0.10 to 0.14 m) and east coast of Malaysia 
Peninsular (0.06 to 0.08 m).  
Generally, variance of SLA is perpetually higher in Malacca Strait than in east coast 
of Malaysia Peninsular. This is particularly in the case in central Malacca Strait 
where Kelang is located, where standard deviation is around 0.14 m over the year, 
which is consistent with UHSLC SLA data at Kelang. Regardless magnitude, both 
UHSLC data and DUACS data show similar temporal and spatial SLA patterns in 
SRW. 
4.2.2.2 Spatial dependencies of SLA 
To study dependency of SLA at a particular location on SLA of its surrounding, 
covariance and correlation coefficient can be computed using DUACS SLA data. 




𝑐𝑜𝑣𝑎𝐶𝑇𝑎𝑟𝑐𝑂(𝑥, 𝑦) = 1
𝑁
∑ (𝑥𝑜 − ?̅?)(𝑦𝑜 − 𝑦�)𝑁𝑜=1  (4.1) 
where 𝑥 and 𝑦 represent two variables to be compared (i.e. SLA at point of interest 
and SLA at other location in the region) at time instance 𝑡 with 𝑁 as total number of 
time instances of recorded data. A positive covariance means variables behave 
similarly, while a negative covariance means the variables behave oppositely. 
Correlation coefficient defined in Chapter 2.3.2 is a normalized version of covariance 
with magnitude illustrating the strength of their linear relation. Covariance serves as 
an important basis of several data assimilation techniques such as Kalman filter 
(Kalman, 1960; Karri et al., 2013; Karri et al., 2014; Sun et al., 2009b). 
Figure 4.11 and Figure 4.12 illustrate covariance and correlation coefficient of SLA 
at Langkawi and SLA of other areas in the region, respectively. Covariance is high 
(more than 0.01) in northern Malacca Strait and in region along coast of Myanmar to 
Bangladesh. Correlation shows similar pattern with magnitude more than 0.7, and 
area west of Sumatra which shows correlation of greater than 0.6. This implies that 
SLA in Malacca Strait is associated with SLA from east Indian Ocean and both are 
most probably generated by the same source. It is noted that this strong correlation 
terminates at Singapore Strait and western Bay of Bengal. At the same time weak 
negative correlation (around -0.1) is observed on other side of Malaysia Peninsular.  
Figure 4.13 and Figure 4.14 illustrate covariance and correlation coefficient of SLA 
at Tanjong Pagar and SLA of other areas in the region, respectively. Covariance is 
relatively lower than that of Langkawi with highest value observed is less than 0.01 in 
the region. High covariance is found in southern coast of Vietnam, Gulf of Thailand 
and its neighbor area near Singapore Strait. Correlation is more than 0.8 in area 
around Singapore Strait, and reduces to 0.65 in shelf area of South China Sea 
including east coast of Peninsular Malaysia, Gulf of Thailand and Gulf of Tongking. 
Correlation in Malacca Strait sharply reduces at south of Malacca Strait near Keling. 
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This indicates that SLA of Andaman Sea via Malacca Strait has little influence on 
SLA in Tanjong Pagar. Although spatial correlation patterns observed in South China 
Sea are obviously related to local shelf break topographic characteristics (Figure 1.1), 
spatial correlation pattern observed in Java Sea does not seem to obey the same 
principle. There is a significant separation of correlation in Java Sea; around 0.5 in 
north (near Borneo) and almost zero in the south (near Java). It is noted that this 
region is part of Indonesian Throughflow (Hirst and Godfrey, 1993) where large 
volume transport of water between the two oceans; Pacific Ocean and Indian Ocean 
occurs, and hydrodynamics in this region are highly complex. Study of this complex 
dynamic is beyond scope of the present thesis. 
Figure 4.15 and Figure 4.16 illustrate covariance and correlation coefficient of SLA 
at Cendering and SLA of other areas in the region, respectively. Covariance is very 
high (more than 0.015) in east coast of Peninsular Malaysia, Gulf of Thailand and 
along coast of Vietnam. Similar to spatial correlation Tanjong Pagar, spatial 
correlation of Cendering shows the same spatial pattern (high correlation in shelf area 
of South China Sea and northern Java Sea) but with higher correlation values (close 
to 1). This implies that SLA at both Cendering and Tanjong Pagar are generated by 
the same source and probably originated in South China Sea. It is noted that there is a 
strong negative correlation (around -0.8) in deep northern South China Sea near 
Luzon Strait which suggests possible quasi basin seiching effect in South China Sea. 
4.3 Overall non-tidal representation in SRW 
Statistical analysis of observed SLA presented in Chapter 4.2 has brought insights to 
monthly behavior of SLA in different areas of SRW. This chapter will attempt to 




As discussed earlier in Chapter 1.3 and 4.1, barotropic modelling approach of 
Kurniawan et al. (2015) has shown good results in representing SLA. Hence this 
thesis applies the same approach to represent SLA in SRW. This modelling approach 
involves driving numerical model with both tide and meteorological forcings. In other 
words, well-calibrated hydrodynamic tidal model is driven with meteorological 
forcing in form of spatially and temporally varying wind and atmospheric pressure 
fields over surface boundary of model domain (see Chapter 2.4 for the numerical 
description of Delft3D). 
4.3.1.1 Hydrodynamic model 
Previously in Chapter 3, three well-calibrated hydrodynamic tidal models; SCSMC, 
SCSMCdd2 and SCSMCdd3 have been developed. However considering 
computational time of a year simulation (Table 3.8), only SCSMC and SCSMCdd2 
would be used in this chapter for SLA representation. Details of configuration and 
quality of these two hydrodynamic models are described in Chapter 3. 
4.3.1.2 Meteorological data 
Meteorological data used for driving the hydrodynamic model are reanalyzed global 
meteorological data obtained from ECMWF ERA-Interim database 
(www.ecmwf.int). As the present modeling approach focuses on barotropic 
oceanographic effects, only wind and atmospheric pressure fields are used, and 
resultant water level is referred to as surge. Meteorological data are provided in two 
spatial grid resolutions: 0.75 degree and 1.5 degree, with a 6 hourly temporal 
resolution. For non-tidal representation of SRW, finer resolution (0.75 degree) is 
used. Figure 4.17 and Figure 4.18 show wind and pressure fields on a day during 
northeast (1st January 2004) and southwest monsoon (1st July 2004), respectively. As 
name suggests, wind in South China Sea is blowing from northeast and southwest 
during the northeast and southwest monsoon, respectively. Pressure field in South 
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China Sea is higher in north than in south during northeast monsoon and vice versa 
during southwest monsoon.  
4.3.1.3 Definition of computed SLA 
Following the manner of comparing observed tide with computed tide to deduce the 
quality of tidal representation of numerical model (Chapter 3.2.2.1), computed SLA is 
compared with observed SLA to deduce the quality of non-tidal representation of 
numerical model.  
In context of this thesis, where barotropic effect is of focus, the water level variation 
is considered to consist of net effect of tide and surge. As Kurniawan et al. (2015) 
highlighted significance of non-linear tide surge interaction induced by change of 
wave speed and dissipation rate over shallow waters (Idier et al., 2012), water level 
component of tide surge interaction could not be ignored and is included as part of the 
non-tidal barotropic water level.  
Therefore total barotropic water level is expressed as sum of tide, surge and tide surge 
interaction. Since surge and tide surge interaction constitute components of non-tidal 
water level, their net effect could also be comprehended as SLA. To quantify 
computed SLA in numerical model, two types of model simulation are made: (1) one 
with tidal forcing only, and (2) one with both tidal and meteorological forcing. 
Computed SLA (𝑆𝑊𝐴𝑏𝑜𝑚𝑐𝑜𝑜𝑐𝑑) is then defined and quantified by subtracting water 
level of the former (𝑇𝑇𝑑𝑂𝑏𝑜𝑚𝑐𝑜𝑜𝑐𝑑) from that of the latter 
(𝑊𝑊𝑏𝑜𝑚𝑐𝑜𝑜𝑐𝑑(𝑇𝑖𝑑𝑐,𝑀𝑐𝑜𝑐𝑜𝑟𝑜𝑚𝑜𝑔𝑖𝑏𝑏𝑚 𝑓𝑜𝑟𝑏𝑖𝑖𝑔)), as defined below. 
𝑆𝑊𝐴𝑏𝑜𝑚𝑐𝑜𝑜𝑐𝑑 = 𝑊𝑊𝑏𝑜𝑚𝑐𝑜𝑜𝑐𝑑(𝑇𝑖𝑑𝑐,𝑀𝑐𝑜𝑐𝑜𝑟𝑜𝑚𝑜𝑔𝑖𝑏𝑏𝑚 𝑓𝑜𝑟𝑏𝑖𝑖𝑔) − 𝑇𝑇𝑑𝑂𝑏𝑜𝑚𝑐𝑜𝑜𝑐𝑑 (4.2) 
4.3.1.4 Wind drag coefficient 
In barotropic modelling of non-tidal representations, both wind and atmospheric 
pressure forcing are considered driving components for behaviour of non-tidal 
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hydrodynamics in numerical model. Therefore prescribed wind drag coefficient 
which defines wind shear stress term in momentum equation at free surface boundary 
condition (Chapter 2.4.3) is a crucial parameter influencing hydrodynamic 
computation. One commonly applied wind drag coefficient in coastal models was 
proposed by Smith and Banke (1975). This approach is based on measurement taken 
in shallow waters (about 20 m deep), where coefficient increases linearly with 
increase of wind speed. It is noted by Bye and Jenkins (2006); Makin (2005); Powell 
et al. (2003) that wind drag reduces at high wind speed close to hurricane (more than 
30 m/s). Use of Smith and Banke (1975) wind drag relation in a North Sea storm 
surge model has systemically resulted in underestimation of surges (Gerritsen et al., 
1995). Gerritsen et al. (1995) explain that quality of a surge model cannot be 
improved beyond a certain level without introducing an air-sea interaction model 
which is physically more realistic than empirical Smith and Banke coefficient in a 
quadratic wind stress formulation. To improve surge prediction in their model, 
Gerritsen et al. (1995) apply the Charnock relation of wind drag (Charnock, 1955) as 
shown 
𝑧0 = 𝛽𝑜∗𝑠2𝑔  (4.3) 
where 𝛽 is the Charnock constant and a value of 0.032 gives optimum results in the 
Dutch Continental Shelf model (Gerritsen et al., 1995), 𝑔 is gravitational acceleration, 
and 𝑧0 is roughness length which is applied in a logarithmic wind profile 
𝑢𝑠(𝑧) = 𝑜∗𝑠𝜅 ln � 𝑧𝑧0� (4.4) 
where 𝑢𝑠 is wind speed at height 𝑧 above sea surface, 𝜅 is Von Karman constant (= 
0.4).  
However, Hersbach (2011); Yelland and Taylor (1996) state that Charnock 
coefficient is a wave-state dependent parameter instead of being considered as a 
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constant value. In this chapter, sensitivity test of wind drag coefficient on SLA 
representation of SRW within SCSMC is carried out to determine optimal wind drag 
coefficient based on Charnock relation. For assessment of non-tidal (SLA) 
representation of model using different wind drag coefficient, RMSE between 
computed SLA and observed SLA at all of thirteen UHSLC stations is used (Chapter 
2.2.1).  
Table 4.6 shows sum of RMSE between computed SLA and observed SLA at entire 
set of thirteen UHSLC stations for calendar year 2004 using wind drag coefficients 
based on Smith and Banke (1975) and different Charnock coefficients. It is noted that 
correlation coefficient of model result compared to observation do not vary with 
application of different wind drag coefficients in the model, so it will not be discussed 
here. Computed SLA RMSE of each quarter of the year is also presented to 
investigate possibility of varying Charnock coefficient as suggested by Hersbach 
(2011); Yelland and Taylor (1996). Based on sum RMSE of entire year, Charnock 
wind drag relation of β = 0.4 results in best SLA representation in SRW. However, if 
we examine quarterly RMSE, Charnock wind drag relation of β = 0.3 provides lowest 
RMSE during first two quarters, though second quarter is distinctly worse than the 
first. Charnock wind drag relation of β = 0.04 - 0.08 provides lowest sum RMSE 
during third quarter; and finally Charnock wind drag relation of β = 0.5 gives lowest 
sum RMSE during last quarter. Varying quality of SLA representation due to 
Charnock coefficient during different times of the year illustrates that wind drag 
coefficient is indeed a non-constant parameter in SRW. According to Zweers et al. 
(2012), wind drag coefficient is also dependent on basin characteristics. Due to 
temporally varying nature and basin characteristic dependency, it is suggested that 
wind drag coefficient should be a calibration parameter in non-tidal barotropic 
modelling. It has also been shown that wind drag relation of Smith and Banke does 
not represent SLA well in SRW. As it is an empirical relation based on shallow 
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waters measurement, Smith and Banke wind drag relation could not represent SLA 
well in areas where surges are generated over deep basin with long wind fetch such as 
South China Sea in SCSMC. 
4.3.2 Results and discussion 
Following section will describe non-tidal representation of present modelling 
approach by validating computed SLA results. Based on model results, other 
hydrodynamic components such as current and discharge due to non-tidal flow in 
SRW, especially Singapore Strait will also be discussed. 
4.3.2.1 SLA representation in SRW 
As described earlier in Chapter 2.3.2, non-tidal (SLA) representation is compared to 
observed SLA by means of Root Mean Square Error (RMSE) and correlation 
coefficient to evaluate the quality of the SLA representation of the model. Figure 4.19 
and Figure 4.20 present RMSE and correlation coefficient of computed SLA of 
SCSMC and SCSMCdd2 for calendar year 2004, respectively. It is observed that both 
SCSMC and SCSMCdd2 provide same quality of SLA representation in SRW, except 
in Singapore Strait at Tanjong Pagar where SCSMCdd2 shows lower RMSE due to 
higher local spatial resolution. Both models represent SLA better in Singapore Strait 
and east coast of Malaysia Peninsular compared to Malacca Strait. RMSE of stations 
from Tanjong Pagar to Geting are in range between 0.090 and 0.110 m, while RMSE 
of stations from Ko Taphao Noi to Kukup are in range between 0.120 and 0.160 m. 
Based on correlation coefficient values presented in Figure 4.20, difference in quality 
of SLA representation between east and west coasts of Malaysia Peninsular is more 
apparent. Computed SLA at east coast stations is highly correlated to observed SLA 
with all correlation values greater than 0.80, and about 0.75 in Singapore Strait, while 
poor SLA correlation in Malacca Strait with correlation coefficient values ranging 
between -0.12 and 0.40.  
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Figure 4.21, Figure 4.22 and Figure 4.23 present SLA time series of observation, 
SCSMC and SCSMCdd2 at stations Langkawi, Tanjong Pagar and Cendering, 
respectively. It is observed that SLA representation of both models at Langkawi 
fluctuate along -0.100 m water level, while observed SLA varies between -0.400 and 
0.400 m over the year. At Tanjong Pagar and Cendering, SLA computed by models 
represent observed SLA well, especially three positive SLA peak events in first 
quarter of the year. Furthermore, seasonal positive and negative SLA trend during 
northeast and southwest monsoons, respectively, is also well represented in models. 
Such computed SLA result (good SLA representation in east coast of Malaysia 
Peninsular and poor SLA representation in Malacca Strait) is consistent with 
Kurniawan et al. (2015) who apply a similar barotropic modelling approach. 
Analysis of observed SLA in Chapter 4.2 has shown that SLA in west and east coasts 
of Malaysia Peninsular are in different non-tidal regimes, and SLA in Singapore 
Strait resembles more of SLA of east coast. Model results here reinforce the idea that 
SLA observed in Malacca Strait is not caused by local barotopic effects or SLA 
generated in South China Sea. 
4.3.2.2 SLA representation in Singapore Strait 
Based on well represented SLA in Singapore Strait and east coast of Malaysia 
Peninsular by SCSMC and SCSMCdd2 models as shown in Chapter 4.3.2.1, 
hydrodynamics computed by these models can be considered to be fairly accurate. 
This chapter of the thesis will investigate effect of meteorological forcing on 
hydrodynamics in terms of current and discharge in Singapore Strait based on the 
SCSMCdd2 results.  
Figure 4.24 illustrates water level at Tanjong Pagar computed by SCSMCdd2 driven 
by different forcing; tide only versus tide and wind (or meteorological forcing) for a 7 
day period in March 2004. Difference between the two computed water levels is 
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computed SLA elaborated in Chapter 4.3.1.3. During this period, there is a positive 
SLA event with maximum SLA of 0.5 m occurring in the Singapore Strait. Figure 
4.25 and Figure 4.26 show computed current magnitude and direction at Tanjong 
Pagar during the same period. During this positive SLA event, current magnitude 
increased by about 0.2 m/s most of the time when meteorological forcing is applied. 
During the first ebb on 8th March 2004, in addition to increase in current magnitude of 
0.3 m/s, flow direction in Singapore Strait reverses due to meteorological forcing. 
This clearly illustrates that accurate hydrodynamic prediction in this region requires 
not only numerical tidal model but also models which account for meteorological 
forcing which plays a significant role in the local hydrodynamic conditions. 
Figure 4.27 presents cumulative volume flux through CRS01 (Figure 3.11) computed 
by SCSMCdd2 driven by different forcing; tide only versus tide and wind (or 
meteorological forcing) over entire year 2004. With application of meteorological 
forcing computed volume flux through Singapore Strait significantly increases 
westwards. A distinct seasonal trend with westward net flow during northeast 
monsoon (November to March) and eastward net flow during southwest monsoon 
(May to September) can be observed. Compared to model driven by tide and 
meteorological forcing, tidally driven model presents seven times lower net volume 
flux through the strait within one year. Despite the fact that water level and current 
computed by these two types of forcing may seem to be deviating trivially over a 
year, differences in net volume flux is significant.  
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4.4 Non-tidal representation in Malacca Strait 
As shown earlier in Chapter 4.3, modelling approach applying tidal and 
meteorological forcing to SCSMC and SCSMCdd2 could not represent the SLA in 
Malacca Strait. Kurniawan et al. (2015) suggest that SLA in Malacca Strait may 
originate from regions beyond immediate model domain such as Indian Ocean. 
Considering that (1) SLA is not caused by local wind (based on the model result in 
Chapter 4.3.2.1), (2) coastal stations located in the Malacca Strait; Ko Taphao Noi to 
Lumut have the same monthly SLA pattern during a year (based on analysis of 
observed SLA in Chapter 4.2.1.2), and (3) tidal mixing zone in southern part of 
Malacca Strait acts as a blockage for SLA propagation (Kurniawan et al., 2015), 
suggestion of SLA in Malacca Strait originating from Indian Ocean is not impossible. 
In addition, plots of spatial covariance and correlation coefficient between SLA at 
Langkawi and SLA of other areas illustrated in Figure 4.11 and Figure 4.12 also show 
that local SLA in Malacca Strait is linearly dependent on SLA beyond the model 
domain, especially in coastal region of Bay of Bengal and south of Sumatra.  
Despite this conjecture it remains infeasible and computationally prohibitive to model 
SLA in the entire Indian Ocean using multi-domain modelling approach with the 
present SCSMC or SCSMCdd2 modelling SLA in Malacca Strait. If SLA around 
Singapore originates in Indian Ocean, one possible option to represent SLA well in 
Malacca Strait using present SCSMC and SCSMCdd2 is to impose SLA directly at 
Andaman Sea open boundary in these models. In other words, in addition to tidal 
water level prescription at Andaman Sea open boundary, SLA water level is applied 
as open boundary forcing. This additional SLA forcing, referred to as ‘tilt’ (Gerritsen 
et al., 2004), at Andaman Sea open boundary could be obtained from two possible 
sources: (1) a larger model that covers the Indian Ocean, and (2) satellite altimetry 
dataset DUACS SLA (Chapter 2.2.3). This section attempts to examine SLA 
representation of Malacca Strait using these two options. It is noted that option (2) 
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can only be used in hindcast mode as it is based on satellite altimetry which is 
delivered in delayed time. Therefore option (1) is the only alternative which applies 
to both hindcast and forecast modes.  
In light of need of providing tilts for SCSMC and SCSMCdd2 at Andaman Sea open 
boundary during forecasting mode, the thesis will focus on developing the simplest 
model configuration of a large Indian Ocean model that can simulate sufficiently 
accurate SLA in the region near Malacca Strait with available modelling resources.  
4.4.1 Wind driven modelling in Indian Ocean  
Shankar et al. (2002) have carried out study for entire Indian Ocean using 1.5 reduced 
gravity model, which has two layers of different densities and spatially and 
temporally varying thickness in an attempt to study monsoon driven currents of the 
region. With objective of determining the simplest setup of a large scale model to 
drive monsoon driven coastal currents in northern part of South China Sea, Gerritsen 
et al. (2004) applied a reduced-depth approach for wind driven modelling. Both 
modelling approaches assume presence of a pycnocline in the ocean, which separates 
shallow dynamic upper layer from indefinitely deep, motionless, lower layer. 
Dynamic upper layer is subjected to wind and atmospheric pressure forcing balanced 
with Coriolis effect, and resulted in large scale geostrophic water level fluctuation. 
Based on World Ocean Atlas 2013 (WOA13) database (Levitus et al., 2013), vertical 
climatological mean salinity and temperature profiles show that mixed layer depth 
varies between 100 to 700 m depending on latitude in Indian Ocean. As the present 
model is configured in Delft3D modelling environment, reduced depth approach is 




4.4.1.1 Indian Ocean Reduced Depth Model (IORDM) 
Encompassing entire Indian Ocean and South China Sea, uniform spatial grid of 0.25 
by 0.25 degree resolution is set up (Figure 4.28). The model is referred to as Indian 
Ocean Reduced Depth Model (IORDM) in this thesis. It is an extension of the South 
China Sea Model (SCSM) of the same spatial resolution (Gerritsen et al., 2000; 
Kurniawan et al., 2011b) (Chapter 3.1). Bathymetry for this model is constructed 
using combination of the existing SCSM and ETOPO1 dataset (Amante and Eakins, 
2009), with newly added domain (mainly covering the Indian Ocean) is based on the 
latter. Model is driven by wind and atmospheric pressure fields obtained from 
ECMWF ERA-Interim database (www.ecmwf.int). It is noted that with the truncated 
depth, IORDM would not be able to simulate barotropic tide correctly. Open 
boundaries of IORDM are set at constant zero water level. This boundary 
configuration has been applied by Kurniawan et al. (2013) for SCSM and shown to 
provide sufficient lateral forcing in the wind-driven model. 
4.4.1.2 Reduced depth approach 
Monsoon-driven modelling approach based on reduced depth by Gerritsen et al. 
(2004) is based on assumption that vertical exchange of horizontal momentum, so-
called Reynolds shear stress, is very limited. Implication of this assumption is that 
layers underneath pynocline are hardly affected by currents above. In reduced depth 
modelling approach introduced here, due to high spatial variability of mixed layer 
depth over Indian Ocean (based on WOA13) influence to depth due to monsoon wind 
is unknown. Therefore sensitivity test of impact of model reduced depth on SLA in 
Malacca Strait will be carried out to determine the optimal reduced depth. For grid 
points of reduced (or truncated) depths, common quadratic friction coefficient is 
replaced by a constant friction coefficient of 10-5 which is linear in velocity averaged 
over mixed layer. This linear formulation is believed to agree better with type of 
momentum exchange through the interface, like breaking and shearing action of 
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internal waves and other processes not directly related to local depth-averaged 
velocity (Gerritsen et al., 2004). It is noted that simplification to spatially and 
temporally constant mixed layer for deeper parts excludes response of computed SLA 
to baroclinic processes. Introduction of reduced depth greatly reduces Courant 
restriction on time stepping (Chapter 2.4.2) which is presently 5 minutes. As such 
time step will also be another parameter in sensitivity testing. As time step is 
dependent on reduced depth, sensitivity test will only be carried out after optimal 
reduced depth is determined.  
4.4.1.3 Sensitivity test 
Due to the fact that the model is solely driven by meteorological forcing, water level 
computed by such model can be considered to be a form of SLA. In this thesis we 
will refer to it as computed SLA of IORDM. For assessment of the model in 
sensitivity tests, RMSE of observed and computed SLA of different IORDM 
configurations will be compared at Ko Taphao Noi and Langkawi, which are two 
Malacca Strait stations closest to Indian Ocean. 
Based on WOA13 data (Levitus et al., 2013), depth of mixed layer in Indian Ocean is 
estimated to be within to range of 100 to 700m. In sensitivity test, eight reduced 
depths: 100, 150, 200, 300, 400, 500, 600 and 700m, are tested in IORDM for a one 
year simulation of calendar year 2004. Figure 4.29 and Figure 4.30 present SLA 
observed and computed by model using different reduced depths at Ko Taphao Noi 
and Langkawi, respectively. Both figures show that IORDM of reduced depths less 
than 300 m overestimate SLA during most time of the year. It is shown that IORDM 
of reduced depths 500, 600 and 700m compute similar SLA result. Generally 
speaking, computed SLA using reduced depth model approach does give seasonal 
SLA trend that resembles monthly observed SLA trend (Chapter 4.2.1.2); negative 
during December to April and positive from May to November. 
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Table 4.7 shows RMSE of computed SLA at Ko Taphao Noi and Langkawi. Results 
show that reduced depth of 600 m provides lowest RMSE among all, and is 
comparable to reduced depth of 500 and 700 m which is consistent with SLA time 
series plot (Figure 4.29 and Figure 4.30). However it is noted that these two stations 
are located in a geographically sheltered coastal shelf area where spatial resolution of 
the model could be too coarse to properly address the SLA propagation in narrow 
strait where they are located. Therefore this RMSE result could not be the final 
verdict on choice of reduced depth used in IORDM, and further modelling work 
using IORDM and SCSMC will be carried out and described later in Chapter 4.4.2.1 
to determine optimal reduced depth to represent the SLA in Malacca Strait. 
Sensitivity test of integration time step on computed result in IORDM is carried out 
using values 5, 10, 15, 20, 30 and 60 minutes. Present IORDM adopts 400 m as 
reduced depth as it will later be reviewed to be optimal reduced depth (see Chapter 
4.4.2.1 for details). Table 4.8 shows RMSE of using different time steps in IORDM, 
and difference in RMSE is minimal (less than 2 percent). However considering 
Courant time stepping requirements, total computational time and loss of accuracy, 
20 minutes would be selected as the time step of the model, with total computational 
time of the IORDM for a year simulation is about 3.9 hours on an Intel Core i7-2600 
(quad core) 3.4 GHz CPU PC.  
4.4.2 Tilts 
To represent SLA in Malacca Strait of SCSMC and SCSMCdd2, Andaman Sea 
boundary is prescribed with both tidal elevation and SLA tilt. SLA tilt is in form of 
water level time series obtained from external sources such as the IORDM or 
DUACS SLA. For applying tilt obtained from IORDM, modelling procedure is 
similar to offline nesting where large model (IORDM) is simulated first, and its 
computed hydrodynamic conditions are used as boundary forcing condition in the 
smaller model – SCSMC or SCSMCdd2. It is noted that in representing SLA of SRW 
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here, SCSMC and SCSMCdd2 are driven by both tide and meteorological forcing as 
described in Chapter 4.3.1, with the tilt serving as additional lateral forcing at 
Andaman Sea boundary. Figure 4.31 shows location of the Andaman Sea open 
boundary support points where tidal elevation and tilts are imposed. Since both 
SCSMC and SCSMCdd2 have similar hydrodynamic response (Chapter 3.3), and 
considering simulation time, computationally less expensive SCSMC would be 
employed to carry out sensitivity test to determine optimal value of relevant input 
parameters. 
4.4.2.1 Indian Ocean Reduced Depth Model 
Effects of different reduced depths on computed SLA at Ko Taphao Noi and 
Langkawi in IORDM have been evaluated in Chapter 4.4.1.3. However, due to the 
coarse spatial resolution of IORDM, model result at these two stations could not be 
effectively assessed to determine the optimal reduced depth for the model. This part 
of chapter will attempt to assess quality of SLA representation in SCSMC using tilt 
from IORDM for different reduced depths for calendar year 2004. RMSE and 
correlation coefficient of computed SLA at all thirteen UHSLC stations of SCSMC 
using tilt from IORDM of different reduced depths is presented in Figure 4.32 and 
Figure 4.33 with sum RMSE of all stations presents in Table 4.9. It is shown that tilt 
from IORDM with 400 m reduced depth provides lowest RMSE among all, though 
corresponding correlation value is not the highest. It is noted that correlation values 
of computed SLA at all stations in Malacca Strait are relatively low (less than 0.55). 
This could be due to high frequency signal in tilt from IORDM, which is of hourly 
temporal resolution (Figure 4.34). As tilt from IORDM represents large scale 
geostrophic water level fluctuation due to balance between wind and pressure forcing 
and Coriolis effect taking place in dynamic mixed layer, direct (or unprocessed) 
hourly SLA tilt feed may be contaminated by mesoscale scale eddies generated in 
IORDM and introduced undesirable high frequency signal into SCSMC. Therefore 
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tilt will be further processed by applying moving average filter with varying time 
interval e.g. 1 day, 1 week and 1 month (Figure 4.34). Computed result of SCSMC 
using tilt processed by different filters will be examined. It is believed that moving 
average filter of longer than 1 month would unnecessarily smoothen the high SLA 
variability generated by IORDM that is essential to the non-tidal representation in 
Malacca Strait. 
4.4.2.2 DUACS 
Besides IORDM, another option to establish tilt is satellite altimetry dataset DUACS 
SLA (Chapter 2.2.3). DUACS SLA dataset is provided at 1/4 degree spatial 
resolution at daily temporal resolution. Daily DUACS SLA values (tilt) at location of 
Andaman Sea open boundary support points are obtained by linear interpolation of 
gridded DUACS SLA maps. Figure 4.34 shows DUACS SLA time series that will be 
imposed on open boundary support point AS-3 (Figure 4.31) as tilt. Values deviate 
about 0.1 to 0.2 m from tilts of IORDM particularly during southwest monsoon (May 
to September). 
4.4.3 Results and discussion 
Following section will describe non-tidal representation of present modelling 
approach that includes tilt by validating the computed SLA result. Based on model 
results, other hydrodynamic components such as overall water level, current and 
discharge due to non-tidal flow in Malacca Strait and Singapore Strait will also be 
discussed.  
4.4.3.1 SLA representation in Singapore Regional Waters 
Figure 4.35 and Figure 4.36 show RMSE and correlation coefficient of computed 
SLA at all thirteen UHSLC stations of SCSMC using different filtered tilts from 
IORDM of reduced depth 400 m, and DUACS SLA tilt for calendar year 2004. 
Comparing computed SLA of SCSMC based on tilts from IORDM, RMSE decreases 
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and correlation coefficient increases with increasing moving average time interval 
applied on the tilt. Though RMSE of SLA computed using 30 days filtered tilt is 
comparable to that of DUACS tilt, correlation coefficient of SLA computed using 
DUACS tilt is significantly higher than that of tilt from IORDM. Figure 4.37, Figure 
4.38 and Figure 4.39 compare various computed SLA time series at Langkawi, 
Tanjong Pagar and Cendering, respectively using SCSMC. At Langkawi, computed 
SLA using IORDM tilts is of the same range as observed SLA except during the late 
March, May and early June, when computed SLA using IORDM tilts are highly 
underestimated. It is noted that computed SLA using IORDM without filter show 
greater daily fluctuations than those with filter. Daily SLA fluctuations decrease with 
increasing filter time interval. DUACS SLA tilt, on the other hand, provides a SLA 
trend similar to observation, but perpetually underestimates SLA from April to 
October. At Tanjong Pagar, difference between computed SLA using IORDM tilt and 
DUACS tilt is less significant compared to Langkawi. This implies that the influence 
of tilt reduces greatly through Malacca Strait. Influence of tilt is negligible at 
Cendering as applications of different tilts have computed the same SLA. 
Figure 4.40 and Figure 4.41 compare RMSE and correlation coefficient of computed 
SLA at all thirteen UHSLC stations of SCSMC and SCSMCdd2 without tilt, using 30 
days filtered tilt from IORDM of reduced depth 400 m, and DUACS SLA tilt for 
calendar year 2004. With application of tilt at Andaman Sea open boundary, SLA 
representation in Malacca Strait improves significantly in terms of RMSE and 
correlation for both SCSMC and SCSMCdd2. Similar to results for SCSMC, 
application of DUACS SLA tilt gives better SLA representation than 30 days filtered 
tilt from IORDM in terms of RMSE and correlation. In Malacca Strait, DUACS tilt 
provides significantly higher correlation between computed and observed SLA than 
tilt from IORDM, with correlation value around 0.700 or more at stations from Ko 
Taphao Noi to Kelang. Although correlation near tidal mixing zone (near station 
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Keling and Kukup) remains low, application of tilting significantly improves SLA 
correlation. Comparison of SLA computation using DUACS SLA tilt shows that 
SCSMCdd2 gives a better RMSE and correlation values at Tanjong Pagar than 
SCSMC. Therefore with application of tilt (particularly DUACS SLA tilt), overall 
non-tidal representation in SRW, especially in Malacca Strait improves significantly. 
4.4.3.2 SLA representation in Singapore and Malacca straits 
To illustrate effect of tilt on hydrodynamics in Malacca Strait and Singapore Strait, 
the following will compare computed water level and current at Langkawi and 
Tanjong Pagar, and computed volume flux across CRS03 (Malacca Strait) and 
CRS01 (Singapore Strait) (Figure 3.11) of SCSMCdd2 with different settings. These 
model forcing include (1) tide only, (2) tide and wind forcing, and (3) tide, tilt and 
wind forcing. Tilt applied here is DUACS SLA tilt which has been shown earlier to 
give the best SLA representation in Malacca Strait. 
Minimum and maximum SLA of DUACS tilt occur in February and May, 
respectively, of year 2004 (Figure 4.34). These two months correspond to minimum 
and maximum monthly mean observed SLA in Malacca Strait over 15 years (Figure 
4.5). As such discussion of effect of tilt on hydrodynamics in the Malacca Strait and 
Singapore Strait will focus on these two months.  
Figure 4.42, Figure 4.43 and Figure 4.44 illustrate the SCSMCdd2 computed water 
level, current magnitude and velocity at Langkawi during month of February 2004. 
Computed water level difference between model driven by tide, tilt and wind and 
model driven by tide and wind is negative during February. This implies that tilt 
induces about 0.050 m decrease of water level at Langkawi. However, plots of 
current magnitude (Figure 4.43) and direction (Figure 4.44) show little effect of the 
tilt. In Singapore Strait at Tanjong Pagar, computed water level difference between 
model driven by tide, tilt and wind and driven by tide and wind is very minimal (less 
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than 0.050 m) (Figure 4.45). However, current magnitude is increased by about 0.02 
to 0.04 m/s during end of second week of February when water level difference is 
highest (Figure 4.46). During the same period, flow current direction differs between 
model driven by tide, tilt and wind and model driven by tide and wind, when a flow 
reversal occurs due to the tilt (Figure 4.47). 
In month of May 2004, effect of tilt on the water level at Langkawi is significant; 
about 0.300 m increase during period from middle of second week to the end of the 
month (Figure 4.48). For current flow velocity, similar to February, effect of tilt is not 
apparent (Figure 4.49 and Figure 4.50). At Tanjong Pagar, effect of tilt creates an 
oscillating water level increment of 0.100 m during the period from the middle of 
second week to the end of the month (Figure 4.51). During the same period, there is a 
significant decrease of current magnitude during flooding and ebbing (Figure 4.52), 
with deviation of current direction (Figure 4.53) cause by the tilt. 
Comparing computed hydrodynamics at Langkawi and Tanjong Pagar during 
February and May, effect of tilt plays a larger role in water level at Langkawi in 
Malacca Strait and current velocity at Tanjong Pagar in Singapore Strait. 
Figure 4.54 and Figure 4.55 show cumulative volume flux through Malacca Strait 
(CRS03) and Singapore Strait (CRS01), respectively over year 2004. As width and 
area of both cross sections differ greatly, the difference in volume flux is almost 
double. Nonethless, both straits show a similar seasonal pattern in volume flux 
exchange. Comparing result of model driven by tide, tilt and wind and model driven 
by tide and wind, it can be deduced that tilt induces higher westward flux progression 
during January to February, and eastward flux progression during May to July, 
indicated by steeper gradient of rising and falling of net volume flux. This 
corresponds well to minimum and maximum of applied DUCAS SLA tilt (Figure 
4.34). It is noted that flow reversal of volume flux through the straits is brought 
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forward by a month; occurring in May instead of June, due to the tilt. Tilt has also 
reduces annual net westward flow of volume flux by about 5 x 1011 m3 and 3 x 1011 
m3 through Malacca and Singapore straits, respectively. 
4.5 Preliminary conclusions 
This chapter builds understanding and representation of barotropic non-tidal 
hydrodynamics in SRW using numerical models developed in Chapter 3. Prior to 
modelling, 15 years observed SLA in SRW have been analyzed to study spatial and 
temporal SLA behaviour in the region. It was found that SLA behaviour in SRW is 
classified into two zones: east and west (Malacca Strait) coasts of Malaysia 
Peninsular; with Singapore Strait resembling more of east coast. Monthly 
classification of SLA showed a distinct seasonal SLA variation of the two zones. 
SLA behaviour in Malacca Strait can be categorized into three temporal regimes: 
negative SLA between January and March, positive SLA between May and 
November, and close to zero in April and December which are the transition months. 
On east coast of Malaysia Peninsular, temporal behaviour of SLA correlates well with 
monsoons: positive SLA during northeast monsoon (May to September) and negative 
SLA during southwest monsoon (November to March). Maps of SLA correlation and 
covariance based on gridded satellite dataset show spatial dependencies of SLA in the 
region. They reveal strong dependencies of SLA in Malacca Strait on SLA 
originating in northeastern Indian Ocean. 
For representation of barotropic non-tidal water levels in SRW, numerical models 
were driven by both tidal and meteorological (wind and pressure) forcing. Computed 
hydrodynamics driven by wind forcing is highly dependent on prescribed wind drag 
coefficient. Based on sensitivity testing, Charnock wind drag relation of β = 0.4 is 
found to provide optimal overall SLA representation in SRW. Using presented 
modelling approach (i.e. tidally and meteorologically driven model), SLA was well 
represented in east coast of Malaysia Peninsular and Singapore Strait with RMSE less 
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than 0.110 m and correlation of more than 0.75. However, SLA in Malacca Strait 
could not be represented well with RMSE more than 0.120 m and correlation 
coefficient of less than 0.40. Such results suggest that SLA observed in Malacca 
Strait is not caused by local barotopic effects or SLA generated in South China Sea. 
Instead, SLA in Malacca Strait is generated from a larger oceanographic system of 
Indian Ocean. 
To address this phenomenon, the thesis proposed to impose SLA or tilt directly on the 
open boundary adjacent to Malacca Strait at Andaman Sea open boundary, instead of 
modelling the entire Indian Ocean concurrently with SCSMC or SCSMCdd2 in multi-
domain modelling approach which is computationally infeasible. SLA representation 
of using two sources of tilt: (1) Indian Ocean reduced depth model (IORDM) and (2) 
DUACS were investigated in the chapter. It has been noted that DUACS tilt is based 
on satellite altimetry data and delivered in delayed time, and can only be applied in 
hindcast mode. On the other hand, IORDM tilt originating output of a hydrodynamic 
model driven by meteorological forcing, is ideal for both hindcast and forecast 
modes. To provide most representative IORDM tilt, rigorous sensitivity testing with 
respect to reduced depth, time step and tilt filtering in IORDM and SCSMC has been 
carried out in this thesis. Comparison of SLA represented by SCSMC using tilts from 
both sources, DUACS tilt gives better overall SLA representation in Malacca Strait in 
terms of RMSE and correlation coefficient. 
The chapter also discussed effect of non-tidal forcing i.e. wind, pressure field and tilt 
on hydrodynamics of Malacca and Singapore straits. Besides water level, non-tidal 
forcing has been also observed to cause deviation of current velocity and volume 
fluxes through the straits. There are periods during which occurrence of flow reversal 
due to non-tidal forcing were observed. Rate of volume flux through the straits also 
changes drastically due to non-tidal forcing over a year. Volume flux is directed 
westward during northeast monsoon and eastward during southwest monsoon. Net 
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Table 4.1 Minimum, maximum, mean and standard deviation values of observed 
SLA at 13 UHSLC stations over 15 years (1992-2006) 
Station Minimum (m) Maximum (m) Mean (m) Standard 
deviation (m) 
Ko Taphao Noi -0.623 0.529 0.000 0.123 
Langkawi -0.865 0.431 0.000 0.117 
Penang -0.638 0.682 0.000 0.113 
Lumut -0.835 0.750 0.000 0.107 
Kelang -1.228 1.152 0.000 0.123 
Keling -0.669 0.438 0.000 0.089 
Kukup -1.069 1.050 0.000 0.091 
Tanjong Pagar -0.820 0.755 0.000 0.123 
Sedili -1.057 0.948 0.000 0.154 
Tioman -0.470 0.798 0.000 0.147 
Kuantan -0.498 0.848 0.000 0.160 
Cendering -0.482 0.775 0.000 0.168 
Geting -0.600 0.918 0.000 0.198 
 
Table 4.2 Monthly minimum observed SLA at 13 UHSLC stations over 15 years 
(1992-2006) 
Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Ko 
Taphao 
Noi -0.413 -0.436 -0.480 -0.410 -0.196 -0.415 -0.196 -0.579 -0.247 -0.312 -0.386 -0.623 
Langkawi -0.777 -0.352 -0.365 -0.263 -0.174 -0.181 -0.204 -0.191 -0.208 -0.189 -0.271 -0.865 
Penang -0.638 -0.362 -0.369 -0.282 -0.221 -0.195 -0.293 -0.220 -0.274 -0.235 -0.262 -0.426 
Lumut -0.835 -0.340 -0.362 -0.277 -0.177 -0.161 -0.212 -0.208 -0.239 -0.225 -0.221 -0.303 
Kelang -1.156 -0.607 -0.573 -0.484 -0.372 -0.316 -0.389 -0.363 -1.228 -0.422 -0.364 -0.443 
Keling -0.669 -0.320 -0.312 -0.315 -0.246 -0.245 -0.227 -0.259 -0.251 -0.227 -0.218 -0.225 
Kukup -1.069 -0.378 -0.428 -0.334 -0.341 -0.277 -0.285 -0.464 -0.301 -0.490 -0.213 -0.209 
Tanjong 
Pagar -0.180 -0.219 -0.259 -0.312 -0.328 -0.400 -0.820 -0.374 -0.309 -0.291 -0.320 -0.142 
Sedili -0.302 -0.178 -0.221 -1.057 -0.420 -0.459 -0.454 -0.438 -0.370 -0.367 -0.186 -0.147 
Tioman -0.168 -0.183 -0.190 -0.232 -0.409 -0.428 -0.470 -0.436 -0.349 -0.337 -0.181 -0.132 
Kuantan -0.222 -0.195 -0.208 -0.270 -0.430 -0.458 -0.498 -0.466 -0.364 -0.339 -0.152 -0.179 
Cendering -0.176 -0.192 -0.189 -0.314 -0.397 -0.482 -0.470 -0.417 -0.386 -0.365 -0.220 -0.108 
Geting -0.174 -0.246 -0.244 -0.323 -0.600 -0.582 -0.587 -0.548 -0.465 -0.504 -0.324 -0.106 
 
Table 4.3  Monthly maximum observed SLA at 13 UHSLC stations over 15 years 
(1992-2006) 
Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Ko 
Taphao 
Noi 0.315 0.233 0.407 0.242 0.449 0.529 0.376 0.278 0.307 0.511 0.504 0.393 
Langkawi 0.385 0.122 0.141 0.244 0.429 0.369 0.303 0.371 0.411 0.382 0.431 0.305 
Penang 0.550 0.181 0.229 0.293 0.499 0.682 0.335 0.489 0.345 0.482 0.598 0.270 
Lumut 0.750 0.155 0.149 0.233 0.428 0.368 0.269 0.345 0.309 0.356 0.486 0.280 
Kelang 1.152 0.339 0.377 0.352 0.460 0.510 0.503 0.472 0.419 0.548 0.612 0.517 
Keling 0.438 0.229 0.193 0.203 0.368 0.268 0.251 0.301 0.334 0.364 0.382 0.387 
Kukup 0.787 0.328 0.751 0.297 0.479 0.431 0.344 0.483 0.387 1.050 0.493 0.545 
Tanjong 
Pagar 0.500 0.484 0.513 0.177 0.159 0.141 0.278 0.167 0.232 0.359 0.590 0.755 
Sedili 0.654 0.588 0.655 0.240 0.156 0.100 0.101 0.155 0.265 0.445 0.594 0.948 
Tioman 0.721 0.524 0.604 0.198 0.175 0.046 0.090 0.114 0.243 0.367 0.560 0.798 
Kuantan 0.848 0.510 0.596 0.254 0.226 0.045 0.072 0.110 0.260 0.419 0.564 0.750 
Cendering 0.775 0.534 0.597 0.246 0.178 0.044 0.056 0.106 0.226 0.454 0.696 0.722 




Table 4.4 Monthly mean observed SLA at 13 UHSLC stations over 15 years 
(1992-2006) 
Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Ko 
Taphao 
Noi -0.097 -0.134 -0.109 -0.025 0.087 0.086 0.058 0.045 0.011 0.042 0.054 -0.011 
Langkawi -0.128 -0.144 -0.107 -0.016 0.089 0.082 0.067 0.060 0.020 0.057 0.045 -0.035 
Penang -0.112 -0.130 -0.102 -0.021 0.082 0.073 0.053 0.047 0.011 0.053 0.050 -0.024 
Lumut -0.090 -0.124 -0.099 -0.020 0.067 0.062 0.037 0.036 0.006 0.054 0.066 0.010 
Kelang -0.088 -0.120 -0.099 -0.024 0.064 0.041 0.016 0.021 0.003 0.062 0.070 0.026 
Keling -0.037 -0.074 -0.073 -0.035 0.029 0.009 0.000 0.003 0.002 0.057 0.066 0.052 
Kukup 0.005 -0.040 -0.055 -0.039 0.003 -0.015 -0.026 -0.026 -0.013 0.051 0.079 0.083 
Tanjong 
Pagar 0.114 0.064 0.002 -0.053 -0.070 -0.104 -0.114 -0.099 -0.044 0.028 0.101 0.167 
Sedili 0.165 0.103 0.028 -0.046 -0.106 -0.156 -0.156 -0.138 -0.061 0.034 0.126 0.209 
Tioman 0.143 0.093 0.033 -0.032 -0.095 -0.154 -0.156 -0.139 -0.061 0.049 0.134 0.197 
Kuantan 0.155 0.104 0.041 -0.029 -0.099 -0.173 -0.177 -0.159 -0.078 0.048 0.147 0.214 
Cendering 0.160 0.108 0.045 -0.032 -0.103 -0.183 -0.175 -0.166 -0.092 0.051 0.164 0.227 
Geting 0.172 0.104 0.030 -0.052 -0.131 -0.199 -0.186 -0.179 -0.105 0.047 0.215 0.300 
 
Table 4.5 Monthly standard deviation of observed SLA at 13 UHSLC stations 
over 15 years (1992-2006) 
Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Ko 
Taphao 
Noi 0.121 0.099 0.108 0.086 0.098 0.086 0.070 0.071 0.072 0.097 0.120 0.128 
Langkawi 0.101 0.083 0.081 0.074 0.092 0.078 0.074 0.069 0.068 0.085 0.108 0.099 
Penang 0.105 0.084 0.080 0.078 0.095 0.081 0.077 0.072 0.072 0.091 0.112 0.096 
Lumut 0.100 0.079 0.079 0.075 0.089 0.079 0.075 0.069 0.069 0.090 0.106 0.090 
Kelang 0.113 0.104 0.103 0.094 0.108 0.100 0.094 0.094 0.098 0.115 0.129 0.110 
Keling 0.087 0.077 0.072 0.068 0.078 0.075 0.068 0.066 0.069 0.080 0.093 0.087 
Kukup 0.086 0.085 0.081 0.072 0.074 0.074 0.070 0.074 0.075 0.088 0.091 0.085 
Tanjong 
Pagar 0.095 0.106 0.084 0.063 0.067 0.072 0.072 0.074 0.075 0.075 0.090 0.104 
Sedili 0.108 0.117 0.089 0.066 0.072 0.073 0.074 0.076 0.083 0.081 0.098 0.127 
Tioman 0.100 0.109 0.087 0.062 0.071 0.069 0.068 0.070 0.080 0.080 0.093 0.114 
Kuantan 0.102 0.111 0.090 0.070 0.076 0.073 0.070 0.073 0.084 0.089 0.098 0.116 
Cendering 0.104 0.116 0.094 0.070 0.080 0.074 0.068 0.073 0.087 0.095 0.109 0.121 





Table 4.6 Sum RMSE of SLA at 13 UHSLC stations computed by SCSMC using 
different wind drag coefficients classified under various quarters of year 2004 
(lowest RMSE of each period is underlined) 










Charnock β = 0.01 1.488 1.874 1.461 2.012 1.837 
Charnock β = 0.02 1.424 1.864 1.458 1.946 1.794 
Charnock β = 0.03 1.413 1.862 1.458 1.933 1.786 
Charnock β = 0.04 1.390 1.859 1.457 1.909 1.771 
Charnock β = 0.05 1.362 1.854 1.457 1.879 1.753 
Charnock β = 0.06 1.334 1.850 1.457 1.848 1.734 
Charnock β = 0.07 1.311 1.847 1.457 1.823 1.719 
Charnock β = 0.08 1.296 1.845 1.457 1.806 1.708 
Charnock β = 0.09 1.280 1.843 1.458 1.787 1.697 
Charnock β = 0.1 1.263 1.840 1.459 1.768 1.686 
Charnock β = 0.2 1.159 1.828 1.475 1.633 1.615 
Charnock β = 0.3 1.119 1.825 1.497 1.547 1.580 
Charnock β = 0.4 1.126 1.829 1.526 1.492 1.571 
Charnock β = 0.5 1.174 1.838 1.560 1.467 1.583 
Charnock β = 0.6 1.251 1.852 1.599 1.470 1.616 
Charnock β = 0.7 1.351 1.870 1.642 1.500 1.665 
Smith and Banke 1.487 1.874 1.461 2.011 1.836 
  
Table 4.7 RMSE of SLA at Ko Taphao Noi and Langkawi computed by IORDM 
using different reduced depths 
Reduced depth (m) Ko Taphao Noi Langkawi 
100 0.586 0.580 
150 0.378 0.372 
200 0.278 0.273 
300 0.176 0.173 
400 0.133 0.133 
500 0.117 0.121 
600 0.114 0.119 
700 0.115 0.119 
 
Table 4.8 RMSE of SLA at Ko Taphao Noi and Langkawi computed by IORDM 
of reduced depth 400m using different time steps 
Time step (minutes) Ko Taphao Noi Langkawi 
5 0.1344 0.1330 
10 0.1346 0.1332 
15 0.1349 0.1334 
20 0.1353 0.1338 
30 0.1360 0.1344 
60 0.1374 0.1373 
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Table 4.9 Sum RMSE of SLA at 13 UHSLC stations computed by SCSMC 
applying tilts from IORDM of different reduced depths 
















Figure 4.1 Surface currents in August (adapted from Wyrtki (1961))   
 





Figure 4.3 RADARSAT-1 (C-band, HH) ScanSAR image taken on 26 April 1998 
showing the evolution of the internal waves generated in the Luzon Strait as they 
propagate westward across the South China Sea (adapted from Jackson and 
Apel (2004)) 
 
Figure 4.4 Map showing the geographic distribution of the internal waves 




Figure 4.5 Monthly mean observed SLA at 13 UHSLC stations over 15 years 
(1992-2006) 
 
Figure 4.6 Monthly standard deviation of observed SLA at 13 UHSLC stations 




Figure 4.7 Mean (left) and standard deviation (right) of DUACS SLA in January 
from 1993 to 2006 
  
Figure 4.8 Mean (left) and standard deviation (right) of DUACS SLA in April 





Figure 4.9 Mean (left) and standard deviation (right) of DUACS SLA in July 
from 1993 to 2006 
 
  
Figure 4.10 Mean (left) and standard deviation (right) of DUACS SLA in 





Figure 4.11 Covariance of SLA between Langkawi (reference point) and other 
areas in the region from 1993 to 2006 
 
Figure 4.12 Correlation of SLA between Langkawi (reference point) and other 




Figure 4.13 Covariance of SLA between Tanjong Pagar (reference point) and 
other areas in the region from 1993 to 2006 
 
Figure 4.14 Correlation of SLA between Tanjong Pagar (reference point) and 




Figure 4.15 Covariance of SLA between Cendering (reference point) and other 
areas in the region from 1993 to 2006 
 
Figure 4.16 Correlation of SLA between Cendering (reference point) and other 




Figure 4.17 Wind vectors and pressure field (colour map) on 1st January 2004 of 
ECMWF ERA-Interim database 
 
Figure 4.18  Wind vectors and pressure field (colour map) on 1st July 2004 of 




Figure 4.19 RMSE of computed SLA of SCSMC and SCSMCdd2 driven by tide 
and meteorological forcing for year 2004 at 13 UHSLC stations 
 
Figure 4.20 Correlation coefficient of computed SLA of SCSMC and 





Figure 4.21 SLA time series of observation, SCSMC and SCSMCdd2 at station 
Langkawi 
 
Figure 4.22 SLA time series of observation, SCSMC and SCSMCdd2 at station 
Tanjong Pagar 
 





Figure 4.24 Water level at Tanjong Pagar computed by SCSMCdd2 for the 
period from 4th March 2004 to 10th March 2004 using different forcing 
 
Figure 4.25 Current magnitude at Tanjong Pagar computed by SCSMCdd2 for 
the period from 4th March 2004 to 10th March 2004 using different forcing 
 
Figure 4.26 Current direction at Tanjong Pagar computed by SCSMCdd2 for 




Figure 4.27 Cumulative volume flux through CRS01 (Singapore Strait) 
computed by SCSMCdd2 driven by different forcing; tide only, and tide and 
wind forcing over year 2004 (negative indicates a westward progression) 
 




Figure 4.29 SLA observed and computed by IORDM of different reduced depths 
at Ko Taphao Noi 
 
Figure 4.30  SLA observed and computed by IORDM of different reduced 




Figure 4.31 Andaman Sea open boundary support points of SCSMC (blue grid) 
 
Figure 4.32 RMSE of SLA at 13 UHSLC stations computed by SCSMC applying 




Figure 4.33 Correlation coefficient of SLA at 13 UHSLC stations computed by 
SCSMC applying tilts from IORDM of different reduced depths 
 
Figure 4.34 Various tilts applied on Andaman Sea open boundary support point 





Figure 4.35 RMSE of SLA at 13 UHSLC stations computed by SCSMC using 
DUACS tilt and different IORDM filtered tilts 
 
Figure 4.36 Correlation coefficient of SLA at 13 UHSLC stations computed by 




Figure 4.37 SLA at Langkawi computed by SCSMC using DUACS tilt and 
different IORDM filtered tilts 
 
Figure 4.38 SLA at Tanjong Pagar computed by SCSMC using DUACS tilt and 
different IORDM filtered tilts 
 
Figure 4.39 SLA at Cendering computed by SCSMC using DUACS tilt and 




Figure 4.40 RMSE of SLA computed by SCSMC and SCSMCdd2 without tilt, 
with IORDM 1 month filtered tilts, and DUACS tilt 
 
Figure 4.41 Correlation coefficient of SLA computed by SCSMC and 




Figure 4.42 Water level at Langkawi computed by SCSMCdd2 for February 
2004 using different forcing 
 
Figure 4.43 Current magnitude at Langkawi computed by SCSMCdd2 for 
February 2004 using different forcing 
 
Figure 4.44 Current direction at Langkawi computed by SCSMCdd2 for 




Figure 4.45 Water level at Tanjong Pagar computed by SCSMCdd2 for 
February 2004 using different forcing 
 
Figure 4.46 Current magnitude at Tanjong Pagar computed by SCSMCdd2 for 
February 2004 using different forcing 
 
Figure 4.47 Current direction at Tanjong Pagar computed by SCSMCdd2 for 




Figure 4.48 Water level at Langkawi computed by SCSMCdd2 for May 2004 
using different forcing 
 
Figure 4.49 Current magnitude at Langkawi computed by SCSMCdd2 for May 
2004 using different forcing 
 
Figure 4.50 Current direction at Langkawi computed by SCSMCdd2 for May 





Figure 4.51 Water level at Tanjong Pagar computed by SCSMCdd2 for May 
2004 using different forcing 
 
Figure 4.52 Current magnitude at Tanjong Pagar computed by SCSMCdd2 for 
May 2004 using different forcing 
 
Figure 4.53 Current direction at Tanjong Pagar computed by SCSMCdd2 for 




Figure 4.54 Cumulative volume flux through CRS03 (Malacca Strait) computed 
by SCSMCdd2 using different forcing over year 2004 (negative indicates a 
westward/northward progression) 
 
Figure 4.55 Cumulative volume flux through CRS01 (Singapore Strait) 
computed by SCSMCdd2 using different forcing over year 2004 (negative 




5 Modelling framework I: Hindcast mode 
In Chapter 3 and 4, hydrodynamic modelling of both tide and SLA in SRW have been 
described and shown to represent hydrodynamics well for year 2004. In view of 
developing an accurate and comprehensive hydrodynamic modelling framework 
(Figure 2.1), knowledge about tidal and non-tidal hydrodynamic representation 
attained earlier will be implemented in this chapter for purpose of hindcast. This 
chapter would validate tidal and non-tidal representation of the same modelling 
approach and numerical model applied in Chapter 3 and 4 for hindcast over a longer 
period i.e. 15 years (year 1992 to 2006). Particularly focus will be given to Malacca 
Strait where conventional tide and atmospheric forcing have shown to be insufficient 
to represent local SLA (see Chapter 4.3). Besides validation, this chapter also 
discusses long term hydrodynamic prediction models in terms of annual and seasonal 
trends observed over the 15 years. 
5.1 Approach 
As described earlier in Chapter 4.4, in order to represent both tidal and non-tidal 
hydrodynamics in SRW, modelling approach should involve a numerical model 
driven by both tidal and meteorological forcing, and additional tilt at Andaman Sea 
open boundary.  
5.1.1 Hydrodynamic model 
Two well-calibrated hydrodynamic tidal models; SCSMC and SCSMCdd2 are used 
in this chapter for tidal and SLA representations. Details of configuration and quality 
of these two hydrodynamic models are described in Chapter 3. 
5.1.2 Meteorological data 
In present modelling approach (same as in Chapter 4), reanalyzed global 
meteorological data (wind and atmospheric pressure, obtained from ECMWF ERA-
Interim database (www.ecmwf.int)) are used to apply forcing to hydrodynamic 
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model. Meteorological data is of 0.75 degree spatial grid resolutions, with a 6 hourly 
temporal resolution.  
5.1.3 Tilt 
Chapter 4.4 discusses improvements of non-tidal representation in Malacca Strait 
with application of tilt along Andaman Sea open boundary in SCSMC and 
SCSMCdd2. It is noted that tilt or SLA is part of complex response of ocean to 
changes in atmosphere including heat, wind, pressure, etc (Enfield and Allen, 1980). 
Large scale ocean-atmosphere coupled phenomena such as El Niño Southern 
Oscillation (ENSO) and Indian Ocean Dipole (IOD) which play important role in 
changes of sea-surface temperature (SST) of Pacific Ocean and Indian Ocean 
respectively, may also influence hydrodynamic response (such as SLA) of the oceans 
(Feng et al., 2001; Meyers, 1996). Since the is applied on Andaman Sea open 
boundary in SCSMC and SCSMCdd2 which is connected to Indian Ocean, IOD 
phenomenon could be of more relevance here.  
IOD is an interannual climate anomaly characterized by a SST anomaly of opposing 
sign in western and eastern tropical Indian Ocean (Saji et al., 1999), accompanied 
with strong zonal wind anomalies in equatorial Indian Ocean (Webster et al., 1999). 
Saji et al. (1999) demonstrated that intensity of SST dipole mode and strength of 
zonal wind anomaly over Equator are strongly dependent on each other. A positive 
IOD event would have a warmer SST in western Indian Ocean relative to east with 
easterly wind anomalies across Indian Ocean, and vice-versa for a negative IOD 
event. Intensity of IOD is indicated by the Dipole Model Index (DMI) which is 
derived from anomalous SST gradient between western and southeastern equatorial 
Indian Ocean. Based on Hadley Centre Sea Ice and Sea Surface Temperature 
(HadISST) dataset, Japan Agency for Marine-Earth Science and Technology 
(JAMSTEC) derived monthly DMI values 
(http://www.jamstec.go.jp/frcgc/research/d1/iod/DATA/dmi_HadISST.txt). They are 
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presented in Figure 5.1 for 15 years (1992-2006) period. Saji et al. (1999) analyzed 
seasonal phase characteristic of DMI time series during IOD events in which 
significant anomalies appear during June and intensify over subsequent months till 
October when peak is reached. This life cycle of IOD event can be observed in Figure 
5.1, and is especially pronounced in year of 1994, 1996, 1997 and 1998.  
As presented earlier, for calendar year 2004 SCSMC and SCSMCdd2 give the best 
SLA representation in SRW with DUACS SLA data applied as tilt. This is reasonable 
as DUACS SLA dataset is based on measurement data from satellites and can be 
considered as observed SLA. Imposing actual observed tilt instead of SLA computed 
by another model such as IORDM in SCSMC or SCSMCdd2 definitely yields better 
computed hydrodynamic representation. However, from perspective of an accurate 
hydrodynamic prediction of SRW, especially in forecasting mode when DUACS data 
are not available in real time, it would be useful to understand how modelling 
approach of IORDM performs in terms of SLA representation in area near Malacca 
Strait by comparing long term tilts of DUACS and IORDM.  
Figure 5.2 illustrates 15 years (1992-2006) tilts of both IORDM and DUACS. It is 
noted that IORDM tilt is result of a 1 month moving average filtered water level 
derived from a IORDM with 400 m reduced depth (see Chapter 4.4 for details), while 
DUACS tilt only begins with year 1993. Based on visual observation of the two tilts, 
IORDM gives an almost monotonous seasonal SLA trend with negative SLA at the 
beginning of a year and increases to a positive SLA peak (about 0.200 m and above) 
during mid-year, then decreases towards the end of the year. DUACS tilt on the other 
hand shows a highly fluctuating SLA over each year with no apparent trend observed. 
RMSD and correlation coefficient between the two tilts at boundary support point 
AS-3 (Figure 5.2) are computed on annual basis and presented in Figure 5.3 and 
Figure 5.4 respectively. It is observed that RMSD between the tilts is high (greater 
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than 0.130 m) in years 1994, 1997 and 1999 with corresponding correlation 
coefficient values of 0.21, 0.21 and -0.05 respectively. It is noted that year 1994 and 
1997 are years of significantly positive high DMI. Figure 5.2 illustrates that DUACS 
tilt is much smaller than IORDM tilt during these two years. Interestingly, during 
years of extreme negative DMI (1996 and 1998), RMSD and correlation coefficient 
values between the two tilts show relatively better agreement with each other 
compared to other years. 
5.2 Results and discussion 
Same as in earlier chapters, evaluation or validation of tide and non-tidal water levels 
computed by SCSMC and SCSMCdd2 are carried separately, to properly assess 
individual component spatially and temporally. This validation of model results is 
carried out for period of 15 years (1992-2006) at each of 13 UHSLC stations in SRW. 
To evaluate non-tidal representation of different sectors of SRW using different tilts, 
computed SLA will be examined on a yearly basis over 15 years at Langkawi, 
Tanjong Pagar and Cendering, each representing Malacca Strait, Singapore Strait and 
east coast of Malaysia Peninsular, respectively. With 15 years of computed 
hydrodynamics, monthly averaged non-tidal water level and current are presented 
spatially to illustrate the non-tidal hydrodynamic patterns of SRW during each month 
of year. 
5.2.1 Tidal representation 
Chapter 3 outlined computation of summed vector difference (SVD) between model 
result and observed tide based on amplitude and phase of individual tidal constituent 
to evaluate tidal representations of model in different parts of the model domain for 
year 2004. Present chapter would assess 15 years (1992-2006) of tidal representation 
in SRW by calculating RMSE and correlation coefficient between observed tide and 
computed water level of tidally driven SCSMC and SCSMCdd2 at each of 13 
UHSLC stations. They are presented in Figure 5.5 and Figure 5.6. It is shown that 
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RMSE ranges from 0.100 m to 0.310 m for SCSMC and from 0.070 m to 0.200 m for 
SCSMCdd2. Comparing the two models, SCSMCdd2 represents tide more accurately 
from station Penang to Sedili, especially at Tanjong Pagar. Correlation coefficients of 
both models are comparable, with all stations having values larger than 0.90.  
5.2.2 Non-tidal representation 
Validation of non-tidal representation of tidally and meteorologically driven SCSMC 
and SCSMCdd2 with different tilts at Andaman Sea boundary will be carried in 
separate regions: overall SRW represented by 13 UHSLC stations, Malacca Strait 
represented by Langkawi, Singapore Strait represented by Tanjong Pagar, and east 
coast of Malaysia Peninsular represented by Cendering. Definition of computed SLA 
here remains the same as in Chapter 4.3.1.3. 
5.2.2.1 SLA representation in Singapore Regional Waters 
Figure 5.7 and Figure 5.8 show RMSE and correlation coefficient of computed SLA 
for two models using different tilts over 14 years (1993-2006), respectively. Choice 
of validating SLA representation using 14 years instead of 15 years is used here for 
fair comparison of application of the two tilts due to the fact that DUACS is only 
available from 1993 onwards. RMSE and correlation coefficient of SCSMC and 
SCSMCdd2 at each station are comparable and not affected by applied tilt, except for 
station Kukup and Tanjong Pagar. Comparing two different applied tilts, SLA 
computed using DUACS tilt gives a lower RMSE and higher correlation values at 
stations in the Malacca Strait, and SLA computed using both tilts show comparable 
RMSE and correlation values at stations in the Singapore Strait and east coast of 
Malaysia Peninsular. RMSE of models using DUACS tilt ranges between 0.100 m 
and 0.125 m over entire SRW. Corresponding correlation coefficients range between 
0.42 and 0.82, with Kelang, Keling and Kukup having correlation coefficients less 
than 0.70. For model using IORDM one month filtered tilt, RMSE values range 
between 0.100 m and 0.130 m over entire SRW, while correlation coefficients range 
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between 0.20 and 0.60 in Malacca Strait, more than 0.70 in Singapore Strait and east 
coast of Malaysia Peninsular. Therefore application of DUACS tilt in SCSMC or 
SCSMCdd2 yields better non-tidal representation in SRW than IORDM tilt. 
5.2.2.2 SLA representation in Malacca Strait (Langkawi) 
In this section, long term non-tidal representation of Malacca Strait is evaluated as 
SLA computed at Langkawi. Figure 5.9 and Figure 5.10 show RMSE and correlation 
coefficient of computed SLA for the two models using different tilts for each of 15 
years (1992-2006), respectively. It is noted that DUACS tilt is only available from 
1993 onwards. As such there is no computation using DUACS tilt in year 1992. It is 
observed that there is no significant difference in RMSE and correlation coefficient 
between SLA computed by SCSMC and SCSMCdd2 when results are based on the 
same tilt. During 15 years period, computed SLA at Langkawi using IORDM tilt 
gives annual RMSE values between 0.080 m and 0.140 m, with correlation values of 
0.10 to 0.80. On the other hand, for SLA computed using DUACS tilt, the annual 
RMSE values are within the range of 0.060 m to 0.170 m, and correlation values of 
0.60 to 0.90. Interestingly, during years of positive DMI (1994, 1997, 2002 and 
2006), RMSE of DUACS tilt is significantly higher than that of IORDM tilt by about 
0.02 to 0.04 m, while correlation values during these four years remain above 
IORDM (more than 0.70) except for year 1994 where correlation value is the lowest 
(around 0.60) among the 14 years. This indicates poor SLA representation in the 
Malacca Strait by SCSMC or SCSMCdd2 when using DUACS tilt during positive 
IOD events. This could be due to baroclinic effects associated with high SST 
anomaly during IOD events, which are not taken into account in the present 
barotropic model. 
Figure 5.11 presents time series of observed and computed SLA of SCSMCdd2 using 
different tilts from 1993 to 2006. Since hourly time series shown in Figure 5.11 
exhibit high daily fluctuations, a 30 day moving average filter is applied on these 
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SLA time series and presented in Figure 5.12 for convenient visualization. It is noted 
that individual SLA events whether negative or positive are dampened due to 
application of the filter. As such only general monthly trend of SLA time series will 
be examined. Based on Figure 5.12, computed SLA using DUACS tilt shows a 
consistent underestimation over the 14 years. However monthly SLA pattern closely 
resembles observed SLA, which can explain high correlation values shown in Figure 
5.10. This SLA underestimation is magnified during the years of positive IOD events, 
which explains relatively high RMSE during 1994, 1997, 2002 and 2006 (Figure 5.9). 
In Figure 5.12, SLA computed using IORDM tilt gives a seasonal SLA trend for the 
14 years; positive SLA during middle months of a year, and negative SLA during 
beginning and end of a year. In the case of using IORDM tilt, there is no apparent 
similarity between trends of observed and computed SLA, except for their seasonal 
signs, which is the cause for the poor correlation in Figure 5.10. 
5.2.2.3 SLA representation in Singapore Strait (Tanjong Pagar) 
SLA computed at Tanjong Pagar is used for evaluation of long term non-tidal 
representation of Singapore Strait. Figure 5.13 and Figure 5.14 show RMSE and 
correlation coefficient of computed SLA for the two models using different tilts for 
each of the 15 years (1992-2006), respectively. As Tanjong Pagar is a station with 
significant improvement in tidal and non-tidal representation of SCSMCdd2 over 
SCSMC (Chapter 3.3 and 4.4), there is difference in RMSE and correlation 
coefficient of SLA computed using SCSMC and SCSMCdd2, with SCSMCdd2 
giving a lower RMSE and higher correlation coefficient almost every year. Compared 
to SLA computed at Langkawi, SLA computed at Tanjong Pagar shows less error (15 
percent or less) in RMSE and correlation coefficient when different tilts are applied. 
Considering only SCSMCdd2 SLA computation, RMSE values are in range between 
0.080 to 0.130 m using IORDM tilt and 0.080 to 0.125 m using DUACS tilt, and 
correlation values are in range between 0.55 to 0.75 and 0.60 to 0.80 for using 
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IORDM and DUACS tilt, respectively. Similar to Langkawi, Tanjong Pagar shows 
higher RMSE of SLA computed using DUCAS tilt than that of IORDM tilt during 
years of positive IOD event, and lower RMSE during other years.  
Figure 5.15 and Figure 5.16 show observed and computed SLA using SCSMCdd2 at 
Tanjong Pagar between 1993 and 2006, without filter and with 30 day moving 
average filter respectively. Based on Figure 5.16, there are occasions of 
overestimation of short term positive and negative SLA events at Tanjong Pagar. It is 
noted that modelling of these individual short term extreme SLA events are beyond 
the scope of this thesis. Based on Figure 5.16, different tilts give little difference 
between computed SLA at Tanjong Pagar. Effects of applying different tilts have 
little impact on Singapore Strait and are not as significant as in Malacca Strait. 
Compared to observed SLA, computed SLA is underestimated during northeast 
monsoon (November to February). 
5.2.2.4 SLA representation in east coast of Malaysia Peninsular (Cendering) 
SLA computed at Cendering is used for evaluation of long term non-tidal 
representation along east coast of Malaysia Peninsular. Figure 5.17 and Figure 5.18 
show the RMSE and correlation coefficient of computed SLA for the two models 
using different tilts for each of 15 years (1992-2006), respectively. The difference in 
RMSE and correlation coefficient of SLA computed using SCSMC and SCSMCdd2 
is minimal, with SCSMC slightly lower than SCSMCdd2. Figure 5.19 and Figure 
5.20 show observed and computed SLA using SCSMCdd2 at Cendering from 1993 to 
2006, without filter and with 30 day moving average filter respectively. Effect of 
different tilts is negligible as RMSE and correlation coefficient show almost zero 
difference between SLA computed based on IORDM and DUACS tilt, which can also 
be observed in SLA time series plots (Figure 5.19 and Figure 5.20). RMSE and 
correlation coefficient of computed SLA are in range between 0.090 to 0.110 m and 
0.75 to 0.88, respectively. It is noted that RMSE of computed SLA at Tanjong Pagar 
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and Cendering using DUACS tilt is lowest in year 2004, and is probably due to the 
fact that tidal and non-tidal representations of the model are calibrated for that 
particular year (Chapter 3 and 4). 
Station at Tanjong Pagar reveals significant improvement in both tidal and non-tidal 
representation of SCSMCdd2 over SCSMC. There are improvements in both RMSE 
and correlation coefficient of SLA computed using SCSMC and SCSMCdd2, with 
SCSMCdd2 giving lower RMSE and higher correlation coefficient almost every year. 
Compared to SLA computed at Langkawi, SLA computed at Tanjong Pagar shows 
less difference (15 percent or less) in RMSE and correlation coefficient with 
application of different tilts. Considering only SCSMCdd2 SLA computation, RMSE 
values are in range between 0.080 to 0.130 m using IORDM tilt and 0.080 to 0.125 m 
using DUACS tilt, and correlation values are in range between 0.55-0.75 and 0.60-
0.80 for using IORDM and DUACS tilt, respectively. Similar to Langkawi, station at 
Tanjong Pagar shows higher RMSE of SLA computed using DUCAS tilt than that of 
IORDM tilt during the years of positive IOD event, and lower RMSE during other 
years. Based on Figure 5.20, seasonal SLA trend at Cendering i.e. positive during 
northeast monsoon (November to February) and negative during southwest monsoon 
(May to September), is well captured by the model. However there is slight 
underestimated of positive SLA during northeast monsoon. 
5.2.3 Monthly averaged current maps 
In validation process outlined earlier, SCSMCdd2 has been simulated with tidal, 
DUACS tilt and meteorological forcing over period of 14 years (1993-2006). This 
section of the chapter will illustrate seasonal hydrodynamic patterns in SRW. 
Monthly composites (averages) of hourly spatial hydrodynamic data computed by 
SCSMCdd2 in period between 1993 and 2006 are compiled to illustrate 
hydrodynamic pattern during each season. Four months: January, April, July and 
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October, are selected to represent the northeast, first inter-, southwest and second 
inter- monsoon months, respectively.  
5.2.3.1 Northeast monsoon 
Figure 5.21 illustrates mean current flow in SRW during January (northeast monsoon 
month). During northeast monsoon, strong southwestward flow of 0.30 m/s from 
south of Vietnam diverges near the Gulf of Thailand and induces a southward flow of 
0.20 m/s along east coast of Malaysia Peninsular. This alongshore current continues 
to flow southwards into Java Sea with part of it intruding westward into Singapore 
Strait at magnitude greater than 0.20 m/s. In Malacca Strait, northwestward flow of 
greater than 0.10 m/s is observed in stretch between Kukup to Lumut with the flow 
decreasing by 70 percent beyond Lumut. Direction of flow in Malacca Strait is 
consistent with results presented in Figure 4.54. 
5.2.3.2 First inter-monsoon 
Figure 5.22 illustrates mean current flow in SRW during April (first inter-monsoon 
month). On east coast of Malaysia Peninsular, this is a weak anticlockwise gyre near 
Cendering and Kuantan with flow velocity of less than 0.07 m/s, and flow south of 
Langkawi diminishing to less than 0.02 m/s. This flow pattern seems to be remnant of 
the northeast monsoon flow. In both Singapore Strait and Malacca Strait, net flow is 
less than 0.02 m/s with no dominant flow direction. 
5.2.3.3 Southwest monsoon 
Figure 5.23 illustrates mean current flow in SRW during July (southwest monsoon 
month). Strong current from Java Sea flowing northward along east coast of Malaysia 
Peninsular with magnitude of 0.30 m/s near Java Sea, gradually decreasing to 0.12 
m/s near Cendering. This current splits approximately at latitude of 7 degree North, 
into a weak alongshore current flowing into Gulf of Thailand and another 0.10 m/s 
current flowing in northwestern direction towards Vietnam. Eastward flow of 
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magnitude between 0.10 m/s and 0.18 m/s is observed in Singapore Strait during 
southwest monsoon. In Malacca Strait, weak southeastward flow of less than 0.06 m/s 
is observed in stretch between Kukup and Kelang and negligible flow is observed in 
the rest of the strait. Comparing Figure 5.21 and Figure 5.23, flow pattern in SRW 
during southwest monsoon is opposite of that during northeast monsoon but with a 
slightly lower magnitude. 
5.2.3.4 Second inter-monsoon 
Figure 5.24 presents mean current flow in SRW during October (second inter- 
monsoon month). Overall flow in SRW is relatively weak during this monsoon 
season, with flow magnitude less than 0.02 m/s except in the south near Java Sea 
where the magnitude is slightly higher; about 0.05 m/s which is probably remnant of 
the southwest monsoon. Relatively strong southward current (0.10 m/s) near 
southeast of Vietnam signals the beginning of the dominant Northeast monsoon flow 




5.3 Preliminary conclusions 
This chapter presented validation results for tidal and non-tidal representations in 
SRW of hydrodynamic models SCSMC and SCSMCdd2 over minimum of 14 years 
hindcast period based on in situ water level measurement from UHSLC. For tidal 
representation, RMSE ranges from 0.100 m to 0.310 m for SCSMC and from 0.070 m 
to 0.200 m for SCSMCdd2, and correlation coefficient of both models larger than 
0.90. For non-tidal representation, two different tilts (DUACS and IORDM) are 
applied at Andaman Sea boundary of tidally and meteorologically driven SCSMC and 
SCSMCdd2. The model with DUACS tilt has shown to yield better overall result than 
that of IORDM tilt. It is noted that the effects of different tilts introduced in models 
have little impact on Singapore Strait with improvements not as significant as in 
Malacca Strait. The effect of tilt is almost negligible along the east coast of Malaysia 
Peninsular.  
In non-tidal representation of Malacca Strait and Singapore Strait, except during 
positive DMI years (i.e. positive IOD events), use of DUACS tilt induces better result 
than that of IORDM tilt. This could be due to baroclinic effects associated with high 
SST anomaly during IOD events, which are not taken into account in the present 
barotropic model. By studying the 30 day moving average filtered SLA time series, a 
consistent underestimation in SLA trend computed by using DUACS tilt is observed 
over the 14 years period and is magnified during the positive DMI years. It is noted 
that no apparent similarity between the trends of observed and computed SLA using 
IORDM tilt, except for their seasonal signs. In Singapore Strait and east coast of 
Malaysia Peninsular, computed SLA is underestimated during Northeast monsoon. 
This chapter also studied the mean current (residual) flow in SRW during different 
monsoon seasons of the year. During northeast monsoon, there is a southward along 
shore flow along east coast of Malaysia Peninsular, with part of it entering the 
Singapore Strait. On west coast, a northwestward flow is observed in south of 
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Malacca Strait which drastically reduces as it approaches towards Andaman Sea. 
During southwest monsoon, the flow reverses northwards in east coast of Malaysia 
Peninsular, and low flow magnitude is observed in Malacca Strait. Flow pattern in 
SRW during southwest monsoon is opposite of that during northeast monsoon but 
with a slightly lower magnitude. Current flow during inter-monsoons is relatively 
weaker with slow remnant flow of preceding monsoon. 
Since there is a constant underestimation of computed underestimation of computed 
SLA in Malacca Strait using DUACS tilt, water level tilt may not be sufficient to 
correctly force the SLA in the Malacca Strait. Hence, instead of imposing water level 
tilt at Andaman Sea, current velocity can be considered to be imposed as additional 





Figure 5.1 Monthly Dipole Mode Index (DMI) provided by JAMSTEC 
 
Figure 5.2 SLA tilt of IORDM and DUACS at Andaman Sea open boundary 




Figure 5.3 RMSD between DUACS tilt and IORDM 1 month moving average 
filtered tilt for each year from 1993 to 2006 
 
Figure 5.4 Correlation coefficient between DUACS tilt and IORDM 1 month 





Figure 5.5 RMSE of computed tide at 13 UHSLC stations using SCSMC and 
SCSMCdd2 over 15 years (1992-2006) 
 
Figure 5.6 Correlation coefficient of computed tide at 13 UHSLC stations using 








Figure 5.7 RMSE of computed SLA at 13 UHSLC stations using SCSMC and 
SCSMCdd2 over 15 years (1992-2006) 
 
Figure 5.8 Correlation coefficient of computed SLA at 13 UHSLC stations using 








Figure 5.9 Annual RMSE of computed SLA at Langkawi using SCSMC and 
SCSMCdd2 applied with different tilts 
 
Figure 5.10  Annual correlation coefficient of computed SLA at Langkawi using 
SCSMC and SCSMCdd2 applied with different tilts 
 
Figure 5.11 Time series of 14 years (1993-2006) observed SLA and computed 




Figure 5.12 30 day moving average filtered time series of 14 years (1993-2006) 
observed SLA and computed SLA at Langkawi using SCSMCdd2 applied with 
different tilts 
 
Figure 5.13 Annual RMSE of computed SLA at Tanjong Pagar using SCSMC 
and SCSMCdd2 applied with different tilts 
 
Figure 5.14 Annual correlation coefficient of computed SLA at Tanjong Pagar 





Figure 5.15 Time series of 14 years (1993-2006) observed SLA and computed 
SLA at Tanjong Pagar using SCSMCdd2 applied with different tilts 
 
Figure 5.16 30 day moving average filtered time series of 14 years (1993-2006) 
observed SLA and computed SLA at Tanjong Pagar using SCSMCdd2 applied 
with different tilts 
 
Figure 5.17 Annual RMSE of computed SLA at Cendering using SCSMC and 




Figure 5.18 Annual correlation coefficient of computed SLA at Cendering using 
SCSMC and SCSMCdd2 applied with different tilts 
 
Figure 5.19 Time series of 14 years (1993-2006) observed SLA and computed 
SLA at Cendering using SCSMCdd2 applied with different tilts 
 
Figure 5.20 30 day moving average filtered time series of 14 years (1993-2006) 





Figure 5.21 Current flow field in January derived from monthly composite 
(average) of current flow field computed by SCSMCdd2 from year 1993 to 2006 
with red triangles indicating UHSLC stations 
 
Figure 5.22 Current flow field in April derived from monthly composite 
(average) of current flow field computed by SCSMCdd2 from year 1993 to 2006 




Figure 5.23 Current flow field in July derived from monthly composite (average) 
of current flow field computed by SCSMCdd2 from year 1993 to 2006 with red 
triangles indicating UHSLC stations 
 
Figure 5.24 Current flow field in October derived from monthly composite 
(average) of current flow field computed by SCSMCdd2 from year 1993 to 2006 
with red triangles indicating UHSLC stations   
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6 Modelling framework II: Uncertainty characterization of 
numerical model prediction for application in forecast 
mode 
In earlier chapters, relentless calibrations and attempts to improve performance of 
most of numerical models have been carried out to improve hydrodynamic 
representation in the region. However, such numerical models, in general, will always 
remain imperfect in representing the sea state even if its parameters have been 
optimally determined. This is due to number of assumptions introduced in governing 
mathematical equations of models, discretization of continuous flow field during the 
integration process, lack of complete understanding of governing physical processes 
and imperfect knowledge about initial conditions and forcing terms (Babovic et al., 
2001). To use such models for operational real-world purposes, it is important to 
understand and characterize uncertainties which arise from model application. Based 
on adequately characterized uncertainties, users can be made aware of possible errors 
when using model forecast and facilitate decision-making processes for marine 
activities. This chapter analyzes model uncertainties and provides insights into spatial 
and temporal variability of model residuals to gain additional insights into 
hydrodynamic regimes of SRW. With residuals and uncertainties appropriately 
characterized, prediction of expected residual value with statistically characterized 
confidence can be made to enhance utility of the model results.  
6.1 Background 
Over past few decades more and more users rely on numerical models to provide 
insights to physical processes and help in decision-making. Popularity of using 
numerical models for prediction purposes has increased mainly due to lower cost 
compared to physical models and large scale intensive monitoring programs. 
However in most cases, lack of spatial and temporal completeness in observation data 
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hinders full extent of numerical model validation. This in turn triggers users to 
question accuracy and usefulness of model prediction. It is therefore useful to 
recognize uncertainty of model prediction at the very start and take into account of 
many possible realistic outcomes (Beven, 2000). To do so, proper analysis and 
quantification of uncertainty associated with model assumptions and predictions is 
required.  
Researchers have developed different types of frameworks and strategies to analyze, 
quantify or evaluate uncertainty within numerical models (Hall and Solomatine, 
2008; Refsgaard et al., 2007). Walker et al. (2003) classified nature or source of 
uncertainties in models into two types: epistemic and ontological. Epistemic 
uncertainty results from error in model structure, parameters and input data, while 
ontological uncertainty results from random and chaotic behavior of the natural 
systems. Epistemic uncertainty is quantifiable and can be minimized by increasing 
understanding of the mechanisms of the physical processes in natural system or 
improving quality and quantity of sample data provided to the model (Camacho and 
Martin, 2013). There are many studies related to analysis and quantification of 
different types of epistemic uncertainties: model structure uncertainty (Butts et al., 
2004; Refsgaard et al., 2006; Tsai, 2010), parametric uncertainty (Carpenter and 
Georgakakos, 2004; McIntyre et al., 2002; Seibert, 1997), and input data uncertainty 
(Blumberg and Georgas, 2008; Mailhot and Villeneuve, 2003). Uncertainties are 
characterized using various types of techniques such as Bayesian Model Averaging 
(Raftery et al., 2005), First Order Variance Analysis (FOVA) (Zhang and Yu, 2004), 
Bayesian Monte Carlo (BMC) (Dilks et al., 1992), Generalized Likelihood 
Uncertainty Estimation method (GLUE) (Beven and Binley, 1992), and Chaos theory 
(Babovic et al., 2005; Sannasiraj et al., 2004; Sun et al., 2009b; Wang and Babovic, 
2014). It is noted that most of these techniques are developed and applied in 
hydrological setting. Few uncertainty evaluation studies have been done in field of 
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hydrodynamic modelling of coastal areas as compared to the vast publications on 
uncertainty analysis in the field of hydrologic and climate modelling (Karri et al., 
2013; Keijzer and Babovic, 1999b; Sannasiraj et al., 2005; Vojinovic et al., 2003). 
Impacts of different sources of errors on predictive capacity of hydrodynamic models 
are not well understood, and strategies for quantifying different sources of uncertainty 
in practical hydrodynamic model applications are still in developmental stage 
(Camacho and Martin, 2013).  
Instead of evaluating epistemic uncertainties individually, this thesis aims to evaluate 
model outcome uncertainty, which is sometimes referred to as the prediction error. 
Model outcome uncertainty refers to accumulated uncertainty caused by all epistemic 
uncertainties mentioned above (model structure, parameter and input data) which 
propagate through the model and are reflected in the resulting estimates of outcomes 
of interest (Walker et al., 2003). As this uncertainty evaluation focuses on ‘total’ 
uncertainty quantification of model prediction, it is of interest to decision-makers 
who are direct users of the prediction (Tay et al., 2014). 
Based on earlier chapters, this thesis has presented four numerical model 
configurations (Table 6.1). In the context of this chapter, model ID will be given to 
each of the model configurations of easy referencing: 
• Model A – Tide driven model 
• Model B – Tide and meteorologically driven model 
• Model C – Tide and meteorologically driven model with DUACS tilt 
• Model D – Tide and meteorologically driven model with IORDM tilt 
This chapter characterizes uncertainty of each of model configurations, ranging from 
the simplest to the most complex. Complexity of model configuration depends on 
number of input parameters such as model forcing terms and the effort required to 
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obtain these input. For example, IORDM tilt is more complex than DUACS tilt 
because of its requirement to simulate the IORDM model with meteorological forcing 
over the same simulation period. SCSMC is chosen as the model of focus for the 
uncertainty characterization, due to its simplicity and efficiency. Nonetheless, 
methodology proposed here to characterize model uncertainty can be easily 
transferred and applied on SCSMCdd2 and SCSMCdd3. 
Due to limitation in spatial coverage of available observation data, different model 
configurations may be analyzed differently in order to characterize associated 
uncertainties with respect to type of observation data. In this chapter, two types of 
observation data are used; insitu water level measured and SLA derived from satellite 
altimetry data. The former is referred to as ‘total water level’, as no preprocessing 
procedure to separate the tidal and non-tidal water level from the measurement has 
been applied as described in Chapter 2.2. Latter is referred to as ‘non-tidal water 
level’ in context of this thesis. Subsequent sections of the chapter will describe 
approach and result of uncertainty characterization of corresponding model 
configurations with respect to two different water level representations. 
6.2 Approach 
Following section describes general steps to characterize temporal uncertainty of the 
model for both types of water level representations at a specific location with 
available observation data. 
1. Determine the model residuals by subtracting the model results from 
observations;  
2. Obtain monthly residual dataset by categorizing the residuals based on 
month; 
3. Compute mean and standard deviation of each monthly residual dataset; 
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4. Obtain an empirical cumulative distribution function (ECDF) or empirical 
probability distribution function (EPDF) for the residual of each month by 
binning the residual data and plotting the corresponding histograms for each 
month; 
5. Based on the ECDF, derive 95 percent confidence interval of residual using 
the 2.5 and 97.5 percentile to mark the lower and upper bounds of the model 
prediction error on a certain month.  
For spatial uncertainty characterization of model, depending on type of observation, 
spatial interpolation is carried out either before or after temporal characterization 
described above. This will be further elaborated upon in the subsequent sections of 
the chapter. 
6.2.1 Interpretation of residual and uncertainty of a model 
This chapter mainly focuses on model uncertainty reflected in model residual. Model 
residual is defined as the mismatch (or difference) between numerical model result 
and observation. Prior to describing the technical approach of uncertainty 
characterization, there is a need to explicitly provide interpretation of relevant 
variables and parameters used. In the view of water level prediction, interpretation of 
variables and parameters can be made as follows: 
• Model residual at a particular time instance can be interpreted as the 
prediction error;  
• Mean of the residual dataset is interpreted as the bias in the prediction; 
• Standard deviation or variance of the residual dataset is interpreted as a 
measure of uncertainty in the model prediction; a higher/lower variance in the 
residual dataset indicates that the degree of prediction error deviating from 
the mean is higher/lower;  
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• Probability distribution function (PDF) of residual dataset provides 
information of the predictive capability of model relating to the bias (mean) 
and uncertainty (standard deviation).  
Using Gaussian distribution as an example, Figure 6.1 shows PDF of residuals dataset 
of model I and II of the same mean. Residual PDF of Model I shows a narrow spread 
while that of Model II shows a wider spread, and standard deviation is a measure of 
this spread. Technically, prediction of Model I is more accurate than that of Model II 
after the bias correction, as possibility of the corrected Model I residual to deviate 
from zero is smaller than that of Model II based on the spread of their PDF. In other 
words, the range of possible model residual values within the 95 percent confidence 
band is smaller for Model I than Model II. 
6.3 Total water level representation  
In order to characterize uncertainties of total water level representation of a numerical 
model, the most important requirement is availability of total water level 
measurements. In present case total water level measurements are available within 
UHSLC dataset at discrete coastal locations in the area of interest. In this section, due 
to relatively sparse location of observation points, spatial uncertainty characterization 
of model prediction is restricted to narrow areas such as Malacca Strait. Assuming the 
strait to behave like a channel with longitudinal flow as dominant flow direction, 
uncertainty characterization carried out at level of individual stations in the strait can 
be linearly interpolated over segments of the strait to create a spatial uncertainty map 
of the strait. Assumption of Malacca Strait behaving like such a channel is reasonable 
based on the high cross-sectional discharge through the strait as demonstrated in 
Chapter 3.2.3. As such, area of interest for uncertainty characterization of total water 
level representation will be entire Malacca Strait. 
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The model used here for characterization of uncertainties is SCSMC with only tidal 
forcing (Model A), which is the simplest model among all listed in Table 6.1. The 
model is tide driven at the open boundaries where water levels are determined by 
constant amplitude and phase of prescribed tidal constituents. Deterministic nature of 
tidal model allows prediction of water levels for any period of time in both hindcast 
and forecast mode. In contrast to model driven simultaneously by tidal and 
meteorological forcings, deterministic models based on tidal forcing are easier to 
apply. This is mainly due to issues related to availability, accuracy and temporal and 
spatial resolution of meteorological models which supply meteorological data to the 
hydrodynamic model. Accurate meteorological data are usually produced using 
reanalysis models which are more suitable for hindcast than for forecast applications. 
To apply deterministic tidal model prediction in an operational mode, it would be 
useful to quantify uncertainty of the model prediction and present levels of 
confidence of predictions for the users and decision-makers. 
6.3.1 Data 
Water level observation dataset used for computing the residual includes the daily 
water level measurement (00:00 hour GMT+8) at Ko Taphao Noi, Langkawi, Penang, 
Lumut, Kelang, Keling and Kukup from UHSLC dataset introduced in Chapter 2.2.1. 
Measurements are available for period of 15 years (1992 to 2006). Table 6.2 
summarizes availability of the data.  
6.3.2 Results and discussion 
Residual of tidally driven SCSMC is computed. Minimum, maximum, mean and 
standard deviation values for each station are presented in Table 6.3. Twelve 
histograms of monthly residual values for each station are presented in Figure 6.2 to 
Figure 6.8 with corresponding mean and standard deviation. Monthly absolute mean 
of residuals in most stations is lowest during southwest monsoon. At each station, 
monthly residual histograms show different probability distribution for each month, 
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with relatively higher standard deviation observed in months from October to January 
compared to other months of the year. Monthly histogram distribution is similar for 
stations from Ko Taphao Noi to Lumut, while that of remaining stations Kelang, 
Keling and Kukup have their own unique distribution pattern that are different from 
other stations in the strait. These three stations in the south of Malacca Strait seem to 
be experiencing different dynamics over an entire year.  
Figure 6.9 to Figure 6.15 present ECDF to describe monthly residual at each station. 
Mean and 95 percent confidence bound of residuals are presented in Figure 6.16 to 
Figure 6.22 for each station.  
To illustrate spatial uncertainties within the model, standard deviation at each station 
is linearly interpolated along the axis of the strait to provide values to represent each 
segment in Malacca Strait. Figure 6.23 represents uncertainty of model prediction in 
form of standard deviation of model residuals for January, April, July and October, 
which represent northeast, first inter-, southwest and second inter-monsoon, 
respectively. Uncertainty is highest in January, followed by October, April and July. 
It is noted that standard deviation is relatively higher (0.18-0.26) in Kelang segment 
where Kelang during all four months.   
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6.4 Non-tidal water level representation 
This section will describe uncertainty characterization of non-tidal water level 
prediction of numerical model: tide and meteorologically driven SCSMC (Model B), 
tide and meteorologically driven SCSMC with DUACS tilt (Model C), and tide and 
meteorologically driven SCSMC with IORDM tilt (Model D). These three models are 
driven with other forcing in addition to tide. It is noted that all three models apply 
reanalyzed meteorological data as surface forcing (see Chapter 4 for details). In case 
of forecast, meteorological forecast data that are applied on hydrodynamic model may 
not be of the same quality of the reanalyzed data. It should be noted that associated 
evaluation of differences between reanalyzed and forecasted meteorological data is 
beyond the scope of this thesis. Instead of evaluating predictive capability of each 
model in the case of forecast, this section will assess differences among non-tidal 
water level predictive capability of these three models in the vicinity of SRW based 
on the same meteorological forcing. 
6.4.1 Data 
Non-tidal water level observation data applied here is DUACS SLA in 1/4 degree 
uniformly gridded format provided at daily interval between 1993 and 2006 (see 
Chapter 2.2.3). Monthly mean and standard deviation of DUACS SLA over the 14 
years have already been presented in Figure 4.7 to Figure 4.10.  Corresponding 14 
years of daily (at 00:00 hour GMT+8) non-tidal water level of model B, C and D are 
obtained by subtracting the Model A (tide alone) water level from model B, C and D, 
respectively.  
To compute residuals, non-tidal water levels of each model is first projected on the 
same 1/4 degree grid of the DUACS SLA using linear interpolation and then 
subtracted from DUACS SLA at every grid point. In this way spatial residual dataset 




6.4.2 Results and discussion 
Figure 6.24 to Figure 6.27 present monthly mean (bias) and standard deviation 
(uncertainty) of non-tidal water level residual for tide and meteorologically driven 
SCSMC (Model B), tide and meteorologically driven SCSMC with DUACS tilt 
(Model C), and tide and meteorologically driven SCSMC with IORDM tilt (Model D) 
for January, April, July and October representing the northeast, first inter-, southwest 
and second inter- monsoon months, respectively. On east coast of Malaysia 
Peninsular, monthly mean and standard deviation is the same for all three models 
during all four months. Differences can be observed in Malacca Strait.  
In January, all three models have low bias of 0 to 0.05 m with uncertainty (standard 
deviation) varying between 0.08 to 0.12 m on the east coast of Malaysia Peninsular. 
In Malacca Strait, bias of Model B is the lowest among all (about 0.03 m), but its 
corresponding uncertainty is relatively high (0.12 m). Model C, on the other hand, has 
bias of about 0.08 m but uncertainty is lower than 0.07 m. Model D is the worst 
among three with high bias and uncertainty. 
In April, bias range between 0 and 0.03 m with uncertainty less than 0.06 m on east 
coast of Malaysia Peninsular for all three models. In Malacca Strait, Model C has 
lowest bias (about 0.05 m) with least uncertainty (0.08 m) among all. Model B 
exhibits the highest bias while Model D exhibits the highest uncertainty. 
In July, bias is close to zero along east coast of Malaysia Peninsular and increases to 
0.1 m further out in the open waters for all three models. Uncertainty in this area 
ranges between 0.05 and 0.07 m. In Malacca Strait, Model B has the highest bias 
(0.16 m) with second highest uncertainty (0.08 m), Model C has second highest bias 
(0.1 m) with lowest uncertainty (0.05 m), while Model D has lowest bias (close to 
zero) with highest uncertainty (more than 0.12 m). 
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In October, all three models show bias on east coast of Malaysia Peninsular to be 
more than 0.15 m. This is the highest among the four months. Corresponding 
uncertainty is within range of 0.05 and 0.08 m. In Malacca Strait, Model B shows the 
highest bias (0.18 m) with high uncertainty (0.11 m), Model C shows bias of 0.01 m 
with the lowest uncertainty of 0.07 m, and Model C shows the least bias of 0.03 m 
with the highest uncertainty of more than 0.13 m. 
Same as in Chapter 6.3, the ECDF is estimated for all residual grid points with 95 
percent confidence interval of residual. Figure 6.28 to Figure 6.31 present lower and 
upper bounds of 95 percent confidence range of residual in months of January, April, 
July and October, respectively.  
6.5 Preliminary conclusions 
In this chapter a simple approach demonstrating characterization of uncertainty of 
model prediction for four main model configurations introduced and described earlier 
in this thesis is presented. Uncertainty characterization is applied for two types of 
predictions; total water level and non-tidal water level representations. The approach 
introduced involves long term historical measurement (about 15 years long), and 
determining the model residual with mean representing prediction bias and standard 
deviation as the uncertainty. The analysis is carried out for each month of the year to 
obtain monthly composites of bias and uncertainty of the model prediction. 95 
percent confidence interval of residual has been derived using the 2.5 and 97.5 
percentile to mark the lower and upper bounds of the model prediction error on a 
certain month. 
For tidally driven model, residual of total water level in Malacca Strait based on in-
situ measurement shows lowest bias and uncertainty during southwest monsoon. 
Uncertainty is highest during northeast monsoon and Kelang segment perpetually 
exhibits the highest uncertainty over the year. The first four stations in the north of 
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Malacca Strait have similar monthly residual histogram distribution, while remaining 
three in south each shows a unique residual distribution pattern. This suggests that 
there may be four separate non-tidal hydrodynamic regimes in Malacca Strait over a 
year. More comprehensive analysis and extensive data such as velocities, salinity or 
temperature data are required to confirm this hypothesis. 
Spatial uncertainties of non-tidal prediction of three models driven by tide, 
meteorological and tilt forcing are characterized using gridded satellite altimetry data 
of 1/4 degree spatial resolution. Bias and uncertainty of each model are different for 
each month. Considering monthly spatial uncertainty, model driven with DUACS tilt 
consistently results in low uncertainty over the entire year compared to the other two 
models in Malacca Strait. On the other hand, model driven with IORDM tilt gives the 










Model ID and 
description 




1 A: Tide driven model Yes No No No 
2 
B: Tide and 
meteorologically 
driven model 
Yes Yes No No 
3 
C: Tide and 
meteorologically 
driven model 
with DUACS tilt 
Yes Yes Yes No 
4 
D: Tide and 
meteorologically 
driven model 
with IORDM tilt 
Yes Yes No Yes 
 
Table 6.2 In-situ daily water level data availability at each station in Malacca 
Strait, based on total 5479 
Station Missing data Available Availability (%) 
Ko Taphao Noi 134 5345 97.6 
Langkawi 37 5442 99.3 
Penang 104 5375 98.1 
Lumut 156 5323 97.2 
Kelang 217 5262 96.0 
Keling 167 5312 97.0 
Kukup 134 5345 97.6 
 
Table 6.3 Minimum, maximum, mean and standard deviation values of daily 
residual based on tidally driven SCSMC at UHSLC stations in Malacca Strait 
over 15 years (1992-2006) 
Station Minimum (m) Maximum (m) Mean (m) Standard deviation (m) 
Ko Taphao Noi -0.504 0.528 0.038 0.150 
Langkawi -0.697 0.680 0.083 0.172 
Penang -0.619 0.539 0.031 0.165 
Lumut -0.554 0.607 -0.015 0.178 
Kelang -0.667 0.705 0.028 0.226 
Keling -0.653 0.546 -0.094 0.183 





Figure 6.1 Two Gaussian probability distribution functions of same mean but 
































Figure 6.9 Empirical cumulative distribution function (ECDF) of monthly 
residual at Ko Taphao Noi of tide driven SCSMC (Model A) 
 
Figure 6.10 Empirical cumulative distribution function (ECDF) of monthly 




Figure 6.11 Empirical cumulative distribution function (ECDF) of monthly 
residual at Penang of tide driven SCSMC (Model A) 
 
Figure 6.12 Empirical cumulative distribution function (ECDF) of monthly 




Figure 6.13 Empirical cumulative distribution function (ECDF) of monthly 
residual at Kelang of tide driven SCSMC (Model A) 
 
Figure 6.14 Empirical cumulative distribution function (ECDF) of monthly 





Figure 6.15 Empirical cumulative distribution function (ECDF) of monthly 
residual at Kukup of tide driven SCSMC (Model A) 
 
Figure 6.16 Mean and 95 percent confidence bound of monthly residual at Ko 
Taphao Noi of tide driven SCSMC (Model A) 
 
Figure 6.17 Mean and 95 percent confidence bound of monthly residual at 




Figure 6.18 Mean and 95 percent confidence bound of monthly residual at 
Penang of tide driven SCSMC (Model A) 
 
Figure 6.19 Mean and 95 percent confidence bound of monthly residual at 
Lumut of tide driven SCSMC (Model A) 
 
Figure 6.20 Mean and 95 percent confidence bound of monthly residual at 




Figure 6.21 Mean and 95 percent confidence bound of monthly residual at 
Keling of tide driven SCSMC (Model A) 
 
Figure 6.22 Mean and 95 percent confidence bound of monthly residual at 







Figure 6.23 Spatially interpolated uncertainty of model prediction in the form of 






Figure 6.24 Monthly non-tidal water level residual mean (left column) and 
standard deviation (right column) of Model B (top), Model C (middle) and 




Figure 6.25 Monthly non-tidal water level residual mean (left column) and 
standard deviation (right column) of Model B (top), Model C (middle) and 





Figure 6.26 Monthly non-tidal water level residual mean (left column) and 
standard deviation (right column) of Model B (top), Model C (middle) and 





Figure 6.27 Monthly non-tidal water level residual mean (left column) and 
standard deviation (right column) of Model B (top), Model C (middle) and 





Figure 6.28 Monthly lower bound (left column) and upper bound (right column) 
of 95 percent confidence range of non-tidal water level residual values of Model 




Figure 6.29 Monthly lower bound (left column) and upper bound (right column) 
of 95 percent confidence range of non-tidal water level residual values of Model 





Figure 6.30 Monthly lower bound (left column) and upper bound (right column) 
of 95 percent confidence range of non-tidal water level residual values of Model 





Figure 6.31 Monthly lower bound (left column) and upper bound (right column) 
of 95 percent confidence range of non-tidal water level residual values of Model 




7 Modelling framework III: Residual correction scheme 
based on genetic programming 
This chapter focuses on description of data assimilation framework of SRW 
modelling effort to improve water level prediction. 
7.1 Background 
In previous chapters of this thesis, tidal and non-tidal water level representations of 
numerical models have been examined separately. In this chapter, total water level 
will be in focus. Observed water level is compared to water level computed by a 
model driven by dominant forcing: tide, tilt and meteorological forcing, as described 
in Chapter 4. Figure 7.1 and Figure 7.2 summarize RMSE and correlation coefficient 
of water level computed by SCSMC driven by different forcing elements compared to 
observed water level at 13 UHSLC stations in SRW, respectively, over 14 years 
(1993 to 2006). It is noted that model driven by tidal and meteorological forcing with 
DUACS tilt results in lowest RMSE in water level. This is consistent with result of 
tidal and non-tidal representations presented in Chapter 5. Furthermore, it can be 
observed from Figure 7.1 that water level in the Malacca Strait and Singapore Strait 
(stations Ko Taphao Noi to Tanjong Pagar) is less well represented than those 
situated in east coast of Malaysia Peninsular (stations Sedili to Geting) by models. It 
is noted that RMSE and correlation coefficient of water level representation at 
Tanjong Pagar vary minimally with different tilt forcing, which implies that tilt 
imposed on the Andaman Sea boundary has little impact on hydrodynamics in 
Singapore Strait. As shown in Chapter 4 and 5, significantly high RMSE at Tanjong 
Pagar is due to poor spatial resolution of SCSMC to describe complex dynamics of 
the narrow ‘choking point’ in which flows from Andaman Sea, South China Sea and 
Java Sea meet. These results have been improved by increasing local resolution by 
means of SCSMCdd2 model. At the same time stations in Malacca Strait where 
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RMSE and correlation coefficient of water level representation (especially the SLA) 
have improved significantly with the DUACS tilt forcing applied at Andaman Sea 
boundary, as discussed in Chapter 4 and 5. Furthermore, Chapter 5.2.2 illustrates that 
DUACS tilt forcing provides relatively good non-tidal representation in Malacca 
Strait (station Langkawi) during non-positive DMI years, while non-tidal 
representation deteriorates during positive DMI years (year 1994, 1997, 2002 and 
2006). This could be explained by substantial baroclinic effect generated by IOD 
event during these positive DMI years, which are not accounted for in the present 
barotropic model.  
Although representation of hydrodynamic processes can be modelled well in Malacca 
Strait based on approaches presented in Chapters 3, 4 and 5, model residual remains 
significant in Malacca Strait as shown in Chapter 6. Residual could be caused by 
baroclinic local effects such as river discharges which are not taken into account in 
the present model. Other sources of inaccuracies are approximation error in 
bathymetry, grid resolution and boundary forcing. These result in residual being 
highly non-linear and complex. In final part of integrated modelling framework 
developed in this thesis, model residual in Malacca Strait will be corrected or reduced 
using data driven techniques such as genetic programming for forecast purposes. In 
other words, instead of attempting to additionally reduce the residual (or improve 
model representation) using physical-process-based numerical model as described in 
Chapters 3, 4 and 5, this chapter will apply data-driven techniques to assimilate data 
into model in order to correct numerical model representation and prediction. 
In general, data assimilation procedure involves a consistent (spatial and temporal) 
integration of all sources of information (model and observations) and an updating 
process within the deterministic model. The and Refsgaard (1997); World 
Meteorological Organization (1992) defined four different methodologies to achieve 
this (Figure 7.3): 
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• Updating of input variables 
Updating of input variables is the classical method, which is justified by the fact 
that input uncertainties are the dominant error source in operational forecasting. 
• Updating of state variables 
State variables are a set of variables that represent the state of a general system. 
The adjustment of the state variables can be done in different ways. Theoretically 
the most comprehensive methodology is based on Kalman filter (Kalman, 1960). 
Kalman filter was originally proposed as the optimal updating procedure for 
linear systems, but with some modifications, Kalman filter also provides 
approximate solutions for nonlinear systems. 
• Updating of model parameters 
As operation of any numerical system cannot significantly change over short 
interval of time, recalibration of the model parameters at every time step has no 
real justification for numerical models of nontrivial complexity. Therefore, 
updating of model parameters remains debatable and is the least popular as a data 
assimilation method. 
• Updating of output variables 
Deviations between forecasted and observed data are called model errors. Model 
errors are sometimes found to be serially correlated, making it possible to 
forecast future values of these errors. Predicting model errors and then 
superimposing on to numerical model outputs usually simulate the system with a 
better accuracy. This method is most often referred to as error prediction, and is 
employed in this thesis.  
Update of output variables approach utilizes techniques ranging from linear methods, 
such as the autoregressive moving average approach (Vecchia, 1985), to more 
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complex methods such as neutral networks (Babovic et al., 2001; Sun et al., 2010), 
radial basis functions (Lin and Chen, 2004; Vojinovic et al., 2003), support vector 
machines (Liong and Sivapragasam, 2002; Yu et al., 2004), chaos theory inspired 
local model (Babovic et al., 2005) and genetic programming (Babovic and Keijzer, 
2000). In SRW domain, extensive studies of model residual correction using data 
assimilation approaches have been carried out. To predict model residual time series, 
Sun et al. (2009a) and Wang and Babovic (2014) use local linear modelling inspired 
by chaos theory model approach, Sun et al. (2010) employ time-delayed neutral 
networks combined with chaos theory, and Rao and Babovic (2010) and Kurniawan 
et al. (2014) apply genetic programming. All these results show significant 
improvement in local water level prediction.  
All of these data-driven approaches mainly rely on embedded temporal characteristic 
of historical time series of a component to be predicted, such as water level or SLA at 
a location of interest, to predict behaviour of the same component in the future. Based 
on remarkable results presented in these studies, data-driven methods are undeniably 
effective and efficient and being great value to more traditional modelling 
approaches. However, in complex hydrodynamic system of Malacca Strait, instead of 
simply treating numerical model residual as a numerical mismatch and addressing it 
as a time series problem by local correction, in this thesis a more interesting and 
meaningful effort to uncover the underlying dynamics is attempted. One method that 
has been proven to be useful for determining the underlying dynamics is evolutionary 
computing based genetic programming (GP) (Babovic and Keijzer, 2000; Koza, 
1992) by describing dependent components of residuals explicitly. 
The first objective of this chapter is to explore ability of GP to unearth the embedded 
components or dependencies of the numerical model residual. Second objective is to 
improve water level prediction using data-driven techniques in data assimilation 
sense of the word. Following the approach presented in Rao and Babovic (2010) and 
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Kurniawan et al. (2014), GP is utilized to develop a residual prediction model based 
on the embedded temporal dependency of selected components to describe the model 
residual. This GP-residual model will then be utilized as a data assimilation term to 
improve the water level forecast. 
7.2 Evolutionary computing 
Evolutionary computing is a research area within computer science which draws 
inspiration from the process of natural evolution (Eiben and Smith, 2003). 
Evolutionary computing applies Darwin’s evolution theory of natural selection and 
biological inspired operations such as crossover, mutation and reproduction for 
automated problem solving. The fundamental metaphor of evolution computing 
relates this powerful natural evolution to a particular style of problem solving guided 
trial-and-error (Eiben and Smith, 2003). Considering a given environment 
(‘problem’) filled with a population of individuals (‘candidate solutions’) that strive 
for survival and reproduction, the fitness (‘quality’) of these individuals is determined 
by the environment and it relates to how well they succeed in achieving their goals. 
Natural selection favours those individuals that adapt or fit to the environmental 
conditions best, a phenomenon known as survival of the fittest. In the process of 
natural selection, better candidates based on their fitness are chosen to seed the next 
generation (reproduction). This is carried out by stochastically applying 
recombination and/or mutation to them. Recombination is an operator that applies to 
two or more selected candidates (parents) to produce one or more new candidates 
(children). Mutation is applied to one candidate and results in one new candidate. 
Execution of recombination and mutation on the parents generates a new population. 
This process is iterated until a candidate with desired quality is found or the pre-
specified number of generations is attained.  
Algorithms belonging to evolutionary computing family are termed as evolutionary 
algorithms. There are four different streams of evolutionary algorithms: evolutionary 
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programming (Fogel et al., 1966), evolutionary strategies (Schwefel, 1993), genetic 
algorithm (Goldberg, 1989; Holland, 1992), and genetic programming (Koza, 1992). 
They differ in application (problem type) and technical details such as representation 
(data structure encoding a candidate solution), role of operations (recombination and 
mutation) and candidate selection (Eiben and Smith, 2003).  
7.3 Genetic programming (GP) 
Genetic programming (GP) is an evolutionary algorithm technique introduced by 
Koza (1992) to automatically solve problems without requiring the form or structure 
of the solution to be prescribed in advance. Differing from other evolutionary 
algorithm techniques such as genetic algorithm (Goldberg, 1989; Holland, 1992) and 
evolution strategies (Beyer and Schwefel, 2002; Schwefel, 1993) which are typically 
applied to optimization problems, GP is suited for machine learning problems 
(Banzhaf et al., 1998; Eiben and Smith, 2003). Koza (1992) and Keijzer and Babovic 
(1999a) described many seemingly different problems of various fields can be 
reformulated as problems of model (or program) induction. According to this GP 
paradigm is able of searching the space of possible models for an individual model 
that is highly fit for solving a particular problem. Babovic and Keijzer (2000) further 
refine model induction application of GP as a knowledge discovery tool and develop 
physically sound empirical relationship using a dimensionally aware GP with 
potentially dependent input variables. One popular application of GP is referred to as 
symbolic regression (Babovic, 2000; Babovic and Keijzer, 2000; Baptist et al., 2007). 
Unlike linear or non-linear regression in which numeric coefficients of a predefined 
function are to be determined, GP is applied akin to symbolic regression to establish 
both the functional form and determine numeric coefficients simultaneously.  
Generally, GP employs parse tree structure to represent the model or formula (Figure 
7.4) where the nodes or leaves represent variables and arithmetic operators. 
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Implementation of GP consists of the following four major preparatory steps 
(Banzhaf et al., 1998): 
• Definition of terminal set, which is a list of the model’s dependent and 
independent variables for each node of the to-be-evolved program; 
• Definition of functional set, which is a list of arithmetic or logical operators 
such as {+,×,−,÷, 𝑂𝑥𝑝,𝑝𝑜𝑤𝑂𝐶, 𝑙𝑜𝑔,𝑎𝑂𝑠} for each node of the to-be-evolved 
program; 
• Definition of fitness measure which assesses the fitness of individuals in the 
population; 
• Definition of parameters that control the run such as population size, 
maximum individual size, crossover probability, selection method, and 
termination criterion. 
After the preparatory steps described above are completed, execution of a GP run can 
proceed as follows (Banzhaf et al., 1998): 
• Initialize population 
• Evaluate individual models in the existing population by assigning the fitness 
measure 
• Until new population is fully populated, select an individual or individuals in 
the population using the selection algorithm  
• Perform genetic operations such as crossover or mutation on selected 
individual or individuals 
• Insert result of the genetic operations into the new population 
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• Continue until termination criterion is fulfilled. Otherwise, replace the 
existing population with the new population and repeat step 2 to 5 
• Present the best individual in the population as the output from the algorithm. 
Though the execution of a GP run may seem to be simple and straightforward, the 
choice of population models, selection mechanisms and genetic operations to improve 
output of the GP algorithm for different fields of applications can sometimes be 
complex. Detailed discussion of this subject is beyond the scope of this thesis and 
readers are referred to Abbott et al. (2001); Babovic and Abbott (1997a); Babovic and 
Abbott (1997b); Babovic and Keijzer (2000); Babovic et al. (2010); Banzhaf et al. 
(1998); Koza (1992). GPKERNEL, a GP modeling tool developed by Babovic and 
Keijzer (2000) is used as GP implementation tool in this thesis.  
7.4 Residual representation in Malacca Strait using symbolic 
regression 
In this section application of GP as a symbolic regression tool to unearth the 
embedded components or dependencies of the numerical model residual in the 
Malacca Strait is described. Earlier in Chapter 4 and 5, observed DUACS SLA data 
have been imposed as tilt at Andaman Sea boundary of numerical model to improve 
SLA representation in Malacca Strait. In a way, tilting can be interpreted as a form of 
data assimilation in which observed SLA data are nudged into numerical model 
directly through open boundary. It is deemed insightful to qualitatively and 
quantitatively describe different possible contributions of residual to understand 
general physical and mathematical effects on the present barotropic numerical model. 
Therefore to explicitly describe the contribution of these effects to residual, input 
variables for present GP implementation will include computed results of tidally and 
meteorologically driven numerical model that represents local hydrodynamics, and 
DUACS SLA that represents non-tidal water level contribution originating beyond 
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the numerical model domain. GP induced model obtained in this fashion to represent 
residual will be referred to as ‘GP-residual model’ in the context of this thesis. 
7.4.1 Implementation of GP 
Following four major preparatory steps presented in Chapter 7.3 for implementing 
GP, Table 7.1 summarizes inputs and parameters applied for inducing a model to 
describe the residual representation in Malacca Strait. Following this nomenclature 
the residual (𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝑠,𝑜) of a particular station 𝑠 at time 𝑡 is defined by  
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝑠,𝑜 = 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜 −𝑊𝑊𝑜𝑏𝑠𝑐𝑟𝑣𝑏𝑜𝑖𝑜𝑖,𝑠,𝑜 (7.1) 
where 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜 is water level computed by numerical model and 𝑊𝑊𝑜𝑏𝑠𝑐𝑟𝑣𝑏𝑜𝑖𝑜𝑖,𝑠,𝑜 
is observed water level obtained from UHSLC dataset.  
It is noted that numerical model applied here is SCSMC driven by tidal and 
meteorological forcing, and without any tilt. Another input variable 𝐴𝑆𝑗,𝑜 
(𝐴𝑆1,𝑜,𝐴𝑆2,𝑜,𝐴𝑆3,𝑜,𝐴𝑆4,𝑜and 𝐴𝑆5,𝑜) represents DUACS SLA data  at Andaman Sea 
boundary point location 𝑗 = 1,2,3,4 and 5 representing AS-1, AS-2, AS-3, AS-4 and 
AS-5 (Figure 4.31), respectively. Output of GP would take the form of 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝑠,𝑜 = 𝑓𝑢𝑟𝑐𝑡𝑇𝑜𝑟(𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜,𝐴𝑆𝑗,𝑜) (7.2) 
Referring to Table 7.1, function set excluded arithmetic operators such as hyperbolic 
tangent (𝑡𝑎𝑟ℎ) to avoid highly non-linear component interactions which enhance risk 
of local optimization of model parameters. Data of input variables are available at 
daily resolution at 00:00 hour GMT+8 for period between years 1993-2006. Dataset 
is divided into two sets; one is period of ten years (1993 to 2002) for training of the 
GP model, and other is period of four years (2003 to 2006) for validation of GP 




7.4.2 Results and discussion 
Table 7.3 summarizes output models of GP to represent residuals at each station in 
the Malacca Strait. Performance of each of these models during the validation period 
is presented in RMSE, correlation coefficient and percentage improvement (%IMP) 
in terms of RMSE of total water level prediction in Table 7.4. Figure 7.5 and Figure 
7.6 show associated scatter plots of observed water level versus water level of 
numerical model with GP-residual model correction. 
Based on Table 7.3, it is noticeable that GP induced linear models to represent 
residual at the four stations located closest to the Andaman Sea boundary; Ko Taphao 
Noi to Lumut.  Associated percentage improvement ranges between 16 to 44 percent. 
These linear GP-residual models show that the residual at Ko Taphao Noi and Lumut 
depends on DUACS SLA plus a constant, while Langkawi and Penang depend on 
same components plus an additional variable, in this case model water level. GP-
residual model of Langkawi and Penang can be generalized to 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝑠,𝑜 = 𝛼 + 𝜆 ∗ 𝐴𝑆𝑗,𝑜 + 𝛾 ∗𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜 (7.3) 
in which constant 𝛼 can be interpreted as an error in local water level datum (or mean 
sea level), 𝜆 as contribution factor of SLA originating beyond the model domain, and 
𝛾 as contribution factor of the model error due to missing forcing such as baroclinic 
and river discharge effect, and approximation error such as grid and bathymetry 
schematization. For stations Ko Taphao Noi and Lumut, GP-residual model can also 
be generalized to Equation 7.3, but with 𝛾 = 0. 
Referring to Table 7.4 GP-residual models for Langkawi and Penang provide the 
highest improvement in total water level prediction of more than 40 percent. Whereas 
GP-residual models for Ko Taphao Noi and Lumut show relatively lower 
improvement (less than 25 percent) in total water level prediction compared to 
Langkawi and Penang. Assuming residual in these four stations (Ko Taphao Noi to 
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Lumut) takes form of equation 7.3, optimization of parameters 𝛼, 𝜆 and 𝛾 can be 
carried out to refine GP-residual models. Optimization problem is dealt better using 
another evolutionary algorithm technique; genetic algorithm (GA) (Goldberg, 1989; 
Holland, 1992). Optimizing parameters 𝛼, 𝜆 and 𝛾 of GP-residual models at the four 
stations is attempted using GA tool in MATLAB Global Optimization Toolbox over 
period between year 1993 to 2006. Table 7.5 shows GA-optimized parameters 𝛼, 𝜆 
and 𝛾 of the GP-residual models. Values of GA optimized parameters do not deviate 
greatly (order of 0.001 from the original values induced by GP. Table 7.6 shows 
RMSE and correlation coefficient of total water level prediction based on GP-residual 
model correction with and without optimization of parameters using GA over period 
1993 to 2006. RMSE improved minimally (less than 0.009 m) at all four stations with 
GA optimized parameters. Little or no change in correlation coefficients is observed.  
Another linear GP-residual model is the one for Kelang which solely depends on 
𝐴𝑆5,𝑜 without any coefficient (Table 7.3) with very small improvement of 5 percent 
which is also the lowest among all (Table 7.4). As mentioned before, tidal gauge of 
station Kelang is located at the mouth of river Sungei Puloh and is sensitive to local 
river discharge. Without this discharge information, the residual could not be easily 
described. Regardless GP-residual model does imply that SLA originating in 
Andaman Sea may play limited role (about 5 percent) in the water level at Kelang.  
Unlike dimensionally sound linear GP-residual models described above, the non-
linear GP-residual models at Keling and Kukup present model which consists of 
multiplication of variables such as 𝐴𝑆𝑗,𝑜 ∗  𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜 and 𝐴𝑆𝑗,𝑜2 (Table 7.3), which 
resulted in improvements of only 10.7 and 15.7 percent, respectively (Table 7.4). 
From earlier tidal and non-tidal studies presented in Chapter 3, 4 and 5, Keling and 
Kukup are stations located in complex tidal mixing zone with non-tidal 
hydrodynamics recognized as seasonally influenced by South China Sea and 
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Andaman Sea. Therefore using 𝐴𝑆𝑗,𝑜 and  𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜 terms only may not be 
sufficient to fully describe residual. Furthermore, attempt to interpret every single 
term in these GP-residual models offers little physical meaning as they could be just a 
curve fitting solution. It is noted that it is not always possible to obtain physical 
meaning solely from data-driven techniques like GP. This is due to the fact that 
underlying errors attributed from assumptions and approximation made in numerical 
model will never cease to exist. If somehow these errors are known, numerical model 
can then be updated directly to improve prediction. 
Figure 7.7 illustrates daily time series of water levels observed, computed by 
numerical model with and without GP-residual model correction over year 2004. 
Water levels after GP-residual correction has shown to improve water level prediction 
significantly compared to numerical model without correction. It is noted that though 
the improvement is significant during positive peaks, there is little improvement or 
sometimes even deterioration during negative peaks such as period from January to 
March 2004. 
7.5 Genetic programming based residual prediction 
Previously in Chapter 7.4, it has been shown that residual characterization based on 
GP models can be used to correct numerical model output and improved water level 
representation. However, these GP models are not applicable for real time forecasting 
as input data of the models such as the 𝐴𝑆𝑗,𝑜 are actual observation. Therefore to 
apply GP-induced model for residual prediction during real time forecasting, input 
data of the model should be of a predictive model (numerical or data-driven) and/or 
historical observation data. This section focuses on developing residual prediction 
model using GP. The GP induced model obtained from this study to represent the 
residual will be referred to as ‘GP-residual prediction model’.  
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Figure 7.8 demonstrates use of GP-residual prediction in a schematic representation 
of local water level prediction scheme for real-time forecasting. Prediction scheme 
consists of two main components; a numerical model to describe physical dynamics, 
and data assimilation strategy for residual prediction to correct output of numerical 
model. Output of this prediction scheme is an improved water level forecast created 
by the integration of data and model. 
7.5.1 Temporal dependencies of residual 
To build a data-driven model to predict variable such as residual for real time 
forecasting, a good starting point is to analyze the temporal patterns and dependencies 
of residual and its dependent variables. This information forms basis for selection and 
utilization of variables and their historical values for development of data-driven 
model.  
One common measure of dependency between variables of interest is correlation 
coefficient described in Chapter 2.3. However, due to its reliance on mean values of 
data, correlation is sensitive to data noise. Moreover, underlying assumption of 
linearly structured dependence cannot quantify non-linear dependencies between the 
variables. Instead Average Mutual Information (AMI) (Gallager, 1968), capable of 
quantifying non-linear dependencies between variables of interest is adopted here. 
AMI is derived from mutual information theory (Shannon, 2001) and has been found 
to be a more suitable measure of dependence for analyzing non-linear systems (Cover 
and Thomas, 2012; Keijzer and Babovic, 1999a). The AMI between two variables 𝑥 
and 𝑦 is given by 
𝐴𝑅𝐴(𝑥,𝑦) = ∑ 𝑃𝑥𝑦(𝑥𝑖,𝑦𝑖) log � 𝑃𝑚𝑥(𝑥𝑖,𝑦𝑖)𝑃𝑚(𝑥𝑖)𝑃𝑥(𝑦𝑖)�𝑥𝑖,𝑦𝑖  (7.4) 
where 𝑇 is the index of data point in the dataset; 𝑃𝑥(𝑥𝑖) and 𝑃𝑦(𝑦𝑖) are probability 
density functions for variables 𝑥 and 𝑦, respectively; 𝑃𝑥𝑦(𝑥𝑖,𝑦𝑖) is joint probability 
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density function. The larger AMI value, stronger the dependency of Y on X. If two 
variables X and Y are mutually independent, 𝑃𝑚𝑥(𝑥𝑖,𝑦𝑖)
𝑃𝑚(𝑥𝑖)𝑃𝑥(𝑦𝑖) = 1 and log(1) = 0, AMI 
value will be equal to zero. Since AMI is built purely on distribution of data values, it 
is less sensitive to noise or outliers in dataset. Furthermore, AMI does not assume any 
relationship between variables of interest and allows it to detect both linear and non-
linear relationships. AMI measure has been applied by Rao and Babovic (2009) and 
Kurniawan et al. (2014) to study the temporal and spatial patterns of the SLA in 
SRW.  
Abarbanel (1996) applies AMI to study temporal dependencies of a particular 
variable by computing AMI between variable time series 𝑎(t) and the same variable 
time series with a time delay τ; 𝑎(𝑡 + τ). Following from Equation 7.4, AMI for time 
delay τ of a particular variable is given by  
𝐴𝑅𝐴(𝜏) = ∑ 𝑃(𝑎(𝑡),𝑎(𝑡 + 𝜏)) log � 𝑃(𝑏(𝑜),𝑏(𝑜+𝜏))
𝑃(𝑏(𝑜))𝑃(𝑏(𝑜+𝜏))�𝑏(𝑜),𝑏(𝑜+𝜏)  (7.5) 
It is noted that the time delayed variable time series 𝑎(𝑡 + τ) could also be another 
variable time series with time to analyze temporal dependency of two variables.  
In Chapter 7.4, induced GP-residual model has shown that residual at Langkawi 
(𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜) is dependent on numerical model result (𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜) 
and DUACS SLA at AS-5 (𝐴𝑆5,𝑜). Therefore in the present analysis, AMI is 
computed for period between 1993 and 2006 at time lag τ = 1,2,3,..,100 day, to 
evaluate the temporal relationship between 𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜 and the following 






Figure 7.9 presents AMI values between variables described above and residual at 
Langkawi. For temporal relationship between original 𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜 time 
series and time lagged 𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+𝜏 time series at Langkawi, AMI is the 
highest (about 0.60) at τ =  1 day, and quickly decreases to less than 0.03 by τ =  4 
days. Interestingly, temporal memory of the residual shows a periodic pattern that 
appears to have two wave signals of same wave period (15 days), with a half wave 
period phase difference. This periodic pattern gives a local maximum AMI values at 
about every 7 days. Local maximum AMI values are about 0.05 and 0.30 during the 
first 30 days lag. These two local maxima values gradually draw closer to each other 
with increase time lag, which becomes almost the same (less than 0.1) after τ = 70 
days. It is noted that the second highest AMI value of about 0.30 occurs at τ = 15 and 
30. In case of 𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜 comparing with time lagged 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+𝜏, a periodic pattern of AMI values can be observed over the 
time lag values with local minimum and maximum values of about 0.03 and 0.20, 
respectively, and recurring every 7 to 8 days. Unlike the previous case, amplitude of 
this cyclic AMI pattern does not reduce with increasing time lag. For comparison of 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜 and time lagged 𝐴𝑆5,𝑜+𝜏, AMI values are more than 0.15 for 
time lag less than 5 days, which gradually reduce to zero without any significant local 
maximum observed over the entire time lag values after τ = 5 day. 
Result of this analysis illustrates there are temporal dependencies between residual, 
model result and DUACS SLA at AS-5, especially during the first 4 days of lag, and 
at τ = 8, 15 and 30 day. This provides a good basis for estimating the possible 
forecast horizons to develop a GP-residual prediction model. 
7.5.2 Implementation of GP 
Following accuracy GP-residual model presented earlier in Chapter 7.4, same set of 
input variables but with different time instances will be used in the GP algorithm to 
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induce a residual prediction model. It is noted that the 𝐴𝑆𝑗,𝑜 data used for the GP 
algorithm is delayed time product. In other words, delayed time DUACS SLA data of 
today will only be available six months later. Therefore for real time forecasting, 
𝐴𝑆𝑗,𝑜 value will be substituted by near real time DUACS SLA product available from 
the same source. Both products are created by SSALTO/DUACS and distributed 
by AVISO, with support from CNES (http://www.aviso.altimetry.fr/duacs/). RMSD 
between delayed and near real time SLA time series has been found to be as little as 
0.020 m at Andaman Sea boundary points for a four month period from May to 
September 2014. Therefore GP-residual prediction model induced in this study will 
be applicable with near real time product during real time forecasting. 
Table 7.1 presents inputs and parameters applied for inducing a model to forecast 
residual at Malacca Strait. For each forecast horizon of 𝑇 day, output of the GP-
residual prediction model would take the form of 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝑠,𝑜+𝑇 = 𝑓𝑢𝑟𝑐𝑡𝑇𝑜𝑟(𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜 ,𝐴𝑆𝑗,𝑜) (7.6) 
Based on temporal dependencies analysis earlier in Chapter 7.5.1, values of 𝑇 are 
selected as 1, 2, 4, 8, 15 and 30 days for GP-residual prediction model. 
Same as earlier, data of input variables are of daily temporal resolution available at 
00:00 hour GMT+8 for the period from year 1993 to 2006. Dataset is divided into 
two sets; one is period of ten years (1993 to 2002) for training of GP model, and other 
is period of four years (2003 to 2006) for validation of GP model.  
7.5.3 Results and discussion 
Table 7.7 shows GP-induced residual prediction model for forecast horizon 𝑇 = 1, 2, 
4, 8, 15 and 30 days. Performance of each of these models during validation period is 
presented in RMSE, correlation coefficient and percentage improvement (%IMP) of 
total water level prediction in Table 7.8. Figure 7.10 shows scatter plots of observed 
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water level and water level of numerical model with correction based on GP-residual 
prediction model. 
Referring to Table 7.7, all GP-residual prediction models induced for different 
forecast horizons except for forecast horizon of 2 days consist of non-linear 
arithmetic operator exponential (𝑂𝑥𝑝). Unlike in Chapter 7.4 where the terms in the 
GP-residual model are somewhat interpretable, GP-residual prediction models are of 
complex non-linear structure made up of variables with different temporal 
characteristics. Nonetheless, dependency of both 𝐴𝑆𝑗,𝑜 and 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜 can be 
observed in all of GP-residual prediction models. Corresponding RMSE ranges 
between 0.142 to 0.176 m and correlation coefficient 0.956 to 0.972. GP-residual 
prediction models for forecast horizon of 1 day and 30 days show highest and lowest 
accuracy for direct forecasting, respectively. Figure 7.11 shows RMSE of GP-residual 
prediction models with increasing forecast horizon versus prediction of numerical 
model without correction at Langkawi during validation period. It is noted that the 
forecast accuracy does deteriorate significantly with increasing forecast horizon. 
Forecast accuracy does not deteriorate linearly with increasing forecast horizon as 
RMSE of 8 day forecast horizon is lower than that of the 4 day forecast horizon. This 
could be explained by AMI computation of residual presented in Figure 7.9, which 
shows that AMI value at time lag 4 day is one of the lowest AMI values observed. 
Furthermore, high AMI values at time lag 15 and 30 days could justify small 
accuracy deterioration at such long forecast horizons. 
Figure 7.12 illustrates daily time series of water levels observed, computed by 
numerical model with and without GP-residual prediction model correction at 
different forecast horizons over March and April 2004. Corrected water level at 
different forecast horizons have improved water level prediction significantly 
especially at positive peaks compared to numerical model without correction. 
Differences among corrected water level at different forecast horizons are relatively 
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small too. Therefore quality of water level prediction at Langkawi based on each 
unique GP-residual prediction model does not deteriorate significantly with 
increasing forecast horizon, at least up till 30 days. 
7.5.3.1 Uncertainty characterization of GP-residual prediction model 
It is impossible for any model regardless of its physics or data-driven nature to fit 
perfectly observations. Following analysis is carried out similar to methodology of 
Chapter 6 to characterize residual and uncertainty to enhance utility of model 
prediction for all forecast horizons. In this section, residual to be characterized is 
determined by subtracting water level observation from water level computed by 
numerical model corrected with GP-residual prediction model. Residual of entire 14 
years (1993 to 2006) is binned into 30 bins and the histograms plot is presented in 
Figure 7.13 for all forecast horizons with means and standard deviations. 
Corresponding empirical cumulative distribution functions (ECDF) are plotted in 
Figure 7.14. Based on the ECDF, 95 percent confidence interval of residual can be 
derived using 2.5 and 97.5 percentile to mark lower and upper bounds, respectively 
(Figure 7.15).  
Comparing to confidence interval of residual of numerical tidal model presented in 
Figure 6.17 at Langkawi, confidence interval of residual of GP-residual prediction 
model corrected water level is narrower. Residual confidence band of the former is 
within range of about 0.600 m with mean between -0.080 and 0.200 m depending on 
the month (Figure 6.17). Whereas residual confidence band of the latter is within 
range of 0.400-0.500 m with mean values close to zero (Figure 7.15). This shows that 
bias and uncertainty of water level prediction are significantly reduced using 
integrated data-model prediction scheme. 
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7.6 Preliminary conclusions 
This chapter described application of genetic programming (GP) for residual 
representation and prediction. In first application, GP is applied as a symbolic 
regression to determine a GP-residual model to describe local residual at stations in 
Malacca Strait using local computed water level of numerical model and DUACS tilt 
at Andaman Sea boundary points. Linear GP-residual models were induced at first 
five stations located in the northern Malacca Strait and are easily interpretable as 
different contributing components. Furthermore, Langkawi and Penang show highest 
improvement (more than 40 percent) in water level prediction corrected based on 
their corresponding GP-residual model, while other stations have improvement 
ranges between 5 to 25 percent.  
In second application, GP is employed to induce residual prediction model to describe 
residual ahead of present time instance that will be utilized as part of water level 
prediction scheme for purpose of real-time forecasting. Study of embedded temporal 
dependencies of residuals using Average Mutual Information (AMI) has shown to be 
useful for determining possible forecast horizons and selection of corresponding 
parameters as input variables in GP. Unique GP-residual prediction model is induced 
for different forecast horizons at Langkawi. Water level prediction corrected by GP-
residual prediction model at different forecast horizons show more than 30 percent 
improvement, with highest of 45.8 percent and lowest of 32.8 percent improvement at 
forecast horizon of 1 and 30 days, respectively. Comparison of water level prediction 
at forecast horizon of 1 and 30 days shows that quality of prediction does not 
deteriorate significantly with increasing forecast horizon up to 30 days. 
It is noted that GP exercise carried out for residual representation and prediction may 
not be inducing a global minimum search of the induced models. Induction of more 
accurate model could be possible. Presently, GP-residual prediction model developed 
relies on water level computed by numerical model and DUACS SLA data at a 
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certain historical time instance. Using multiple historical time instances (𝑡 = -1, -2, 
…, -30 days) of model water level or residual in the GP experiment may induce even 
better model residual prediction as there is a strong temporal AMI between the 






Table 7.1 Description of input and parameters used in genetic programming for 
inducing GP-residual model and GP-residual prediction model 
Input or parameter Value 
Terminal set �𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑠,𝑜,𝐴𝑆𝑗,𝑜� 
Function set {+,×,−,÷, 𝑂𝑥𝑝,𝑝𝑜𝑤𝑂𝐶, 𝑙𝑜𝑔,𝑎𝑂𝑠} 
Population model Panmictic, generational, elitist 
Selection method Tournament selection 
Population size 100 
Initialization method Grow method on size 
Initial size of formulae 15 
Crossover rate 40% 
Mutation rate 5% 
Maximum size of formula 45 
Fitness measure Root mean squared error 




Table 7.2 Statistical parameters of daily water level residual at each station in 
the Malacca Strait over 14 years (1993 to 2006) 
Station Minimum (m) Maximum (m) Mean (m) Standard deviation (m) 
Ko Taphao Noi -0.612 0.394 -0.140 0.141 
Langkawi -0.774 0.225 -0.183 0.166 
Penang -0.603 0.380 -0.124 0.163 
Lumut -0.610 0.382 -0.078 0.174 
Kelang -0.781 0.491 -0.109 0.215 
Keling -0.674 0.542 0.014 0.187 
Kukup -0.769 0.530 -0.092 0.238 
 
Table 7.3 GP-residual model induced for each station in Malacca Strait 
Station GP-residual model 
Ko Taphao 
Noi 𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐾𝑜𝑇𝑏𝑐ℎ𝑏𝑜𝑁𝑜𝑖,𝑜 = −0.1475 − 𝐴𝑆1,𝑜 
Langkawi 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜= −0.086252 − 0.966 ∗ 𝐴𝑆5,𝑜 − 0.286376
∗ 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜 
Penang 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝑃𝑐𝑖𝑏𝑖𝑔,𝑜= −0.113975 − 0.754523 ∗ 𝐴𝑆5,𝑜 + 0.226372
∗ 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝑃𝑐𝑖𝑏𝑖𝑔,𝑜 
Lumut 𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑜𝑚𝑜𝑜,𝑜 = −0.072 − 𝐴𝑆5,𝑜 
Kelang 𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐾𝑐𝑚𝑏𝑖𝑔,𝑜 = −𝐴𝑆5,𝑜 
Keling 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐾𝑐𝑚𝑖𝑖𝑔,𝑜= −0.408908 ∗ 𝐴𝑆5,𝑜 + 0.113708
∗ 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐾𝑐𝑚𝑖𝑖𝑔,𝑜 + 0.4 ∗ 𝐴𝑆5,𝑜
∗ 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐾𝑐𝑚𝑖𝑖𝑔,𝑜 
Kukup 




Table 7.4 RMSE and correlation coefficient of total water level prediction with 




With GP-residual  
model correction 





Ko Taphao Noi 0.240 0.939 0.178 0.947 25.6 
Langkawi 0.262 0.956 0.148 0.973 43.5 
Penang 0.228 0.950 0.130 0.965 43.1 
Lumut 0.257 0.912 0.214 0.930 16.8 
Kelang 0.440 0.897 0.419 0.907 5.0 
Keling 0.242 0.890 0.216 0.898 10.7 
Kukup 0.394 0.891 0.332 0.901 15.7 
 
Table 7.5 GA optimized parameters in GP-residual models 
Station 
GA optimized parameters 
𝛼 𝜆 𝛾 
Ko Taphao Noi -0.1034 -0.7428 -0.0548 
Langkawi -0.1246 -0.9349 -0.2027 
Penang -0.1135 -0.8292 0.1767 
Lumut -0.0743 -1.0451 -0.0357 
 
Table 7.6 RMSE and correlation coefficient of total water level prediction based 
on GP-residual model correction with and without optimization of parameters 
using GA over period 1993 to 2006 
Station 
Without optimization of 
parameters using GA 
With optimization of  
parameters using GA 
RMSE Correlation coefficient RMSE 
Correlation 
coefficient 
Ko Taphao Noi 0.161 0.962 0.158 0.962 
Langkawi 0.121 0.983 0.112 0.983 
Penang 0.136 0.966 0.132 0.966 









GP-residual prediction model at Langkawi 
1 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+1= −exp(𝐴𝑆4,𝑜 −  exp(exp(−exp((−exp(𝐴𝑆3,𝑜2  
−  𝐴𝑆4,𝑜)  −  exp(−exp(𝐴𝑆3,𝑜2  −  𝐴𝑆4,𝑜)  
−  exp(−𝐴𝑆5,𝑜)))  + 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜)  
−  𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜)))  −  𝐴𝑆5,𝑜 
2 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+2= −0.183927 −  𝐴𝑆5,𝑜  −  0.165624 .∗  (𝐴𝑆2,𝑜
−  0.165624 +  𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜) 
4 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+4= −abs(1.111119
∗  −(exp(−exp(exp(−abs(𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜  +  abs(𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜))))) +  𝐴𝑆5,𝑜)) 
8 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+8= −𝐴𝑆5,𝑜 − exp(abs(𝐴𝑆3,𝑜  +  abs(𝐴𝑆5,𝑜)  
−  abs(abs(exp(𝐴𝑆5,𝑜)) + 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜))  
−  3.0027 −  𝐴𝑆3,𝑜) 
15 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+15= (𝐴𝑆2,𝑜 +  exp(𝐴𝑆4,𝑜 −  abs(𝐴𝑆1,𝑜)  +  𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜  −   1.700010)) / −1.52934 
30 
𝑊𝑊𝑟𝑐𝑠𝑖𝑑𝑜𝑏𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜+30= −0.408017 ∗  exp(−1.155860 + 𝑊𝑊𝑚𝑜𝑑𝑐𝑚,𝐿𝑏𝑖𝑔𝑘𝑏𝐿𝑖,𝑜) 
 
Table 7.8 RMSE and correlation coefficient of total water level prediction with 
GP-residual prediction model correction with different forecast horizons at 
Langkawi over the validation period 
Forecast horizon 
k (day) 
With GP-residual prediction model correction 
RMSE Correlation coefficient %IMP (RMSE) 
1 0.142 0.972 45.8 
2 0.144 0.972 45.0 
4 0.154 0.968 41.2 
8 0.148 0.969 43.5 
15 0.167 0.960 36.3 






Figure 7.1 RMSE of computed total water level of tidally and meteorological 
driven SCSMC with different tilt at 13 UHSLC stations 
 
Figure 7.2 Correlation coefficient of computed total water level of tidally and 




Figure 7.3 Schematic diagram of simulation and forecasting with emphasis on 
four different updating methodologies (adapted from Refsgaard (1997)) 
 




Figure 7.5 Scatter plots of observed water level and water level of numerical 
model with GP-residual model correction at Ko Taphao Noi, Langkawi, Penang 




Figure 7.6 Scatter plots of observed water level and water level of numerical 
model with GP-residual model correction at Kelang, Keling and Kukup during 
the validation period 
 
Figure 7.7 Daily time series of observed water level, water level with and without 




Figure 7.8 Implementation and data flow of a local water level forecast scheme 
using numerical model and GP-residual prediction model 
 
 
Figure 7.9 Time lagged average mutual information (AMI) between residual at 




Figure 7.10 Scatter plots of observed water level and water level of numerical 
model with GP-residual model correction for different forecast horizons at 




Figure 7.11 RMSE of water level at Langkawi computed by numerical model 
with and without GP-residual prediction with different forecast horizons during 
the validation period 
 
Figure 7.12 Daily time series of observed water level, water level with and 
without GP-residual model correction for different forecast horizons at 





Figure 7.13 Histogram of daily residuals of water level after GP correction with 




Figure 7.14 Empirical cumulative distribution function (ECDF) of residuals of 
water level after GP correction with different forecast horizons 
 
Figure 7.15 Mean residual of water level corrected using GP-residual prediction 





8 Conclusions and recommendations 
This chapter concludes the thesis and suggests possible recommendations for 
continuation of this research. 
8.1 Conclusions 
Research in the thesis addressed knowledge gaps related to hydrodynamics in 
Singapore Regional Waters (SRW). Firstly, a 2 dimensional depth-averaged 
barotropic numerical model based on two-way coupling domain decomposition was 
developed. Under this modeling effort, several model domains of different spatial 
resolutions covering SRW and South China Sea were developed. It has been shown 
that tidal and non-tidal flows in Singapore Strait and east coast of Malaysia 
Peninsular are better represented using model that covers both SRW and South China 
Sea than a single model that covers SRW only. In other words, a larger domain 
extending to include SCS is necessary to allow better description and propagation of 
tidal signal and SLA over Sunda Shelf. Multi-domain modelling approach covering 
large section of physically essential domain which simultaneously enables fine spatial 
resolution in area of interest, demonstrated to be an effective and efficient 
hydrodynamic representation tool for SRW. 
Analysis of in-situ and remote sensing Sea Level Anomaly (SLA) data has been 
carried out to study spatial and temporal SLA pattern in SRW. Based on result of the 
analysis, SLA in Malacca Strait has been identified as originating outside immediate 
environment of Singapore Strait and east coast of Malaysia Peninsular. The analysis 
revealed that SLA in Singapore Strait and east coast of Malaysia Peninsular are 
strongly correlated to SLA in South China Sea. SLA in Malacca Strait, on the other 
hand, is found to be strongly correlated to SLA in northeastern Indian Ocean. 
Numerical model is utilized to demonstrate that application of wind and atmospheric 
pressure forcing improves SLA representation in Singapore Strait and east coast of 
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Malaysia Peninsular, but not in Malacca Strait. SLA in Malacca Strait is shown to be 
well represented with additional lateral SLA forcing (tilts) imposed on Andaman Sea 
open boundary. Results of analysis of both observation data and numerical model 
results indicate that SLA in Malacca Strait originates in Indian Ocean, rather than 
being generated by local wind and atmospheric pressure. 
To gain insights into local hydrodynamics in SRW, this thesis also concentrated on 
hydrodynamic representation of developed numerical model. In this effort, a net tidal 
flow of water from Singapore Strait to Andaman Sea through Malacca Strait has been 
identified. Semi-diurnal signal in tidal fluxes from Andaman Sea diminishes as it 
progresses through Malacca Strait towards Singapore. With application of non-tidal 
forcing, the model shows significant differences in current velocities and volume 
fluxes through Singapore and Malacca straits compared to model driven by tide only. 
Volume fluxes through the straits are directed westward during northeast monsoon 
and eastward during southwest monsoon. Net volume flux through the straits over a 
year is directed towards the west, into Andaman Sea. 
This thesis has proposed a practical approach to characterization of uncertainty in 
model prediction. The analysis provides insights into spatio-temporal variability of 
model residuals. With the residuals and uncertainties appropriately characterized, 
prediction of expected residual value with statistically characterized confidence 
intervals are produced to enhance utility of the model results. 
Application of genetic programming (GP) for residual representation and prediction 
is demonstrated in this thesis. In the first application, GP is applied as a symbolic 
regression to determine a model of residuals to describe local residual at stations in 
Malacca Strait in terms of local computed water level of numerical model and 
DUACS tilt at Andaman Sea boundary points. Interpretable and meaningful GP-
residual models utilizing these two components were induced at most stations. In 
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addition to mere application of GP as a simple correction tool, the thesis 
demonstrated that such data-driven approach generated much greater value. The 
approach brings valuable insights into physical processes which drive underlying 
phenomena in the system and enhances understanding of the system behaviour. At the 
same time it is noted that prior knowledge of key physical information is a pre-
requisite as it facilitates choice of input components for GP modelling.  
In the second application, GP is employed to induce residual prediction model to 
forecast residual ahead of present time instance. This application is used as water 
level prediction scheme for purpose of real-time forecasting. Embedded temporal 
dependencies of residuals uncovered by Average Mutual Information (AMI) have 
shown to be useful for determining possible limits of forecast horizons and selection 
of the corresponding parameters as input variables in GP.  
In conclusion, this thesis enhanced understanding of hydrodynamics in SRW and 
closed some knowledge gaps related to origin of several critical phenomena in the 
region, such as Sea Level Anomaly. These findings and conclusions were 
underpinned by comprehensive framework for hydrodynamic modelling and 
prediction of SRW developed in the thesis. This comprehensive framework relied on 
both data and numerical models to effectively and efficiently deliver accurate reliable 
hindcast and forecast of the region. 
8.2 Recommendations 
Multi-domain modelling approach has been applied in this thesis for hydrodynamic 
representation in numerical models. However, several restrictions of grid 
schematization at the coupling points in the domain decomposition makes 
schematizing of structured curvilinear grids especially around Singapore complicated. 
Instead of using domain decomposition, one may use a single domain unstructured 
grid schematization to address this problem. 
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The thesis demonstrates SLA representation in Malacca Strait using tilt in addition to 
tide and meteorological forcing to drive numerical models. DUACS tilt has been 
shown to be a better option compared to IORDM tilt. However, DUACS tilt is not 
available in forecast mode and the only physics based option to address the SLA is 
IORDM. SLA prediction of IORDM can be improved by two methods. First method 
is to use a 1.5 reduced gravity model such as Shankar et al. (2002) instead of the 
present reduced depth model. The former has better physically sound assumptions 
which correctly address the inadequacy of IORDM in baroclinic sense. Second 
method is to use data-driven techniques such as Kalman filter (Kalman, 1960) or 
chaos theory inspired local models (Babovic et al., 2005) to correct IORDM water 
level prediction. Presently, tilt as additional boundary forcing is imposed as water 
level, other forms of boundary condition such as current velocity or volume flux can 
be attempted to improve hydrodynamic representation in Malacca Strait. 
In uncertainty characterization of total water level prediction presented in this thesis, 
monthly residual distribution histograms suggest that there may be four separate non-
tidal hydrodynamic regimes in the Malacca Strait over a year. More comprehensive 
analysis and extensive data such as velocities, salinity or temperature data can be 
done to confirm this hypothesis. 
GP-residual prediction model developed in this thesis relies on water level computed 
by numerical model and DUACS SLA data at a certain historical time instance. Using 
multiple historical time instances (𝑡 = -1, -2, …, -30 days) of model water level or 
residual in GP experiment may induce even better model residual prediction as there 
is a strong temporal AMI between the residual and model water level. 
In this thesis, water level prediction corrected using GP induced models is carried out 
locally at corresponding stations where observation is available. Other areas in the 
numerical model domain remain uncorrected. Spatial distribution methods such 
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artificial neutral networks (Sun et al., 2012), Kalman filter (Sun et al., 2009b) and 
kriging (Wang and Babovic, 2014) that have been already shown remarkable results 
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