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Capitolo 1
Introduzione
In questa tesi e` stato affrontato il progetto per la creazione di un’ estensione
per il programma Asterisk [1]; tale estensione ha aggiunto un supporto alla
comunicazione video sfruttando un modulo pre-esistente di Asterisk e, in
pratica, il risultato che si desiderava ottenere e` di consentire, tramite il
canale chan oss o chan alsa, una sessione video con un’altra entita` che
supportasse uno streaming di questo tipo e che potesse usufruire dei servizi
di un server Asterisk; in altre parole un client potra` avviare o ricevere una
sessione video su Asterisk in modo da ottenere per il video quello che gia` e`
disponibile per l’audio sui suddetti canali.
Il progetto, una volta concluso, ha permesso di interagire con altri pro-
grammi per la video-conferenza sfruttando codifiche video quali H.261 [5],
H.263 [6], H.263+, H.264 [11] e MPEG-4; cio` che si e` ottenuto visivamente e`
stato di poter visualizzare su una finestra lo streaming video locale e remoto
durante una comunicazione avviata sui canali di Console. Nonostante le
verifiche siano state fatte utilizzando sessioni negoziate tramite il protocol-
lo SIP, le modifiche apportate ai canali sono quasi totalmente indipendenti
dal protocollo di segnalazione utilizzato e potrebbero quindi essere sfruttate
anche su altri tipi di sessione con poco, se non nessuno, sforzo.
Per poter trasportare uno stream video in modo conforme agli standard
(ovvero interagire con le applicazioni pre-esistenti) e robusto (per ridurre al
minimo le problematiche introdotte da una rete best-effort) si sono seguite
regole precise definite su alcuni articoli delle RFC [7]; in particolare sono
stati seguiti gli articoli riguardanti il trasporto di streaming video (nei vari
formati) tramite il protocollo RTP.
Durante questo progetto e` stato necessario includere del codice per l’in-
terazione con i dispositivi per la cattura video, per le fasi di codifica e deco-
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difica e per la visualizzazione; nello specifico per poter gestire device video in
ambiente Unix-like e` stato utilizzato un modulo ormai onnipresente nelle ul-
time versioni del kernel Linux denominato Video4Linux [10]; per la gestione
dei codec si e` utilizzata la libreria FFMPEG [4] la quale consente numerose
operazioni per la gestione dei principali e piu` diffusi formati video; infine
per la visualizzazione e` stata utilizzata la libreria SDL [9] la quale consente
tra le varie cose di gestire la parte relativa alla visualizzazione della grafica
tramite poche chiamate a funzione. Durante le modifiche sono stati neces-
sari ulteriori cambiamenti ad Asterisk, anche al di fuori dei moduli su cui
era strettamente necessario lavorare: a causa di errori di programmazione,
scelte progettuali o mancata lungimiranza sono stati riscontrati comporta-
menti che impedivano una corretta interazione tra la struttura esistente e le
modifiche apportate; ad esempio, si e` riscontrata una mancata gestione dei
sequence number dei pacchetti RTP (in particolare per quelli video) e una
gestione errata di alcune strutture interne proprie di Asterisk stesso.
Per poter verificare il corretto funzionamento del progetto sono stati
utilizzati diversi programmi di terze parti su diverse piattaforme e che sup-
portassero un certo numero di funzionalita`; nelle prime verifiche e` stato
utilizzato il programma LinPhone [8] per verificare l’interazione con il pro-
tocollo SIP (controllo necessario per la negoziazione dei formati) e per la
corretta gestione degli stream video sui formati H.263+ e MPEG-4; in se-
guito, con l’aggiunta di ulteriori formati, si sono utilizzati programmi quali
X-Lite [2] il quale ha permesso di verificare sia il formato H.263 sia il fun-
zionamento su una piattaforma Windows; un’ulteriore verifica e` stata fatta
con il programma Ekiga [3] il quale ha permesso di controllare il funziona-
mento con il formato H.261. Una volta effettuate tali verifiche si e` passato a
controllare che le modifiche funzionassero correttamente anche con un’altra
istanza di Asterisk stesso.
L’implementazione di questa estensione e` stata fatta utilizzando la ver-
sione trunk prelevata tramite svn dal repository di Asterisk; questo ha per-
messo di poter lavorare utilizzando le ultime caratteristiche e patch che
generalmente non sono presenti nella cosiddetta versione stable; gli ambienti
operativi su cui si e` lavorato sono Linux e FreeBSD.
Capitolo 2
Approccio al problema
Un progetto di questo tipo impone di affrontare differenti problematiche che
ricoprono i seguenti campi:
• Gestione di un sistema PBX
• Integrazione di codice su un’applicazione pre-strutturata
• Codifica video
• Trasporto di stream video su una rete telematica
• Verifica del risultato in un ambiente reale
Il primo problema da affrontare e` quello di conoscere cio` su cui si sta
lavorando, ovvero Asterisk. Una prima fase, in cui si prende dimestichezza
con le funzionalita` di tale programma, e` necessaria per conoscere quali siano
le potenzialita` offerte e quali i suoi limiti: imparare a configurare un’instal-
lazione affinche´ permetta di far comunicare due o piu` client, fornirgli piu` o
meno servizi, garantirgli o rifiutargli permessi, consente di prendere visione
del funzionamento di base e permette di iniziare a capire come modificare il
prodotto affinche´ si ottenga cio` che si desidera.
Una volta che si ha una conoscenza di base sul funzionamento dal lato
utente e dal lato server si passa a studiarne il codice per ritrovare sulle istru-
zioni le funzionalita` che si sono viste in precedenza; in questo modo si inizia
ad prendere coscienza di come le operazioni vengano implementate e come
si sia ottenuto un tale risultato. Affrontare il codice puo` risultare, almeno
all’inizio, un po’ difficoltoso; questo e` dovuto principalmente al fatto che
un’applicazione di tali dimensioni e` generalmente progettata e sviluppata
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da molte persone; cio` implica che ogni componente del team prenda a carico
una particolare funzionalita` o un particolare modulo e che lo implementi
come meglio crede (salvo il fatto che l’interfaccia tra i vari moduli sia stata
definita a priori); in aggiunta a questo tipo di approccio c’e` da considerare
anche il fatto che generalmente il codice si presenta quasi sempre con po-
chi, se non addirittura con nessun commento. In conclusione affrontare un
progetto in cui sono presenti differenti stili di programmazione e una scarsa
documentazione puo` creare non poche difficolta` che si traducono spesso in
un’analisi al contrario del codice alla ricerca del suo significato. Durante
questa fase ci si puo` trovare a dover affrontare tematiche di cui si hanno po-
che o per nulla conoscenze e in tal caso e` necessario affrontare tali argomenti
per approfondire la conoscenza del codice. Nel caso in questione e` stato ne-
cessario approfondire le conoscenze sui protocolli di rete e, in particolare,
quelli di segnalazione e di trasporto quali SIP e RTP.
Finita l’analisi del codice e` necessario iniziare a decidere come integrare
il proprio codice in modo da ridurre al minimo le modifiche; quando si effet-
tuano modifiche su un progetto bisogna porre attenzione a quali interazioni
sono presenti tra le varie parti che si vanno a modificare: cambiare un com-
portamento ad una porzione di codice, puo` voler dire cambiarlo ad altre;
questo puo` portare a funzionamenti anomali che possono creare numerose
difficolta` dal punto di vista del debugging.
Durante la scrittura del codice, soprattutto per modifiche non bana-
li, e` talvolta necessario includere l’utilizzo di librerie di terze parti; questa
inclusione comporta lo studio delle caratteristiche e delle funzionalita` of-
ferte da tali librerie; l’aggiunta di queste ultime porta ad un’integrazione
tra differenti strutture dati, il che implica che si debba costruire tutta una
sotto-architettura necessaria per far interagire i vari progetti. La buona pro-
gettazione di tali componenti facilita l’integrazione ed e` quindi necessario
porre particolare attenzione nella scelta di queste aggiunte.
Per poter verificare il corretto funzionamento delle modifiche e` necessario
prendere come punto di riferimento progetti di terze-parti che generalmente
sono stati testati sufficientemente; in questo modo e` possibile controllare
che cio` che si e` implementato si possa integrare in soluzioni pre-esistenti.
Tuttavia questa verifica non garantisce la correttezza del codice; ad esempio
nel caso in esame si dovra` avere una trasmissione e una ricezione di uno
stream video: puo` capitare che l’invio non sia completamente conforme alle
specifiche, ma che il programma di riferimento sia abbastanza robusto da
accettare comunque lo stream; viceversa potrebbe capitare che in ricezio-
ne le modifiche apportate siano in grado di accettare soltanto uno stream
strutturato in maniera specifica e che quindi non sia in grado di gestire un
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comportamento non previsto.
2.1 Supporto video in Asterisk
Il supporto fornito da Asterisk per lo streaming video e` limitato alla ne-
goziazione dei formati e al bridging dei pacchetti; di per se´ non supporta
un’elaborazione sullo stream video per garantire compatibilita` tra due client
come succede con il supporto audio.
Quello che viene fornito con l’audio e` di garantire un insieme di formati
supportati che vengono negoziati con i client; se due utenti richiedono una
sessione di conferenza, Asterisk negozia con i singoli i formati audio suppor-
tati e se l’intersezione di questi (tra i due client) e` un insieme vuoto, Asterisk
garantisce comunque interoperabilita` tramite una conversione tra i formati.
Per quanto riguarda il video tutto questo non viene garantito per via del
fatto che una ricodifica dello stream video richiede generalmente risorse di
elaborazione molto piu` elevate rispetto ad una ricodifica audio.
La figura 2.1 mostra come Asterisk gestisce i pacchetti nella necessita` di
una riconversione audio.
Figura 2.1: Interazione tra vari moduli e ricodifica audio
Il core di Asterisk si limita a reinstradare i pacchetti che gli arrivano dai
vari moduli verso altri moduli in base alle esigenze. Si supponga di avere due
client che si registrano su Asterisk rispettivamente tramite i protocolli SIP
e IAX e che il primo supporti un formato audio GSM mentre il secondo un
formato audio ULAW; una volta registrati, ai due client verranno associati
un’istanza di canale chan sip e una chan iax. Se il client SIP invia un pac-
chetto audio in formato GSM, Asterisk intercetta tale pacchetto sul canale
corrispondente e, dopo aver verificato che il destinatario e` l’utente IAX, lo
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passa al modulo di codec relativo alla conversione tra GSM e ULAW; una
volta avvenuta la conversione il pacchetto viene passato all’istanza del mo-
dulo IAX associata al relativo client il quale si occupa di reinviare il nuovo
pacchetto ULAW al secondo client.
I pacchetti seguono questo iter in modo del tutto automatico: questi
arrivano (o partono) da un modulo di canale il quale lo passa al core di
Asterisk che riconoscendo la necessita` di una conversione lo reindirizza a sua
volta ad un modulo di codec; il pacchetto convertito ritorna quindi al core
il quale puo` passarlo finalmente al modulo di canale per il reinstradamento
verso il client destinatario.
Si potrebbe pensare di implementare un meccanismo simile anche per il
video: i frame arrivano in vari formati e questo li ricodifica affinche´ il canale
a cui e` destinato lo possa elaborare in maniera generica; tuttavia questo
implicherebbe che il server debba eseguire nella peggiore delle ipotesi due
conversioni per ogni sessione di conferenza il che, dal momento che codifica
e decodifica video sono processi complicati, lo caricherebbe eccessivamente.
Inoltre i moduli di codec di Asterisk non permettono al momento una con-
figurazione dei parametri interni: i singoli canali non potrebbero interagire
con i codec affiche´ specifichino dei parametri di qualita`.
Poiche´, come si vedra` in seguito, il trasporto di frame video generalmente
richiede un trattamento particolare si supporra` di far viaggiare i pacchetti
su una sessione RTP; il protocollo di segnalazione utile alla negoziazione dei
canali e` ininfluente, ma in questa sede, per trattare un caso reale, si supporra`
di lavorare su un canale SIP.
Nel seguito della tesi verranno affrontati piu` nel dettaglio gli argomen-
ti finora descritti; nel capitolo 3 si affrontera` il problema di come creare e
integrare le modifiche per aggiungere l’estensione desiderata; nel capitolo 5
verra` mostrato quali problematiche relative alle reti si sono affrontate, in
particolare legate al trasporto dello stream video sul protocollo RTP; nel
capitolo 4 si parlera` dei formati video e di come possano essere configura-
ti tramite i parametri che le FFMPEG mettono a disposizione; infine nel
capitolo 6 si parlera` di possibili estensioni al progetto al fine di aggiungere
nuove funzionalita`.
Capitolo 3
Esempio di estensione per
chan oss
Una possibilita` offerta da Asterisk e` quella di poter interagire direttamente
con il server creando una comunicazione audio con un particolare canale
il quale fornisce riproduzione e registrazione direttamente dal server. Tali
canali (di console in generale, ALSA e OSS nello specifico) si limitano a
ricevere e inviare frame audio in un formato non compresso (generalmente
in PCM) per far s`ı che i canali non debbano eseguire elaborazioni sui dati:
uno stream PCM e` quello che viene registrato e riprodotto direttamente dai
server audio in questione; sara` poi compito dei moduli di codec convertire
tali frame nel formato concordato con il client.
Quello che viene fornito in questa tesi e` la possibilita` di interagire con il
modulo di console fornendo anche un supporto video. Il contesto su cui si
andra` a lavorare sara` quello di una comunicazione video in cui uno dei due
client e` il modulo chan oss; questo canale rappresenta la forma piu` semplice
di client per lo steraming audio: sfruttando il server sonoro OSS permette
di registrare e riprodurre un flusso sonoro da e su una scheda audio.
Il chan oss, al momento della sua registrazione all’avvio di Asterisk,
definisce un canale cosiddetto di Console; tale canale in particolare puo`
essere riferito in un dialplan tramite un’estensione la quale potra` poi essere
utilizzata come servizio da altri client; un’altra caratteristica del canale di
Console e` che puo` avviare lui stesso una comunicazione riferendosi al dialplan
in modo da contattare un client registrato sul server. Queste operazioni
rendono questo tipo di canale un client a tutti gli effetti il che lo rende
un’ottima scelta per eseguire le modifiche che ci si e` proposti.
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3.1 Funzionamento interno di una conferenza
La struttura base di chan oss, cos`ı come quella di qualunque canale di Aste-
risk, e` costituita da un descrittore (di tipo ast channel tech) che esporta,
oltre a informazioni specifiche del canale, un insieme di callback per le ope-
razioni supportate: risposta, esecuzione e hangup di una chiamata, ricezione
e invio di frame audio, video, testuali e di controllo, cambio dello stato del
canale, ecc.
La prima fase a cui un canale deve far fronte e` il caricamento del modulo
in memoria; questa operazione viene eseguita da Asterisk tramite le primiti-
ve messe a disposizione dal sistema operativo. Un modulo deve esportare tre
funzioni che vengono richiamate rispettivamente quando e` necessario inizia-
lizzare, ricaricare o rimuovere il modulo: l’inizializzazione in particolare si
deve occupare di registrare su Asterisk un’istanza di ast channel tech. A
questo punto il modulo ha concluso la sua fase di inizializzazione ed Asterisk
puo` interagire con esso.
La ricezione di un frame e` suddivisa su due callback, write e write video,
le quali si occupano di gestire rispettivamente i frame audio e video indiriz-
zati al canale. Per quanto riguarda l’invio non esiste differenza: la callback
read puo` restituire una lista di frame eterogenei al core il quale si occupera`
di accodarli su una coda implementata sul descrittore del canale stesso; af-
finche´ la read venga richiamata da Asterisk viene sfruttato il meccanismo
della select; in particolare e` necessario che il canale, nel momento della
sua registrazione su Asterisk, informi quest’ultimo quali descrittori di file
devono essere controllati tramite la select per le operazioni di lettura; il
core verifica quindi i descrittori registrati e richiama le rispettive read dei
canali ogni qualvolta siano presenti dati sui dispositivi registrati.
Nei frame passati al canale (strutturati secondo il tipo ast frame sono
incluse informazioni di vario genere: oltre al payload vero e proprio, vengono
trasportate informazioni quali sequence number, timestamp, identificativi
per il formato audio/video, ecc. Questi dati sono utilizzati sia da Asterisk
sia dai moduli di canali per controlli sullo stream quali perdita di pacchetti,
calcolo del jitter, ecc.
Viceversa durante la creazione dei frame per l’invio dal canale e` neces-
sario includere tali informazioni per poter garantire controlli da parte di
Asterisk o delle altre entita`.
Dal punto di vista del canale chan oss la struttura del funzionamento
nel caso si gestisca anche il video e` mostrata in figura 3.1.
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Figura 3.1: Comportamento del chan oss modificato
3.2 Analisi delle modifiche
Di base il chan oss non supporta stream video in ingresso ed e` quindi
necessario implementare una callback write video affinche´ Asterisk sap-
pia che eventuali frame video indirizzati al canale possono essere gestiti da
quest’ultimo tramite tale funzione.
Per quanto riguarda l’invio, si potrebbe pensare inizialmente di modifi-
care la read; tuttavia un tale approccio porterebbe ad alcuni svantaggi.
In prima analisi si puo` notare che generalmente tutti i processi relativi
al video streaming sono onerosi in termini di risorse computazionali; questo
implica che implementare le operazioni di codifica e decodifica direttamente
nel processo del canale potrebbe portare a una degradazione della qualita`
di tutto il canale; l’idea e` quindi quella di implementare tutte le funzioni
relative all’elaborazione video su un thread separato garantendo in questo
modo che eventuali rallentamenti nell’elaborazione del video non influiscano
la gestione del resto del canale: e` preferibile vedere un video con una qualita`
inferiore che dover sentire un audio distorto.
Un ulteriore vantaggio nell’uso di un thread separato per il video e` dato
dal fatto che non e` sempre possibile fare un polling su un device video; in
ambiente Linux e` stato definito uno standard per l’interfacciamento con di-
spositivi video denominato Video4Linux (V4L); questo standard, implemen-
tato come modulo del kernel, genera, al suo caricamento, un file di device
per l’accesso ai dispositivi video il quale pero` non supporta le operazioni
di select (informa sempre positivamente della presenza di dati); questo
comportamento impedisce quindi di modificare la read del canale affinche´
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Asterisk esegua un controllo sul dispositivo1. Si consideri inoltre che non e`
detto che la sorgente video sia sempre rappresentabile tramite un descrittore
di file; questo rafforza l’idea di slegare la cattura video dal meccanismo della
select.
Il comportamento che desideriamo ottenere dal chan oss e` quindi quello
di attendere le varie chiamate alla write video da parte di Asterisk ogni
qualvolta arrivi un frame e di modificare l’inizializzazione del canale affinche´
avvii un thread che si occupera` di tutte le operazioni relative al video.
In breve quello che si desidera ottenere e` una patch al chan oss che
consenta di generare frame video2, inviarli, ricevere frame video generati da
una terza entita` (potrebbe essere un soft-phone, un hard-phone o un’altra
istanza del canale stesso) e visualizzare i frame locali e remoti; la figura 3.2
mostra le aggiunte che si desiderano applicare in relazione ai buffer utilizzati
nel passaggio delle informazioni tra le varie fasi di elaborazione.
3.3 Analisi dei moduli
3.3.1 Sorgente video
Quale che sia la sorgente video, uno stream sara` sicuramente definito dal
suo identificativo e da un frame-rate.
Per poter gestire uno stream video e` necessario conoscere la sua rappre-
sentazione a livello di dati; ad esempio, nel caso la sorgente sia una webcam,
il formato puo` essere non compresso rappresentato in uno spazio dei colori
YUV o RGB, cosiccome in un formato compresso come JPEG.
Per semplicita` supporremo che il formato dello stream in ingresso sia non
compresso, in questo modo semplificheremo un’eventuale pre-elaborazione
del flusso; si potrebbero fare ipotesi anche sul dominio di rappresentazione
delle componenti, ma un’eventuale conversione da un dominio ad un altro,
in questo caso, sarebbe di minimo sforzo.
In breve la sorgente video fornira` frame completi non compressi rappre-
sentati in un dominio qualunque. Tale stream verra` denominato in seguito
con raw-stream e verra` memorizzato sul buffer loc src.
1Con la seconda versione di V4L e` stato aggiunto il supporto alla select.
2Il dispositivo di cattura e` ininfluente: potrebbe essere una webcam, un file o uno
screen-grabber.
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Figura 3.2: Struttura della patch (i blocchi rappresentano le operazioni
eseguite e le scritte sugli archi i buffer utilizzati)
3.3.2 Encoding
Per poter ottenere la codifica si ha bisogno del buffer contenente il frame
corrente del raw-stream, di un encoder e di un buffer in uscita che contenga
il frame codificato.
I frame in ingresso all’encoder tuttavia sono vincolati da specifiche detta-
te dall’encoder stesso: ad esempio, alcune implementazioni di encoder hanno
bisogno di una geometria dell’immagine ben specifica; per questo motivo e`
necessario un ulteriore buffer per memorizzare il frame proveniente dallo
raw-stream riadattato in base alle necessita` dello specifico encoder.
Le operazioni per la conversione della geometria dei frame (oltre che
dello spazio dei colori) possono essere ottenute facilmente tramite il modulo
swscaler della libreria FFMPEG.
Per poter quindi ottenere una codifica corretta e` necessario che il buf-
fer loc src venga trasformato in enc in il quale rappresentera` l’input per
l’encoder che a sua volta fornira` il buffer enc out.
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3.3.3 Frammentazione
Come verra` discusso nel capitolo 5 prima di poter inviare frame codificati
e` necessario un ulteriore passaggio per evitare i problemi derivanti da una
frammentazione a livello di rete.
Questa operazione prevede che a partire dal bitstream codificato si ot-
tengano dei segmenti che possono essere inviati evitando cos`ı un’ulteriore
frammentazione “incontrollata” ad un livello di rete inferiore. I vantaggi e
le metodologie per tale operazione verranno discussi piu` avanti nel capitolo
5, ma per ora e` sufficiente sapere che il risultato di tale operazione dovra`
fornire una lista di ast frame debitamente allocata e inizializzata, in cui
ognuno dei frame dovra` trasportare un frammento del bitstream; e` quin-
di necessario che tale modulo preveda come ingresso il buffer contenente il
bitstream codificato enc out.
Una volta che sono stati generati i vari frammenti, la lista di ast frame
dovra` essere accodata su una coda interna al canale stesso e Asterisk dovra`
essere informato della presenza e del numero di frame presenti in coda.
3.3.4 Deframmentazione
La deframmentazione e` l’operazione necessaria per poter ricostruire il bi-
tstream codificato inviato dalla sorgente a partire dai frame ricevuti da
Asterisk.
Come per la frammentazione le regole per poter ricostruire un frame
completo sono specificate nel capitolo 5; qui sara` sufficiente sapere che in
ingresso a tale modulo viene fornito un pacchetto trasportato attraverso
un’istanza di ast frame il quale conterra` uno dei frammenti creati dall’altro
terminale della comunicazione; poiche´ il core di Asterisk non fa elaborazioni
sui frame, non e` in grado di poter sapere quali sia il significato di una
sequenza di ast frame e per questo motivo passa tramite la write video
un frame alla volta; questo comporta che il modulo per la deframmentazione
dovra` mantenere uno stato al fine di poter ricostruire correttamente frame
completi. Per poter riconoscere l’ultimo frame di una sequenza di frammenti
si fa uso di un meccanismo intrinseco ad Asterisk: ast frame contiene un
campo subclass il quale, oltre a trasportare informazioni sul formato audio
o video, indica tramite il bit meno significativo che il frame e` l’ultimo di una
sequenza. Questa informazione viene generalmente estratta dai pacchetti
del livello di trasporto o di quelli superiori come ad esempio la flag Marker
dei pacchetti RTP.
I presupposti per il modulo di deframmentazione sono quindi che riceva
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un singolo frame alla volta e che il buffer su cui memorizzare via via il
bitstream ricostruito sara` dec in.
3.3.5 Decoding
Il processo di decodifica prevede che sia disponibile un buffer contenente il
frame completo codificato, un decoder e un buffer che dovra` contenere il
bitstream decodificato.
La decodifica e` fondamentalmente la parte piu` semplice; una volta che
il bitstream e` stato deframmentato e` sufficiente passare alle FFMPEG tale
bitstream per poter essere poi decodificato.
Tuttavia alcuni codec necessitano di una pre-elaborazione del bitstream
per poter ricostruire un flusso dati che possa essere elaborato in decodifi-
ca; ad esempio i codec H.261, H.263, H.263+ e H.264 richiedono tale ela-
boraziozione preventiva; viceversa MPEG-4 consente una decodifica senza
pre-elaborazione.
Il modulo per la decodifica si aspetta che il bitstream codificato e com-
pleto sia memorizzato sul buffer dec in di video in desc e fornira` il frame
decodificato su d frame.
3.3.6 Visualizzazione
La visualizzazione dei frame prevede che si abbia a disposizione dei frame
(locali e/o remoti) in un particolare formato. Nello specifico e` necessa-
rio che i relativi buffer contengano i frame in un formato non compresso e
rappresentati in un spazio YUV.
La visualizzazione e` stata implementata tramite la libreria SDL; tale li-
breria (di cui sono presenti porting per vari sistemi) e` stata sviluppata in mo-
do da rendere le operazioni indipendenti da architettura, sistema operativo
e dispositivo di rendering; questo la rende un’ottima scelta per l’operazione
di visualizzazione necessaria a questo progetto.
Il funzionamento delle SDL e` piuttosto semplice: una volta inizializzato il
contesto della libreria, e` possibile con poche chiamate a funzione creare una
finestra per la visualizzazione della grafica. La metodologia di rendering
si basa su overlay ovvero buffer grafici che verranno, una volta riempiti,
“sovrapposti” sulla finestra creata. Esistono diversi tipi di overlay in base al
dominio di rappresentazione che si desidera utilizzare; per questo motivo e`
necessario utilizzare overlay di tipo YUV in modo da ridurre ulteriormente
le operazione di interazione tra le varie rappresentazioni del video.
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La visualizzazione si suddivide in due parti: quella necessaria per i fra-
me locali e quella per i frame remoti. La prima si aspettera` che sul buffer
enc in della struttura video out desc sia presente il frame che dev’essere
codificato e che il buffer loc dpy sia allocato per poter contenere un’ulteriore
trasformazione per personalizzare la visualizzazione: si desidera mantenere
slegate le proprieta` del frame da codificare con quello da visualizzare; si
pensi ad esempio ad una video-conferenza: generalmente si fa poca atten-
zione all’immagine locale e si preferisce vedere meglio quella remota. La
trasformazione da enc in a loc dpy viene fatta sempre tramite il modulo
swscaler come nel caso del paragrafo 3.3.2.
Per la visualizzazione dei frame remoti invece il processo di visualiz-
zazione si dovra` aspettare che sull’istanza d frame sia presente il frame
ricevuto e decodificato (teoricamente pronto alla visualizzazione); tuttavia
anche in questo caso si potrebbe voler generalizzare il discorso sulla visua-
lizzazione e per questo e` stato previsto un ulteriore buffer rem dpy che con-
terra` un’eventuale trasformazione del frame ricevuto prima di poter essere
visualizzato.
In conclusione le chiamate alle funzioni della SDL faranno accesso esclu-
sivamente ai buffer loc dpy (per i frame locali) e rem dpy (per quelli remoti).
3.4 Struttura per i codec
Fondamentalmente le operazioni per la codifica sono:
• Inizializzazione
• Encoding
• Incapsulamento in pacchetti RTP
Viceversa per la decodifca:
• Inizializzazione
• Decapsulamento dei pacchetti RTP
• Decoding
Ogni codec prevede una propria implementazione di tali operazioni il che
creerebbe dei problemi alla struttura del codice.
Per mantenere il resto del codice indipendente dal codec utilizzato e` stata
creata una struttura che contenesse puntatori a funzione per le operazioni
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sopraccitate; in tal modo e` sufficiente creare un’istanza di tale struttura e
inizializzarla con le implementazioni specifiche al codec; a questo punto il
resto del codice dovra` limitarsi a richiamare i puntatori a funzione senza
preoccuparsi di quale sia l’effettiva implementazione.
Affinche´ la struttura funzioni e` necessario che ogni operazione prevista
dai codec sia uniformata. La definizione della struttura e` mostrata nella
figura 3.3.
typedef int (*encoder_init_f)(struct video_out_desc *v);
typedef int (*encoder_encode_f)(struct video_out_desc *v);
typedef struct ast_frame *(*encoder_encap_f)(
struct video_out_desc *out,
struct ast_frame **tail);
typedef int (*decoder_init_f)(struct video_in_desc *v);
typedef int (*decoder_decap_f(struct fbuf_t *b, uint8_t *data,
int len);
typedef int (*decoder_decode_f)(struct video_in_desc *v,
struct fbuf_t *b);
struct video_codec_desc {
const char *name;
int format;
encoder_init_f enc_init; /* Inizializzazione Encoder */
encoder_encap_f enc_encap; /* Incapsulamento */
encoder_encode_f enc_run; /* Encoding */
decoder_init_f dec_init; /* Inizializzazione Decoder */
decoder_decap_f dec_decap; /* Decapsulamento */
decoder_decode_f dec_run; /* Decoding */
};
Figura 3.3: Strutture per i codec
Le istanze di encoder init f e di decoder init f devono prevedere che
si inizializzi rispettivamente un’istanza di video out desc e video in desc
definendo le funzionalita` desiderate per il codec.
La codifica (encoder encode f) si occupa di elaborare il frame v->frame
(preparato dalla routine per la generazione dei frame) per produrre su
v->enc out uno stream codificato.
L’incapsulamento, implementato da encoder encap f, si deve occupare
di generare a partire dal buffer out->enc out una lista di ast frame ognuno
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contenente una porzione del frame codificato originale pronto per l’invio su
una sessione RTP; il parametro tail, all’uscita della funzione, dovra` essere
impostato all’ultimo elemento della lista di ast frame appena creata.
Il decapsulamento (decoder decap f) si occupa di elaborare i pacchetti
RTP che il canale riceve (passati alla funzione tramite la coppia di parametri
data e len) al fine di preparare uno stream codificato completo da passare
al decoder restituito tramite il buffer b.
Infine decoder decode f prepara su v->d frame il frame decodificato a
partire dal buffer b risultante dall’operazione di decapsulamento.
3.5 Configurazione del canale
La regolazione dei parametri utili alla alla cattura, codifica, decodifica e
visualizzazione e` stata implementata sfruttando il file di configurazione
pre-esistente del chan oss; sono stati aggiunti i seguenti parametri:
videodevice Specifica il dispositivo per la cattura dei frame; questo puo` as-
sumere il valore “X11” (case insensitive) per specificare che si desidera
che i frame siano prelevati da cio` che viene visualizzato su schermo
(grabber-X11); in alternativa si puo` specificare il percorso assoluto ad
un file di dispositivo che supporti il V4L
videocodec Definisce il formato video con cui eseguire codifica e decodifica;
puo` assumere i valori “h261”, “h263”, “h263p”, “h264” e “mpeg4” ri-
spettivamente per utilizzare H.261, H.263, H.263+ (alias H.263-1998),
H.264 e MPEG-4
fps Specifica il frame-rate desiderato per la cattura dei frame locali
bitrate Specifica il bitrate medio desiderato durante la codifica
qmin Rappresenta il livello di quantizzazione minimo durante la codifica
sendvideo Questo parametro consente di abilitare o disabilitare l’invio dei
frame video
video size Definisce la geometria del il buffer enc in per la trasformazione
preventiva alla codifica
camera size Definisce la geometria del il buffer loc src ovvero la risolu-
zione a cui si vuole catturare i frame dal dispositivo
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local size Definisce la geometria del il buffer loc dpy ovvero la risoluzione
a cui visualizzare i frame locali
remove size Definisce la geometria del il buffer rem dpy ovvero la risolu-
zione a cui visualizzare i frame remoti
Per quanto riguarda i parametri per le varie geometrie e` possibile as-
segnargli valori standard o una coppia di dimensioni; in particolare si puo`
utilizzare la sintassi x×y o uno dei valori specificati di seguito:
• cif: 352×288
• qcif: 176×144
• sqcif: 128×96
• vga: 640×480
• qvga: 320×240
Come per gli altri parametri di chan oss e` possibile modificare i valori
di quelli video a runtime direttamente da console; in questo modo e` possibile
aggiustarne i valori senza dover ricaricare il file di configurazione.
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Capitolo 4
Codec
Cio` che ci si aspetta da una video-conferenza e` che fornisca un video di
buona qualita` (quantomeno che si possa riconoscere cio` che si vede) e che
non introduca un overhead eccessivo in termini di risorse di elaborazione e
di banda occupata.
Si potrebbe ipotizzare di generare uno stream video trasportando frame
non compressi; in questo modo si avrebbe una qualita` perfetta e un overhead
sull’elaborazione minimo, ma, a meno di non disporre di una connessione
ad altissima capacita`, occuperebbe una quantita` di banda inaccettabile. Se
si desiderasse mantenere inalterata la qualita` e ridurre la banda occupata
si potrebbe comprimere ogni frame (o anche gruppi di frame) utilizzando
algoritmi di compressione dati; nonostante questa tecnica ridurrebbe consi-
derevolmente l’occupazione di banda introdurrebbe numerosi problemi, uno
dei quali e` dato dal fatto che tali algoritmi non sono affatto robusti in caso di
perdita o alterazione dei dati: poiche´ gli algoritmi di compressione dati sono
lossless, ci si aspetta che il flusso dati fornito in uscita alla decompressione
sia identico a quello originale in ingresso al compressore implicando che se
si ottiene un flusso dati compresso alterato, la decompressione non sarebbe
possibile; dal momento che le reti telematiche in generale sono soggette a
perdite di informazioni si rischierebbe di invalidare l’intero flusso dati o co-
munque di non poter sfruttare la piena qualita` che si desidera; un ulteriore
svantaggio di tale tecnica e` il peso che le fasi di compressione e decompres-
sione comportano: generalmente tali algoritmi sono piuttosto complicati e
richiedono elaborazioni onerose.
Per via di questi motivi si dovrebbe pensare di sacrificare un po’ della
qualita` per garantire uno stream video che sia leggero sia per le operazioni
di codifica e decodifica sia per la banda.
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I codec utilizzati generalmente nel video-streaming sono fondamental-
mente algoritmi di compressione con perdita di dati e denominati lossy ; tali
algoritmi prevedono che il flusso dati ottenuto in uscita ad un decoder sia
leggermente differente da quello in ingresso al corrispondente encoder. Se si
guardasse un’immagine statica si potrebbero apprezzare teoricamente tutti
i pixel che la compongono, tuttavia in un’animazione piccole differenze pos-
sono essere accettate poiche´ l’occhio umano non e` in grado di soffermarsi sui
particolari. L’idea di base e` quindi quella di ridurre la qualita` in modo da
ridurne di conseguenza anche l’entropia propria dell’immagine e permettere
quindi una compressione migliore.
Da quando sono stati inventati, i codec hanno subito un’evoluzione che
gli ha permesso di aumentare la qualita` e ridurre la dimensione dei frame
codificati.
Ogni codec ha le proprie caratteristiche in base al campo di applicazione;
alcuni di essi sono pensati per lo streaming, altri per il trasporto di video
in alta qualita`; si pensi ad esempio ai DVD video i quali utilizzano una
codifica MPEG-2 che garantisce una qualita` molto buona, ma sacrificando
spazio occupato; tuttavia tale codifica viene utilizzata anche nei sistemi
DVB-S scelta giustificata dal fatto che la comunicazione e` unidirezionale e
si ha a disposizione una banda molto elevata.
Ad ogni modo il progetto in questione affronta comunicazioni video su
reti telematiche; questo limita la scelta dei codec poiche´ si ha generalmente
bande molto piu` limitate rispetto a quelle che si hanno con una comuni-
cazione satellitare e risorse di elaborazione che non sono dedicate alla sola
decodifica: sarebbe meglio che per mantenere un video-stream non si debba
chiudere ogni programma in esecuzione.
Nonostante si siano ridotte le possibili configurazioni per lo streaming
video si ha ancora a disposizione numerose scelte da attuare; innanzittutto,
come si e` detto prima, esistono numerosi codec anche tra quelli utilizzati per
lo streaming in rete e, in secondo luogo, ogni codec porta con se´ numerose
opzioni e parametri di configurazione che permettono di personalizzare la
codifica.
4.1 La scelta del codec
I vari codec disponibili per lo streaming video si differenziano tra loro princi-
palmente per un diverso trattamento delle informazioni; in generale i codec
non trattano i frame da codificare nel loro complesso, ma li suddividono in
sotto-regioni o blocchi che vengono elaborati indipendentemente. In partico-
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lare per consentire una migliore compressione i singoli blocchi vengono ela-
borati nel dominio delle frequenze spaziali in cui si esegue un campionamento
prima di procedere con la compressione.
Questa metodologia di trattamento dei dati comporta che parte delle
informazioni vengano perse e che il degrado della qualita` puo` essere limitata
ad una porzione relativamente piccola del flusso.
In base ai metodi di compressione e di scelta nel campionamento e`
possibile ottenere un flusso dati piu` o meno ridotto e modificato.
Un altro discriminante nella scelta dei codec e` dato da come le infor-
mazioni relative al flusso vengono trasportate nei singoli frame; nell’ambito
dello streaming video si e` visto precedentemente che uno dei passi necessari
prima di poter inviare un frame e` quello della frammentazione; per poter
eseguire l’operazione inversa e` necessario trasportare su ogni singolo fram-
mento informazioni relative al frame; se tali informazioni non sono incluse
in modo appropriato si ha una ridondanza di informazioni che aumenta in-
volontariamente la banda occupata in trasmissione. Alcuni codec sono stati
pensati appositamente per lo streaming in rete e sono stati definiti in modo
tale da ridurre tali ridondanze; per poter ottenere questo risultato si fanno
coincidere le informazioni necessarie alla decodifica con quelle necessarie per
un invio corretto in rete. Un caso particolare di questo tipo di definizio-
ne e` dato dal formato H.264 il quale prevede come header una struttura
adatta al trasporto in pacchetti RTP senza dover eseguire precedentemente
elaborazioni complicate.
4.2 La scelta dei parametri
Durante la configurazione di un codec e` necessario far convivere numerosi
aspetti legati tanto alla qualita` quanto alla robustezza e alla banda occupata.
I parametri che vengono generalmente utilizzati nella configurazione di un
codec e che possono essere impostati tramite le FFMPEG sono:
fps Frames Per Second ovvero il numero di frame che devono essere elaborati
o visualizzati in un secondo
bitrate Definito come il numero di bit al secondo che deve essere prodotto
mediamente dall’encoder
qmin Fornisce la granularita` minima che si desidera ottenere dopo il pro-
cesso di quantizzazione nel dominio delle frequenze
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gop size Un GOP (Group Of Picture) e` un insieme di frame di vario tipo
(I, P, B, ecc.) in cui il primo e` sempre un I-frame; definire quindi la
dimensione del GOP implica che si definisca la distanza tra gli I-frame
dimensione Rappresentata da una larghezza e un’altezza dell’immagine
E` logico pensare che se si riduce di molto il fps si ha una generazione
di frame molto limitata con una conseguente occupazione di banda ridotta;
tuttavia visualizzare un frame ogni dieci secondi, ad esempio, produce un
video che in certi casi puo` risultare incomprensibile. Viceversa impostare
un fps alto implica che il video risultera` fluido (soprattutto per frame-rate
superiori ai 25 fps), ma che lo stream conterra` un numero elevato di frame
con un conseguente aumento della sua dimensione.
Per quanto riguarda il bitrate, quanto piu` viene aumentato tanto meno il
codec avra` bisogno di ridurre la qualita` durante il campionamento e durante
le fasi di predizione; ad ogni modo mantenere un bitrate alto implica che ogni
frame (soprattutto gli I-frame) sara` molto grande; inoltre, per il discorso
fatto in precedenza, consentire al codec di mantenere quanta piu` qualita`
possibile non implica che l’occhio umano riesca a percepirla.
Il parametro qmin consente di definire un limite inferiore al numero di
frequenze che possono essere tagliate in modo da ridurre gli effetti del pro-
cesso di quantizzazione; mantenere un qmin alto ha come risultato quello
di produrre un video granuloso, ma che occupi poco; viceversa impostare
questo parametro ad un valore basso permette di ridurre gli artefici a di-
scapito della dimensione. Esiste la possibilita` di far s`ı che la quantizzazione
operi secondo un valore costante e in tal caso il valore del bitrate perde di
significato.
La figura 4.1 mostra la relazione presente tra qmin, bitrate e banda oc-
cupata; i picchi che si evidenziano rispetto al resto del flusso sono gli I-frame
e si puo` notare che il traffico generato in coincidenza di questi punti sovra-
sta il traffico generato dagli altri frame; inoltre si puo` evidenziare come la
banda occupata dagli I-frame possa superare il valore specificato dal bitrate
giustificato dal fatto che quest’ultimo rappresenta un valor medio.
Nella figura 4.2 si puo` invece notare le differenze nella qualita` al variare
dei parametri; e` bene notare che questo esempio mostra il risultato a “re-
gime”, ovvero in una situazione in cui il soggetto e` immobile e dopo che e`
stato generato un I-frame; questo comporta che la qualita` che si puo` ottenere
puo` variare in base a quanto il soggetto sia o meno in movimento. Come si
puo` notare (comparando questi risultati con quelli di figura 4.1) e` possibile
regolare i parametri in modo da poter far convivere qualita` e banda.
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Figura 4.1: Confronto tra i profili di traffico generato in diverse situazioni
(le ordinate sono in bits): a) qmin = 10, bitrate = 128 Kbps; b) qmin =
3, bitrate = 128 Kbps; c) qmin = 3, bitrate = 5 Kbps
La dimensione di un GOP garantisce che gli I-frame vengano generati
con un certa cadenza; poiche´ i frame successivi agli I-frame trasportano fon-
damentalmente informazioni sulle differenze dei frame precedenti (tal volta
anche successivi) e poiche´ tali differenze non possono essere rappresentate
con precisione, ma introducono, per quanto minimo, un errore, alla lunga
questa tecnica trasporta con se un errore cumulativo che puo` portare il vi-
deo ad una qualita` scarsa; gli I-frame sono frame completi che descrivono
precisamente l’immagine intera e, per questo motivo, generare tali frame con
una cadenza bassa porta ad un video che generalmente non ha una buona
qualita`, ma che incide poco sulla banda; per poter aumentare la qualita` e`
possibile far s`ı che gli I-frame siano piu` frequenti. Nel caso limite di un GOP
costituito da un solo frame (ovvero un I-frame ad ogni codifica) si avrebbe
un video che non presenta errori (se non quelli di quantizzazione), ma che
occupa il massimo della bitrate.
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Figura 4.2: Confronto di qualita` in diverse situazioni: a) Soggetto originale;
b) qmin = 3, bitrate = 128 Kbps; c) qmin = 10, bitrate = 128 Kbps; d)
qmin = 10, bitrate = 5 Kbps
Salvo per applicazioni particolari la geometria del video dovrebbe limi-
tarsi a garantire che i particolari desiderati siano visualizzati in maniera
riconoscibile; un caso particolare in cui un video puo` assumere una geome-
tria anche di grosse dimensioni puo` essere quello in cui si desideri trasmettere
la cattura di porzioni dello schermo: ad esempio puo` essere di utilita` nel caso
si desideri dare dimostrazione pratica di una particolare operazione dove, al
limite, potrebbe essere necessario trasmettere tutto lo schermo visualizzato.
Chiaramente scegliere una dimensione del video e` una scelta completamente
personale che va presa in base alle esigenze.
La combinazione dei valori dei parametri fin qui descritti permette di
ottenere una qualita` video desiderata in rispetto ai limiti imposti dalla
banda.
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Non esistono regole precise per impostare i parametri del codec e soprat-
tutto non esistono relazioni determinabili a priori che leghino i valori della
qualita` con la banda; un encoder generalmente genera I-frame sia periodica-
mente sia quando le differenze trasportate dagli altri frame sono elevate in
modo da ridurre il generarsi di errori incrementali inaccettabili; cio` implica
che un soggetto immobile o che si muove poco fara` si che gli unici I-frame
generati siano quelli periodici il che manterrebbe la banda al minimo con-
sentito dai parametri; viceversa se i frame da codificare cambiano molto si
avra` un aumento di I-frame con un conseguente aumento di banda. Suppo-
nendo di poter forzare la generazione degli I-frame a solo quelli periodici si
avrebbe che per un video sufficientemente statico la qualita` dell’immagine si
manterrebbe piu` o meno costante nel tempo, mentre in un video meno sta-
tico si avrebbe una degradazione della qualita` che generalmente diminuisce
in modo incrementale fino a ristabilirsi all’ottimo quando verrebbe generato
il nuovo I-frame.
Questo ragionamento porta a dedurre che un insieme di valori per i para-
metri non garantisce uno stesso risultato in differenti circostanze; le uniche
restrizioni che si possono imporre sono quelle sulla banda media occupata,
sul livello minimo di quantizzazione e sulla frequenza minima di generazione
degli I-frame senza pero` garantire il valore assunto durante la codifica.
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Capitolo 5
Problematiche di rete
5.1 Trasporto di frame video
Una delle problematiche principali nello streaming video in rete e` dovuto
al fatto che la dimensione dei pacchetti inviati e` variabile e non predicibile;
questo, a causa del fatto che ogni tipologia di rete ha un proprio MTU, porta
ad una frammentazione a livello di rete (IP nel caso si sia su un’architettura
TCP/IP come quella di Internet).
Poiche´ generalmente il protocollo di trasporto utilizzato per lo streaming
e` UDP, non si ha garanzia di una corretta ricezione dei pacchetti se tale
meccanismo non viene implementato ad un livello superiore; cio` implica
che se un pacchetto IP, rappresentante un frammento del pacchetto UDP
originario, viene perso si invalida l’intero frame se non anche i successivi, in
base alla robustezza della codifica.
Generalmente il protocollo utilizzato nel trasporto di stream video, cos`ı
come di qualunque stream utilizzato in applicazioni real-time, e` RTP/RTCP
il quale a sua volta si appoggia su UDP.
L’idea e` quindi quella di eseguire la frammentazione pilotata a livello
RTP per evitare che il livello di rete ne esegua una in maniera non arbitraria.
I vantaggi di una frammentazione a questo livello sono quelli di poter
suddividere i frame in modo da ridurre al minimo i problemi che nascono in
caso di perdita di pacchetti; un ulteriore vantaggio portato da questa tecnica
e` quella di poter includere informazioni che consentano in modo veloce di
eseguire un’analisi preventiva sui pacchetti e sui frame senza dover disporre
del frame completo. Questa tecnica, tra le altre cose, consente ai router
(che supportano tale meccanismo) di assegnare delle priorita` ai pacchetti
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che dovranno poi essere smistati, scegliendo, se necessario, di scartare quelli
la cui perdita decrementerebbe al minimo la qualita` in ricezione.
La difficolta` di frammentare i frame in questo modo e` data dal fatto che
ogni codifica fornisce un flusso dati strutturato in modo specifico; questo non
consente un meccanismo unico per eseguire la frammentazione, ma obbliga
a definire delle regole per ogni formato video trasportato.
Generalmente un frame video viene suddiviso durante la codifica in bloc-
chi di dati rappresentanti sotto-regioni del frame; ogni blocco viene quindi
codificato indipendentemente dagli altri e viene quindi accodato in una lista
di blocchi rappresentante il frame. Questa struttura permette di definire
meccanismi per la suddivisione dei frame in frammenti; in questo modo sara`
possibile includere in un singolo pacchetto RTP uno o piu` blocchi completi:
la perdita di uno di questi pacchetti e` quantomeno regolata dal fatto che se
un pacchetto e` perso allora si e` perso un numero intero di blocchi; questo
consente poi al decoder, se la codifica e` sufficientemente robusta, di poter
ricostruire ugualmente parte del frame originale.
Le RFC contengono numerosi articoli ognuno dei quali descrive le regole
per il trasporto di stream video per ogni formato attraverso il protocollo
RTP.
Generalmente il payload di un pacchetto RTP per il trasporto di frame
video e` strutturato secondo un payload header e un bitstream come mostrato
in figura 5.1.
Figura 5.1: Pacchetto RTP per il trasporto di frame video
L’utilita` del payload header e` quella di trasportare informazioni utili alla
ricostruzione e ad una eventuale pre-elaborazione del frame.
5.1.1 Frammentazione
Generalmente la frammentazione prevede la ricerca di un pattern all’interno
del bitstream del frame codificato rappresentante solitamente l’inizio di un
nuovo blocco; una volta suddiviso il bitstream codificato nei blocchi che lo
compongono, vengono estratti da essi informazioni interne ai singoli blocchi,
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ad esempio se rappresenta un Inter o un Intraframe, se fornisce informazioni
di Motion Vector o di Advanced Prediction, ecc.; tali informazioni vengono
poi incluse nel payload header per i motivi sopracitati; la figura 5.2 mostra
il processo di frammentazione.
Figura 5.2: Frammentazione di un frame video codificato
Una volta costruiti, i vari frammenti posso essere poi spediti sulla sessio-
ne RTP facendo attenzione a porre il bit di Marker per l’ultimo frammento
in modo da consentire in ricezione il riconoscimento della fine del frame.
Riassumendo i passi per eseguire la frammentazione di uno stream video
su una sessione RTP sono i seguenti:
1. Dato il buffer contenente il bitstream codificato
2. Memorizzare la posizione corrente
3. Ricercare il pattern x all’interno del bitstream; utilizzare EOS nel caso
non lo si trovi
4. Se la dimensione del frammento e` maggiore di MTU suddividerlo secondo
le regole definite nelle RFC
5. Incapsulare il frammento (o i sotto-frammenti) in pacchetti RTP inclu-
dendo un eventuale payload header
6. Posizionarsi alla fine del blocco
7. Tornare al passo 2.
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5.1.2 Ricostruzione
La ricostruzione dei frame video e` generalmente piu` semplice della frammen-
tazione; questa prevede che si decapsulino i singoli frammenti dalla struttura
RTP, si analizzino i payload header e si accodino i bitstream in modo da
ricostruire il frame originale.
Non tutte le informazioni presenti nel payload header sono utili alla
ricostruzione: alcune di esse vengono usate per trasportare informazioni
proprie del frame codificato (tipologia del frame, presenza di informazioni di
predizione, ecc.); in alcuni casi sono presenti anche informazioni che indicano
l’inizio e/o la fine di un frame; tuttavia queste ultime non sono sempre
presenti ed e` quindi necessario utilizzare un altro metodo per delimitare
l’inizio e la fine di un frame completo.
Nell’header RTP e` presente una flag di Mark che indica l’ultimo fram-
mento di un frame; utilizzando questa flag e` possibile riconoscere la fine di
una sequenza e quindi ricostruire correttamente i frame.
Nasce pero` un altro problema; qualunque sia la qualita` della rete su cui
far viaggiare i pacchetti bisogna sempre presupporre una possibile percen-
tuale di perdita di pacchetti; questa perdita implica che anche i pacchetti
con il Marker RTP potrebbero non essere ricevuti causando in questo caso
una ricostruzione errata del frame.
Un ulteriore meccanismo per ovviare a questo problema e` l’utilizzo di
numeri di sequenza di cui il protocollo RTP e` gia` fornito; utilizzando i
numeri di sequenza e` possibile sapere se c’e` stata perdita o meno di pacchetti;
tuttavia questa informazione non ci da sicurezze riguardo al motivo per cui
un pacchetto non e` stato ricevuto in sequenza; si supponga, ad esempio, il
caso di una connessione sulla rete Internet: salvo i casi di uso di meccanismi
particolari, non garantisce percorsi prestabiliti e fissi per la trasmissione
di pacchetti appartenenti ad una stessa sessione; questo implica che piu`
pacchetti possono seguire percorsi diversi, portando a ritardi diversi, puo`
quindi capitare che i pacchetti non arrivino in sequenza.
Per risolvere questo problema si potrebbe pensare di bufferizzare i pac-
chetti in ricezione in attesa che la sequenza sia completa; in pratica quello
che dovrebbe essere fatto e` di mantenere un buffer di pacchetti che andra`
riempito di volta in volta con i pacchetti ricevuti; ad ogni ricezione si me-
morizzano i pacchetti nel buffer in modo ordinato; se otteniamo una sequen-
za dal primo pacchetto a quello marcato senza interruzioni allora abbiamo
ottenuto un frame completo che potra` quindi essere elaborato.
Una volta ottenuta una sequenza completa (da Marker a Marker) di pac-
chetti e` possibile passare alla ricostruzione del bitstream completo; questa
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parte, nel caso di bitstream allineati al byte, e` generalmente piu` semplice
della frammentazione e prevede semplicemente l’eliminazione, se necessario,
del payload header e l’accodamento di tutti i bitstream.
La figura 5.3 mostra il procedimento per la ricostruzione di un frame
video codificato completo a partire dai frammenti ricevuti.
Figura 5.3: Ricostruzione di un frame video codificato
Come si e` detto prima il payload header e` la replica di informazioni
relative al blocco con lo scopo di poter eseguire pre-elaborazioni anche sen-
za avere il frame completo; questo introduce un overhead, a volte anche
consistente, che, aumentando la dimensione del payload dei pacchetti RTP,
introduce di conseguenza una possibile frammentazione.
Negli ultimi tempi, con la sempre maggiore presenza di streaming video
su Internet, si sono studiate codifiche che riducessero tali overhead fino ad
ottenere bitstream i cui blocchi presentassero un header che puo` essere sfrut-
tato come payload header all’interno dei pacchetti RTP; in questo modo sia
i decoder che i nodi intermedi che necessitano di una pre-elaborazione sui
pacchetti possono sfruttare le stesse informazioni senza la necessita` di repli-
carle inutilmente, in altre parole le informazioni utili ai decoder coincidono
con i payload header.
5.2 Negoziazione dei canali
Durante una sessione per il trasporto di uno stream audio o video e` neces-
sario che i due (o piu`) estremi della comunicazione dichiarino quali siano le
proprie capacita` per poter instaurare una connessione in cui tutte le parti
possano partecipare. Per poter trasportare tali informazioni sono necessari
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protocolli specifici per la negoziazione; tali protocolli consentono di scambia-
re informazioni relative alla connessione (ad esempio quali porte utilizzare
per i vari stream), alla tipologia degli stream stessi.
Di seguito verra` fatta una breve panoramica su come possono essere
definiti i canali per instaurare una sessione multimediale facendo uso dei
protocolli SIP e IAX.
5.2.1 SIP
Il SIP (Session Initiation Protocol) e` un protocollo di segnalazione definito
dal IETF e utilizzato largamente per negoziare le sessioni dai piu` diffusi
programmi di VoIP; questo protocollo consente, tramite il trasporto di mes-
saggi testuali, di creare una sessione tra due o piu` entita` affinche´ possano
comunicare; tramite questi messaggi vengono anche negoziati il protocollo e
le porte su cui far viaggiare lo stream.
Si supponga di avere un client SIP che desidera iniziare una conferenza
con un altro client generico (puo` essere SIP, IAX, H.323, console, ecc.).
I passi seguiti per avere una sessione corretta e funzionante sono i se-
guenti:
1. Il server SIP e` in attesa di richieste su una porta UDP (generalmente
la 5060)
2. Il client viene avviato e si registra al server su cui ha un account
a) Invia un messaggio di REGISTER in cui vengono passate tutte le
informazioni riguardanti il client
b) Il server risponde con un mesaggio di OPTION in cui informa il
client delle varie azioni supportate dal server
c) Il server invia un messaggio di status 200 (OK) per informare che
la registrazione ha avuto esito positivo
d) Il client risponde al messaggio di OPTION del server con un mes-
saggio di status 100 (Trying) per informare il server delle proprie
opzioni supportate
e) Il server risponde al messaggio di status del client con un altro
messaggio di OK per informare che le opzioni sono state accettate
3. Il client avvia una richiesta di connessione con un “servizio” del server:
tale servizio puo` essere locale al server (ad esempio una voice-mail) o
remoto (ad esempio un altro client)
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a) Il client invia un messaggio di INVITE al server in cui richiede un
particolare servizio ed includendo un SDP
b) Il server risponde, se il servizio e` presente, positivamente e fornendo
a sua volta un SDP
4. Se i passi precedenti si sono conclusi positivamente la comunicazione
ha inizio
Nei punti 3a e 3b viene passato nel body del messaggio SIP un cosid-
detto messagio SDP (Session Description Protocol); tali messaggi forniscono
informazioni utili alla sessione che si sta per iniziare. Un tipico messaggio
SDP e` mostrato in figura 5.4.
v=0
o=root 322109905 322109905 IN IP4 127.0.0.1
s=session
c=IN IP4 127.0.0.1
b=CT:384
t=0 0
m=audio 10102 RTP/AVP 10 0 101
a=rtpmap:10 L16/8000
a=rtpmap:0 PCMU/8000
a=rtpmap:101 telephone-event/8000
a=fmtp:101 0-16
a=silenceSupp:off - - - -
a=ptime:20
a=sendrecv
m=video 17164 RTP/AVP 31 34 98 104
a=rtpmap:31 H261/90000
a=rtpmap:34 H263/90000
a=rtpmap:98 h263-1998/90000
a=rtpmap:104 MP4V-ES/90000
a=sendrecv
Figura 5.4: Messaggio SDP
Quello che in particolare e` utile notare in questo messaggio sono le righe
che iniziano per ‘m=’ e per ‘a=’ tali righe definiscono tra le altre cose il
supporto audio e video; nell’esempio possiamo notare che l’entita` che ha
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generato questo messaggio offre supporto ai formati audio L16 e PCMU, il
cui stream passera` per una sessione RTP alla porta 10102, e che fornisce
supporto video per H.261, H.263, H.263+ ed MPEG4 su una connessione
RTP alla porta 17164.
Quando il modulo SIP di Asterisk riceve i messaggi relativi alla richie-
sta di connessione con il servizio, verifica che i formati dichiarati siano
effettivamente supportati dall’utente1.
E` possibile far s`ı che i due client eseguano un’operazione di REINVITE
la quale prevede che l’invito venga fatto direttamente tra i client senza pas-
sare per Asterisk; questo consente di alleggerire il server che non si dovra`
occupare di multiplexare i pacchetti in ricezione; tuttavia in questa modalita`
si perdono i vantaggi di avere un sistema PBX nel mezzo: nello specifico di
Asterisk, cio` che si perde e` la possibilita` di poter instaurare una comunica-
zione anche in presenza di un insieme di servizi dei client non compatibile
tra loro.
5.2.2 IAX
IAX (Inter Asterisk eXchange) e` un protocollo sviluppato appositamente per
Asterisk e svolge, tra le altre cose, le stesse funzionalita` del SIP. Le differenze
con quest’ultimo sono varie a partire dalla gestione dello stream trasportato
in seguito alla negoziazione del canale; mentre nel SIP la segnalazione viene
eseguita su una connessione UDP separata dalla connessione su cui viaggia
lo stream, in IAX abbiamo che il traffico e` trasmesso in banda utilizzando la
stessa connessione adottata nella negoziazione. Un’altra differenza rispetto
al SIP e` che in IAX i comandi vengono codificati tramite valori numerici e
non tramite stringhe di testo. Un’ulteriore caratteristica e` data dal trunking,
ovvero consente di trasportare su un’unica connessione piu` flussi apparte-
nenti a diversi canali portando ad una riduzione del overhead del protocollo
IP.
I passi per ottenere una registrazione su un server IAX sono i seguenti:
• Il client inva un messaggio REGREQ in cui informa il server del
tentativo di registrazione
• Il server risponde con un messaggio di REGAUTH in cui informa il
client di quale metodo di autenticazione deve usare
1Per ogni utente registrato esiste una lista di formati audio/video per cui si consente
l’uso.
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• Con un nuovo messaggio REGREQ il client fornisce i propri parametri
per l’autenticazione
• Se il server verifica positivamente i dati forniti dal client, risponde con
un messaggio di REGACK
• Il client conferma l’avvenuta registrazione con un messaggio di ACK
Una volta instaurata la connessione con il server si puo` passare ad
eseguire chiamate, nella pratica questo viene fatto con i seguenti passi:
• Il client invia al server un messaggio di NEW in cui fornisce informa-
zioni sul numero da chiamare, sulla lista di codec supportati e altre
informazioni quali cifratura, numero o nome del chiamante, ecc.
• Il server risponde con una serie di messaggi che vanno dall’ accettazione
della chiamata (se riesce a trovare il destinatario) con il messaggio
ACCEPT, alla notifica di RINGING (tramite l’omonimo messaggio),
alla conferma di risposta (tramite il messaggio ANSWER), ai quali il
chiamante risponde con un ACK.
Per poter distinguere le varie tipologie di frame ricevuti, si trasportano
praticamente le stesse informazioni che sono presenti nella struttura interna
ast frame di Asterisk; in questo modo avremo un campo per indicare se il
frame e` audio, video o altro e quale codec e` stato usato per generarlo.
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Capitolo 6
Sviluppi futuri
In questo capitolo verranno affrontati possibili aggiunte al modulo finora
descritto; i lavori proposti qui sono esclusivamente un’analisi e non una
vera e propria progettazione: i discorsi affrontati saranno una guida per chi
intendesse voler estendere ulteriormente le modifiche finora fatte.
6.1 Interfaccia utente
Una possibile estensione al progetto puo` essere quella di implementare un’in-
terfaccia grafica per l’utente (GUI) in modo da facilitare le operazioni pos-
sibili con il canale.
Per renderla di facile utilizzo, tale interfaccia puo` essere pensata tale
che esporti le funzionalita` in modo da sembrare un qualunque programma
di video-conferenza come se ne possono trovare attualmente in circolazio-
ne. A differenza di questi ultimi tuttavia si avranno delle semplificazioni
portate dal fatto che necessitano quasi obbligatoriamente di interfacciarsi
con un server, il che implica che implementino tutta una sotto-architettura
necessaria per l’interazione con il server.
Viceversa implementare un’interfaccia utente direttamente sui canali di
Console di Asterisk permette di non preoccuparsi di dover creare ad esempio
procedure di registrazione sul server poiche´ il canale e` gia` implicitamente
registrato: tutta la gestione della negoziazione e della trasmissione dei dati
e` gia` implementata all’interno di Asterisk.
Per poter progettare una tale interfaccia utente si puo` iniziare prenden-
do spunto dai programmi di video e audio conferenza esistenti; le interfacce
di questi programmi sono costituite generalmente da un campo dove inse-
rire l’identificativo dell’utente da chiamare e/o un tastierino numerico su
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cui comporre il numero; inoltre presentano solitamente una zona per la vi-
sualizzazione dello stream locale e remoto e raccolgono in un’unica finestra
i comandi per la modifica delle impostazioni principali quali volume di ri-
produzione e di cattura, mute e unmute dell’audio, freeze del video locale o
remoto, ecc.
Queste interfacce permettono inoltre la configurazione dei parametri di
connessione i quali, tuttavia, non sono necessari per i motivi sopraccitati.
Infine sara` necessario includere tutte le configurazioni possibili che non
sono di primaria importanza come ad esempio, la scelta del codec e i relativi
parametri di codifica.
Dal momento che tutte le operazioni sul canale vengono eseguite tramite
la CLI (Command Line Interface), ovvero la riga di comando per l’intera-
zione con Asterisk, e` necessario trovare un modo per poter interagire senza
dover immettere i comandi sulla console; per fare questo e` possibile passare
i comandi dall’interfaccia grafica al core di Asterisk semplicemente eseguen-
do una chiamata alla funzione ast cli command; tale funzione ricevera` la
stringa che dovra` essere eseguita come se si fosse inserita a riga di comando;
per poter gestire eventuali messaggi d’errore, che chiaramente verrebero vi-
sualizzati sulla console, ast cli command riceve anche come parametro un
descrittore di file che permetterebbe quindi di poter reindirizzare l’output
su un file definito a priori per lo scopo. Questa caratteristica dovra` esse-
re considerata per l’interfaccia, permettendo quanto meno di visualizzare i
messaggi su un’apposita finestra: eventualmente si potrebbe far s`ı che l’in-
terfaccia grafica esegua un’analisi delle righe in output in modo da creare
una visualizzazione di quest’ultimo piu` user-friendly evidenziando, ad esem-
pio, i messaggi di errore e di warning rispetto a quelli di notice. L’utilizzo di
ast cli command consentirebbe inoltre di poter eseguire altri comandi oltre
a quelli relativi al canale di Console fornendo quindi un’interfaccia ad alto
livello per la gestione di Asterisk.
Le configurazioni specifiche del canale chan oss che dovranno poter esse-
re impostate sono quelle relative all’abilitazione del auto-answer e del auto-
hangup (rispettivamente la risposta in automatico quando arriva una chia-
mata e la chiusura del canale quando il client chiude la comunicazione) e al
device da usare per l’input e l’output audio.
Le configurazioni relative al video che dovra` essere possibile settare sono,
come minimo, quelle per le impostazioni dell’encoder, ovvero tipo di codec,
bitrate, livello di quantizzazione, dimensione del GOP, geometria dei frame
catturati e di quelli visualizzati (remoti e locali) e frame-rate; escludendo
la geometria dei frame visualizzati, gli altri parametri non potranno essere
modificati a run-time per via del fatto che sono utilizzati durante l’inizializ-
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zazione dell’encoder e che quindi richiederebbero una chiusura e riapertura
del contesto eliminando la sincronizzazione presente tra encoder di Asterisk
e decoder del client.
Per sollevare l’utente dal dover conoscere il significato delle singole im-
postazioni per configurare l’encoder si potrebbe far s`ı che gli vengano pre-
sentate delle configurazioni pre-impostate che descrivano ad alto livello il
risultato; per far questo si dovrebbero evidenziare informazioni che l’utente
puo` capire: ad esempio si puo` creare una configurazione in cui si indichi che
e` adatta quando si ha a disposizione una banda di connessione a 300 KBps in
upload e che potrebbe corrispondere ad un bitrate medio pari a 125 Kbps.
Per quanto riguarda gli altri parametri si potrebbe definire, ad esempio,
una scala da 1 a 10 dove il minimo fornisce una bassa qualita` con elevato
GOP size e alta quantizzazione e viceversa per il massimo. Generalmen-
te il concetto di geometria e frame-rate sono piu` facilmente comprensibili
e potrebbero essere lasciati cos`ı esplicitati, anche perche´, mentre gli altri
parametri sono valori indicativi per il codec, questi sono definiti in modo
preciso e forniscono un risultato piu` visibile per l’utente.
Una caratteristica che risulta utile, soprattutto in congiunzione con la
capacita` del canale di catturare frame dallo schermo, e` quella di poter ese-
guire uno switch a run-time della sorgente video; si potrebbe voler iniziare
una comunicazione video in cui i due soggetti sono gli utenti, ma in seguito
quello Asterisk potrebbe voler mostrare all’altro estremo cio` che succede sul
proprio computer. La scelta della sorgente video dovra` permettere di poter
scegliere un qualunque dispositivo di cattura eventualmente ricercando tra i
file di dispositivo quelli che supportano lo standard V4L (oltre, chiaramente
allo screen-grabber).
Come ulteriore vantaggio di questa tecnica si ipotizzi la seguente situa-
zione: l’utente Asterisk e` momentaneamente assente e il canale deve eseguire
un auto-answer (ovvero il canale rispondera` automaticamente al tentativo di
chiamata); in questo caso l’utente Asterisk potrebbe far s`ı che cio` che venga
visualizzato al client sia un messaggio visivo sulla temporanea assenza ed
eventualmente di attendere: una sorta di messaggio preregistrato; quando
l’utente Asterisk ritorna alla postazione puo` eseguire lo switch e iniziare la
comunicazione video.
Un’altra operazione che potrebbe essere utile durante una sessione e`
quella di poter interrompere l’invio dello stream, il cosiddetto freeze; questa
operazione si dovra` limitare a fermare le operazioni di accodamento dei
frame in uscita; e` necessario tuttavia porre attenzione a come operare questa
scelta: se si interrompesse il flusso in uscita, ma si continuasse a codificare
i frame locali, si avrebbe che al momento di riprendere con l’invio lo stato
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dell’encoder sul canale non sarebbe sincronizzato con quello del decoder
sul client; questo porterebbe ad un problema di decodifica da parte del
client dal momento che quest’ultimo si troverebbe con buona probabilita`
frame che fanno uso del meccanismo di predizione le cui informazioni sono
relative a pacchetti che non gli sono arrivati; nella peggiore delle ipotesi
potrebbe anche capitare che il primo pacchetto ricevuto dopo la pausa sia
un frammento di un frame di tipo diverso da I.
Si potrebbe ignorare questo problema ipotizzando che il client sia suf-
ficientemente robusto da poter recuperare da se´ a questa situazione e che
un’eventualita` del genere puo` presentarsi comunque considerando che sulla
rete e` comunque possibile avere perdite di pacchetti; tuttavia una simile ipo-
tesi e` piuttosto forte e per nulla giustificata ed e` possibile ridurre al minimo
(se non annullarlo del tutto) il problema senza grossi sforzi. Si pensi a tal
scopo di fermare oltre all’invio anche la codifica; in questo modo l’encoder
del canale e il decoder del client rimarrebbero comunque sincronizzati; a
vantaggio di tale soluzione si avrebbe inoltre che il processo di elaborazione
sul server non verrebbe inutilmente utilizzato dal momento che comunque
tali frame, oltre che a creare problemi, non sarebbero sfruttati.
Chiaramente il discorso sull’interruzione del video in uscita puo` essere
fatto anche per quello in ingresso; tuttavia questa caratteristica dovra` essere
implementata in modo differente rispetto a quella per l’invio poiche´ si avra`
come risultato non una mancata ricezione, ma una pausa sull’animazione;
questo implica che il client continua comunque ad inviare (e quindi codifi-
care) i frame e quindi si dovra` in ogni caso mantenere il decoder di Asterisk
sincronizzato con l’encoder del client.
Per quanto riguarda la cattura tramite screen-grabber si dovrebbe con-
siderare l’idea di poter definire l’area di cattura fornendo ad esempio le
coordinate dell’angolo in alto a sinistra della porzione di schermo deside-
rata; tale informazione dovra` poter essere impostata a run-time in modo
da permettere di visualizzare differenti porzioni durante la sessione. Alcuni
programmi di screen-grabber permettono di definire la posizione definendo
il centro della porzione in base alle coordinate del cursore del mouse; questa
tecnica potrebbe essere utile nel caso in cui si stia dando dimostrazione su
una particolare operazione senza dover catturare l’intero schermo, con una
conseguente riduzione della banda occupata.
Come si e` detto prima il canale di Console puo` eseguire un auto-answer;
in tal caso l’interfaccia utente deve gestire tale situazione intercettando l’e-
vento e avviando tutte le procedure per la visualizzazione; allo stato attuale,
il canale visualizza la GUI minimale implementata dopo che la comunica-
zione ha inizio, ma nell’estensione qui proposta si ha che l’interfaccia deve
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essere avviata precedentemente1; questo implica che il canale avra` gia` creato
tramite le SDL la finestra per la visualizzazione e che all’accettazione di una
chiamata sara` necessario recuperare i descrittori relativi per poter operare
la visualizzazione dei frame locali e remoti.
Di seguito verranno mostrate alcune delle stringhe che potrebbero esse-
re passate tramite ast cli command in funzione di particolari eventi sulla
interfaccia grafica.
Impostare il device audio Si supponga che il device sia /dev/dsp1:
console device /dev/dsp1
Impostazione della qualita` video Si supponga che l’utente scelga una
configurazione tale da avere un bitrate a 100 Kbps e un frame-rate di
15 fps, si dovranno eseguire due chiamate con le seguenti stringhe:
console bitrate 100000
console fps 15
Pressione del tasto mute Questo evento dovra` essere gestito mantenen-
do uno stato sul mute poiche´ i comandi della Console sono suddivisi
tra mute e unmute; la stringa che dovra` essere usata per il mute e`:
console mute
mentre per il unmute:
console unmute
1Potrebbe essere all’avvio di Asterisk o in seguito ad un comando tramite CLI
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Nonostante il progetto possa essere esteso ulteriormente, includendo sup-
porti aggiuntivi per l’interfaccia grafica, formati video, protocolli di rete e
via dicendo, si e` ottenuto un risultato funzionale e completo che garantisce
interoperabilita` con un buon numero di soluzioni gia` presenti in circolazione;
benche´ in modo rudimentale, offre la possibilita` di personalizzare il compor-
tamento e di ottenere una qualita` e un profilo del traffico dello stream video
definibile tramite pochi, ma significativi parametri. Eventuali altre aggiun-
te possono ricadere nella configurazione dei parametri video, aggiungendone
di nuovi o astraendo il concetto senza dover obbligare l’utente ad affrontare
problematiche che potrebbero esulare dal vero interesse per questa modifica.
Sono state affrontate numerose tematiche relative ai vari aspetti della
programmazione, dei sistemi di rete, dello streaming, delle codifiche e delle
rappresentazioni video; questo progetto ha permesso di studiare argomenti e
tecnologie che si stanno facendo strada nel mondo telematico e che forniscono
un nuovo modo di comunicare. Con la sempre maggiore diffusione di progetti
(software e hardware) per VoIP, tali tematiche diventano sempre piu` notate
sia dalle aziende sia dagli utenti privati.
Nonostante le decisioni prese durante la progettazione e la programma-
zione non siano vincolanti, si e` ottenuto un prodotto che si integra bene
con il resto del progetto, senza creare limitazioni e introducendo nessuna
modifica alla struttura esistente di Asterisk.
L’aggiunta di progetti di terze parti, come le librerie per la codifica e
per la visualizzazione, si sono integrate in modo non vincolante con il resto
dell’estensione: sostituirle implicherebbe un numero di modifiche limitato e
concentrate su specifiche porzioni di codice senza dover modificare il resto
della struttura.
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