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RIGIDITY THEOREMS
FOR HIGHER RANK LATTICE ACTIONS
HOMIN LEE
Abstract. Let Γ be a weakly irreducible higher rank lattice. In
this paper, we will prove various rigidity results for the Γ-action
following a philosophy of the Zimmer program. We provide new
rigidity results including local and global rigidity of the Γ-action
when Γ does not have property (T).
The new ingredient is a dynamical cocycle super-rigidity theo-
rem. It can be thought as the generalization of Zimmer’s cocycle
super-rigidity theorem since it provides almost the same conse-
quences dynamically and algebraically. This allows us to derive
various our rigidity results using dynamical super-rigidity instead
of Zimmer’s cocycle super-rigidity theorem.
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1. Introduction
Let G be the connected real semisimple higher rank algebraic Lie
group without compact factors. That is G = G(R)0 the connected
component of the identity of the R-points of a real semisimple algebraic
group G such that rankR(G) ≥ 2 such that the G does not have R-
anistropic almost simple factors, i.e. G does not have compact factors.
By an algebraic group G, we always mean an affine algebraic subgroup
of GL(d,C) for some d > 0. Recall that, up to finite index, any lattice Γ
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can be represented as
∏
Γi, that is a product of irreducible lattices Γi in
connected normal subgroups Hi in G [Rag, 5.22 Theorem]. We will call
that Γ be a weakly irreducible lattice in G if Hi are all higher rank. For
example, Γ ≃ SL2(Z[
√
17]) can be embedded as a weakly irreducible
lattice in G = SL(2,R)×SL(2,R) using Galois conjugation. Note that
we do not assume that every simple factor G have real rank 2 or higher.
We only require that rankR(G) ≥ 2. When all simple factors of G have
rank at least 2, any lattice is weakly irreducible.
In this paper, we study actions of G or its weakly irreducible lattices
on compact manifolds via diffeomorphisms. The compact manifolds
will always be a smooth Riemannian compact manifold without bound-
ary. We will prove various rigidity results under assumptions such as
a dimension condition or the existence of an invariant measure. The
main point of the paper is the case when G has rank 1 factors.
1.1. Main rigidity results. Let G be the connected real semisimple
algebraic Lie group without compact factors, and rankR(G) ≥ 2. Let
Γ be a weakly irreducible lattice in G. The reader should keep in mind
the example G = SL(2,R)× SL(2,R) and Γ ≃ SL(2,√17).
For any rank 1 factor F of G, if it exists, we may find its complement
F c that is the almost direct product of the other simple factors, i.e.
G = F · F c. Recall that the G action on a standard probability space
(S, µ) is called weakly irreducible if the F c-action on (S, µ) is ergodic
for any rank 1 factor F of G. For a lattice Γ, Γ is a weakly irreducible
lattice in G if and only if G action on G/Γ is weakly irreducible by
definition.
We will say a Γ action on a standard probability Γ-space (S, µ) is
induced weakly irreducible, if the induced G action on (G × S)/Γ is
weakly irreducible. Induced weakly irreducible action are ergodic.
Note that when all simple factor of G have higher rank, weakly
irreducibility is just ergodicity.
Local rigidity. Let H be the connected component of identity in a real
algebraic Lie group and let Λ be a cocompact lattice. Let A0 : Γ →
Aff(H/Λ) be an affine action of Γ on compact manifold H/Λ. Here
an affine transformation is a composition of a left translation and an
automorphism of H preserving Λ.
Let A0 be an affine action of Γ on the compact homogeneous space
H/Λ. We will see there is a finite index subgroup Γ′ = Γ′(A0) in Γ that
depends only on A0 so that the A0↾Γ′ has a nice description.
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Recall that the group action is weakly hyperbolic if there is a finite set
of elements {γ1, . . . , γk} in group Γ such that γi acts as a partially hy-
perbolic diffeomorphism for i = 1, . . . , k and the contraction subspaces
of the γi span the tangent space at every point.
Now, we state our local rigidity result.
Theorem A (Local rigidity). Assume that the affine action A0 on
H/Λ is weakly hyperbolic. Let A be a C1 action on H/Λ (resp. C∞
action) such that
(1) there is anA↾Γ′ invariant fully supported Borel probability mea-
sure µ on H/Λ; and
(2) A↾Γ′ is weakly induced irreducible with respect to µ.
If the action A is sufficiently C1 close (resp. C∞ close) to A0 then A
is C0 conjugate (resp. C∞ conjugate) to A0.
For any affine action A0, we will say that the action A0 is C0r,ind-local
rigid (resp. C∞r,ind-local rigid) if the conclusion of the Theorem A holds.
Remark 1.1. If the affine action A0 only consists of left translations
or automorphsim as in [MQ01] then the subgroup Γ′(A0) is the full
group Γ.
Also, we will prove the above theorem for affine weakly hyperbolic
G actions.
Global rigidity. Next, we will consider Γ-actions on the nilmanifold
that has an Anosov element. When the Γ-action lifts to the universal
cover, we can define an associated linear data ρ that is a Γ action on a
nilmanifold by automorphisms.
Theorem B (Global rigidity). Let G and Γ be as above. Let N be a
simply connected, connected nilpotent Lie group and Λ be a cocompact
lattice inN . Let α be a C1 Γ-action (resp. C∞ Γ-action) on nilmanifold
the M = N/Λ satisfying the following conditions;
(1) there is a α(Γ)-invariant fully supported Borel probability mea-
sure µ on M such that α is induced weakly irreducible with
respect to µ,
(2) there is a γ0 ∈ Γ such that α(γ0) is an Anosov diffeomorphism
of M ,
(3) α lifts to an action on universal cover N and let ρ be the asso-
ciated linear data of α.
Then α is C0 conjugate to (resp. C∞ conjugate to) ρ : Γ→ Aut(N/Λ).
Remark 1.2. We compare with results in [MQ01] and [BRHW17].
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(1) When all simple factors of G are higher rank, weakly irreducibil-
ity of an action is just ergodicity and a weak irreducible lattice
is just a lattice. In this case, ergodic decomposition provides
appropriate tool. However, we can not expect such a decom-
position for weakly irreducibility. Furthermore, weakly irre-
ducibility does not pass to subgroups.
(2) The assumption about existence of invariant measure for A in
Theorem A is due to absence of property (T). We use the as-
sumption about measure for Theorem B in order to use dynam-
ical super-rigidity.
Nevertheless, the author expects that one may be able to get rid of the
additional assumptions in the statements for actions on nilmanifolds.
When all simple factors of G have real rank at least 2, then [MQ01],
[FM09] and [BRHW17] give stronger rigidity statements. As we follow
their strategy, the new rigidity results of this paper is in the case when
G has rank 1 factor. Indeed, when all simple factors of G have real rank
at least 2, lots of rigidity results are established. We recall a few local
and global rigidity results that are related to this paper. Local rigidity
for affine Anosov Γ-actions is proved by Katok and Spatzier in [KS97].
In [MQ01], Margulis and Qian proved local rigidity of certain affine Γ-
actions assuming weakly hyperbolicity. In [FM03] and [FM09], Fisher
and Margulis proved local rigidity results for general affine Γ-actions
in full generality without hyperbolicity assumptions. In [FM05], they
proved local rigidity of isometric actions even for arbitrary discrete
group with property (T).
On the other hand, in [MQ01] Margulis and Qian proved topological
global rigidity of Anosov Γ-actions on nilmanifolds assuming that the
action can be lifted and there is a fully supported invariant probabil-
ity measure. In [Sch08], Schmidt proved that C2-volume preserving
weakly hyperbolic action on a torus is semi-conjugate to affine actions.
Recently, in [BRHW17], Brown, Rodriguez Hertz and Wang proved
topological and smooth global rigidity of Anosov Γ-actions on nilmani-
folds only assuming action lifts. They even prove stronger results, that
is global rigidity results when the action has hyperbolic linear data. Es-
pecially, they proved smooth global rigidity of Anosov actions without
assuming existence of invariant probability measures.
It is worth mentioning the very recent breakthrough in the Zimmer
program. The long standing Zimmer’s conjecture is settled by Brown,
Fisher and Hurtado in [BFH16] and [BFH17]. One version of their
theorems is that every smooth Γ-action on compact manifold is trivial
when the dimension of manifold is less than rankRG. We refer the
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reader to surveys [Fis07], [Fis11], [Fis19] by Fisher and [S04] by Spatzier
for detailed accounts on Zimmer program and for detailed introduction
to rigidity theory.
In all of the prior results mentioned above, property (T) is used
in essential ways. For this reason, the authors need to assume all
simple factors of G have higher rank. In particular, to prove the most
useful form of Zimmer’s cocycle super-rigidity theorem, one needs to
use property (T).
The main ingredient in the proofs of Theorem A and B is our dynam-
ical super-rigidity theorem. We call it dynamical cocycle super-rigidity
since it is useful from a dynamical viewpoint. The author expects the
dynamical cocycle super-rigidity theorem can be applied widely in place
of a Zimmer’s cocycle super-rigidity theorem.
1.2. Dynamical cocycle super-rigidity. WhenG is an algebraically
simply connected and all simple factors of G have rank 2 or higher,
the Zimmer’s cocycle super-rigidity theorem says that any integrable
cocycles over an ergodic G action is cohomlogous to a homomorphism
up to compact error. (See [FM03, Theorem 1.4, 1.5] ) However, if G
does not have property (T), for example G = SL(2,R)×SL(2,R), then
we can not expect a compact error term. This is the main obstruction
to proving cocycle super-rigidity theorems without property (T).
Note that Margulis’ super-rigidity theorem still holds for G under
the assumption (A) below.
Despite of the above discussions, we will show that the error can
be controlled so that we have dynamical cocycle super-rigidity under
mild conditions. This will provide same consequences with Zimmer’s
cocycle super-rigidity theorem dynamically.
There are various generalizations of Zimmer’s cocycle super-rigidity
theorems, such as [FuMo09], [BF13] and [FM03]. In all of these papaer,
one either requires an assumption about algebraic hull of the cocycle
or that groups have property (T).
Setting. First, we need to fix some notations and assumptions what we
will mainly deal with.
Assumption (A). Throughout G = G(R) will be the R-points of
algebrically simply connected, connected, semisimple algebraic groupG
defined over R. We will further assumet that G does not have compact
factors. In this case, we have
G = G1 × · · · ×Gn, n ≥ 1
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for some Gi = Gi(R) where Gi is R-almost simple algebraic group
defined over R with rankR(Gi) ≥ 1. Also throughout Γ will be a weakly
irreducible lattice in G.
Remark 1.3. When we say that a group G satisfies (A), G need not
be higher rank. For example, Theorems 1.5, 3.1, 3.2, 3.3 are all true
when G is a rank 1 group.
On the other hand, when we say Γ satisfies (A), the envelop G should
have higher rank. Especially, if n = 1 then G = G1 should be higher
rank simple algebraic group so that has property (T).
Furthermore, we will mainly focus on group action satisfies the fol-
lowing assumption.
Assumption on the action (B). Let D = G or Γ satisfies (A).
Throughout D-action on standard probability space (S, µ) are assumed
to satisfy
(1) when D = G, the G action on (S, µ) is weakly irreducible,
(2) when D = Γ, the Γ action is induced weakly irreducible, i.e.
the induced G action on (G× S)/Γ is weakly irreducible.
Note that the D action on (S, µ) is ergodic in both cases.
Lyapunov exponents and Lyapunov Spectrum. Let a topological lo-
cally compact second countable group T act measurably on a standard
probability space (S, µ). We will call the standard probability space
(S, µ) a T -ergodic space, when the T action on (S, µ) is measurable,
µ-preserving and ergodic.
Now let T be a locally compact second countable group and (S, µ)
be a T -ergodic space. Motivated by [FM03], we will say a measurable
cocycle β : T × S → GL(d,R) is L2-integrable if following holds : For
any compact subset Q ⊂ T ,
sup
t∈Q
ln ||β(t,−)|| ∈ L2(S, µ).
From now on, G and Γ satisfies (A). Let D = G or Γ. Let (S, µ)
be a D-ergodic space. Further assume (B) for the D action. For any
g ∈ D, we can define a Z-cocycle βg : Z× S → GL(d,R) as
βg(m, x) = β(g
m, x).
ForA ∈ GL(d,R), we will denote ||A|| as ||A|| = max (||A||op, ||A−1||op)
where || · ||op is operator norm with respect to some norm on Rd.
If β is L2-integrable, then βg is also L
2-integrable for any g ∈ D so
that we can apply Oseledet’s Multiplicative Ergodic Theorem. There-
fore, for generic x0 ∈ S, there is number k(x0) ≤ d, a measurable
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decomposition
Rd = V
βg
1 (x0)⊕ · · · ⊕ V βgk(x0)(x0)
and λ
βg
1 (x0) > · · · > λβgk(x0)(x0) such that for v ∈ Vi(x0)βg \ {0},
lim
m→±∞
1
m
ln |βg(m, x0)v| = λβgi (x0)
for all i = 1, . . . , k(x0), where | · | is a norm on Rn. Denote kβgi (x0) =
dimV
βg
i (x0) and define the Lyapunov spectrum at x0 as Spx0(βg) as the
collection of the above datum, i.e.
Spx0(βg) = {(λβgi (x0), kβgi (x0), k(x0)) : i = 1, . . . , k(x0)}.
Furthermore, we collect Lyapunov spectrums for every generic point
and denote Sp(βg) = {Spx(βg) : x is generic in S} . For two GL(d,R)-
valued cocycles A and B over same Z-action, we will write Sp(A ) =
Sp(B) if Spx(A ) = Spx(B) for almost every x ∈ S.
Finally, for fixed M ∈ GL(d,R), Denote Sp(M) as the Lyapunov
spectrum of cocycle AM , AM : Z × (S, µ) → GL(d,R), (n, x) 7→ Mn
for any µ-preserving Z action on (S, µ).
Simple version of Dynamical super-rigidity. Now we can state a simple
version of our dynamical cocycle super-rigidity theorem.
Theorem C (Theorems 4.3 and 4.9). Let G and Γ satisfy (A) with
rankR(G) ≥ 2. Let D = G or Γ. Let (S, µ) be a D-ergodic space.
Assume (B) for the D-action. Let β : D × S → GL(d,R) be an
L2-integrable measurable cocycle. Then there is a continuous rep-
resentation π : G → GL(d,R) such that for any g ∈ D, we have
Sp(βg) = Sp(π(g)).
The above simple version of dynamical super-rigidity already says
that the Lyapunov spectrum of the action has algebraic origin.
Note that if the group G has property (T), for example all Gi has
R-rank at least 2, then the Theorem C is a direct consequence of the
cocycle super-rigidity theorems in [FM03].
Remark 1.4. In Theorems 4.3 and 4.9, we will address the full version
of dynamical super-rigidity. That is the cocycle is cohomologous to the
product of the homomorphism π and a commuting cocycle.
1.3. Outline of the paper. In this subsection, we will briefly discuss
the outline of the paper including the strategy of proofs for Theorems
A,B and C. We start by collecting some preliminaries in Section 2.
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Through Sections 3 and 4, we will prove our dynamical super-rigidity
theorems. The theorems in Section 3 can be thought of as dynamical
super-rigidity for R-valued cocycles.
Now we state main result in Section 3, which has independent in-
terest. As before, D = G or Γ will satisfy (A). And we assume the D
action on (S, µ) is measure preserving.
Theorem 1.5. With the assumptions as above, let δ be a measurable
cocycle δ : D × S → R. Assume that δ satisfies L2-integrability, i.e.
(L2) : ∀g ∈ D, |δ(g,−)| ∈ L2(S).
Then for every g ∈ D, we have
lim
m→±∞
|δ(gm, x)|
m
= 0
almost every x ∈ S.
Remark 1.6. We will prove slightly general results in Theorem 3.1
and 3.9. In these theorems, we do not require ergodicity only measure
preserving action. Furthermore, when D = G, Theorem 1.5 does not
require that G is higher rank. Theorem 3.1 is true when D = G is
locally isomorphic to SO(m, 1) or SU(m, 1).
In Section 3, we convert Theorem 3.1 into a problem about uni-
tary representation. We solve this problem using theorems from [D77],
[Sha00] and growth of harmonic maps on symmetric spaces.
In the section 4, we will state the dynamical super-rigidity Theorem
4.3, in full generality and prove it using Theorem 1.5. Indeed, we
will calculate Lyapunov exponents carefully using functorial properties.
This calculation will give Theorem C for D = G. See Part 1 of the
proof of Theorem 4.3. This part is highly inspired by [FM03] and
[Zim90]. We will follow same strategy with in [FM03]. When D = Γ,
we will use the standard technique of inducing cocycle.
In the section 5 and 6, we will prove theorems A and B respectively.
We use tools developed in [BRHW17], [MQ01], [FM03] and [FM09].
The dynamical super-rigidity theorem will replace those authors use of
Zimmer’s cocycle super-rigidity theorem.
The section 5 relies on [FM03], [FM09] and [MQ01]. Especially, in
the section 5, we will prove local rigidity for constant cocycles as in
[MQ01] and [FM03]. That will provide theorem A. On the other hand,
the section 6 relies on [MQ01] and [BRHW17].
Finally, in the section 7, we collect a few almost direct consequences
of dynamical super-rigidity. The results are analogue of statements in
[QZ97] and [Zim84].
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2. Preliminaries
2.1. Algebraic group. We will say an algebraic group L < GL(d,C),
for some d, is group which is a zero locus of polynomials for our purpose,
i.e. an affine algebraic group over C. When the algebraic group is
defined over R, we will denote L(R) = L ∩ GL(n,R). We will assume
that the algebraic group and rational homomorphism are all defined
over R if there is no mention about it. Indeed, except the section
6.3, we only care about algebraic group and rational homomorphism
defined over R.
We will denote L0 be the connected component containing identity
of L. On the other hand, L(R)0 is the connected component of identity
of L(R) with respect to Hausdorff topology.
We will say connected real algebraic Lie group L if there is a con-
nected algebraic group L defined over R such that L = L(R)0.
Note that we can find algebraic universal cover G for connected
semisimple real algebraic Lie group without compact factorG0 = G0(R)
0.
G satiesfies (A) and there is a central isogeny G → G0. Let Γ0 be an
weakly irreducible lattice in G0. Then Γ = p
−1(Γ0) is still a weakly
irreducible lattice in G(R) where p : G(R)→ G0 be a projection.
The facts in algebraic groups used in this paper can be found various
literatures such as [Mar91], [Zim84], [Bor91], [OV90] and [OV94].
2.2. Unitary representation and 1-cocycle.
Definition 2.1. For LCSC group G, the unitary representation π :
G → U(H) on the Hilbert space H is group homomorphism and con-
tinuous with respect to strong operator topology on U(H). We will say
the continuous map b : G → H is 1-cocycle over the unitary represen-
tation π if we have b(gh) = b(g) + π(g)(b(h)) for all g, h ∈ G. We will
denote Z(G, π) be the space of all 1-cocycle. If 1-cocycle b ∈ Z(G, π) is
called 1-coboundary if there is a v ∈ H such that b(g) = π(g)v − v for
all g ∈ G. We will denote B(G, π) be the space of all 1-coboundary. We
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also define 1-cohomology H1(G, π) and 1-almost cohomology H1(G, π)
as H1(G, π) = Z(G, π)/B(G, π) and H1(G, π) = Z(G, π)/B(G, π) re-
spectively. We will call the element in B(G, π) as almost coboundary.
Recall that the measurable group homomorphism between two LCSC
group is continuous. We can get continuity from the cocycle relation
too.
Lemma 2.2. Let π : G→ U(H) be a unitary representation of G. Let
b : G→H be a weakly measurable and satisfy following condition.
b(gh) = b(g) + π(g)[b(h)]
for all g, h ∈ G. Then b ∈ Z1(G,H).
Proof. [BHV], Exercise 2.14.3. 
We define a sublinear growth of 1-cocycle with respect to unitary
representation as follows.
Definition 2.3. Let cocycle b : G→H which is associated to unitary
representation π : G → U(H) has sublinear growth if for any ǫ > 0,
there is N ∈ N such that for any g ∈ G with |g|G > N , ||b(g)|| < ǫ|g|G
where || · || denotes norm on H
The followings are some properties of sublinear growth.
Lemma 2.4 ([CTV07] Corollary 3.3). Almost coboundary has sublin-
ear growth.
Proof. See [CTV07] Corollary 3.3. Indeed the set of sublinear growth
cocycle forms closed set in 1-cocycle Z1. 
Lemma 2.5. For compactly generated LCSC metrizable group H with
some unitary representation (π,H), consider two 1-cocycles c1, c2 :
H → H which both have sublinear growth. Then c1 + c2 has also
sublinear growth.
Proof. Let denotes | · | as word metric on H and || · || as norm on H. Fix
ǫ > 0 and choose N1, N2 ∈ N such that for any h ∈ H with |h| > Ni
then ||ci(h)|| < ǫ2 |h| for i = 1, 2. Since c1 and c2 have sublinear growth,
we can find such N1 and N2. Now define N = max(N1, N2). Then for
any h ∈ H with |h| > N , ||c1(h) + c2(h)|| ≤ ||c1(h)||+ ||c2(h)|| ≤ ǫ|h|.
This means that c1 + c2 has sublinear growth as we required. 
Combining the above facts, we can get following lemma. It helps us
to ignore almost coboundary when we calculate a growth of the cocycle.
Lemma 2.6. If b ∈ Z1(G,H) has sublinear grwoth then for any cocycle
b′ ∈ Z1(G,H) which is almost cohomologous to b has sublinear growth.
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Proof. This comes from Lemma 2.4 and 2.5 directly. 
2.3. Cocycles over the group action.
Measurable cocycles. Let D and T be LCSC group. Let (S, µ) be a
standard probability space with D action. Assume that D action pre-
serves µ.
Definition 2.7. We will call the measurable (resp. continuous) map
α : D × S → T is a mearsurable (resp. continuous) cocycle, if for any
g1, g2 ∈ D, we have α(g1g2, x) = α(g1, g2.x)α(g2, x) for almost every
x ∈ S. We will call two cocycles α1, α2 : D × S → T is cohomologous
if there is a measurable map ϕ : S → T such that
α1(g, x) = ϕ(g.x)
−1α2(g, x)ϕ(x)
for any g ∈ D and almost every x ∈ S. We sometimes denote the
cocycle αϕ1 as α
ϕ
1 (g, x) = ϕ(g.x)
−1α1(g, x)ϕ(x)
When we have group homomorphism π : D → T , we can make
constant cocycle π : D × S → T for any D action on S. Therefore, we
abuse notations so that the group homomorphism as cocycle when the
context is clear enough.
Lemma 2.8. Let G be LCSC metrizable group. Let α : G × S → R
be a cocycle. Assume that
(L2) : α(g,−) ∈ L2(S) ∀g ∈ G
then the map b : G → L2(S), b(g)(s) = α(g−1, s) is 1-cocycle with
respect to unitary representation π : G → U(L2(S)) where π(g)(f) =
f g and f g(s) = f(g−1.s). In other words, b ∈ Z1(G, π).
Proof. The map b satisfies cocycle identity b(gh) = b(g) + π(g)(b(h))
comes from direct calculation. The remaining duty is proving continu-
ity. It can be proved by Lemma 2.2. Or we can think α ∈ F (G,L2(S))
where F (G,L2(S)) is the space measurable map from G to L2(S), and
use Theorem 3 in [M76]. 
Remark 2.9. Following [Zim84], the measurable cocycle can be re-
alized by strict measurable cocycle almost everywhere if D and T is
a locally compact second countable metrizable group. (See [Zim84]
Chapter 4 and Appendix.) Therefore, we will not distinguish measur-
able cocycle with strict cocycle. Indeed, the every group that will be
appeared in this paper will be LCSC group except the unitary operator
group U(H) of infinite dimension Hilbert space.
Note that the following lemma is easily deduced by direct calculation.
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Lemma 2.10. Let β, δ : D × S → T be measurable cocycles and
∆ : D × S → T be a measurable map. Assume that that δ(g, x) =
β(g, x)∆(g, x) for all g ∈ D and almost every x ∈ S. If β(D × S)
commutes with ∆(D × S) then ∆ is indeed a cocycle.
Algebraic hull. For a measurable cocycle β over an ergodic action, there
may not exist smallest subgroup among target groups of all cohomol-
ogous cocycles. However, if we restrict to our attention to algebraic
groups, then there is a such group. More precisely, we can find a R-
algebraic group L(R) so that there is no algebraic subgroup L′ of L
such that β is cohomologous to a cocycle takes values in L′(R). Such
a minimal R-algebraic group L is unique up to conjugation and called
L or L(R) as an algebraic hull of α. (See, [Zim84] Chapter 9.) If the
cocycle β : G × S → L(R) takes values in an algebraic hull then we
will say β is minimal.
Finite extension. Let G satisfy (A) with n ≥ 1. Let β : G × X → L
be measurable cocycle under ergodic G-action on standard probability
space X . Further assume that L = L(R) be a R point of real algebraic
group L and algebraic hull of the β.
Let L0 be a algebraic normal subgroup of L such that C = L/L0 is
compact group where L0 = L0(R). We have a cocycle i : L ×X → C
as i = pr ◦ α, where C = D/D0 is compact group and pr : L → C
is projection. We define action of G on X̂ = X ×i C as g.(x, c) =
(g.x, i(g, x)c). Note that we can give measure on X̂ as product of µ
and Haar measure on C. Now define cocycle
β : G× (X × C)→ L, β(g, (x, f)) = β(g, x).
over the G action on X̂. It is easy to see that there is bounded mea-
surable function ψ : X̂ → L such that δ : G× X̂ → L0,
δ(g, (x, f)) = ψ(g.(x, f))−1β(g, (x, f))ψ(x, f)
is L0 valued cocycle. Indeed, one can define ψ(x, f) = ψ(f) there ψ is
measurable section from C to L.
Assume that β is L2-integrable cocycle. Then δ is also L2-integrable
cocycle and for any g ∈ G, Sp(δg) = Sp(βg) when we apply MET to
trivial bundle S × Rd for some d.
The following theorem allows us to assume that the algebraic hull is
connected algebraic group without loss of generality.
Theorem 2.11 (Cf. [Stu91] Theorem 2.1.). Under notations and set-
tings as above, we have following.
(a) L0 is algebraic hull of β, so that δ is a minimal cocycle.
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(b) Moreover, if G action on X is weakly irreducible then G action
on X̂ is also weakly irreducible.
In particular, when L0 = L
0 is connected component of identity of L,
C is finite and G action on X̂ is weakly irreducible if G action on X is
weakly irreducible. In this case, we will call X̂ as finite extenstion.
Proof. For (a), see [Stu91] Proposition1.4. For (b), the proof of Theo-
rem 2.1 in [Stu91] can be applied same way. By the definition of weakly
irreducible action, G action on F ×X is ergodic for any rank one factor
F of G. This is enough to prove that the F c action on X̂ is ergodic
where F c is complement of G, i.e. G = F × F c. 
2.4. Lyapunov subspaces and exponents. We need funtorial prop-
erty of Lyapunov exponents and subspaces for integrable cocycle and
quasi-integrable cocycle. For more informations of it, see [Mar91]
V.2.3., [Fe] 9.3.7. and [Zim90].
Let (S, µ) be a standard probability space. Assume that θ : S → S
gives µ-preserving Z-action on (S, µ). Let C : Z × S → GL(W ) be a
measurable cocycle defined over θ.
When C is integrable, we will denote EC0 (x),E
C
+(x),E
C
−(x),E
C
≤0(x)
and EC≥0(x) for the subspaces in W corresponding signs for Lyapunov
exponents of the cocycle C .
Let Q be a linear subspace inW such that C (m, x)Q = Q for allm ∈
Z. Let F = W/Q and denote by p : W → F the natural projection.
Then we can define two induce cocycles
C ↾Q : Z× S → GL(Q), (m, x) 7→ C (m, x)↾Q
and
C ↾F : Z× S → GL(W ), C ↾F (m, x)z = p(C (m, x))z
for any m ∈ Z, z ∈ F , p(z) = z and µ-almost every x ∈ S. Note that
C ↾F is well-defined.
Functoriality of the Integrable cocycle. Assume that C is L2 integrable
so that C ↾Q and C ↾F are L
2 integrable. Using Oseledet Multiplicative
ergodic theorem, find Lyapunov subspaces and exponents for C , C ↾Q
and C ↾F . For C , for µ-almost every x ∈ S,
χ1(x) > · · · > χt(x)(x), W =
t(x)⊕
i=1
Wχi(x)(x)
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be Lyapunov exponents and subspaces respectively. For CQ and CF ,
for µ-almost every x ∈ S,
χQ1 (x) > · · · > χQq(x)(x), Q =
q(x)⊕
j=1
QχQj (x)
(x)
and
χF1 (x) > · · · > χFf(x)(x), F =
f(x)⊕
j=1
FχFj (x)(x)
be Lyapunov exponents and subspaces respectively. Fix generic x ∈ S
for all the above ergodic theorems.
(1) The decomposition
Q =
t(x)⊕
i=1
(
Wχi(x)(x)
⋂
Q
)
is Lyapunov decomposition for cocycle C ↾Q at x. The Lyapunov
exponents for C ↾Q are exponents χi(x) of C such that Q ∩
Wχi(x)(x) 6= ∅.
(2) For each j = 1, . . . , f(x), χFj (x) = χi(x) and FχFj (x) = p(Wχi(x)(x))
for some i ∈ {1, . . . , t(x)}.
(3) If, for some i ∈ {1, . . . , t(x)}, χi(x) 6= χFj (x) for all j, then
Wχi(x)(x) is a subspace of Q.
Especially, if two cocycles C ,C ′ : Z × S → GL(W ) over same Z-
action preserve Q < W and Spx(C ↾Q) = Spx(C
′↾Q) and Spx(C ↾F ) =
Spx(C
′↾F ) almost every x ∈ S then we have Sp(C ) = Sp(C ′). The
converse is also true.
Functoriality of the exponential cocycle. Define the cocycle C ′ is called
quasi L2-integrable if it is cohomologous to a L2-integrable cocycle C ,
i.e. there is a measurable map ϕ : X → GL(W ) such that C ′ = C ϕ.
In this case, we can still say about Lyapunov exponent using {ϕ < N}
for any N ∈ N. Especially EC ′∗ (x) = ϕ(x)−1EC∗ (x) is desired Lyapunov
subspaces with respect to C ′.
For these subspaces, we also have same analogue of funtoriality. See
[Zim90] Lemma 2.5.
Remark 2.12. Note that quasi-L2 integrable cocycle is exponential in
the sense of [Zim90]. Also, integrable and quasi-integrable conditions
are enough for functoriality.
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2.5. Norm on groups.
Definition 2.13. We will call the pseudo-norm on group H , the map
|| · || : H → [0,∞) such that ||gh|| ≤ ||g||+ ||h|| for any g, h ∈ H . We
will call pseudo-norm as norm if ||h|| = 0 if and only if h is identity. We
will call the map j : H1 → H2 between two groups with pseudo-norm
(H1, || · ||1) and (H2, || · ||2) is called Quasi-isometry if there are constant
C1 ≥ 1 and C2 ≥ 0 such that
C−11 ||h||1 − C2 ≤ ||j(h)||2 ≤ C1||h||1 + C2
for any h ∈ H1.
Example 2.14. Let F be compactly generated LCSC metrizable group.
Fix compact symmetric generating set Ω containing identity of F . Then
we can define word norm with respect to Ω on F as |f |Ω = inf{n : f ∈
Ωn}. Any two compact generating set Ω1 and Ω2 give quasi-isometric
word norm on F . We will call that the norm | · |F is canonical norm on
F if | · |F is quasi-isometric to word norm with respect to some, hence
any compact generating set.
Example 2.15. Let F < GL(m,R) be closed subgroup of GL(m,R).
Then we can define norm ln || · ||op on F using operator norm. Since
any two norm on Rn is compatible, || · ||op are all compatible. Now, for
some fixed norm on Rn, we can define pseudo-norm
||b|| = max(ln ||b||op, ln ||b−1||op)
for any b ∈ F .
For reductive algebraic group, they are quasi-isometric.
Theorem 2.16 (See [A]). If F < GL(m,R) is R-points of a reductive
algebraic group defined over R, then || · || is quasi isometric to canonical
norm on F .
Example 2.17. Let G be connected semisimple Lie group with finite
center. Then, we can define pseudo norm || · ||G/K on G as following.
Fix maximal compact subgroup K < G. Define pseudo norm || · ||G/K
on G as
||g||G/K = dG/K(eK, bK)
where dG/K be left G-invariant Riemannian structure on a symmetric
space G/K.
It can be verified that || · ||G/K is quasi isometric to | · |G, where | · |G is
canonical norm on G using Cartan decomposition of G. We can state
as follows.
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Lemma 2.18. If G is connected semisimple Lie group with finite cen-
ter, there is constant D1, D2 > 0 and compact generating set Q such
that D1|g|G ≤ d(gK,K) ≤ D2|g|G for any g ∈ G with |g|G > 3 .
2.6. The space of group actions and cocycles. Let D be LCSC
groups. Let (S, µ) be a standard probability space with µ-preserving
D action. Let T < GL(d,R) be real algebraic Lie group with pseudo-
norm ln || · || inherited from GL(d,R). Fix compact generating set Ω of
D.
Let C0(D,S, T ) (resp. M(D,S, T )) be the space of continuous (resp.
measurable) cocycle from D × S to T . We will say β, δ ∈ C0(D,S, T )
is C0-closed if for any g ∈ Ω we have supx∈S ln ||δ(g, x)β(g, x)−1|| < ǫ
for some ǫ > 0. On the other hand, two cocycles β, δ ∈ M(D,S, T ) is
L∞-closed if for any g ∈ Ω we have esssupx∈S ln ||δ(g, x)β(g, x)−1|| < ǫ
for some ǫ > 0.
For the space of the actions, let M be a compact manifold. We will
call Ck-action of D on M for homomorphism D → Diffk(M). We can
endow Cr-topology on Diffk(M) for any r ≤ k. Then we can define
Ck(D,M) be the space of Ck-action of D on M .
For any A0 ∈ Cr(D,M) we define U(A0,W ) ⊂ Cr(D,M) for each
W that is open in Ck-topology in Diffr(M) containing idM as A ∈
U(ρ0,W ) if and only if A−10 (g)ρ(g) ∈ W for any g ∈ Ω and all x ∈ M .
We can give a topology on Cr(D,M) as {U(A0,W )}W be a open neigh-
borhood basis of A0. This allows us to say Ck-closed notion between
two actions A,A0 ∈ Cr(D,M).
2.7. Group actions on manifolds.
Affine actions. LetH be a connected real algebraic Lie group. Let Λ be
the cocompact lattice in H . We will denote Aff(H/Λ) as the group of
affine transformations on H/Λ. Also, we will denote Aut(H/Λ) = {L ∈
Aut(H) : L(Λ) ⊂ Λ}. Recall that any f ∈ Aff(H/Λ) can be written as
f = hf ◦ Lf where hf ∈ H and Lf ∈ Aut(H/Λ). Therefore, we have
the map Φ : Aut(H/Λ)⋉H → Aff(H/Λ) given by f 7→ (Lf , hf).
In [FM03], Fisher and Margulis provided full description and prop-
erties of Aff(H/Λ) as follows.
Propostion 2.19 ([FM03], Proposition 6.1). Define a map ∆−1 : Λ→
Aut(H/Λ) ⋉ H given by λ 7→ (cλ, hλ) where cλ ∈ Aut(H/Λ) be a
conjugation map by λ. Then the kernel of the map Φ is ∆−1(Λ).
Lemma 2.20 ([FM03], Lemma 6.2). Let H be a real algebraic Lie
group and Λ < H be a cocompact lattice. Let p : H ′ → H be a
covering and Λ′ = p−1(Λ). Then
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(1) H/Λ is diffeomorphic to H ′/Λ′
(2) Aff(H/Λ) < Aff(H ′/Λ′).
Theorem 2.21 ([FM03], Proposition 6.3). There is a cover p : H ′ → H
and a realization of H ′ as H′(R) for a connected real algebraic group
H′ such that
(1) there is a finite index subgroup AutA(H ′) < Aut(H ′) such that
all elements of AutA(H ′) are rational automorpihisms of H ′ and
(2) AutA(H)⋉H ′ is the real points of a real algebraic group.
Weak hyperbolic action. In this subsection, we will collect a few facts
about weakly hyperbolic actions. Let A be a C1-action of D on M .
Definition 2.22 (Weak hyperbolic). We will say A is weakly hyperbolic
if there is finite number of elements g1, . . . , gl ∈ D such that
(1) for all i = 1, . . . , l, A(gi) is a partially hyperbolic diffeomor-
phism, and
(2) TM =
∑l
i=1W
i
− where W
i
− be strong stable subbundle of TM
for gi. (not necessarily direct sum.)
For certain types of affine actions, weakly hyperbolic is characterized
in [MQ01].
In [Sch06, Sch08], Schmidt proved that C2-volume preserving weakly
hyperbolic action is ergodic, indeed weakly mixing.
Theorem 2.23 ([Sch06, Sch08]). Any C2-volume preserving weakly
hyperbolic Γ-action is weakly mixing.
The following is easily deduce from the definition of weakly hyper-
bolic action. (See e.g. [MQ01] and [FM09].)
Lemma 2.24. The weakly hyperbolic affine action A0 is expansive.
Recall that if A0 is expansive then any sufficiently C1-close action A
is still expansive.
As a special case of weakly hyperbolic action, we can consider Anosov
action. Let α : D → Diff1(M) be a C1 D-action on compact manifold
M . The element g ∈ D is called Anosov element if α(g) is an Anosov
difeomorphism. The action α is called Anosov if there is an Anosov
element. It is clear that the Anosov action is weakly hyperbolic.
We will consider Anosov action on nilmanifolds later. Let N be a
connected, simply connected nilpotent Lie group and Λ be a lattice in
N . Recall that Λ should be a cocompact. Let D be a finitely generated
group and α : D → Diff1(M) is Anosov D action on nilmanifold M =
N/Λ.
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Assume that α lifts on the universal cover N , then we can obtain well
defined homomorphism ρ : D → Aut(Λ) by identifying Deck transfor-
mation group and Λ. As well known, every element in Aut(Λ) can be
uniquely extended to the element in Aut(N). (e.g. [Rag]) Therefore ρ
induces the homomorphism ρ : D → Aut(N) and ρ : D → Aut(N/Λ)
where Aut(N/Λ) is a group of automorphisms of N that preserving Λ.
Using linear data, we can define continuous cocycle β that contains
information of the action α. We will identify N/Λ with the space
(ρ(Γ)⋉N) / (ρ(Γ)⋉ Λ) canonically. Note that ρ(Γ) is discrete sub-
group of Aut(N) and ρ(Γ)⋉N is a subgroup of Aut(N)⋉N .
Lemma 2.25 ([MQ01] Example 2.4 case 2). There exist a continuous
cocycle β : Γ×N/Λ→ ρ(Γ)⋉N such that
(1) For every γ ∈ Γ and [x] ∈ N/Λ, α(γ)([x]) = β(γ, [x])[(1, x)]
where 1 is the identity element in ρ(Γ).
(2) There is a continuous map u : Γ×N/Λ→ N such that β(γ, [n]) =
ρ(γ)u(γ, [n]) for any γ ∈ Γ and [n] ∈ N/Λ. In other words,
Aut(N)-component of β is same as ρ.
Remark 2.26. Note that the map u may not satisfy cocycle equation.
It is a twisted cocycle in the sense of [Fis02]. In addition, in the [MQ01],
they do not use the term linear data. However, the construction shows
that the desired automorphism is a linear data of α.
3. Sublinear growth of R-valued cocycles
In this section we will prove Theorem 1.5. Indeed, we prove more
general theorems. Throughout this section, G or Γ will always satisfy
(A). We denote | · |w, | · |i and | · |G as canonical symmetric norm on Γ,
Gi and G respectively.
Firstly, when D = G case, we have a following theorem.
Theorem 3.1. Let G satisfy (A) and (S, µ) be the standard probability
space with measure preserving G-action. Let δ : G × S → R be L2-
integrable cocycle in the following sense.
(L2) : ∀g ∈ G, |δ(g,−)| ∈ L2(S)
Then for any ǫ > 0, there is N > 0 such that
||δ(g,−)||L2(S) =
(∫
S
|δ(g, s)|2dµ(s)
) 1
2
≤ ǫ|g|G
for |g|G > N . Especially, for every g ∈ G, we have
lim
m→±∞
|δ(gm, x)|
m
= 0
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almost every x ∈ S.
The first observation is that it is enough to prove following theorem.
Theorem 3.2. Under assumption (A) (possibly n = 1), for any uni-
tary representation π : G → U(H), every 1-cocycle b ∈ Z1(G, π) has
sublinear growth.
Proof of Theorem 3.1 from Theorem 3.2. We define unitary represen-
tation π : G → L2(S,C) and b : G → L2(S,C) associated with π
as b(g)(s) = δ(g−1, s). By Lemma 2.2, we may assume that b is in
Z1(G, π). Now we can use Theorem 3.2. So that b has sublinear growth
so for any ǫ > 0, there is a N such that for any g ∈ G with |g|G > N ,
we have ||b(g)|| < ǫ|g|G where || · || is norm on L2(S,R). Then,
||b(g)|| =
(∫
S
|δ(g−1, s)|2dµ(s)
)1
2
≤ ǫ|g|G = ǫ|g−1|G
for |g|G > N . This proves first assertions.
For second assertions, fix g ∈ G. Then we have
lim
m→∞
||δ(gm,−)||L2(S)
m
= 0.
Here we use the fact that |gm|G ≤ m|g|G for all m. So there is sequence
of mk →∞ as k →∞ so that for almost every x ∈ S,
lim
k→∞
|δ(gmk , x)|
mk
= 0.
However, subadditivity ergodic theorem tells that for almost every x ∈
S, the limit
lim
m→∞
|α(gm, x)|
m
exists. Therefore for almost every x ∈ S, we have
lim
m→∞
|δ(gm, x)|
m
= 0.
Using g−1 instead of g, we can get same limit when m → −∞. This
proves second assertion. 
In order to prove 3.2, we first prove following proposition which is
n = 1 case for Theorem 3.2.
Propostion 3.3. Let G = G(R) be R point of algebraically simply
connected, R simple, R algebraic group G. Let b : G → H is cocycle
associated with unitary representation π : G → U(H). Then b has
sublinear growth.
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Proof of Proposition 3.3. First of all, we may assume G is not compact.
Furthermore, if G has property (T) then, b should be a coboundary,
so it is bounded and it implies sublinear growth. Therefore, we can
assume that G does not have property (T). Since G = G(R) is a real
point of an algebraically simply connected real algebraic group, we may
assume that that G is connected Lie group which is locally isomorphic
to SO(n, 1)◦ or SU(n, 1) with finite center.
In addition, we may assume b|K ≡ 0 where K is maximal compact
subgroup of G. Indeed, for an affine action A as A(g)(w) = π(g)w+b(g)
on H we may find A(K) invariant vector v ∈ H due to compactness.
This implies that b′(g) = b(g) + π(g)v − v is cohomologous to b and
b′|K ≡ 0. Now Lemma 2.6 tells that we can assume b|K ≡ 0.
We can decompose π and b into irreducible representations. (e.g.
[PS].) More precisely, there is a Borel space Z, σ-finite measure ν on
Z with a measurable field of Hilbert space (Hx)x∈Z such that
π =
∫ ⊕
Z
πxdν(x)(1)
(2) b(g) =
∫
Z
bx(g)dν(x) a.e. g ∈ G
such that ν-almost every x, πx is an irreducible unitary representation
of G on Hx and bx ∈ Z1(G, πx). Note that for generic g, we have
||b(g)||2 =
∫
Z
||bx(g)||2dν(x).
We claim that it is enough to show that for any ǫ > 0 there is N
such that for any h ∈ Ggen with |h|G > N , we have ||b(h)|| < ǫ|h|G
where
Ggen =
{
h ∈ G : b(h) =
∫
Z
bx(h)dν(x)
}
.
Indeed there is a constant r > 0 such that for any g ∈ G, we can find
a h ∈ Ggen such that ||b(g) − b(h)|| < r and |g|G = |h|G, since Haar
measure is fully supported and ||b(·)|| gives continuous norm on G so
that bounded on compact set.
For irreducible representations, we have following facts due to De-
lorme.
Theorem 3.4 (P.Delorme [D77]).
• Let H is connected simple Lie group with Lie algebra su(n, 1),
n ≥ 2 or so(2, 1) then there exist exactly 2 irreducible unitary
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representations, up to unitarily equivalent, with non trivial 1-
cohomology.
• Let H is connected simple Lie group with Lie algebra so(n, 1),
n ≥ 3 then there exist exactly one irreducible unitary represen-
tation, up to unitarily equivalent, with non trivial 1-cohomology.
Moreover, the dimension of 1-cohomology H1 of these representations
are all equal to 1.
On the other hand, a non-trivial cocycle over an irreducible unitary
representation vanished on a maximal compact subgroup can be inter-
preted by a harmonic map on the related symmetric space and we can
control growth of it.
Theorem 3.5 (See [BHV]). Let G be connected Lie group with finite
center and locally isometric to SO(n, 1)◦ (n ≥ 2) or SU(m, 1) (m ≥ 1).
For any irreducible unitary representation (ρ,L), assume that 1-cocycle
c : G→ L under (ρ,L) satisfies following.
(1) c|K ≡ 0
(2) c is not coboundary.
Fix left G-invariant Riemannian metric d = dG/K on G/K. Then
||c(g)||2 = Cc,ρ,dd(gK,K) + o(d(gK,K)) as d(gK,K)→∞
for some constant Cc,ρ,d which depends on c, ρ and d.
Recall that Riemannian metric on the symmetric space and canonical
word length on G is quasi-isomteric as in Lemma 2.18.
Due to Theorem 3.4, we can find all concrete unitary representation
σi : G → U(Li) which has non trivial 1-cohomology. Here i = 1 when
G is locally isomorphic to SO(n, 1) with n ≥ 3 and i = 1, 2 when G
is locally isomorphic to SU(n, 1) or SO(2, 1). Also fix the 1-cocycle
ci : G→ Li which is not coboundary such that ci satisfies ci|K = 0.
In (2), fix Z0 ⊂ Z such that ν(Z\Z0) = 0 and for any x ∈ Z0, we have
bx ∈ Z1(G, πx). Let Z1 = {x ∈ Z0 : bx 6∈ B1(G, πx)}. We know that Z1
is measurable set in Z by [D77] Lemma 1.1. Especially for y ∈ Z1, πy
admits non-trivial 1-cohomology, so that by is cohomologous to ci up to
unitarily equivalent for some i. For each y ∈ Z1, we can take unitary
operator Ly : Li →Hy for some i such that Ly(σi(g)v) = πy(g)(Ly(v))
for every v ∈ Li. Therefore there exists vx ∈ Hx for each x ∈ Z1 such
that we can write b as
b =
∫
Z1
bydν(y) +
∫
Z\Z1
δxdν(x)
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where δx ∈ B1(G, πx). Now
∫
Z\Z1
δxdν(x) is direct integral of cobound-
aries, so it is almost coboundary (for example, see [BHV]).
On the other hand, Theorem 3.5 says that there exist measurable
function λ : Z1 → C, y 7→ λy and vector vy ∈ Li(y) for i(y) ∈ {1, 2} for
each y ∈ Z1 such that
by(g) = Ly(λyci(y)(g) + σi(y)(g)vy − vy) g ∈ Ggen.
For g ∈ Ggen, we have∫
Z1
||by(g)||2dν(y) =
∫
Z1
||Ly(λyci(y)(g) + σi(y)(g)vy − vy)||2dν(y)
=
∫
Z1
||λyci(y)(g) + σi(y)(g)vy − vy||2dν(y)
We already assume that b|K ≡ 0, so∫
Z1
||by(k)||2dν(y) = 0
for any k ∈ K ∩Ggen. Furthermore, since we also choose ci as ci|K ≡ 0,
we have ∫
Z1
||σi(y)(k)vy − vy||2dν(y) = 0 ∀k ∈ K ∩Ggen.
This implies that vy is σi(y)(K) invariant vector in Li(y) for a.e. y ∈
Z1 since Haar measure is fully supported again. However, irreducible
unitary representations (Li, σi) has non-trivial 1-cohomology, we know
that the only σi(K)-invariant vector in Li is 0. ([BHV].) This implies
that vy ≡ 0 for a.e. y ∈ Z1. Therefore,∫
Z1
||by(g0)||2dν(y) =
∫
Z1
|λy|2||ci(y)(g0)||2dν(y).
We claim that |λ| ∈ L2(Z1, ν|Z1). Indeed, |λz| = ||bz(g)||||ci(z)(g)|| implies that
|λ| is measurable function. First, find g0 ∈ Ggen such that ci(g0) 6= 0
for every i = 1, 2. Let 0 < m0 = min{||ci(g0)|| : i = 1, 2}. Then
∫
Z1
m20|λy|2dν(y) ≤
∫
Z1
|λy|2||ci(y)(g0)||2dν(y)
=
∫
Z1
||by(g0)||2dν(y)
≤
∫
Z
||bx(g0)||2dν(x)
< ∞
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This implies λ ∈ L2(Z1, ν|Z1)
Now fix left G -invariant Riemannian metric d onG/K then Theorem
3.5 says that for any ǫ > 0, there is T > 0 and constants Cci,σi,d such
that for any d(gK,K) > T ,
||ci(g)||2 < Cci,σi,dd(gK,K) + ǫd(gK,K).
Since i = 1 or i = 1, 2 we can find constant C1 such that Cci,σi,d < C1
for all i. Due to Lemma 2.18, there is constant C2 and T
′ such that for
any g ∈ G, |g|G > T ′, we have
||ci(g)||2 < C1d(gK,K) + ǫd(gK,K) < C1C2|g|G + ǫC2|g|G.
Using this inequality, for g ∈ Ggen with |g|G > T ′, we have∫
Z1
||by(g)||2dν(y) =
∫
Z1
|λy|2||ci(y)(g)||2dν(y)
≤
∫
Z1
|λy|2(C1C2|g|G + ǫC2|g|G)dν(y)
≤ M(C1|g|g + ǫC1C2|g|G)
where M =
∫
Z1
|λy|2dν(y). This implies that for any ǫ > 0 there is N
such that for any g ∈ Ggen with |g|G > N , we have∣∣∣∣
∣∣∣∣
∫
Z1
by(g)dν(y)
∣∣∣∣
∣∣∣∣ < ǫ|g| 12+δ
for any δ > 0. This implies sublinearity of
∫
Z1
bydν(y).
As we saw before, b is almost cohomologous to
∫
Z1
bydν(y). This
proved Proposition 3.3 due to Lemma 2.6. 
Remark 3.6. The above proof shows that if unitary representation π
has spectral gap, i.e. almost coboundary is actually coboundary, then
we have more strong conclusion,
(
1
2
+ δ
)
-growth as follows. For any
ǫ > 0 , there is N such that every g ∈ G with |g|G > N , we have
||b(g)|| < ǫ|g|
1
2
+δ
G
for any δ > 0. As a special case, we can prove that the cocycle defined
by the composition of surjective homomorphism from Γ to Z with re-
turn cocycle, G × G/Γ → Γ ։ Z has (1
2
+ δ
)
growth provided that
the Γ is cocompact lattice. Indeed, the integrability is automatically
satisfied and G action on G/Γ has a spectral gap.
Now, we are ready to prove Theorem 3.2.
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Proof of Theorem 3.2. We want to prove that for any ǫ > 0, there is
N ∈ N such that for any g ∈ G with |g|G > N , ||b(g)||2 < ǫ|g|G.
Step 1. Shalom’s super-rigidity theorem for reduced cohomology al-
low us to reduce problems to each simple factors.
Theorem 3.7 ([Sha00]Theorem 3.1). Retaining notations, b is almost
cohomologous to a cocycle of the form b0 + b1 + · · · + bn, where b0
takes values in the subspace G-invariant vectors H0, and each bi for
1 ≤ i ≤ n is a cocycle depending only on Gi, and takes values in a
G-invariant subspace Hi, on which is G-unitary representation which
factors through a unitary representation of Gi. Note that this theorem
also holds for a product of at least two LCSC groups.
We can think b = b0 + b1 + · · ·+ bn + br where b0, b1, . . . , bn as above
and for some almost coboundary br : G→ H.
Step 2. Due to Lemma 2.6, we only need to care about 1-cocycle
which is almost cohomologous to b. Especially, it is enough to show
that b0+b1+· · ·+bn : G→ H has sublinear growth as 1-cocycle defined
on G.
(1) For b0 : We know that b0 takes values at G-invariant vectors.
This implies that b0 : G → H is a homomorphism. Since H
is abelian, b0 should factor through G/[G,G] → H. Since G is
unimodular, it should be trivial.
(2) For bi, i ≥ 1 : For the cocycle bi : G։ Gi → Hi as above, bi has
sublinear growth as 1-cocycle defined on Gi, due to Proposition
3.3.
Indeed, bi has sublinear growth as 1-cocycle defined on G as follows.
Lemma 3.8. bi : G ։ Gi → Hi has sublinear growth as 1-cocycle
defined on G.
Proof of Lemma 3.8. For any g ∈ G, let denotes gi = pri(g) where
pr : G → Gi is projection onto Gi. Now choose any g ∈ G and write
g = g1 . . . gl with minimal word length with respect to generating set
Q = Q1 × · · · ×Qn. In this case, |g|G = l. Then we can rewrite
g = (g11 . . . g
1
l )(g
2
1 . . . g
2
l ) . . . (g
n
1 . . . g
n
l )
where gkj ∈ Qk for each j = 1, . . . , l and k = 1, . . . , n. This comes from
the fact that elements in Gk and Gl commute each other if k 6= l. Now
gi = gi1 . . . g
i
l so that |gi|i ≤ l. This gives the proof of the fact that for
any g ∈ G, |gi|i ≤ |g|G. For any ǫ > 0 choose l(ǫ) ∈ N such that
||bi(gi)|| < ǫ|gi|i if gi /∈ (Qi)l(ǫ)
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We can find such l(ǫ) because we assume that the bi has sublinear
growth as 1-cocycle defined on Gi. On the other hand, because Qi is
compact, we can find
M(ǫ) = max(||bi(q)|| : q ∈ (Qi)l(ǫ)) <∞
Find L(ǫ) ∈ N such that L(ǫ) > M(ǫ)
ǫ
. For any g ∈ G with |g|G > L(ǫ),
either
(1) gi ∈ (Qi)l(ǫ) or
(2) gi /∈ (Qi)l(ǫ)
For the first case, since gi ∈ (Qi)l(ǫ),
||bi(g)||2 = ||bi(gi)||2 ≤M(ǫ) < ǫ× L(ǫ) < ǫ|g|G
by construction and due to the part of the Theorem 3.7. On the other
hand, for the second case, since gi /∈ (Qi)l(ǫ),
||bi(g)||2 = ||bi(gi)||2 < ǫ|gi|i ≤ ǫ|g|G
Therefore, for any cases, bi has sublinear growth as 1-cocycle defined
on G. 
Step 3. Finally, we know that the sum of two sublinear growth co-
cycle has sublinear growth, due to Lemma 2.5. More precisely, Lemma
2.5 and 3.8 give us that b1+b2+ · · ·+bn has sublinear growth as cocycle
defined on G. So we proved Theorem 3.2. 
For a weakly irreducible lattice Γ case, we also prove slightly general
theorem as follows. Recall that | · |w is symmetric canonical norm on
Γ.
Theorem 3.9. Let Γ satisfy (A) and (S, µ) be the standard probability
space with measure preserving Γ-action. Let δ : Γ × S → R be L2-
integrable cocycle in the following sense.
(L2) : ∀γ ∈ Γ, |δ(γ,−)| ∈ L2(S)
Then for any ǫ > 0, there is N > 0 such that
||δ(γ,−)||L2(S) =
(∫
S
|δ(γ, s)|2dµ(s)
) 1
2
≤ ǫ|γ|w
for |γ|w > N . Especially, for every γ ∈ Γ, we have
lim
m→±∞
|δ(γm, x)|
m
= 0
almost every x ∈ S.
We need following theorem corresponding to Theorem 3.2.
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Theorem 3.10. Let Γ satisfy (A). Let (π,H) be unitary representation
of Γ and b : Γ→ H be 1 cocycle. Then b has sublinear growth.
Exactly same arguments with D = G case, it is enough to prove
Theorem 3.10.
Proof of Theorem 3.10.
Γ is an irreducible lattice case: We will prove when Γ is an
irreducible lattice first. When G is a simple higher rank algebraic
group, in other words n = 1, Γ has property (T). In this case, every
1-cocycle is bounded so we are done. Therefore, we may assume that
G has at least 2 simple factors, in other words n ≥ 2. We want to
prove that for any ǫ > 0, there is N ∈ N such that for any γ ∈ Γ with
|γ|w > N , ||b(γ)||2 < ǫ|γ|w.
Step 1. For the irreducible lattice Γ, Shalom’s super-rigidity for re-
duced cohomology (See [Sha00] Theorem 4.1) states follow.
Theorem 3.11 ([Sha00]). Let Γ, Gi and G be as above, b is almost
cohomologous to a cocycle of the form b0+ b1+ · · ·+ bn, where b0 takes
values in the subspace of Γ-invariant vectors H0 ⊂ L2(S), and each bi
for 1 ≤ i ≤ n, takes values in a Γ-invariant subspace Hi ⊂ L2(S), on
which the Γ representation extends continuously to G-representation
which factors through a representation of Gi. Furthermore, each bi
extends continuously to a cocycle depending only on Gi for 1 ≤ i ≤ n
and b0 extends continuously to a cocycle of G.
Now due to above theorem, we have b = b0+ b1+ · · ·+ bn+ br where
b0, b1, . . . , bn as above and for some almost coboundary br : Γ→H. We
will think b0, b1, . . . , bn and b as 1-cocycle defined on G, i.e. b0 : G→H
and bi : G։ Gi →H for i = 1, . . . , n.
Step 2. This step is same as the proof when D = G case.
Step 3. Finally, we claim that the 1-cocycle b has sublinear growth
as the cocycle defined on Γ using the following argument as we desired.
Indeed, for cocycle b1 + b2 + · · · + bn : G → H, then we have that
b1 + b2 + · · · + bn↾Γ : Γ → H has a sublinear growth as a 1-cocycle
defined on Γ by the following Lemma.
Lemma 3.12. For a cocycle c : G→ H which has a sublinear growth,
then c↾Γ : Γ→H has sublinear growth as 1-cocycle defined on Γ.
Proof of Lemma 3.12. Now assume that c : G → H has sublinear
growth as 1-cocycle defined on G. For any γ ∈ Γ, write γ = a1a2 . . . al
with minimal word length, where a1, . . . , al ∈ W . In this case |γ|w = l.
Since we may assume that W ⊂ Q, |γ|G ≤ l = |γ|w. Therefore, for any
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γ ∈ Γ, |γ|G ≤ |γ|w. Now fix arbitrary ǫ > 0 then there exist N(ǫ) ∈ N
such that for any
g ∈ G− (Q)N(ǫ) = G− (Q1 ×Q2 × · · · ×Qn)N(ǫ) ⇒ ||c(g)|| < ǫ|g|G
Equivalently, |g|G > N(ǫ) ⇒ ||c(g)|| < ǫ|g|G. Since we assume that c
has a sublinear growth as a 1-cocycle defined on G, we can find such a
N(ǫ). Now take A = QN(ǫ) ∩ Γ. Since Γ is discrete, QN(ǫ) is compact,
A is finite. So, we have P = max(|γ|w : γ ∈ A) < ∞. Moreover, for
any γ ∈ Γ with |γ|w > P ,
|γ|w > P ⇒ γ /∈ A = Γ ∩QN(ǫ)
⇒ γ /∈ QN(ǫ), γ ∈ G
⇒ ||c(γ)|| < ǫ|γ|G ≤ ǫ|γ|w
This proves the lemma. 
Using Lemma 2.6 and 2.5 again, b = b1 + · · ·+ bn + br : Γ → H has
a sublinear growth as a 1-cocycle defined on the Γ.
Γ is a weakly irreducible lattice case: Now we can prove the
theorem for a weakly irreducible lattice Γ. Let Γ be a weakly irre-
ducible lattice in G. Recall that we can find a finite index subgroup∏k
j=1 Γj where Γj is an irreducible lattice in some semisimple normal
subgroup of G. Note that if b↾∏k
j=1 Γj
has a sublinear growth, then b has
a sublinear growth since
∏k
j=1 Γj is a finite index subgroup. Also, if
k = 1 then Γ is irreducible. Therefore, we may assume that k ≥ 2 and
Γ =
∏k
j=1 Γj for some irreducible lattices Γj . In this case, we can use
Theorem 3.7 for
∏k
j=1 Γj since the theorem holds for product of LCSC
groups. Therefore, it is enough to prove that any 1-cocycle has sublin-
ear growth for each irreducible lattices Γj using same arguments in the
proof of Theorem 3.2. This case is already proved as above. Therefore,
we prove Theorem 3.10 for a general weakly irreducible lattice Γ. 
Remark 3.13. Let D = G or Γ satisfy (A). The above theorems allow
us to prove that an amenable algebraic group valued cocycle over D
action is subexponential under L2-integrability. We will not use this
results in the remaining paper.
4. Dynamical Cocycle super-rigidity
Now we are in the position to prove our main ingredients, dynamical
cocycle super-rigidity theorem.
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Let D = G or Γ satisfy (A) with rankR(G) ≥ 2. Let (S, µ) be the
standard D-space. Assume that D action satisfies (B).
Let F be a connected reductive algebraic group, then there are con-
nected semisimple algebraic groups H, K and central torus T so that
(1) all of them defined over R and F is almost direct product of H,
K and T, i.e. F = H ·K · T.
(2) H = H(R) is semisimple with non-compact factor. In other
words, every almost R-simple factors of H is R-isotropic,
(3) K = K(R) is compact semisimple. In other words, every almost
R-simple factors of K is R-anisotropic.
Recall that the following is a direct consequence of Zimmer’s cocycle
super-rigidity theorem in the semisimple algebraic hull. It is proved in
the [FM03] Theorem 3.16 implicitly.
Theorem 4.1. Under same notations as above, let α be the measurable
cocycle β : D × S → F with an algebraic hull F = F(R). Then there
is a rational homomorphism π : G→ H defined over R, a cocycle
E : D × S → A = (Z(H) ·K · T) (R)
taking values in an amenable group A, a measurable map ϕ : D → F
such that
(a) for any g ∈ D, β(g, x) = ϕ(g.x)−1π(g)E (g, x)ϕ(x) almost every
x ∈ S,
(b) π(G) and A commutes. Especially, π and E commutes.
Remark 4.2. There are remarks on the above theorem.
(1) Indeed, one can show that the amenable group valued error
term E is indeed L2-integrable provided that β is L2-integrable.
Furthermore, the cocycle E is itself subexponential.
(2) When G has property (T), one can deduce Zimmer’s cocy-
cle super-rigidity under reductive algebraic hull condition from
Theorem 4.1 due to the fact that the amenable group valued
cocycle is cohomologous to the compact group valued cocycle
when the action is ergodic. When G does not have property (T),
we can not appeal to use that fact. This is the main reason that
we can not expect compact error.
4.1. Dynamical cocycle super-rigidity. The following is the dy-
namical cocycle super-rigidity when G is the source group.
Theorem 4.3 (Dynamical cocycle super-rigidity for G.). Let G satisfy
(A) with rankR(G) ≥ 2. Let (S, µ) be a weakly irreducible G-ergodic
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standard probability space. Let β : G×S → GL(d,R) be L2-integrable
cocycle, i.e.
∀g ∈ G, ln ||β(g,−)|| ∈ L2(S).
After replacing S to finite extension Ŝ = S ×i I, there is a measurable
map ϕ : Ŝ → GL(d,R), a rational homomorphism π : G → GL(d,C),
an amenable real algebraic group A0 and A0-valued cocycle E◦ : G ×
Ŝ → A0 such that
(a) We have for any g ∈ G,
β(g, x) = ϕ(g.(x, j))π(g)E◦(g, x, j)ϕ(x, j)
−1
almost every (x, i) ∈ Ŝ.
(b) For any g ∈ G, Sp(βg) = Sp(π(g)). Especially, the Lyapunov
spectrum does not depend on x.
(c) For almost every x ∈ S and all j ∈ I, the Lyapunov sub-
spaces Eλ(x) of βg corresponding the Lyapunov exponent λ is
ϕ(x, j)−1Eλ where Eλ is the Lyapuonv subspace of π(g) corre-
sponding the Lyapunov exponent λ.
(d) We can write E◦ = E · u where E is the cocycle that takes
values on an amenable subgroup A in the Levi subgroup of the
algebraic hull and u is the twisted cocycle that takes values on
the unipotent radical of the algebraic hull. Furthermore, π(G)
commutes with A.
(e) π(G) commutes with the unipotent radical of the algebraic hull
so that π and u commutes. In particular, π and E0 commutes.
Remark 4.4. In the dynamical cocycle super-rigidity theorems, we do
not claim that E◦ is integrable or quasi-integrable. Even though E◦
may not be integrable, the statements in the theorems are make sense,
since β and π are integrable.
Remark 4.5. In general, u may not satisfy cocycle equation since u
may not commute with E . The measurable map u will be a twisted
cocycle as in [Fis02].
We will start to prove Theorem 4.3. First of all, we need to define
finite extension Ŝ precisely. Let G satisfy (A) with n ≥ 2. As in the
theorem, we assume that G acts irreducibly on the standard probability
space (S, µ). We will use G action on various spaces just (g, x) 7→ g.x
since it will be clear what action is used in the context.
Let β : G × S → GL(d,R) is L2-integrable cocycle. Denote an
algebraic hull of β as L̂ = L̂(R) where L̂ is a real algebraic group.
Then, we can find a measurable map ϕ′1 : S → GL(d,R) such that
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βϕ
′
1 : G× S → L̂ is a measurable minimal cocycle. Let L = L̂0 be the
algebraic connected component of identity for L̂ and L = L(R). We
have a cocycle pr ◦α = i : G×S → I where I = L̂/L is a finite set and
pr : L̂ → I is the natural projection. Now we have a finite extension
Ŝ = S ×i I and G action g.(x, j) = (g.x, βϕ′1(g, x) · j) on Ŝ.
Define β˜ : G× Ŝ → GL(d,R), β˜(g, x, j) = β(g, x) for any g ∈ G and
almost every (x, j) ∈ Ŝ.
Using facts about finite extension in the section 2.3, we know that
G action on Ŝ is still irreducible and β̂ has algebraic hull L = L(R).
More precisely, fix (finite valued) section ϕ′2 : I → L̂ of pr. Then the
cocycle β̂ : G× Ŝ → L,
β̂(g, x, j) = ϕ′2(β
ϕ′1(g, x) · j)−1βϕ′1(g, x)ϕ′2(j)
is minimal. Define measurable maps ϕ1 : Ŝ → GL(d,R) and ϕ1(x, j) =
[ϕ′1(x)ϕ
′
2(j)]
−1 then it can be easily checked that
β˜(g, x, j) = β(g, x) = ϕ1(g.(x, j))
−1β̂(g, x, j)ϕ1(x, j)
for all g ∈ G and almost every (x, j) in Ŝ.
Now fix a Levi component that is a connected reductive R-subgroup
F < L such that L = F ⋉ U where U is the unipotent radical of
L. Further, we know that L(R) = F(R) ⋉ U(R). Denote F = F(R),
U = U(R), l = Lie(L) and natural projection pF : L→ F .
We have a cocycle f : G×Ŝ → F and a measurable map u′ : G×Ŝ →
U such that
β̂(g, x, j) = f(g, x, j) · u′(g, x, j).
Using Theorem 4.1, there is a rational homomorphism π : G→ F < L
defined over R, a cocycle
E : G× Ŝ → Z(H) ·K · T(R),
a measurable map ϕ : Ŝ → π(G)Z(R) < F and a bounded measurable
map ψ : Ŝ → F such that the cocycle β̂ can be expressed as for any
g ∈ G,
β̂(g, x, j) = ψ(g.(x, j))−1ϕ(g.(x, j))−1π(g)E (g, x, j)ϕ(x, j)ψ(x, j)u′(g, x, j)
for almost every (x, j) ∈ Ŝ. Define a measurable map u : G × Ŝ → U
as
u(g, x, j) = ϕ(x, j)ψ(x, j)u′(g, x, j)ψ(x, j)−1ϕ(x, j)−1.
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Note that the u still takes values at U , since U is normal subgroup of
L. Direct calculation shows that
β̂(g, x, j) = ψ(g.(x, j))−1ϕ(g.(x, j))−1π(g)E (g, x, j)ϕ(x, j)ψ(x, j)u′(g, x, j)
= ψ(g.(x, j))−1ϕ(g.(x, j))−1π(g)E (g, x, j)u(g, x, j)ϕ(x, j)ψ(x, j)
The above calculation shows that π ·E ·u is cocycle. Define E◦ = E ·u.
So far we don’t know that the E◦ is cocycle. If π(G) commutes with U
then, E◦ = E · u is indeed a cocycle.
Now proof of the theorem 4.3 can be divided into Part 1 and 2.
Part 1. For any g ∈ G, Sp(βg) = Sp(π(g)).
Part 2. π(G) commutes with U so that π commutes with E◦. This
implies that E◦ is indeed cocycle.
Remark 4.6. Note that Part 1 and 2 are enough to prove the theorem.
We already get formula appeared in item (a). We also already get
informations about E◦. The cocycle E◦ can be written as a product of
F -valued cocycle E and U -valued measurable map u. Furthermore, E
and π commutes by Theroem 4.1. This is the item (d). Part 1 will
prove the items (b) and (c). Part 2 shows that E◦ is indeed cocycle and
π and E◦ commutes. That is the item (e).
After establishing Part 1., one can prove Part 2. using same strat-
egy with [FM03] Theorem 3.11. In other words, using Lyapunov spec-
trum, one can prove followings.
Theorem 4.7 (Cf. [FM03] Theorem 3.11.). In the setting in Theorem
4.3 and above notations, assume π(G) does not commute with U . Then
there is an integer 0 < k < dim(l) and measurable map
Φ : P\G× S → Grk(l)
such that
(1) ϕ is βϕ-equivariant, i.e.
Φ([hg−1], g.x) = Adl(β
ϕ(g, x))(Φ([h], x))
for all g ∈ G, [h] ∈ P\G and almost every x ∈ S
(2) a pointwise stabilizer of the image does not contain all of U .
This gives proof of Part 2. as in the [FM03] Theorem 3.10. Since
the proof has same structure, we left details for the reader. Indeed, the
proof is much simpler using Part 1. because Part 1. already provides
Lyapunov subspaces.
Now we show the Part 1..
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Proof of Part 1. Note that the finite extension does not effect to Lya-
punov spectrum. Therefore, for simplicity, assume that L̂ is connected
algebraic group so that we will use the simplified notations such as
L = L̂, S = Ŝ, etc.
Let ϕ1 : S → GL(d,R) be a measurable map such that βϕ1 : G×S →
L is a minimal cocycle as before. We will use same notations as in the
above and the theorem 4.1. There is a measurable map ϕ2 : S → F,
a rational homomorphism π : G → H < GL(Cd), a Z(H) · K · T(R)
valued cocycle
E : G× S → Z(H) ·K · T(R)
and a measurable map u′ : G× S → U such that for any g ∈ G,
βϕ1(g, x) = ϕ2(g.x)
−1π(g)E (g, x)ϕ2(x)u
′(g, x)
for almost every x ∈ M . Define a measurable map u : G × S → U
and ϕ : S → GL(d,R) as u(g, x) = ϕ2(x)u′(g, x)ϕ2(x)−1 and ϕ(x) =
ϕ2(x)ϕ1(x). Then, we have β
ϕ = π · E · u.
Find vector space filteration
0 = V 0 ⊂ V 1 ⊂ · · · ⊂ V k = Rd
such that
(1) each V i is L invariant and
(2) U acts trivially on V i+1/V i, for i = 0, 1, . . . , k − 1.
In other words, for each i = 0, . . . , k − 1, we have homomorphism
πi : L→ GL(V i+1/V i)
so that πi(L) is reductive. This can be shown inductively. (e.g. [Fe]
Proposition 6.5.7.) Since F is reductive, for each i, we can decom-
pose V i+1/V i with F -irreducible modules. More precisely, there are
irreducible F -submodules,
W i1, . . . ,W
i
m(i) < V
i+1/V i
such that
V i+1/V i =
m(i)⊕
j=1
W ij .
Find an ordered basis
{
ǫij,1, . . . ǫ
i
j,l(i,j)
}
of W ij and lift it to R
d so that
B =
{
ǫij,s
}
i,j,s
is an ordered basis of Rd such that the projection of ǫij,s
in to the V i+1/V i is ǫij,s for any i = 0, . . . , k − 1, j = 1, . . . , m(i) and
s = 1, . . . , l(i, j).
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Using basis B of Rd, we can use Iwasawa decomposition (or Gram-
Schmidt orthogonalization) on GL(d,R) on ϕ. There are measurable
map
o : S → O(d,R), a : S → Diag. and n : S → N
such that ϕ(x) = o(x)a(x)n(x) for µ-almost every x ∈ S where Diag.
is subgroup of diagonal matrix with positive diagonal entries and N is
subgroup of upper triangular matrix with 1 in diagonal entries. Then
for any g ∈ G, µ-almost every x ∈ S we have
βo(g, x) = a(g.x)n(g.x)π(g)E (g, x)u(g, x)n(x)−1a(x)−1.
Note that this construction makes that β0 preserves
⊕r
j=1W
i
j for any
r = 1, . . . , m(i).
For each i, j and s, define a measurable map aij,s : S → R as
aij,s(x) = ln
( |a(x)ǫij,s|
|ǫij,s|
)
.
Then we have
a(x)
(
ǫij,s
)
= ea
i
j,s(x)ǫij,s
for each i, j and s by construction of a(x). For notational convention,
denote the cocycle Ω : G× S → L as
Ω = π · E · u.
The cocycle βo preserves V i+1/V i for every i by our construction of
basis. Since o is bounded measurable map, the cocycle βo is still L2-
integrable. Furthermore, Lyapunov spectrums of βog0 and βg0 coincide
for any g0 ∈ G.
Recall that we have the decomposition V i+1/V i =
⊕m(i)
j=1 W
i
j . Since
W ij is an irreducible F -module, the center Z(F ) of F acts on W
i
j as a
scalar multiplication by Schur’s lemma. Furthermore,
Ω↾
W ij
= π↾
W ij
· E ↾
W ij
since U acts on V i+1/V i trivially. Denote the R-valued cocycle λij :
G× S → R as
λij(g, x) =
1
l(i, j)
ln
∣∣∣det(Ω(g, x)↾W ij
)∣∣∣
for each j = 1, · · · , m(i). Recall that the l(i, j) is the dimension of
W ij . These cocycles λ
i
• encode informations about the Z(F ) action.
Moreover, E is the cocycle valued at a R-points of almost direct product
34 HOMIN LEE
of a central torus, a compact semisimple group and a finite group. This
implies that the cocycle
e−λ
i
j(−,−)Ω(−,−)↾
W ij
: G× S → GL(W ij )
(g, x) 7→ e−λij(g,x)Ω(g, x)↾
W ij
is a bounded cocycle. Indeed, we can find the compact group valued
cocycle K ij such that
Ω(g, x)↾
W ij
= eλ
i
j(g,x)π↾
W ij
(g)K ij (g, x).
Note that π↾
W ij
and K ij still commute.
We claim that the cocycle
λ˜ij := (λ
i
j)
1
l(i,j)
∑l(i,j)
s=1 a
i
j,s : G×M → R,
(g, x) 7→ λ˜ij(g, x) = λij(g, x) +
1
l(i, j)
l(i,j)∑
s=1
aij,s(g.x)−
1
l(i, j)
l(i,j)∑
s=1
aij,s(x)
is the L2-integrable cocycle for any i and j.
We will use induction on j.
(1) j = 1 case ; Due to our construction, the βo preserves W i1.
Since the βo is L2-integrable, we know that βo↾
W i1
is a still L2-
integrable cocycle. Especially, the cocycle R-valued cocycle
ln |det (βo)| : G× S → R
is a L2-integrable cocycle. This implies that the cocycle
l(i, 1) · λ˜i1 : G× S → R
(g, x) 7→ (l(i, 1) · λi1(g, x))−
l(i,1)∑
s=1
ai1,s(x) +
l(i,1)∑
s=1
ai1,s(g.x)
is a L2-integrable cocycle. Therefore we can deduce that λ˜i1 is
a L2-integrable cocycle.
(2) Assume that λ˜i1, . . . , λ˜
i
r are all L
2-integrable cocycles for some
1 ≤ r ≤ m(i)−1. Note that βo preserves the subspace⊕r+1s=1W is .
Since βo is a L2-integrable cocycle, we also know that βo↾⊕r+1s=1W is
is a L2-integrable cocycle. Using same arguments with j = 1
case, we can deduce that the cocycle
l(i, 1)λi1(g, x)+ · · ·+ l(i, r)λir+1(g, x)−
r+1∑
t=1
l(i,t)∑
s=1
aij,s(x)+
r+1∑
t=1
l(i,t)∑
s=1
aij,s(g.x)
RIGIDITY THEOREMS 35
is a L2-integrable cocycle. This implies that
l(i, 1)λ˜i1 + · · ·+ l(i, r + 1)λ˜ir+1
is a L2-integrable cocycle. This implies λ˜ir+1 is a L
2-integrable
cocycle due to the induction hypothesis.
This proves claim.
Now we will focus on the Lypaunov spectrum of the cocycle βog0 for
g0 ∈ G. Fix an element g0 ∈ G and i ∈ {0, . . . , k − 1}. We will prove
that the Lyapunov spectrum of βog0↾V i+1/V i on V
i+1/V i is same as the
Lyapunov spectrum of π↾V i+1/V i(g0) on V
i+1/V i for each i. Due to the
functoriality of Lyapunov spectrum, this is enough for proof. In other
words, it is enough to show that
Sp
(
βg0↾Vi+1/Vi
)
= Sp
(
π(g0)↾Vi+1/Vi
)
for each i, as mentioned above. Since βo does not preserve each W ij , we
will use induction on
⊕r
j=1W
i
j . From now on, we will omit i if there
is no confusion.
(1) r = 1 case : We will investigate Lyapunov spectrum of βg0↾W i1
and π(g0)↾W i1
on W i1. Note again that βg0 preserves W
i
1, so
βg0↾W i1
makes sense. From now on we will focus on W i1, so
drop the subscript about restriction to W i1 for the notational
convenience. Using MET for βog0, find Lyapunov exponents
χ(1)(x) > · · · > χ(t(x))(x)
and the Lyapunov decomposition of βog0 in W
i
1 such that for
µ-almost every x ∈ S,
W i1 =
t⊕
q=1
Lχ(q)(x),
w ∈ Lχ(q)(x) \ {0} ⇐⇒ lim
m→±∞
1
m
ln ||βog0(m, x)w||op = χ(q)(x)
for q = 1, . . . , t(x). We can also find Lyapunov exponent
ξ(1) > · · · > ξ(s)
and Lyapunov decomposition of π(g0) in W i1 such that
W i1 =
s⊕
q=1
Pξ(q)
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w ∈ Pξ(q) \ {0} ⇐⇒ lim
m→±∞
1
m
ln ||π(gm0 )w||op = ξ(q)
for q = 1, . . . , s.
Fix generic point x0 ∈ S with respect to MET for βog0 . For
any constant c > 0 define
Ac = {x ∈ S : ||a(x)||, ||n(x)|| < c}.
We can find C(x0) > 0 such that x0 ∈ AC(x0) and µ
(
AC(x0)
)
>
0. Using Poincare´ recurrence theorem, we can find increasing
subsequence {mk} ⊂ Z such that gmk0 .x0 ∈ AC(x0) for all k ∈ Z,
and limk→±∞ |mk| = ∞. Due to L2-integrability of λ˜i1, we can
apply Theorem 3.1 to λ˜i1. Then we have
1
mk
∣∣λi1(gmk0 , x)∣∣ −→ 0 as k → ±∞
since gmk0 .x ∈ AC(x0) implies boundedness of a and n. Recall
that on W i1, we have
βo(g0, x) = e
λi1(g0,x)a(g0.x)n(g0.x)π(g0)K
i
1 (g0, x)n(x)
−1a(x)−1.
Therefore we have following calculation for any q ∈ {1, . . . , t(x0)}.
w ∈ Lχ(q)(x0) \ {0}
⇐⇒ 1
mk
[(
ln ||π(gmk0 )n(x0)−1a(x0)−1w||
)
+ |λi1(gmk0 , x0)|
] k→∞−−−→ χ(q)(x0)
⇐⇒ 1
mk
ln ||π(gmk0 )n(x0)−1a(x0)−1w|| k→∞−−−→ χ(q)(x0)
⇐⇒ 1
m
ln ||π(gm0 )n(x0)−1a(x0)−1w|| k→∞−−−→ χ(q)(x0)
The first and last equivalences come from MET for αog and π(g).
The above calculation shows that t(x0) = s, χ(q)(x0) = ξ(q)
and
Lχ(q)(x0) = a(x0)n(x0)Pξ(q)
for any q = 1, . . . , t(x0) = s. This implies that
Sp
(
βg0↾W i1
)
= Sp
(
π(g0)↾W i1
)
.
(2) For some 1 ≤ r ≤ m(i)− 1, assume that
Sp
(
βg0↾⊕r
j=1W
i
j
)
= Sp
(
π(g0)↾⊕r
j=1 W
i
j
)
.
We will prove that
Sp
(
βg0↾⊕r+1
j=1 W
i
j
)
= Sp
(
π(g0)↾⊕r+1
j=1 W
i
j
)
.(3)
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Define
Q =
r+1⊕
j=1
W ij
/ r⊕
j=1
W ij
so that the cocycle βg0 and π(g0) preserves Q. Using functori-
ality of Lyapunov spectrum again, it is enough to prove
Sp
(
βg0↾Q
)
= Sp
(
π(g0)↾Q
)
(4)
We will use similar argument in order to show (4). From now
on we will focus on Q, so drop the subscript about restriction
to Q for the notational convenience. For µ-almost every x ∈ S,
find Lyapunov exponents
χ(1)(x) > · · · > χ(t(x))(x)
and Lyapunov decomposition of αog0 inQ such thatQ =
⊕t
q=1 Lχ(q)(x),
w ∈ Lχ(q)(x) \ {0} ⇐⇒ lim
m→±
1
m
ln ||βog0(m, x)w||op = χ(q)(x)
for q = 1, . . . , t(x). We can also find Lyapunov exponents
ξ(1) > · · · > ξ(s)
and the Lyapunov decomposition of π(g0) in Q such that for
µ-almost every x ∈ S, W i1 =
⊕s
q=1Pξ(q),
w ∈ Pξ(q) \ {0} ⇐⇒ lim
m→±
1
m
ln ||π(gm0 )w||op = ξ(q)
for q = 1, . . . , s.
Fix generic point x0 ∈M with respect to MET for βg0o. For
any constant c > 0 define
Ac = {x ∈ S : ||a(x)||, ||n(x)|| < c}.
We can find C(x0) > 0 such that x0 ∈ AC(x0) and µ
(
AC(x0)
)
>
0. Using Poincare´ recurrence theorem, we can find increasing
subsequence {mk} ⊂ Z such that gmk0 .x0 ∈ AC(x0) for all k ∈ Z,
and limk→±∞ |mk| =∞. Due to L2-integrability of λ˜ir+1, we can
apply Theorem 3.1 to λ˜ir+1. This implies
1
mk
∣∣λir+1(gmk0 , x)∣∣ −→ 0 as k → ±∞.
Note that the induced cocycle β0g0↾Q is of the form
β0↾Q(g0, x) = e
λir+1(g0,x)a(g0.x)↾Qn(g0.x)↾Qπ(g0)↾QK
i
r+1(g0, x)↾Qn(x)↾
−1
Q a(x)↾
−1
Q
by constructions.
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We can calculate followings for any q ∈ {1, . . . , t(x0)} as be-
fore.
w ∈ Lχ(q)(x0)
⇐⇒ 1
mk
[(
ln ||π(gmk)n(x0)−1a(x0)−1w||
)
+ |λir+1(gmk , x0)|
] k→∞−−−→ χ(q)(x0)
⇐⇒ 1
mk
ln ||π(gmk)n(x0)−1a(x0)−1w|| k→∞−−−→ χ(q)(x0)
⇐⇒ 1
m
ln ||π(gm)n(x0)−1a(x0)−1w|| k→∞−−−→ χ(q)(x0)
Again the last equivalence comes from MET for the π(g). The
above calculation shows that t(x0) = s, χ(q)(x0) = ξ(q) and
Lχ(q)(x0) = a(x0)n(x0)Pξ(q)
for any q = 1, . . . , t(x0) = s. This implies that (4), so we prove
(3).
The above arguments show that
Sp
(
βg0↾V i+1/V i
)
= Sp
(
π(g0)↾V i+1/V i
)
for each i. This proves the Part 1. due to functoriality of Lyapunov
spectrum as mentioned before. 
Remark 4.8. The above arguments also give the proof of the item
(c). For the quasi L2-integrable minimal cocycle βϕ = π · E · u, we
characterized Lyapunov subspaces of βg as E
βg
∗ (x) = o(x)a(x)n(x)E
π(g)
∗
in the above arguments where E∗ is the Lyapunov subspaces for quasi-
integrable cocycles as in the section 2. This implies that E
βϕg
∗ (x) = E
π(g)
∗
almost every x ∈ S as quasi-L2 cocycle.
The irreducible lattice version of the dynamical super-rigidity theo-
rem is following.
Theorem 4.9 (Dynamical cocycle super-rigidity for Γ). Let Γ satisfy
(A) that is Γ be a weakly irreducible lattice of higher rank group G.
Let (S, µ) be Γ-ergodic standard probability space. Assume (B) for
the Γ action that is the induced G action is weakly irreducible. Let
β : Γ× S → GL(d,R) be a L2 integrable cocycle, i.e.
∀γ ∈ Γ, ln ||β(γ,−)|| ∈ L2(S).
After replacing S to finite extension Ŝ = S×i I, we have a measurable
map ϕ : Ŝ → GL(d,R), a rational homomorphism π : G → GL(d,C),
an amenable real algebraic groupA0 and A0-valued cocycle E◦ : Γ×Ŝ →
GL(d,R) such that
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(a) For any γ ∈ Γ,
β(γ, x) = ϕ(γ.(x, j))π(γ)E◦(γ, x, j)ϕ(x, j)
−1
almost every (x, i) ∈ Ŝ.
(b) For any γ ∈ Γ, Sp(βγ) = Sp(π(γ)).
(c) For almost every x ∈ S and all j ∈ I, the Lyapunov sub-
spaces Eλ(x) of βγ corresponding the Lyapunov exponent λ is
ϕ(x, j)−1Eλ where Eλ is the Lyapuonv subspace of π(γ) corre-
sponding the Lyapunov exponent λ.
(d) We can write E◦ = E · u where E is the cocycle that takes
values on an amenable subgroup A in the Levi subgroup of the
algebraic hull and u is the twisted cocycle that takes values on
the unipotent radical of the algebraic hull. Furthermore, π(G)
commutes with A.
(e) π(G) commutes with the unipotent radical of the algebraic hull
so that π and u commutes. In particular, π and E0 commutes.
Remark 4.10. As remarked on Remark 4.4, we can not get integra-
bility of E◦ here also. In addition, here u is also a twisted cocycle since
u may not commute with E .
Now Theorem 4.9 comes from the standard induction argument and
Theorem 4.1.
Proof of Theorem 4.9. Recall that we have a L2-integrable cocycle β :
Γ× S → GL(d,R). As before, we can find a measurable map ϕ : S →
GL(d,R) such that βϕ : Γ × S → L is a minimal cocycle. In other
words, the L is a R-points of algebraic group L defined over R and
an algebraic hull of β is L. Using Theorem 4.1, we may write for any
γ ∈ Γ and µ-almost every x ∈ S,
βϕ(γ, x) = π(γ)E (γ, x)u(γ, x)
for some rational homomorphism π : G→ L, a cocycle E : Γ× S → A
and measurable map u : Γ × S → U after modification of conjugacy
map. Here we retain notations as before and denote A = Z(H)·T·K(R).
We follow same arguments with Part 1 of Theorem 4.3, using Theorem
3.9 case instead of 3.1, we can deduce that for any γ ∈ Γ, Sp(βγ) =
Sp(π(γ)). This proves Part 1 in Theorem 4.9.
For Part 2, we will use induced cocycle β˜ϕof βϕ. Note that β˜ϕ is
cohomologous to the induced cocycle β˜ of β. Note that the π comes
from Theorem 4.1 for βϕ is same as for β˜ϕ. We know that
(1) the induced action is irreducible,
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(2) the induced cocycle β˜ is L2-integrable for some choice of fun-
damental domain of Γ of G (see [FM03] section 3.7) and
(3) the algebraic hull of β˜ (so the algebraic hull of β˜ϕ) is still L.
Now we use Part 2 of Theorem 4.3 for β˜ϕ, so that we conclude π(G)
commutes with U . Since π(Γ) commutes with A already, we can con-
clude that the E · u : Γ× S → GL(d,R) is indeed an amenable valued
cocycle. This proves the Theorem 4.9. 
Remark 4.11. The differences between cocycle super-rigidity and dy-
namical super-rigidity are following.
(1) in [FM03], they can get π · C, product of homomorphism with
compact group cocycle using cocycle super-rigidity. Especially,
π ·C so that the error term C is always integrable even bounded.
However, using dynamical cocycle super-rigidity do not tell us
that the error term is even quasi-integrable. The author expect
the error term is itself quasi L2-integrable.
(2) in [FM03], the algebraic hull is reductive as result of cocycle
super-rigidity. However, we can not get rid of the unipotent
part as a result of the dynamical cocycle super-rigidity. The
commutativity of π and u and the fact that E takes values in a
reductive subgroup of the algebraic hull will be useful for local
and global rigidity.
4.2. Dynamical super-rigidity homomorphism. We will collect
some theorems about the homomorphism from dynamical cocycle super-
rigidity. We will assume L2-integrability, (A) and (B) as before. Then
we can derive same variants as in [FM03].
Note that the following two facts will be used frequently.
Lemma 4.12 ([FM03] Lemma 3.21). For G and Γ satisfy (A), there
is finite elements g1, . . . , gl ∈ D such that the group F generated by
their polar part is Zariski dense in G.
Theorem 4.13 ([FM03] Corollary 4.3). Let L = A⋉H be the algebraic
group that is a semidirect product of algebraic groups A and H. Let F
be the finitely generated group. Then H = H(R)-orbits of completely
reducible homomorphisms in Hom(F , L) are Hausdorff closed.
Let’s fix some notations. From now on D = G or Γ and (S, µ)
be group and measure space that satisfies (A) and (B). L be a real
algebraic Lie group. Let β : D×S → L < GL(d,R) be a L2-integrable
cocycle.
(1) When D = Γ, if we have homomorphism π0 : Γ → GL(d,R)
then we can find a rational homomorphism πE0 : G→ GL(d,C)
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and homomorphism with bounded image πK0 : Γ → GL(d,R)
such that π = πE0 π
K
0 and they commute using Margulis’ super-
rigidity. Note that Zariski closure of π0(Γ) is semisimple.
(2) When D = G and we have a rational homomorphism π0 : G→
GL(d,R), we will denote πE0 = π0 and π
K
0 is trivial homomor-
phism for simplicity.
(3) For both cases: Using dynamical super-rigidity, we can find
rational homomorphism π : G → GL(d,C) such that for any
g ∈ D, Sp(βg) = Sp(π(g)).
As before, when we say about L∞ close between two cocycles, the
norm on target algebraic group is ln || · || for a fixed embedding in to
GL(d,R).
Since the proofs of the following two theorems are almost same with
the [FM03], we just contain the sketch of the proof for reader’s con-
venience. Indeed, we will see detailed proof of them in more general
setting in the middle of the proof of theorem 5.6.
Theorem 4.14 (Uniqueness of super-rigidity homomorphism). Let
D = G or Γ satisfy (A). Assume (S, µ) is standard D-ergodic space.
Further assume (B). Let β : D × S → L be L2-integrable cocycle.
Assume that there is a homomorphism π0 : D → L such that
Sp(βg) = Sp(π0(g))
for any g ∈ D. Then π is conjugate to πE0 by an element l ∈ L. More-
over, if there is a measurable map ϕ : Ŝ → L such that ϕ(x̂)W (βg(x)) =
W (πE0 (g)) for Lyapunov subspacesW at x corresponding cocycles, then
there is a measurable map ϕz : Ŝ → ZL(πE0 ) such that ϕ(x̂) = l−1ϕz(x̂).
The proof is same as the proof of Theorem 3.20 in [FM03]. Indeed,
we can find finite number of elements that the group F generated by
their polar part is Zariski dense as in the Lemma 4.12. We consider the
L action on Hom(F , L) and will prove that πE0 and π′ are in the same
L-orbit using the fact that the polar element is determined by their
Lyapuonv subspaces and exponents. This will give the first assetion.
Furthermore, the last assertion comes from the fact that the stabilizer
of πE0 (F) in L is ZL(πE0 (F)) = ZL(πE0 (G).
Theorem 4.15 (Local rigid of super-rigidity homomorphism). Assume
that β : D × S → L is sufficiently L∞-close to the constant cocycle
π0 : D → L. Then π is conjugate to πE0 by an element l ∈ L.
The proof is same as the first part of the proof of Theorem 5.1 in
[FM03]. (In their notation, the arguments for proving π˜i = (πA, π
E
H)
can be used here.) First, note that β is L∞-closed to π0 so that β is a
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bounded cocycle. Especially, β is L2-integrable. We can use stability
of hyperbolic vector bundle maps ([P73] or Lemma 5.2 in [FM03]). As
before, we can find finite number of elements that the group F gener-
ated by their polar part is Zariski dense by Lemma 4.12. After that,
stability of characteristic spaces for that elements, the fact that the L
orbits on the Hom(F , L) is closed (Theorem 4.13) and the finiteness of
conjugcay classes of Hom(G,L) give us to prove that the π is conjugate
to the πE0 .
5. Local rigidity
5.1. Settings. We will follow notations in [FM03] in this section. Let
G be the connected real semisimple higher rank algebraic Lie group
without compact factor. Let Γ be a weakly irreducible lattice in G. Let
D = G or Γ. H be a real algebraic Lie group and Λ be a cocompact
lattice in H . We will consider affine action on D on H/Λ, A0 : D →
Aff(H/Λ). We will prove following theorem which implies Theorem A
and B. When D = Γ, we will define the finite index normal subgroup
Γ′(A0) = Γ′ of Γ that only depends on A0.
Theorem 5.1. Let A0 is C1-affine action of D on H/Λ. (resp. C∞-
affine action.) Assume that the A0 is weakly hyperbolic.
(1) When D = G: Let the C1-action (resp. C∞-action) A preserves
a fully supported Borel probability measure that is weakly irre-
ducible. If the action A of G on H/Λ is sufficiently C1-closed to
A0 then there is a homeomorphism (resp. C∞-diffeomorphism)
λ : H/Λ→ H/Λ such that for any g ∈ G,
λ−1 ◦ A(g) ◦ λ = A0(g).
(2) When D = Γ: If C1-action (resp. C∞-action) A of Γ on H/Λ
preserved a fully supported Borel probability measure so that
A↾Γ′ is induced weakly irreducible and the action A is suffi-
ciently C1-closed to A0 then there is a homeomorphism (resp.
C∞-diffeomorphism) λ : H/Λ→ H/Λ such that for any γ ∈ Γ,
λ−1 ◦ A(γ) ◦ λ = A0(γ).
Remark 5.2. When all simple factor of G has rank at least 2, property
(T) guarantee there is an absolutely continuous invariant probability
measure for perturbed action. Also, in that case, weakly irreducibility
is same as ergodicity. Therefore, the action enjoy the ergodic decom-
position. This is the reason why [MQ01] get local rigidity without
assumption about measure.
RIGIDITY THEOREMS 43
On the other hand, when G has rank 1 factor, we assume both
conditions. Especially, the action may factor through rank 1 factor
so we need weakly irreducibility assumption.
Note that we may assume without loss of generality, G and Γ satisfy
(A) with rankR(G) ≥ 2 if we think about algebraic simply connected
covering of G and preimage of Γ on it. (e.g. [MQ01], [FM03] and
[FM09].) Throughout this section, G satisfies (A) with rankR(G) ≥ 2.
5.2. Some facts. Recall some facts from [MQ01],[FM03] and [FM09].
5.2.1. Description of the Affine action. When D = G case, affine ac-
tions can be easily described.
Theorem 5.3 ([FM03] Theorem 6.4). When D = G, there is a rational
homomorphism π0 : G → H such that A0(g)([x]) = [π0(g)x] for any
g ∈ G and [x] ∈ H/Λ.
For D = Γ action case, it is much complicate to describe an affine
action. Note that we may assume that the group of affine automor-
phism of H can be written as Aff(H) = AutA(H) ⋉ H as we saw in
section 2.6.
Theorem 5.4 ([FM03] Theorem 6.5). When D = Γ, there are finite
index subgroup Γ′(A0) = Γ′ < Γ and a homomorphism π : Γ′ →
Aut(H)A ⋉H such that
A0(γ′)([x]) = [π0(γ′)x]
for any γ′ ∈ Γ′ and [x] ∈ (π(Γ′)⋉H) / (π(Γ′)⋉ Λ). Note that we iden-
tify H/Λ with (π(Γ′)⋉H) / (π(Γ′)⋉ Λ) and abusing notations. De-
note A and A = A(R) be the Zariski closure of π(Γ′) and its real points
respectively. Note that A is connected semisimple by Margulis super-
rigidity theorem. Then we have π0 = πAπH for some homomorphism
πA : Γ
′ → A and πH : Γ′ → H . Furthermore, we may assume πA and
πH commutes without loss of generality.
Note that the Γ′(A0) = Γ′ is the finite index subgroup of Γ that
is appeared in the theorem A and 5.1. We may assume that Γ′ be a
normal subgroup of Γ without loss of generality. The Γ′ is still a weakly
irreducible lattice in G. Recall that for any finite index subgroup Γ′′ <
Γ, Γ action is weakly hyperbolic if and only if Γ′′ is weakly hyperbolic.
Therefore, A0↾Γ′ is still weakly hyperbolic. Finally, if we can prove
local rigidity for the finite index subgroup Γ′, then it gives local rigidity
for full group Γ. For example, one can follow the same arguments in
[MQ01] step 2 in the proof of the local rigidity of ρA directly.
For unifying notations, when D = G, denote A be a trivial group.
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5.2.2. The cocycle related the perturbed action A. For the sufficiently
small C1-perturbed action A from the affine action A0, we have cocycle
βA over A that contains informations about A, following [MQ01] and
[FM03]. The main reason that we can define the cocycle βA is that A
can be lifted into cover H of H/Λ. One can see this using triviality of
the 2nd group cohomology or directly follow [MQ01].
Propostion 5.5. Assume the notations and settings in the theorem
5.1. If A is sufficiently C1-close to A0.
(1) When D = G: There is a continuous cocycle βA : G×H/Λ →
A ⋉ H over the action A such that A is trivial group and the
action A satisfies
A(g)([x]) = [βA(g, [x])x]
for any g ∈ G and [x] ∈ H/Λ.
(2) WhenD = Γ: Let the finite index subgroup Γ′ be in the theorem
5.4. There is a continuous cocycle βA : Γ
′×H/Λ→ A⋉H over
the action A such that The action A↾Γ′ satisfies
A↾Γ′(γ)([x]) = βA(γ, [x])[1, x]
for any γ ∈ Γ′ and [1, x] ∈ (π(Γ′)⋉H) / (π(Γ′)⋉ Λ). Here we
identify H/Λ with (π(Γ′)⋉H) / (π(Γ′)⋉ Λ) again. (Especially,
1 is the identity element in A.)
(3) In both cases, A-component of βA is πA. Moreover, βA is C
0-
close to π0.
We will usually denote L = A ⋉H and L = A⋉H . When D = Γ, we
abuse notations so that D can be either Γ or Γ′ if the context is clear.
(For example, π0(D) will be π0(Γ
′).)
5.2.3. Notations from Margulis’ super-rigidity. Recall some notations
in [FM03]. Those notations coincide with in the above settings. We
will use notations throughout in this section.
Let D = G or Γ be of the form in (B) with rankR(G) ≥ 2. Let L be
an algebraic group and H,A < L be an algebraic subgroup such that
L = A⋉H. We think L is subgroup of GL(d,R) for some d > 0 as usual.
We further assume that A is connected semisimple algebraic group.
As before, denote L,A and H be a L(R),A(R) and H(R) respectively.
Denote pA : L→ A be the natural projection.
We fix a homomorphism π0 : D → L such that there are homomor-
phism πA : D → A and πH : D → H such that πA and πH commutes.
(1) When D = G, π will be rational homomorphism as before.
Further assume that π(D) is Zariski dense in A. Denote πK0
for trivial homomorphism and πE0 = π. More precisely, denote
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πEA = πA, π
E
H = πH and both π
K
A and π
K
H for trivial homomor-
phism.
(2) When D = Γ, recall that Margulis’ super-rigidity theorem tells
us that πA and πH can be written as π
E
A ·πKA and πEH ·πKH where
πEA , π
E
H is restriction to Γ of rational homomorphism from G to
A and H respectively and πKA and π
K
H is homomorphism from Γ
to compact subgroup in A and H respectively.
(3) For π0, we will define π
E
0 and π
K
0 as π
E
0 = π
E
Aπ
E
H and π
K
0 =
πKA π
K
H .
Note that πEA , π
K
A , π
E
H and π
K
H commutes each other.
5.3. Local rigidity of constant cocycle. We present local rigidity of
constant cocycle as in [FM03] under additional assumptions that holds
for applications. We will assume that Z = ZL(π
E
0 (D)) ∩ H is finite.
Note that, this implies πKH (D) is finite. This condition will be satisfied
when the affine action is weakly hyperbolic. Now we can address the
main theorem in this subsection.
Theorem 5.6 (Local rigidity of the constant cocycle). Assuming that
D = G or Γ satisfies (A) with rankR(G) ≥ 2. Let (S, µ) be the standard
D-space and assume the D action satisfies (B). Retaining notations in
the previous subsection, let π0 = β0 : D × S → L be the constant
cocycle, that is β0(g, x) = π0(g) for any g ∈ D and x ∈ S. Let
β : D × S → L be measurable cocycle over the action A such that
pA ◦ β = πA. Further assume that Z = ZL(πE0 (D)) ∩H is finite.
If β and β0 is sufficiently L
∞-closed, then there is a measurable map
f : S → H and a measurable cocycle z˜ : D × Ŝ → Z such that
(1) we have β(g, x) = f(g.x)−1πA(g)π
E
H(g)z˜(g, x̂)f(x) almost every
x̂ ∈ Ŝ.
(2) the measurable map f : S → H is L∞-small in the sense that
f is L∞-close to constant map take values at the identity.
(3) For any g ∈ D and almost every x̂ ∈ Ŝ, we have z˜(g, x̂) = πKH (g).
This implies, especially,
β(g, x) = f(g.x)−1π0(g)f(x)
for any g ∈ D and almost every x ∈ S.
Furthermore, if S is topological space, µ is fully supported on S, the
cocycle β and the D action on S is continuous, then f can be chosen
continuous and C0-close to idH .
The statements of the theorem 5.6 should be compared with Theorem
5.1 in [FM03] and Theorem 3.1 in [MQ01]. The above theorem is middle
of two theorems in some sense. On the other hand, we assume that
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the action satisfies (B). Especially, the action is ergodic. Therefore,
we don’t need to think about ergodic components. The dynamical
super-rigidity will be adapted in order to prove the theorem 5.6.
However, the main obstruction occurs from the fact that we can
not get rid of the unipotent radical of the algebraic hull as a result of
dynamical super-rigidity a priori. Also, the (3) in the Theorem 5.6 is
not claimed in [FM03]. However, when Z is finite, we can overcome
these issues.
Remark 5.7. In [MQ01] Theorem 3.1, they proved a version of lo-
cal rigidity of the constant cocycle with similar finiteness assumption.
Indeed, one can prove the version of Theorem 3.1 in [MQ01] using
dynamical super-rigidity more directly.
Proof of Theorem 5.6. Let H = F ⋉ U be the Levi decomposition into
F. Following arguments in [FM03], we can write F = F1 · F2 an almost
direct product so that L = ((A⋉ F1)F2)⋉U.
Following [FM03], we can change algebraic group structure so that
replace A⋉F1 with A×F1 via (a, f) 7→ (a, a−1(f)). Note that this gives
homeomorphism between A ⋉ F1 and A × F1. Since πA and πH com-
mutes, πH takes values in F2 so it does not effect to π0. Furthermore,
one can check directly that the β still satisfies the cocycle condition in
the new group structure. Moreover, β is still L∞-close (resp. C0-close)
to π0. Therefore, we may assume A commutes with F without loss of
generality, L = (A× F)⋉U.
As usual denote A = A(R), F = F(R) and U = U(R). Note that U
is unipotent radical in L and A× F is Levi component in L.
Using dynamical cocycle super-rigidity, find a measurable map ϕ′ :
Ŝ → L, a homomorphism π′ : G→ L, a cocycle E ′ : D× Ŝ → L and a
measurable map u′ : D × Ŝ → L such that
β(g, x) = ϕ′(g.(x, l))−1π′(g)E ′(g, x, l)u′(x, l)ϕ′(x, l)
for any g ∈ D and almost every (x, l) ∈ Ŝ. Since A × F is Levi
component of L, up to conjugation, we may assume that π′ and E ′
takes values in A× F .
For the measurable map Ψ into group AF ⋉U and a subgroup B <
AF ⋉ U , we will denote ΨB for B-component of Ψ whenever B =
A, F, U and H .
Abbreviate notations,
β = ϕ′(g.x̂)−1π′E ′u′ϕ′(x̂)
= ϕ′H(g.x̂)−1ϕ′A(g.x̂)−1π′Aπ′FE ′AE ′Fu′Au′Hϕ′A(x̂)−1ϕ′H(x̂)
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Recall that the cocycle β : D×S → (AF )⋉U satisfies pA◦β = πA where
pA : L → A be the natural projection. Comparing A-components, we
can get following.
(5) ϕ′A(g.x̂)−1π′AE ′Au′Aϕ′A(x̂) = πA.
Furthermore, the cocycle π′AE ′Au′A is minimal. Indeed, the cocycle
π′E ′u′ is minimal and pA ◦ (π′E ′u′) = π′AE ′Au′A. This implies that the
cocycle π′AE ′Au′A is minimal. Using the same argument in Part 1 of
dynamical super-rigidity (or cocycle super-rigidity for semisimple alge-
braic hull as in the [FM03]), this implies that the cocycle (π′AE ′Au′A)ϕ
′A
has same Lyapunov spectrum as π′A. From the uniqueness of super-
rigid homomorphism (Theorem 4.14), we have ϕ′A(x̂) = a−1ϕ′Az (x̂) and
π′A =
(
πEA
)a
= a−1πEAa for some a ∈ A and the measurable map
ϕ′Az : Ŝ → Z(πEA(G)).
Now the equation (5) is
πA = ϕ
′A
z (g.x̂)
−1aπ′AE ′Au′Aa−1ϕ′Az (x̂)
= ϕ′Az (g.x̂)
−1πEAE
′′Au′′AϕAz (x̂)
where E ′′A =
(
E ′A
)a−1
and u′′A =
(
u′A
)a−1
.
On the other hand, using (5),
β = ϕ′H(g.x̂)−1πAπ
′F
E
′Fu′′Hϕ′H(x̂)
where u′′H(g, x̂) = ϕ′A(x̂)−1u′Hϕ′A(x̂).
Then we know that
(1) the u′H commutes with the π′A(G) = a−1πEAa and π
′F (G) by
dynamical super-rigidity. Therefore, one can directly check that
the u′′H commutes with πEA(G) and π
′F (G).
(2) the E ′F commutes with A and π′F (G) by construction and dy-
namical super-rigidity.
Find g1, . . . , gl ∈ D such that the group F generated by their polar
parts is Zariski dense in G by the Lemma 4.12. We can define the space
Hom(F , L) with compact-open topology. Note that πEAπ′F and πE0 can
be thought elements in Hom(F , L).
Fix the finite subset Π ⊂ Hom(G,L) of rational homomorphism
from G to L such that any rational homomorphism from G to L is
conjugate to the element in Π. This can be done since the rational
homomorphism fromG to L is finite up to conjugation. We may assume
that πE0 , π
′, π′A, π′F , πEA and π
E
H are all in Π.
Using dynamical super-rigidity, we can deduce that
(6) Sp(β) = Sp(πEAπ
′F ) and ϕ′H(x̂)W (βg(x)) =W (π
E
A(g)π
′F (g))
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where W (·) is Lyapunov subspaces for generic x ∈ S.
The (6) implies that
(7) W (βg(x)) = ϕ
′H(x̂)−1W (πEA(g)π
′F (g)) = W ((πEAπ
′F )ϕ
′H (x̂)(g)).
Note that we can pretend
(πEAπ
′F )ϕ
′H(x̂) = ϕ′H(x̂)−1(πEAπ
′F )ϕ′H(x̂) ∈ Hom(F , L).
If β is sufficiently L∞-close to π0, W (βg(x)) is sufficiently close to
W (πE0 (g)). Since F is generated by the polar part of g1, . . . , gl ∈ D,
this implies that (πEAπ
′F )ϕ
′H (x̂) is sufficiently close to πE0 in Hom(F , L).
We have a H action on Hom(F , L) via conjugation. Recall that
the H-orbits in Hom(F , L) is closed by theorem 4.13. Furthermore,
the finiteness of Π implies that πE0 and (π
E
Aπ
′F )ϕ
′H (x̂) is in the same
H-orbit. Especially, as ϕ′H takes values in the H , πE0 and π
E
Aπ
′F is
conjugate by the element in H . (as elements in Hom(F , L).) Since F
is Zarski dense in G, we can conclude πE0 and π
E
Aπ
′F are conjugated by
the element h0 in H . In other words, we have π
E
0 = (π
E
Aπ
′F )h0.
Let Φ be a measurable map Φ : Ŝ → Hom(F , L) as Φ(x̂) = (πEAπ′F )ϕ′H (x̂)−1 .
Since Φ takes values in one H-orbit and π0 is in that H-orbit, we can
consider the measurable map Φ˜ : Ŝ → Z\H where Z is the stabilizer
of π0 in H and Φ˜(x̂) = [h
−1
0 ϕ
′H(x̂)]. Note that Z = ZL(π
E
0 (F)) ∩H =
ZL(π
E
0 (D)) ∩ H . Note that, when we write the finite extension space
as Ŝ = S ×i I, (7) says that Φ˜ does not depend on I. Therefore,
we can find measurable maps f : S → H and z : Ŝ → Z such that
ϕ′H(x̂) = h0z(x̂)f(x). Here f is L
∞-close to idH since (π
E
Aπ
′F )ϕ
′H (x̂) is
sufficiently close to πE0 in Hom(F , L).
Combining these, again abbreviating notations, we can deduce
β = ϕ′H(g.x̂)−1πAπ
′F
E
′Fu′′Hϕ′H(x̂)
= f(g.x)−1z(g.x̂)−1h−10 πAπ
′F
E
′Fu′′Hh0z(x̂)f(x)
= f(g.x)−1z(g.x̂)−1h−10 π
E
Aπ
′Fh0h
−1
0 π
K
A h0h
−1
0 E
′Fh0h
−1
0 u
′′Hh0z(x̂)f(x̂)
= f(g.x)−1z(g.x̂)−1πE0
(
πKA
)h0
E
′′Fu′′′Hz(x̂)f(x̂)
= f(g.x)−1πE0 π
K
A
(
πKA
)−1
z(g.x̂)−1
(
πKA
)h0
E
′′Fu′′′Hz(x̂)f(x)
where E ′′F = (E ′F )h0 and u′′′H = (u′′H)h0. Note that E ′′F and u′′′H
commutes with πE0 since u
′′H and E ′F commutes with πEAπ
′F .
Let z˜ : D × Ŝ → Z be the measurable map as
z˜(g, x̂) =
(
πKA (g)
)−1
z(g.x̂)
(
πKA
)h0
(g)E ′′Fu′′′Hz−1(x̂)
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for any g ∈ D and almost every x̂ ∈ Ŝ. Note that it is easy to see
that z˜ takes values in Z. Indeed, πE0 commutes with
(
πKA
)h0 since πKA
commutes with πEAπ
′F . Therefore z˜ ∈ ZL(πE0 ). Furthermore, z˜ takes
values in H as H is a normal subgroup of L.
Since f is L∞-close to idH , we can conclude that z˜ is L
∞-close to
πKH . This implies that for each g ∈ D,
sup
x̂∈Ŝ
||z˜(g, x̂)πKH (g)−1||
is sufficiently small. Now we claim that z˜ = πKH . Indeed, we have
z˜(g, x̂), πKH (g) ∈ Z so that possible values of z˜(g, x̂)πKH (g)−1 is finite.
This implies that if β is L∞ sufficiently close to β0 = π0 then
z˜(g, x̂) = πKH (g)
for any g ∈ D and almost every x ∈ Ŝ. This proves that if β is
sufficiently close to β0, then there is a L
∞-small measurable map f :
S → H such that for any g ∈ D we have
β(g, x) = f(g.x)−1π0(g)f(x)
almost every x ∈ S.
Finally, when the S is topological space and µ is fully supported, we
can deduce f is continuous map. Indeed, we already know that the
Lyapunov spectrum of the βg is same as π
E
0 at x̂ ∈ Ŝ. Furthermore,
the Lyapunov subspaces of πE0 (g) and βg at x ∈ S differ by ϕ′H(x̂).
If β is sufficiently C0-close to β0 = π0, then the difference modulo
stabilizer changes continuously. Especially, this implies that the f is
continuous. 
5.4. C0r,ind-local rigidity. Let D = G or Γ. Let A0 be an affine D
action on H/Λ.
The following lemma allows us to apply local rigidity of the constant
cocycle.
Lemma 5.8 ([MQ01, FM09]). Under the above notations and assup-
tions, especially assuming A0 is weakly hyperbolic, the central foliation
is trivial. That is Z = ZL(π
E
0 (D)) ∩H is finite group.
Proof. Indeed, special type of affine actions for this lemma is mentioned
in [MQ01]. The arguments in the section 2 in [FM09] show that along
Z-orbit on H/Λ, A0 acts isometrically. If the Z has positive dimension,
then this gives contradiction with the weakly hyperbolic assumption.
This implies that the Z is discrete. Since H is algebraic, Z is finite. 
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We will prove following topological local rigidity theorem in this
subsection. This will give the proof of the C0-part in the theorem 5.1.
Theorem 5.9. Let A be a D action on H/Λ such that
(1) sufficiently C1-close to A0,
(2) there is a fully supported A-invariant Borel probability mea-
sure and A is weakly irreducible (resp. A↾Γ′ is induced weakly
irreducible) when D = G (resp. when D = Γ).
Then there is a homeomorphism λ : H/Λ→ H/Λ such that A and A0
is conjugate via λ. In other words, for any g ∈ D, λ ◦ A(g) ◦ λ−1(x) =
A0(g)(x).
Proof. D = G case : Note that when D = G, the affine action A0
comes from the left translation via homomorphism π0 from G to H .
Recall that we have the continuous cocycle over A-action
βA : G×H/Λ→ H
such that
(1) A(g)[x] = βA(g, x)[x].
(2) βA is C
0 close to π0 = πH .
Note that in this case, we assume that perturbed G action A is
weakly irreducible with respect to fully supported Borel probability
measure. Therefore, we can use the theorem 5.6 with trivial A. There-
fore, we can find a continuous map ϕ : H/Λ→ H such that
βA(g, [x]) = ϕ(A(g)([x]))−1π0(g)ϕ([x]).
If we define λ : H/Λ→ H/Λ as
λ([x]) = [ϕ([x])x]
then simple calculation shows that
λ(A(g)[x]) = π0(g)λ([x]).
Note that the λ is C0-closed to idH/Λ. Especially, the λ is onto.
Furthermore, using the same arguments about expansiveness of the
weakly hyperbolic action A as in [MQ01], we can prove that the λ is
indeed homeomoprhism.
Remark 5.10. When D = G, one also can prove the appropriate
version of local rigidity of the constant cocycle in [MQ01] as mentioned
in the Remark 5.7. Then one can directly apply proofs of Theorem 1.2
(1) in [MQ01].
D = Γ case : Recall that if A is sufficiently C1-closed to A0 then we
have the continuous cocycle βA over A↾Γ′-action βA : Γ′×H/Λ→ A⋉H
such that
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(1) βA(γ, [x]) = πA(γ)h(γ, [x]) where homomorphism πA : Γ
′ → A
and continuous map h : Γ′ ×H/Λ→ H .
(2) The action A↾Γ′ is given by A↾Γ′(γ)(x) = βA(γ, [x])[(1, x)] after
identifing H/Λ = (πA(Γ
′)⋉H)/(πA(Γ
′)⋉ Λ).
(3) βA is C
0-closed to π0 for (finite) generators {γi} ⊂ Γ′.
Note that
(1) A0↾Γ′ is still weakly hyperbolic,
(2) A↾Γ′ is induced weakly irreducible and
(3) Γ′ is still a weakly irreducible lattice in G.
Therefore, we can use the theorem 5.6. Then we have continuous map
ϕ : H/Λ→ H such that
βA(γ, [x]) = ϕ(A(γ)([x]))−1π0(γ)ϕ([x])
for any γ ∈ Γ′. Define continuous map λ : H/Λ→ H/Λ as
λ([x]) = [ϕ([x])x].
Then direct calculations say that for any γ ∈ Γ′ we have
λ (A(γ)(x)) = ϕ (A(γ)([x]))A(γ)([x])
= π0(γ)[ϕ([x])x]
= π0(γ)λ(x)
Furthermore, the λ is C0-close to idH/Λ so it is onto. As in the D = G
case, the same expansiveness arguments in [MQ01] prove that λ is
indeed homeomorphism. This proves A↾Γ′ is C0 conjugate to A0↾Γ′ .
For conjugacy between full Γ-action A and A0, the arguments in
[MQ01] can be directly applied. Recall that we already assume that Γ′
is a normal subgroup in Γ.
Using expansiveness property ([MQ01] Lemma 4.6.) and the fact
that Γ′ is normal subgroup of Γ, we can conclude λ◦A(γ)◦λ−1 = A0(γ)
for all γ ∈ Γ. (See the Step 2 in the proof of C0-local rigidity of ρA in
[MQ01].) 
5.5. C∞r,ind-local rigidity. We used C
0
r,ind-local rigidity, so that find
C0-conjugacy between smooth affine action A0 and perturbed action
A. When we have C0-conjugacy λ, C∞r,ind-local rigidity follows from
showing that the conjugacy λ is indeed C∞.
In this section A will be C∞-volume preserving action on H/Λ that
is C1-close to A0.
Theorem 5.11. Let λ is a C0-conjugacy map λ : H/Λ→ H/Λ between
the affine action A0 and C∞-action A that is sufficiently C1-closed to
A0. Then λ is indeed C∞.
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The arguments for proving smoothness appears in [MQ01] and [FM09]
starting from [KS97]. They used the normal form theory in order to
prove smoothness. Even in our setting, we can use same proofs. Recall
that it is enough to prove the analogue of the Theorem 5.8 in [MQ01] in
our setting. Indeed, following [MQ01], Theorem 5.8 is the first part of
the proof. The second part, however, can be used directly. We appeal
to use materials in section 6 of [FM09]. Especially, Theorem 6.5 in
[FM09] is dealing with affine action so that it is enough to prove The-
orem 5.11. Note that [MQ01] and [FM09] used the results by Prasad
and Rapinchuk in [PR01]. The results in [PR01] still hold in our setting
so that we can use same results.
6. Global rigidity
6.1. Setting. We will follow notations in [BRHW17] throughout sec-
tion for reader’s convenience although this may not coincide with nota-
tions with previous sections. For this section, G will be the connected
real semisimple higher rank algebraic Lie group without compact fac-
tor. Let Γ be a weakly irreducible lattice in G. Let M = N/Λ be a
compact nilmanifold, that is N is simply connected nilpotent Lie group
and the Λ is a lattice (necessarily cocompact) in N . We will denote n
for Lie algebra of N .
Let α be a C1- (resp. C∞-)Γ action on M by diffeomorphism. As-
sume that there is γ0 ∈ Γ such that α(γ0) is Anosov diffeomorphism
on M . In other words, there is an element γ0 that is an Anosov elem-
tent. We will always assume that α lifts action on universal cover N .
Then ρ : Γ → Aut(N), or abusing notation ρ : Γ → Aut(N/Λ) be the
associated linear data of α.
In this section, we will prove that α is C0 conjugate to (resp. C∞
conjugate to) ρ : Γ→ Aut(N/Λ).
6.2. C0-global rigidity. In this subsection, α will be a C1-action, that
is α : Γ→ Diff1(M).
Theorem 6.1. Let α is C1-Anosov Γ-action on the nilmanifold M =
N/Λ. We will denote γ0 ∈ Γ for the Anosov element. Also, n will be
the Lie algebra of N . Assume that
(1) the action α lifts to the universal cover N and
(2) there is a fully supported Borel probability measure µ so that
α is weakly induced irreducible with respect to µ.
Then there is a homeomorphism λ : M → M that is C0-close to id
such that
λ ◦ α(γ) ◦ λ−1 = ρ(γ)
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where ρ is the linear data of α.
Note that we may assume without loss of generality, G and Γ satisfies
(A) if we think about algebraic simply connected covering of G and
preimage of Γ on it.
From now on, we will assume the conditions in the theorem 6.1. The
lemma 2.25 says that, in this case, we can find the cocycle β over α
such that
(1) β : Γ×N/Λ→ A⋉N is the continuous cocycle defined over α
where A is Zariski closure of ρ(Γ) in Aut(N/Λ). Note that A is
semisimple due to Margulis’ super-rigidity theorem.
(2) For any γ ∈ Γ, for any [x] ∈ N/Λ we have α(γ)[x] = β(γ, [x])[1, x]
after identify N/Λ with (ρ(Γ)⋉N)/(ρ(Γ)⋉ Λ)
(3) A-component of β is ρ.
Note that the linear data ρ acts on (ρ(Γ)⋉N)/(ρ(Γ)⋉Λ) after identify
with N/Λ via [1, n] 7→ ρ(γ)[1, n].
As before, we will denote L = A ⋉ N and fix embedding L into
GL(d,R). Also, we will use notations ρE and ρK for ρ from Margulis’
super-rigidity.
Propostion 6.2. Assume the above notations and settings. Then the
algebraic hull of β belongs to A. Moreover, there is a measurable map
λ′ : M̂ → N such that βλ′−1 = ρ where M̂ is a finite extension.
Proof. Note that we may find algebraic group U defined over R such
that U(R) = N . Let β = ρ · u0 where u0 : Γ ×M → N is measurable
map.
On the other hand, using dynamical cocycle super-rigidity for β,
after finite extension, we can say that
(8) β(γ, x) = ϕ′(α̂(γ)(x,m))−1π′(γ)E ′(γ, x,m)u′(γ, x,m)ϕ′(x,m)
for some measurable map ϕ′ : M̂ → L, a rational homomorphism
π′ : G → L, a measurable cocycle E ′ : Γ × M̂ → L and a measurable
map u′ : Γ× M̂ → L where M̂ is a finite extension of M . Note that π′
and E ′ takes values in Levi component of the algebraic hull of β. This
means that π′ and E ′ takes values in A. Denote ϕ′A, E ′A, u′A and πA
as A- component of ϕ′, E ′, u′ and π respectively. We will also denote
for N -components of ϕ′, E ′, u′ and π similarly. Note that π′N and E ′N
is trivial.
This means that abbreviately
β = ρ · u0 = ϕ′−1π′E ′u′ϕ′.
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We can decompose u′ = u′Au′N . We claim that u′N is trivial. Note
that β is bounded and for any γ ∈ Γ, Sp(βg) = Sp(ρ(g)) since u
takes values in the unipotent radical N . Furthermore, using dynamical
super-rigidity, Sp(βg) = Sp(π
′(g)). Uniqueness of super-rigidity homo-
morphism implies that ρE is conjugate to π′. Therefore, after changing
E ′ and u′ to conjugation, we may assume that π′ = ρE and u′(Γ× M̂)
hence u′N(Γ× M̂) commutes with ρE .
Assume that u′N is not trivial. Then we can find X ∈ n such
that exp(X) ∈ N is contained in the essential image of u′N . Then
ρE(γ0)(exp(X)) = exp(X) since ρ
E(γ0) commutes with exp(X) in L.
If we derivative the equations then we get DρE(γ0)(X) = X . This
implies that DρE(γ0) is not hyperbolic, so that Dρ(γ0) can not be hy-
perbolic. As we assume that α(γ0) is an Anosov diffeomorphism, it
gives contradiction. Therefore, u′N is trivial.
Let denote λ′ = ϕ′N . Simple calculation shows followings.
β(γ, x)λ
′−1
=
(
ϕ′A(α̂(γ)(x,m))
)−1
π′−1(γ)E ′(γ, x,m)u′A(γ, x,m)ϕ′A(x,m)︸ ︷︷ ︸
∈A
= λ′(α̂(γ)(x,m))−1ρ(γ)u0(γ, x)λ
′(x,m)
= ρ(γ)︸︷︷︸
∈A
ρ(γ)−1λ′(α̂(γ)(x,m))ρ(γ)u0(γ, x)λ
′(x,m)−1︸ ︷︷ ︸
∈N
Comparing A-component of the above equations, we can conclude
that βλ
′−1
= ρ. 
The above propostion 6.2 should be compared with the Lemma 6.2 in
[MQ01]. Now the theorem 6.1 comes from the arguments in the proof
of the Theorem 1.3 in [MQ01] directly. Note that the map λ : M̂ → M ,
λ(x̂) = λ′(x̂)x satisfies
λ(α̂(γ)(x̂)) = ρ(γ)(λ(x̂)).
Furthermore, when we denote M̂ = M ×i I, λ does not depend on I
and continuous on M . This implies λ gives continuous semi-conjugacy
between α and ρ. (See Lemma 6.4 and 6.5 in [MQ01].) Finally, an
Anosov element provides that λ is indeed a homeomorphism.
In our case, we have advantage that α is ergodic with respect to µ.
Therefore, we don’t need ergodic component arguments in [MQ01].
6.3. C∞-global rigidity. In this subsection we will assume that α is
C∞ action, that is α : Γ→ Diff∞(M). It is enough to prove following
theorem. As before, using algebriacally simply connected covering, we
may assume that G and Γ satisfy (A). We will denote γ0 ∈ Γ be an
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element in Γ such that α(γ0) is an Anosov. We have the linear data ρ
of α that is the homomorphism ρ : Γ→ Aut(N). Theorem 6.1 gives us
a homeomorphism h :M → M such that h ◦ α(γ) = ρ(γ) ◦ h. We will
prove following theorem in this section. Note that theorem 6.1 and 6.3
gives the theorem B.
Theorem 6.3. Let α be a C∞ action on N/Λ. Assume that
(1) The α lifts on the universal cover N . Let ρ be the linear data
of α.
(2) The α is C0-conjugate to its linear data ρ.
(3) There is γ ∈ Γ such that α(γ) is an Anosov diffeomorphism.
Then α is C∞-conjugate to ρ.
We will prove the above theorem 6.3 as follows. First, we will find
a good finite index subgroup Γ0 in the Γ in order to use dynamical
super-rigidity. Note that we can use the λ as the C0 conjugacy between
α↾Γ0 and ρ↾Γ0 . The main reason for finding the finite index subgroup
Γ0 is due to induced weakly irreducibility. After that, following the
[BRHW17], we find a free abelian subgroup Σ of Γ0 that has an Anosov
element and acts without rank one factor. Using [RHW14], we can say
that α↾Γ0 is C
∞-conjugate to ρ↾Γ0 . Then the theorem 6.3 holds as in
the Remark 1.8 in the [BRHW17]. (e.g. the arguments in [MQ01])
λ is indeed C∞ due to the Anosov element.
Step 1: Finding Γ0.
The followings are variants from the [BRHW17] section 2,4 and 6.
Propostion 6.4. We have followings.
(1) Using Margulis’ arithmeticity theorem, we may find semisimple
algebraically simply connected algebraic group H defined over
Q and a surjective algebraic morphism ϕ : H → G such that
ϕ : H(R)0 → G has compact kernel and ϕ(H(Z) ∩ H(R)0) is
commensurable with Γ. Furthermore, every Q-simple factor has
R-rank 2 or higher since we assume that Γ is weakly irreducible
lattice.
(2) Define Γ̂ = ϕ−1(Γ) ∩ H(Z), α̂ = α ◦ ϕ and ρ̂ = ρ ◦ ϕ. Then
Γ̂ action α̂ and ρ̂ factor through Γ action α and ρ respectively.
Here ρ̂ is the linear data of α̂.
(3) There is a Q-structure of n such that Dρ sends Γ into GL(d,Q).
This implies Dρ̂ sends Γ̂ to GL(d,Q). Using Margulis’ super-
rigidity for arithmetic lattice, we may find a finite index sub-
group Γ̂′ ⊂ Γ̂ such that Dρ̂↾Γ̂′ extends to a Q-representation
τ : H→ GL(d).
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(4) Find a finite index subgroup Γ̂′′ in Γ̂′ such that Γ̂′′ is a product
of irreducible lattices. In other words, we can write H as H =
H1×· · ·×Hk by semisimple groups so that Γ̂′′ =
∏k
j=1 Γ̂
′′
j where
Γ̂′′j is an irreducible lattice in Hj.
(5) Since we assume that G do not have R-anisotropic simple factor
and Γ be a weakly irreducible lattice, Γ̂′′ is Zariski dense in H
by Borel density theorem.
(6) Let Γ0 = ϕ(Γ̂
′′). Then Γ0 is a finite index subgroup of the Γ.
Furthermore, up to powers of γ0, we may assume that γ0 ∈ Γ0.
(7) Using Ratner’s theorem, we know that any orbit closure ρ(Γ0)(x)
is the homogeneous sub-nilmanifold. Furthermore, due to the
existence of γ0, any Haar measure on the homogeneous sub-
nilmanifold µx is ρ↾Γ0 ergodic and the orbit closure ρ(Γ0)(x) is
the support of µx.
The above proposition is stated or easily deduced from the statement
in the [BRHW17]. Now we need following in order to use dynamical
super-rigidity.
Theorem 6.5. Under the above notations and settings, ρ(Γ0)-ergodic
measure µx is induced weakly irreducible for every x ∈ N/Λ.
Proof. Fix rank 1-factor F and its complement F c of G. Since µx is
the Haar measure on the homogeneous sub-nilmanifold, without loss
of generality, we may assume that µx is Haar measure µ on N/Λ after
changing N/Λ to sub-nilmanifold.
We need to prove F c action on the induced G-space
(
G/Γ0 ×N/Λ, mG/Γ0 ⊗ µ
)
is ergodic where mG/Γ0 is Haar measure on G/Γ0. Note that mG/Γ0⊗µ
is G-ergodic.
Note that we can find F˜ c such that ϕ−1(F c) = F˜ cK for some compact
group K such that the F˜ c is the product of non-compact R-simple fac-
tors in H . Recall that the ϕ is a surjective continuous homomoprhism
ϕ : H → G evaluated ϕ to R points. Furthermore, it is enough to
show that the
(
F˜ cK
)
-action is ergodic on
(
H/Γ̂′′ ×N/Λ, mH/Γ̂′′ ⊗ µ
)
as the F c-action on the induced G-space
(
G/Γ0 ×N/Λ, mG/Γ0 ⊗ µ
)
is
a factor of it.
Note that the induced H-space
(
H/Γ̂′′ ×N/Λ, mH/Γ̂′′ ⊗ µ
)
can be
identified with the finite homogeneous space (H ⋉τ N)
/(
Γ̂′′ ⋉τ Λ
)
with the Haar measure µ˜ as H-spaces. Note that Γ̂′′ ⋉τ Λ is a lattice
in H ⋉N .
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Therefore, it is enough to prove that the
(
F˜ cK
)
-action is ergodic
on the (H ⋉τ ′ N)
/(
Γ̂′′ ⋉τ Λ
)
with respect to µ˜.
As F˜ c is subgroup of
(
F˜ cK
)
, it is enough to prove that the F˜ c-action
is ergodic on the (H ⋉τ N)
/(
Γ̂′′ ⋉τ ′ Λ
)
.
Since F˜ c is a product of R-simple non-compact groups, we can find
an 1-parameter subgroup {at} such that projects into the unbounded
subgroup of R-split torus for each non-compact R-simple factors of F˜ c.
Now we appeal to use the result in [Dani77] (or [BM81] Theorem
6.1).
Theorem 6.6 ([Dani77]). Let J be connected Lie group. Assume that
the Levi decomposition of J is given by J = H ⋉R where R is radical.
Let C be a lattice in J . Then the flow gR ⊂ J in the finite volume
homogeneous space J/C is ergodic if and only if the semisimple flow
(J/RC, gR) and the solvable flow (J/J∞C, gR) is ergodic where J∞ is
the group generated by IntJH = {jHj−1 : j ∈ J}. Note that J∞ is the
smallest normal subgroup containing H .
In our case, J = H ⋉ N is a Levi decomposition since the H is
semisimple and the nilradical N is radical. Therefore the maximal
semisimple quotient of the (H ⋉τ N)
/(
Γ̂′′ ⋉τ Λ
)
is the H/Γ̂′′. We
will prove that the flow {at} is ergodic on H/Γ̂′′ and solvable quotient
is a trivial.
Maximal semisimple factor: For maximal semisimple quotient,
we will prove that the flow {ψ(at)} ⊂ F˜ c is ergodic on H/Γ̂′′ where
ψ : H ⋉τ N → H be the natural projection.
First we claim that the F˜ c-action on H/Γ̂′′ is ergodic. This is equiv-
alent to Γ̂′′ is ergodic on H/F˜ c. Note that H/F˜ c ≃ F ∗K where F ∗ is
rank 1 R-simple factor in H such that ϕ(F ∗) = F . As Γ0 is weakly
irreducible lattice, (F ∗K) · Γ̂′′ is dense in H . Therefore, Γ̂′′ projects
densely into F ∗K. This implies that Γ̂′′ is ergodic on H/F˜ c, so that F˜ c
acts ergodically on H/Γ̂′′.
Now we claim that the flow {ψ(at)} ⊂ F˜ c is ergodic onH/Γ̂′′. Indeed,
this comes from Howe-Moore theorem (or Mautner phenomenon) and
the fact that the flow {ψ(at)} projects into unbounded sbugroup in
R-split torus for all R-simple factor of F˜ c.
If we write Γ̂′′ into the product of irreducible lattices as Γ̂′′ =
∏
Γ̂′′j ,
we can easily reduce the problem into the irreducible lattice case. In
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this case, ergodicity implies mixing so that any unbounded subgroup
acts ergodically. This implies that {ψ(at)} acts ergodically on H/Γ̂′′.
This proves that the flow is ergodic on maximal semisimple quotient.
Maximal solvable factor: We will prove that there is no toral
quotient. Indeed, we will prove that the group J∞ = J . Note that
there is h ∈ H such that Dρ̂(h) is hyperbolic in GL(n). Furthermore,
τ(h)(exp(X)) = exp(Dρ̂(h)(X)) for any X ∈ n where exp : n → N is
the exponential map. For any n ∈ N , if we can find m ∈ N such that
hnh−1n = m then we can deduce N ⊂ J∞ since J∞ contains H . This
implies that J∞ = J . Equivalently, it is enough to prove that for any
Z ∈ n, there is a solution X ∈ n of the equation
(9) exp(Dρ̂(h)(X)) = exp(Z) exp(X).
When N is abelian: In this case, exp(Z) exp(X) = exp(Z + X).
Therefore it is enough to find X such that Dρ̂(h)(X) = X + Z. Note
that Dρ̂(h) is hyperbolic so that Dρ̂(h) − idn is invertible. Therefore,
the X = (Dρ̂(h)− idn)−1 (Z) is the desired solution.
For general N : In this case, we have Baker-Campbell-Hausdorff for-
mula gives that exp(Z) exp(X) = exp(F (Z,X)). Here
F (Z,X) = Z +X +
1
2
[Z,X ] + . . .
is a finite sum since N is nilpotent. Let Fk(·, ·) be the sum of terms in
F (·, ·) that have k − 1-brackets. For example, F1(Z,X) = Z +X and
F2(X,Z) =
1
2
[Z,X ].
Fix any Z ∈ n. Let n0 = n, n1 = [n, n], and nk is the subspace gener-
ated by the elements comes from k brackets operations with elements
in n. Note that there is a minimal r such that for any k > r, nk = 0
since N is nilpotent.
In addition, nk is Dρ̂(H) invariant subspaces for each k. Since H is
semisimple, Dρ̂ is fully reducible. Therefore we can find subspaces Uk
such that nk−1 = nk ⊕ Uk as H-module. This gives a decomposition
n = U1 ⊕ · · · ⊕ Ur
as H-modules.
Let pk : n→ n/ (Uk+1 ⊕ · · · ⊕ Ur) = U1 ⊕ · · · ⊕ Uk be the projection
with respect to the above decomposition.
We will find solution X using induction on k. For k = 1, then we can
find X1 ∈ U1 such that X1 is the solution of Dρ̂(h)(X1) = p1(Z) +X1
as in the abelian N case. Find X1 ∈ U1 such that p1(X1) = X1. Then
we have p1(Dρ̂(h)(X1)) = X1 + p1(Z).
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Assume that we have X1, . . . , Xk for 1 ≤ k ≤ r − 1 such that
pk(Dρ̂(h)(X)) = F1(pk(X), pk(Z)) + · · ·+ Fk(pk(X), pk(Z))
where X = X1 + · · ·+Xk. We need to find Xk+1 ∈ Uk+1 such that
(10)
pk+1(Dρ̂(h)(X
′)) = F1(pk(X
′), pk(Z)) + · · ·+ Fk+1(pk+1(X ′), pk+1(Z))
where Xk+1 = pk+1(Xk+1) and X
′ = X1+ · · ·+Xk+1. As Uk+1 consists
of elements of the form k brackets operation with elements in n and
pk+1 delete (k + 1) bracket operations, the equation (10) is same as
(11) pk+1(Dρ̂(h)(Xk+1)) = Xk+1 + (terms only involving Z and X).
Using hyperbolicity of Dρ̂(h), we can deduce that Dρ̂(h)− idU1⊕···⊕Uk+1
is invertible. Therefore inductively, we can find a solution Xk+1 of the
equation (11). We can find Xk+1 ∈ Uk+1 such that pk+1(X1 + · · · +
Xk+1) = X1 + · · ·+Xk+1 and satisfies the desired equation (10).
This proves that we can find the solution of the equation (9) for any
Z ∈ n. Therefore, we proved that J∞ = J and there is no maximal
solvable quotient.
As a result, we proved that the ergodicity of the F c action on the in-
duced G-space
(
G/Γ0 ×N/Λ, mG/Γ0 ⊗ µ
)
so we proved induced weakly
irreducibility of ρ(Γ0) action on (N/Λ, µx). 
Remark 6.7. If Γ is a non-uniform weakly irreducible lattice, then the
proof is much easier. Up to finite index normal subgroup, we can lift
ρ to G directly. Then one can use Theorem 6.6 for G itself in order to
prove there is no non-trivial solvable quotient.
Now we can prove the followings that is same in the [BRHW17]
Proposition 8.5.
Propostion 6.8. Under the above notations and settings, there is a
Zariski dense sub-semigroup S in Γ0 such that for every element γ ∈ S,
α(γ) is an Anosov diffeomorphism.
Indeed, S will be defined using cone of stable/unstable distribution
of γ0. The following is the key ingredient, that is the [BRHW17] Propo-
sition 8.7.
Propostion 6.9. There is a Zariski open set W ⊂ G such that for
every η ∈ Γ0 ∩W , there is N > 0 such that γN0 ηγN0 ∈ S.
The above proposition 6.9 is the place that the [BRHW17] used
Zimmer’s cocycle super-rigidity theorem. We can follow exactly same
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proof using dynamical super-rigidity instead of Zimmer’s cocycle super-
rigidity theorem thanks to the Theorem 6.5.
After proving the proposition 6.9, we can deduce the proposition 6.8
easily as same as the proof of the Proposition 8.5 in the [BRHW17].
Step 2: Finding Σ.
Recall that Γ̂′ ⊂ H(Z) ∩ H is an arithmetic lattice in H such that
Dρ̂↾Γ̂′ lifts to τ : H→ GL(d). Note that Γ0 ⊂ ϕ(Γ̂′).
Let Ŝ = ϕ−1(S)∩Γ̂′ and Ŵ = ϕ−1(W ). Then ϕ−1(W ) is Zariski-open
in H . Fix γ̂0 ∈ ϕ−1(γ0). Then theorem 6.8 shows that the conclusion
in the theorem 6.8 is still true for Ŝ.
As in the [BRHW17] Proposition 8.15, using Prasad and Rapinchuk
in [PR03, PR05], we can find Zariski dense subset Ŝ ′ ⊂ Ŝ such that for
any γ ∈ Ŝ ′,
(1) the identity component ZH(γ)
0 of the centralizer γ in H(R) is
a maximal Q-torus, containing R-split torus of H, and γ ∈
ZH(γ)
0.
(2) γ is regular and R-regular.
(3) For T = ZH(γ)
0, the Galois action contains all elements from
Weyl group W (H,T), and the cyclic group 〈γ〉 is Zariski dense
in T.
Finally, using Zariski density of Ŝ ′ and the fact that hyper-regular
condition is Zariski-open, we can find γ̂ ∈ Ŝ ′ such that γ̂ is hyper-
regular. The regularity and hyper-regularity of γ̂ imply that there is a
finite index free abelian subgroup Σ in ZH(γ̂)
0 ∩ Γ̂′ such that
Zr ≃ Σ ⊂ Γ̂′ ∩ ZH(γ̂)0
where r = rankR(H). Since γ̂ ∈ S ′ ⊂ S, we also can get γ̂ ∈ Σ such
that γ̂ is an Anosov element. These arguments present that there is an
Anosov element that has large centralizer.
Now it is enough to prove that there is no rank one factor for ρ↾Σ.
Note that the arguments in [BRHW17], using Weyl group action, used
the fact that all R-simple factor of H is either anistropic or of rankR
is 2 or higher. We will give an arguments that can be applied in our
setting. For simplifying notations, we rewrite our goal as follows.
Propostion 6.10. Let H be the algebraic group defined over Q. As-
sume that H is Q-semisimple and R-rank of every Q-simple factor is
2 or higher. Let Γ ⊂ H(Z) ∩ H be an arithmetic lattice. Suppose,
ρ : Γ → Aut(N/Λ) is a Γ action given by automorphisms on a com-
pact nilmanifold N/Λ. Assume that Dρ : Γ → Aut(n) extends to
Q-representation Dρ : H → GL(n). Let γ ∈ Γ be a regular, R-regular
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and hyper-regular element. Then there is a finite index free abelian
Σ ≃ Zr ⊂ ZH(γ)0 ∩ Γ such that ρ↾Σ does not have rank one factor.
We will still follow the strategy and notations in [BRHW17]. Recall
the notations and arguments in there.
Assume that ρ1 : Σ → Aut(M1) be a rank one factor of ρ↾Σ. Let
M1 = N1/Λ1. Replacing to finite index subgroup, we may assume that
ρ1(Σ) is cyclic group. As before, T = ZH(γ)
0 is Q-maximal torus and
containing maximal R-split torus. Let Ts be a maximal R-split torus
in T. Then T = Ts · Tan where Tan is R-anisotropic torus. Note that
Zariski density of cyclic group generated by γ gives us to say that ρ↾T
projects to Q-representation Dρ1 of the Q-torus T on n1 ⊗C where n1
is the Lie algebra of N1 as explained in [BRHW17].
We will denote character space as X∗. Note that the restriction map
X(T)→ X(Ts) is a group homomorphism. After replacing Σ into finite
index subgroup if necessarily, we may have unique decomposition of
σ ∈ Σ into σ = σsσa where σs ∈ Ts(R)0 and σa ∈ Tan(R). We also can
get any non-trivial σ ∈ Σ, σs is non-trivial as it is proved in [BRHW17].
Fix a basis σ1, . . . , σr in Σ and write (σi) as (e
θi1 , . . . , eθir) in T(R)0 ≃
Rr>0. We can define group morphism
L : X∗(Ts)→ Rr
L(χ) = (ln |χs(σ1)|, . . . , ln |χs(σr)|)
where σs is Ts part of σ.
Denote Λ ⊂ X∗(T) be the Q-weights of Q-representation Dρ1 of T.
Note that we have Galois action on X∗(T) as for q ∈ Gal(Q/Q),
(q.χ)(t) = q−1(χ(q(t)))
for any character χ ∈ X∗(T). Then Λ is invariant under Galois action
since Dρ1 is Q-representation. Note that for γ, Dρ1(γ) is hyperbolic
since γ ∈ S ′ ⊂ S.
If we define χ˜ for any χ ∈ X∗(T) as χ˜(t) = χ(t)χ(t), then it is defined
over R and its restriction to Ta is trivial. Furthermore, for any λ ∈ Λ,
we have λ˜(γ) = |λ(γ)|2 6= 1 due to hyperbolicity. Therefore, λ˜((γ2)s) =
λ˜(γ2) 6= 1 so that λ˜↾Ts is not trivial. Let Λ˜s = {λ˜↾Ts : λ ∈ Λ}. Then it
is non-empty and W (H,Ts) invariant.
As calculated in [BRHW17], we can deduce that L(Λ˜s) belongs to a
fixed one dimensional subspace for every λ since we assume that ρ1 is
a rank one factor.
Therefore, if we can prove that dimension of the subspace spanned
by L(Λ˜s) is bigger than 1 then we proved proposition 6.10. Note that,
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in [BRHW17], they use higher rank assumption on each R-simple factor
for this purpose.
Proof of Proposition 6.10. As discussed before, it is enough to prove
that the dimension of the subspace spanned by L(Λ˜s) is bigger than
1. Let’s denote the decomposition of H into Q-simple factor H =
H(1) · · ·H(r) and we can decompose each Q-simple factor H(i) into ab-
solutely almost simple groups: H(i) = H
(i)
1 · · ·H(i)ri .
For each Q-simple factor H(i) in H, define T(i) = H(i) ∩ T. Denote
Φ(H(i),T(i)) for roots on H(i) with respect to T(i). Let V
(i)
j be the
subspace spanned by Φ(H
(i)
j ,T
(i)
j ) of the V = X
∗(T) ⊗Q. Denote V (i)
be the direct sum of V
(i)
j for j = 1, . . . , ri; V
(i) =
⊕ri
j=1 V
(i)
j . Note that
V =
⊕r
i=1
⊕ri
j=1 V
(i)
j .
Recall that the torus T, comes from the results in [PR01] and [PR03],
is quasi-irreducible. Equivalently, for any Gal(Q/Q)-invariant subspace
of the V is direct sum of some V (i)’s.
The Q-weight space Λ is Gal(Q/Q)-invariant. Let Y be the subspace
of V that is a Q-span of Λ. As discussed before, Y is a direct sum of
some V (i)’s. Rearranging numbering, let Y = V (1) ⊕ · · · ⊕ V (k). As Λ
is non-trivial space, k ≥ 1.
Let Ψ : X∗(T) → X∗(Ts) be the map defined by restriction to Ts.
As X∗(Ts) contains roots Φ(H,Ts) and Ψ(X
∗(T)) is finite index sub-
group in X∗(Ts), L(Ψ(Λ)) can not belongs to one dimensional sub-
space of Rr since we assume that H(1) has R-rank at least 2. Note that
dimQX
∗(T(1))⊗Q = r ≥ 2 and L embeds X∗(T) in Rr as a lattice.
On the other hand, if λ ∈ Λ then we compare L(Ψ(λ)) and L(Λ˜s).
L(Ψ(λ)) = L(λ↾Ts)
= (ln |λ((σ1)s)|, . . . , ln |λ((σr)s)|), and
L(λ˜↾Ts) = (ln |λ˜↾Ts((σ1)s)|, . . . , ln |λ˜↾Ts((σr)s)|)
= (ln |(λ↾Ts)2((σ1)s)|, . . . , ln |(λ↾Ts)2((σr)s)|)
= 2(ln |λ((σ1)s)|, . . . , ln |λ((σr)s)|).
This implies that R-span of L(Ψ(Λ)) is the same subspace of R-span
of L(Λ˜s). Especially, the (R-) dimension of the subspace spanned by
L(Λ˜s) is bigger than 1. This gives desired contradiction. 
In summary, we proved following.
Propostion 6.11. The proposition 8.3 in [BRHW17] is still true in
our case. That is, there is a free abelian subgroup Σ ⊂ Γ0 such that
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ρ↾Σ does not have rank one factor actions and there is a γ1 ∈ Σ such
that α(γ1) is an Anosov diffeomorphism.
After that we appeal to use the theorem in [RHW14]. Note that the
linearization of α↾Σ in the [RHW14] is same as ρ↾Σ.
Theorem 6.12 ([RHW14]). In the above notations and settings, the
action α↾Σ is conjugate to ρ↾Σ by a C
∞ diffeomorphism that is homo-
topic to identity.
Since the uniquness of conjugacy for the Anosov element γ1 ∈ Σ, we
can prove h is C∞ diffeomorphism. (Or one may be able to use the
arguments in the proof of global rigidity in the [MQ01].) This proves
the Theorem 6.3.
7. Other Applications
In this section, we will collect a few direct consequences from dynam-
ical super-rigidity 4.3 and 4.9. There will be other examples of direct
applications of dynamical super-rigidity. We will see a few of them.
For this section, G always will be the connected real semisimple
higher rank algebraic Lie group without compact factor. Furthermore,
Γ will always be a weakly irreducible lattice in G. Let’s denote n(G)
be the minimum dimension of a non-trivial rational representation of
algebraic universal cover G of G. As before, we may assume that G
and Γ satisfy (A) with rankR(G) ≥ 2.
First of all, we will think about (smooth) vector bundle over compact
manifold and group action on the bundle as vector bundle automor-
phism. Roughly, Lyapunov exponents has an algebraic origin. Note
that following corollary use only the Part 1 in Theorem 4.3.
Corollary 7.1. Let D = G or Γ. Let M be a compact manifold and E
be a (smooth) vector bundle over M . Let d be a dimension of the fiber.
Suppose D acts on E as bundle automorphisms. Assume that there
is Borel probability measure µ on M such that D action on (M,µ)
satisfies (B). Let G be algebraic universal covering of G. Then there
is rational homomorphism π : G→ GL(d,C) such that for any g ∈ G,
Sp(π(g˜)) = Spµ(ρ(g)) where g˜ ∈ G(R) is any lift of g ∈ G on G(R).
Recall that, when D = Γ, the assumption that induced action is
irreducible if we assume that Γ action is mixing.
Following corollary is immediate from the corollary 7.1 for the de-
rivative cocycle and Pesin’s theorem.
Corollary 7.2. Let D = G or Γ and M be a compact manifold. As-
sume that D acts on M as C2 diffeomorphisms. Denote action map
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as ρ : D → Diff2(M). Assume that there is a smooth probability mea-
sure µ on M such that D action on (M,µ) satisfies (B). Denote the
dimension of M as d and algebraic universal cover of G as G.
Then there is a rational homomorphism π : G→ GL(d,C) such that
for any unbounded g ∈ G0,
hµ(g) =
∑
|λi|>1
dim(Cdλi) ln |λi|.
Here, sum runs over the eigenvalues λi of π(g˜) for any fixed lift g˜ ∈
G(R) of g ∈ D such that |λi| > 1. Furthermore, denote eigenspace
of eigenvalue λi in C
d as Cdλi . Especially, if dim(M) < n(G) then
hµ(g) = 0 for any g ∈ D.
Finally, we also can generalize theorems about local rigidity of en-
tropy in [QZ97].
Corollary 7.3. Let D = G or Γ. Let ρ0 be a C
1-volume preserv-
ing action of D on smooth compact manifold M with point Mather
spectrum. Let ρ be a C1-volume preserving action. If ρ is sufficiently
C1-close to ρ0 then the set of Lyapunov exponents of ρ(g) is the same
of ρ0(g) for all g ∈ D. Especially, if we further assume that ρ and ρ0
be a C1+ǫ action then the entropy with respect to volume measure are
all same, i.e. hVol(ρ(g)) = hVol(ρ0(g)) for all g ∈ D.
The proof is exactly same as in [QZ97]. As in there, we can use [P73]
in order to deduce local rigidity of Lyapunov exponents and entropy.
Indeed, the theorem 4.15 that is about local rigidity of dynamical co-
cycle super-rigidity homomorphism is proved similar way in the proof
of the above corollary.
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