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In this paper, the Chebyshev polynomials to solve analytically the fractional neutron
transport equation in one-dimensional plane geometry are used. The procedure is based
on the expansion of the angular flux in terms of the Chebyshev polynomials. The obtained
system of fractional linear differential equation is solved analytically by using fractional
Sumudu transform.
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1. Introduction
In the literature, there are several integral transforms widely used in physics, astronomy as well as in engineering. In [1],
Watugala introduced a new transform and named as Sumudu transform which is defined over the set of functions
A = f (t) : ∃M, τ1, τ2 > 0, |f (t)| < Met/τi , if t ∈ (−1)i × [0,∞) (1.1)
by the following formula:
G(u) = S [f (t); u] =:
∫ ∞
0
f (ut)e−tdt, u ∈ (−τ1, τ2) . (1.2)
Since then this new transform has been applied to several problems ranging from ordinary differential equations to the
problems in control engineering; see [2,3,1]. In [4], some fundamental properties of this transform were established.
In [5], the transform was extended to the distributions(generalized functions) and some of their properties were also
studied in [6,7]. Recently Kılıçman et al. have applied this transform to solve the system of differential equations; see [8]. The
inversion of the transformed coefficients is obtained by using Trzaska’smethod [9] and the Heaviside expansion technique.
In one of our recentwork, we have presented a new approximation for solving the one dimensional transport equation by
combining the Chebyshev polynomials and Sumudu transform [10]. The approachwas based on the expansion of the angular
flux in a truncated series of Chebyshev polynomials in the angular variable. Similarly, the present authors considered a
method for the solution of the neutron transport equation in three-dimensional case by using theWalsh function, Chebyshev
polynomials and the Legendre polynomials as well as the Tau method; see [11]. Similarly, the fractional transform was
applied to the Maxwell equations by using the spatial function coefficients; see [12,13].
This work is devoted to the study of the fractional neutron transport equation in one-dimensional plane geometry by
using the Chebyshev polynomials. The procedure is based on the expansion of the angular flux in terms of the Chebyshev
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polynomials. Then the resulting system of fractional linear differential equation is solved analytically by using a fractional
Sumudu transform. The paper is organized as follows. Section 2 contains preliminaries, and Section 3 describes how to
convert a transport equation into FDE; in Section 4, we report specifications and application of the method.
Let us consider the following mono-energetic 3-D transport equation:
Ω.∇(r,Ω)+ σtΨ (r,Ω) =
∫
4π
σs(Ω,Ω
′)Ψ (r,Ω ′)dΩ ′ + 1
4π
Q (r) (1.3)
Ω = (η, ξ) = angular variable, (1.4)
and
σs(µ0) =
∞−
k=0
2k+ 1
4π
σskPk(µ0) = differential scattering cross section, (1.5)
with µ0 = Ω.Ω ′ and Pk = the kth Legendre polynomial.
2. Preliminaries
We enlist some definitions and basic results [14–16].
Definition 1. A real function f (x), x > 0 is said to be in the space Cα,α∈R if there exists a real number p(> α), such that
f (x) = xpf1(x)where f1(x) ∈ C[0,∞). Clearly Cα ⊂ Cβ if β ≤ α.
Definition 2. A function f (x), x > 0 is said to be in space Cmα , m ∈ N ∪ {0}, if f (m) ∈ Cα .
Definition 3. The (left sided) Riemann–Liouville fractional integral of order µ > 0, of a function f ∈ Cµ, µ ≥ 1 is defined
as:
Iµf (t) = 1
Γ (µ)
∫ t
0
(t − τ)µ−1f (τ )dτ , µ > 0, t > 0, (2.1)
I0f (t) = f (t).
Definition 4. The (left sided) Riemann–Liouville fractional derivative of f , where f ∈ Cm−1, andm ∈ N ∪ {0} of order µ > 0,
is defined as:
Dµf (t) = d
m
dtm
Im−µf (t), m− 1 < µ ≤ m, m ∈ N. (2.2)
Since the Riemann–Liouville approach to the fractional derivative began with an expression for the repeated integration
of a function, an alternative fractional derivative was introduced by Caputo in [17], and produces a derivative that has
different properties: it produces zero from constant functions and, more importantly, the initial value terms of the Laplace
transform are expressed by means of the values of that function and of its derivative of integer order rather than the
derivatives of fractional order as in the Riemann–Liouville derivative.
Definition 5. The (left sided) Caputo fractional derivative of f , f ∈ Cm−1, andm ∈ N ∪ {0} of order µ > 0, is defined as:
Dµc f (t) =


Im−µf (m)(t)

m− 1 < µ ≤ m, m ∈ N,
dm
dtm
f (t) µ = m. (2.3)
Note that the relation between the Riemann–Liouville and Caputo fractional derivatives can be given as follows.
(i) Iµtγ = Γ (γ+1)
Γ (γ+µ+1) t
γ+µ, µ > 0, γ > −1, t > 0.
(ii) IµDµc f (t) = f (t)−∑m−1k=0 f (k)(0+) tkk! , m− 1 < µ ≤ m, m ∈ N∗.
(iii) Dµc f (t) = Dµ

f (t)−∑m−1k=0 f (k)(0+) tkk!  , m− 1 < µ ≤ m, m ∈ N∗.
(iv) Dβ Iµf (t) =

Iµ−β f (t) if µ > β,
f (t) if µ = β,
Dβ−µf (t) if µ < β,
(v) Dµc Dmf (t) = Dµ+mf (t), m = 0, 1, 2, . . . , m− 1 < µ < m,
see [18].
From here on, we will use Cγ ([a, b])(γ ∈ R) to denote the Banach space
Cγ ([a, b]) =

g(x) ∈ C((a, b]) : ‖g‖Cγ = ‖(x− a)γ g(x)‖C <∞

. (2.4)
In particular, C0([a, b]) represents the space of continuous functions in [a, b], that is, C([a, b]).
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We note that two most commonly used definitions of fractional derivatives are the Riemann–Liouville and Caputo. In
fact there are many definitions, for a more complete discussion we refer to [19,20].
3. Fractional Sumudu transform
Definition 6 ([12]). Let f (t) denote a function which vanishes for negative values of t . Its Sumudu’s transform of order α (or
its fractional Sumudu’s transform) is defined by the following expression, when it is finite:
Sα [f (t); u] : =: Gα(u) :=
∫ ∞
0
Eα(−tα)f (ut)(dt)α,
: = lim
M→∞
∫ M
0
Eα(−tα)f (ut)(dt)α (3.1)
where u ∈ C, and Eα is the Mittag Leffler function defined as Eα(x) = ∑∞k=0 xkΓ (αk+1) where α > 0. In particular, if α = 1
then this function corresponds to the exponential function.
Note that the Mittag Leffler function is an important function that has been used in widespread of fractional calculus.
Similar to the exponential functionswhich naturally arises out of the solution to integer order differential equations, thus the
Mittag Leffler function plays an analogous role in the solution of fractional order of differential equations. It is also common
to represent the Mittag Leffler function in two arguments, α and β such that
Eα,β(x) =
∞−
k=0
xk
Γ (αk+ β) , where α, β > 0.
Obviously, this is the more generalized form of the function, however not always a necessity when used with fractional
differential equations; see [21].
Recently, Tchuenche and Mbare have introduced the double Sumudu transform [22]. Analogously, we define the
fractional double Sumudu transform in the following way.
Definition 7 ([12]). Let f (x, t) denote a function which vanishes for negative values of x and t . Its double Sumudu transform
of fractional order (or its fractional double Sumudu transform) is defined as
S2α [f (t, x)] :=: G2α(u, v) :=
∫ ∞
0
∫ ∞
0
Eα(−(t + x)α)f (ut, vx)(dt)α(dx)α, (3.2)
where u, v ∈ C, and Eα is the Mittag Leffler function.
4. Planar geometry
We consider a planar-geometry problem with spatial variation only in the x-direction:
Q (r) = q(x), (4.1)
Ψ (r,Ω) = 1
2π
Ψ (x, µ). (4.2)
Eq. (1.3) simplifies to
µ
∂Ψ
∂x
(x, µ)+ σtΨ (x, µ) =
∫ 1
−1
σs(µ,µ
′)Ψ (x, µ′)dµ′ + q(x)
2
, (4.3)
with
σs(µ,µ
′) =
∞−
k=0
2k+ 1
2
σskPk(µ)Pk(µ′). (4.4)
So we consider Eq. (4.3) with 0 ≤ x ≤ a and−1 ≤ µ ≤ 1, and subject to the boundary conditions
Ψ (x = 0,−µ) = f (µ), (4.5)
and
Ψ (x = a, µ) = 0, (4.6)
where f (µ) is the prescribed incident flux at x = 0; Ψ (x, µ) is the angular flux in the µ direction; σt is the total cross
section; σsl, with l = 0, 1, . . . , L are the components of the differential scattering cross section, and Pk(µ) are the Legendre
polynomials of degree k.
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Now we fractionalize Eq. (4.3) with the same boundary conditions (4.5), (4.6)
µ
∂βΨ
∂xβ
(x, µ)+ σtΨ (x, µ) =
∫ 1
−1
σs(µ,µ
′)Ψ (x, µ′)dµ′ + q(x)
2
, (4.7)
with 0 < β ≤ 1.
Theorem 1. Consider the integro-differential equation (4.7) subject to the boundary conditions (4.5) and (4.6), then the function
Ψ (x, µ) satisfies the following first-order linear differential equation system for the spatial component Yn(x)
N−
n=0
α1n,mY
(β)
n (x)+
σtπ
2− δm,0 Ym(x) =
L−
l=0
2l+ 1
2
σslα
2
m,l
N−
n=0
α3n,lYn(x)+
q(x)
2
where
α1n,m :=
∫ 1
−1
µTn(µ)
Tm(µ)
1− µ2 dµ,
α2n,l :=
∫ 1
−1
Tn(µ)Pl(µ)dµ,
α3n,l :=
∫ 1
−1
Tn(µ)Pl(µ)
1− µ2 dµ,
and Ym(x) are the coefficients of the expansion of the Ψ (x, µ).
To prepare for the proof of the theorem, we need the following result.
Proposition 1. Let
Tn+1(x)− 2xTn(x)+ Tn−1(x) = 0
and
Pl+1(x) = 2xPl(x)− Pl−1(x)− [xPl(x)− Pl−1(x)] /(l+ 1)
the recurrence relations for the Chebyshev and the Legendre polynomials, respectively. Then, we have
αkn,l+1 :=
2l+ 1
2l+ 2

αkn+1,l + αkn−1,l
− l
l+ 1α
k
n,j−1, for l > 2 and k = 2, 3.
In particular, if l = 0 and 1 the coefficients α2n,l and α3n,l assume the following values
α2n,l =

0 if n+ l odd,
2
(1+ l)2 − n2 if n+ l even,
and
α3n,l =
πδn,l
2− δl,0 .
Proof. It easy to see that
α1n,m =
πδ|n−m|
2(2− δn+m,1) .
For k = 2, by the multiplication of the Chebyshev and the Legendre recurrence formulas, we have
2l+ 1
2l+ 2 [Pl(µ)Tn+1(µ)+ Pl(µ)Tn−1(µ)]−
l
2µ (l+ 1)Pl−1(µ) [Tn+1(µ)+ Tn−1(µ)]
it is known that
Tn+1(µ)+ Tn−1(µ) = 2µTn(µ)
after doing some algebraic manipulations and integrating over µ ∈ [−1, 1] on the resulting equation we get
α2n,l+1 =
2l+ 1
2l+ 2

α2n+1,l + α2n−1,l
− l
l+ 1α
2
n,j−1.
The case k = 3 is treated similarly but in this case we multiply the resulting expression by 1√
1−µ2 and integrate over
µ ∈ [−1, 1] we get the desired result. 
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Now we give a proof of Theorem 1.
Proof. Expanding the angular flux in the µ variable in terms of the Chebyshev polynomials leads to Ψ (x, µ) =∑N
n=0
Yn(x)Tn(µ)√
1−µ2 with N = 0, 2, 4, . . . , where the expansion coefficients Yn(x) should be determined.
Here Tn(µ) are the well known Chebyshev polynomials of order n which are orthogonal in the interval [−1, 1] with
respect to the weightw(t) = 1/√1− t2.
After replacing this ansatz into Eq. (4.7) it turns out
N−
n=0

µY (β)n (x)+ σtYn(x)
 Tn(µ)
1− µ2 =
L−
l=0
2l+ 1
2
σslPl(µ)
N−
n=0
Yn(x)
∫ 1
−1
Pl(µ′)
Tn(µ′)
1− µ′2 dµ
′ + q(x)
2
(4.8)
on using the orthogonality of the Chebyshev polynomials, multiply Eq. (4.8) by Tm(µ), considering m = 0, 1, . . . ,N , and
integrated in theµ variable in the interval [−1, 1]. Thus we get the following first-order linear differential equation system
for the spatial component Yn(x)
N−
n=0
α1n,mY
(β)
n (x)+
σtπ
2− δm,0 Ym(x) =
L−
l=0
2l+ 1
2
σslα
2
m,l
N−
n=0
α3n,lYn(x)+
q(x)
2
(4.9)
where
α1n,m =
∫ 1
−1
µTn(µ)
Tm(µ)
1− µ2 dµ, (4.10)
α2n,l =
∫ 1
−1
Tn(µ)Pl(µ)dµ, (4.11)
α3n,l =
∫ 1
−1
Tn(µ)Pl(µ)
1− µ2 dµ, (4.12)
with δn,m denoting the Kronecker delta. Here the coefficients α2n,l and α
3
n,l are evaluated by the multiplication of the
Chebyshev and Legendre recurrence formulas and integration of the resulting equation (see Proposition 1).
In the next step, we solve the β-order linear differential equation system (4.9); we rewrite this equation in matrix form
A.Y (β)(x)+ BY (x) = C(x) (4.13)
where Y (β) is the Caputo fractional derivative of order β, 0 < β ≤ 1 and Y (x) = Col. [Y0(x), Y1(x), . . . , YN(x)] and A is a real
square matrix of order N + 1, that is A ∈ MN+1(R), and B ∈ C1−β((0, x]), with the components
(A)i,j = α1i−1,j−1, (4.14)
(B)i,j = πσt2− δ1,j δi,j −
L−
l=0
2l+ 1
2
σslα
2
i−1,l
N−
n=0
α3j−1,l (4.15)
where each component of B belongs to space C1−β((0, x]) and
C(x) = q(x)
2
= Col. [C0(x), C1(x), . . . , CN(x)] . (4.16)
We rewrite the expression (4.13) as
Y (β)(x)+ A−1BY (x) = A−1C(x) (4.17)
where A−1B ∈ MN+1(R), and A−1C ∈ C1−β((0, x]); applying the fractional Sumudu transform to Eq. (4.17) we get the
algebraic linear equation system as follows
S

Y (β)(x)+ A−1BY (x) = S A−1C(x)
Y¯ (t)

1
tβ
+ S(A−1B)

= S A−1C(x)+ Y (0)
tβ
. (4.18)
Thus the solution will be given by
Y (t) = S−1

tβS

A−1C(x)
+ Y (0)
I + tβS(A−1B)

(4.19)
provided that the inverse exists. 
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5. Specific application of the method
Consider the two-dimensional linear, steady state, transport equation given by
µ
∂β
∂xβ
Ψ (x, µ, φ)+

1− µ2 cosφ ∂
β
∂yβ
Ψ (x, µ, φ)+ σtΨ (x, µ, φ)
=
∫ 1
−1
∫ 2π
0
σs(µ
′
, φ
′ → µ, φ)Ψ (x, µ′ , φ ′)dφ ′dµ′ + S(x, µ, φ) (5.1)
in the rectangular domain Ω = {x := (x, y) : −1 ≤ x ≤ 1, − 1 ≤ y ≤ 1} , 0 < β ≤ 1, and the direction in D =
{(µ, θ) : −1 ≤ µ ≤ 1, 0 ≤ θ ≤ 2π}. Here Ψ (x, µ, φ) is the angular flux, σt and σs denote the total and the differential
cross section, respectively; σs(µ
′
, φ
′ → µ, φ) describes the scattering from an assumed pre-collision angular coordinates
(µ
′
, θ
′
) to a post-collision coordinates (µ, θ) and S is the source term.
Given the functions f1(y, µ, φ) and f2(x, µ, φ), describing the incident flux, we seek for a solution of (5.1) subject to the
following boundary conditions.
For 0 ≤ θ ≤ 2π , let
Ψ (x = ±1, y, µ, θ) =

f1(y, µ, φ), x = −1, 0 < µ ≤ 1,
0, x = 1, −1 ≤ µ < 0. (5.2)
For−1 < µ < 1, let
Ψ (x, y = ±1, µ, θ) =

f2(y, µ, φ), y = −1, 0 < cos θ ≤ 1,
0, y = 1, −1 ≤ cos θ < 0. (5.3)
Theorem 2. Consider the integro-differential equation (5.1) under the boundary conditions (5.2) and (5.3), then the function
Ψ (x, µ, θ) satisfies the following first-order fractional linear differential equation for the spatial component Ψi(x)
µ
∂β
∂xβ
Ψk(x, µ, θ)+ σtΨk(x, µ, θ) =
∫ 1
−1
∫ 2π
0
σs(µ
′
, φ
′ → µ, φ)Ψk(x, µ′ , φ ′)dθ ′dµ′ + Gk(x, µ, θ).
Proof. Expanding the angular flux Ψ (x, µ, θ) in terms of the Chebyshev polynomials in the y variable, leads to
Ψ (x, µ, θ) =
I−
i=0
Ψi(x, µ, θ)Ti(y). (5.4)
Next we determine the first component, i.e.,Ψ0(x, µ, θ) explicitly, whereas the other components,Ψi(x, µ, θ), i = 1, . . . , I ,
will appear as the unknowns in I one dimensional transport equations: we start to determine Ψ0(x, µ, θ), by inserting (5.4)
into the boundary conditions (5.3) at y = ±1, to find that:
Ψ0(x, µ, θ) = f2(x, µ, φ)−
I−
i=1
(−1)iΨi(x, µ, θ), 0 < cos θ ≤ 1, (5.5)
Ψ0(x, µ, θ) = −
I−
i=1
Ψi(x, µ, θ), −1 ≤ cos θ < 0 (5.6)
where−1 ≤ x ≤ 1,−1 < µ < 1, and we have used the fact that for the Chebyshev polynomials T0(x) ≡ 0, Ti(1) ≡ 1 and
Ti(−1) ≡ (−1)i.
If we now insert Ψ from (5.4) into (5.1), multiply the resulting equation by Tk(y)√
1−y2 , k = 1, . . . , I , and integrate over ywe
find that the components Ψk(x, µ, θ), k = 1, . . . , I , satisfy the following I one-dimensional equations:
µ
∂β
∂xβ
Ψk(x, µ, θ)+ σtΨk(x, µ, θ) =
∫ 1
−1
∫ 2π
0
σs(µ
′
, φ
′ → µ, φ)Ψk(x, µ′ , φ ′)dθ ′dµ′ + Gk(x, µ, θ). (5.7)
The same procedure with the boundary condition (5.2) at x = −1, and (5.4) yields
Ψ (−1, y, µ, θ) = f1(y, µ, φ) =
I−
i=0
Ψi(−1, µ, θ)Ti(y). (5.8)
Now multiply (5.8) by Tk(y)√
1−y2 , k = 1, . . . , I , and integrate over ywe find that
Ψk(−1, µ, θ) = 2
π
∫ 1
−1
f1(y;µ, θ) Tk(y)
1− y2 dy. (5.9)
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Similarly, (note the sign of µ below), the boundary condition at x = 1 is written as
I−
i=0
Ψi(1,−µ, θ)Ti(y) = 0 0 < µ ≤ 1. (5.10)
Multiplying (5.10) by Tk(y)√
1−y2 , k = 1, . . . , I and integrating over y, we get
Ψk(1,−µ, θ) = 0 0 < µ ≤ 1, 0 ≤ θ ≤ 2π. (5.11)
We can easily check that Gk in (5.7) is written as
Gk(x, µ, θ) = Sk(x, µ, θ)−

1− µ2 cos θ
I−
i=k+1
AkiΨk(x, µ, θ) (5.12)
where
Aki =
2
π
∫ 1
−1
d
dy
(Ti(y))
Tk(y)
1− y2 dy (5.13)
and
Sk(x, µ, θ) = 2
π
∫ 1
−1
S(x, y, µ, θ)
Tk(y)
1− y2 dy. (5.14)
Note that the solutions to the one-dimensional problems given through Eqs. (5.7)–(5.14) define the components
Ψk(x, µ, θ), for k = 1, . . . , I , in this decreasing order to avoid the coupling of the equations. Once this is done, the angular
flux given by (5.4) is completely determined. Here we have used the convention
∑I
i=I+1 . . . = 0. Hence the starting
GI(x, µ, θ) ≡ SI(x, µ, θ). Note also that although the solution, developed here, rely on specific boundary conditions the
procedure is quite general in the sense that the expression for the first component, Ψ0(x, µ, θ), keeps the information from
the boundary conditions in the y variable, while the other components are derived based on the boundary conditions in
x. 
Now consider the corresponding discrete ordinates equation [23]
µm
∂βΨα
∂βx
(x, µm, φm)+ σtΨα(x, µm, φm) =
M−
n=1
ωnΨα(x, µm, φm)+ Gk(x;µm, φm). (5.15)
Theorem 3. Consider the integro-differential equation (5.15) under the boundary conditions (5.2) and (5.3), then the function
Ψα(x, µm, φm) satisfies the following first-order fractional linear differential equation for the spatial component χm
∂βχm
∂xβ
+ Dχm = Em
where Dm = 1µm Bm and Em = 1µm Am with
Am := π2
∫ 1
−1
Sα(x, µm, φm)Tl(µm)dµm
Bm :=

σt −
M−
m=0

1− µ2m

I−
i=α+1
Aαi cosφm −
J−
j=α+1
Bαj sinφm

.
Proof. We expand Ψα(x, µm, φm) in a truncated series of Chebyshev polynomials i.e.
Ψα(x, µm, φm) =
M−
k=0
χk(x, φm)Tk(µm)
1− µ2m
(5.16)
bringing the Eq. (4.12) in Eq. (4.11) to get
µm
∂β
∂xβ

M−
k=0
χk(x, φm)Tk(µm)
1− µ2m

+ σt

M−
k=0
χk(x, φm)Tk(µm)
1− µ2m

=
M−
n=1
ωn

M−
k=0
χk(x, φm)Tk(µm)
1− µ2m

+ Gα (x;µm, ηm) (5.17)
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with
Gα(x;µm, ηm) = Sα(x, µ, φ)−

1− µ2
×

cosφ
I−
α=i+1
Aαi
M−
k=0
χk(x, φm)Tk(µm)
1− µ2m
+ sinφ
J−
α=j+1
Bαj
M−
k=0
χk(x, φm)Tk(µm)
1− µ2m

, (5.18)
multiply Eq. (4.13) by Tl(µm) and integrate over µm ∈ [−1, 1] we find
µm
∂β
∂xβ
M−
k=0
χk(x, φm)+ σt
M−
k=0
χk(x, φm)
∫ 1
−1
Tk(µm)Tl(µm)
1− µ2m
dµm
=
M−
n=0
ωn
M−
k=0
χk(x, φm)
∫ 1
−1
Tk(µm)Tl(µm)
1− µ2m
dµm +
∫ 1
−1
Gα(x;µm, ηm)Tl(µm)dµm (5.19)
with ∫ 1
−1
Gα(x;µm, ηm)Tl(µm)dµm =
∫ 1
−1
Sα(x, µm, φm)Tl(µm)dµm − cosφm

1− µ2m
I−
i=α+1
Aαi
×
M−
k=0
Ck(x, φm)
∫ 1
−1
Tk(µm)Tl(µm)
1− µ2m
dµm + sinφm

1− µ2m
J−
j=α+1
Bαj
×
M−
k=0
χk(x, φm)
∫ 1
−1
Tk(µm)Tl(µm)
1− µ2m
dµm (5.20)
where
Aαi =
2
π
∫ 1
−1
∫ 1
−1
d
dy
(Tα(y))
Ti(y)
1− y2 Tl(µm)dydµm (5.21)
Bαj =
2
π
∫ 1
−1
∫ 1
−1
d
dz
(Tα(z))
Tj(z)√
1− z2 Tl(µm)dzdµm (5.22)
by using the properties of Chebyshev polynomials in Eq. (4.16) to get∫ 1
−1
Gα(x;µm, ηm)Tl(µm)dµm =
∫ 1
−1
Sα(x, µm, φm)Tl(µm)dµm −
[
π
2

1− µ2mχk(x, φm)
]
×

I−
i=α+1
Aαi cosφm +
J−
j=α+1
Bαj sinφm

(5.23)
then Eq. (4.11) becomes
µm
∂βχm
∂xβ
+

σt −
M−
m=0

1− µ2m

I−
i=α+1
Aαi cosφm −
J−
j=α+1
Bαj sinφm

χm
= π
2
∫ 1
−1
Sα(x, µm, φm)Tl(µm)dµm (5.24)
after written in vector and matrix notation and regrouping the coefficients χm together in Eq. (4.13), we can easily derive
the following differential equation
∂βχm
∂xβ
+ Dmχm = Em (5.25)
where Dm = 1µm Bm and Em = 1µm Am with
Am := π2
∫ 1
−1
Sα(x, µm, φm)Tl(µm)dµm
Bm :=

σt −
M−
m=0

1− µ2m

I−
i=α+1
Aαi cosφm −
J−
j=α+1
Bαj sinφm

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for the solution of differential equation (5.25) for the vectorχm is thus constructed by applying fractional Sumudu transform.
Thus similar to Eq. (4.17) by applying the fractional Sumudu transform to Eq. (5.25) we get the algebraic linear equation
system. That is by taking Sumudu transform of (5.25) on both sides as
χ¯m(z, u)
uβ
− χm(z, 0)
uβ
+ D¯mχ¯m(z, u) = E¯m
we can easily get
χ¯m(z, u) = u
β E¯m + χm(z, 0)
1+ uβ D¯m
then by applying the complex inversion formula of fractional Sumudu transform, we obtain the explicit solution, provided
that the inverse exists; for details, see [12,13]. 
6. Conclusion
The idea of fractional calculus is not new as it has been the domain for several researchers in mathematics many years.
However, this concept is employed in physics, engineering, biology, economy and other scientific fields. In this paper, the
fractional Sumudu transform has been successfully applied in order to find the solution of fractional transport equation in
steady case. The results show that this method is a powerful mathematical tool for solving an integro-differential equation.
By using thismethod it is also possible to generalize and consider higher spatial dimensions in a similarway to that presented
in this paper. It is also a promisingmethod to solve other nonlinear equations.Wewill considermore complicated geometries
in future studies, during which we will ascertain this method’s usefulness for larger spatial dimensional problems.
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