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ABSTRACT
An approximate calculation is made of the polaron 
self-energy and effective mass as defined by Frohlich. 
The approach taken is a variational one based on an ex­
tended version of Hohler's ansatz in which the trial 
state function employed is an exact eigenfunction of 
the total wave vector of the polaron. The effective 
mass obtained simulates the Feynmann-Schultz result 
while the corresponding polaron self-energy is fairly 
accurate but inferior to the result of Feynman and 
Schultz.
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CHAPTER I 
INTRODUCTION
The physical system to be studied consists of a 
single conduction electron in an ionic semiconductive 
crystal. In the description of this system by Frohlich'*', 
the crystal is treated as a continuous medium and it is 
assumed that, in the absence of the polarization field, 
the conduction electron moves as a free particle with a 
Bloch mass, m. Frohlich shows that only the long wave­
length longitudinal optical modes interact significantly 
with the electron and assumes that they have a common 
angular frequency, w. The Hamiltonian developed by 
Frohlich for this system is given by
H (a) = - -I5 . + 5  b|b- 
9x v
. • / a / n \ i2 V 1 ,i +  - 1 V - X  1 V * X ,  ,, -| v+ 1 (4ita/S) £ -  (b^e -b^e ) , (1,1)
v
where x is the position vector of the electron, bi and 
b^ are Bosonic creation and destruction operators of a 
polarization field quantum (referred to hereafter as 
a phonon) of wave vector, v, a, called the polaron 
coupling constant, is a dimensionless coupling constant, 
characteristic of the crystal, and S is the normalization 
volume. The dependence of a upon the properties of the 
crystal is given by the equation,
1
2« -  « T - | >  £  ( l ^ '  (1'2)n
in which n is the optical refractive index, k is the 
static dielectric constant, e is the electronic charge 
and 2t\& is Plank's constant. The limit S->°° is to be 
taken with
lim I = - ~
S-*oo v 8tt
d3v . (1,3)
A natural unit system is employed in which 2^=o)=2m=l.
The first term in the Hamiltonian is the quantum 
mechanical operator corresponding to the kinetic energy 
of the electron. The second term represents the energy 
of the polarization field resulting from the long wave­
length longitudinal optical crystal modes in the absence 
of interaction with the electron. The last term represents 
the energy of interaction between the electron and the 
phonons.
The name "polaron" has been given to the entity 
consisting of the Bloch conduction electron together with 
its accompanying nonradiative polarization field. 
Accordingly Frohlich defines the polaron self-energy,
EQ (a), and the (ground-state) polaron effective mass, 
y(a), by the expansion
EQ (a,ic) = Ec (a) + k2/y(a) + 0(k4), (1,4)
3where EQ (a,k) is the least eigenvalue of H(a) whose 
corresponding eigenfunction is simultaneously an eigen­
function of the conserved total wave vector,
K = i £_ + E vbib-v , (1,5)
dx V
with corresponding eigenvalue k. (In ordinary units the
self-energy is EQ (a)\hw and the effective mass is ii(a)*m.)
The problem of determining the self-energy and
effective mass of the polaron is of long standing interest
because it serves as an ideal testing ground for some
types of field theoretical methods of approximation.
2The Lee-Low-Pines variational calculation yields
E0 (a) = ~a (1/6)
and
y(a) = 1 + a/6 . (1,7)
These results (also obtainable by perturbation theory) 
are exactly correct to first order in a in the limit of
weak coupling. The strong coupling variational cal-
3 4culations of Landau and Pekar yield
Eq (a) = -aa^ (1/8)
4and
1J1 (a) = ba + 1 (1,9)
with
a ~ .10 and b ~ .02 . (1,10)
5The analytic form of Eg. (1,8) is asymptotically correct.
The Landau-Pekar trial wave function represents the 
electron as bound to a fictitious trapping point. Such 
a trial wave function is not an eigenfunction of the 
total wave vector operator. As a result, the effective 
mass, y', given by Eq. (1,9), is based on a definition 
which is not equivalent to Frohlich's. The Feynman^-
7
Schultz results for the self-energy and effective mass,
g
and also the results of Hellwarth and Platzman, agree 
both with the Lee-Low-Pines results for weak coupling 
and with the Landau-Pekar results for strong coupling 
and possess smooth transitional behavior for intermediate 
coupling. However, instead of using Frohlich's definition 
of effective mass, they use alternative definitions 
which are convenient to their methods of approximation.
The question arises as to whether Frohlich's effective 
mass is approximated by the results obtained on the basis 
of these alternative definitions. It is the purpose
5of this calculation to provide insight into the answer 
to this question by displaying a trial polaron state 
function which is an exact eigenfunction of the total 
wave vector and which yields results for Frohlich's 
effective mass which are similar to the Feynman-Shultz 
effective mass.
The Frohlich effective mass is of special interest 
because it characterizes the dependence of the energy 
of the free polaron upon its exactly conserved total 
wave vector and is therefore directly pertinent to the 
description of various processes in which polarons are 
involved, and because it is Frohlich's effective mass 
which would be measured in a weak magnetic field cyclotron 
resonance experiment.^
The problem of finding eigenfunctions of H which are 
also eigenfunctions of K can be reduced in the following 
way. Let E(k) denote an eigenvalue of H whose corres-
ponding eigenfunction, |E(k),k>, is also an eigenfunction
~y -y
of K with eigenvalue denoted by k. Then
-y -y • -y —y
H IE (k) ,k> = E (k) IE (k) fk>
and
■y | -y —y - > »  ~y -y
K|E(k)fk> = k|E(k),k>. (1,12)
Let
6. -> 
xx <
T E e
E vb-tb-* 
£ v V
(1,13)
Then
H'|E(k),k>' = E (it) |E(£) ,ic> (1,14)
and
K 1 |E(ic) ,jc> 1 = ic |E (3c) ,£> ' , (1,15)
where
K 1 ->- -1TKT = -x
3x
|e (it) ,ic>' = t |e (it) ,ic>
(1,16)
(1,17)
and
H 1 E THT 1
<K' - I vb|b*)2 + £ b|b» + iY | i(bt-b+), (1,18)
V V V
with
Yo = (47ra/S)^ . (1,19)
7In view of Eqs. (1,14)-(1,16)
|E(5c) ,£>' = e if>E (j>} , (1,20)
where is independent of x and must satisfy the
eigenequation
H(k)^E(k) = E (k) ^ e (k) ' (1'21)
wherein H(k), called the reduced polaron Hamiltonian, 
is given by
H (1c) = (it-Evb->b->) 2 + Zb±b^ + iy E -(b^-b-v) . (1,22)^ v v  ^ v v  o^ : v v v
If Eq. (1,20) is operated upon by the inverse of T the 
result is
ix- (it - £ vb|b^)
|E(it) ,ic> = e V ^E(k) * (1,23)
Therefore, if any eigenfunction of H (it) is operated 
upon by the operator
ix- (it - £ vbjb;*)
G e e V , (1,24)
the result will be a simultaneous eigenfunction of the 
original Hamiltonian, H(a), and the total wave vector, 
K, with corresponding eigenvalue denoted by it.
CHAPTER 2
SURVEY OF RESEARCH
Several publications which present methods for 
approximating the polaron self-energy and effective mass 
will be summarized in this chapter, with emphasis upon 
those methods which are closely related to the present 
work.
(2,1) Perturbation Theory"*"
If one treats the interaction term in the reduced 
polaron Hamiltonian, Eq. (1,22), as a perturbation with 
respect to the other terms, he will find, after making 
a fourth order perturbation calculation, that for weak 
coupling the self-energy and effective mass respectively 
approach the values
Eo (2,1,1)
and
y = 1 + a/6 + O(a^) (2,1,2)
where
b = In(1+3/274) - 1//2 ~ 0.0159 . (2,1,3)
8
92
(2,2) Lee-Low-Pines Weak Coupling Variational Method 
The operator
H (3c) = (it - E vbib->)2 + E b±b-> (2,2,1)o - > v v  -»• V V \ r F /
v v
obtained by setting a=0 in the reduced polaron hamiltonian, 
Eg. (1,22), has eigenstates, denoted by
|[n->]-» = tt I n-*>, (2,2,2)V V ->• 1 vV
whose eigenvalues are
(it - £ vn+)2 + £ n+ , (2,2,3)
v v
where |n-» is the normalized eigenstate of bib-* which 1 v 3 v v
satisfies the equation
bib'* | n-*-> = n-*1 n-*>, (2,2,4)v v v v v
in which
n^ ; = 1,2, 3 , • * * . (2,2,5)
The quantum number n;* represents the number of phonons
-»• + with wave vector v. The operators b^ > and b;* also satisfy
the following set of equations
10
[b->-, b->, ] = 6->- , b->-1 0+> = 0v v' v,v' v 1 v
b$|m+> = (m!) ^  | 0^>, b±m |0+> = (m D h \m+>. (2,2,6)
The ground-state function, t^E r of H (jc) may be
expanded in terms of the eigenstates of Hq (k) as
(it) = [5T + IT 5 * l ^ l )bv1+ 2T -5 *2 (vl'v2)lv X ,
o 1 vl'v2
+ • " + 57 - - E - lvl ' v2 ' ’ * * ,vn )
’ v l ' v 2 ' ‘ " ' v n
(all different)
• bt bi • • • b^ ] I [0 _>" ]■>■>,  (2 ,2 ,7 )v v „ V I V V v^/^/ )
l z n
where <|> (v^, v 2 , * * * , vn) is the probability amplitude that 
the ground state contains exactly n phonons, one with wave
- y  a —y m
vector v^, one with wave vector ^2 ,''', and one with wave
—y , . , ,
vector v • In this expansion, states containing more than 
one phonon with the same wave vector have been rigorously 
omitted. This omission is justified in the limit as the 
normalization volume, S, approaches infinity because in 
this limit, the summations occuring in the expansion 
become integrals, and such an omission affects the inte­
grands of these integrals only at points constituting a 
space of lesser dimension than the space over which the 
integrations are to be performed.
Lee, Low, and Pines construct a trial wave function
11
by assuming that
vn > = g(v1)g(v2)••*g(vn ) , (2,2,8)
where g(v) is to be determined by the variational principal.
The assumption that cf> is given correctly by Eq. (2,2,8) 
places no restriction on the number of phonons present in 
approximating the ground state, but it does ignore statis­
tical correlation among the phonons.
If Expression (2,2,8) for <|> is substituted into 
Eq. (2,2,7), an approximate ground state trial wave 
function is obtained which may be written as,
(2,2,9)
where
U = exp[-i E(f(v)bJ + f (v)b^)] (2,2,10)
v
and
f (v) = ig (v) . (2,2,11)
The abbreviation w.c. represents "weak coupling". 
The expectation value,
may be evaluated with the aid of the identities
U_1b^U = b* - if(v)
U_1biu = bi + if*(v). (2,2,13)v v
The result is
Eq (k) = k - (k-z) +
£ [ (l-2z*v+v2)f(v)f (v)- ” (f (v)+f (v))],
v
(2,2,14)
where
z = k - Evf(v)f (v) . (2,2,15)
v
Minimization of E ’ (k) with respect to f(v) and
* -> 
f (v) gives
f (v) = f (v) = —^ [l-2z*v+v2] ■*". (2,2,16)
By using Eq. (2,2,16) in Eqs. (2,2,14) and (2,2,15) and by
13
performing the integration resulting from taking the limit 
as S-»“ , according to Eg. (1,3), one obtains
EW,c'(£) = k2 - (£-z)2 - a (2,2,17)o z
and
S = J - 3. [3 _ (2,2,18)
2 dz z
w c ->Expansion of Eq * *(k) about k=0 gives
EW 'C -(£) = -a + —  k2 + 0(k4). (2,2,19)
1+f
Therefore, by Definition (1,4), the self-energy and 
effective of the polaron in this weak coupling approxi­
mation are respectively
E (a) = -a (2,2,20)
and
y(a) = 1 + % (2,2,21)
Although this approximation gives the same self-energy 
as a second order perturbation calculation, the present 
method, by the variational principal, yields the additional 
information that the exact self-energy is less than or
14
equal to -a for all values of a .
3 4(2,3) Landau-Pekar Strong Coupling Approximation '
Definition (1,2) of the polaron coupling constant, 
a, shows that as the frequency, to/2tt, of the
polarization field approaches zero, if the other quantities 
in the right side of Eq. (1,2) are regarded as fixed.
Under these conditions the polarization field will be slow 
to react to any change of state of the electron. This 
suggests that, for large a, the dependence of the polaron 
ground-state function upon the coordinates of the electron 
may be similar to a bound state wave function of a particle 
in a deep potential well.
Accordingly Landau and Pekar employ a strong coupling 
trial wave function of the form
^ • c * = fiD (x-y) $Q (y) (2,3,1)
—y ( ,
m  which fi (x-y) is a bound state electron wave function 
o J
which is "peaked" near x=y, where x is the position vector 
of the electron and y is the position vector of the 
"center" of the potential well in which the electron is 
supposedly self-trapped, and $0 (y) is a polarization field 
state function (independent of the electron coordinate, x) 
chosen to minimize the expectation value of H with respect 
to ip®’c *. The abbreviation s.c. represents "strong 
coupling". Observe that this trial wave function is not
15
an eigenfunction of the total wave vector because a 
description in which the electron is localized about some 
arbitrary fixed point, y, is not a translationally m -  
varient description of the electron-polarization field 
system.
Evaluation of Eq. (2,3,3) by use of Eq. (1,1) gives
Let
Eo ‘°' = = <*0 (y) |h 14>0 (y) > , (2,3,2)
where
H = d^xfi (x-y)Hfi (x-y).
o 2 o 2
(2,3,3)
(2,3,4)
with
g0 (v) = y0 a (2,3,5)
In order to choose the polarization field state 
function $ (y) , let
(2,3,6)
with
16
U' = exp{-i ^CqQ (v)bi+qQ (v)b+]} 
v
(2,3,7)
Then
Es.c. = <$o(y)|u'"1HU'|<^(y)> (2,3,8)
The identities
U'^b-KJ' = b;>; - iq (v) /vv v (2,3,9)
U'biu' = bi + iq (v)/v v v (2,3,10)
now may be employed to give
U'“1HU = d3xft ( i ~  )2fl + Zbib+ - E 
° 1 9x ° v V V 4
1 *
£ T  qoqo 
V V
(2,3,11)
Substitution of Eq. (2,3,11) into Eq. (2,3,8) gives
Es.c. ,3-> * / 1 9  » 2n
° 1 al °
+ <$ ' ! E bib-* I § ' > - £ fy q q , O 1 -5- ’V V 1 O 2 ^0^0V V V
(2,3,12)
which attains its minimum value for
17
(2,3,13)
since £ Pos^tive definite and
v
(2,3,14)
According to Eqs. (2,3,12), (2,3,14), and (2,3,5) the 
minimum value of E^*c ‘, for a given choice of ftQ , is
Es.c.
o_>. * .* i a p _>.
dJzfio (z)( i ^  rft (z) 
8z
a d v
v
,3-*I ~ I 2 iv*z i 2 d z | n (z) | e I (2,3,15)
s cIdeally Eq * * would be minimized with respect to
. , , , , 
ftQ (z). However, m  practice, a specific expression for
ftQ (z) containing variational parameters is usually selected.
Then E^‘c ’ is minimized with respect to these parameters.
Two example choices of ftQ (z) along with the minimizing
values of the variational parameter 3, and the resulting
approximate ground state energies are given in Table I.
,s.c.
f t . 3 E
ft(z} = 0,1
31 
[8?]2
-%3-| z
e A - 5aPi 8
S.C.
E°,l
_ _ 25 2_ 2 
256a • 0977a
o,2
3p 3 
[— ]2 
/?
- H & 2
e A - —
"  3 /W
T?S'C -
o , 2
_ inc 2= - —  = -. 106a 3tt
TABLE I
18
Observe that in this strong coupling approximation the
2self-energy is proportional to a .
The effective mass, y, as defined by Eg. (1,4) cannot 
be evaluated in this approximation because ^q *C ‘ is not 
an eigenfunction of the total wave vector. One can, how­
ever, give an extended definition of an effective mass, y',
( t )based on any trial state function, (x, field), which
purports to approximate the ground state of the polaron 
as a function of the expectation value of the total wave 
vector,
= < ^ )  |K | >, (2,3,16)
k ' k
whether or not is an eigenfunction of the total wave
k *
vector operator, it. Such a definition is
<4 ^) = <*it>
+ k ,2/y' + 0(k'4), (2,3,17)
where H is given by Eq. (1.1).
(t)Observe that y' is equivalent to y if is an
k 1
exact polaron ground-state eigenfunction of both K and
H. However, the assumption that y' approximates y when 
(t)4^- is not an eigenfunction of K is questionable, 
k 1
In order to use the extended definition to evaluate the 
effective mass, y ,s,c*, for strong coupling, consider
19
the trial state function,
>|5;C - = s"* 0(2-?) **,(?) (2,3,18)
k" K
where P(kf) is independent of the dynamical variables and 
fl(x-y) is an electron bound state wave function localized 
about the point y and
* , +(v)b^ H-qj>, (v)b+]
(?)> = e V U ° ^ > '  (2,3,19)
in which q£,(v) is to be determined variationally. The 
expectation value, k 1, of the total wave vector, taken
with respect to ib?.*0, is
k'
it' = P (it1) + w , (2,3,20)
where
Therefore,
-> ~y -y
,,s.c. _ i(k'-w) 'Xn/> , ,-k o 9 -))- S e (x-y) <J)£, (y) , (2,3,22)
sc* *>which approaches jpQ ’ *, given by Eq. (2,3,1), as k'
approaches zero.
20
If one minimizes
E?*C *
k'
< ^ ' c * |h | ^ * c *> 
k' 1 ic'
(2,3,23)
with respect to qj>, (v) , the result is
qg.(v) = (i-2£'.v» 1 j3->in i 2 x v  z d zI ft (z) | e (2,3,24)
Equations (2,3,24), (2,3,19), (2,3,22), (2,3,21), and the 
definition, (2,3,17), of y 1, may be employed to obtain
U
i s « c *
= 1 + 2a
3tt'
,3+ | d v j3+ in ,+i i2 iz•vI 2d z (z) e (2,3,25)
If one substitutes , and fl 0 , given in Table I,O f X O f z
for ft into Eq. (2,3,5) the corresponding results are
„iS.c. i , 1 ,5\3 4 -i . nna im4
y1 = 1 + ^2 (g-' ~ 1 .0203a (2,3,26)
and
u,s.c. = ! + ( j4 ~ ± + #0200a4 .
2 3/rr
(2,3,27)
These strong coupling results for the effective mass, 
y', are enormously larger than the effective mass, y, 
as calculated in the -weak coupling method of Lee, Low, 
and Pines for a>10. At a=10, the weak and strong coupling
21
approximate self-energy values are about equal, but
s  c  w  n
y' * * ~ 75y ’ . It is unclear how much of this
descrepancy is due to the use of inequivalent effective
mass definitions and how much is due to the inadequacy
of the weak and strong coupling approximations when
extrapolated into the range of intermediate coupling.
(2,4) Hohler's A n s a t z ^ '
The Landau-Pekar strong coupling approximation is
inadequate because the polaron ground-state trial wave
function is not an eigenfunction of the total wave vector.
11Hohler overcomes this difficulty with a trial wave 
function given by
f • ^1 ,3+ lk-y ,s.c. ,+ + +. n .—  d y e  J \p (x-y,y) , (2,4,1)
✓S °
1>H
s cwhere ip ’ * has the form of a Landau - Pekar trial wave o
function in which y is the point to which the electron is
• •bound m  the Landau-Pekar description and x is the position
vector of the electron.
S O  ^The functional form of \p ’ is determined by one's
choice of as discussed in Section (2,3). Explicitly,
-i Jt‘Jo<^ )b!+qo ('')bv :l
♦S-C* = V S - y ) e  V |C°-]-> (2,4,2)
where
22
qo (v) = Y0 d2z (z) e^v * ( z ) (2,4,3)
For £2q = 2 / given in Table I , Hohler reports the
asymptotic results,
EoI(a) = - h a2 - ! + o(a"2) (2,4,4)
and
yH (a) = \  )4 + o (a2) , (2,4,5)
2 3/?
for the self-energy and effective mass as defined by 
Frohlich.
Observe that Hohler1s self-energy agrees (to highest 
order in a) with the Landau-Pekar self-energy but that 
his effective mass is only one-half of the Landau-Pekar 
value.
5
(2,5) Lower Bound to the Self-Energy
The reduced polaron Hamiltonian, tf (ic) , (Eq. (1,22)) 
with jc=fi, can be written as
H(fi) = Hj^  + H2 (2,5,1)
where
23
Y
Hx = £ b|b+ + i^[-^ - v2g(v)][b±-b^]-[Evg(v)(bi-b+)]2 
v v v
(2,5,2)
and
[£vb|b++i£vg(v)(b++b+)]•[£vb|bHpi£vg(v)(bj+b^)] 
v v v v v v
(2,5,3)
Here, g(v) is an arbitrary function of v.
Since ^  is positive semi-definite, the exact ground
state energy, of represents a lower bound to the
self-energy of the polaron. The eigenequation of can
be solved exactly for arbitrary g(v). Then the function
g(v) may be chosen to maximize E^ in order to obtain the
maximum such lower bound to the self-energy.
The resulting solution, E-^ , for the ground state
eigenvalue of , already maximized with respect to g(v)
5is reported to be
E± = -3[P2-l][P2+3]/(4P2) (2,5,4)
where P is the positive solution of the equation
P4[l-2a/(3P)] = 1 . (2,5,5)
Expansion of about a=0 gives
E^ = -a + O(a^) (2,5,6)
which agrees with the weak coupling solution. A strong 
coupling expansion of E^, Eg. (2,5,4), yields
E1 = - | a2 + 0 (a°) . (2,5,7)
Since the Landau-Pekar result,
Eo'°' = - k “2 ' (2'5 '8)
given in Table I is an upper bound to the self-energy one
concludes that the self-energy is asymptotically pro- 
2portional to a .
r
(2,6) Feynman-Schultz Path Integral Method '
g
Feynman describes the polaron problem in terms of 
the Feynman path integral formulation. He then developes 
a variational principal, peculiar to this method, in 
order to evaluate the self-energy, Eq , of the polaron.
The resulting upper-bound approximation for Eq is
25
where
CO
A = “v f [„2t + t  (l-e-VT) ]-?5 e-Tdx , (2,6,2)
^  Jo
and v and w are variational parameters. The integral A
must be done numerically.
Feynman also makes two definitions of the polaron
effective mass, and mp , instead of using Frohlich's
definition which is not convenient to his method.
7
Working with Feynman's results, Schultz has
(F) (o)numerically evaluated E ' , mi, , and mn for each ofJ o F F
several selected values of the polaron coupling constant 
a. Schultz's results are given in Table 2.
a 3 5 7 9 11
-e (f)O 3.1333 5.4401 8.1127 11.486 15.710
(O)
mp 1.78 3.56 13.2 59.2 181
1.89 3.89 14.4 62.8 185
TABLE 2
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(2,7) Hellwarth-Platzman Method** .
Hellwarth and Platzman give an approximate expression 
for the free energy of a polaron in a magnetic field as 
a function of temperature and magnetic field strength 
which is obtained by an extension of Feynman's path 
integral variational calculation of the polaron self- 
energy. This expression is derived on the basis of a 
fairly general model but their actual calculation is based 
upon Feynman's simpler two-particle model. The approxi­
mate free energy expression is first expanded in powers of
2the magnetic field, H, and then the coefficient of H is
expanded in a Laurent series in the temperature, T. The
2 -1first term of the Laurent series is [24 m^ kT] where k
is Boltzmann's constant and, by definition, m^ is their
"magnetic" mass. This magnetic mass may be considered as
an approximation to the exact effective mass of the polaron
since a similar expansion of the exact free energy of the
polaron in a magnetic field yields a Laurent series whose
2 -1first term is [24 y kT] , where y is the exact effective
12mass of the polaron. Their magnetic mass has the same 
weak and strong coupling limits as Feynman's mass, mp , 
but is lower than m_ by at most 1.5%. They conclude,
r
however, that if their generalized model were fully 
optimized and used in the calculation of both mp and m^ 
then m^ would be equal to m^.
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(2,8) Summary
The Lee-Low-Pines and Landau-Pekar variational
2methods give upper bounds of -a and -a / (3ir) respectively
to the self-energy. The weak and strong coupling limits
5
of Lieb and Yamazaki's lower bound to the self-energy are 
2
-a and -a /3 respectively. Therefore the exact self-
2
energy must go from -a to -aa as a goes from zero to
infinity, where 1/ (3tt) £a<^ -. Feynman's variational self-
2energy values, which go smoothly from -a to -a /(3ir) as
a goes from zero to infinity, can be expressed as the sum
of the zeroth and first order terms of a series expansion
of Feynman's exact path integral expression for the polaron
self-energy. The second order term of this expansion
yields less than a two percent correction to Feynman's
13variational self-energy for all values of a. It is there­
fore concluded that the essential characteristics of the 
self-energy are known.
The Lee-Low-Pines effective mass, 1 + a/6, is 
exactly correct, to first order in a, in the limit of weak 
coupling because it is also obtainable by perturbation 
theory. The effective mass obtained by Feynman and 
Shultz and by Hellwarth and Platzman goes smoothly from 
the correct weak coupling limit, 1 + a/6, to the Landau- 
Pekar strong coupling value, 16a^/(81 tt^ ) . The Landau- 
Pekar effective mass, however, is based on a definition 
which is equivalent to Frohlich's only if the trial wave 
function is an exact eigenfunction of the total wave vector,
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K. Their trial wave function is not an eigenfunction of K. 
Hohler's trial wave function, which is an eigenfunction of 
K, yields an asymptotic strong-coupling effective mass 
which is only one-half of the Landau-Pekar value.
The Feynman-Shultz effective mass is based upon a 
definition which, though convenient to their method of 
approximation, is difficult to compare with Frohlich's 
definition. Hellwarth and Platzman's effective mass 
definition, though it would yield the Frohlich effective 
mass in an exact calculation, is not necessarily equivalent 
to Frohlich's definition within the framework of the method 
of approximation which they use. The contention that the 
effective mass based on these alternative definitions 
approximates the Frohlich effective mass is strengthened 
by the display, in Chapter 3, of a trial wave function 
which is an exact eigenfunction of the total wave vector, 
which yields fairly accurate self-energies, and which 
yields a Frohlich effective mass closely approximating 
the Feynman-Shultz effective mass.
CHAPTER 3
SELF-ENERGY AND EFFECTIVE MASS CALCULATION
(3,1) Construction of the Trial State Function
The point of view taken in this work is that the 
polaron effective mass should be calculated directly from 
Frohlich's definition. This requires a trial wave function 
which is an exact eigenfunction of the total wave vector 
and which describes the ground state of a polaron with 
wave vector k accurately at least for small k. Since the 
Lee -Low -Pines and the Hohler methods conserve the total 
wave vector and give good answers at least for the polaron 
self-energy at the weak and strong coupling limits, the 
construction of a generalized hybrid of their state 
functions will be attempted. The unnormalized Lee, Low, 
Pines and Hohler state functions, for Hamiltonian (1,1), 
may be written respectively as
with
f (v) 2£&*v + v^] ^ (3,1,2)
and
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|Hohler>
3-y r -y -y
d y exp[ik*y iZd(v)bie 1V 
v v
fi(x-y)|[0+]+> / (3,1,3)
where
d(v) Yo d3z (z) z) e ^v 'z (3,1,4)
and where fi(z) is a variational function.
One can easily show that the state function
Hybrid> = d3y exp{iic*[ty + (l-t)x]}
ft(x-y) exp[-i£E x*vb£b->-]
' V  V
V
exp[-iS e ^ V *^d(v)bt]|[0+]+>
v
v v v (3,1,5)
with
A !~y\ ri 'ir-? 2 2.-1d(v) = —  (l-2£k-v+ri v ) ,3-> -iv*zi„,-v. ,2 nd z e ft(z) , (3,1,6)
in which £, ri, £, and t are variational parameters, reduces 
to |Hohler> if one sets £=0, n=0, £=0, and t=l, and reduces 
to |L.L.P. > if one sets £=1, n-1, t=l, and ft(z) = S(z).
The expression
in |llybrid> has the form of a wave function for a two
particle system consisting of the electron with coordinate
x and a fictitious particle with coordinate y bound to- 
gether by a force which determines ft(x-y) as the ground 
state of the two particle system. The variational para­
meter t represents the ratio of the mass of the fictitious 
particle to the total mass of the two particle system. In 
order to obtain |Hohler> from |llybrid> one must set t=l,
which corresponds to a fictitious particle with an infinite
mass. With the electron in this fictitious bound state, 
the state function of the polarization field which mini­
mizes the energy of the electron-polarization field system 
has the form
exp[-iE e ^d (v) b^] | [0^;]^> .
v
The state function |Hybrid> is formed as the integral over 
y of the product of this polarization state and the state 
in which the electron is bound to a fictitious particle 
with coordinate y, generalized so that it conserves total 
wave vector and (as it turns out) gives good results for 
both strong and weak coupling.
If one refers to the last paragraph of the intro­
duction, he will find that a state function will be an 
eigenfunction of the total wave vector if it can be 
represented by Gi{j where G is given by Eg. (1,24) and ip is
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independent of the coordinate, x, of the electron.
Expression (3,1,5) is equivalent to
|Hybrid> = Gip (3,1,7)
where
* = d3y fi(x-y)
• T expC-iE e 1 Y d (v) bi]T_1T | [ , (3,1,8)
v  V  V
V
with
i (1- £) x* £ vbtb^
T = e v . (3,1,9)
Therefore |Hybrid> will be an eigenfunction of the total 
wave vector if \jj, given by Eq. (3,1,8), is independent 
of x. The expansion
CO
T = 1 + £ [i(l-c)x*£ b|b^]n/n! (3,1,10)
n=l v
shows that
because
The commutation relations, Eq. (2,2,6), imply that
T b*!"1 = b* e i d - O x - v  
V v
which may be used to show that
T exp[-iE e Y d(v)b*]T ^
v v
expc-ij e-i(1-c)v-(y-J) . (3;
V  v
If Eq. (3,1,11) and Eq. (3,1,14) are substituted into 
Eq. (3,1,8) the result is
, , r>* , «
,3-> itk*(y-x) -kd y e  2 ft(x-y)
v
exp[-i£ e i 1^ d(v)bi]|[0+]+>. (3,
->• V  V  V
The change of variable from y to z where
y = z + x (3,
transforms Eq. (3,1,15) into the equation
33
1,12)
1,13)
1,14)
1.15)
1.16)
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itk*z n = d. z e ft (-z)
-y ->
• exp[-iE e“1 (1”C)v*z d (^)b  ^| j-0 2 +>. (3,1,17)
-v V  ' V  V
Since ip as given by Eq. (3,1,17) is independent of the 
coordinate of the electron, |llybrid> is an eigenfunction 
of the total wave vector with corresponding eigenvalue 
equal to k.
Reference to the last paragraph of the introduction 
shows that using |Hybrid> as a trial state function for 
the original Hamiltonian, H(a), Eq. (1,1), is equivalent 
to using \pf given by Eq. (3,1,17), as a trial state 
function for the reduced polaron Hamiltonian, H (it) ,
Eq. (1,22).
The analytic form of ft is yet to be chosen. ’ The 
Coulomb and Gaussian functions given in Table I are 
likely candidates because the simplicity of these ground 
state functions for a particle in a coulomb or a simple 
harmonic potential makes the calculation feasible. Both 
functions were investigated and it was found that in the 
strong coupling limit, the Coulomb function lead to a 
self-energy which was slightly inferior to the Landau- 
Pekar result and to an erroneous effective mass, while 
the results obtained with the Gaussian function agreed 
with the Landau-Pekar results. The form
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3
£2(z) = P(B//?)2 exp(-32z2/2) , (3,1,18)
in which P and 3 are variational parameters^ is therefore 
chosen.
If expression (3,1,18) for ft(z) is substituted into 
Eq. (3,1,6) for d(v), the result, after performing the 
integration with respect to z, is
d(v) = Yq P^v  ^(1-2 git* v) +ri2v2) ^expC-(1~C) 2v^/ (43^) ]
(3,1,19)
The substitution of Eq. (3,1,18) into Eq. (3,1,17) yields, 
except for a normalization constant,
d^z exp[itic*z - i-3^z^J
-> _ -V
* exp[-i£ e 1  ^ z d(v)bi]|[0^]^>, (3,1,20)
v v
where d(v) is given by Eq. (3,1,19). Observe that for 
P=1 and n=l Eq. (3,1,2) reduces, except for a normalization 
constant, to a Lee-Low-Pines state function if one either 
sets £=1 or takes the limit as 3 approaches infinity.
The problem of approximating the polaron ground state
t • •energy, EQ (k), can be reduced by introducing new summation
indices and new variational parameters defined by the set
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of equations,
A2 = /2/n
B2 = 2/2" a P^ /(irri)
C = (l-C)/(ue) 
t = /Z t/3 
v' = nv//2
V  = Z2- c/n
x = 3z//2 . (3,1,21)
Equations (1,22), (3,1,19), (3,1,20), (3,1,21) and '
(1,3) yield
E^(k) = <1^ 1 H(it) |^>/<^Iip>, (3,1,22)
where
f/(£) = (ic-A2 S v'bib^ , ) 2 + £ b+,b->,
+ iY0A"2| f Vo$'-b+,) (3,1,23)
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and
1^  -,3+ llk-X-X= d x e
expC-iirA-3 (2/S) 2B£ e"2icx'v ’ g (v*) b+, ] | [0+, > ,  >
^  I V  V  V
(3,1,24)
with.
g(v’) = i-p (l-2£'it*v+2v?) 1 e C v '/2 (3,1,25)
and
lim Z = A
S->°° V 1 8 7T
d3v' . (3,1,26)
In these equations b+,, b+,, and J C0 ^ , , >  are related in
+
exactly the same manner as the original b^, b+, and
I [()->•]-».1 v v
This change of variables has reduced the number of 
variational parameters from six to five, namely A, B, C, x, 
and £.
From this point on the prime will be dropped from v' 
and £' for convenience in writing. This should cause no 
confusion since the original v and £ will no longer appear.
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(3,2) Analytical Evaluation
Expression (3,1,22) for the polaron ground state
suitable for numerical computation, in which the optimum 
values of all variational parameters but B and C have been 
analytically determined. If the reader does not wish to 
follow the details of this reduction he may skip to the 
sentence preceeding Eg. (3,2,109).
tenergy, Eq (k), will now be reduced to an analytic form
By use of Eqs. (3,1,22), (3,1,23) and (3,1,24)
• « M x 2) | tf(£) -k2 | $ (xx) >]t
•<$(x2) I 4>(x1) >}, (3,2,1)
where
H(£)-k2 = Z (1-2A2£* v+A4v2) b b^;*
->• V  V
V
4
+ A Z
+ iY0A"2 I ^
V
(3,2,2)
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0 , -2iCx, *v ,
I $ (x,) > = expC-i - 3- (g-) 2 BE e g(v)b+]
A v
|[0+]+>, (3,2,3)
and
<$(x2)| = <[0 +]+|
 ^. -y -y
j 2iCx^*v•s' 1
• exp[i ^ 3  (|)^ BE e 2 g(v)b+]. (3,2,4)
A v
The identities,
•  ~y ~y-2 iCXt-v
b^|$(x1)> = -i (g-)^  Bg (v) e 1 |$(x1)> (3,2,5)
A
and
_ , *> *>
2 iCx * v
« M x 2) I bi = <$(x2) | i ^ 3  (g-)^  Bg (v) e 2 , (3,2,6)
which are proved in Appendix [1,1]- may be employed to 
show that
« M x 2) |ff(^)-k2 |$($1)> = [Fx ( x ^ )
+{A2F2 (x1-x2) >2 - yQA 2f3 (x1 ,x2) ]<tj) (x2) | $ (x^ >,
(3,2,7)
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where
Fl(x} = B2E (l-2A2it*v+A4v2)g2 (v)e 2iCx*v , (3,2,8) 
SA v
F2 <;> = BV  92 (v)e-2iC^ ,  (3,2,9)
Z SA v
and,
^ ? -2iCx,-v 2iCx9 • v
3^xl ,x2^  “ “3 (S) B£ v 9(v )Ce +e ]
A v
(3,2,10)
In Appendix [1,2] it is proved that
<$(x2)|$ (xx)> =
—y  —y*
9 _1 O 9 . -2lC ( X , - X 0 ) * V
exp[2ir S XA °BZ£ (v) e 1  ^ ]. (3,2,11)
v
In the limit S-»°° Eq. (3,2,7) may be reduced, with the 
aid of Eqs. (3,1,25), (3,2,8), (3,2,9) , . (3,2 ,10) and
(3,2,11), to
<$ (x2) | H (it) -k2 | $ (xx) > =
F (x2~x^)[B2I(x 2~x )^ + A4B4b2 (x2~x1)
/277 -> * ->- A B —— [ (f(x2) + f (xx))],
/tt
(3,2,12)
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where
1(5) e fQ(x) - 2A2i M L(5) + A 4 f2 (5), 
B2f (5)
F (x) = e °
(3,
(3,
f0(x) = i—% 4tt
,3+ ->Z 2 2iCv*xd v v g (v) e (3,
a =0,1,2 , (3,
and
f(x) e
1 _
4tt
,3->- g(v) 2iCvx d v — — - e (3,
Equation (3,2,1) may be algebraically simplified with 
the aid of Eqs. (3,2,12), (3,2,13), and (3,2,14), to
E^ (ic) = k 2 + (T1 - T 3 )/T2 (3,
where
T, = j3->- d xn d^x2 exp[-ixit* (x2 -x1) -x2 -x2 +B2 fQ (x2 ~x^) ]
2.13)
2.14)
2.15)
2.16)
2.17)
2.18)
[B2I(x 2-X1) + A4B4f^ (x^x.^) ] , (2,3,19)
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T — 2
,3+d x,
3 - y 2 2 2
d X2exp[-ixk*(x2~x^)-x ^-X2+B fo (x2~x^)],
(3,2,20)
T — l3 d xn d3x2exp[-ixic* (j -^x.^ ) -x2-x2+B2fo (x2-x1) ]
AB(2a/7r)2 [f(x2 ) + f (x^)]. (3,2,21)
If a change of variable of integration from x2 to x where
X  =  X 2 -  , (3,2,22)
is made in the expressions for and T2 the result is
Ti =
/.3-»d x. ,3+ r . ^ "3- 2 „ 2 -> 2rd x exp[-ixk*x-x -2x1 ~2x 1 *x+B fQ (x)]
[B2 I(x) + A 4 B4 f2 (x)] (3,2,23)
and
T„ = ,3-* d x-, ,3"3 r • i* 2 _ 2 _*>■ ->- 2 j. ,-Kd x exp[-ixk*x-x -2x^-2x^*x+B fQ (x)].
(3,2,24)
Performing the integration in Eqs. (3,2,23) and (3,2,24)
• ,
with respect to x^ gives
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T, =
3,U/2)2 d2x exp[-ixit*x-x2/2 + B2fQ (x)]
[B2I (x ) + A 4 B4 f2 (x)] (3,2,25)
and
=
3
(tt/2) 2 d2x exp[-ixic*x-x2/2 + B 2 fQ (x)]. (3,2,26)
If one considers the symmetry of expression (3,2,21) 
for T^, with respect to interchange of x^ and an(^  the
fact that is real, it becomes obvious that may be 
written as
T_ = 2 a 3'^  d x. d^i^ exp[-ixic* (^-x^) -x2 -x2 +B2 fQ (X2 “X^) ]
AB (2 a/7r) 2 f (x-^ ) • (3,2,27)
The change of variable indicated by Eq. (3,2,22) transforms 
Eq. (3,2,2 7) into
T = 
3
3-> d x, d2x exp[-ixic*x-x2 -2x2 -2x*x^+B2 fo (x) ]
2AB(2a/7r)Js f (xx) (3,2,28)
where f(x^) is given by Eq. (3,2,17). Integration with
respect to x^, in Eq. (3,2,28), yields
44
= TrAir/a d^x exp[-iTk*x-x2 /2+B2f (x)]f_(x) (3,2,29)
O  3  r
where
f3 (5) = (4ir) - 1 d3v v ^g(v)exp[iCx*v-C2v 2 /2]. (3,2,30)
Substitution of Eq. (3,1,25) into Eqs. (3,2,15) and
(3,1,30) yields
f = h
• o -C2 v2->-& 2iCx*v
d 3^  ®______ ____________
v2 [1 - 2  £ic* v+2 v2 ]2
(A = 0 ,1 ,2 ) (3,2,31)
and
f3 (x) L_4 7T
. -C2V2 +icx*v
e ed v -k — — X
v [l-2 £k*v+2 v ']
(3,2,32)
Substitution of the expansions
[ 1 -2 £ic*v+2 v2] ^
T> ->
1 + + i M ^ 4  + 0 (k3)
l+2v [l+2 v ] [l+2 v ]
(3,2,33)
and
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[l-2 £k*v+2 v2 ] " 2 = ---  -a~t  + -^(-2-§.k ‘v)
[l+2 v r  [l+2 v ]
+ l il&L'l) + 0 (k3 j (3
[l+2 v ]
into Eqs. (3,2,31) and (3,2,32) gives
f (x) (Cx,C) . p (Cx,C) , - (Cx,C) , n 3. 
g2,S,,0 + g3,5- ,1 + 3 g4,£,2 + 0(k }
(* = 0 ,1 ,2 ) (3,
and
f3 (x)
Cx(^,c) Cx Cx(*p'C)
gl,0,0 + g2 ,0,1 + g3,0.,3 + ° (k } ' (3,
where
(Cx,b>
gn,£,:
= L_
4 TT d v
,2 2 -b v
v2 [l+2 v2]n
-►& 2iCx*v jv e (2 £k*v)J
(3,
Performance of the indicated integration over angles
(Cx b)in this expression for g^ q q yields
->■
00
(Cx,b) 
gn ,0 ,0
-b2 v2sin 2vCx e j ,0
— TxFCx----------TIT d v ' (32vCx [l+2v ]
2,34)
2,35)
2,36)
2,37)
,2,38)
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from which the other g functions may be generated with 
the aid of the equations
£(Cx,b) * _ 1 3  (Cx,b ) . .
gn,l,j 2 l ^ 3 C gn,0,j ' (3,2,39)
(Cx,b) . £ = 1 (Cx,b) . .
gn,l,j^0 k 2^k gn,0,j+1 (3,2,40)
and
9n , a, 3
_ ,1 3 . j (Cx+£k,b)
= (i 3C Jn , 1,0 (3,2,41)
S= 0
The results are
(Cx, c) - (x) -j, j
= n , £, j ? k (3,2,42)
with
r(x)
n,£, j
_,2 2 -C v
[l+2 v ]2,n Gti dv ' (3,2,43)
where
G0^0 = G(6 ) , (3,2,44)
= -2iyvG' (0) , (3,2,45)
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G0% = ^  C(sin 9 + 3G' (0))y2 " G ' (0)]f (3,2,46)
Gl*0 = "ivG'(0)x ' (3,2,47)
• 2 ^  = H~ [2G' (0) + sin 0], (3,2,48)
v . = — G^X  ^ (3 2 49)K ^1 , 1  2 0 , 2 '
x • G (xJ, = - — [ ( 0 cos 0 - 4sin 0 - 9G'(6))P2 
(Cx)
+ sin 0 + 3G'(0)1, (3,2,50)
and
g !;X\ = v2 G^X  ^ (j = 0,1,2) , (3,2,51)
2 , j 0 , j
wherein
G (0) = HiZJ. , (3,2,52)
G'(6 ) = G(0) , (3,2,53)
0 = 2Cvx , (3,2,54)
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and
A /V
y = k • x . (3,2,55)
tEquation (3,2,18) for EQ (k) may be reduced, with the 
aid of Eqs. (3,2,25), (3 ,2 ,26) ,. (3,2. ,29), (3,2,35), and
(3,2,42) , to
Eo * k 2 +
_x_ + B2f (x)
d3J e 2 2 ' 0 '0 *£) F (S)
+ B2f (X) 
d3x e 2 2 ,0 , 0  ^ (x) ^ (3,2,56)
where
“"V
ip(x) = exp{-ixi<*x+B2 [ 2 f 1 Ck+3fjXQ 2 ?2k2]} (3,2,57)
and
F (x) = B 2 I(x) + A4 B 4 f2 (x) - 2AB f (x) .
1 /? 3
(3,2,58)
This expression for F(x) may be expanded as a power series 
in k by use of Eqs. (3,2,13), (3,2,35), (3,2,36), and
(3,2,42). The result is
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F(x) = Rx + (Q-j^ Q + Q1/]L?)k
+ (^ 2,15 + Q2 f2? 2 ) k 2  + °(k3^  (3,2,59)
where
E1 ■= B 2 f0 ,O + A 4s 2f0 ,O +
- 2AB(2a/ir)!s , (3,2,60)
Ql,0 = -2a2b^  • ?2*1,0 ' (3,2,61)
°1 , 1  “ + + ^ ^ l . O  • ,1
- 2AB (2 a/7r) ^  ' (3,2,62)
Q2,l = "4a2b2^ * ^3^1 , 1  ' (3,2,63)
and
°2,2 " 3B2fifo,2 + 3fl4B2flf2,2
+ ga4 r4? ^  • , . J J f 2 (x)
+ 6A B 2,1,0 4,1,2 + 4A B 3,1,1
- 2AB (2a/ir) ^  £3*022 (3,2,64)
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*>■
An expansion in powers of k of iMx) as given by Eq. 
(3,2,57) gives
*(X) = 1 + (P1(0C + P0 ilT)k
+ (P2 52 +R3 5x+R4 T2 )k2 + 0(k3), (3,2,65)
where
Pl,0 2B f3,0,1 ' (3,2,66)
Pq ^ 2_ — iyx / (3,2,67)
R 2 2B f3,V,l + 3B f4 ,0 ,2 ' (3,2,68)
2 (t)
R3 = -2iB yx f3^q i / (3,2,69)
R4 = " 7 y 2 x 2  ' (3,2,70)
and
A A
y = k • x . (3,2,71)
Multiplication of Eq. (3,2,59) by Eq. (3,2,65) yields
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iMx)F(x) = R-l
+ [Qi,o + «Qi#i+Ripi#o>5 + Ripo,iT]k
+ [R5C2+R6?+R75T+RgT+RqT2]k2 f
+ 0(k3) , (3,2,72)
where
R5 Q2,2 + R1R2 + Q1,1P1,0 ' (3,2,73)
R 6 °2,1 + Q1,0P1,0 ' (3,2,74)
R7 = R1R3 + Q1,1P0,1 ' (3,2,75)
R 8 “ Ql,0P0,.l ' (3,2,76)
and
Rg = RXR4 . (3,2,77)
Substitution of Eq. (3,2,65) and Eq. (3,2,72) into Eq.
• • ,(3,2,56) and further expansion m  powers of k gives
E^ (it) = I1 + £ k2 + 0(k4) (3,2,78)
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■where
1+E1 C2 +E2 Ct+E3 t2 +I6 5+I8 t, (3,2,79)
which attains its minimum, with respect to E, and x, when
x = [2I8E1 -I6 E 2 ]/[E2 -4E1 E3] (3,2,80)
and
K = [2l6 E 3 -IgE 2 ]/[E2 -4E1 E3]. (3,2,81)
In these results
Ex = I5 - I1 I2 , (3,2,82)
E 2 = I? - I1 I3 , (3,2,83)
E 3 = I9 - I1 I4 , (3,2,84)
and
IN = (N = l,2,v.-,9) , (3,2,85)
where
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JN = R(x)Jn (x) dx (N 1,2,•••,10) , (3,2,86)
wherein
R(x) = x2 exp[-x2/2 + B 2 f2 Xg Q] (3,2,87)
and
T(x)
N Rjjtx,!!.) dy, (3,2,88)
In this last equation
^ ( x ^ )  = RN (N = 1,2, • • • 9) (3,2,89)
as given by Eqs. (3,2,60), (3,2,6 8 )-(3,2 ,70) , (3,2,73)-
(3,2,77), and
R1 0 (x,y) = 1 . (3,2,90)
For the purpose of performing the integration over 
y in Eq. (3,2,88) it is convenient to rewrite the content 
of Eqs. (3 ,2 ,44)- (3,2 ,54) in a form which explicates 
dependence upon y. By algebraic manipulation one obtains 
the following set of equations:
X 'Gi*l = y g 6 (x)// (Cx)
•g|x^ = (y2 g5 (x)-g2 (x))/(Cx)
->■
x *g|x  ^ = -it y2 g1 0 (x) + gxl(x)]/(Cx) 2 
G2,0
g2 *i = "2 iv>g8 (x)
G2^2 = S? “ g8 (x)] ' (3,2,91)
where the g functions are given by the set of equations
x>
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(x) = G(2Cvx)
g2 (x) = vG* (2Cvx)
2
g 3 (x) = v g-j^ x)
g^(x) = v sin(2Cvx)
g5 (x) = g4 (x) + 3g2 (x)
g6 (x) = g4 (x) + 2 g2 (x)
2
g^(x) = 2Cv x cos(2Cvx)
2
g8 ^  = v g2 ^
2
gg (x) = v g5 (x)
g10(x) =.-97 (x) " 4 ? 4 “ 9g2 (x)
. gn ( x) = ^4^) + 3g2 (x)
g12(x) = v2g4 (x)' (3,2,92)
wherein
and
G(0) = 0" 1 sin 0 (3,2,93)
G'(0) = e-2 [0 cos 0 - sin 0], (3,2,94)
Eq. (3,2,68) yields the following set of equations 
after substitutions are made using Eqs. (3,2,43), 
(3,2,60)-(3,2,64) , (3 ,2 , 6 6 ) - (3 , 2 , 7.0) , (3,2,73)-
(3,2,77), (3,2,87), and (3,2,91) and the integration with 
respect to y is performed:
Jx (x) = B 2 F2 ^1 (x) + A4 B 2 F2 ^3 (x) - A4 B4 F2 ^(x)
- 2AB(2 a/7T)3s F . (x/2)If 1
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J? (x) = J 1 (x)J3 (x) " ^ J5/2(x^
Jg(x) = | A 2B2 xF2 2 (x)
Jg (x) = (x) J4 (x)
J1 Q (x) = 1 , (3,2,95)
wherein
J5,1(X) = 5 T  Ca 4f 4,12(x )+F4,4(x >:|-8a 4b 4f 2,2<x >F4,8(x)
+ |a4 B 4 [F2 ^ 4 (x) +4F3 ^4 (x) F3 2^ (x) +6 F2^  (x) ]/ (cx) 2
Q 7\TJ X-
- (2 a/ir) 2 F 3 ^(x/2) , (3,2,96)
J5,2(x) = B F3,2(X^+A B F3,8(x) + Cx F2,2(x^F3,6 (x^
AB (2a/u)^ F2 2 (x/2) , (3,2,97)
and
Pn,*<X) =
°° 2 2 
[l+2v2] n e C V g^(x)dv. (3,2,98)
By algebraic manipulation of Eqs. (3,2,98) and 
(3,2,92)-(3,2,94) one obtains the relations
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(3,2,99)
(3,2,100)
(3,2,101)
and
(3,2,102)
In order to obtain the lowest upper bound to the 
self-energy it is necessary to minimize 1^ in Eq. (3,2,78)
with respect to the variational parameters occuring 
implicitly in it. For this purpose 1^ may be rewritten, 
by substituting (x) and J^^(x) from Eqs. (3,2,95) into 
Eq. (3,2,86) to obtain and which are then substituted
into Eq. (3,2,85) . The result is
I1 = [B2 K1 +A4 B2 K2 -2AB (— ■) ^  K 3 ]/K4 (3,2,103)
where
00
K
1
r (k)F2 1 (x) dx, (3,2,104)
/ -1-
0
00
K2 R (x) [F2 ^3 (x)-B2F ^ 2 (x) ] dx,
(3,2,105)
0
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K3 = R(x)F1 1 (x/2) dx, (3,2,106)
and
K4 = R(x) dx. (3,2,107)
Since the dependence of 1^ upon A is explicitly shown in 
Eq. (3,2,103) the optimum value of A can be analytically 
determined and is found to be
A = [B- 1 K 3/K2 : 1 / 3 (3,2,108)
The variational parameters B and C must be optimized 
numerically for each choice of a.
The final expressions for E^(k), given by Eq. 
(3,1,22), have now been obtained and are summarized below.
e£(£) = Eo + k2/y + 0(k4) (3,2,109)
,4^2 2 a,Eq = [B Kx + A B K 2 - 2AB (™) 2 K 3 ]/K4 (3,2,110)
y"1 = 1 + EXC2 + E2?t + E3t2 + I6S + IgT (3,2,111)
= j R(x )F2 ^ x ) dx (3,2,112)
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= R(x) CF2 ^3 (x) B 2F2 2 (x )^ (3,2,113)
K3 = R(x)F^ ^(x/2) dx (3,2,114)
K4 = R(x) dx (3,2,115)
R(x) = x2 exp[-x2/2 + B2 F2 ^(x)] (3,2,116)
A = [b" 1 ( ^ ) h K 3/K2 ] 1 / 3 (3,2,117)
? “ [2I6E3-I8E2]/[V 4E1E3] (3,2,118)
T  =  [ 2 I 8 E 1 - I 6 E 2 ] / [ E 2 - 4 E 1 E 3 ] (3,2,119)
E = Ir “ E I„ 1 5 o 2 (3,2,120)
E0 = I_ - E I-. 2 7 o 3 (3,2,121)
E3 = *9 " V 4 (3,2,122)
^  = JN/K4 (3,2,123)
JN = R(x)JN (x)dx, (N = 2,3, • • -9) (3,2,124)
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00
2-,-n -C v J e
2 2
[l+2v ] g^(x) dv (3,2,1.25)
0
Equations (3,2,92)-(3,2,95) for the and J^'s
are also needed in order to completely specify Eq and
y. Equations (3,2,99)-(3,2,102) reduce the number of
F g(x) functions which must be evaluated by numerical n,x,
integration to ten, namely
Since these functions occur implicitly in Eqs. (3,2,124) 
and (3,2,112)- (3 ,115) , in which integration with respect 
to x occurs, it is necessary to perform twelve double 
integrals numerically for each choice of the variational 
parameters B and C for each value of a in order to obtain 
E and y.
(3,3) Weak and Strong Coupling Expansions
If one assumes that C is proportional to a, or 
some higher power of a, in the weak coupling limit, and 
makes a weak coupling expansion of expressions (3,2,110) 
and (3,2,111) for Eq and y, and minimizes Eq with respect 
to B, the result is
(x/2), F
o
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Eo a + (/T2 - /6) a|C|/ / t t  + 0(a3) , (3,3,1)
y = 1 + a/ 6  + O(a3) , (3,3,2)
and
B2 = 2/2a/Tr (3,3,3)
Alternative assumptions regarding the behavior of C in 
the weak coupling limit were also investigated and were 
found to yield a greater self-energy than that given by 
Eq. (3,3,1). Since the least upper bound to the exact 
self-energy is the best one, the above assumption is 
necessarily correct. In view of Eq. (3,3,1) the optimum 
value of C is zero for all a in some neighborhood'of a=0.
A strong coupling expansion, outlined in Appendix
[1,3], of Eq and y as given by Eq. (3,2,110) and Eq. 
(3,2,111) with £ set to zero yields, after Eq is minimized 
with respect to B and C, the equations
Eo
2,,_ . _ /0 621 -2 , , -4.a / (3tt) - 3/2 - -rra + 0(a ) (3,3,4)
and
y = 16a^/(8l7r2) + 0(a2) (3,3,5)
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with
B 2 = 4 (3'rr/iT)"1 a2C + 0(a2) (3,3,6)
and
C = 4 a/ (3/rr) +0(a°). (3,3,7)
In order to obtain the first order dependence of C upon 
a it was found necessary to carry out the expansion for Eq 
to the order indicated in Eq. (3,3,4).
The variational parameter ?; was set to zero in the 
above expansions because the calculation is otherwise 
so long and tedious that it was considered impractical. 
Setting £=0 is justified for the following reasons:
1. Because Eq does not depend upon £ Eqs. (3,3,4), 
(3,3,6), and (3,3,7) are correct regardless of 
the choice of £.
2. In view of the variational principle the para­
meter £, which was built in to trial wave function 
in order to give a correct weak coupling effective 
mass, if it affects the leading order term in the 
strong coupling effective mass expansion at all, 
could only increase it.
3. Numerical calculations showed that the inclusion 
of the parameter £ increased the effective mass
at intermediate and strong coupling by an 
insignificant amount.
(3,4) Reduction to a One Parameter Theory
Numerical calculations show that there exist a 
critical value of the coupling coefficient, a^, 
approximately equal to 7, such that for a >_ the
optimum value of C is approximately given by
C ~ —  (a-2), (3,4,1)
3/?
while for a < the optimum value of C is zero. Thus if 
one seeks an absolute minimum to the self-energy, 
the trial state function j^>, Eq. (3,1,24), leads to a 
discontinuity in the slope of the Eq versus a curve and 
a discontinuous effective mass. This difficulty can be 
avoided by the following somewhat arbitrary choice for 
C(a) :
C(a) = —  [a + 2(e"a/2-l)3. (3,4,2)
3/tF
With this choice of C, the results obtained for E ando
y (optimized with respect to B) go smoothly from weak-to 
strong-coupling results which agree to leading order in 
a with the weak and strong coupling results previously ob­
tained, with only a slight change in Eq for intermediate a.’
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The trial state function, |^>, is thus effectively reduced 
to a function of only one variational parameter, B, whose
optimum value must be numerically determined.
(3,5) Numerical Results
For each of several values of the polaron coupling
constant, a, the IBM 360/65 computer was used to compute
the self-energy, Eq , and the effective mass, y, from
Eq. (3,2,110) and Eq. (3,2,111) with C given by Eq.
(3,4,2). The results are given in Table 3 along with the
2optimum values of the variational parameters A, B , £, t , 
and C. Information regarding numerical methods, computer 
programs, etc. is given in Appendix 2.
a 1 3 5 7 9 11
-Eo .9 33 2.61 4.60 7.05 10.3 14.4
V 1.16 1.65 3.10 9.96 53.3 184
A 1.31 1.89 2.60 3.38 4.34 5.38
B2 .872 4.50 15.7 . 43.5 104 201
1.10 .690 .770 .643 .568 .399
T .0212 .516 .506 .527 .430 .390
c .160 1.09 2.38 3. 81 5.28 6.78
TABLE 3
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The trial state function, | ip>, is thus effectively reduced 
to a function of only one variational parameter, B, whose
optimum value must be numerically determined.
(3,5) Numerical Results
For each of several values of the polaron coupling
constant, a, the IBM 360/65 computer was used to compute
the self-energy, EQ , and the effective mass, y, from
Eq. (3,2,110) and Eq. (3,2,111) with C given by Eq.
(3,4,2). The results are given in Table 3 along with the
2optxmum values of the varxatxonal parameters A, B , £, t , 
and C. Information regarding numerical methods, computer 
programs, etc. is given in Appendix 2.
a 1 3 5 7 9 11
-Eo .933 2.61 4.60 7.05 10.3 14.4
V 1.16 1.65 3.10 9.96 53.3 184
A 1.31 1.89 2.60 3.38 4.34 5.38
B2 .872 4.50 15.7 - 43.5 104 201
K 1.10 .690 .770 .643 .568 .399
T .0212 .516 .506 .527 .430 .390
c .160 1.09 2.38 3.81 5.28 6.78
TABLE 3
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Equations (3,1,21) and the paragraph following it give the 
relationships between the original variational parameters 
and those in Table 3.
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CHAPTER 4 
CONCLUSION
It was concluded in the summary of prior research 
that the character of the polaron self-energy is essen­
tially known. The polaron effective mass results 
previously obtained are more in doubt not only because the 
approximations used are less reliable for the effective 
mass but also because different authors employ different 
effective mass definitions which are not necessarily 
equivalent to Frohlich's correct definition within the 
framework of the approximations used. One may approximate 
the polaron mass according to Frohlich's definition from 
an approximate trial ground-state wave function only if 
the trial wave function used is an exact eigenfunction of 
the total polaron wave vector, K. There is no known such 
wave function which has been employed to numerical fruition 
to yield results for the polaron self-energy and effective 
mass exhibiting the correct results for weak coupling, 
the purportedly correct results for strong coupling, and 
a smooth transitional behavior for intermediate coupling.
It was the original motivation of the research reported 
here to find such a wave function. The trial wave function 
|Hybrid> was therefore constructed with such built-in 
properties that it is an exact eigenfunction of ^ and 
that it can be made to reduce to the trial wave functions 
of Lee, Low, and Pines and of Hohler by taking special
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choices for its variational parameters. It is therefore 
automatic that for any value of the fully optimized 
results for the polaron ground-state energy must be at 
least as accurate as the more accurate of these two 
approximations, the first of which gives weak-coupling 
results correctly to first order in a and the second of 
which, gives the proper form for the dependence upon a in 
the limit of large coupling. Moreover, since the Lee- 
Low-Pines approximation yields the polaron effective mass 
correctly to first order in a, the result based on 
|Hybrid> must also. Hohler's strong coupling effective 
mass differs by a factor of one-half from the Landau- 
Pekar result which is expected to be approximately correct. 
The variational parameter t in |Hybrid> was introduced to 
influence the effective mass, hopefully in such a way as 
to recover the Landau-Pekar effective mass for strong 
coupling.
The calculations in Chapter 3 show that with the 
variational parameters constrained according to Eq.
(3,4,2), |Hybrid> does yield results for the polaron self­
energy and effective mass which go smoothly from the 
correct first order weak-coupling results to the Landau- 
Pekar results for strong coupling. This smooth transition 
was obtained somewhat artificially, however, by imposing 
the constraint. If the constraint is not imposed, then 
the variationally optimized results degenerate to the
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Lee-Low-Pines results for all values of a less than a 
critical value of about seven. The difference in the 
polaron energy obtained with and without the constraint 
is slight, however, so that it seems sensible to impose 
the constraint in order to obtain the smooth transition.
It is useful to compare the present results with the 
results which Feynman and Schultz obtained by use of the 
Feynman path-integral method. Although their method does 
not provide a complete description of a low-energy polaron 
as does an approximate wave function, and although they 
employ a rather ad hoc redefinition of effective mass, at 
least their polaron self-energy is apparently quite 
accurate for all values of a and their effective mass may 
well approximate the "true" polaron mass. Their self­
energy is lower than the result reported in Table 3 and 
is therefore better, except to leading order in a in 
the limits of weak and strong coupling where agreement is 
reached. Agreement is similarly achieved for the effective 
mass in the limits of weak and strong coupling, but for 
intermediate coupling the results of Table 3 are somewhat 
lower than the Feynman-Schultz results. It should be 
pointed out, however, that although the self-energy is 
insensitive to variations of parameters near their optimum 
values, the effective mass is not. In fact, it was found 
that if the parameters p, £, /n, and C are set to zero and 
the polaron energy minimized with respect to the remaining 
parameters, £5 and t, then the analysis is greatly
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simplified, the self-energy is only slightly increased,
and the effective mass results become higher than the
Feynman-Schultz results by roughly the same amount that
14the results of Table 3 are below them. It is therefore 
apparent that the variational parameters in |Hybrid> 
could be taken as such functions of a that the effective 
mass results would coincide with the Feynman-Schultz 
results and at the same time the self-energy would come 
out only slightly higher than indicated in Table 3. This 
observation supports the contention that the Feynman- 
Schultz effective mass calculation does approximate the 
Frohlich polaron effective mass, in spite of the different 
definition of effective mass used by Feynman and Schultz.
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APPENDIX I 
MATHEMATICAL DEVELOPMENTS
[1,1]
It is required to show that
b^ >| $ (x) > = -id (v) e” 1 x *v |$(x)> , [1,1,1]
where
|*(x)> = exp[-i£ e"2lCx‘v d (v) bj ] | [0-v]+> [1,1,2]
v V  Vv
with
d(v) = ttA 2B (2/S) (v) . [1,1,3]
By expansion,
b+|t(J)> = bj I -t±>_ {£ e-2iCx'v 'd(v')bt,)n |[0»]?>
n=0 v'
= -T T1^  - 1 1 C0-D->+S + Z +  C d t v ^ d t v j )
n=l v,,v„,***,v.1 2 ' n
, -)■ -)- .
-2iCx*(vn+v„+*••+v )
• d ( v 3 ) • • * ^ ( v n ) e  n
b+b| bi ...b-t ]|C0»]*>. [1,1,4]
1 2  n
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But
b->b-> b-* • • *b->- C0->]->> = Cb-> b b-> • • *b->v v-, v~ v 1 v v v, v v~ v± 2. n 1 2 n
+ 6->- -»-b-»- b-> • • •b-*’ ] I [0->]-»V- , v V- v 0 v 1 v v 1' 2 3 n
= [b* b* b->b->- • • *b* +6-*- ->-b-> b* b*
V1 V2 V V3 Vn V2'V V1 V3 V4
+ 6-* ->bi b* • • *b* ]|[0+]+> 
vl'v V2 V3 vn V V
= b *  b i  • • *b* b-  ^I [ 0->■]->•> + E S-> -*-bi b *  • • *b*
V1 v2 vn V V V i=l Vi'V V1 V2 Vi-1
b-> • • «b-> [()-»•]-», [1,1,5]
v- ,, v 1 v v 'l+l n
where the first term after this last equality sign is 
zero because b^|C0^]^> = 0. Substitution of this result 
into [1,1,4] gives
. 00 -r_-nn n
b ^ | t ( x ) >  = Z — j j f -  Z + E
n=l ' 3=1 V1»V2 »* * *' vn
• d(v1)d(v2)••*d(vn) e
6-*- • *bi bi • • *b->- b-> • • *b-> ]|[0->]-». [1,1,6]v.,v v, v~ v. , v.,, v 1 v v L1 2 j-1 j+1 n
-2iCx*(v^+V2 +** *+vn)
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• a ,
Performing the sum over v^ inside the above square
bracket gives
b£|$(x)> = E Z d(v)
n=l 1 - j=l
-2iCx* ve
-> -> E -> d(V;L)d(v ) • • •d(v._1)d(v. ,)
+ H 
■2iCx* Z v.
-2iCx-v °° f-i)n n“1a(v)e v z i-ii- „ Z + n d(v.)
n=l • v1,v2,...vn_1 j=l 3
-2iCx*v.
e b^ I [0->-n-»v . 1 v v
3
-~y oo
. -2iCx*v, .N1 r v (—i) 
d (v) e (-i) [ Z TTT^rrT (£ d(v')
n=l • v 1
e-2iCx-v' b| t)n 1|[„+]£> . [1,1,7]
But the term in the last bracket is just |$(x)> so that
_ o • r~y
b£|$(x)> = [-id(v)e_ ] | £ (x) > [1,1,8]
and
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<$(x)|b£ = <$(x)|Cid(v)e"2lCx‘v]. [1,1/9]
[1,2]
It is required to prove that
£[d2 (v) exp{-2iC (x-^-x^ • v}]
<$(x2) ^(Xj^) > = e*
Iwhere |$(x)> is given by [1,1,2]. 
Write | $ (xx)> as
00 , .,n -2iCvx,
U(x, )> = Z ■ (E d(v)e 1bi)n |[0-v]-»i i' n! ^ v' 1L v v
00
E Z' d(v-,)d(v2) • • *d(v )exp[-2iCx1
n=0 n * v1 ,v2 ,--*,vn 1 z n i
(v.+v0 + ***+v ) ]b-+ b-^  • • »b-> [0-*]->->. [1,2,1]' 1 2  n v, v0 v 1 v v ' ’1 2  n
Here the prime on the sum means that the indices of 
summation are all different. Use of Z' rather than Z 
is justified because the sums are to be taken to integrals 
in accordance with Eq.(3,1,26). In the integral, the space 
corresponding to equal indices is of lesser dimension 
than that of the space over which the integration is 
being performed. Hence omission of repeated indices 
will not affect the value of the integral. Then
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n »n vi'v2'**’'vn
d(v«)d(vj)...d(v^ )
v i ' V2 '  —  ' v A'
+2iC [x~ • (v,' +v'+ • • *+v') ~xn • (v, +v~+* • • +v ) ] 2 1 2  n 1 1 2 n
<[0^]t|b-^b^, • • *b->,bt bt • •-bt I [0->]-» [1,2,2]V v 1 v' vI V' V.. V„ V 1 V V 1 2  n 1 2 n
Since the ,v2, • • • ,vn are all different and the
are all different, this last bracket will vanish
unless some permutation of the ordered set vJyV^, • ■ • ,v^
is equal to the ordered set v-.,v_,...,v (for which case1 2' ' n
n=n'), since otherwise, in the product inside the bracket, 
at least one of the b^,'s can be commuted to the far 
right or at least one of the b^ > 's can be commuted to 
the far left, either case yielding zero. Furthermore, 
for each of the n! permutations of the ordered set
, • • *, v^, which do yield the ordered set ^  ,V2 , *.* * / Vn f 
the value of the bracket is unity since v]y v2 ' * * ’' vn 
are all different. Therefore summation over n ' , ^ , ^ ,  
gives
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<$(x0)|$(x,)> [1,2,3]
i l+1) n l-.U n  ^ + i + a2(v >a2(v )---d2(v ) 
n=0 (n!) vi'v2 /’* */Vn
^iCtx^Xj). (v1+v2+---+vn) 
e (n!)
“ o -2iC(x -x~) -v
E 1 [E d (v)e 1 2 ]nn! ->■ n=0 v
£ Cd2 (v)exp{-2iC(x, ~x_)•v}] 
v
e . [1,2,43
[1,33
In order to expand the self-energy, Eq , and the
effective mass, y, given by Eqs. (3,2,110) - (3,2,125)
and (3,2,92) - (3,2,95), in a power series in the coupling
coefficient, a, for large a, it is necessary to first
make assumptions regarding the dependence of the
variational parameters B and C upon a in the strong -
coupling limit. If the results obtained, after the
expansion is made and Eq is minimized with respect to
B and C, are consistant with, the initial assumptions then
the initial assumptions are correct. In order to make
the correct assumptions the numerical calculations were
2done first and it was found that B is proportional to 
a and C is proportional to a in the strong-coupling
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limit. Because the procedure by which the normalization 
integral, , Eq. (3,2,115), is expanded is typical of 
the procedures involved in the expansion of all the 
integrals which occur in the expressions for Eq and y, 
it is sufficient to show how can be expanded in a 
power series in inverse a. It is convenient to replace 
R (X) given by Eq. (3,2,116) by the expression
R(X) = X2exp[-X2/2+B2 (F(X)-F(O))] [1,3,1]
2,1 2,1
so that the exponential will be unity fox X=0. This
will not change the value of Eq or y because the
2
additional factor, exp[-B F(0)], will be canceled when
2/1
the other integrals are devided by the normalization 
integral, K^. Substitution of Eq. [1,3,1] into 
Eq. (3,2,116) yields
K. = /“x2exp[-X2/2+B2 (F(X)-F(O))]dX. [1,3,2]
41 ° 2,1 2 , 1
In order to expand in a power series in inverse a 
it is convenient to change the variable of integration in 
Eq. £1,3,23 from X to t where
X = et
and e is a function of B and C whose form will be
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appropriately chosen later. With this change of variable 
Eq. [1,3,2] may be written as
K4 = e2 t2exp[-e2t2/2+B2 (F(et)-F(O))]dt . [1,3,3]
2,1 2,1
Equations (3,2,125), (3,2,92) and (3,2,93) yield 
00
F(et) = | (l+2v2)“2e"C v dv • [1,3,4]
2/1 ~
The function F(et) may be generated from a simpler
2,1
integral as indicated by the equation
00 n2 2 —C ve sxn(2Cvet)j n
2Cve't ^
oJ
[1,3,5]
y=0
If a power series expansion for (2Cvet) ^sin(2Cvet) is 
substituted into Eq. [1,3,5] the resulting series can 
be integrated term by term by use of tables. The result, 
after the indicated operations with respect to y are 
performed, may be written as
uu
7T v 2n (at)
F(et) = F(0) + —  h M B t Y T  t 
2,1. 2,1 4/Z n=l <2n+1>!
[ (2n+C2-l)ec2/2 erfc (C//2") - 2C//rr]C2n
11“  1
-l£L 2 (-1) 3 (n-l-j) (2j-1) ! IC2 ^ " ^ " 1}. [1,3,6]
/rr j=0
79
2
If the asymptotic expansion of exp(C /2) erfc (C/ -JT) for 
large C ( found on page 29 8 in the Handbook of Mathematical 
Functions) is substituted into Eq. [1,3,6] and e is 
chosen to be asymptotically proportional to a 
the result is
F ( et) = F (0) + ~  <5e2[-t2/3+t4e2/10+2t2S2
2,1 2,1 *
- t6e4/42-t4e2<52-15t264+0 (cf6) ] . [1,3,7]
wherein
C"1 . [1,3,8]
When Eq. [l,3,7] is substituted into Eq. [1,3,3] for 
K4 it is seen that the form of the resulting expression 
may be simplified if one chooses e so that
B 2 = / ir 6 e 2 . [ 1 , 3 , 9 ]
This choice is consistant with the assumptions made 
above. Slabstitution of Eqs. [1,3,7] and [1,3,9] into 
Eq. [1,3,3] leads to the result
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[l+f1 (t) e2+f2 (t) 62
+ f3 (t) e4+f4 (t) e2 62+f5 (t) 64+0(a_'6) ] , E1,-3, ^ ]
where the functions fN (t) are polynomials in t. The 
integration in Eq. [3,1,10] may be done analytically and 
the result is the desired series expansion of in powers
occuring in the expressions for Eq and y may be obtained 
in a similar manner and upon substitution of these series 
into the equations for Eq and yfseries expansions for Eq
If one then substitutes the series expansions given by 
the equations
into the expression for Eq and minimizes the result with 
respect to the coefficients alf a2 , b ^  and b2, the results 
given by Eqs. (3,3,4) - (3,3,7) are ultimately obtained. 
Since these results are consistent with the initial 
assumptions regarding B and C they are correct.
of of"^ . Power series expansions of the other integrals
and y are ultimately obtained in which e, <5, and a occur.
[1,3,11]
and
6 = b^a 2+0(a 2) [1,3,12]
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APPENDIX 2 
NUMERICAL CALCULATIONS
For each of several values of the coupling constant, 
a, the polaron self-energy, Eq , and the effective mass, 
y, as given by Eqs. (3,2,110)-(3,2,125), (3,2,92)- 
(3,2,95), and Eq. (3,4,2) were evaluated numerically 
using the Louisiana State University Computer Research 
Center IBM 360/65 computer. This machine employs 
approximately sixteen decimal digits of accuracy in the 
double precision mode, which was used for all calculations.
For the purpose of performing the single integrals,
F o (*)/ given in Eq. (3,2,125), the trapezoidal Romberg n , X/
quadrature method as programmed in the IBM Scientific 
Subroutine Package was modified to obtain accuracy to 
within a specifiable relative error rather than absolute 
error. This subroutine adjust the integration grid 
automatically and in such a way that each refinement 
samples the integrand at points evenly distributed over 
the integration range. With each grid refinement the 
difference between the present and immediately preceedirig 
approximation to the integral is calculated. If this 
difference does not decrease with successive refinements, 
then the integration is terminated and a "round off error" 
message is generated to indicate the possibility that the 
integrand was not calculated to the precision necessary
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to obtain the integral to the required accuracy.
The upper limits used for these (improper) single 
integrals .were obtained by requiring that an analytical 
overestimate to the contribution from the upper limit 
to infinity be less than a specified fraction of the 
already accumulated contribution.
Infinite series expressions for the ^(x) integrals 
were also obtained and used to compute the integrals for 
small x values by summing the series numerically. The 
values obtained with the series method agreed with those 
obtained by numerical integration within the limits of 
the specified accuracy over the range of x values for 
which both methods were applicable.
The JN integrals in Eq. (3,2/125) were also computed 
by the modified Romberg quadrature method described 
above.
The computer program was written so that it would 
automatically determine the optimum value of the vari­
ational parameter B within a specified accuracy.
Additional confidence in the accuracy of the numerical 
calculations is given by the fact that the numerical 
results merged with the analytically determined results 
in the weak- and strong-coupling limits.
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