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Continuing on recent computational and experimental work on jammed packings of hard ellipsoids
[Donev et al., Science, vol. 303, 990-993 ] we consider jamming in packings of smooth strictly convex
nonspherical hard particles. We explain why the isocounting conjecture, which states that for large
disordered jammed packings the average contact number per particle is twice the number of degrees
of freedom per particle (Z¯ = 2df ), does not apply to nonspherical particles. We develop first- and
second-order conditions for jamming, and demonstrate that packings of nonspherical particles can
be jammed even though they are hypoconstrained (Z¯ < 2df ). We apply an algorithm using these
conditions to computer-generated hypoconstrained ellipsoid and ellipse packings and demonstrate
that our algorithm does produce jammed packings, even close to the sphere point. We also consider
packings that are nearly jammed and draw connections to packings of deformable (but stiff) particles.
Finally, we consider the jamming conditions for nearly spherical particles and explain quantitatively
the behavior we observe in the vicinity of the sphere point.
I. INTRODUCTION
Jamming in disordered hard-sphere packings has been
studied intensely in past years [1–3], and recently pack-
ings of non-spherical particles have been investigated as
well [4, 5]. Computer simulations and experiments per-
formed for packings of hard ellipsoids in Ref. [4] showed
that asphericity, as measured by the deviation of the as-
pect ratio α from unity, dramatically affects the proper-
ties of jammed packings. In particular, it was observed
that for frictionless particles the packing fraction (den-
sity) at jamming φJ and the average coordination (con-
tact) number per particle Z¯ increase sharply from the
typical sphere values φJ ≈ 0.64 and Z¯ = 6 when moving
away from the sphere point α = 1. If one views φJ and
Z¯ as functions of the particle shape, they have a cusp
(i.e., they are non-differentiable) minimum at the sphere
point.
It has been argued in the granular materials literature
that large disordered jammed packings of hard friction-
less spheres are isostatic [6–8], meaning that the total
number of interparticle contacts (constraints) equals the
total number of degrees of freedom and that all of the
constraints are (linearly) independent. This property im-
plies that the average number of contacts per particle is
equal to the number of degrees of freedom per particle,
Z¯ = 2d. This prediction has been verified computation-
ally with very high accuracy [2, 3]. Most of previous
discussions of isostaticity have been restricted to systems
of spheres [6, 7], frictional systems [9], or systems of de-
formable particles [10]. For a general hard frictionless
particle shape, the obvious generalization of the argu-
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ments that have been used for hard frictionless spheres
would produce the expectation Z¯ = 2df , where df is the
number of degrees of freedom per particle (df = 2 for
disks, df = 3 for ellipses, df = 3 for spheres, df = 5 for
spheroids, and df = 6 for general ellipsoids). Although
it has already been noted in Ref. [8] that the arguments
for isostaticity only rigorously apply to perfectly spherical
systems, this does not appear to be widely appreciated,
and there appears to be a wide-spread expectation that
Z¯ ≈ 2df for large disordered jammed packings of hard
frictionless particles. We refer to this expectation as the
isocounting conjecture, since it is based on the expecta-
tion that the total number of (independent) constraints
equals the total number of degrees of freedom, that is,
that the packings are isoconstrained. We have referred
to this conjecture in the past as the isostatic conjecture
[4]; however, here we give a more mathematically precise
meaning to the term “isostatic”, as explained in Section
IV.
Since df increases discontinuously with the introduc-
tion of rotational degrees of freedom as one makes the
particles non-spherical, the isocounting conjecture would
predict that Z¯ would have a jump at α = 1. Such a
discontinuity was not observed in Ref. [4], rather, it
was observed that ellipsoid packings are hypoconstrained,
Z¯ < 2df , near the sphere point, and only become close
to isoconstrained for large aspect ratios (but still remain
hypoconstrained). These findings support the theoretical
predictions in Ref. [8] that in general systems of non-
spherical particles would be hypoconstrained and that
the properties of packings should depend mildly on the
exact particle shape.
The isocounting conjecture, as expressed by several of
our colleagues, appears to be based on several wrong as-
sumptions arising because of the use of linearization in
the treatment of the interparticle impenetrability con-
2straints. Reference [8] terms this linearization as the
“approximation of small displacements” (ASD). Firstly,
it has been stated that a hypoconstrained packing cannot
be rigid (jammed) due to the existence of floppy modes
[10], which are unjamming motions (mechanisms) derived
within a linear theory of rigidity. Additionally, various
force-based arguments have been given [9] without realiz-
ing that forces themselves are first-order Lagrange multi-
pliers and do not necessarily exist when one considers per-
fectly hard particles outside of the linear (first-order) ap-
proximation. Reference [8] states that the ASD approxi-
mation is “indispensable if one wishes to deal with linear
problems...In the case of granular systems, it will also
lead to a linearization of the problems, for the curvature
of configuration spaces will be ignored.” The observation
that terms of order higher than first need to be consid-
ered is emphasized in Ref. [8]: “When floppy modes ex-
ist..., they appear as marginally unstable and one cannot
tell whether, to higher orders, they actually destabilize
the equilibrium configuration.” However, the mathemat-
ical analysis extending beyong the ASD is not developed
except for spheres [8]. If the curvature of the particles
at the point of contact is included in a second-order ap-
proximation (still for infinitesimaly small displacements),
then it can be seen that hypoconstrained packings of non-
spherical hard packings can in fact be rigid, jammed, or
stable (these terms are defined in Section IV). One does
not need to consider particle deformability, friction, large
displacements, or stability under a specific applied load
such as gravity, in order to see why packings of nonspheri-
cal particles are generally hypoconstrained. Through the
second-order mathematical analysis it will become clear
that pre-existing (internal) stresses inside the packing are
essential, as already realized in Ref. [10]. While this pre-
stress is merely a mathematical tool for static packings of
perfectly hard frictionless particles, for realistic systems
particle deformability, history of preparation, and applied
loads all bear a strong influence on the internal stresses
in the packing and thus the mechanical properties of the
system.
In this paper, we generalize our previous theoretical
and computational investigations of jamming in sphere
packings [2, 11] to packings of nonspherical particles, and
in particular, packings of hard ellipsoids. We generalize
the mathematical theory of rigidity of tensegrity frame-
works [12, 13] to packings of nonspherical particles, and
demonstrate rigorously that the computer-generated el-
lipsoid packings we studied in Ref. [4] are jammed even
very close to the sphere point. Armed with this theoret-
ical understanding of jamming, we also obtain a quanti-
tative understanding of the cusp-like behavior of φJ and
Z¯ around the sphere point. Specifically, we:
• Explain why the isocounting conjecture does not
apply to nonspherical particles.
• Develop first- and second-order conditions for jam-
ming, and demonstrate that packings of nonspher-
ical particles can be jammed even though they are
hypoconstrained.
• Design an algorithm that uses the jamming condi-
tions to test whether computer-generated hypocon-
strained ellipsoid and ellipse packings are jammed,
and demonstrate numerically that our algorithm
does produce jammed packings, even close to the
sphere point.
• Study the thermodynamics of packings that are
nearly jammed and draw connections to packings
of deformable (but stiff) particles.
• Develop first-order expansions for nearly spherical
particles and explain quantitatively the behavior
we observe in the vicinity of the sphere point.
A. Random Jammed Packings of Hard Ellipsoids
The packing-generation algorithm we employ general-
izes the Lubachevsky-Stillinger (LS) sphere-packing al-
gorithm [14] and is described in detail in Ref. [15]. The
method is a hard-particle molecular dynamics (MD) algo-
rithm for producing dense disordered packings. Initially,
small particles are randomly distributed and randomly
oriented in a box with periodic boundary conditions and
without any overlap. The particles are given velocities
(including angular velocities) and their motion followed
as they collide elastically and also expand uniformly. As
the density approaches the jamming density, the collision
rate diverges. In the jamming limit, the particles touch
to form the contact network of the packing, exerting com-
pressive forces on each other but not being able to move
despite thermal agitation (shaking). If the rate of par-
ticle growth, or expansion rate γ, is initially sufficiently
large to suppress crystallization, and small enough close
to jamming to allow for local relaxation necessary for
true jamming, the final packings are disordered and rep-
resentative of the maximally random jammed[46] (MRJ)
state [16] (corresponding to the least ordered among all
jammed packings).
Note that the computational methodology presented
in Ref. [2] applies to ellipsoids as well and we do not re-
peat the details presented there. The ellipsoid packings
produced by the algorithm do not show signs of local or
global crystallization. The exact phase diagram for hard
ellipsoids is not known, and in particular, it is not known
what the high-density crystal phase is [17]; however, it is
expected that nematic ordering is present at high densi-
ties. The produced packings do not show (global) ne-
matic order to within statistical accuracy [4, 18]. A
more detailed analysis of the local (translational and ori-
entational) correlations in truly jammed ellipsoid pack-
ings has not been performed to our knowledge, however,
based on our experience with spheres we expect our al-
gorithm to supress crystallization under appropriate con-
ditions [2]. Sphere packings have been observed to have
a substantial fraction of rattling particles (∼ 2.5%) [2],
3and such rattlers are also observed in packings of nearly-
spherical ellipsoids. However, the fraction of rattlers ap-
pear to rapidly decrease as asphericity is increased, so
that the majority of ellipsoid packings we have generated
do not have any rattlers at all. For spheres, the pack-
ings produced with the MD algorithm can be very close
to the jamming point, so that the interparticle gaps are
close to numerical precision (∼ 10−15) [2]. Similar pre-
cision can be achieved for ellipsoids, however, this takes
at least an order of magnitude more computational effort
(or even two orders of magnitude for very aspherical el-
lipsoids). Typically we have jammed the packings to a
reduced pressure p ∼ 106 − 109, which ensures that the
distance to jamming is on order of 10−9−10−6. To really
identify the exact contact network in the jamming limit
requires even higher pressures for larger packings due to
existence of a multitude (more specifically, a power-law
divergence) of near contacts in disordered packings [2].
However, with reasonable effort the average coordina-
tion number Z¯ can be identified within one percent even
for systems of N = 105 ellipsoids. Those packings for
which we perform an exact analysis of the contact net-
work (such as, for example, rigorously testing for jam-
ming) have been prepared carefully and are sufficiently
close to the jamming point to exactly identify all of the
true contacts.
In Fig. 1 we show newer results than those in Ref.
[4] for the jamming density φJ and contact number Z¯
of jammed monodisperse packings of hard ellipsoids in
three dimensions. The ellipsoid semiaxes have ratios
a : b : c = 1 : αβ : α where α > 1 is the aspect ratio (for
general particle shapes, α is the ratio of the radius of the
smallest circumscribed to the largest inscribed sphere),
and 0 ≤ β ≤ 1 is the “oblateness”, or skewness (β = 0
corresponds to prolate and β = 1 to an oblate spheroid).
It is seen that the density rises as a linear function of
α − 1 from its sphere value φJ ≈ 0.64, reaching den-
sities as high as φJ ≈ 0.74 for the self-dual ellipsoids
with β = 1/2. The jamming density eventually decreases
again for higher aspect ratios, however, we do not inves-
tigate that region in this work. The contact number also
shows a rapid rise with α−1, and then plateaus at values
somewhat below isoconstrained, Z¯ ≈ 10 for spheroids,
and Z¯ ≈ 12 for nonspheroids. In Section IX we will need
to revert to two dimensions (ellipses) in order to make
some analytical calculations possible. We therefore also
generated jammed packings of ellipses, and show the re-
sults in Fig. 2. Since monodisperse packings of disks
always crystallize and do not form disordered jammed
packings, we used a binary packing of particles with one
third of the particles being 1.4 times larger than the re-
maining two thirds. The ellipse packings show exactly
the same qualitative behavior as ellipsoids.





















Figure 1: (Color online) Jamming density and average con-
tact number (inset) for packings of N = 10000 ellipsoids with
ratios between the semiaxes of 1 : αβ : α [c.f. Fig. (2) in
Ref. [4]]. The isoconstrained contact numbers of 10 and 12
are shown as a reference.































Figure 2: (Color online) Average contact number and jam-
ming density (inset) for bi-disperse packings of N = 1000 el-
lipses with ratios between the semiaxes of 1 : α, as produced
by the MD algorithm using two different expansion rates γ
(affecting the results only slightly). The isoconstrained con-
tact number is 6. The results of the leading-order (in α − 1)
theory presented in Section IX are shown for comparison.
B. Non-Technical Summary of Results
In this Section, we provide a non-technical summary
our theoretical results and observations discussed in the
main body of the paper. This summary is intended to
give readers an intuitive feeling for the mathematical for-
malism developed in this work and demonstrate the phys-
ical meaning and relevance of our results. We will refer
the interested reader to appropriate sections to find ad-
ditional details.
One aim of this paper is to explain the numerical re-
sults presented in Section IA. In particular, we will ex-
plain why jammed disordered packings of ellipsoids are
4strongly hypoconstrained near the sphere point, and also
why, even far from the sphere point, ellipsoid packings are
hypoconstrained rather than isoconstrained as are sphere
packings. By a jammed packing we mean a packing in
which any motion of the particles, including collective
combined translational and rotational displacements, in-
troduces overlap between some particles. Under appro-
priate qualifications, a jammed packing can also be de-
fined as a rigid packing, that is, a packing that can resolve
any externally applied forces through interparticle ones.
1. Hypostatic Packings of Nonspherical Particles Can be
Jammed
As explained in Section IV, the isoconstrained property
is usually justified in two steps. First, non-degeneracy is
invoked to demonstrate the inequality Z¯ ≤ 2df , then,
the converse inequality Z¯ ≥ 2df is invoked to demon-
strate the equality Z¯ = 2df . The inequality Z¯ ≥ 2df
is usually justified by claiming that a packing cannot be
jammed without having more contacts (impenetrability
constraints) than degrees of freedom. A hypoconstrained
packing necessarily has “floppy” or zero modes, which
are collective motions of the particles that preserve the
interparticle distances to first order in the magnitudes
of the particle displacements. It is claimed that such
floppy modes are not blocked by the impenetrability con-
straints and therefore a hypoconstrained packing cannot
be jammed. Alternatively, it is claimed that externally
applied forces that are in the direction of such floppy
modes cannot be resisted (sufficiently) by the interparti-
cle forces and therefore the packing cannot be rigid. We
will now explain, through an example, why these claims
are wrong and, in fact, why a hypoconstrained packing
can be jammed/rigid if the curvature of the particles at
the point of contact is sufficiently flat in order to block
the floppy modes.
Consider an isoconstrained jammed packing of hard
circular disks, as illustrated in Fig. 3. In reality, the
disks would be elastic (soft) but stiff, and let’s imagine
the system is under a uniform state of compression, so
that the particles are exerting compressive forces on each
other. If there are no additional external forces, the inter-
particle forces would be in force equilibrium. The packing
is translationally jammed, and the disk centroids are im-
mobile; however, the (frictionless) disks can freely rotate
without introducing any additional overlap. That is, if
we take into account orientational degrees of freedom,
the disk packing would not be jammed. It would possess
floppy modes consisting of particles rotating around their
own centroids. These floppy modes are however trivial
at the circle (sphere) point in that they do not actually
change the packing configuration.
Now imagine making the particles non-circular (or non-
spherical in three dimensions), and in particular, making
them polygons, so that the point contacts between the
disks become (extended) contacts between flat sides of
Figure 3: (Color online) A jammed packing of hard disks
(colored yellow) is converted into a jammed packing of non-
spherical particles by converting the disks to polygons (col-
ored in different colors), without changing the contact net-
work or contact forces. This preserves the jamming property
since the floppy modes composed of pure particle rotations
are blocked by the flat contacts. Jamming would also be pre-
served if the disks swell between the original shape and the
polygonal shape, so that the curvature of the particle surfaces
at the point of contact is sufficiently flat.
the polygons. The floppy modes still remain, in the sense
that rotations of the polygons, to first order, simply lead
to the two tangent planes at the points of contact sliding
along each other without leading to overlap. However, it
is clear that this is only a first-order approximation. In
reality, the polygons cannot be rotated because such ro-
tation leads to overlap in the extended region of contact
around the point of contact. To calculate the amount of
overlap, one must use second-order terms, that is, con-
sider not only the tangent planes at the point of contact
but also the curvature of the particles at the point of
contact. Low curvature, that is, “flat” contacts, block ro-
tations of the particles. It should be evident that even
if the radius of curvature is not infinite, but exceeds a
certain threshold[47], the floppy modes would in fact be
blocked and the packing would be jammed despite be-
ing hypoconstrained. In fact, the packing has exactly as
many contacts as the original disk packing.
It is important to note that contact curvature cannot
block purely translational particle displacements unless
one of the particles is curved outward, i.e., is concave
(e.g., imagine a dent in a table and a sphere resting in it,
not being able to slide translationally). If the particles
shapes are convex, a packing cannot have fewer contacts
than there are translational degrees of freedom, that is,
Z¯ ≥ 2d. This explains why hypersphere packings are
indeed isoconstrained. It is only when considering rota-
tional degrees of freedom that jammed packings can be
5hypoconstrained.
Those that prefer to think about rigidity (forces) would
consider applying external forces and torques on the par-
ticles in the example from Fig. 3. The forces would
clearly be resisted just like they were in the jammed disk
packing. However, at first sight, it appears that torques
would not be resisted. In fact, it would seem that torques
cannot be resisted by interparticle forces since, for each
of the particles, the normal vectors at the points of con-
tact all intersect at a single point (the center of the hard
disks) and therefore the net torque is identically zero.
This argument, however, neglects an important physical
consideration: the deformability of the particles. Namely,
no matter how stiff the particles are, they will deform
slightly under an applied load. In particular, upon appli-
cation of torques, the particles will rotate and the nor-
mal vectors at the points of contact would change and no
longer intersect at a single point, and the packing will be
able to resist the applied torques. One may be concerned
about the amount of rotation necessary to resist the ap-
plied load. If the packing needs to deform significantly
to resist applied loads, should it really be called rigid?
To answer such concerns, one must calculate the par-
ticle displacements needed to resist the load. Such a cal-
culation, carried out for deformable particles in Section
VIII, points to the importance of the pre-existing (i.e.,
internal) contact forces. This is easy to understand phys-
ically. If the packing is under a high state of compression,
the interparticle forces would be large and even a small
change in the packing geometry (deformation) would re-
sist large torques. If, on the other hand, the internal
forces (stresses) are small, the particles would have to
deform sufficiently to both induce sufficiently large con-
tact forces and to change the normal vectors sufficiently.
This kind of stability, requiring sufficiently large internal
stresses, is well-known for engineering structures called
tensegrities. These structures are built from elastic ca-
bles and struts, and are stabilized by stretching the cables
so as to induce internal stresses. Beautiful and intriguing
structures can be built that are rigid even though they
appear not to be sufficiently braced (as bridges or other
structures would have to be).
While the above discussion focused on packings of
macroscopic elastic particles, similar arguments apply
also to systems such as glasses. For such systems,
floppy modes are manifested as zero-frequency vibra-
tional modes, that is, zero eigenvectors of the dynamical
matrix. The calculations in Section VIII show that for
nonspherical particles, the dynamical matrix contains a
term proportional to the internal forces and involving the
contact curvatures. If the system is at a positive pressure,
the forces will be nonzero and this term contributes to
the overall dynamical matrix. In fact, it is this term that
makes the dynamical matrix positive definite, i.e., that
eliminates zero-frequency modes despite the existence of
floppy modes.
2. Translational Versus Rotational Degrees of Freedom
Having explained that hypoconstrained packings of
nonspherical particles can be jammed if the interparticle
contacts are sufficiently flat, we now try to understand
why packings of nearly spherical particles are hypocon-
strained. The analysis will also demonstrate why pack-
ings of hard ellipsoids are necessarily denser than the
corresponding sphere packings.
The first point to note is that disordered isoconstrained
packings of nearly spherical ellipsoids are hard to con-
struct. In particular, achieving isocounting near the
sphere point requires such high contact numbers [specif-
ically, Z¯ = d(d + 1)] that translational ordering will be
necessary. Translationally maximally random jammed
(MRJ) sphere packings have Z¯ = 2d, and even if one con-
siders the observed multitude of near contacts [2], they
fall rather short of Z¯ = d(d+ 1). It seems intuitive that
translational crystallization would be necessary in order
to raise the contact number that much. In other words,
in order to gain sufficiently many constraints, one would
have to sacrifice translational disorder. Furthermore,
there is little reason to expect packings of nearly spherical
particles to be rotationally jammed. Near the jamming
point, it is expected that particles can rotate significantly
even though they will be translationally trapped and rat-
tle inside small cages, until of course the actual jamming
point is reached, at which point rotational jamming will
also come into play. Therefore, it is not surprising that
near the sphere point, the translational structure of the
packings changes little.
Mathematically, jamming is analyzed by using a Tay-
lor expansion of the interparticle distances in the parti-
cle displacements. At the first-order level, this expan-
sion contains first-order terms coming from translations
and from rotations and involving the contact points and
contact normals. The expansion also contains second-
order terms from translations, rotations and combined
motions, involving additionally the contact curvatures.
And of course, there are even more complicated higher-
order terms. One should be careful of such a Taylor ex-
pansion for two reasons. First, the expansion assumes
that terms coming from translations and rotations are
of the same order. This is clearly not true for neither
the case of perfectly spherical particles, when rotational
terms are identically zero, nor for the case of rods or
plates, where even a small rotation can cause very large
overlap. Second, the expansion assumes that various
quantities related to the particle and contact geometry
(for example, the contact curvature radii) are of simi-
lar order. This fails, for example, for the case of pla-
nar (flat) contacts, where even a small rotation of the
particles leads to significant overlap far from the point
of contact. These subtle points arise only when consid-
ering aspherical particles and should caution one from
blindly generalizing the mathematical formalism of jam-
ming developed and tested only within the context of
sphere packings.
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spherical ellipsoids as a perturbation of jammed sphere
packings in which the particles, following a slight change
of the particle shape away from perfect spherical sym-
metry, translate and rotate in order to re-establish con-
tacts and jamming. While the necessary particles’ trans-
lations are small, the particle rotations are large. In
fact, rotational symmetry is broken, and particles must
orient themselves correctly, so that contacts can be re-
established, and also so that forces and torques become
balanced. This symmetry breaking is the cause of the
cusp-like non-analyticity of the density as a function of
particle shape [4]. We will see that the particle orienta-
tions in the final jammed packing of nearly spherical ellip-
soids are not random, but rather, they are determined by
the structure of the initial sphere packing. Of course, as
aspect ratio increases, rotations become more and more
on equal footing with translations, and the packings be-
come both truly translationally and orientationally dis-
ordered.
This picture of jamming in the vicinity of the sphere
point also explains why the density rises sharply near the
sphere point for ellipsoids. Start with a jammed sphere
packing and apply an affine transformation to obtain an
aligned (nematic) packing with exactly the same density.
This packing will not be rotationally jammed, and by
displacing the particles one will be able to open up free
volume between them and therefore increase the density.
We will show that in fact the maximal increase in the
density is obtained for the choice of particle orientations
that balances the torques on the particles in addition to
the forces. Therefore, the jammed disordered ellipsoid
packings we obtain near the sphere point are the densest
perturbation of the corresponding sphere packings. The
added rotational degrees of freedom allow one to increase
the density beyond that of the aligned (nematic) packing,
which for ellipsoids has exactly the same density as the
sphere point.
In conclusion, near the sphere point, there is a compe-
tition between translational and rotational jamming and
also between translational and rotational disorder. At
the sphere point α = 1, and in this neighborhood, trans-
lational degrees of freedom win. As one moves away from
the sphere point, however, translational and rotational
degrees of freedom start to play an equal role. For very
large aspect ratios, αÀ 1, it is expected that rotational
degrees of freedom will dominate, although we do not
investigate that region here.
C. Contents
Before proceeding, we give an overview of our notation
in Section II. In Section III, we discuss the non-overlap
conditions between convex hard particles. In Section IV,
we define jamming and investigate the reasons for the fail-
ure of the isocounting conjecture for nonspherical parti-
cles. In Section V, we develop the first- and second-order
conditions for jamming in a system of nonspherical par-
ticles, and then design and use a practical algorithm to
test these conditions for ellipsoid packings in Section VI.
In Section VII, we consider the thermodynamical behav-
ior of hypoconstrained packings that are close to, but not
quite at, the jamming point. In Section VIII, we discuss
the connections between jammed packings of hard parti-
cles and strict energy minima for systems of deformable
particles. In Section IX, we focus on packings of nearly
spherical ellipsoids, and finally, offer conclusions in Sec-
tion X.
It is important to note that Sections III, V, and VI are
highly technical, and may be either skipped or skimmed
by readers not interested in the mathematical formalism
of jamming. Readers interested in specific examples of
hypoconstrained packings are referred to Section IVB2
and Appendix A.
II. NOTATION
We have tried to develop a clear and consistent nota-
tion, however, in order to avoid excessive indexing and
notation complexity we will often rely on the context for
clarity. The notation is similar to that used in Ref. [15]
and attempts to unify two and three dimensions when-
ever possible. We refer to reader to Ref. [15] or Ref.
[19] for details on representing particle orientations and
rotations in both two and three dimensions.
We will use matrix notation extensively, and denote
vectors and matrices with bolded letters, and capitalize
matrices in most cases. Infinite-dimensional or discrete
quantities such as sets or graphs will typically be denoted
with script letters. We will often capitalize the letter de-
noting a vector to denote a matrix obtained from that
vector. Matrix multiplication is assumed whenever prod-
ucts of matrices or a matrix and a vector appear. We
prefer to use matrix notation whenever possible and do
not carefully try to distinguish between scalars and ma-
trices of one element. We denote the dot product a · b
with aTb, and the outer product a ⊗ b with abT . We
denote a vector with all entries unity by e = 1, so that∑
i ai = e
Ta. We consider matrices here in a more gen-
eral linear operator sense, and they can be of order higher
than two (i.e., they do not necessarily have to be a rect-
angular two-dimensional array). We refer to differentials
as gradients even if they are not necessarily differentials
of scalar functions. Gradients of scalars are considered
to be column vectors and gradients of vectors or matri-
ces are matrices or matrices (linear operators) of higher
rank.
A. Particle Packings
A jammed particle packing has a contact network in-
dicating the touching pairs of particles {i, j}. We will
sometimes talk about a particular particle i or a particu-
7lar contact {i, j} ≡ ij and we will usually let the context
determine what specific particle or contact is being re-
ferred to, or, if deemed necessary, put subscripts such
as i or ij to make it specific what particle or contact is
being referred to. The contact ji is physically the same
undirected contact as ij, but the two directed contacts
are considered distinct.
There are two primary kinds of vectors x, particle
vectors X = (xi) = (x1, . . . ,xN ), which are obtained
by concatenating together the vectors xi (typically of
size of the order of the space dimensionality d) corre-
sponding to each of the N particles, and contact vectors
y = (yij) = (y1, . . . , yM ), obtained by concatenating to-
gether the (typically scalar) values yij corresponding to
each of the M contacts (numbered in arbitrary order
from 1 to M). Note the capitalization of particle vec-
tors, which we will often do implicitly, to indicate that
one can view X as a matrix where each row corresponds
to a given particle. If a contact vector agglomerates a
vector quantity attached to each contact, for example,
the common normal vector n at the point of contact of
two particles, it too would be capitalized, e.g.,N = (nij).
1. Packing Configuration
A packing is a collection of N hard particles inRd such
that no two particles overlap. Each particle i has df con-
figurational degrees of freedom, for a total of Nf = Ndf
degrees of freedom. A packing Q = (Q, φ) is charac-
terized by the configuration Q = (q1, . . . ,qN ) ∈ RNf ,
determining the positions of the centroid and the ori-
entations of each particle, and the packing fraction (den-
sity), φ, determining the size of the particles. For spheres
Q ≡ R corresponds to only the positions of the centroids,
and df = d. For nonspherical particles without any axes
of symmetry there are an additional d(d − 1)/2 rota-
tional degrees of freedom, for a total of df = d(d + 1)/2
degrees of freedom. In actual numerical codes particle
orientation is represented using unit quaternions, which
are redundant representations in the sense that they use
d(d− 1)/2 + 1 coordinates to describe orientation. Here
we will be focusing on displacements of the particles ∆Q
from a reference jammed configuration QJ , and therefore
we will represent particle orientations as a rotational dis-
placement from a reference orientation ∆ϕ. In two di-
mensions ∆ϕ = ∆ϕ simply denotes the angle of rotation
in the plane, and in three dimensions the direction of ∆ϕ
gives the axis of rotation and its magnitude determines
the angle of rotation. For simplicity, we will sometimes
be sloppy and not specifically separate centroid positions
from orientations, and refer to qi as (a generalized) po-
sition; similarly, we will sometimes refer to both forces
and torques as (generalized) forces.
2. Rigidity Matrix
For the benefit of readers not interested in the mathe-
matical formalism, we briefly introduce the concepts and
notation developed in more detail in Section III.
We denote the distance, or gap, between a pair of hard
particles i and j with ζij . When considering all of the M
contacts together, the gradient of the distance function
ζ = (ζij) with respect to the positions (i.e., displace-
ments) of the particles is the rigidity matrix A = ∇Qζ.
This linear operator connects, to first order, the change
in the interparticle gaps to the particle displacements,
∆ζ = AT∆Q. We denote the magnitudes of the com-
pressive (positive) interparticle forces carried by the par-
ticle contacts with f = (fij), fij ≥ 0, where it is as-
sumed that the force vectors are directed along the nor-
mal vectors at the point of contact (since the particles
are frictionless). The total forces and torques exerted on
the particles B (alternatively denoted by ∆B if thought
of as force imbalance) are connected to the interparticle
forces via a linear operator that can be shown to be the
conjugate (transpose) of the rigidity matrix, B = Af .
A subtle point that we will return to later is the role of
the density φ. Since we are interested in (locally) maxi-
mally dense disordered packings, we will sometimes con-
sider the density as an additional kinematic degree of
freedom. That is, we will sometimes include the change in
density ∆φ in the deformation ∆Q. This effectively adds
an additional row to the rigidity matrix. One may simi-
larly include additional global degrees of freedom, such as
boundary conditions, and add further rows to the rigid-
ity matrix. This also adds generalized forces (stresses)
as the conjugate variables to those additional kinematic
degrees of freedom [19].
B. Cross Products
In three dimensions, the cross product of two vectors
is a linear combination of them that can be thought of
as matrix-vector multiplication
a× b = Ab = −b× a = −Ba (1)
where
A = |a|× =
 0 −az ayaz 0 −ax
−ay ax 0
 = −AT
is a skew-symmetric matrix which is characteristic of the
cross product and is derived from a vector. We will sim-
ply capitalize the letter of a vector to denote the corre-
sponding cross product matrix (like A above correspond-
ing to a), or use |a|× when capitalization is not possible.
In two dimensions, there are two “cross products”. The
first one gives the velocity of a point r in a system which
rotates around the origin with an angular frequency ω
8(which can also be considered a scalar ω),












is a cross product matrix derived from ω. The second
kind of“cross product”gives the torque around the origin
of a force f acting at a point (arm) r,
τ = f × r = −r× f = [fxry − fyrx] = FLr, (3)
where
FL =
[ −fy fx ] = − (FR)T
is another cross product matrix derived from a vector
(the L and R stand for left and right multiplication, re-
spectively). Note that in three dimensions all of these
coincide, FL = FR = F, and also  ≡ ×, while in two
dimensions they are related via a b = Ab = −BRa.
III. NONOVERLAP CONSTRAINTS AND
INTERPARTICLE FORCES
In this section we will discuss hard-particle overlap po-
tentials used to measure the distance between a pair of
hard particles. These potentials will be used to develop
analytic expansions of the non-overlap conditions in the
displacements of the particles. This section is technical
and may be skipped or skimmed by readers not inter-
ested in the mathematical formalism of jamming. Inter-
ested readers can find additional technical details on the
material summarized in this Section in Chapter 2 of Ref.
[19].
A. Overlap Potentials
The nonoverlap condition between a pair of particles
A and B can be thought of as an inequality between the
positions and orientations of the particles. For this pur-
pose, we measure the distance between the two ellipsoids
using the overlap potential ζ (A,B) = ζ(qA,qB), whose
sign not only gives us an overlap criterion, ζ (A,B) > 0 if A and B are disjointζ (A,B) = 0 if A and B are externally tangentζ (A,B) < 0 if A and B are overlapping,
but which is also at least twice continuously differentiable
in the positions and orientations of A and B. An addi-
tional requirement is that ζ(A,B) be defined and easy to
compute for all positions and orientations of the parti-
cles.
We define and compute the overlap conditions using
a procedure originally developed for ellipsoids by Per-
ram and Wertheim [20]. This procedure is easily general-
ized to any convex particle shape given by the inequality
ζ (r) ≤ 1, where the shape function ζ is strictly convex
and defined through
ζ (r) = [µ (r)]2 − 1,
where µ is the scaling factor by which the particle needs
to be resized in order for the point r to lie on its sur-
face. The unnormalized normal vector to the surface at
a given point r, if the particle is rescaled so that it passes
through it, is n(r) = ∇ζ(r). Define also the displace-
ment between the particle centroids rAB = rA− rB , and
the unit vector joining the two particle centroids with
uAB = rAB/ ‖rAB‖.
The Perram and Wertheim (PW) overlap potential is
defined through




[λζA (rC) + (1− λ) ζB (rC)] .
For every multiplier λ, the solution of the inner optimiza-
tion over rC is unique due to the strict convexity of rC ,
and satisfies the gradient condition
λnA (rC) = − (1− λ)nB (rC) ,
which shows that the normal vectors are parallel (with
opposite directions). The solution of the outer optimiza-
tion problem over λ is given through the condition
ζ = ζA (rC) = ζB (rC) ,
which means that when the particles are rescaled by a
common scaling factor µ = 1 + ∆µ =
√
1 + ζ they are
in external tangency, sharing a common normal direc-
tion n = nA/ ‖nA‖ (i.e., normalized to unit length and
directed from A to B), and sharing a contact point rC .
When focusing on one particle we can measure rC with
respect to the centroid of the particle, or otherwise specif-
ically denote rAC = rC − rA and rBC = rC − rB . This
is illustrated for ellipses in Fig. 4. If the particles are
touching then µ = 1 and the procedure described above
gives us the geometric contact point and therefore the
common normal vector. In the case of spheres of radius
O the PW overlap potential simply becomes
ζAB =
(rA − rB)T (rA − rB)
(OA +OB)





which avoids the use of square roots in calculating the
distance between the centers of A and B, lAB , and is
easily manipulated analytically.
9Figure 4: Illustration of the common scaling µ that brings
two ellipses (dark gray) into external tangency at the contact
point rC .
1. Derivatives of the Overlap Potentials
We will frequently need to consider derivatives of the
overlap function with respect to the (generalized) posi-














To first order, the particles can be replaced by their (par-
allel) tangent planes at the point of contact and the first
order derivatives can be expressed in terms of quantities
relating to the two tangent planes. To second order, the
particles can be replaced by paraboloids that have the
same tangent plane, as well as the same principal cur-
vature axes and the same radii of curvatures as the two
particles at the point of contact. It is therefore possible
to derive general expressions for the derivatives in terms
of quantities relating to the normal vectors and surface
curvatures of the particles at the point of contact.
The first order derivatives can easily be expressed in
terms of the position of the contact point rC and the (nor-
malized and outwardly-directed) contact normal vector
n. For this purpose, it is easier to measure the distance
between two particles in near contact via the Euclid-
ian interparticle gap h giving the (minimal) surface-to-
surface distance between the particles along the normal
vector. Moving one of the particles by ∆q = (∆r,∆ϕ)
displaces the contact point by ∆rC = ∆r + ∆ϕ  rC
and therefore changes the gap by ∆h = −nT∆rC =







The relation between the (small) Euclidian gap h and the
(small) gap as measured by the PW overlap potential ζ
can be seen by observing that scaling an ellipsoid by a
factor µ displaces the contact point by ∆rC = ∆µrC .






















For spheres the cross product is identically zero and ro-
tations can be eliminated from consideration.
The second-order derivatives are not as easily evalu-
ated for a general particle shape. In two dimensions, or
in three dimensions when the principal radii of curva-
tures at the point of contact are equal, one can replace
the particle around the point of contact with a sphere
of the appropriate position and radius. However, when
the radii of curvatures are different this is not as easy to
do. We will give explicit expressions for the second-order
derivatives of ζ for ellipsoids in Section VIA2. Related
first- and second-order geometric derivatives have been
derived for general particle shapes (i.e., using the normal
vectors and curvature tensors of the particles at the point
of contact) in the granular materials literature in more
general contexts [21, 22]; here we specialize to the case
of hard frictionless ellipsoids.
B. The Rigidity Matrix
When considering all of the M contacts together, the
gradient of the overlap potential ζ = (ζij) is the impor-
tant rigidity matrix
A =∇Qζ.
This [Nf ×M ] matrix connects, to first order, the change
in the interparticle gaps to the particle displacements,
∆ζ = AT∆Q. It may sometimes be more convenient
to work with surface-to-surface interparticle gaps, ∆h =
ATE∆Q (the subscript E stands for Euclidian), especially
if second-order terms are not considered [11]. The rigidity
matrix is sparse and has two blocks of df non-zero entries
in the column corresponding to the particle contact {i, j},
namely, ∇iζij in the block row corresponding to particle
i and ∇jζij in the block row corresponding to particle

















Hard particles in contact can exert a compressive (pos-
itive) contact force f = fn, f ≥ 0, directed along the
normal vector (for frictionless particles). The total ex-
cess force and torque exerted on a given particle i by the








) ] =∑ fij (∇ihij) ,
or, considering all particles together
∆B = AEf .
The fact that the matrix (linear operator) connecting
force imbalances to contact forces is the transpose of the
rigidity matrix is well-known and can also be derived by
considering the work done by the contact forces to dis-
place the particles














showing that A˜ = ATE . In this work we will use forces





fEij /2, so that Af = AEfE . This scaling
is more natural for our choice of overlap potential, and
does not affect any of the results.
In static packings that are under an applied load B,
the force/torque equilibrium condition
Af = −B and f ≥ 0
must be satisfied. The actual magnitudes of the forces
are determined by external loads (for example the applied
pressure for a system of deformable particles), history of
the packing preparation, etc. However, the relation be-
tween the forces at different contacts is determined by the
packing geometry, or more specifically, by A. Typically
forces are rescaled to a mean value of unity, eT f = M ,
and it has been observed that the distribution of rescaled
contact forces has some universal features, for example,
there is an exponential tail of contacts carrying a large
force, and also a large number of contacts supporting
nearly zero force [2, 23]. We will see later that these force
chains, or internal stresses, are an essential ingredient of
jamming for hard particles.
IV. THE ISOCOUNTING CONJECTURE
In the granular materials literature special attention is
often paid to so-called isostatic packings. There are sev-
eral different definitions of isostaticity, and most of the
discussions in the literature are specifically applied to
mechanical structures composed of elastic bars, to pack-
ings of hard spheres, or to packings of frictional particles.
In this section we summarize several relevant definitions
of and arguments for isostaticity and generalize them to
nonspherical particles.
We define a packing to be isoconstrained if the number
of constraints (contacts) is equal to the total number of
degrees of freedom
Nc = Nf + 1,
where for jammed packings one should count the den-
sity φ as a single degree of freedom, in addition to the
degrees of freedom due to the particles and boundary
Nf , as discussed further in Sections IVA1 and IVA2.
Packings with fewer contacts than isoconstrained are
called hypoconstrained, and packings with more contacts
than isoconstrained are hyperconstrained. The isocount-
ing conjecture states that large jammed disordered pack-
ings of hard particles are isoconstrained. Defining what
precisely is meant by a disordered packing is difficult in
itself [16, 24]. Intuitively, in a disordered packing there is
only the minimal degree of correlations between particles,
as necessitated by the constraints of impenetrability and
jamming. Therefore, it is expected that in a certain sense
disordered packings are “generic” [48], and that “special”
configurations with geometric degeneracies will not ap-
pear. Note that for large systems the majority of the
degrees of freedom come from the particles themselves,
Nf ≈ Ndf , and the majority of constraints come from
contacts shared between two particles, Nc ≈M = NZ¯/2,
giving the isocounting property
Z¯ = 2df . (5)
Equation (5) has been verified to very high accuracy for
jammed hard-sphere packings [2]. However, disordered
packings of hard ellipsoids are always hypoconstrained
and thus contradict the isocounting conjecture [4].
The notion of an isoconstrained packing is very closely
related to the concept of an isostatic packing, which con-
siders the (linear) independence of the constraints in ad-
dition to their number. An isostatic packing is defined as
a packing that has an invertible (and thus square) rigidity
matrix. This definition has not been formally stated in
the literature, and it is the obvious generalization of the
definition commonly used for systems of spheres. One
can include the density as an additional degree of free-
dom when forming the rigidity matrix, or exclude it, de-
pending on the definition of jamming that is adopted, as
discussed in the next section. This choice changes the
counting arguments by one. This definition of the term
isostatic implicitly relies on the linearization of the im-
penetrability constraints. We try to make our definitions
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independent of the order of approximation used in some
particular expansion. Therefore, we use the simple defi-
nition of “isoconstrained” based on counting, and qualify
it with “jammed” or “rigid”.
In this Section we attempt to deconstruct previous
discussions of isostaticity and jamming in hard-particle
packings, and we hope that through our discussions it
will become clear why previous “proofs” of the isocount-
ing conjecture do not apply to nonspherical particles, or
to put it the other way around, what makes disordered
sphere packings isoconstrained.
A. Jamming, Rigidity and Stability
An essential initial step is defining more precisely what
is meant by a stable, rigid, or jammed packing. All of
these terms have been used in the literature, and in fact
we equate each of them with a particular perspective on
jamming:
Kinematic A packing is jammed if none of the parti-
cles can be displaced in a non-trivial way without
introducing overlap between some particles.
Static A packing is rigid if it can resolve any externally
applied forces through interparticle ones, without
changing the packing configuration.
Perturbation A packing is stable if the structure of the
packing changes smoothly for small perturbations
of the packing.
We will consider each of these approaches separately. It
will shortly become clear that all of them are closely re-
lated, and under certain mild conditions they are actually
equivalent. We will use the term jamming as an umbrella
term, and later give our preferred definition of jamming,
which is based on the kinematic perspective. We note
that it is important to precisely specify the boundary
conditions applied regardless of the view used in con-
sidering jamming; different boundary conditions lead to
different jamming categories, specifically local, collective
or strict jamming [11, 25]. Here, we will sometimes
use local jamming in simple examples but mostly focus
on collective jamming; all collective particle motions are
blocked by the impenetrability constraints subject to pe-
riodic boundary conditions with fixed lattice vectors. In
order to eliminate trivial uniform translations of the sys-
tems, we can freeze the centroid of one of the particles,
to obtain a total of
Nf = Ndf − d
internal degrees of freedom. The exact boundary con-
ditions affect the counting of constraints and degrees of
freedom, however, the correction is not extensive in N
and therefore is negligible for large system when consid-
ering per-particle quantities such as Z¯.
Readers should observe that the terms “stable”, “rigid”
and“jammed”are defined differently by different authors.
These different definitions are, however, mathematically
closely related. For example, Ref. [8] defines a rigid pack-
ing as a packing which has no floppy modes, thus relying
on linearization of the impenetrability constraints. We
prefer to use the term “jammed” for kinematic consid-
erations, and not involve linear approximations so that
all definitions apply to systems of nonspherical particles.
Reference [8] defines a stable packing as one which is a
strict local potential energy minimum (where the poten-
tial energy is, for example, gravity). A precise definition
of jamming based on stability is developed mathemati-
cally in Reference [21]. Since a packing can be at a stable
energy minimum without being jammed (see for example,
Fig. 13 in Ref. [8]), we use a more stringent definition.
We have chosen the more stringent definition because
our focus is on locally maximally dense packings, that is,
packings where the density cannot be increased by con-
tinuously displacing the particles. Such packings are rele-
vant to understanding granular materials that have been
vibrated/shaken for long periods of time [26, 27], and
also to understanding the inherent structures of glassy
materials [3, 28]. They can be produced computationally
with our molecular dynamics algorithm and experimen-
tally by shaking the packing container while adding more
particles [4, 18]. It is important to point out that we do
not wish to promote our definition of jamming as the
“correct” one. It is equally “correct” to define a jammed
packing as one stable under a particular applied load,
and then study the particle rearrangements that result
when the direction of the external applied forces change.
In fact, realistic granular assemblies are not jammed ac-
cording to our strict definitions, and particles typically
rearrange in response to external perturbations. In the
limit of infinite compaction, however, the rearrangements
will cease and the assembly will become jammed. We fo-
cus here on understanding this terminal idealized jammed
state as an important first step in understanding more
realistic systems. Additionally, we are interested in the
mathematics and physics of maximally dense disordered
packings in their own right [4].
An important point to note is that the above defini-
tions of jamming treat all degrees of freedom identically,
in particular, translational motion (forces) is treated on
the same footing as rotational motion (torques). This
is not necessarily the most appropriate definition, as is
easily seen by considering the case of spheres, which can
rotate in place freely even though they are (translation-
ally) jammed. This distinction between translations and
rotations will become important in Section VII when con-
sidering packings that are nearly, but not quite jammed.
It should also be mentioned that jammed random par-
ticle packings produced experimentally or in simulations
typically contain a small population of rattlers, i.e., par-
ticles trapped in a cage of jammed neighbors but free
to move within the cage. For present purposes we shall
assume that these have been removed before considering
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the (possibly) jammed remainder. This idea of exclud-
ing rattlers can be further extended to rattling clusters
of particles, i.e., groups of particles that can be displaced
collectively even though the remainder of the packing is
jammed. In fact, we will consider any packing which has
a jammed subpacking (called backbone) to be jammed.
1. Kinematic View
The kinematic perspective considers a packing jammed
if it is not possible to continuously displace the particles
in a non-trivial way without introducing overlap. We
have focused on this perspective in our work, see Refs.
[11, 25]. That is, the impenetrability conditions pre-
clude any motion of the particles. Here trivial motions
are those that do not change the distances between any
two particles, such as global translations when periodic
boundary conditions are used. We can assume that such
trivial motions have been eliminated via some artificial
constraint, such as fixing the centroid of one particle ex-
ternally when using periodic boundary conditions.
Mathematically, for any continuous motion ∆Q (t)
there exists a T > 0 such that at least one of the impene-
trability constraints between a touching pairs of particles
ζ [QJ +∆Q (t)] ≥ 0 (6)
is violated for all 0 < t < T . A motion ∆Q (t) such
that for all 0 < t < T none of the constraints are vio-
lated is an unjamming motion. One can in fact restrict
attention to analytic paths ∆Q (t), and also show that
a jammed packing is in a sense isolated in configuration
space, since the only way to get to a different packing is
via a discontinuous displacement ‖∆Q‖ > 0 [12].
A similar definition of jamming was used by Alexander
in Ref. [10]. He considers a packing to be geometrically
rigid if it cannot be “deformed continuously by rotating
and translating the constituent grains without deforming
any of them and without breaking the contacts between
any two grains”. This definition implies that a packing
in which particles can be moved so as to break contacts
(for example, imagine a pebble resting on other pebbles
in gravity, and moving it upward away from the floor) is
jammed. Later in the manuscript Alexander talks about
adding constraints to block motions that break contacts.
We in fact have in a certain sense a choice in the matter,
determining whether we work with inequality or equal-
ity constraints. We choose to work with inequality con-
straints, since this is the natural choice for frictionless
hard particles; there is no cohesion between the particles
maintaining contacts. In effect, when counting degrees
of freedom for packings, we count the density φ (i.e., the
possible collective rescaling of the particle shapes neces-
sary to maintain contacts) as a single degree of freedom,
as discussed further in Section IVA2.
2. Static View
The static perspective considers a packing rigid if it
can resolve any applied forces through interparticle ones.
This is sometimes referred to as static rigidity, to be con-
trasted with kinematic rigidity as defined in the previ-
ous section. For hard particles, there is no scale for the
forces, and so the actual magnitude of the forces does not
matter, only the relative magnitudes and the directions.
The particles do not deform, but can exert an arbitrary
positive contact force.
Mathematically, we consider the existence of a solution
to the force-equilibrium equations
Af = −B, where f ≥ 0, (7)
for all resolvable external loads B. The space of resolv-
able loads is determined by the boundary conditions: cer-
tain forces such as pulling on the walls of a container
cannot be resolved by any packing and need to be ex-
cluded. This is similar to the definition used in Ref. [7]:
A packing is mechanically stable “if there is a nonzero
measure set of external forces which can be balanced
by interbead ones.” The problem with this definition of
rigidity and in particular Eq. (7) is that it does not
take into account the fact that the geometry of the pack-
ing, i.e., the rigidity matrix A, changes when an external
load is applied on the packing. Physically, forces arise
only through deformation, and this deformation, how-
ever small, together with the pre-existing forces in the
packing, may need to be taken into account. Forces are
in essence Lagrange multipliers associated with the im-
penetrability constraints in Eq. (6); the very existence
of such Lagrange multipliers may require a change in the
packing configuration.
The above formulation also neglects the existence of
small interparticle gaps, which cannot be neglected when
analyzing the response of packings to applied loads, es-
pecially for granular materials [8, 11]. While mathemat-
ically we talk about ideal jammed packings, where geo-
metric contacts are perfect, in reality one should really
analyze packings that are almost jammed, i.e., where the
contacts are almost closed. This is more appropriate for
granular materials, where there is typically some room
for the particles to move freely. Alternatively, one should
analyze packings where all the contacts are indeed closed,
however, the system is under some form of global com-
pression. This is appropriate for glassy systems under a
uniform external pressure. When interparticle gaps are
present, particles must displace slightly to close the gaps
so that they can exert positive contact forces on one an-
other and resist the applied load. The set of contacts
{i, j} that are closed (i.e., have a positive force fij) is
the set of active contacts. Different applied loads will be
supported by different active contact networks, and for
sufficiently small interparticle gaps finding the active set
requires solving a linear program, as discussed in Sec-
tion VD1. When there is a global external compression
(pressure) in the system that keeps all contacts closed,
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one has one more additional force-equilibrium equation
in Eq. (7) that has the pressure p on the right hand side.
Mathematically, the pressure is the conjugate (dual) vari-
able of the density (viewed as a degree of freedom) [19].
Various counting arguments related to force equilib-
rium constraints, starting with the seminal work of
Maxwell, have appeared in the engineering literature on
mechanical structures [29]. There are, however, some im-
portant differences between elastic structures and pack-
ings of hard particles. Most significantly, the non-
negativity of the contact forces is an added condition, and
it effectively adds +1 to the number of contacts needed to
ensure static rigidity, i.e., adds a single degree of freedom
in various counting arguments. For classical structures of
elastic bars, an isostatic framework is such that it has ex-
actly as many bars, i.e., unknown internal bar forces, as
there are force-equilibrium equations, M = Nf . That
is, the rigidity matrix is square and the solution to the
force-equilibrium equations is f = −A−1B. Finding the
internal forces therefore does not require knowing any-
thing about the specific elastic properties of the bars:
the structure is statically determinate [49]. Reference [8]
defines “isostatic structures” as “such that all problems
are isostatic, whatever the choice of the load. More pre-
cisely, one requires all loads orthogonal to the overall rigid
body degrees of freedom to be supportable with a unique
determination of internal forces.”
On the other hand, a jammed isoconstrained packing,
as we have defined it, has M = Nf +1 contacts, and the
additional one contact is needed in order to ensure that
any applied load can be resolved by non-negative inter-
particle forces in the active contact network. Assuming
the existence of (infinitesimally) small but positive inter-
particle gaps, under certain mild non-degeneracy condi-
tions, it can be demonstrated that if one applies a specific
load only Nf of the contacts will actually be active, and
one contact will be broken and will carry no force. Differ-
ent contacts will be broken for different loads, however,
once it is known which contact is broken (see Section
VD1) the active contact network is isostatic in the clas-
sical structural mechanics sense and the forces can be
determined, f = −A−1activeB, without resorting to con-
stitutive elastic equations for the contacts. The addi-
tional contact appears because of our choice of defini-
tion of jamming; if one considers stability under a sin-
gle external load, then all the contacts will be active,
M = Nf . This difference has some subtle effects that
may lead to confusion when comparing to previous results
in the literature. For example, as we will see in Section
V, ideal jammed packings posseses a non-trivial internal
stress, or self-stress f > 0, Af = 0. In elastic structures
such an internal stress is associated with overconstrained
(sub)structures, and such stresses do not appear in un-
loaded granular piles. The fact that we observe only a
single self-stress for packings means that upon removal
of any contact from the packing there will no longer be
self-stresses left, i.e., the system will no longer be over-
constrained.
Note that a positive internal (self) stress does appear
in glasses under a uniform external pressure [23], and in
those systems indeed all Nf + 1 contacts are active and
participate in the resolution of applied loads. The magni-
tude of the internal stresses is determined by the external
pressure. For high pressures, depending on the stiffness
of the packing elements, additional active contacts may
form as particles deform and one would have to consider
the constitutive elastic equations for the contacts in order
to determine the interparticle forces.
3. Perturbation View
The perturbation perspective considers a packing to be
stable if the structure of the packing changes smoothly
for small perturbations of the packing. In particular,
the structure of the packing includes the positions of the
particles and the contact force network. Perturbations to
be considered should include changes in the grain inter-
nal geometry (deformation), strain, and stress (external
forces due to shaking, vibration, or a macroscopic load).
In great generality we can restrict our perturbations to
small perturbations of the distances between contacting
particles combined with small perturbations of the ap-
plied forces. Such a perspective on jamming was recently
presented in Ref. [21]. In this work, however, only per-
turbations of the applied forces were considered. How-
ever, it is realized in Ref. [21] that deformations of the
boundary conditions can easily be incorporated without
changing the stability conditions. In fact, arbitrary ex-
ternal perturbations of the geometry of the contacts can
be considered in addition to the applied load perturba-
tions without any significant complication.
Mathematically, we consider the sensitivity of the con-
figuration and force chains to all perturbations of the
interparticle gaps ∆ζ and applied forces ∆B away from
zero, i.e., we look for solutions of the coupled system of
equations of preserving contacts and maintaining force
equilibrium:
[A (Q+∆Q)] (f +∆f) = −ε∆B
ζ (Q+∆Q)−∆ζµ = −ε∆ζ
eT∆f = 0, (8)
where ε > 0 is a small number and we have assumed
f > 0. Note that in Ref. [21], ∆f are called the “basic
statical unknowns” and ∆Q are called the “basic kine-
matical unknowns.”
Similarly to the external forces, the space of resolvable
gap perturbations is determined by the boundary condi-
tions: global expansions will lead to gaps that cannot all
be closed unless the particles grow by a certain scaling
factor µ = 1 + ∆µ. It is therefore convenient to include
∆ζµ ≈ 2∆µ as an additional variable. An added con-
straint is that the normalization eT f =M be maintained.
It is important to note that we explicitly account for the
dependence of the rigidity matrix on the configuration in
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the force-balance equation. Notice that when we com-
bine perturbations of the geometry and forces together,
the total number of variables is M + Nf , and the total
number of constraints is also M + Nf (here we include
the global particle rescaling ∆ζµ as a degree of freedom).
Therefore there are no underdetermined (linear) systems
as found in counting arguments that consider geometry
and forces separately, as is typically done in the litera-
ture.
B. Isocounting
In this section we will attempt to deconstruct previous
arguments in justification of an isocounting conjecture,
mostly in the context of sphere packings, and try to iden-
tify the problems when the same arguments are applied
to nonspherical particles.
The isocounting conjecture (property) is usually justi-
fied in two steps. First, an inequality Z¯ ≤ 2df is demon-
strated, then, the converse inequality Z¯ ≥ 2df is invoked
to demonstrate the equality Z¯ = 2df . We will demon-
strate that it is the second of these steps that fails for
non-spherical particles, however, first we recall some typ-
ical justifications for the inequality Z¯ ≤ 2df . The obser-
vation that the inequality Z¯ ≥ 2df does not generally
apply to nonspherical particles is already made by Roux
in Ref. [8], as we point out below. Roux also discusses
the applicability of the converse inequality Z¯ ≤ 2df in
significant detail; here we present our own summary for
completeness.
1. Why Z¯ ≤ 2df applies
A packing with Z¯ > 2df is overconstrained, and in
a certain sense geometrically degenerate and thus not
“random”. It can be argued that such a packing is not
stable against small perturbations of the packing ge-
ometry, since all contacts cannot be maintained closed
without deforming some of the particles. For example,
Tkachenko and Witten [7] consider hard-sphere packings
with a small polydispersity, so that particles have slightly
different sizes, to conclude that “the creation of a con-
tact network with coordination number higher than 2d
occurs with probability zero in an ensemble of spheres
with a continuous distribution of diameters.” Moukarzel
[6, 30] considers how the actual stiffness modulus of de-
formable particles affects the interparticle forces and con-
cludes that making the particles very stiff will eventu-
ally lead to negative forces and thus breaking of con-
tacts, until the remaining contact network has Z¯ ≤ 2df
[50]: “The contact network of a granular packing be-
comes isostatic when the stiffness is so large that the
typical self-stress...would be much larger than the typi-
cal load-induced stress...granular packings will only fail
to be isostatic if the applied compressive forces are strong
enough to close interparticle gaps establishing redundant
contacts.” A similar argument is made by Sir Edwards
in Ref. [9] for frictional grains: “if z > 4 then there is a
solution with no force on z − 4 contacts, and there is no
reason why other solutions would have validity.”
These arguments apply also to nonspherical particles,
however, it is important to point out that they specif-
ically only apply to truly hard-particle packings or to
packings of deformable particles in the limit of zero ap-
plied pressure (f → 0). In real physical systems particles
will have a finite stiffness and the applied forces will be
non-negligible, and such packings will have more contacts
than the idealized hard-particle construction.
2. Why Z¯ ≥ 2df does not apply
The converse inequality, stating that a minimum of
M = Nf +1 contacts is necessary for jamming (rigidity),
does not apply to nonspherical particles. We can demon-
strate this vividly with a simple example of an ellipse
jammed between three other stationary (fixed) ellipses,
as shown in Fig. 5. This example was also given in Ref.
[31], however, a detailed explanation was not provided.
Jamming a disk requires at least three touching disks;
the additional rotational degree of freedom of the ellipse
would seem to indicate that four touching ellipses would
be needed in order to jam an ellipse. However, this is not
true: if the normal contact vectors intersect at a single
point, three ellipses can trap another ellipse, as shown
in Fig. 5. We will shortly develop tools that can be
used to demonstrate rigorously that this example is in-
deed jammed. Another simple example demonstrating
that Z¯ ≥ 2df does not apply is the rectangular lattice of
ellipses, which is collectively jammed even though Z¯ = 4,
the minimum necessary even for discs. This example
is discussed in Appendix A, where we also demonstrate
that, in fact, any isostatic packing of spheres can be con-
verted into a jammed packing of nonspherical particles.
The above example shows that the claim of Ref. [10]
that “One requires 4(= 3 + 1) contacts to fix the DOF
[degrees of freedom]...of an ellipse in the plane” is wrong.
Similarly, it shows that the argument in Ref. [6], namely,
that the minimum number of contacts needed for a pack-
ing of N spheres in d dimensions to be rigid is dN , cannot
be generalized to nonspherical particles by simply replac-
ing d with df . Claims that the number of constraints
must be larger than the number of degrees of freedom
have been made numerous times within the kinematic
perspective on jamming, for example, in Ref. [9]. Our
careful analysis of the conditions for jamming in the next
section will elucidate why this is correct for spheres but
not necessarily correct for nonspherical particles, and un-
der what conditions a hypoconstrained packing can be
jammed.
The example in Fig. 5 is a geometrically-degenerate
configuration which would usually be dismissed as a
probability-zero configuration. However, we will explain
in later sections why such apparently non-generic (degen-
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Figure 5: (Color online) A mobile ellipse (green) jammed be-
tween three fixed ellipses (yellow). All ellipses are of the same
size and have an aspect ratio α = 2. This packing was pro-
duced by a Lubachevsky-Stillinger type algorithm, where the
three particles were kept fixed by giving them infinite mass
and no initial velocities. The normal vectors at the points
of contact intersect at a common point I, as is necessary to
achieve torque balance. For the corresponding disk example,
shown in Fig. 7, the number of force balance constraints is
two, while the number of unknown forces is three. For the el-
lipse case the number of unknown forces is the same, while the
number of force balance constraints is two, and the number
of torque constraints is one, giving a total of three equilib-
rium constraints. However, due to the geometric degener-
acy there are only two independent equations of mechanical
equilibrium; the torques are always balanced. In the nota-
tion described in Section VA2, for the ellipse example above
Nstresses = Nfloppy = 1, while for the corresponding disk
case, Nstresses = 1 but Nfloppy = 0.
erate) configurations must appear for sufficiently small
aspect ratios for a variety of realistic packing protocols.
In Ref. [29] geometrically-peculiar examples such as this
one are presented, however, they are considered to be in
unstable equilibrium, i.e., stable only under special types
of loading. This type of argument, made within the static
perspective on jamming [c.f. Eq. (7)], is given in the
context of granular materials in Ref. [7]: “The number
of equilibrium equations Nd should not exceed the num-
ber of force variables Nc; otherwise these forces would be
overdetermined.” The example in Fig. 5 demonstrates
why this argument cannot be applied to nonspherical
grains. Since the normal vectors at the points of contact
intersect at a point, a torque around that point cannot
be resolved by any set of normal forces between the par-
ticles. Yet the packing is jammed, and if built in the
laboratory it will resist the torque by slight deformations
of the particles, so that the normal vectors no longer in-
tersect in one point and the contact forces can resist the
applied torque. The connection between the geometry
of the contact network, i.e., A, and the packing configu-
ration Q, as well as the pre-existing stresses (forces) in
the packing, must be taken into account when consider-
ing the response of hypoconstrained packings to external
perturbations. This important observation was also re-
cently pointed out independently in Ref. [21], and we
elaborate on it in the next section.
V. CONDITIONS FOR JAMMING
In this Section we develop first and second order con-
ditions for jamming, using a kinematic approach. Statics
(forces) will emerge through the use of duality theory.
The discussion here is an adaptation of the theory of first-
order, pre-stress, and second-order rigidity developed for
tensegrities in Ref. [12]. This section is technical and
may be skipped or skimmed by readers not interested in
the mathematical formalism of jamming. In Section VIII
the rigorous hard-particle results are explained more sim-
ply by considering the conditions for local (stable) energy
minima in soft-particle systems.
We consider an analytic motion of the particles




where Q˙ are the velocities, and Q¨ are the accelerations.
Expanding the distances between touching particles to
second-order, and taking into account that ζ (QJ) = 0,
gives









where the Hessian H =∇2Qζ =∇QA can be thought of
as a higher-rank symmetric matrix.
A. First-Order Terms
Velocities Q˙ 6= 0 for which ζ˙ = AT Q˙ ≥ 0 represent
a first-order flex (using the terminology of Ref. [12]).
If we can find an unjamming motion Q˙ such that ζ˙ > 0
(note the strict inequality), then the packing is first-order
flexible, and there exists a T > 0 such that none of the
impenetrability conditions [c.f. Eq. (6)] are violated for
0 ≤ t < T . We call such a Q˙ a strict first-order flex. If on
the other hand for at least one constraint ζ˙ < 0 for every
Q˙, then the packing is jammed, since every non-trivial
movement of the particles violates some impenetrability
condition for all 0 < t < T for some T > 0. We call such a
packing first-order jammed. Finally, a Q˙ such that ζ˙ = 0
is a null first-order flex, often referred to as zero or floppy
mode in the physics literature.
A packing is first-order jammed if and only if there
are no (non-trivial) first order flexes. A packing is first-
order flexible if there exists a strict first-order flex. Some
packings are neither first-order jammed nor first-order
flexible; One must consider higher-order terms to access
whether such packings are jammed, and if they are not,
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to identify an unjamming motion. We will consider the
second-order terms later; in this section we develop con-
ditions and algorithms to verify first-order jamming and
identify first-order flexes if they exist. The algorithms
are closely based on work in Ref. [11].
1. Strict Self-Stresses
Let us first focus on a single contact {i, j}, and ask












T Q˙ > 0,
where eij denotes a vector that has all zero entries other
than the unit entry corresponding to contact {i, j}. If






AT Q˙ ≥ 0. (10)
If this LP has optimal objective value of zero, then there
is no first-order flex that is strict on the contact in ques-
tion. Otherwise, the LP is unbounded, with an infinite







f˜ ≥ 0, (11)
where the contact forces f˜ are the Lagrange multipliers
corresponding to the impenetrability constraints AT Q˙ ≥
0. If the dual LP (11) is feasible, then the primal LP (10)
is bounded. If we identify f = f˜ + eij ≥ 0, f˜ij ≥1, we
are naturally led to consider the existence of non-trivial
solutions to the force-equilibrium equations
Af = 0 and f ≥ 0. (12)
A set of non-negative contact forces f 6= 0 that are in
equilibrium as given by Eq. (12) is called a self-stress
[51]. In Ref. [12] these are called proper self-stresses,
as opposed to self-stresses which are not required to be
non-negative. Self-stresses can be scaled by an arbitrary
positive factor, so we will often add a normalization con-
straint that the average force be unity, eT f = M . A
self-stress that is strictly positive on a given contact is
strict on that contact. A self-stress f > 0 is a strict-self
stress. The existence of a (strict) self-stress can be tested






eT f = M (13)
and seeing whether the optimal value is negative (no self-
stress exists), positive (a strict self-stress exists), or zero
(a self-stress exists). What we showed above using linear
duality is that if there is a self stress that is strict on
a given contact, there is no flex strict on that contact.
In particular, this means that packings that have a strict
self-stress can only have null first-order flexes.
We can also show that there is a first-order flex that
is strict on all contacts that do not carry a force in any
self-stress (i.e., no self-stress is strict on them). To this
end, we look for a first-order flex that is strict on a given
subset of the contacts, as denoted by the positions of the




AT Q˙ ≥ εe˜. (14)
The dual program is the feasibility problem
Af = 0
e˜T f = 1
f ≥ 0, (15)
which is infeasible if there is no self-stress that is pos-
itive on at least on the contacts under consideration,
since e˜T f ≡ 0. Therefore the primal problem (13) is un-
bounded, that is, one can find a self-stress that is strict
(since ε → ∞) on the given set of contacts. This shows
that packings that do not have a self-stress are first-order
flexible. In other words, the existence of force chains in
a packing is a necessary criterion for jamming.
In summary, if a packing has no self-stress, it is not
jammed, and one can easily find a strict first-order flex by
solving a linear program [11]. The analysis is simplified
if the packing has a strict self-stress, since in that case
all first-order flexes are null, i.e., they are solutions of a
linear system of equalities AT Q˙ = 0. This is the case
of practical importance to jammed packings, so we will
focus on it henceforth.
2. Floppy Modes
The linear system AT Q˙ = 0 has Nfloppy = Nf − r
solutions, where r = M − Nstresses is the rank of the
rigidity matrix, and Nstresses is the number of (not nec-
essarily proper) self-stresses (more precisely, the dimen-
sionality of the solution space of Af = 0). We know that
Nstresses ≥ 1 for a jammed packing. If the packing is
not hypoconstrained, or more precisely, if the number of
contacts is sufficiently large
M = Nf +Nstresses ≥ Nf + 1,
then there are no non-trivial null first-order flexes (floppy
modes), Nfloppy = 0. Therefore, a packing that has a
strict self-stress and a rigidity matrix of full-rank is (first-
order) jammed. We will later show that this sufficient
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condition for jamming is also necessary for sphere pack-
ings, that is, jammed sphere packings are never hypocon-
strained.
However, we will see that jammed ellipsoid packings
may be hypoconstrained, M < Nf + 1. Such a hypocon-
strained packing always has floppy modes,
Nfloppy = Nf +Nstresses −M ≥ Nf + 1−M.
Every floppy mode can be expressed as a linear combi-
nation of a set of Nfloppy basis vectors, i.e.,
Q˙ = Vx for some x, (16)
where the matrix V is a basis for the null-space of AT .
To determine whether any of the null first-order flexes
can be extended into a true unjamming motion, we need
to consider second-order terms, which we do next.
B. Second-Order Terms
Consider a given null first-order flex AT Q˙ = 0. We
want to look for accelerations Q¨ that make the second-
order term in the expansion (9) non-negative, i.e.,
AT Q¨ ≥ −Q˙THQ˙. (17)
If we cannot find such a Q¨ for any first-order flex, then
the packing is second-order jammed. If we find a Q¨ such





a strict second-order flex, and
the packing is second-order flexible, since there exists a
T > 0 such that none of the impenetrability conditions
[c.f. Eq. (6)] are violated for 0 ≤ t < T . If for all first-
order flexes Q˙ at least one of the inequalities in (17) has
to be an equality, then we need to consider even third- or
higher-order terms, however, we will see that for sphere
and ellipsoid packings this is not necessary.
1. The Stress Matrix





AT Q¨ ≥ εe− Q˙THQ˙, (18)








eT f = 1
f ≥ 0, (19)





f = Q˙T (Hf) Q˙ = Q˙THQ˙,
where H = Hf is a form of reduced Hessian that in-
corporates information about the contact force and the
curvature of the touching particles. The [Nf ×Nf ] ma-
trix H plays an essential role in the theory of jamming
for hypoconstrained ellipsoid packing and we will refer to
it as the stress matrix following Ref. [12].
The stress-matrix has a special block structure, where
all of the blocks are of size [df × df ], and both the block-
rows and the block-columns correspond to particles. The
block entry corresponding to the pair of particles (i, j) is
nonzero if and only if there is a contact between them.
Written explicitly, the stress matrix is a force-weighted





where the contribution from a given contact {i, j} is
i · · · j











∇2ijζij · · · ∇2jjζij
 . (20)
If Q˙THQ˙ < 0 then ε∗ < 0 and therefore the first-order
flex Q˙ cannot be extended into a second-order flex. We
say that the stress matrix blocks the flex Q˙. If on the
other hand Q˙THQ˙ > 0, then ε∗ > 0 and by solving
the LP (18) we can find an unjamming motion, i.e., the
packing is second-order flexible. Therefore, finding an
unjamming motion at the second-order level essentially
consists of looking for a null first-order flex (floppy mode)
Q˙, AT Q˙ = 0, that is also a positive curvature vector for
the stress matrix.
Recalling that every floppy mode can be expressed as





x = xTHV x.
If the matrix HV is negative-definite, than the packing
is second-order jammed. In Ref. [12] such packings are
called pre-stress stable, since the self-stress f rigidifies the
packing (i.e., blocks all of the floppy modes). If HV is
indefinite, than the packing is second-order flexible since
any of the positive-curvature directions can be converted
into a strict self-stress by solving the LP (18).
If a packing has more than one (proper) self-stress,
than it is not clear which one to use in the stress-matrix.
One can try to find a self-stress that provides for jamming
(pre-stress stability) by looking for a solution to Eq. (13)
such that HV ¹ 0 (i.e., HV is negative-semidefinite).
This is known as semidefinite programming (SDP), and
is a powerful generalization of linear programming that
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has received lots of attention recently [32]. It is however
possible that different self-stresses are needed to block
different portions of the space of floppy modes, and this
general case of a second-order jammed packing is difficult
to test for algorithmically. In our study of disordered
sphere and ellipsoid packings, we will see that in practice
the jammed packings only have one strict self-stress. In
this case, testing for jamming reduces to calculating the
smallest eigenvalue ofHV . We will discuss actual numer-
ical algorithms designed for ellipsoid packings in subse-
quent sections, but first we explain what makes sphere
packings special.
2. The Stress Matrix for Hard Spheres
For hard spheres it is easy to write down the explicit
form for Hij since the overlap function is given explicitly
by Eq. (4) and its second-order derivatives are trivial,




where Id is the [d× d] identity matrix. This implies that
Hij is a positive-definite matrix, since
R˙THijR˙ = (r˙i − r˙j)T (r˙i − r˙j) ≥ 0.
Therefore, any first-order flex in fact represents a true
unjamming motion, since Q˙THQ˙ ≥ 0 and we can triv-
ially use Q¨ = 0 in Eqs. (18). In other words, a sphere
packing is jammed if and only if it is first-order jammed,
and therefore it cannot be hypoconstrained. To test for
jamming in hard-sphere packings we need only focus on
the velocities of the sphere centroids and associated lin-
ear programs in Section VA. This important conclusion
was demonstrated using a simple calculation in Ref. [11].
For general particle shapes, however, Hij may be in-
definite for some contacts, and testing for jamming may
require considering second-order terms. If one consid-
ers general convex particle shapes but freezes the ori-
entations of the particles, the packing will behave like
a hard-sphere packing. In particular, a jammed pack-
ing of nonspherical particles must have at least as many
contacts as the corresponding isoconstrained packing of
spheres would, that is,
Z¯ ≥ 2d
for any large jammed packing of convex hard particles.
C. Testing for Jamming
We now summarize the theoretical conditions for jam-
ming developed in this section in the form of a procedure
for testing whether a given packing of non-spherical par-
ticles is jammed. We assume that the contact network of
the packing is known and available as input. For spherical
particles, as already discussed, second-order terms never
need to be considered, and testing for jamming can be
done by solving one or two linear programs, as discussed
in detail in Ref. [11]. In the formulation below, we avoid
solving linear programs unless necessary, but rather use
basic linear algebra tools whenever possible.
1. Find a basis F for the null-space of the rigidity
matrix A, i.e., find Nstresses linearly independent
solutions to the linear system of equations Af = 0,
normalized to mean of unity. This can be done, for
example, by looking for zero eigenvalues and the
associated eigenvectors of the matrix ATA. If
(a) Nstresses = 0,
(b) Nstresses = 1 but the unique self-stress is not
non-negative, or
(c) Nstresses > 1 but the linear feasibility pro-
gram (13) is infeasible,
then declare the packing not jammed (first-order
flexible), optionally identify an unjamming motion
by solving the linear feasibility program AT Q˙ ≥
e, and terminate the procedure. Otherwise, if the
identified self-stress f is not strict, declare the test
inconclusive and terminate.
2. If Nfloppy = Nf + Nstresses −M = 0, then de-
clare the packing (first-order) jammed and termi-
nate the procedure. Otherwise, find a basis V
for the null-space of AT , i.e. Nfloppy linearly-
independent solutions to the linear system of equa-
tions AT∆Q = 0. Compute the stress matrix H
using the previously-identified strict self-stress f ,
and compute its projection HV on the space of null
first-order flexes.
3. Compute the smallest eigenvalue λmin and asso-
ciated eigenvector xmin of the matrix HV . If
λmin < 0, declare the packing (second-order)
jammed and terminate the procedure. If λmin > 0
and Nstresses = 1 declare the packing not jammed
(second-order flexible), optionally compute an un-
jamming motion by solving the LP (18) with Q˙ =
Vxmin, and terminate the procedure. Otherwise,
declare the test inconclusive and terminate.
We will discuss the actual numerical implementation
of this algorithm later, and see that in practice we
do not need to solve linear programs to test for jam-
ming in hypoconstrained ellipsoid packings. Essentially,
the packings we encounter in our work with disordered
packings of hard ellipsoids always have a single strict
self-stress and a negative-definite HV . The rectangu-
lar lattice of ellipses offers a different kind of example,
namely, one with simple regular geometry but multiple
self-stresses, and we analyze this example theoretically in
Appendix A.
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D. Outside the Kinematic Perspective
It is worthwhile to briefly consider the connections be-
tween the jamming criteria developed above using the
kinematic approach to jamming, and the static and per-
turbation approaches.
1. Static View
We have already seen that forces appear naturally
as Lagrange multipliers corresponding to impenetrability
constraints, in the form of a strict self-stress f > 0. In
the static view, we ask whether a packing can support a
given applied external forceB by a set of non-negative in-
terparticle forces. The key observation is that we can add
an arbitrary positive multiple of a self-stress to any set of
interparticle forces that support B in order to make them
non-negative, without affecting force balance. Therefore,
if the rigidity matrix A is of full-rank, as it has to be for
jammed sphere packings, any (supportable) load B can
be balanced with non-negative interparticle forces, and
kinematic and static rigidity become equivalent [33].
The addition of arbitrary multiples of the self-stress
to f is, however, a product of the mathematical idealiza-
tion of the packing. In fact, each specific applied load
in an isoconstrained packing with M = Nf + 1 contacts
will be supported by a well-defined f . The self-stress is
only physical if all Nf + 1 contacts are active, which re-
quires that the packing already be compressed by some
pre-existing applied load. Otherwise, the density will be
slightly smaller than the jamming density and upon ap-
plication of an external load one of the contacts will break
and only Nf of the contacts will be active. In general,
finding the active set of contacts requires solving the lin-
ear program [11]
minf eT f for virtual work
such that Af = −B for equilibrium (21)
f ≥ 0 for repulsion only.
At the solution, modulo degenerate situations, only Nf
of the forces will be positive, the remaining ones will be
zero.
For jammed hypoconstrained ellipsoid packings, such
as the one in Fig. 5, supporting some loads may require
a small deformation of the packing, such as a slight rota-
tion of the mobile ellipse in the example in Fig. 5. After
this small deformation, the normal vectors at the points
of contact will change slightly and the interparticle forces
f can support the applied force B. The larger the magni-
tude of the forces is, the smaller the deformation needed
to support the load is. Therefore every jammed packing
can support any applied force in a certain generalized
sense. Another way to look at this is to observe that, if
the interparticle forces are much larger than the applied
ones, the applied load will act as a small perturbation
to the packing and the static view becomes equivalent to
the perturbation view (with ∆ζ = 0). We consider the
perturbation view next and show how the stress matrix
appears in the response of the packing to perturbations.
2. Perturbation View
In the perturbation view we consider how the config-
uration and the contact forces respond to perturbations
consisting of small changes of the contact geometry and
small applied forces. Counting geometric and force con-
straints separately, as done in the literature, is incorrect
when f > 0: There is coupling between the particle po-
sitions and the interparticle forces as represented by the
Hessian H = Hf .
With this in mind, we can expand Eq. (8) to first order
in {‖∆Q‖ , ‖∆f‖}, to get the linear system of equations








It can be demonstrated that if the reduced Hessian HV
is definite, this system will have a solution for any ∆B
and ∆ζ. Furthermore, if HV is negative-definite the re-
sponse to perturbations will be stable, in the sense that
applied forces will do a positive work in order to per-
turb the packing. This is explained in greater detail in
Ref. [21], where the conditions ‖∆Q‖ = O(‖∆B‖) and
∆BT∆Q < 0 are stated in a more general setting, and
then a linearization of the response of the packing to per-
turbations is considered (recall that in Ref. [21] ∆ζ ≡ 0).
Equation (22) can be used to find the jamming point
starting with a packing that is nearly jammed, i.e., a
packing that has nonzero interparticle gaps ε∆ζ and a
self-stress that has a small imbalance ε∆B = Af . This
works well for small packings, however, for large disor-
dered packings, the force chains are very sensitive to
small changes in the geometry and the linearization of
the perturbation response is not a good approximation
even for packings very close to the jamming point. Ad-
ditionally, we note that to first order in ε, the solution to
Eq. (22) has ∆µ/ε = fT∆ζ/2M = fTEh/2M , which can
be used to quickly estimate the jamming gap of a nearly-
jammed packing from just the interparticle gaps ∆ζ = ζ
and the interparticle forces, without knowing the actual
jamming point [2].
VI. NUMERICALLY TESTING FOR JAMMING
IN HYPOCONSTRAINED ELLIPSOID
PACKINGS
In this section we will apply the criteria for jamming
and the algorithm to test for jamming from Section VC
to our computationally-generated hypoconstrained pack-
ings of ellipsoids. This section is technical and may
be skipped or skimmed by readers not interested in the
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mathematical formalism of jamming. The numerical re-
sults show that the packings are indeed second-order
jammed, even very close to the sphere point. Before dis-
cussing the numerical details of the algorithm, we need
to calculate the first and second-order derivatives of the
overlap potential for ellipsoids.
A. Overlap Potentials for Ellipsoids
Numerical algorithms for calculating the PW overlap
potential ζ = µ2 − 1 for ellipsoids are presented in the
second part of Ref. [15]. Here we review the essential
notation and give the first and second-order derivatives
of the overlap potential, necessary to build the rigidity
and stress matrices for a given packing.
An ellipsoid is a smooth convex body consisting of all
points r that satisfy the quadratic inequality
(r− r0)T X (r− r0) ≤ 1, (23)
where r0 is the position of the center (centroid), and X
is a characteristic ellipsoid matrix describing the shape
and orientation of the ellipsoid,
X = QTO−2Q, (24)
where Q is the rotational matrix describing the orien-
tation of the ellipsoid, and O is a diagonal matrix con-
taining the major semi-axes of the ellipsoid along the
diagonal. Consider two ellipsoids A and B and denote
Y = λX−1B + (1− λ)X−1A , (25)
where λ is defined in Section III. The contact point rC
of the two ellipsoids is
rC = rA + (1− λ)X−1A n = rB − λX−1B n, (26)
where
n = Y−1rAB (27)
is the unnormalized common normal vector at the point
of contact.
In principle the overlap potential is a function of the
normalized quaternions describing the particle orienta-
tions, and derivatives of ζ need to be projected onto the
unit quaternion sphere. This projection can be avoided
if we do not do a traditional Taylor series in the quater-
nions, namely an additive perturbation ∆q, but rather
consider a multiplicative perturbation to the quaternions
in the form of a small rotation from the current configu-
ration ∆ϕ.
1. First-Order Derivatives
The gradient of the overlap potential, which enters in
the columns of the rigidity matrix, can be shown to be










as we derived in Section IIIA 1 for a general convex
particle shape by using the normalized normal vector
nˆ = n/ ‖n‖ [note that ζ = λ (1− λ) rTABn − 1 = 0].









λ (1− λ) < 0,





[MBnA − λ (rBC × n)] ,
where




The explicit expressions for the Hessian of the overlap
potential are





















The derivatives with respect to the position and orienta-
tion of particle A can be obtained by simply exchanging
the roles of particles A and B, however, there are also

















The stress-matrix is built from these blocks as given in
Eq. (20), where each of the four blocks ∇2αβζ ( α and












B. Numerically Testing for Jamming
The numerical implementation of the algorithm given
in Section VC poses several challenges. The most impor-
tant issue is that that algorithm was designed for ideal
packings, that is, it was assumed that the true contact
network of the packing is known. Packings produced by
the MD algorithm, although very close to jamming (i.e.,
very high pressures), are not ideal. In particular, it is
not trivial to identify which pairs of particles truly touch
at the jamming point. Disordered packings have a multi-
tude of near contacts that play an important role in the
rigidity of the packing away from the jamming point [34],
and these near contacts can participate in the backbone
(force-carrying network) even very close to the jamming
point. Additionally, not including a contact in the con-
tact network can lead to the identification of spurious
unjamming motions, which are actually blocked by the
contact that was omitted in error.
For hard spheres, the algorithms can use linear pro-
gramming to handle the inclusion of false contacts [11].
For ellipsoids, we look at the smallest eigenvalues of
ATA, i.e., the least-square solution toAf = 0. The solu-
tion will be positive if we have identified the true contact
network, f > 0, but the inclusion of false contacts will
lead to small negative forces on those false contacts. The
problem comes about because the calculation of the self-
stress by just looking at the rigidity matrix does not take
into account the actual proximity to contact between the
particles. One way to identify the true contact network
of the packing is to perform a long molecular dynamics
run at a fixed density at the highest pressure reached,
and record the list of particle neighbors participating in
collisions as well as average the total transfer of colli-
sional momentum between them in order to obtain the
(positive) contact forces [2].
Once the contact network is identified, we want to look
for null-vectors of the rigidity matrix. This can be done
using specialized algorithms that ensure accurate answers
[35], however, we have found it sufficient in practice to
simply calculate the few smallest eigenvalues of the semi-
definite matrix ATA. We used MATLAB’s sparse lin-
ear algebra tools to perform the eigenvalue calculation
(internally MATLAB uses the ARPACK library, which
implements the Implicitly Restarted Arnoldi Method).
We consistently found that the smallest eigenvalue is
about 3−6 orders of magnitude smaller than the second-
smallest eigenvalue, indicating that there is a near linear-
dependency among the columns of A in the form of a
self-stress. The self-stress, which is simply the eigen-
vector corresponding to the near-zero eigenvalue, was al-
ways strictly positive; in our experience, disordered pack-
ings of ellipsoids have a unique strict self-stress f . This
means that there are Nfloppy = Nf +1−M solutions to
AT∆Q = 0, Nf −M of which are exact, and one which
is approximate (corresponding to the approximate self-
stress). This can be seen, for example, by calculating the
eigenvalues of AAT , since Nf −M will be zero to numer-
ical precision, one will be very small, and the remaining
ones will be orders of magnitude larger.
1. Verification of Second-Order Jamming
Once a strict self-stress is known, second-order jam-
ming or flexibility can be determined by examining the
smallest eigenvalue of HV , which requires finding a ba-
sis for the linear space of floppy modes. However, it is
computationally demanding to find a basis for the null-
space of AT due to the large number of floppy modes,
and since sparsity is difficult to incorporate in null-space
codes. There are algorithms to find sparse basis for this
null-space [35], however, we have chosen a different ap-
proach.
Namely, we calculate the smallest eigenvalues of
Hk = kAAT −H,
which as we saw in Section VIII B is the Hessian of the po-
tential energy for a system of deformable ellipsoids where
the stiffness coefficients are all k. For very large k (we
use k = 106), any positive eigenvalue of AAT is strongly
amplified and not affected by H, and therefore only the
floppy modes can lead to small eigenvalues of Hk, de-
pending on how they are affected by H. We have found
that MATLAB’s eigs function is not able to converge the
smallest eigenvalues ofHk for large stiffnesses k, however,
the convergence is quick if one asks for the eigenvalues
closest to zero or even closest to −1. This typically re-
veals any negative eigenvalues of Hk and the correspond-
ing floppy modes.
It is also possible to perform a rigorous numer-
ical test for positive-definiteness of Hk using prop-
erly rounded IEEE machine arithmetic and MATLAB’s
(sparse) Cholesky decomposition of a numerically re-
conditioned Hk [36]. We have used the code described in
Ref. [36] to show that indeed for our packings Hk Â 0
and therefore the packings are second-order jammed. For
spheroids, that is, ellipsoids that have an axes of sym-
metry, there will be trivial floppy modes corresponding
to rotations of the particles around their own centroid.
These can be removed most easily by penalizing any com-
ponent of the particle rotations ∆ϕ that is parallel to the
axis of symmetry. For example, one can add to every di-
agonal block of Hk corresponding to the rotation of an
ellipsoid with axes of symmetry u a penalization term of
the form kuuT .
We have not performed a detailed investigation of a
very wide range of samples since our goal here was to sim-
ply demonstrate that under appropriate conditions the
packings we generate using the modified Lubachevsky-
Stillinger algorithm are indeed jammed, even though they
are very hypoconstrained near the sphere point. In this
work we have given the fundamentals of the mathematics
of jamming in these packings. A deeper understanding
of the mechanical and dynamical properties of nearly-
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jammed hypoconstrained ellipsoid packings is a subject
for future work.
VII. NEARLY JAMMED PACKINGS
So far we have considered ideal jammed packings,
where particles are exactly in contact. Computer-
generated packings however always have a packing frac-
tion φ slightly lower than the jamming packing fraction
φJ , and the particles can rattle (move continuously) to a
certain degree if agitated thermally or by shaking [2]. We
can imagine that we started with the ideal jammed pack-
ing and scaled the particle sizes by a factor µ = 1−δ < 1,
so that the packing fraction is lowered to φ = φJ (1− δ)d.
We call δ the jamming gap or distance to jamming.
It can be shown that if δ is sufficiently small the rattling
of the particles does not destroy the jamming property,
in the sense that the configuration point Q = QJ +∆Q
remains trapped in a small jamming neighborhood or jam-
ming basin J∆Q ⊂ RNf around QJ , which can be shown
rather generally using arguments similar to those in Ref.
[13] for tensegrities. In the limit δ → 0 the set of acces-
sible configurations J∆Q → {QJ}, and in fact this is the
definition of jamming used by Salsburg and Wood in Ref.
[37]. Rewritten to use our terminology, this definition is:
“A configuration is stable if for some range of densities
slightly smaller than φJ , the configuration states acces-
sible from QJ lie in the neighborhood of QJ . More for-
mally, if for any small ² > 0 there exists a δ > 0 such that
all points Q accessible from QJ satisfy ‖Q−QJ‖ < ²
provided φ ≥ φJ (1− δ)d.” We call this the trapping view
of jamming, most natural one when considering the ther-
modynamics of nearly jammed hard-particle systems [38].
Note that the trapping definition of jamming is in fact
equivalent to our kinematic definition of jamming [13].
To illustrate the influence of the constraint curvature
on jamming, we show in Fig. 6 four different cases with
two constraints in two dimensions. In all cases a self-
stress exists since the normals of the two constraints are
both horizontal. If both constraint surfaces are concave
(have negative or outward curvature), as constraints al-
ways are for hard-spheres, two constraints cannot close
a bounded region J∆Q around the jamming point. One
needs at least three constraints and in that case J∆Q
will be a curved triangle. If however at least one of the
constraints is convex (has positive curvature), two con-
straints can bound a closed jamming basin. Specifically,
if the sum of the radii of curvatures of the two constraints
at the jamming point R1+R2 is positive, there is no un-
jamming motion. On the other hand, if it is negative then
there is an unjamming motion in the vertical (floppy)
direction. This is equivalent to looking at the smallest
eigenvalue of the stress matrix in higher dimensions.
The jamming basin J∆Q(δ) for a given jamming gap δ
is the local solution to the relaxed impenetrability equa-
Figure 6: (Color online) The feasible region (yellow) around
a jamming point (black circle) for two curved constraints in
two dimensions (black circles). The region of the plane for-
bidden by one of the constraints is colored red, and colored
blue for the other constraint. The region forbidden by both
constraints is purple. The distance from the jamming point
to the constraints is approximately δ and chosen small. Four
cases are shown, going from left to right: (a) Both constraints
are concave, and the yellow region is not bounded. Moving
along the vertical direction unjams the system (this is typ-
ical of hard spheres). (b) Both constraints are convex, and
the yellow region is closed, even though it is very elongated
along the vertical direction (of order
√
δ). This is an exam-
ple of pre-stress stability (second-order jamming). (c) One
of the constraints is convex, but not enough to block the un-
jamming motion in the vertical direction. The motion has to
curve to avoid the convex constraint, i.e., a nonzero acceler-
ation is needed to unjam the system (second-order flexible).
(d) Only one of the constraints is convex, but enough to close
the yellow region (second-order jammed). If the radii of cur-
vatures are very close in magnitude, this region can become
a very elongated banana-like shape.
tions






One way to determine J∆Q(δ) for a wide range of δ’s is
to consider the function of the particle displacements
δ˜ (∆Q) =
√
1 + min [ζ (∆Q)]− 1, (28)
that is, to calculate by how much the particles need to be
shrunk to make a given particle displacement ∆Q feasible
(preserving non-overlapping). The contours (level-sets)
of the function δ˜ (∆Q) denote the boundaries of J∆Q(δ),
that is, J∆Q(δ) =
{
∆Q | δ˜ (∆Q) ≤ δ
}
.
A. First-Order Jammed Packings
As a simple but illustrative example, we will consider a
single mobile disk jammed between three other stationary
disks, as shown in Fig. 7, an analog of the ellipse example
from Fig. 5. This packing is first-order jammed, and the
figure also shows a color plot of the function δ˜ (∆Q) along
with its contours. It is seen that for small δ the jamming
basin J∆Q is a closed curved triangle.
These observations are readily generalized to higher
dimensions. For sufficiently small δ, the jamming basin
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Figure 7: (Color online) (Left) An example of a mobile disk (green) jammed between three fixed disks (yellow). This is
analogous to the ellipse packing shown in Fig. 5. (Right) A color plot of the function δ˜ (∆Q) for this disk packing along with
its contours (level sets).
approaches a convex jamming polytope (a closed polyhe-
dron in arbitrary dimension) P∆Q. For spheres all con-
straint surfaces are concave and therefore P∆Q ⊆ J∆Q
[37, 39]. The jamming polytope is determined from the
linearized impenetrability equations
AT∆Q ≥ −ζδ ≈ −2δ, (29)
and we can see that its volume, which determines the
(non-equilibrium) free-energy, scales like δNf . This leads






1− φ/φJ , (30)
which has been verified numerically for disordered iso-
constrained hard sphere packings [2].
B. Second-Order Jammed Packings
The ellipse analog from Fig. 5 has three degrees of
freedom, two translational and one orientational. If we
fix the orientation of the (mobile) ellipse, that is, we take
a planar cut through δ˜ (∆Q), the situation is identical to
that for the disk example above: For small δ the jam-
ming basins J∆Q are closed curved triangles. However,
the range of accessible orientations is rather large, on the
order of
√
δ, since even for a small δ the ellipse can rotate
significantly. This is a consequence of the rotation of the
ellipse being a floppy mode, and only being blocked by
second-order effects as given by the curvature of the im-
penetrability constraints. In a certain sense, the packing
is trapped to a greater extent in the subspace of configu-
ration space perpendicular to the space of floppy modes
than it is in the space of floppy modes. This is illustrated
in Fig. 8.
C. Pressure Scaling for Hypostatic Jammed
Ellipsoid Packings
The observations in Fig. 8 are readily generalized to
higher dimensions, however, it is no longer easy to deter-
mine the volume of J∆Q (and thus the free energy) in the
jamming limit. If we consider the simple two-constraint
example in Fig. 6, we find that the area A of the feasible








An obvious generalization of this result to higher dimen-
sions can be obtained by assuming that the jamming
basin J∆Q has extent
√
δ along all Nfloppy ≈ Nf−M di-
rections corresponding to floppy modes, where as it has
extent δ along all other perpendicular directions. The
volume would then scale as
|J∆Q| ∼ δMδ(Nf−M)/2 = δN(df/2+Z¯/4) = δNdf (1+s)/2,
where we quantify the hypostaticity of the packing by
s = Z¯/2df . The corresponding scaling of the pressure in
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Figure 8: (Color online) (Left) A plot of the function δ˜ (∆Q) for the packing from Fig. 5. The horizontal axes correspond
to the translational degrees of freedom, and the vertical to the rotational degree of freedom (the rotation angle of the major
axes). The ∆Q = 0 cut is also shown (horizontal colored plane), to be compared to the right part of Fig. 7. We also show the
jamming basin J∆Q(δ = 0.0035) (dark blue region), illustrating that this region is shaped like a banana, elongated along the
direction of the floppy mode. (Right) Several contours (iso-surfaces) of δ˜ (∆Q), bounding the banana-shaped regions J∆Q(δ).




≈ df (1 + s)/2
1− φ/φJ .
However, as δ becomes very small, the jamming region
becomes so elongated along the space of floppy modes
that the time-scales for rattling along the elongated di-
rections becomes much larger than the time for rattling
in the perpendicular directions. This manifests itself as a
remarkably large and regular oscillation of the “instanta-
neous” pressure (as measured over time intervals of tens
of collisions per particle) during molecular-dynamics runs
at a fixed δ, as illustrated in Fig. 9. The oscillations
are more dramatic the smaller δ is, and can span six or
more orders of magnitudes of changes in the instanta-
neous pressure. The period of oscillation, as measured in
numbers of collisions per particle, is dramatically affected
by the moment of inertia of the ellipsoids I, most natu-
rally measured in units of mO2, where m is the particle
mass and O is the (say smallest) ellipsoid semiaxis.
We do not understand the full details of these pressure
oscillations, however, it is clear that dynamics near the
jamming point for the hypoconstrained ellipsoid pack-
ings is not ergodic on small time-scales. In particular, as
a packing is compressed during the course of the pack-
ing algorithm, the time-scale of the compression may be
shorter than the time-scale of exploring the full jamming
basin. Over shorter time scales the packing can only ex-
plore the directions perpendicular to the floppy modes,
and in this case we expect that the pressure would scale
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Figure 9: (Color online) The“instantaneous”reduced pressure
for a jammed hypoconstrained packing of three-dimensional
ellipsoids with semiaxes ratio 1.025−1 : 1 : 1.025, at different
(estimated) distances from the jamming point δ. Molecular
dynamics runs using a natural moment of inertia of the par-
ticles as well as ones using a much smaller moment of inertia
are shown. The pressure oscillations are sustained for very





In Fig. 10 we show C = p(1 − φ/φJ) as a function of
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Figure 10: (Color online) The pressure scaling coefficient C =
p(1 − φ/φJ) as systems of hard ellipses are compressed from
a dense liquid to the jamming point. The value of C is not
constant however it seems to remain between the bounds CL
(shown with a dashed line in the same color as C) and CU
(shown with a solid line).
the jamming gap for compressions of systems of ellipses
of different aspect ratios close to unity. The compression
started with a dense liquid and the particles were grown
slowly at an expansion rate γ = 10−5 to a high pressure
(jamming) p = 109. The figure shows for each aspect ra-
tio the lower bound CL = dfs = 3s and the upper bound
CU = df (1+s)/2 = 1.5(1+s), where s was calculated by
counting the almost perfect contacts at the highest pres-
sure [2]. As expected from the arguments above, we see
that very close to the jamming point C ≈ CL, however,
further away from jamming C ≈ CU . For packings that
are not hypoconstrained CL = CU = df , and for disks
CU = CL = 2.
VIII. ENERGY MINIMA IN SYSTEMS OF
DEFORMABLE PARTICLES
In this section we consider the connections between
jamming in hard particle packings and stable (local) en-
ergy minima (inherent structures [28]) for systems of
deformable (soft) particles. This has a two-fold pur-
pose. Firstly, in physical systems particles are always de-
formable, and therefore it is important to establish that
the hard-particle conditions for jamming we established
in Section V are relevant to systems of deformable par-
ticles. We expect that if the particles are sufficiently
stiff, to be made more quantitative shortly, the behav-
ior of the soft-particle system will approach that of the
corresponding hard-particle packing. Secondly, consid-
ering the conditions for the existence of a stable energy
minimum will enable us to derive in a simpler fashion
and better understand the jamming conditions from the
previous section.
We consider systems with short-ranged continuous in-
terparticle potentials that are a monotonically decreasing
function E of the overlap between particles,
Uij = E [ζ (qi,qj)] . (31)
That is, we assume that the elastic behavior of the parti-
cles is such that the interaction energy only depends on
the distance between the particles as measured by the
overlap potential ζ. An example of such an elastic po-
tential is an inverse power-law
E(ζ) = (1 + ζ)−ν , (32)




0 if ζ > 0
∞ if ζ < 0 .
For sufficiently large power exponents ν the interaction

















is dominated by the most overlapping pair of particles
[see Eq. (28) for the definition of δ˜]. Additionally, as ν
grows the interparticle potential becomes stiff in the sense
that small changes in the distance between the particles









becomes very large and positive. This indicates a physi-
cal interpretation of the hard-particle interaction poten-
tial: It is the limit of taking an infinite stiffness coeffi-
cient while the force between particles is kept at some
non-negative value, which can be tuned as desired by in-
finitesimal changes in the distance between the particles
(but note that the forces in different contacts are cor-
related since the motion of particles affects all of them
simultaneously).
A. Stable Energy Minima Correspond to Jammed
Packings
Assume that we have a packing of hard particles and
that we can find a set of interparticle interaction poten-
tials Uij for the geometric contacts such that the configu-
ration is a stable energy minimum. This means that any
motion of the particles leads to increasing the energy U ,
i.e., to overlap of some pair of particles. Therefore, the
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packing of hard particles is jammed. This gives a simple
way to prove that a given packing is jammed: Find a set
of interparticle potentials that makes the configuration a
stable energy minimum [12, 13]. We examine the condi-
tions for a stable energy minimum when the interaction
potentials are twice differentiable next.
The converse is also true, in the sense that arbitrarily
near a jammed packing there is an energy minimum for a
sufficiently“hard”interaction potential (in some cases the
potential energy U may have to be discontinuous at the
origin [12]). We demonstrate this on the examples from
Figs. 7 and 8 for a power-law interaction potential with
increasing exponent ν in Figs. 11 and 12, respectively. It
is clear that in the limit p → ∞, the contours of the in-
teraction potential become those of δ˜(∆Q) and are thus
closed near the origin, i.e., the energy has a minimum.
The higher the exponent p is, however, the more anhar-
monic the interaction potential becomes and the contours
are no longer ellipsoidal near the energy minimum.
It should be emphasized that the energy minima in
soft-particle systems have a variable degree of overlap
between neighboring particles and therefore do not cor-
respond to hard-particle packings. In particular, at large
pressures or applied forces the deformability of the parti-
cles becomes important and the energy minima no longer
have the geometric structure of packings. However, in the
limit of no externally-applied forces, i.e., f → 0, the only
interacting particles are those that barely overlap, i.e.,
that are nearly touching. Therefore energy minima for
purely-repulsive interaction potentials and a finite cutoff
correspond to jammed packings of hard particles in the
limit of zero external pressure (alternatively, one can keep
the applied forces constant and make the grains infinitely
stiff [6]). Therefore, the packings of soft particles studied
in Ref. [3] very slightly above the“jamming threshold”φc
are closely related to collectively jammed ideal packings
of spheres of diameter D = σ (polydispersity is trivial to
incorporate) [40].
B. Hessian Eigenvalues and Jamming
It is well-known that for smooth interactions a given
configuration is a stable energy minimum if the gradient
of the energy is zero and the Hessian is positive-definite,
and the converse is also true if positive-definite is re-
placed with positive-semidefinite. This has been used as
a criterion for jamming in systems of deformable particles
[3, 40].

















The first-order necessary condition for a stable energy
minimum is therefore exactly the force/torque balance
condition
Af = 0 and f ≥ 0,
as we derived using linear programming and duality the-



















= AKAT −Hf = AKAT −H,
where K = ∇2ζ² = Diag {kij} is an [M ×M ] diagonal
matrix with the stiffness coefficients along the diagonal,
and H =∇QA =∇2Qζ is the Hessian of the overlap con-
straints. Note that more careful notation with derivatives
of vectors and matrices can be developed and should in
principle be employed in calculations to avoid confusions
about the order of matrix multiplications and transposi-
tions [41].
The Hessian
HU =∇2QU = AKAT −H
consists of two terms, the stiffness matrix HK = AKAT ,
and the stress matrix H that we already encountered in
the second-order expansion of the impenetrability con-
straints. The importance of not neglecting the stress ma-
trix is also noted independently in Ref. [21], where also
expressions are given for this matrix for certain types of
contact geometry.
The second-order sufficient condition for a strict en-
ergy minimum is
HU Â 0.
Since K > 0, the stiffness matrix HC is positive-
semidefinite: For any vector ∆Q that is not a floppy
mode, ∆QTHK∆Q > 0, while ∆QTHK∆Q = 0 if ∆Q
is a floppy mode (i.e., AT∆Q = 0). Therefore, for any
direction of particle motion that is not a floppy mode, one
can make the stiffness coefficients large enough to make
∆QTHK∆Q > 0, regardless of the value of ∆QTH∆Q.
Floppy modes, however, correspond to negative curva-
ture directions of the Hessian HU if they are positive-
curvature directions of the stress matrix, ∆QTH∆Q > 0.
Therefore, the energy minimum is strict if and only if the
stress matrix is negative-definite on the space of floppy
modes. This is exactly the same result as the second-
order condition for jamming we derived in Section V us-
ing duality theory.
For deformable particles, the stiffness coefficients are fi-
nite. Therefore, for sufficiently large interparticle forces,
the stress matrix may affect the eigenspectrum of the
Hessian HU and therefore the stability of potential en-
ergy minima. For spheres, as we derived earlier, H Â 0
and therefore interparticle forces may only destabilize
packings: This is the well known result that increas-
ing the interparticle forces leads to buckling modes in
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Figure 11: (Color online) The total interaction energy U(∆Q) for the example in Fig. 7 when the disks are deformable and
interact via a power-law potential. We show U as a color plot with overlayed contours for power exponents ν = 12, 25, and 100
(going from left to right). Compare the ν = 100 case to the contours of δ˜(∆Q) in Fig. 7.
Figure 12: (Color online) The contours (iso-surfaces) of the total interaction energy U(∆Q) for the example in Fig. 8 when
the ellipses are deformable and interact via a power-law potential. Going from left to right, we show ν = 12 and 25, as well as
the hard ellipsoid δ˜(∆Q), corresponding to the limit ν →∞.
sphere packings [10]. Jamming in systems of soft spheres
is therefore considered in the limit of f → 0, i.e., the
point when particles first start interacting [3, 34]. For
ellipsoids however, the forces can, and in practice they
do, provide stability against negative or zero-frequency
vibrational modes. The magnitude of the forces becomes
important, and will determine the shape of the density
of states (DOS) spectrum [34] for small vibrational fre-
quencies. To quote from Ref. [10], “The basic claim...is
that one cannot understand the mechanical properties of
amorphous materials if one does not explicitly take into
account the direct effect of stresses.”
The density of states (vibrational modes) in packings
of soft spheres has been the subject of recent interest
[34, 42, 43]. In particular, a Boson peak of low-frequency
modes has been identified and attributed to the marginal
rigidity (isostaticity) of the packings [42]. The effect
of pre-stresses (pressure) on the density of vibrational
modes has also been studied [43]. Such studies should be
carried out also for packings of soft ellipsoids. In this case
additional low-frequency modes will appear due to the
floppy modes, especially at low pressures and for nearly
spherical ellipsoids. These floppy modes will affect the
mechanical response of the system, and there will be a
subtle interplay between the low-frequency modes due to
the marginal rigidity and those that appear because of
the floppy modes inherent to hypoconstrained systems.
C. An Example of Pre-Stress Stability
Figure 13 shows a very simple example in which pre-
stressing, i.e., pre-existing forces, stabilize a structure.
Although the example is not a packing, it illustrates well
some of the essential features. First, the geometry of the
system is degenerate, since the two springs are exactly
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Figure 13: (Color online) An example of a pre-stress stable
system. Two elastic springs of stiffness k and length l are
connected via a joint that can move in the horizontal direction
under the influence of an external force F .
parallel. This degeneracy insures that a self-stress ex-
ists, since one can stretch/compress both springs by an
identical amount and still maintain force balance.
Observe that geometrically the change in the position
of the joint ∆x causes a quadratic change in the length
of each spring ∆l ≈ ∆x2. To balance an applied force F ,
the force inside each spring f needs to be f∆x = F . If
the system is not pre-stressed, then the potential energy
is quartic around the origin, ∆U = 12k∆l
2 ≈ 12k∆x4, and
the applied force causes a very large deformation of the
structure ∆x = (F/k)1/3. The structure is stable (i.e.,
corresponds to a jammed packing), however, its response
to perturbations is not harmonic. If however there is an
initial force f in the springs, then the potential energy
is quadratic around the origin ∆U ≈ f∆l = f∆x2 and
the deformation is linear in the applied force ∆x = F/f .
If f < 0, then the system is unstable and will buckle,
and if f > 0 the system is stable and its response to
perturbations is harmonic. This is exactly the form of
stability that hypoconstrained ellipsoid packings have.
It is instructive to compare the simple example in Fig.
13 with the example given in Fig. 5. In the latter
there is also a single floppy mode. Let the small dis-
placement of the central mobile particle along this floppy
mode, due to an applied torque τ , be ∆q. This involves
both a small rotation and a small displacement of the
centroid, and causes a quadratic change in the contact
distances ∆l ∼ ∆q2. If the packing is pre-stressed by a
slight compression (or expansion of the central ellipse),
so that the contact forces are a positive multiple of the
self-stress, f = λfself, λ > 0, then the potential energy
is quadratic, ∆U = fT∆l ∼ λ∆q2. The deformation
needed to resist the applied torque is determined from




, i.e., ∆q ∼ τ/λ. Here
∇qN denotes the sensitivity of the normal vectors N
(represented in a suitable matrix form) at the points
of contact with respect to the position of the mobile el-
lipse. The response of the system is therefore strongly-
dependent upon the magnitude of the pre-stress λ, just
as the response in the example in Fig. 13 is dependent
upon f .
IX. PACKINGS OF NEARLY SPHERICAL
ELLIPSOIDS
In this section we will consider nearly spherical ellip-
soids, that is, ellipsoids with aspect ratio α close to unity.
In particular, we try to understand why these packings
are hypoconstrained and to quantitatively explain the
sharp rise in the density and contact numbers of disor-
dered packings as asphericity is introduced. We propose
that the packings of nearly spherical ellipsoids should be
looked at as continuous perturbations of jammed disor-
dered sphere packings, and establish the leading order
terms in the expansion around the sphere point.
A. Rotational and Translational Degrees of
Freedom Are Not Equal
One might at first sight expect a discontinuous change
in the contact number, and therefore the structure, as
asphericity is introduced. After all, the number of de-
grees of freedom jumps suddenly from df = d to (for
non-spheroids) df = d(d + 1)/2 > d. However, such
an expectation is not reasonable. Firstly, the number of
degrees of freedom is df = d(d + 1)/2 even for spheres,
since spheres can rotate too. This rotation does not affect
the non-overlap conditions and therefore is not coupled
to translational degrees of freedom. If the ellipsoids are
nearly spherical, particle rotation is only mildly coupled
to particle translations and rotation only affects the non-
overlap conditions very close to the jamming point. This
is seen, for example, through a violation of the equiparti-
tion theorem in non-equilibrium MD simulations of hard
ellipsoids, depending on the moment of inertia of the par-
ticles and the time-scale of the system evolution. We
therefore expect that thermodynamically and kinetically,
at least at the level of translations, systems of nearly
spherical ellipsoids will behave identically to systems of
spheres until the interparticle gaps become comparable
to the difference between the semiaxes. It is therefore
not really surprising that the properties of the jammed
packings such as φJ or Z¯ change continuously with α.
What is somewhat surprising however is that φJ and
Z¯ are not differentiable functions of particle shape. In
particular, starting with a unit sphere and changing a
given semiaxes by +²¿ 1 increases the density linearly in
², and changing it by −² also increases the density by the
same amount, ∆φJ ∼ |²|. As we will show through our
calculations, this non-differentiability is a consequence of
the breaking of rotational symmetry at the sphere point.
The particle orientations themselves are not differentiable
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functions of particle shape and change discontinuously as
the sphere point is crossed.
Finally, there is little reason to expect packings of
nearly spherical particles to be rotationally jammed. Af-
ter all, sphere packings are never rotationally jammed,
since the spheres can rotate in place arbitrarily. Simi-
larly, near the jamming point, it is expected that par-
ticles can rotate significantly even though they will be
translationally trapped and rattle inside small cages, un-
til of course the actual jamming point is reached, at which
point rotational jamming will also come into play. It is
therefore not surprising that near the sphere point, the
parameters inside the packing-generation protocol, such
as the moment of inertia of the particles and the expan-
sion rate of the particles, can significantly affect the final
results. In particular, using fast particle expansion or
too large of a moment of inertia leads to packings that
are clearly not rotationally jammed, since the torques are
not balanced, however, they are translationally jammed
and have balanced centroid forces. We do not have a full
understanding of the dynamics of our packing-generation
algorithm, even near the jamming point.
In this paper we will focus on packings that are also
rotationally jammed. In general one may need to dis-
tinguish between translational and rotational jamming.
For example, the ellipsoid packing produced by simply
stretching the crystal packing of spheres along a certain
axis by a scaling factor of α is translationally but not
rotationally (strictly [11]) jammed. This is because by
changing the axis along which the stretch is performed
one gets a whole family of ellipsoid packings with exactly
the same density. Therefore, it is possible to shear the
packing by changing the lattice vectors used in the peri-
odic boundary conditions, without changing the density,
as illustrated in Fig. 14 in two dimensions.
Figure 14: The triangular packing of ellipses is not rotation-
ally jammed since one can shear the packing continuously,
without introducing overlap or changing the density. The fig-
ure shows a sequence of snapshots as this shearing motion
proceeds. The packing is however (strictly [11]) translation-
ally jammed.
1. Isostatic Packings are Translationally Ordered
As we already demonstrated, in order for a hypocon-
strained packing of ellipsoids to be jammed, the pack-
ing geometry must be degenerate. The existence of a
self-stress f requires that the orientations of particles be
chosen so that the torques are balanced in addition to
the forces on the centroids. This leads to a loss of “ran-
domness” in a certain sense, since the number of jammed
configurations is reduced greatly by the fact that geomet-
rically ”special”(not generic) configurations are needed to
balance the torques.
However, it is also important to point out that dis-
ordered isoconstrained packings of nearly spherical el-
lipsoids are hard to construct. In particular, achieving
isocounting near the sphere point requires translational
ordering. In two dimensions, the average number of con-
tacts per particle needed is Z¯ = 6, however, the maximal
kissing number near the sphere point is also Zmax = 6.
Therefore the only possibility is that every particle have
exactly Z = 6 contacts. This inevitably leads to trans-
lational ordering on a triangular lattice. In other words,
the only isoconstrained packing of ellipses in the limit
α → 1 is the hard disk triangular crystal. Similarly, in
three dimensions, Z¯ = Zmax = 12 for non spheroids, and
therefore every particle must have exactly Z = 12 neigh-
bors. While it not rigorously known what are the sphere
packings with all particles having twelve neighbors, it is
likely that only stacking variants of the FCC/HCP lattice
achieve that property. For spheroids, the isoconstrained
number of contacts is Z¯ = 10 and the results in Fig. 1
indicate that this value is nearly reached for sufficiently
large aspect ratios. For nonspheroids, however, we only
observe a maximum of 11.4 contacts per particle, consis-
tent with the fact that achieving the isoconstrained value
requires more translational ordering.
B. Two Near-Spheres (Nearly) Touching
In what follows we will need first-order approximations
of the impenetrability constraints between two nearly
spherical ellipsoids. Assume there are two spheres A
and B of radius OA/B touching. Transform the spheres
into ellipsoids with semiaxes OI + ∆O, and orienta-
tion described by the rotation matrix Q, and denote
²O = O−1∆O. Finally, define the matrix
T = QT ²OQ,
which in the case of turning a disk into an ellipse with




sin2 φ − sinφ cosφ
− sinφ cosφ cos2 φ
]
= −²Tφ,
where θ is the angle of orientation of the ellipse. It can be
shown that to first order in ² the new distance between
the ellipsoids is










The torque exerted by the contact force f = fn on a
given particle, to first order in asphericity ², comes about
because the normal vector no longer passes through the
centroid of the particle (as it does for spheres). One can
ignore the small changes in the magnitude of the normal
force or the change in the contact point rC , and only
consider the change in the normal vector
n ≈ Xu ≈ (I− 2T)u = u− 2Tu,
giving a torque
τ = rC × f ≈ 2Of (Tu)× u.
C. Maintaining Jamming Near the Sphere Point
Assume now that we have a collectively jammed iso-
constrained sphere packing with density φSJ and that we
want to make the disks slightly ellipsoidal by shrinking
them along a given set of axes, while still preserving jam-
ming. Keeping orientations fixed, one can expand each
near-sphere by a scaling factor ∆µ and displace each cen-
troid by ∆r, so that all particles that were initially in con-
tact are still in contact. Note that because the matrix S
is proportional to ², so will ∆µ and ∆R. In other words,
the change in the density will be linear in asphericity.
However, the value of the slope depends on the choice of
orientations of the ellipsoids. Referring back to Section


















giving a new jamming density
φJ/φ
S




(1 + ²Oi ) ≈ 1 + d∆µ+ eT ²O.
Keeping all ellipsoids aligned produces an affine defor-
mation of the sphere packing that has the same jamming
density, but is not (first-order) jammed. Therefore, the
true jamming density must be higher, φJ ≥ φSJ . This
explains why the jamming density increases with aspect
ratio near the sphere point. The added rotational degrees
of freedom allow one to increase the density beyond that
of the aligned (nematic) packing, which for ellipsoids has
exactly the same density as the sphere point.
Can we find a set of orientations for the ellipsoids so
that the resulting packing is jammed? The first con-
dition for jamming is that there exist a self-stress that
balances both forces and torques on each particle. Just
from the force-balance condition, one can already deter-
mine the interparticle forces f . These will change little as
one makes the particles slightly aspherical, because the
normal vectors barely change. Therefore, the self-stress
is already known a priori, without regard to the choice of
particle orientations. The orientations must be chosen so
that the torques are also balanced. As shown above, to
first order in asphericity ², the torque balance condition
for particle i is∑
j∈N (i)
fij (Tiuij)× uij =
∑
j
fijUijTiuij = 0. (33)
This gives for each particle a set of possible orientations,
given the contact network of the isoconstrained sphere
packing. The torque balance condition (33) is in fact
the first-order optimality condition for maximizing the
jamming density, as expected. It is worth pointing out
that for a random assignment of orientations to ellipses
the expected change in density is identically zero; in order
to get an increase in the density one must use orientations
correlated with the translational degrees of freedom.
1. Ellipses
In two dimensions, for a particular contact with u =
〈cos θ, sin θ〉 we have the simple expressions
uTφu = sin2(φ− θ)
u× (Tφu) = 12 sin [2(φ− θ)] .
Considering 2φ as the variable, one easily finds the solu-







fi cos 2θi). (34)
If we calculate the second derivative for the density in-








and therefore in order to maximize the jamming density
we need to choose the minus signs in Eq. (34). Once we
find the unique orientation of each ellipse that ensures
torque balance, we can calculate the jamming density
φJ/φ
S

















We have calculated the slope sφ for disordered binary
disk packings (with φSJ ≈ 0.84) numerically, and find a
value sφ ≈ 0.454. We compare this theoretical value
with numerical calculations in Fig. 15. The first com-
parison is directly to the packing fractions obtained us-
ing the Lubachevsky-Stillinger algorithm, which do not
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Figure 15: (Color online) The estimated jamming density
near the disk point for binary packings of hard ellipses, as
obtained from the LS packing algorithm, from perturbing the
disk packing using constant-pressure MD, and from the first-
order perturbation theory. The inset shows some of the data
over a larger range of aspect ratio and also shows the packing
densities obtained when the ellipses have infinite moment of
inertia in the LS algorithm.
have anything to do with perturbing a sphere packing.
Although the simulation jamming densities are not lin-
ear over a wide range of aspect ratios, near α = 1 they
are and the slope is close to the theoretically-predicted
sφ. We also compare to results obtained by perturbing
a jammed disk packing using MD. Specifically, we start
with a jammed disk packing at a relatively high pressure
(p = 1000) and assign an orientation according to Eq.
(34) to every disk, and then we start growing the large
semiaxes slowly while performing a form of constant-
pressure MD. The density changes automatically to keep
the pressure constant, and from the instantaneous den-
sity we estimate the jamming density using Eq. (30). In
Fig. 15 we show how the (estimated) jamming density
changes with aspect ratio. If we freeze the orientations
(i.e., use an infinite moment of inertia), we obtain results
that follow the theoretical slope prediction closely. Very
good agreement with the results from the LS algorithm is
obtained over a wide range of α if we start with the cor-
rect orientations and then allow the ellipse orientations
to change dynamically. For comparison, in the inset we
show that the packing density actually decreases if we
use the LS algorithm and freeze orientations at their ini-
tial (random) values, demonstrating that balancing the
torques and (maximally) increasing the density requires
a particular value for the particle orientations.
For ellipses, there are unique orientations that guar-
antee the existence of self-stresses near a given isocon-
strained jammed disk packing. Do these orientations ac-
tually lead to jammed packings, that is, are the second-
order conditions for jamming also satisfied? If one starts
with a jammed disk packing and transforms the disks
into ellipses of aspect ratio sufficiently close to unity, the
packing will remain translationally jammed [13]. Subse-
quent increase in the size of the particles must eventually
lead to a packing of maximal density. It is not how-
ever a priori obvious whether this packing is rotationally
and translationally jammed or has some kind of peculiar
unjamming motions that preserve the density, such as
the ones shown in Fig. 14. For small disk packings, we
have found the perturbed ellipse packings to be second-
order jammed sufficiently close to the sphere point. For
larger systems, even for very small asphericities, it is dif-
ficult numerically to perturb a given disk packing into
an ellipse packing without leading to new contacts or
breaking of old ones, as discussed shortly. An analytical
investigation may be able to prove that the perturbed
packings are actually second-order jammed, and there-
fore prove that there exist (large) jammed ellipse pack-
ings with Z¯ = 4, the absolute minimum contact number
possible for a jammed packing.
Finally, we note that in three dimensions the torque
balance equations (33) involve quaternions and are quar-
tic, and it does not seem an analytical solution is possible
as it is in two dimensions. We however expect that the
calculations performed here in d = 2 can be generalized
to higher dimensions as well. One interesting question to
answer theoretically in d = 3 is whether the middle axes
(β) affects the slope of the density sφ or whether only the
ratio of the largest to the smallest semiaxes (α), matters.
In Ref. [4] we proposed that the rapid increase in packing
fraction could be attributed to the need to increase the
contact numbers, since forming more contacts requires a
denser packing of the particles. This is supported by the
observation that the maximal packing density is achieved
for the most aspherical shape (β = 1/2). However, nu-
merical results very close to the sphere point are consis-
tent with a slope sφ independent of β. The arguments of
this section indicate that the density rise is independent
of the rise of the coordination number, at least near the
sphere point.
D. Contact Number Near the Sphere Point
In our perturbation approach to ellipsoid packings near
the sphere point, we assumed that the contact network
remains that of the disk packing even as the aspect ratio
moves away from unity. However, as the aspect ratio in-
creases and the packing structure is perturbed more and
more, some new contacts between nearby particles will
inevitably close, and some of the old contacts may break.
In Fig. 16 we show a system that the linear perturba-
tion prediction produces at α = 1.025. While the original
contacts in the jammed disk packing are maintained rel-
atively well, we see that many new overlaps form that
were not contacts in the disk packing. This means that
the contact number will increase from Z¯ = 4 as aspheric-
ity is introduced.
These observations suggest a way to calculate the lead-
ing order term of Z¯(α)−2d: We simply count the overlaps
introduced by orienting and displacing the centroids of
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Figure 16: Overlaps introduced at α = 1.025 by the naive
linear perturbation theory which only takes into account the
original contact network of the disk packing (black lines). We
see many overlaps forming between particles that were nearly
touching when α = 1.
the ellipsoids according to the linear perturbation the-
ory. It is well-known that jammed disordered sphere
packings have an unusual multitude of nearly-touching
particles, as manifested by a power-law divergence in
the pair correlation function near contact of the form
g2(r) ∼ (r −D)−0.4 (once rattlers are removed) [2]. For
binary disks in two dimensions the exact exponent has
not been calculated, but it appears close to a half [52].
These near contacts will close to form true contacts and
cause the rapid increase in Z¯(α), and we expect that the
growth will be of the form
Z¯(α)− 2d ≈ Zα
√
α− 1. (36)
A more rigorous analysis is difficult since we do not re-
ally have an understanding of the geometry of the near
contacts. We have numerically estimated the coefficient
Zα and plotted the prediction of Eq. (36) in Fig. 2. It
is seen that the prediction matches the actual simulation
results well sufficiently close to the sphere point.
X. CONCLUSIONS
In this paper we presented in detail the mathemati-
cal theory of jamming for packings of nonspherical par-
ticles and tried to understand the properties of jammed
packings of nonspherical particles of aspect ratio close to
unity, focusing on hard ellipses and ellipsoids. In this
section we summarize our findings and also point to di-
rections for future investigation.
Mathematically, understanding jamming in hard-
particle packings is equivalent to understanding the be-
havior of large systems of nonlinear inequalities as given
by the impenetrability conditions. These inequalities can
be written explicitly by introducing a continuously differ-
entiable overlap potential whose sign determines whether
two particles overlap. In Section III we generalized the
overlap potential proposed by Perram and Wertheim for
hard ellipsoids to arbitrary smooth strictly convex parti-
cle shapes and determined its first order derivatives.
In Section IV, we discussed the conjecture that large
disordered jammed packings of hard particles are isocon-
strained, i.e., that they have an equal number of con-
straints and degrees of freedom, Z¯ = 2df . It is not possi-
ble to make this conjecture into a theorem since the term
“disordered” is highly nontrivial to define [16]. However,
arguments have been made in the literature in support
of isocounting. We showed that this conjecture can be
supported with reasonable arguments only for spheres,
where particle rotations are not considered. In particular,
while it is expected that Z¯ ≤ 2df for “random” packings,
the converse inequality Z¯ ≥ 2df only applies to spheres.
Packings of nonspherical particles can be jammed and
have less than 2df contacts per particle, i.e., be hypocon-
strained. A minimally rigid ellipsoid packing, i.e., a pack-
ing that has the minimal number of contacts needed for
jamming, satisfied only the inequality Z¯ ≥ 2d, since at
least 2d contacts per particle are needed to block particle
translations. Particle rotations, however, and combined
rotation/translation motions, can be blocked by the cur-
vature of the particle surfaces at the point of contact. In
essence, if the radii of curvatures at the point of contact
are sufficiently large, i.e., the particle contact is suffi-
ciently “flat”, rotation of the particles is blocked. This
can be visualized by considering the limit of infinite radii
of curvatures, when have a contact between two flat sur-
faces. Such contacts, in a certain sense, count as several
“contact points” and block several degrees of freedom.
In Section V, we generalized the mathematics of first
and second-order rigidity for tensegrity frameworks de-
veloped in Ref. [12] to packings of nonspherical particles.
We proved that in order for a packing to be jammed there
must exist a set of (nonzero) non-negative interparticle
forces that are in equilibrium, i.e., the packing must have
a self-stress. Furthermore, we considered second-order
terms for hypoconstrained packings that do have a self-
stress but also have floppy modes, that is, particle mo-
tions that preserve interparticle distances to first order.
The second-order analysis showed that jammed packings
of strictly convex particles cannot have less than 2d con-
tacts per particle. We found that floppy modes involving
particle rotations can be blocked (rigidified) by the stress-
matrix, which includes second-order information about
the particle surfaces at the point of contact. We pro-
posed that this is exactly the type of jamming found in
disordered ellipsoid packings near the sphere point, and
in Section VI we presented a numerical algorithm for
testing hypoconstrained ellipsoid packings for jamming
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and applied it to some computer-generated samples. We
demonstrated that the packings are indeed jammed even
very close to the sphere point, where they have close to
2d contacts per particle.
In Section VII we considered the thermodynamics of
packings that are close to, but not exactly at, the jam-
ming point, so that particles have some room to rattle
(free volume). We found that for hypoconstrained pack-
ings the jamming basin J∆Q, which is localized around
the jamming point in configuration space, is very elon-
gated along the space of floppy modes. For iso- or hyper-
static packings, as jammed sphere packings always are,
the jamming basin approaches a polytope in the jam-
ming limit, whereas for hypoconstrained packings it ap-
proaches a (hyper) banana. The latter leads to very large
oscillations of the instantaneous pressure near the jam-
ming point and a violation of the asymptotic free-volume
equation of state (pressure scaling).
Real packings are always made from deformable (al-
beit very stiff) particles, i.e., particles that interact via
some elastic interaction potential. The analog of a
jammed hard-particle packing for deformable particles
are strict energy minima (inherent structures), i.e., struc-
tures where any motion of the particles costs energy
(quadratic in the displacements). In Section VIII we an-
alyzed the first- and second-order conditions for a strict
energy minimum for twice-differentiable interaction po-
tentials. We found that the first-order condition is ex-
actly the requirement for the existence of a self-stress,
and that the second-order condition is exactly the condi-
tion that the stress-matrix blocks the floppy modes. This
deep analogy between jamming in hard-particle packings
and energy minima in soft-particle packings is not unex-
pected since a “soft” potential can approximate the sin-
gular hard-particle potential arbitrarily closely. As the
potential becomes stiffer, the energy minimum will be-
come highly anharmonic and its shape will closely resem-
ble that of the jamming basin J∆Q (even at very small
temperatures).
Finally, in Section IX we developed a first-order pertur-
bation theory for packings of nearly spherical ellipsoids,
expanding around the sphere point. The theory is based
on the idea that packings of ellipsoids with aspect ra-
tio α = 1 + ² near unity have the same contact network
as a nearby isostatic packing of hard spheres. In order
for the ellipsoid packing to also be jammed, the orienta-
tions of the ellipsoids must be chosen so as to balance the
torques on each particle. These orientations also maxi-
mize the jamming density, increasing it beyond that of
the disk packing, and we analytically calculated the lin-
ear slope of the density increase with ² for binary ellipse
packings. The calculated coefficient is in good agreement
with numerical results. The perturbation of the sphere
packing also leads to a rapid increase in the average par-
ticle coordination Z¯, which we attributed to the closing
of the multitude of near contacts present in disordered
disk packings. The predicted Z¯ ∼ √² is also in good
agreement with numerical observations.
The observed peculiar behavior of packings of non-
spherical particles near the sphere point is a consequence
of the breaking of rotational symmetry. Near the sphere
point the coupling between particle positions and orien-
tations is weak and translations dominate the behavior
of the system. In this sense sphere packings are a good
model system, and particle shapes close to spherical can
be treated as a continuous perturbation of sphere pack-
ings. However, even for aspect ratios relatively close
to unity, the perturbation changes the properties of the
system such as density and contact number in a sharp
fashion, making sphere packings a quantitatively unreli-
able reference point for packings of more realistic parti-
cle shapes. Furthermore, even qualitative understanding
of jamming and mechanical rigidity for packings of non-
spherical particles requires consideration of phenomena
that simply do not have a sphere equivalent.
Future work should consider the mathematics of jam-
ming for packings of hard particles that are convex, but
not necessarily smooth or strictly convex. In particu-
lar, particles with sharp corners and/or flat edges are
of interest, such as, for example, cylinders and cubes.
We also believe that understanding jamming in frictional
hard-particle packings, even for the case of spheres, re-
quires a more thorough mathematical foundation. It is
also important to consider packings of soft ellipsoids and
in particular develop algorithms to generate them compu-
tationally and to study their mechanical properties and
vibrational spectra. Investigations of the thermodynam-
ics of very dense ellipsoid systems also demand further
attention.
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Appendix A: THE RECTANGULAR LATTICE OF
ELLIPSES
In this Appendix we consider a simple example of
a jammed hypoconstrained packing of ellipses having
Z¯ = 4, the minimum necessary for jamming even for
disks. Namely, the rectangular lattice of ellipses, i.e., the
stretched version of the square lattice of disks, is col-
lectively jammed, and in particular, it is second-order
jammed. More specifically, freezing all but a finite sub-
set of the particles, the remaining packing is second-order
jammed. An illustration is provided in Fig. 17. At first
glance, it appears that one can rotate any of the ellipses
arbitrarily without introducing overlap. However, this is
only true up to first order, and at the second-order level
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Figure 17: The rectangular lattice of ellipses (i.e., affinely
stretched square lattice of hard disks) with“hard-wall”bound-
ary conditions created by freezing the ellipses on the bound-
ary. This packing is jammed since the curvature of the flat
contacts blocks the rotations (including collective ones) of the
ellipses.
the “flat” contacts between the ellipses, that is, the con-
tacts whose normals are along the small ellipse semiaxes,
block this rotation through the curvature of the particles
at the point of contact.
The set of first-order flexes, i.e., particle motions which
preserve contact distances to first order, can easily be
constructed in this example due to the simple geometry.
Namely, a basis vector for this set is a single ellipse rotat-
ing around its centroid, giving the total number of first-
order flexes Nf = N [19]. The basis formed by these first-
order flexes is not orthogonal. However, its advantage is
that it is easier to calculate the stress matrix, or more
specifically, the matrix HV ; we only need to consider el-
lipsoid rotations without considering translations. The
same observation applies whenever one takes a jammed
sphere packing and makes the particles nonspherical but
does not change the normal vectors at the point of con-
tact. This can be done, for example, by simply taking
a jammed sphere packing and swelling the particles to
be nonspherical, without changing the geometry or con-
nectivity of the contact network. If the particles swell
enough to make all of the contacts sufficiently flat, the
new packing will be jammed, since all of the first-order
flexes consist of particle rotations only and are blocked
by the flat curvature of the contacts.
The fact that“flat” (the contacts among vertical neigh-
bors in Fig. 17) contacts block rotations can easily be
seen analytically by considering the case of one ellipse
jammed among four fixed ellipses (two horizontally, two
vertically). Specifically, any self-stress for which the con-
tact force in the “flat” contacts is larger than the force in
the“curved”contacts, fflat > fcurv, makes the mobile el-
lipse jammed, more specifically, pre-stress rigid [19]. The
same result can be shown to apply to the square lattice
of ellipses for an arbitrary number of ellipses. If the el-
lipses are not hard but rather deformable, the packing
would not support a compression along the curved con-
tacts, but it would along the flat contacts. This is a
very intuitive result: If one takes a smooth ellipsoid and
presses it against a table with its most curved tip, it will
buckle and the only stable configuration is one where the
flat tip presses against the table. Note however that the
hard-ellipse equivalent is jammed and can resist any finite
external forces, including a compression along the curved
contacts. The anharmonicity of the hard-sphere potential
becomes essential in this example, since the packing can
choose the correct internal (self) stresses (forces) needed
to provide mechanical rigidity. In (realistic) systems of
deformable particles, the internal stresses are fixed and
determined by the state of compression.
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