Introduction and main results
In the Gelfand theory of commutative Banach algebras with unit, an element generates a dense ideal if and only if it is invertible, in which case its Gelfand transform has no zeros, and the ideal it generates is the whole algebra. With varying degrees of success, efforts have been made to extend the validity of this result to the more general context of Banach (or even topological vector) spaces of functions. To do this properly, we need the space M (X) of multipliers on the given space X: a function f , defined on the same underlying region, is a multiplier on X if f X is contained in X. If X contains the constant functions, then M (X) ⊂ X. In the Banach algebra case, M (X) = X. Observe that M(X) forms an algebra, and if X is a Banach space, then M (X) is a Banach algebra. An element f ∈ X is said to be multiplier-cyclic in X if f M (X) is dense in X. In the Banach algebra case, an element is multiplier-cyclic if and only if it is invertible, or, which is the same, its Gelfand transform lacks zeros.
We illustrate the situation with two well-known spaces: L 2 , the square integrable functions on the unit circle T, and H 2 , the Hardy space on the unit disk D. For X = L 2 , the multiplier space is M (L 2 ) = L ∞ , the space of essentially bounded functions on T. A function in L 2 is multiplier-cyclic in L 2 if and only if its zero set is a null set with respect to arc length measure on T. For X = H 2 , the multiplier space is M (H 2 ) = H ∞ , the bounded analytic functions on D. By Beurling's invariant subspace theorem, a function is multiplier-cyclic if and only if it is outer. Invertible functions in H 2 are all outer, but not all outer functions are invertible. The above-mentioned results suggest that invertible elements are multipliercyclic in a more general setting. However, this intuition is wrong: as we leave the Nevanlinna space setting, new phenomena appear, which may prevent invertible elements from being multiplier-cyclic. What makes this possible is a curious combination of growth and decrease. We shall supply examples of functions in the Bergman spaces (and in certain uniform Bergman spaces) on the unit disk which are invertible, but not multiplier-cyclic (neither are they polynomial-cyclic; see the definition below). This answers in the negative questions raised by Shapiro, Nikolskiȋ, Shields, Korenblum, Brown, and Frankfurt.
We also need the concept of polynomial-cyclicity. Let X be a complex-linear topological space of analytic functions on D. Suppose X is closed under multiplication by the coordinate function z, so that the multiplier space M (X) contains the polynomials. We say that an element f ∈ X is polynomial-cyclic (the term weakly invertible is also common) in X if the set of polynomial multiples of f is dense in X. Generally speaking, it is harder for a function to be polynomial-cyclic than multiplier-cyclic, although in many cases the two concepts coincide, as in the case of H 2 above. Let dS(z) = π −1 dxdy (z = x + iy) be normalized Lebesgue area measure, and p a real parameter, 0 < p < +∞. In this paper we look at the Bergman space L p a , which consists of all functions f holomorphic on D, subject to the norm boundedness condition
It is a Hilbert space for p = 2, a Banach space for 1 ≤ p < +∞, and a complete metric space for 0 < p < 1 (the invariant metric being given by the p-th power of the norm expression). We shall also be interested in the related spaces A −p , A The space of multipliers on any one of the above Bergman or uniform Bergman spaces is H ∞ . The Korenblum space A −∞ is a topological algebra, and as such its multiplier space is A −∞ itself. No single function in the space A −p is polynomial-cyclic, because A −p is nonseparable. A slightly more sophisticated argument is required to show that there are no multiplier-cyclic functions either. Let f ∈ A −p ; one readily checks that there exists a sequence {z j } j of points in D tending to the unit circle such that (1 − |z|) p |f(z)| approaches 0 along it. Any function in the norm closure in A −p
of f H ∞ must also have this property for the same sequence. However, there are functions g ∈ A −p that do not, so f cannot be multiplier-cyclic. The existence of such functions g follows from the following argument: by thinning out the sequence {z j } j , what remains can be made interpolating for A −p , so that there are functions growing maximally there (see, for instance, [18] ). This suggests the concept of weak-star cyclicity: a function in A −p is said to be weak-star multiplier-cyclic if f H ∞ is weak-star dense in A −p , and weak-star polynomial-cyclic if the polynomial multiples of f are weak-star dense in A −p . The weak-star topology refers to a fixed predual, to be supplied shortly.
Let L ∞,−p be the space of (equivalence classes of) complex-valued Lebesgue measurable functions f on D with (1 − |z|) −∞ may be approximated by polynomials, so that multiplier-cyclicity is the same as polynomial-cyclicity for the topological algebra A −∞ as well. Since these concepts coincide in all cases we are concerned with, we shall drop the distinction between them, and talk only about cyclicity and cyclic functions (and add the prefix weak-star when needed).
If, as is the case for the above-defined Bergman, uniform Bergman, and Korenblum spaces, point evaluation functionals at points of D are continuous and non-trivial, then an obvious necessary condition for a function to be cyclic is that it should vanish nowhere on D. For the space A −∞ , Boris Korenblum's factorization theory [13] , [14] offers a complete description of the cyclic vectors based on the notion of κ-singular measure. 
Concerning cyclicity in A −p 0 , the following assertion is shown in [4] .
It is clear that cyclicity in A 0 . The first example of a Banach space of analytic functions in D where invertibility does not imply cyclicity was constructed by Faizo Shamoyan [19] (see also [23] , Commentary).
The weak-star topology of A −p is non-metrizable, so the set of weak-star sequential limits of elements of a given subset need not be weak-star closed. To get the weak-star closure, the operation of taking sequential limits may need to be applied many times. The following example illustrates this point.
Theorem 1.2. (0 < p < +∞)
There exists an outer function f in the Nevanlinna class, such that f ∈ A −p and 1/f ∈ q A −q , where the intersection is over all q with 0 < q < +∞, but the function 1 is not a weak-star sequential limit of polynomial multiples of f .
In the previous theorem, the constant function 1 does belong to the weak-star closure of the set of polynomial multiples of f , as f can be shown to be weak-star cyclic in A −p . Nevertheless, a genuine analog of Theorem 1.1 can be obtained.
The first result analogous to Theorem B for the Bergman space L p a was obtained by Harold Shapiro [20] , [21] (Shapiro's original result was for q = 2, but according to [4] , it holds generally).
By [4] , the following analog of Theorem B holds for the spaces L
a was first raised in [20] , and later in [17] , p. 93, [1] , [22] , Question 25, [15] , [23] , [24] , Question 5, and [12] . A variant of this problem is
In this form, it was mentioned in [17] , p. 93, [22] , Question 25 , [23] , and [9] . We construct an example answering these questions in the negative.
In [16] , and yet not L p a -outer. The underlying idea behind the constructions of non-cyclic functions in the function spaces considered here is that not only decrease, but also growth can be an impediment to cyclicity. The functions constructed will be in some sense extremal in the given space. To be more precise, the set of points E in the unit disk where the function is "maximally" big should be pretty massive: in Corollary 5.1, the closure of E contains the unit circle T, in Corollary 7.1, E is dominating for H ∞ , and in Corollaries 9.1 and 11.1, T has zero harmonic measure in D \ E. We now suggest a heuristic argument explaining why the indicated growth makes the given function f non-cyclic. Let {h n } n be a sequence of functions in H ∞ , such that f h n converges to some element g in the given space X. The fact that f is "maximally big" on E makes h n grow modestly on E, and since E is massive, h n must grow modestly throughout D, with an estimate that is uniform in n. Given that f(z) tends to 0 at a certain speed along a sequence tending to T, a little faster than the uniform bound in n of h n (z) tends to infinity, we get that the limit function g tends to 0 along the sequence. Then f is not cyclic, because we cannot get the constant function 1 in the closure of f H ∞ . All the proofs of the theorems (1.1-1.4) stated here involve highly lacunary constructions of harmonic functions. The one associated with Theorem 1.2 resembles an example by Nikolaȋ Nikolskiȋ [17] , p. 84, Theorem 2. Like us, Nikolskiȋ constructs a certain harmonic function as a Poisson integral of a norm convergent sum of Borel measures on T. Our other theorems (1.1, 1.3, 1.4) are based on the same idea, only there, the sum of the Borel measures is norm divergent, though convergent in the space of distributions.
The analytic functions that we construct exhibit bad boundary behavior everywhere on the unit circle. However, the constructions do modify so as to supply non-cyclic functions that extend analytically across a given arc of T (if the arc has length strictly less than that of the circle).
In the Hardy spaces H p , a function is non-cyclic if and only if it has a nontrivial inner factor, and the latter implies that either the function has zeros, or that it has a non-trivial singular inner factor. That the function has a non-trivial singular inner factor means that it decreases at a critical rate near a subset of the unit circle with zero length. Here we have found that a function in the Bergman or uniform Bergman spaces can be non-cyclic due to growth. Growth and critical decrease near a small set may combine forces, as we shall see. Let g be a function in a Bergman or uniform Bergman space, and let u be a singular inner function. It is natural to ask for which u the function ug generates the same invariant subspace as g does. If g is the constant function 1, or, more generally, if g belongs to a slightly smaller space (as in Theorems B and D), and is cyclic in A −∞ , then the answer is that ug generates the same invariant subspace as g does (that is, the whole space) if and only if the singular measure associated with u places no mass on any Beurling-Carleson set of zero length. However, if g grows too fast to belong to a slightly smaller space, the behavior of the singular measure associated with u on sets larger than Beurling-Carleson ones may become essential. For instance, let us look at the space A −p , and let g be the extremally growing function which is constructed for Theorem 1.3, and has the property that it generates the weak-star closed invariant subspace gH ∞ in A −p . Then ug generates the weak-star closed invariant subspace ugH ∞ , which coincides with gH ∞ if and only if u is constant (which can be normalized so that u = 1). That is, the singular measure associated with u must place zero mass on every Borel measurable subset of zero length. We hope that this example will inspire further work toward a complete description of the cyclic functions. The exposition of the paper is as follows. Theorems 1.1-1.4 are proved in Section 12. The proofs rely on explicit constructions of harmonic functions, which are carried out in Sections 4, 6, 8, and 10. Each construction is labeled i, ii, iii, and iv; i relates to Theorem 1.2, ii to Theorem 1.3, iii to Theorem 1.1, and iv to Theorem 1.4. The harmonic function constructions lead to the existence of certain zero-free holomorphic functions by taking exponentials of the harmonic functions plus i times their harmonic conjugates, and the properties of them that we need are stated in Sections 5, 7, 9, and 11. In Section 13, we apply the results to the recent factorization theory in the Bergman spaces based on extremal functions (inner divisors) [11] , [7] , [8] , [12] , [2] . Technical results on harmonic functions needed in the constructions are supplied in Sections 2 and 3.
The results contained in this paper were announced earlier in [3] .
Preliminaries on harmonic functions
Also, let h ∞ (D) be the Banach space of complex-valued bounded harmonic functions on D, with norm
For a finite Borel measure µ on T, its Poisson integral is the function
where 
where d is the Euclidean metric. In particular,
Proof. Let M (e iθ ) be the function µ(J(θ)), which is well defined at 1 because µ(T) = 0. The function M is supported on J(β), and its supremum norm has the bound M L ∞ ≤ 1/2. Integration by parts gives
we get
The proof is complete.
Building blocks
Our basic building blocks in later constructions will be the functions Φ α,β , for 0 < α < β ≤ 2π, which are defined as
where ω is harmonic measure, and for 0 < τ ≤ 2π, I(τ) is the arc
. In case β = 2π, we write Φ α in place of Φ α,2π :
We extend the function Φ α,β to the boundary T by declaring
One checks that Φ α,β (0) = 0. According to [10] , pp. 41-42,
with a suitable choice of the argument function, so that
and extend the function continuously to [0, 1] by declaring Q α,β (1) = 1/α − 1/β. Note that it is increasing in r, and has the property that the function Q α,β (e t )
is convex on ] − ∞, 0]. For geometric reasons, the above maximum is attained at z = r, and an explicit computation yields
For 0 < α ≤ π, the value at r = cos 1 2 α is readily estimated, and the resulting estimate leads to 1 α
To get a reasonable estimate on a longer interval, we proceed as follows. For 0 < α < 1 3 π, we have cos
and consequently, 1 2α
The second derivative of Q α,β (r) with respect to r is
One checks that for 0 < α < β < π, Q α,β (r) > 0 on the interval 0 < r < cos 
We also need to estimate the first derivative with respect to r of Q α (r),
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It attains its maximum at the inflexion point r = cos
We use here that (sin x)/x ≥ 2 3/2 π −1 for 0 < x ≤ π/4. The function Q a (r) increases on [0, cos 
If A(r, α) and B(r, α) stand for
(r, α) A(r, α)B(r, α) .
Using this identity and the elementary estimate 2π
At some point, we shall also need to be able to handle the function Q 2π−α (r), for small positive angles α. One shows that for 0
4. Iteration scheme, I
We shall now produce an iteration scheme that produces harmonic functions with certain prescribed properties. 
Suppose that f ∈ h ∞ (D) is a real-valued function which satisfies
Let ζ 0 ∈ T, 0 < R < 1, and ε, N > 0 be given. Then there is a real-valued function g ∈ h ∞ (D) and two points z 0 , w 0 ∈ D, with |z 0 − ζ 0 | < ε and |w 0 − ζ 0 | < ε, such that
and
Moreover, we can get g to satisfy
Proof. By replacing f with τf , for some constant τ, 0 < τ < 1, close to 1, we may assume that
Moreover, by rotation invariance, we may assume ζ 0 = 1. We will construct g as a suitable constant multiple of the function h λ (with appropriate choices of the real parameters α, β, and λ, λ ≥ 0),
For 0 < β ≤ r, the distance from D \ D(1, r) to I(β) is at least r/2, so that by Lemma 2.1,
holds for all Borel measures µ with µ(T) = 0 and µ ≤ 1 that are supported on the arc I(β).
Let 0 < α < β ≤ r < 1, and let Φ α,β be as before. Then the measure µ α,β ,
has µ α,β (T) = 0, µ α,β = 1, and it is supported on the arc I(β). Moreover,
so that by (4-2), it follows that
If we write ξ = 8π −1 βr −2 , we then have, by the above estimate, (4-1), and the assumptions on f ,
We clearly want the product ξλ to be small. Choose λ, 0 ≤ λ, such that
if we rewrite this condition, we get 1
The function u(|z|) − f (z) is positive throughout D, by the argument where f was replaced with τf . Since the function u(|z|) tends to infinity as |z| → 1, the supremum in (4-4 ) is attained at some point z 0 ∈ D (1, r) . By (4-3) and (4-4), we have
so that what we now need is an estimate of ξλ, and a corresponding estimate of h λ from below. To this end, we estimate the size of λ. Since f ∈ h ∞ (D), and u(t), v(t) both tend to +∞ as t → 1, we can, by taking r small enough, make sure that
By (4-5) (or the less restrictive condition which results when N is replaced by 0) and the fact that Φ α,β (z) > −β −1 throughout D, the function h λ is estimated from below as follows:
We now fix the parameter r, requiring it to satisfy all the previous smallness conditions, and in addition r < min ε, 1 − R . This assures that the point z 0 is sufficiently close to ζ 0 = 1, and that the disk |z| < R is contained in D \ D(1, r). As we shall see later, given an arbitrary δ, 0 < δ < 1, (4-5) makes it possible to choose the parameters α, β such that the following holds:
Taking (4-7) for granted, we can now bring the proof of the lemma to its conclusion. It follows from (4-3), , (4) (5) (6) , and (4-7) that h λ satisfies
The last line implies the existence of a point
Since we also have h λ (z 0 ) = u(|z 0 |) and h λ (w 0 ) < −2N, the function g(z) = σh λ (z) meets all the conditions of the lemma, provided δ is close to 0, and σ ∈] We turn to the demonstration of (4) (5) (6) (7) . Observe that the function that we take the supremum of in (4-4 ) is continuous up to the boundary of D (1, r) , that it is positive somewhere in D (1, r) , and that it depends continuously on the parameters α, β, α < β. It follows that λ is positive, and depends continuously on α, β, for α < β. Write α = ϑβ, where 0 < ϑ < 1. As β → 0 with ϑ fixed, the point z 0 where the supremum in (4-4 ) is attained tends to 1. Since the function βΦ ϑβ,β is bounded above (and below), and u(t) → +∞ as t → 1, it follows that β/λ → 0 as β → 0, with fixed ϑ. We claim that for fixed β, β/λ → +∞ as ϑ → 0. To this end, we note that since 0 < α = ϑβ < r < 1, 1 − r < 1 − 
As we let ϑ → 0, the left-hand side tends to +∞, because of the growth assumption on u that (1 − t) u(t) → 0 as t → 1. The claim follows. To get (4-7), we require ϑ to be small, 0 < ϑ < 1 4 , and note that by (4-8),
From the above formula and the growth control of u we see that we can find a β 0 so small that 0 < max{λ, ξλ} < δ for all β, ϑ, 0 < β ≤ β 0 , 0 < ϑ < 
Proof. We produce iteratively functions f n ∈ h ∞ (D) and points z n , w n in D as follows. We start with f 1 = 0. Let {ζ n } n be a dense sequence of points in T. Suppose we have f n−1 , and points
In the setting of Lemma 4.1, let R, 0 < R < 1, be bigger than any of the numbers |z 2 |, . . . , |z n−1 |, |w 2 |, . . . , |w n−1 |, let ε = 2 −n , and let N = n + 1. If we plug in f n−1 in place of f and ζ n in place of ζ 0 in Lemma 4.1, we get a function f n = g ∈ h ∞ (D) and points z n = z 0 ∈ D and w n = w 0 ∈ D, which are both close to ζ n ∈ T. The function f n then has
Moreover, the functions f n in h ∞ (D) form a Cauchy sequence in h 1 (D), so they converge to an element in h 1 (D) which is the Poisson integral of an L 1 (T) function, with all the required properties.
Construction of extremally growing functions, I
Here we draw a conclusion from Theorem 4.2, which will be used to prove Theorem 1.2. 
Iteration scheme, II
We now describe another iteration scheme that produces harmonic functions with certain desired properties. First, however, we need some terminology. Associate to each point of T the standard open Privalov "ice cream" cone with a symmetric straight opening angle ( 1 2 π radians) at the point. Given a compact set K in the open unit disk D, its Privalov shadow is the set of points on the unit circle whose Privalov cones have non-empty intersection with K; it is a relatively open subset of T. We say that a Borel measurable subset E of T is λ-dense down to scale δ provided that when it is intersected with an arc L of length at least δ, the one-dimensional Lebesgue measure of E ∩ L is at least λ times that of L. 
Let , 0 < < 1, and ε, ε > 0, be given. Then there are a radius R with < R < 1, a constant C = C(β) only depending on β, a function g ∈ h ∞ (D), and a compact subset E of the annulus R < |z| < 1 whose Privalov shadow is λ-dense down to scale ε, such that
Proof. By replacing f (z) with f (τz), for some constant τ , 0 < τ < 1, close to 1, we may assume that f is continuous on the closed disk D.
Before we proceed further with the proof, we investigate an auxiliary function φ N , harmonic in D. Let Φ α and Q α be as in Section 3, and for 0 < α < 
The harmonic function φ N (z) extends continuously to the unit circle except for a finite set of points, and equals 1/α − 1/(2π) on k I k (α, N ), and −1/(2π) on k J k (α, N ). We shall later specify in detail how small α should be in relation to the parameter β to suit our purposes. As a matter of notation, let us agree to writē I k (α, N ) andJ k (α, N ) for the closures of the respective arcs. Part 1. For real t, consider the function
where
Note that the denominator of the expression in brackets in (6-1), u(r) − t, is at least 1 for σ(t) ≤ r < 1. By the properties of the functions u(r) and σ(t), we also have that
It is clear by inspection that the supremum in (6-1) is attained at some point, because the function u(r) tends to +∞ as r → 1. Since
the left-hand side has, after some simplifications, the same sign as
Suppose the variable t is confined to some given finite interval [−T, T ]. The first term of (6-3) is > 1 2 , by (3-7). For r = σ(t), the second term tends to 0 as N grows to infinity, so that for large N , the sign of (6-3) is positive, and the supremum in (6-1) is not attained at the left boundary point. So, for N large, any point r = r N (t) where it is attained is an interior point, and hence, by elementary calculus, we have that
This identity, together with (3-7), (3) (4) (5) (6) (7) (8) , and (6-2), shows that for large N we can pinpoint, with a reasonable degree of accuracy, the position of a point where the maximum in (6-1) is attained, where the constants C 1 and C 2 only depend on the parameter α; we may pick C 1 to be 2α, and C 2 to be α/4. Part 2. For large N , put
One then calculates that 1
≤ C, for some positive constant C = C(α) that only depends on α, provided N is large enough. This is so because as we plug in the point r = r N (t) into (6-1), and use the estimate (6-5), the value of the denominator on the right-hand side of (6-1) is close to Λ * N (t) −1 , and the numerator is close to 1, because 1 − r N (t)
and q N (r N (t)) = Q α r N (t) N . By the way the parameter Λ N (t) was defined,
For large N , we get, by the above estimate (6-6), that the above inequality holds approximately when Λ N (t) is replaced by Λ *
with a positive constant C that only depends on α.
Put r * N = 1−(N log N ) −1 , which is close to the points r N (t) where the maximum in (6-1) is attained. We shall now show that for some positive constant C = C(α), which only depends on α, the following estimate holds for large N , (6) (7) (8) where kĪ k ( 1 2 α, N ) is the union of arcs corresponding to the smaller parameter value 1 2 α. We first observe that by the definition of r N (t),
where E(N ) is the set of N-th roots of unity (with elements e k (N ) = exp(2πik/N ), k = 0, . . . , N − 1). Next, by using (3-5), we see that replacing Λ N (t), r N (t) with Λ * N (t), r * N carries the cost of introducing a positive constant C = C(α) depending only on α, in the sense that
Extending the estimate beyond the set E(N ) to the union of arcs kĪ k ( 1 2 α, N ) requires some simple estimates of harmonic measure, which are left to the reader. The argument is simplified if one introduces the complex variable w = z N , and recalls that φ N (z) = Φ α (z N ) = Φ α (w).
Part 3. Recall that in the above, the parameter t is confined to a prescribed interval [−T, T ], and N is chosen large, depending on T (and, to some extent, on α). We now fix T to equal the supremum of |f (z)| on D. Let e k (N) = exp(2πik/N ) be an N -th root of unity, and set t k (N ) = f e k (N) . Then t k (N) is confined to the interval [−T, T ], and we are now at liberty to consider
and the associated function 
The function φ N (z) may be written as
and it is now intended to compare χ N (z) with the more easily analyzed function χ k,N (z) = µ k (N)φ N (z). It too enjoys (for large N ) the estimate
The difference is
By the uniform continuity of f on D, we can fix a δ, δ > 0, such that |f (z)−f (w)| ≤ 1 whenever |z − w| ≤ δ. Split up the index set {0, 1, . . . , N − 1} in two parts, with one, X(k, N ), consisting of those j for which |e j (N ) − e k (N )| ≤ δ, and the other, Y (k, N ), where the opposite occurs. Then, since the various building bricks Φ α/N,2π/N ē j (N )z are supported on disjoint arcs of T for different j, we get that
Summing over the remaining indices in Y (k, N ), noticing that
we obtain similarly, for N so large that 2π/N is considerably smaller than
where ω is harmonic measure, and L k = L k (δ) is the arc on T of points within distance 1 2 δ from e k (N ). These two estimates combine to
be the intersection with D of a disk centered at the point e k (N ) with radius depending only on T, δ, such that 2T ω(z, T \ L k ) ≤ 1 for z ∈ D k ; then, by (6) (7) (8) (9) (10) (11) ,
There is no restriction in assuming that all the D k are contained in the annulus σ(T ) < |z| < 1, and that the radius of each D k is at most 1 2 δ. By (6-7) and (6) (7) (8) ,
where C = C + 3, if C = C(α) is the constant appearing in (6-7) and (6) (7) (8) . For large N , the distance between the centers e k (N ) of the lunuli D k gets much smaller than the radius (which is independent of k and N ), so that k D k contains an annulus S < |z| < 1, where S = S(δ, T ) has 0 < S < 1. Moreover, for large N , the set r * N ∪ jĪj ( 1 2 α, N ) will be contained in the annulus S < |z| < 1, by . It hence follows from (6-13) and (6) (7) (8) (9) (10) (11) (12) (13) (14) that , N ) will play the role of E in the formulation of the lemma. For large N , the radial projection of E, jĪ j ( 1 2 α, N ), will be λ-dense down to scale ε, with λ = α/(4π), so clearly the same will be true for the Privalov shadow of E, which contains the radial projection as a subset.
Part 4. Let R 0 be the bigger of the two numbers and S. Then by (6-9), we get, for large N , that |χ N (z)| < ε on |z| < R 0 , so that the choice
has been shown to meet all the required conditions, save the control from below.
To do the remaining chore, let R = R( , S, f ) be such that R 0 ≤ R < 1 and |f(z)| ≤ 1 2 βu(|z|) on R < |z| < 1. By making N a bit larger we can ensure that |χ N (z)| < ε on |z| < R, so that if we can show that −χ N (z) ≤ 1 2 βu(|z|) on R < |z| < 1, the function g(z) will satisfy all the required conditions.
Part 5. We turn to estimating the function χ N (z) from below. For z ∈ D k , χ N (z) is at most 2 units apart from χ k,N (z), so we estimate this simpler expression instead, noting that we might as well have assumed |f (z)| to have been two units smaller than what was done above, by making R a tiny bit bigger. We solve the problem of estimating −χ k,N (z)/v(|z|) = −µ k (N)φ N (z)/v(|z|) from above by first noting that along any concentric circle |z| = r, the value is the biggest when z N is real and negative. It is easily checked that −Φ α (−w) = 2πα
and since φ N (z) = Φ α (z N ), we obtain
The extremal problem on the right-hand side is of the same kind as (6-1), and based on (3-9), one shows with the same methods as were used for problem (6-1) that the point where the above supremum is attained satisfies the analog of the estimate , only this time the constants are absolute. When this information is inserted into (6-15), one obtains, using , that for large N ,
If we choose α to be the smaller of the two numbers 2β and 
Proof. We produce iteratively functions f n ∈ h ∞ (D), radii r n , and compact subsets E n of D, as follows. We start with f 1 = 0, r 1 = 1 2 , and E 1 = ∅. In general, the radius r n will be chosen such that r n−1 < r n < 1, and such that the set n−1 j=1 E j is contained in the disk |z| < r n . Moreover, as n → +∞, we want r n → 1. Suppose we have f n−1 and
Lemma 6.1, with ε = 2 −n , will then deliver a compact set E n contained in the ring r n < |z| < 1, and a function g = f n ∈ h ∞ (D) such that
This way we get a sequence of functions {f n } n in h ∞ (D), which converge, uniformly on compact subsets of D, to a function f, harmonic in D, such that
where E = ∞ j=1 E j . It remains to check that E is dominating for H ∞ . To this end, it suffices to show that for each k, the Privalov shadow of ∞ j=k E j has full arc length measure on T. By the construction, each E j has the property that its Privalov shadow is λ-dense down to scale 2 −j , where λ is a positive constant, specified in Lemma 6.1. The Privalov shadow of ∞ j=k E j , which is open, then has the property that it is λ-dense down to any positive scale, no matter what k is. By elementary measure theory, any such set has full measure.
Construction of extremally growing functions, II
Here we draw a conclusion from Theorem 6.2, which will be used to prove Theorem 1.3. 
Remark 7.2. The function F constructed in the corollary has the additional property that
To see this, we argue as follows. If this were not the case, we would have 1/F ∈ H ∞ , and since bounded analytic functions possess finite radial limits almost everywhere, F cannot satisfy condition 3 of the corollary.
Iteration scheme, III
Let us plunge back into the details of the construction in the proof of Lemma 6.1. We shall make some adjustments that will make it possible to produce functions of a slightly slower rate of increase.
Keep α = min 1 2 π, 2β . For a fixed real parameter ξ, we consider in place of t k (N ) = f e k (N) the values t k (N, ξ) = f e k (N) + ξ, and hence put
and consider the function
For large N , one obtains, for some positive constant 
Let r, 0 < r < 1, and ε, ε > 0, be given. Then, given a real parameter ξ, there is a radius R with r < R < 1 and a constant C = C(β), such that for large N ,
, and α is the smaller of the two numbers 2β and 1 2 π. We now turn to the problem of estimating a subharmonic function h, about which we know a priori that it is bounded from above by some unspecified constant, and that it meets, for n = 1, 2, 3, . . . , the conditions h(z) ≤ ξ n for z ∈ E n , where ξ n is a sequence of real numbers tending to +∞ slowly, E n equals r * N ∪ jĪj ( 1 2 α, N ) with N = N (n), and N (n) is a sequence of positive integers tending to +∞ rapidly. To this end, we look at the following simpler situation. Proof. If M ≤ ξ there is nothing to prove, the assertion being obvious. So, we suppose ξ < M, and use the maximum principle to conclude that
For |z| ≤ r and large N , Φ α/2 (z N ) is as small as we want, so the assertion follows from the observation that 4π < 13. Lemma 8.2 permits us to solve the above-mentioned problem.
Lemma 8.3. Let h be a subharmonic function on D, which is bounded from above, and has the estimate
for a sequence {N (n)} n of integers tending to +∞, and a sequence {ξ n } n of real numbers, all ≥ 0. Then, if the N (n) grow sufficiently rapidly (keeping all else fixed), we have
We will show that for
We get (8-1) by using a backward induction argument. Clearly, (8-1) holds for J = 0, no matter what n is. Suppose (8-1) has been obtained for a particular J, and all n. Let N(n) be so large that the assertion of Lemma 8.2 holds with N = N (n), r = r * N (n−1) /r * N (n) , ξ = ξ n , and with M equal to the right-hand side of (8-1) (no matter what integer J is). In Lemma 8.2, N grows to ∞ as r tends to 1, so to see that this does not concern us, note that for large N (n), this r is close to r * N (n−1) which is fixed away from 1 in the construction. By that lemma and a slight dilation of the unit disk, (8-1) now holds when J is replaced by J + 1, and n by n − 1. Induction shows that estimate (8-1) holds for all n and J.
The assertion of the lemma follows from (8-1) by letting J tend to +∞.
We now combine Lemmas 8.1 and 8.3. u 0 . These two limit functions enjoy the estimate
For rapidly increasing N (n), the R(n), being contained between r * N (n−1) and r * N (n) , tend to 1 very rapidly in n, so that we can make u 0 (t) go to +∞ as slowly as we like as t → 1. In particular, we can get u 0 (t) = o u(t) as t → 1.
We now turn to the assertion that f (z) + u 0 (|z|) is unbounded from below on D. Since u 0 (t) = o u(t) as t → 1, we have, for z ∈ E ∪ with |z| close to 1, that 1 2 u(|z|) ≤ f (z). By the mean value property of harmonic functions, it follows that f (z) must be big negative for many z on r * N (n) T, for each n, and the order of magnitude is a negative constant times u(|z|). It follows that f (z) + u 0 (|z|) cannot be bounded from below.
Finally, we turn to the assertion that a subharmonic function h on D which is bounded from above and has h(z)
To this end, we apply Lemma 8.3, with ξ n = n, and conclude that
Construction of extremally growing functions, III
Here we draw a conclusion from Theorem 8.4, which will be used to prove Theorem 1.1. |F
(1 − |z|)
if h is subharmonic and bounded from above on D, and has h(z)
Iteration scheme, IV
We return to the setting of Section 8. Our first observation is that the assertion of Lemma 8.1 remains valid if the set E is replaced by E , where and r N = 1−2(N log N ) −1 . We need to have an additional estimate of the function g = f + χ N,ξ produced in Lemma 8.1, which is so accurate that it allows us to say how big the integral
is. To this end, we look again at the extremal problem in (6-1), for t = 0, this time for parameter values 1 2 ≤ r ≤ (cos
1/N , and note by the considerations involving the sign of (6-3) that the extremal value is attained at the right end point r = (cos 
where C(α) is a real-valued constant. In the setting of the estimate (6-13), with the necessary modifications due to ξ, we then arrive (for big N ) at
For R = R(r, S, f, ξ, α), R 0 ≤ R < 1 (notation as in the proof of Lemma 6.1), sufficiently close to 1, any fixed fraction of u(|z|) will come to dominate over f e k (N ) +ξ for R ≤ |z| < 1, so that we can get
By (10-2) and the appropriate analog of (6-13) involving ξ, it follows that
By jacking up N further, we can ensure that |χ N,ξ (z)| < ε holds on |z| ≤ R. To control f + χ N,ξ in the remaining annulus, we first need some elementary estimates of Q α , namely, that for r 0 , cos 1 2 α < r 0 < 1, the following holds, by (3) (4) (5) (6) ,
With r 0 = (r * N ) N , these estimates lead to
For large N , we know that
is within an additive constant (depending only on α) from u(r * N ) − ξ = 1 + log(N log N ) − ξ (look at how we got (6-13) and (6) (7) (8) (9) (10) (11) (12) (13) (14) ). Using the above estimates of q N (r), we arrive (for large N ) at
. By the localization trick of (6-13), these estimates lead to
, and
for some other constant C (α). It follows from and u(r * N ) = 1 + log(N log N ) that where C(α) is a positive constant. An exercise involving Taylor series shows that for positive real τ ,
so that by (10-4), we have, provided that α is not too big, that is,
where C(α) is a positive constant, possibly different from the earlier one. By (10-3), we get, since 1 − α/8 < 1, where C(α) is yet another positive constant. Moreover, since |χ N,ξ (z)| < ε on |z| < R, we obtain
The above estimates (10-6) through show that the following refinement of Lemma 8.1 is valid. One last thing: the assertion is formulated in such a way that the initial dilation, replacing f (z) with f (τz), for some τ , 0 < τ < 1, very close to 1, is permissible. 
for some positive constant C = C(β).
As in Section 8, our next job is to handle the following problem. Let N (n) be a sequence of positive integers approaching +∞ rapidly, and let E n be given by , with N = N (n). Moreover, let ξ n be a sequence of real numbers greater than or equal to 0, which tend to +∞ rather slowly. For a Borel subset E of D, let S(E) denote the normalized area of E (smaller than the usual area by a factor of π −1 ), and if instead E is a rectifiable curve or a (relative Borel) subset of one, let s(E) be the length of E, normalized by the factor (2π) −1 . The latter definition is related to ds, normalized one-dimensional Lebesgue measure in the complex plane. Suppose h is a subharmonic function, about which it is known that it is bounded from above by some unspecified constant, that
z ∈D, for some positive constant γ, and that
We wish to estimate the average radial growth of h(z); to be more to the point, we want to know how quickly the integral mean
increases as r approaches 1, where h + (z) = max h(z), 0 . Fubini's theorem tells us that there is a radius ρ n , r N (n) < ρ n < r * N(n) , such that with
A crude estimate of each term leads to 1
We note that E n = ρ n ∪ jĪj 1 2 α, N (n) , so that s(E n ) = αρ n /(4π) tends to α/(4π) as n → +∞. Introduce the union of rectangular boxes Σ n , Σ n = re iθ : ρ n ≤ r < 1, e iθ ∈ jĪ j 1 4 α, N (n) , and put a hat on each box to form Π n = E n ∪ Σ n . The set Π n looks like a collection of identical mushrooms, with stems affixed to the ground, the unit circle. Let Ω n = D\ for a graphic illustration of the set Ω n ), which is easily seen to be simply connected. The boundary ∂Ω n of Ω n consists of a closed subset of the unit circle T, mushroom hats E j , or parts of them, and stem sides
, or parts of them, as well, for j = n, n + 1, . . . ; on the right-hand side of the displayed formula, the ∂ is the boundary operation with respect to the topology of T. Recall that we reserve the symbol ω for harmonic measure; we will sometimes write dω(z, ζ, Ω), and think of it as a measure, where the variable of integration is ζ. Since h(z) is subharmonic and bounded above in D, h + (z) is subharmonic too, and bounded from above and below. If h n is the function harmonic in Ω n defined as
then, by the maximum principle, h + (z) ≤ h n (z) on Ω n . For r such that rD ⊂ Ω n , by the mean value property for harmonic functions we have 1
This calculation leaves us with the desire to estimate ω(0, L, Ω n ) for various Borel subsets L of ∂Ω n . One quickly checks it is 0 if L is a subset of T ∩ ∂Ω n . The principle of extension of the domain states that the harmonic measure of a piece of the boundary of a region with respect to a fixed interior point gets larger if the region is expanded in such a way that the boundary piece remains on the boundary. If L is a Borel subset of (10) (11) (12) (13) for some positive constant C(α). The remaining type of boundary parts is formed by the stem sides. So, let L be a subset of ∂ Σ k ∩ ∂Ω n for some k = n, n + 1, . . . , and suppose for simplicity that it is a subset of a single stem side of one mushroom. Then, if we remove all the other mushrooms, the harmonic measure of L increases, but it is still quite small, because if we think of harmonic measure as arising from Brownian motion, to reach L, the particle has first to reach some point of the opening between the hat and the unit circle, then it must also hit the stem, and in particular, the part that lies on L. The hat and the stem define a "boxed" region of dimension −1 by 1 − ρ k , so that an estimate of the second process using harmonic measure for the boxed region shows that (10) (11) (12) (13) (14) for some positive constants C(α), ν(α); ν(α) = α/6 should do. The estimates (10-12) and (10-13) will be used to control
on the hats of the mushrooms, and (10-10) and (10) (11) (12) (13) (14) to control it on the stems. Not all mushrooms are so lucky as to form part of the boundary of Ω n , as many are contained in the stems of earlier generations of them, and some are trapped between two bigger intersecting mushrooms. Approximately the proportion α/(8π) of those remaining are lost with each new generation, and by jacking up the growth of the N (n), we may safely claim that the proportion is between α/30 and α/20 each time.
We first do the stems. In generation k (k = n, n+1, . . . ), there are N (k) different mushrooms in Π k , but at most (1 − α/30) k−n N (k) of them make it to ∂Ω n . The integral of u(|z|) along the two sides of a single mushroom is at most
where the estimate holds for large N (k). It follows from (10-10) and (10) (11) (12) (13) (14) that the integral (10-15) taken only over the stems is bounded by the series
which converges quite fast. We turn to the hats. In generation k (k = n, n + 1, . . . ), there are N (k) different mushrooms in Π k , but at most (1−α/30) k−n N (k), and at least (1−α/20) k−n N (k), of them make it to ∂Ω n . Since exp(h + ) ≤ exp(h) + 1, an application of Jensen's inequality shows that
and together with (10) (11) (12) and the fact that where the right-hand side converges, provided
By the estimates (10-13) and (10) (11) (12) (13) (14) (15) (16) , the integral (10-15) is controlled on the hats as well. For the choice ξ n = 2 log n, we get more specifically
where C = C(α, γ, A) and C = C (α) are positive constants. We formulate this as a lemma. that it is convex), we see that for 0 < σ < 1, the conclusion can be sharpened to say that the integrals 1 r rT exp σh(z) ds(z) (with 0 < r < 1) are bounded by expressions of the type
where the constant C = C(α, σ) is positive.
Construction of extremally growing functions, IV
We draw a conclusion from Theorem 10.3 which will be used to prove Theorem 1.4. 
Proofs of the main theorems
Let O(D) denote the Fréchet space of all holomorphic functions on D, with the usual topology of uniform convergence on compact subsets.
Proof of Theorem 1.2. Let F be an outer function in the Nevanlinna class appearing in Corollary 5.1, with u(r) = p 1−log(1 − r) and v(r) = 1 + log log 2 + (1 − r) −1 . Then F ∈ A −p , and 1/F ∈ q A −q . Let p k be a sequence of polynomials, and suppose that F p k tends to 1 in the weak-star topology of A −p . But then F p k is uniformly norm-bounded in A −p , so that since |F| is maximally large on the sequence Z, each p k is uniformly bounded on Z, by a constant that does not depend on k. It follows from the maximum principle that the polynomials p k are uniformly bounded in H ∞ . This, however, contradicts the assumption that F p k tends to 1, because F fails to be bounded away from 0. This shows that the function f = F works.
Proof of Theorem 1.3. Let F be the function appearing in Corollary 7.1, with β = q/p. Then the function f = F p is in A −p , and |f(z)| ≥ (1−|z|) q . We intend to show that the weak-star closed invariant subspace of A −p generated by f equals f H ∞ . Let g k be a sequence of functions in H ∞ , such that f g k converges in the weak-star topology of A −p , which requires that the functions are uniformly norm-bounded in A −p , and that they converge in the topology of O(D). Since the function f is maximally big on the set E = E(F ), each function g k is uniformly bounded on E,
