If we look at how the principles are presented, there seems an implicit process of induction at work that allows statements about what most current robots are, to be reinterpreted as statements about what robots must essentially be. For example the statement that robots as multi-use tools in principle 1, slips into the claim that robots are "just tools" in the commentary on principle 2 and to the statement that "robots are simply tools of various kinds, albeit very special tools" in the preamble. Whilst it is easy to agree with a general statement that robots are multi-use tools, especially in the context of a discussion about dual use (principle 1), the much stronger claim that robots are just tools, or simply tools, denies that they could sensibly belong to other disjoint categories.
Take the category of 'companion' for instance. There is a major effort around developing robot companions that can provide social and emotional support to people as partially acknowledged in the discussion of principle 4. The category of tools describes physical/mechanical objects that serve a function, whereas the category of companions describes significant others, usually people or animals, with whom you might have a reciprocal relationship marked by emotional bond. The possibility that robots could belong to both these categories raises important and interesting issues that are obscured by insisting that robots are just tools.
Indeed, consistent with the view of robots as tools, the discussion of robot companionship in the principles is pretty dismissive, describing them as toys that could afford some pleasure to people who are unable to, or cannot afford to, keep animal pets. Robots are faux companions on this account that create an "illusion of emotions" and their intelligence is artificial and not "real". The faux nature of robot companions, it is argued, creates a real ethical problem in that robot companions are potentially, perhaps even inherently, deceptive and so should be designed so that their "machine nature is transparent".
The ontological problem here particularly concerns the claim that robots could never possess psychological capacities such as "real" emotions or intelligence. What these are, in human terms, is poorly understood from the perspective of the cognitive and brain sciences and therefore there is no compelling reason to believe that these capacities must be unique to humans and could not be shared by machines.
A further problem concerns the assumption about how people will see robotsspecifically, that robots will be seen as tools if they are shown in a transparent way. This could easily be wrong, for instance, people may anthropomorphise robots regardless of how obviously they are manufactured products. One reason to think this could be the case is the strongly social nature of our brains, and how easily our empathic systems are triggered by observing anything that appears even remotely life-like. The HeiderSimmel animations of simple geometric figures [1] (see figure) , show just how crude this information can be and yet we will still see intentionality, motivation, even emotion. The invention of the Tamagotchi digital pet demonstrated that a simple 2-d animation of an animal-like creature can create a compelling urge to care [2] . We do not need to believe that the psychological state we read in to these artefacts is real in order to have a real emotional response to this ourselves.
Geometric shapes moving around in a simple animation were interpreted has "animated being, chiefly persons", in this famous 1944 study by Heider and Simmel.
An analysis of ontological and psychological issues in human-robot interaction has previously been made by Paul Kahn and colleagues [3] . Note that only one quadrant of this table (I) is addressed in the principles, but that II, III and IV are all possible, at least in principle. To conclude this essay I want to briefly consider some of the ethical issues that might arise in quadrants II-IV.
In quadrant II, interesting questions arise how robots should be treated-not because they are sentient agents but because people will choose to treat them as such. For instance the idea that it should be unlawful to wilfully damage robots, proposed as part of a "Robot Ethics Charter" by the government of South Korea [4] , or that we might want to mourn the loss of a favourite robot, as has been reported for some owners of Aibo robots in Japan [5] , does not seem so strange when viewed from the perspective of how robots are seen by people rather than in terms of what they are. Of course, appearance and function do matter, but transparency of "machine nature" will only be one factor of many influencing how people see and behave towards robots, it may be naïve to assume that it will be a decisive one. The bonds people will form with some robots may be similar to those we develop with other valued possessions, such as cars and mobile phones. On the other hand, for some robots, they may be more like the relationships we have pet animals, including for instance, wanting to take care of them, an activity that may fulfil a human need to nurture. Finally, some human-robot relationships may share similarities to human-human relationships. For instance, I may develop a bond with my companion robot not because it looks human but because it has the capacity to remember and communicate with me about some of our shared experiences. More generally, what may be needed, in order to develop suitable ethical principles, is to develop a taxonomy of different forms of emotional bonds that might exist between robots and people and analyse the factors that could underpin the development and maintenance of these relationships [6] .
Quadrant III concerns the possibility of robots having significant psychological capacities that are ignored by people. This raises ethical risks that are not discussed in the principles, but that have been highlighted by others. For instance, Metzinger [7] has argued that we could build robots that are capable of experiencing suffering without realising that we are doing so, and therefore create a new kind of sentient entity that suffers unduly due to our actions. Although this may seem unlikely in the near-term, there are grounds to consider that this could be an ethical risk in the medium-to longterm as cognitive architectures for robots become more sophisticated. Several trends in ongoing research on human consciousness also support this possibility. First, one of the major contemporary theories of consciousness [8] asserts a critical role for integration of information that doesn't necessarily require a biological substrate. Neurologists are also re-appraising whether islands of integrated activity in the brains of patients who have suffered substantial brain damage, and who don't exhibit any outward behavioural signs of awareness, might constitute a form of minimal consciousness [9] . There is also an active debate as to whether animals with smaller brains than ours, such as fish, might sentient in a significant way (e.g. that they may experience pain), whilst having significantly less cortical tissue [10] . These developments suggest that consciousness could be possible in an artificial agent without having to match the size or complexity of an intact human brain. Dennett has argued that "crude, cheesy, second-rate, artificial consciousness" could be possible in robots [11] , provided certain conditions are met, and Bryson [12] has proposed that today's robots might already have some simple forms of consciousness that meet some commonly proposed criteria. None of this is to claim that we are in quadrant III yet, but given the risks, ethicists should be pressing us as to how we would know if we were.
One of the consequences of the view of robots as 'just tools' is the implicit dismissal of the possibility of "strong AI"-that future robots could have human-level, or beyond human-level general intelligence. A quadrant III/IV issue, recently discussed by celebratory scientists and innovators such as Stephen Hawking, Elon Musk, and Bill Gates (to name a few), and analysed in-depth by Bostrom [13] , is that an AI singularity could reverse the master-slave relationship between humans and robots. Believing that our robots/AIs are 'just tools' may keep us from recognising the early-warning signs of a self-bootstrapping super-AI. An ethical approach would surely encourage some vigilance. A more positive quadrant IV stance on the singularity debate is the perspective of the "global brain", proposed by Heylighen [14] and others, that humans and advanced AIs could co-exist to our mutual benefit. This reminds us that that ethics must be about analysing the possible benefits as well as the risks.
Although quadrant III/IV scenarios may seem far-fetched or at least distant, such concerns have captured the public imagination and have prompted significant calls for debate. The attempt to create a rhetorical barricade against these issues by insisting that robots are just tools may do little to calm the voices and could come across as hegemonic and condescending. Whilst approaches to these longer-term ethical challenges are necessarily speculative, as a starting point the principles could acknowledge that there are concerns here that are worthy of further attention.
A more candid approach may be to recognise that, whilst most robots are currently little more than tools, we are entering an era where there will be new kinds of entities that combine some of the properties of machines and tools with capacities that we had previously thought were reserved for complex biological organisms such as humans. Following Kang [15] , the ontological status of robots might be best described as liminal-neither living in quite in the same way as biological organisms, nor simply mechanical as with a traditional machine. The liminality of robots makes them both fascinating and frightening. In common with the Association of Manhattan Scientists who created a very different technology with potential for great harm or great good, and who wrote in 1945 [16] of their feeling of collective responsibility for their role in developing the atomic bomb-and of their "special awareness" of it potential for the "advance of our civilization or its utter destruction"-robotic researchers should recognise that in advancing the capability of robots towards a largely unknown end we have a special responsibility to understand and be outspoken about what the future might bring and its potential benefits and threats.
