Several recent results regarding common diagonal Lyapunov solutions are further explored here. The first one, attributed to Redheffer and revisited by Shorten and Narendra, reduces the diagonal stability of a matrix to common diagonal Lyapunov solutions on two matrices of order one less. We present a shorter, purely matrix-theoretic proof of this result along with its extensions. The second one concerns two different necessary and sufficient conditions, due to Oleng, Narendra, and Shorten, for a pair of 2 × 2 matrices to share a common diagonal Lyapunov solution. We show that these two conditions are connected directly to each other.
Introduction
In this paper, we shall deal with square real matrices and the so-called common diagonal Lyapunov solutions that are defined using the notion of positive (negative) definiteness. Given a symmetric matrix Q, for convenience, we shall denote Q 0 (Q ≺ 0) when Q is positive (negative) definite.
A matrix A is said to be (Hurwitz) stable if all its eigenvalues lie in the open left half of the complex plane. By the celebrated Lyapunov's theorem, see [7, Theorem 2 
.2.1],
A is stable if and only if there exists P 0 such that
Accordingly, this P is called a Lyapunov solution of (1) . In particular, when there exists a positive diagonal matrix P that satisfies (1), P is then called a diagonal Lyapunov solution, or DLS for short in the sequel, of (1); in this case, A is said to be (Lyapunov) diagonally stable. For brevity, we shall call a positive diagonal P satisfying (1) loosely as a DLS for A. For background material and existing results on diagonal stability, including its connection with other types of matrix stability, see the survey in [4] . The notion of diagonal stability as defined above has found applications in, for example, population dynamics [5] , systems theory [8] , and communication networks [13] . Research on this type of matrix stability, therefore, is of great interest in not only theoretical but also practical perspectives.
We recall in passing the so-called P -matrix property. Specifically, a matrix is called a P -matrix if all its principal minors are positive. Incidentally, it is well known that if A is diagonally stable, then −A is a P -matrix.
It remains a challenging problem to determine whether a matrix is diagonally stable, despite a great deal of research effort in this direction. Among the most significant theoretical characterizations are [1, 10] , where the former requires the existence of a negative diagonal entry upon multiplication by any nonzero positive semidefinite matrices and the latter requires the P -matrix property upon Hadamard multiplication by any negative semidefinite matrices with nonzero diagonal entries. Consequently, these results, though important, do not directly render any effective way of determining diagonal stability in practice, especially on general matrices without additional structural information.
When it comes to explicit, algebraic conditions for diagonal stability, i.e. conditions that are formulated in terms of matrix entries and thus easier to verify, results are available only for the 2 ×2 and 3 ×3 cases [1, 3, 10] . Hence, extending such results to higher order matrices is still an attractive research problem. One approach along this line of inquiry was proposed originally by R. Redheffer [15] . Given a nonsingular matrix A, this method was stated in [15] via the principal submatrices of A and A −1 and their inverses.
In what follows, we shall briefly rephrase it using the notion of Schur complements. This equivalent form is free of explicit matrix inversion and, therefore, has theoretical and computational advantages. Detailed background material on Schur complements can be found in [20] . 
then D is called a CDLS of (2 It is known [15] that the complexity of the above procedure increases as n gets larger. To address this issue, a less precise, yet still effective, variant was discussed in [15] too. Nevertheless, the connection between the diagonal stability of a matrix and the simultaneous diagonal stability of its principal submatrices of order one less and the associated Schur complements, along with the notion of CDLS's, are important in their own right and thus have drawn attention in the literature. As pointed out in [12] , CDLS's arise naturally on interconnected time-varying and switched systems. For recent works on these and related topics, see, for example, [2, 12, 14, 17, 18] and the references therein.
Among the recent works cited above, in particular, a new proof of Redheffer's result was presented in [18] . This proof sheds light on an interesting relationship between Redheffer's result and the Kalman-Yacubovich-Popov (KYP) lemma from the systems and control theory. It is also shorter than Redheffer's proof and, in addition, allows extensions to that classical result.
Moreover, two necessary and sufficient conditions for a pair of 2 ×2 matrices to share a CDLS were recently established separately in [14, 17] . The former is explicit and algebraic, while the latter is in essence geometric. The question concerning the relationship between these two results was raised in [17] .
Motivated by these developments, we shall focus here on two tasks. The first is to provide a more transparent and shorter, matrix theoretic proof of Redheffer's classical result without using the KYP lemma. The second is to answer the question raised in [17] regarding the relationship between the two necessary and sufficient conditions in [14, 17] on CDLS's for 2 × 2 matrices. We hope that our results here will lead to more insight into the challenging problems of diagonal stability and CDLS's, especially with respect to establishing more explicit, applicable conditions on these properties for matrices beyond the 3 × 3 case.
Redheffer's result and its extensions
We shall first quote a number of existing results that are necessary for constructing an alternative, shorter proof of Redheffer's theorem without using the KYP lemma.
Observe that by Lyapunov's theorem, A is nonsingular if A is diagonally stable. In addition, we have: 
where I k is the k × k identity matrix.
We are now in a position to give a shorter, purely matrix theoretic proof of Redheffer's result, which was revisited in [18] using the KYP lemma. The necessity part is essentially the same as in [18] . We, however, also include it for the sake of completeness. 
we see that r < 0 and DÂ +Â TD ≺ 0. Next, according to Lemmas 2.1 and 2.2 with α = n − 1 , we know that 
where
due to condition (ii). Observe from (4) that f (x) ≥ 0 whenever x ≤ 0. On the other hand, f (x) can be written as
Clearly, q T M −1 q = 0 if and only if q = 0. In this case, we simply choose
Assume now that q = 0. Then there exists x > 0 such that f (x) < 0 if and only if the following positive multiple of the discriminant
Hence, we calculate
where the last equality follows from Lemma 2.4, i.e. Sylvester's determinant theorem. Continuing with the above, we finally arrive at
The proof is now complete. 2
One thing we observe immediately from the preceding proof is that condition (ii) in Theorem 2.1 can in fact be replaced with "Â has a DLS D and det(−(DS + S TD )) > 0".
Moreover, this proof can be easily generalized to the case when D is assumed to be positive definite instead of positive diagonal, see a similar remark in [18] . In addition, we mention that even though Lemma 2.3 is equally imperative as Lemma 2.4, Lemma 2.3 alone is not adequate to the sufficiency part of Theorem 2.1.
, for example, we see that
2xr .
This last expression shows that, without Lemma 2.4, D S + S TD ≺ 0 does not directly yield B/B[α]
≺ 0 so as to accomplish the sufficiency part, since the second term
is positive semidefinite.
We also comment that condition (i) in Theorem 2.1 is indeed a necessary condition for A to be diagonally stable since for such A, −A must be a P -matrix.
In the rest of this section, we shall discuss a number of other useful extensions to Theorem 2.1.
First, we state the following conclusion, which strengthens Theorem 2.1 by specifying all the feasible positive
Then, A is diagonally stable with a DLS
only if the following are true:
(
ii)Â and the Schur complement
, where
and
with M and Δ being given as in (5) and (8) . In particular, when q = 0, x 1 is the same as in (7) and x 2 = ∞.
Proof. Observe that, according to Theorem 2.1, (3), and Lemma 2.3, A has a DLS in the given partitioned form if and only if conditions (i) and (ii) are satisfied and, meanwhile, f (x) < 0, where f (x) is defined as in (4). Thus, it suffices to show that f (x) < 0 is equivalent to condition (iii), assuming that conditions (i) and (ii) are true. As seen in the proof of Theorem 2.1, f (x) ≥ 0 for all x ≤ 0 and Δ > 0 under conditions (i) and (ii). First, we consider the case q = 0. On setting f (x) as in (6) to zero, we obtain 0 ≤ x 1 < x 2 such that
i.e. (9) and (10) . Besides, f (x) < 0 if and only if x 1 < x < x 2 . We mention here that in light of (6), we have
Finally, we note that (9) and (10) extend to the case q = 0 by the convention x 2 = ∞ here. In this case, we see again that f (x) < 0 if and only if
Clearly, the diagonal stability of a matrix A is preserved under simultaneous row and column permutations on A. Hence, we may restate Theorem 2.1 more generally as follows. 
2 , and where for each k, 0 ≤ x
In particular, for each k, x
= ∞ whenever the respective q k = 0.
Moreover, when conditions (i) through (iii) hold, D[{n}]
= x is in, but does not exceed,
Especially, when n = 2, the above result reduces to the following, which provides explicit conditions for the "base case" of Redheffer's procedure for determining diagonal stability. Without loss of generality, we assume below that the matrices have a CDLS whose leading diagonal entry equals 1, since a CDLS can be scaled by any positive number. 
In addition, under conditions (i) and (ii), x is in, but does not exceed,
Proof. Clearly, conditions (i) and (ii) in Corollary 2.3 are now equivalent to: (1) a
Moreover, it is straightforward to verify that M
Using these expressions, we obtain (11), (12), as well as condition (ii) here directly from condition (iii) of Corollary 2.3. 2
We now conclude this section with two examples for Corollaries 2.3 and 2.4.
, and
−A 2 , and −A 3 are P -matrices. In addition, by Corollary 2.4, we find that
Thus, A 1 , A 2 , and A 3 share a CDLS 1 x , where x is any, but does not exceed,
The second example comes from [2] , where an elimination algorithm was used to find a
Here, with Corollaries 2.3 and 2.4, we provide an alternative direct, explicit solution to the same problem. Taking α = 2 , we obtain from Corollary 2.4 that 
Equivalent conditions for 2 × 2 CDLS's
The common setting in this section involves a pair of 2 × 2 diagonally stable matrices A = [a i,j ] and B = [b i,j ]. We first quote the following result, which guarantees that quantities such as √ a 1,1 a 2,2 and det(A) are well defined. 
if and only if −A is a P -matrix.
As mentioned earlier, two necessary and sufficient conditions concerning 2 × 2 CDLS's were recently established in [14, 17] , respectively. Specifically, we have: 
are all positive numbers.
Theorem 3.2. ([17, Theorem 3]) Let
A = [a i,j ], B = [b i,j ] ∈ R 2×2 be diagonally stable.
Then, A and B have a CDLS if and only if A + HBH is nonsingular for any diagonal matrix H with nonzero diagonal entries.
Theorem 3.1 provides an explicit, algebraic condition for a pair of 2 × 2 matrices to have a CDLS, whereas Theorem 3.2 serves as a more theoretical characterization for the same problem. Among the first on CDLS's for lower order matrices, these results are useful. Using Theorem 3.1, a new proof was developed in [14] for the well-known condition from [10] for diagonal stability on 3 × 3 matrices. Moreover, in the context of positive linear time-invariant systems, Theorem 3.2 was extended in [12] to a pair of stable Metzler matrices of any order. It should also be noted that results on CDLS's for lower order matrices are key to implementing Redheffer's procedure, as described briefly in Section 1, for determining diagonal stability.
As pointed out in [17] , however, it remains yet to be explored as to how Theorems 3.1 and 3.2 are directly connected to each other. This is the main question we shall address here. The answer to this question also gives a new, algebraic proof of Theorem 3.2, whose original proof in [17] was geometric in nature.
Let us begin with several preparatory results. 
With Lemmas 3.1 and 3.3, it is not difficult to see that Theorem 3.1 is a special case of Corollary 2.4 when m = 2 and a Proof. The conclusion follows directly from the fact that the eigenvalues of C are given Lemmas 3.4 and 3.5 above turn out to play a central role in establishing a direct connection between Theorems 3.1 and 3.2.
Observe now that unlike Theorem 3.2, Theorem 3.1 requires a 2,1 , b 2,1 = 0. To explore the relationship between Theorem 3.2 and the existing results in a broader setting, we shall deal with the following complementary cases:
These cases are inclusive as well in the sense that all the other cases can be reduced to one of these by Lemma 3.2 and by switching A and B.
, where a 2,1 , b 2,1 = 0, be diagonally stable.
Then, A +HBH is nonsingular for any diagonal matrix H with nonzero diagonal entries if and only if
where v i 's are defined as in (13) .
In addition,
(a) Necessity: Assume to the contrary that (14) does not hold. Then, by Lemma 3.3,
On the other hand, using (15) and (16), we obtain
On letting
, both nonzero, the last expression leads to
which is nonpositive by (17) . Hence, according to Lemmas 3.4 and 3.5, we conclude that there exists a diagonal H with nonzero diagonal entries such that A + HBH is singular. This, however, is a contradiction. Consider next the case (
On the other hand, it follows from (15) and (16) that
.
, both nonzero, the above expression
due to (18) and thus, similar to the case when ( (15) and (16), we see that
In a similar way, we can derive that, alternatively,
Recall that by Lemma 3.3, both (
hold. Next, we examine all possible scenarios involving h 1 h 2 and c 2,1 b 2,1 , namely (i) through (iv) below, to verify that either (20) or (21) leads to a contradiction to (19) . 
(ii) h 1 h 2 > 0 and c 2,1 b 2,1 < 0: Using (20) again, we get
(iii) h 1 h 2 < 0 and c 2,1 b 2,1 > 0: Using (21), we get
(iv) h 1 h 2 < 0 and c 2,1 b 2,1 < 0: Using (21) again, we get
Under the condition a 2,1 b 2,1 = 0, the previous result not only shows the equivalence of Theorems 3.1 and 3.2 but also provides an algebraic proof of Theorem 3.2. Continuing, we develop below an algebraic proof of Theorem 3.2 for the case a 2,1 = b 1,2 = 0. 
Meanwhile, on letting H = h 1 h 2 , we have 
It can be seen from (22) and (24) 
The above shows that A + HBH is nonsingular for any diagonal H such that h 1 , h 2 = 0. We now proceed by contradiction. Suppose that
Choose
, both being nonzero. Then, using (15) and (16), we obtain
where the last inequality is due to (25). This, however, contradicts the nonsingularity of A + HBH according to The proof is now complete. 2
Finally, we examine the case that a 1,2 = a 2,1 = 0. Hence the conclusion follows. 2
The result above shows that under the condition a 1,2 = a 2,1 = 0 with b 1,2 and b 2,1 being possibly nonzero, the equivalence between the existence of a CDLS for A and B and the nonsingularity of A + HBH is trivially true.
In ending this section, we point out that without the diagonal stability assumption on A and B as in i.e. A + HBH is nonsingular, but A and B do not have a CDLS since B, though stable, is not diagonally stable.
Concluding remarks
Redheffer's Theorem 2.1 remains a useful tool for determining diagonal stability [8, p. 75] . The original proof of this result in [15] is quite involved and lengthy. On the other hand, the proof in [18] is much shorter but it hinges on the KYP lemma in the systems and control field. Compared with these existing results, the new proof here is shorter, more transparent, and matrix theoretic in nature. Besides, the range of feasible DLS's and CDLS's can be easily derived too. The extensions as in Corollaries 2.3 and 2.4 also appear to be quite handy in characterizing CDLS's for a set containing two or even more matrices.
Although it is not spelled out explicitly, the Schur complement formulation has indeed been used in [18] . This approach provides a more insightful and more convenient perspective in which the problems of diagonal stability and CDLS's can be examined. In particular, according to Theorem 2.1, the DLS problem is now reduced to CDLS's on a pair of matrices, which are not only order one less but also rank-one modifications of each other. The latter observation, i.e. the particular rank difference, has led to works in [9, 11, 16] on the resulting common, but not necessarily diagonal, Lyapunov solutions.
Further research along this direction on DLS's and CDLS's can be expected to produce more interesting results.
Speaking of our new results regarding Theorem 3.2, we reiterate that the condition of A + HBH being nonsingular for any positive diagonal H has been shown in [12] to be both necessary and sufficient for two n × n stable Metzler matrices to have a CDLS. It is, therefore, natural for us to ask how Theorem 3.2 may be generalized to the case of two n × n diagonally stable matrices and what extra conditions may be needed in order to achieve that. This appears to be another interesting problem for future research.
