Abstract -Words embedding (distributed word vector representations) have become an essential component of many natural language processing (NLP) tasks such as machine translation, sentiment analysis, word analogy, named entity recognition and word similarity. Despite this, the only work that provides word vectors for Hausa language is that of [1] trained using fastText, consisting of only a few words vectors. This work presents words embedding models using Word2Vec's Continuous Bag of Words (CBoW) and Skip Gram (SG) models. The models, hauWE (Hausa Words Embedding), are bigger and better than the only previous model, making them more useful in NLP tasks. To compare the models, they were used to predict the 10 most similar words to 30 randomly selected Hausa words. hauWE CBoW's 88.7% and hauWE SG's 79.3% prediction accuracy greatly outperformed [1]'s 22.3%.
I. INTRODUCTION
Words embedding (distributed word vector representations) have become an essential component of many natural language processing (NLP) tasks such as machine translation [2, 3] , sentiment analysis [4] and text classification [5] .
To improve the accuracy of low resource machine translation, [6] used words vectors to improve the alignments between words. The authors argued that words of similar meanings should have similar translations and that not all words that are substitutable are synonyms.
Natural Language Processing has in recent years receive a lot of attention from researchers. Despite this, only a few works considered low resource Hausa language especially in the field of word vector representations. Most of the attention is on high resource languages such as English, French, Arabic, Chinese, etc. To the best of our knowledge, the only publicly available dataset for machine translation is the Tanzil dataset, consisting of a meagre 127k parallel sentences. The dataset is also made of less than 10k unique Hausa sentences. This dataset also does not represent the various dialects of Hausa language, which according to [7] , include Eastern Hausa (e.g. Kano), Western Hausa (e.g. Sokoto) and dialects from Niger (e.g. Aderanci).
The only work that provides word vectors for Hausa language is that of [1] . The work provides trained models for 294 languages including Hausa. The vectors were trained using fastText [8] and the Hausa vectors model consists of a vocabulary of 4347 words only with more than 1500 English words, representing about 40%.
Learning word representations require a lot of data. The performance of the CBoW and SG varies with the amount of data available. Mikolov et al. [9] have found that with more dataset, CBoW model outperforms SG model. While both models perform well with abundant quantities of training data, the SG model provides good representation for rare words in low resource settings.
In this paper, the work presented describes the processes involved in generating hauWE, an open-source distributed words vector representation (words embedding) consisting of a larger vocabulary to provide the research community with a better model for Hausa NLP tasks. The model is built based on text resources crawled from Hausa news sites on the World Wide Web and is trained based on the gensim's Word2Vec implementation of the CBoW and SG models. The model is created using 692k text documents (sentences) consisting of 18.1 million words -77 times bigger than the old model -and a vocabulary size of 90k words -20 times bigger than the old model -among which are about 8k English wordsmostly names of persons, cities, etc. -representing just 9% of the entire corpus. Data generation, data cleaning and preprocessing and choice of hyper-parameters are further explained in the paper. The models are compared with that of [1] labelled Bojanowski. They were used to predict 10 most similar words to each word in a given set of 30 common words and people names. The two newly created models greatly outperformed the previous model.
Words Embedding
Words embedding is a way of representing words as vectors in ℝ where words that share a degree of semantic and syntactic similarity are represented by similar (or closer) vectors. A word can be represented in hundreds of dimensions. The idea of words embedding is building a neural language model [9] that can predict the next word given a set of context vectors [10] .
The widely used methods to learn word vector models are [9] 's Continuous Bag of Words (CBoW) and Continuous Skip-gram (SG) models. The CBoW model predicts the most probable word given a context vector while the SG model, on the other hand, determines the set of context words given an input word.
The CBoW and SG models consider words as basic units ignoring rich subword information, thereby, significantly limiting the performance of the models [11] . This shortcoming was addressed in [1] by extending the SG model using subword information. Each word is represented as a bag of character n-grams and the word vector is derived as the summation of the n-gram vectors.
Global Vectors, GloVe [12] , is another model for word representation that was proposed to address the drawbacks suffered by CBoW and SG models. The models train on separate local context windows instead of global word-word co-occurrence counts, thereby, capturing and making efficient use of global statistics. It was shown to outperform word2vec [9] on word analogy, named-entity-recognition and word similarity tasks.
Related work. Many works have been carried out on generating words embedding for a number of languages. Example of such works includes that of [13] that provides Arabic words embedding for NLP. [14] provides word vectors for 100 languages to be used for multilingual NLP.
[15] also provided words embedding for 157 rich and under-resourced languages. None of these works includes Hausa language. The only publicly available work on word vectors representation that includes Hausa language among other 293 languages is that of [1] . The Hausa words embedding consists of about 4k words in Hausa, English and other languages.
The rest of the paper is organized as follows: in section II we describe the methodology which includes data generation, data cleaning and other preprocessing processes, and model generation. In section III, the models are evaluated qualitatively and finally, in section IV, we conclude the paper and discuss future work.
II. METHODOLOGY

A. Data Generation and Preprocessing
The models are trained using datasets composing of the Tanzil dataset and crawled news articles from the web.
Tanzil:
The Tanzil dataset is a translation of the Quran in various languages including Hausa. The monolingual Hausa dataset consists of 127k sentences. The model will be trained on the Hausa monolingual dataset in the Tanzil corpus.
Web Crawl: news data collected from Hausa news sites in the world wide web using crawlers created for each news site to maximize the amount of data collected. The crawled news data consists of data in different domains such as sports, literature, finance, education, culture, security, etc.
The statistics of all data used in training the model is showed in Table 1 .
The following are the data cleaning and preprocessing processes carried out on the raw data before training 1. Removing punctuations 2. Removing sentences made only of characters, not words 3. Removing numbers and non-Boko scripts 4. Minimum words count in a sentence is set to 3 5. Tokenization was done using a python script created for this task 6. Duplicate sentences were removed.
To determine the number of English words in the entire corpus both in the old and new models, each word in the models' vocabularies was checked against the Wordnet dataset. The Wordnet dataset is an English dictionary contained in the Natural Language Toolkit (NLTK) [16] . Some of the words appear both as Hausa and English words. We, therefore, removed some of them which we were sure they are used in the documents as Hausa words. Determining the number of English words is to ascertain the usability or otherwise of the model as Hausa words embedding. An embedding that contains the majority of its words vectors as English words would not be appropriate to be used for Hausa NLP tasks.
B. The Models
The models were trained using gensim, a tool created by [14] for various NLP tasks such as topic modelling and word vectors generation.
Two models were created: hauWE CBOW and hauWE SG based on the implementation by [1] .
The models were trained for 5 epochs setting the minimum word count to 1 and model size as 300. All other parameters were left as default as set in gensim's Word2Vec model implementation. This means an initial learning rate of 0.025 which will, as the training progresses, drop to 0.0001. The default window size is set to 5. The training is done using negative sampling with 5 negatives or "noise words" to be drawn.
The trained models are available for research at https://abumafrim.github.io/main/2019/06/14/hauWE.ht ml.
III. EVALUATIONS
For evaluating the models, we use the model to generate similar Hausa words. The two models perform better than Bojanowski. The model was used to predict 10 most similar words, given an input word. 30 common words and names were used as input and the statistic of the prediction is showed in Table 2 . hauWE CBOW produced the best result, predicting 88.7% words accurately whereas Bojanowski performed the worst with just 22.3% accuracy. The huge accuracy margin can be attributed to the difference in the size of vocabulary and the amount of training data.
Both models -hauWE CBOW and hauWE SG -were accurate in predicting only female named entities when a female name was given as input and also, predicted male named entities when a similar word is given as input.
The accuracy of the two models over Bojanowski can also be attributed to the ratio of English to Hausa words in the training corpus. The hauWE models and Bojanowski contain 1:14 and 1:5 English to Hausa words respectively. 38% of the vocabulary in the Bojanowski model are English words which translate to 21% of the entire corpus. The huge amount of English words in Bojanowski influenced the accuracy of the model to learn good vectors for Hausa words. This can be seen in Table 3 where the similar words predicted by Bojanowski are mostly not Hausa words.
IV. CONCLUSION
In this work, we created word vector models using the CBoW and SG for Hausa NLP research. The set of models, hauWE, consists of a considerably larger amount of words in the vocabulary and has been shown to perform considerably better than the previous publicly available model. hauWE CBoW, in particular, outperforms the two models. This confirms the hypothesis by [8] that for a large dataset, CBoW model outperforms SG model. In future work, we aim to create comprehensive test sets, especially analogy datasets, to be able to measure the accuracy of Hausa words embedding. More text resources will also be generated to improve the performance of the models. Lastly, some tasks in NLP require in-domain text resources. In the future, in-domain data will be used to create words embedding for domain-specific tasks such as in medicine.
