Power Management for Networked Workstations: Going Green at the College of William and Mary by Jesse Safran
 
Power Management for Networked Workstations: Going Green at the 
College of William and Mary 
 
Jesse Safran 
 
710 Masters Project 
The College of William & Mary 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Submitted to the Department of Computer Science 
of the College of William & Mary 
in partial fulfillment of the requirements for the degree of 
Masters of Science 
April 24, 20092 
Abstract 
 
  The department of Computer Science at the College of William and Mary currently 
operates ~100 networked openSUSE Linux 11.1 workstations for use by students and faculty 
with a goal of 100% availability. To meet this availability, the computers are currently left on all 
day, whether they are in use or not. With the current trend of going "green" at the college, and 
nationwide, to save money and the planet, we propose a new way of managing the 
workstations to reduce their power consumption, go green, and save money. To accomplish 
this task and maintain 100% availability, we developed a new daemon, autohibernated, which 
will hibernate our Linux workstations based on an aggressive power saving policy.  This new 
daemon is paired with a shell script that centralizes workstation updates by utilizing Wake on 
LAN (wol) and zypper, a command-line interface to the ZYpp system management library.  Our 
measurements have shown this technique to be a huge success in reducing our overnight 
power usage by using up to 92% less power each night.3 
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1 Introduction 
 
  The department of Computer Science at the College of William and Mary (WMCS) 
currently operates ~100 networked openSUSE Linux 11.1 workstations for use by students and 
faculty with a goal of 100% availability. To meet this availability, the computers are currently left 
on all day, whether they are in use or not. This is a waste of power and money when 
workstations are idle.  1E’s 2009 PC Energy Report estimates that companies across the US 
are wasting $2.8 billion and emitting 20 million tons of carbon dioxide to power PCs that are 
idle an average of 14.5 hours on weeknights and 48 hours on the weekend. [1] 
Fortunately, most operating systems have built in power-saving configurations that allow 
them to suspend, hibernate or even shutdown a computer when it becomes idle for a set 
amount of time, defined by the computer user.  When a workstation is placed in suspend 
mode, it will attempt to power down all unneeded components: video cards, disks, CPUs, etc.  
However, RAM is still required to be powered to maintain the current state of the machine.  
When the machine is booted after suspend, it will load and run in the state it was in before the 
suspension began.  When hibernated, a workstation will write all of the information in RAM out 
to disk to save the state before powering down the workstation.  The only components that 
remain powered are those that are configured to wake the machine.  This includes USB, 
keyboards, network cards, etc.  Again, when the machine is booted after hibernation, it will 
load and run in the state it was in before the suspension began.  Finally, when a workstation is 
shutdown, it will power down the machine without maintaining its current state.  When the 
machine is booted, it will simply load the operating system with no state from the previous 
session [5]. 
In Linux, this task is handled by the power-saving tool of choice.  This poses a problem 
for WMCS since we offer multiple desktop environments for our users.  Each desktop 
environment comes with a default power-saving tool and the ability to change to other tools.  
This means that settings are controlled by the user, not WMCS.  Furthermore, each tool 
determines idleness in its own way.  This would require the maintenance of multiple power-
saving configurations or the switch to a single desktop environment. 
It is for these reasons that we decided to build our own power-saving daemon, 
autohibernated, using the C programming language and the X11 Screen Saver extension client 5 
library, XScreenSaver.  Autohibernated depends on keyboard and mouse idle times, how users 
are logged in and CPU load to decide when to hibernate. 
The use of autohibernated has also prompted the development of a centralized updating 
system.  WMCS’s Linux workstations currently update using staggered cron jobs on every 
workstation.  These cron jobs start zypper, a command-line interface to the ZYpp system 
management library, to begin the updating process.  Since the machines are no longer 
guaranteed to be powered up when the cron job is scheduled to begin, a centralized approach 
must be used.  To support our centralized scheme, we designate a server that is never 
dormant. This server runs a job every night to wake each machine before issuing a zipper 
update command using Secure Shell (SSH). 
Initial results using the combination of autohibernated and zypper_autoupdate have 
been promising, showing a 92% reduction in power usage for workstations on nights and 
weekends. 
 
2 Motivation 
 
  As previously stated, companies across the US are wasting $2.8 billion and emitting 20 
million tons of carbon dioxide powering computers that are idle.  This is roughly the equivalent 
of the impact of 4 million cars[1].  This project’s motivation was to reduce the amount of power 
being wasted in the department, thereby reducing the carbon footprint at the College of William 
and Mary and saving money. 
At the beginning of our project, we intended to take advantage of power-saving tools 
that already exist within openSUSE Linux 11.1.  However, we quickly realized that these tools 
would not fit our situation for multiple reasons.  Most importantly, all of the tools disregard the 
way users are logged into a machine.  We cannot have a workstation at WMCS 
autohibernating when a user is logged in remotely via SSH.  Also, the tools’ analysis of 
idleness is not complex.  Instead of depending on CPU idle time, the tools look at a blacklist of 
programs that would keep the machine from hibernating or rely on D-Bus messages to prevent 
autohibernation.  It should not be left to our users to implement D-Bus handling when writing 
code for simulation, modeling, data mining, etc., nor should they have to make sure they add 
their programs to a blacklist before running a program. 6 
It is for these reasons that we developed two new tools: autohibernated, a daemon to 
detect idleness as defined by CPU load, mouse and keyboard idleness and how users are 
logged in and zypper_autoupdate, a centralized updating system.  We present these tools and 
their development in Section 4. 
 
3 Related Work 
 
  There are multiple power-saving tools available for computers.  Before we present our 
work, we present three current power-saving tools available for use in openSUSE Linux 11.1: 
KPowersave[2], gnome-screensaver[3] and XScreenSaver[4]. 
 
3.1 KPowersave 
 
  KPowersave is the KDE frontend for power management. It provides battery monitoring, 
suspend/standby triggers and many more power management features for KDE (and GNOME) 
[2].  KPowersave has many useful features including ACPI and APM support, screensaver, 
monitor brightness control, CPU frequency control, etc.  Most important to us is that it provides 
an autosuspend feature that will suspend or hibernate a computer based on keyboard and 
mouse idle times, provided by the XScreenSaver library.   Unfortunately, KPowersave does not 
monitor CPU idle times or worry about how users are logged in.  It does provide a blacklist of 
programs that, if present and running, will keep the machine from hibernating.  However, users 
should not be expected to add (or remove) a program to a blacklist as needed.  Furthermore, 
the settings in KPowersave are configured by the user and cannot be enforced system wide by 
an administrator. 
 
3.2 Gnome-screensaver 
 
  Gnome-screensaver is a GNOME frontend for power management that can replace 
XScreenSaver. It is designed to integrate well with the desktop and provide a control interface 
that is desktop neutral. It simplifies and streamlines the experience for the user and provides 
more capability for the system administrator and vendor [3].  Gnome-screensaver, like 7 
KPowersave, is built on the XScreenSaver library.  It uses the keyboard and mouse idle times 
to determine idleness and relies on the developer of an application to listen to the D-Bus for an 
idle event and prevent the event from occurring.  Again, our users should not have to worry 
about writing handlers in their code or be beleaguered with determining if an application 
handles D-Bus messages to inhibit autohibernation.  One positive of the gnome-screensaver is 
that it provides administrators the ability to enforce a power-saving policy, although we do not 
use these techniques in our implementation. 
 
3.3 XScreenSaver 
 
  XScreenSaver is the standard screen saver shipped on most Linux and UNIX systems 
running the X11 Window System.  It is a large collection of screen savers as well as the 
framework for blanking and locking the screen [4].  As mentioned earlier, the XScreenSaver 
library is the basis for the idle functions of KPowersave and gnome-screensaver.  However, 
XScreenSaver does not provide an auto-hibernate feature or the means to enforce a power-
saving policy. 
 
4 Our Approach 
 
  Since none of the existing tools will work for our situation, we designed and developed a 
new set of tools for WMCS.  The tools had to satisfy the requirements of being able to support 
nightly system updates and the ability to auto-hibernate when idle.  Idleness is defined as: 
•  No one being logged into the machine in any way (ssh, terminal or X) for 5 minutes or 
•  The mouse and keyboard are idle for 30 minutes and 
o  No one is ssh’ed into the workstation.  We never want to hibernate a machine 
when someone is logged in remotely.  This also ensures that autohibernation will 
never occur during a system update since we use ssh to start the update 
process. 
o  CPU usage is below a set threshold in the last five minutes. 
We chose to use hibernation over shutting down since maintaining system state was 
important if a user was logged in.  We also chose hibernation over suspending to RAM since it 8 
would take less power to operate a machine in hibernation.  Hibernation stores all of the 
current state on disk and is able to turn off power to RAM.  Suspend to RAM requires power to 
keep the state in RAM [5].  With this in mind, we developed autohibernated and 
zypper_autoupdate. 
 
4.1 Autohibernated 
 
  The autohibernated daemon is developed using the C programming language, the X11 
Screen Saver extension client library and other available C libraries (see appendix A).  The 
following algorithm was used to implement the idleness definition as defined in above. 
1.  If no one is logged in (ssh, terminal or X), sleep the program for 5 minutes.  Upon 
waking, if no one is logged in, hibernate.  This is an aggressive approach to save power. 
2.  Check for an ssh session.  If a session exists, sleep for five minutes.  Upon waking, go 
to step 1.  We do this to save the processing time of checking for idle X displays since 
we never hibernate when someone is logged in remotely. 
3.  Use the XScreenSaver libraries to poll the idle times of all current X displays to find the 
minimum idle time.  Since KPowersave and gnome-screen saver both use 
XScreenSaver as their base, we know that we can get the idle times from all three 
screen saver tools.  If the minimum idle time is: 
a.  Greater than or equal to 30 minutes, we: 
i.  Check for a ssh session to verify that no one has logged in to the 
workstation while checking XScreenSaver idle times.  If a session exists, 
sleep for five minutes.  Upon waking, go to step 1.  Again, we never want 
to hibernate when someone is logged in remotely. 
ii.  Check the CPU load for the past five minutes.  This data is contained in 
the /proc/loadavg file.  If the load average is less than or equal to .08, we 
can hibernate the machine.  If the load average is more than .08, the 
program sleeps for five minutes.  Upon waking, go to step 1.  The value of 
.08 was decided upon after trail and error testing. 
b.  Less than 30 minutes, we sleep the program for five minutes.  We could estimate 
the time we expect to become idle (30 minutes minus the minimum idle time), but 
all users could logoff and we could hibernate sooner.  This is another aggressive 9 
strategy to reduce power use. 
c.  Equal to the maximum length of an unsigned long (ULONG_MAX).  This means 
that there is no one logged in on X.  This could be caused by a user logging out 
between steps 1 and 3 or by someone logging in directly to the terminal without 
X.  In this case, we sleep for one minute to prevent constant looping in the 
program.  When the program wakes, it returns to step 1. 
We use a system startup script to automatically start the autohibernated daemon when 
the machine is in runlevel 5 or full multi-user with display manager. 
 
4.2 zypper_autoupdate 
 
  Before we created the zypper_autoupdate script, we had to configure our workstations 
to wake when receiving a Wake on LAN packets.  To do this, we first had to configure the BIOS 
on every machine to allow Wake on LAN.  Second, we had to use ethtool [6] to allow Linux to 
wake when receiving a Wake on LAN packets.  To make the ethtool changes permanent, the 
command ethtool -s eth0 wol g must be added to /etc/rc.d/boot.local and /etc/rc.d/halt.local so 
the change survives a reboot. 
  During testing of Wake on LAN, we were surprised to find out that the college’s smart 
switches did not allow workstations to receive Wake on LAN packets.  After talking with a 
network administrator [7], we were able to pinpoint the problem to the MAC authentication 
used on campus.  The problem arose for any workstation connected directly to one of the 
college’s smart switches.  When the workstations are shutdown or hibernate, the network card 
turns off for a short amount of time.  When this occurs, the switches would mark the port as 
unregistered.  Since the port is unregistered, no traffic is delivered to the port.  This problem is 
to be fixed this summer when the college makes significant changes to the network backbone. 
  As a temporary work-around to this problem, we have ensured that every workstation 
has been attached to a dumb switch on our test machines.  Since the dumb switches never 
lose power during normal operation, the smart switch port is never marked as unregistered.  
Unfortunately, this means that any power outage will result in machines not being able to wake 
via Wake on LAN.  
  Once these problems were worked out, we were able to develop a centralized updating 
tool, zypper_autoupdate.  Zypper_autoupdate is a Bash shell script that is designed to be run 10 
from a 100% uptime department server.  The script is started with a cron job at a time 
designated by us.  We are currently testing using 2 A.M. 
  The script is very small and very straight forward.  It is invoked with the name of a file 
that contains the hostnames and MAC addresses of each machine that will need to be woken 
and updated.  The format of the file is <hostname> <MAC address> with one entry per line.  
The script reads the file one line at a time and stores the hostname and MAC address in two 
separate variables.   
The script then sends an ssh request to two other servers, one on each subnet, to send 
a Wake on LAN packet to the current MAC address.  We send two packets because WMCS 
has two subnets and Wake on LAN packets are sent via broadcast and will not leave the 
current subnet.  This approach is much simpler than storing the subnet of the machine and the 
cost of sending two small packets is minimal on a 100Mbps network. 
After sending the Wake on LAN packets, the script sleeps for three minutes to allow the 
machines to start up or wake up from hibernation.  When the script wakes after the three 
minutes, it sends a zypper command 
 
zypper up -y -t patch --skip-interactive --auto-agree-with-licenses 
 
via ssh to the current hostname stored in the variable mentioned earlier.  This command starts 
the update process for the machine.  Once the update is complete, the script reads in the next 
line from the file, and starts the process again. 
 
5 Results 
 
  To measure the effectiveness of our new tools, we designed a case study using one 
workstation representative of all the workstations in WMCS.  A Dell Precision T3400 with 2GB 
of RAM, an 80GB hard drive, an Intel 2.16 GHz Core 2 Duo processor and an nVidia Quadro 
NVS 290 video card, was plugged into a Kill A Watt [8], a tool that measures the amount of 
kilowatt-hours (kWh) used by the appliances plugged into it.  A kilowatt-hour is a measure of 
energy [9] and is the way that power companies bill the use of electricity.  The average cost per 
kWh at the College of William and Mary for the 2010 financial year will be $0.07 [10]. 11 
  The first test of the case study was to find the amount of energy used by the workstation 
that sat idle, but fully powered, from 5 P.M. to 9 A.M.  We ran the test for five days and found 
that the workstation used 1.96 kWh on average for the 16 hours of use.  The standard 
deviation was .15 kWh, resulting in a 95% confidence interval of 1.83 to 2.09 kWh over 16 
hours of use.  This is the current configuration at WMCS, which includes the monitors 
powering down after 15 minutes of idle time.  Knowing this, we can estimate the current energy 
usage across the 100 computers in WMCS for a year at 66795 to 76285 kWh.  This costs the 
college $4675.65 to $5339.95 each year and puts 48 to 54.8 metric tons of carbon dioxide 
(CO2) into the air [11]. 
  The second test of the case study was to find the amount of energy used by the 
workstation that was hibernated when idle from 5 P.M. to 9 A.M.  We, again, ran the test for five 
days and the workstation used 0.16 kWh on average for the 16 hours of use.  The standard 
deviation was .01 kWh, resulting in a 95% confidence interval of .15 to .17 kWh over 16 hours 
of use.  This was done without waking the machine for updates and the monitors also powered 
down when the machine went into hibernation.  Knowing this, we can estimate the energy 
usage across the 100 computers in WMCS for a year at 5475 to 6205 kWh when hibernating 
idle machines.  This would cost the college $383.25 to $434.35 each year and would only put 
3.9 to 4.5 metric tons of CO2 into the air [11]. 
  As you can see, hibernating idle WMCS workstations can save the College of William 
and Mary, on average, $4599 per year and reduce 42.7 metric tons of carbon emissions, a 
savings of 92%.  More impressively, if the College of William and Mary were to hibernate the 
~4000 workstations that they own and operate [12] when idle, they could save $183,960.00 
and keep 1,887 metric tons of CO2 from entering the atmosphere every year [11]. 
 
6 Future Work 
 
  The future work of this project will include the full deployment of the tools over the 
coming summer.  Outside of the deployment, it would be useful to integrate console idle times 
as provided by the w command.  This will allow us to auto-hibernate a machine when someone 
is logged in only on console, but they have not typed anything for a set period of time.  
Otherwise, the remaining work will be tweaking the code to optimize energy savings and to 12 
deal with any changes to the department infrastructure over the years. 
 
7 Conclusion 
 
  In this paper we present the development of two simple tools, autohibernated and 
zypper_autoupdate.  Unlike existing approaches, our tools take into consideration the way that 
users are logged into a workstation and the average CPU load over the 5 minutes before we 
consider auto-hibernation.  The ability of our tools to reduce energy waste and CO2 output has 
been promising.  We were able to dramatically reduce the amount of electricity use and CO2 in 
the Department of Computer Science of the College of William and Mary by 92%.   
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Appendix A – autohibernated code 
 
#include <X11/extensions/scrnsaver.h> 
#include <sys/file.h> 
#include <stdio.h> 
#include <utmp.h> 
#include <unistd.h> 
#include <stdlib.h> 
#include <string.h> 
#include <time.h> 
#include <limits.h> 
#include <sys/types.h> 
#include <sys/stat.h> 
#include <syslog.h> 
#include <errno.h> 
#include <signal.h> 
 
#define DAEMON_NAME "autohibernated" 
#define PID_FILE "/var/run/autohibernated.pid" 
//idle time, in minutes 
#define HIBERNATE_TIME 30 
FILE * ah_log = NULL; 
FILE * pid_file = NULL; 
 
int num_users() { 
  int users = 0; 
  struct utmp *utmpstruct; 
 
  setutent(); //rewinds the file pointer to the beginning of the utmp file. 
  while ((utmpstruct = getutent())) { 
    if ((utmpstruct->ut_type == USER_PROCESS) && (utmpstruct->ut_name[0] 
        != '\0')) 
      users++; 
  } 
  endutent(); //closes the utmp file 
  return users; 
} 
 
int check_ssh() { 
  struct utmp *ustruct; 
  int ret_val = 0; 
  setutent(); //rewinds the file pointer to the beginning of the utmp file. 
  while ((ustruct = getutent())) { 
    if (strcmp(ustruct->ut_host, "console") != 0 && strcmp( 
        ustruct->ut_host, "localhost") != 0  
&& strcmp(ustruct->ut_host, 
        "") != 0) { 
      //someone is logged in using ssh 
      ret_val = 1; 
    } 
  } 
  endutent(); //closes the utmp file 
  return ret_val; 
} 
 
void exit_ahd(int exit_value) { 
 15 
  syslog(LOG_INFO, "%s daemon exiting", DAEMON_NAME); 
 
  if (ah_log != NULL) { 
    if (fclose(ah_log) != 0) { 
      syslog( 
          LOG_ERR, 
          "File pointer to load_avg log  
did not close, code=%d (%s)\n", 
          errno, strerror(errno)); 
    } 
    ah_log = NULL; 
  } 
 
  if (remove(PID_FILE) != 0) { 
    syslog( 
        LOG_ERR, 
        "Could not remove %s.  This must be done manually  
to (re)start %s, code=%d (%s)\n", 
        PID_FILE, DAEMON_NAME, errno, strerror(errno)); 
  } 
 
  exit(exit_value); 
} 
 
void signal_handler(int sig) { 
  switch (sig) { 
  case SIGALRM: 
    exit(EXIT_FAILURE); 
    break; 
  case SIGUSR1: 
    exit(EXIT_SUCCESS); 
    break; 
  case SIGCHLD: 
    exit(EXIT_FAILURE); 
    break; 
  case SIGTERM: 
    exit_ahd(EXIT_FAILURE); 
    break; 
  } 
} 
 
int main(int argc, char * argv[]) { 
 
  if (argc > 1) { 
    printf("Usage: %s \n", DAEMON_NAME); 
    exit(EXIT_FAILURE); 
  } 
 
  if (getuid() != 0 || geteuid() != 0) { 
    printf("You must run %s as root!  Exiting...\n", DAEMON_NAME); 
    exit(EXIT_FAILURE); 
  } 
 
  //Create the lock file as the current user 
  pid_file = fopen(PID_FILE, "r"); 
  if (pid_file == NULL) { 
    //the file does not exist, so the daemon is not running 16 
    pid_file = fopen(PID_FILE, "w"); 
    if (pid_file == NULL) { 
      printf("Unable to create lock file %s, code=%d (%s).\n", PID_FILE, 
          errno, strerror(errno)); 
      exit(EXIT_FAILURE); 
    } 
  } else { 
 
    printf( 
        "The lock file, %s, already exists.  Is the daemon  
already running?  Exiting... \n", 
        PID_FILE); 
    if (fclose(pid_file) != 0) { 
      printf("File pointer to %s did not close, code=%d (%s)\n", 
          PID_FILE, errno, strerror(errno)); 
    } 
    exit(EXIT_FAILURE); 
  } 
 
  signal(SIGCHLD, signal_handler); 
  signal(SIGUSR1, signal_handler); 
  signal(SIGALRM, signal_handler); 
  signal(SIGTERM, signal_handler); 
 
  syslog(LOG_INFO, "%s daemon starting up", DAEMON_NAME); 
 
  //Our process ID and Session ID 
  pid_t pid, sid, parent; 
 
  syslog(LOG_INFO, "starting the daemonizing process"); 
 
  // Fork off the parent process 
  pid = fork(); 
 
  if (pid < 0) { 
    exit(EXIT_FAILURE); 
  } 
 
  // If we got a good PID, then we can exit the parent process. 
  if (pid > 0) { 
    //write the pid to the pid_file 
    fprintf(pid_file, "%d\n", pid); 
    if (fclose(pid_file) != 0) { 
      syslog(LOG_ERR,  
"File pointer to %s did not close, code=%d (%s)\n", 
          PID_FILE, errno, strerror(errno)); 
    } 
    pid_file = NULL; 
    /*******************************************************************  
 * Wait for confirmation from the child via SIGTERM or SIGCHLD, or 
     * for two seconds to elapse (SIGALRM).  pause() should not return.  
 *******************************************************************/ 
    alarm(2); 
    pause(); 
 
    exit(EXIT_FAILURE); 
  } 17 
 
  //At this point we are executing as the child process 
  parent = getppid(); 
 
  signal(SIGTSTP, SIG_IGN); //Various TTY signals 
  signal(SIGTTOU, SIG_IGN); 
  signal(SIGTTIN, SIG_IGN); 
  signal(SIGHUP, SIG_IGN); //Ignore hangup signal 
 
  // Change the file mode mask 
  umask(0); 
 
  // Open any logs here 
  char * log_file = (char *) calloc(strlen("/var/log/") + strlen(DAEMON_NAME) 
      + 1, sizeof(char)); 
  strcat(log_file, "/var/log/"); 
  strcat(log_file, DAEMON_NAME); 
  ah_log = fopen(log_file, "a"); 
  if (ah_log == NULL) { 
    syslog(LOG_ERR, "Could not open %s, code=%d (%s)\n", log_file, errno, 
        strerror(errno)); 
    exit(EXIT_FAILURE); 
  } 
  free(log_file); 
 
  // Create a new SID for the child process 
  sid = setsid(); 
  if (sid < 0) { 
    // Log the failure 
    exit(EXIT_FAILURE); 
  } 
 
  // Change the current working directory 
  if ((chdir("/")) < 0) { 
    // Log the failure 
    exit(EXIT_FAILURE); 
  } 
 
  // Close out the standard file descriptors 
  close(STDIN_FILENO); 
  close(STDOUT_FILENO); 
  close(STDERR_FILENO); 
 
  // Tell the parent process that we are OK 
  kill(parent, SIGUSR1); 
 
  time_t cur_time; 
  int ssh, numusers; 
  XScreenSaverInfo *info; 
  Display *display; 
  struct utmp *ustruct; 
  unsigned long min_idle; 
  double avg_1, avg_5, avg_15; 
  FILE *load_avg; 
 
start:  
while (1) { 18 
 
    //first we check to see if anyone is logged in 
    numusers = num_users(); 
    if (numusers == 0) { 
      sleep(300); //sleep for 5 minutes 
      numusers = num_users(); 
      if (numusers == 0) { //still no one logged in, hibernate 
        cur_time = time(NULL); 
        fprintf(ah_log, "No users logged in.  Hibernating at %s \n", 
            asctime(localtime(&cur_time))); 
        fflush(ah_log); 
        if (system("pm-hibernate") == -1) { 
          //should print this to a log 
          fprintf(ah_log, "Going for hibernation failed. \n"); 
          fflush(ah_log); 
        } 
      } 
    } 
 
    //check ssh 
    ssh = check_ssh(); 
    if (ssh) { 
      //someone is logged in via ssh 
      sleep(300); 
      goto start; 
    } 
 
    info = XScreenSaverAllocInfo(); 
    min_idle = ULONG_MAX; 
 
    setutent(); //rewinds the file pointer to the start of the utmp file. 
    //check all possible x displays for idle times 
    while ((ustruct = getutent())) { 
      if (strncmp(ustruct->ut_line, ":", 1) == 0) { 
        //this is an X terminal 
        display = XOpenDisplay(ustruct->ut_line); 
 
        if (display != NULL) { 
          XScreenSaverQueryInfo(display,  
     DefaultRootWindow(display), 
                     info); 
          if (info->idle < min_idle) { 
            min_idle = info->idle; 
          } 
          if (XCloseDisplay(display) != 0) { 
            fprintf(ah_log, "Could not close display! \n"); 
            fflush(ah_log); 
          } 
        } 
      } 
    } 
    endutent(); //closes the utmp file 
    XFree(info); 
 
    //1 Minute = 60 seconds = 60000 Milliseconds 
    if (min_idle == ULONG_MAX) { 
       19 
/********************************************************* 
 * no x sessions running.  This means that: 
       * 
       * a) x was killed (the user has logging out) from the 
       * time we checked for users logged in 
       * 
       * or 
       * 
       * b) the user is logged in purely on console. 
       * 
       * For either case, we currently restart the algorithm. 
       * In the future, it would probably be worthwhile to 
       * check idle times both on xscreensaver and console (see 
       * w command source code). 
 *********************************************************/ 
      //sleep 1 min incase x never comes back, no need for endless loop 
      sleep(60); 
      goto start; 
    } else if (min_idle > (HIBERNATE_TIME * 60000)) { 
      //checks and then hibernate 
      //redundant ssh check.  Just to make sure no one ssh'd in 
      ssh = check_ssh(); 
      if (ssh) { 
        //someone is logged in via ssh 
        sleep(300); 
        goto start; 
      } 
 
      //cpu idle time.  We don't want to sleep if CPU is in high use 
      //idle times are in /proc/loadavg 
      avg_1 = 0; 
      avg_5 = 0; 
      avg_15 = 0; 
      load_avg = fopen("/proc/loadavg", "r"); 
      if (load_avg == NULL) { 
        fprintf(ah_log, "Could not open /proc/loadavg\n"); 
        fflush(ah_log); 
        goto start; 
      } 
      if(fscanf(load_avg, "%lf %lf %lf", &avg_1, &avg_5, &avg_15) < 3) { 
        fprintf(ah_log, "Bad data from /proc/loadavg\n"); 
        fflush(ah_log); 
        goto start; 
      } 
 
      if (fclose(load_avg) != 0) { 
        fprintf(ah_log, 
            "File pointer to /proc/loadavg  
did not close! \n"); 
        fflush(ah_log); 
      } 
 
      if (avg_5 <= .08) { 
        cur_time = time(NULL); 
        fprintf( 
            ah_log, 
            "5 minute load average is %lf and we  20 
are going to hibernate at %s\n", 
            avg_5, asctime(localtime(&cur_time))); 
        fflush(ah_log); 
        if (system("pm-hibernate") == -1) { 
          //should print this to a log 
          fprintf(ah_log, "Going for hibernation failed. \n"); 
          fflush(ah_log); 
        } 
      } else { 
        cur_time = time(NULL); 
        fprintf( 
            ah_log, 
            "5 minute load average is %lf therefore, we  
will not hibernate %s\n", 
            avg_5, asctime(localtime(&cur_time))); 
        fflush(ah_log); 
      } 
    } else if (min_idle < (HIBERNATE_TIME * 60000)) { 
      /******************************************************** 
 * not ready to hibernate yet, someone is not idle. 
       * Sleep for five minutes.  Could wait longer (like the 
       * time we expect to become idle (30 mins - min_idle)) but 
       * the one and only user could logoff and we could 
       * hibernate sooner.  Be aggressive.  
 ********************************************************/ 
      sleep(300); 
      goto start; 
    } 
  } 
  exit_ahd(EXIT_SUCCESS); // we should never get here 
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Appendix B – zypper_autoupdate code 
 
#!/bin/sh 
FILE=$1 
 
if [ $# != 1 ]; then 
        echo "Usage is $0 <mac_addr file>" 
        echo "File must have the format of <hostname> <MAC address>" 
        exit 1 
fi 
 
if [ $1 == "-h" ]; then 
        echo "Usage is $0 <mac_addr file>" 
        echo "File must have the format of <hostname> <MAC address>" 
        exit 0 
fi 
 
if [ ! -f $FILE ]; then 
        echo "$FILE does not exist" 
        exit 2 
elif [ ! -r $FILE ]; then 
        echo "Can not read $FILE" 
        exit 3 
fi 
 
exec 3<$FILE #use 3 as the file descriptor 
while read <&3 line 
do 
        host=$(echo $line | awk '{print $1}') 
        MAC=$(echo $line | awk '{print $2}') 
        /usr/bin/ssh mom wol $MAC 
        /usr/bin/ssh snorch wol $MAC 
        #must sleep before we start update so machine can wake. 
  #3 minutes should be good 
        sleep 180 
        /usr/bin/ssh $host /usr/bin/zypper up -y -t patch --skip-interactive  
--auto-agree-with-licenses >> /var/log/zypper/$host.log 
done 
3<&- #close file descriptor 
 
exit 0 