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INTRODUCTION 
It is well known that a finite group is cyclic iff it has exactly d dth roots 
of 1 for any d dividing its order. 
In a recent paper [3] Hausman and Shapiro showed that if the dth roots 
of 1 in G are at most 2d (resp. 3d), then there is a cyclic subgroup of G of 
index <2 (resp. <4). 
In [3] it is also proved that there is a function I(y), depending only on y, 
such that if for any d E G 
I{xEGlxd= l}]<yd 
there is a cyclic subgroup of G whose index is bounded by I(y). 
The size of the function I(y) is extensively studied in [ 11, where in 
particular it is proved that the ratio I(y)/y is unbounded and <y&. 
The main purpose of this paper is to show that I(y) takes on for y < 10 the 
values given in the following table: 
Y 1234567 8 910 
I(y) 1 2 4 4 6 8 9 12 12 12 
The same methods would allow the treatment of further values of y, but 
the analysis would request a wider and wider splitting of cases, and the 
authors think it is not worthwhile to work it out. 
1. DEFINITIONS AND PRELIMINARIES 
All the groups considered will be finite and the notation will usually be the 
standard one. In addition, if not otherwise stated explicitly, we shall denote: 
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G, any q-Sylow subgroup of G (and usually / 6, ) = qa, exp 6, = q”-“1. 
N,(H), C,(H) the normalizer (resp. the centralizer) in G of a subgrou 
Z(G) the center of G. 
VG = 1 G//w? G 
z6 = min{ [G: (x)][ x E G} the cocyclicity of 6. 
yG(d) = (l/d)J{x E G]xd = l}]e 
yG = max{y,(d)]d]jGjj the multiplicity of G. 
GY) = sw(kiYG G Yb 
G is called paracyclic iff zG < yG. 
A complement of a subgroup H of G is a subgroup K verifying HK = G, 
HflK= {I). 
G is q-nilpotent iff G, has an invariant complement. 
The subscript G will usually be omitted when no ambiguity can arise. 
We shall need the following account of the behaviour of the p-groups of 
cocyclicity p. 
We begin with the classification given by 14, 1.14.9J. 
For any p there are following pairwise not isomorphic p-groups of 
cocyclicity p: 
A,” = (u, v), uP”=vP= [u,v]= 1 for n> 1 
BP, = (u, v>, upn = VP = 1, v*v-l = u1tpn-1 for M> 2. 
Ifp > 2 these exhaust all possibilities, whereas when p = 2 there are also 
II,, = (U? v): p = yz zzz 1, vuv=u-” for n > 2 
E,n = (u, v>, uZ”= 212 zz 1, vuv = U-l+2,~-’ for n > 2 
e,?l = (UT v>, u=“z 1 > u2= u2”-‘, vuv-” = u-1 fQ‘or n>2 
The only isomorphisms among all these groups are B, z 
direct computation yields 
YApn = YB,,, = P (except yB, = 3) 
YDp 
=2-l+ 1 
yE2n = Y&e = 2”-2 + 1. 
Now suppose that p divides exactly qG, so that G, is one of the preceding 
groups. 
Then, if p > 2 
(l.A) 6, has an invariant complement in G, provided (1 G j ) p’ - 1) = 1; 
(1.B) G, is a direct factor of G iff it is normal and 
(IGLP- I)= 1 ((\GJ,p’- l>= 1 ifG,=A,). 





if G, = D,, 
n-2 if G, = Ez,, Q2.’ 
then 
(l.C) G, has an invariant complement in G unless the following 
conditions are fulfilled 
(1) G, =4,DroEm Qzn, 
(2) 3 I [&((u~~, 0)) : CG((U*~, v)>l, 
(3) 2m+1 + 1<~,(ifG,fA,,Q.d, 
(4) Vi<m3][G:N,((U2’))](ifG2#A2,Q4). 
(1.D) G, is a direct factor of G if it is normal (with the further 
codition 3t]G] if G, = A, or Q4). 
Remark that in any case G, is normal if yc < 2m+ ’ + 1. 
The above assertions are straightforward consequences of the theorems IV. 
2.7, IV. 3.4 (Wong), IV. 5.8 and 5.9 (Frobenius) of [4], where many 
conditions are stated which guarantee the existence of an invariant 
complement of G,. 
It suffices to consider that the order of the automorphism group of any 
one of the above groups has together with a power of p, only the factor 
(p- 1)’ and, when GP=AP or Q4,p+ 1. 
We shall also need two simple consequences of Lemma 2.3 of [ 11, which 
we single out and prove here for future reference. 
LEMMA 1.1. 
(1.1)Assume J{x~G(~‘“~~~~=lfor~~med~~}~~a~G/: 
then a?jG < YG c $. 
dtcT 
(1.2) Assume I, > Kqc : 
Pro01 Statement (1.1) follows from 
by simply dividing by exp G. 
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Statement (1.2) follows in a similar way taking into account that if 
Ed > Ky, then any element of G has order dividing exp E 69~ 
.E*D. 
The last result we shall use in the sequel is the following: 
LEMMA 1.2. If vc = 1, then zG < yc. 
The proof runs by combining the theorem of [2], stating that 
metacyclic group is paracyclic, with a theorem of Zassenhaus [4, IV.2 111, 
asserting that any group with cyclic Sylow subgroups is a semidirect product 
of two cyclic Hall subgroups (see also [l, Corollary 2.181 for a different 
proof). 
2. AUXILIARY RESULTS 
The aim of this section is to provide some tools to shorten the proofs of 
the initial values of 1(y). 
In fact some results are not so general as possible; a deeper inspection of 
this topic can be found in [2]. 
We begin with a bound for the number of q-subgroups of G. 
kmmIA 2.1. Let Q be a q-subgroup of G and assume that there are in G 
at least n subgroups isomorphic to Q. Then 
iii (“3 <y,r 
n--+ 
4 q2 ’ Q 
and, if Q is cyclic, 
(2.1) 
In particular (2.1) and (2.2) hold when n = [G: N( 
The proof is merely an estimate of the number of solutions of the equation 
xexPQ = 1, and we omit it: 
Let us recall that (2.2) is Lemma 2.1 of [?I. 
Remark that equality can hold in (2.2) only if in G there is a unique 
subgroup of order / Q j/q. 
Similarly equality can hold in (2.1) only if the intersection of any two 
subgroups isomorphic to G has order ] Q l/q3 whereas any three of them have 
the same intersection. 
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Applying the above lemma to the Sylow subgroups of G we get 
COROLLARY 2.2. For any q-Sylow subgroup G, put n9 = nc,. 
If G, is not normal, then 
vq (4+2-J-) <22y,. (2.3) 
In particular 
(i) if q > “/o, then G, is cyclic and normal; 
(ii) ifq2 + 2q - 1 > 2yo and ns > 1, then G, is normal and n9 = q. 
Also the orders of the cyclic q-subgroups of G can be bounded if yG. is 
known. 
LEMMA 2.3. Let Q be a cyclic q-subgroup of G and put H = N(Q), 
K = C(Q), d = [H: K]. 
Assume (d, q) = 1; then 
Proof If x E H-K, any element of xQ has the same order as x. Then 
(2.4) follows by counting the roots of xrxPH = 1. Q.E.D. 
If we consider a cyclic q-Sylow subgroup of G we get 
COROLLARY 2.4. Suppose the q-Sylow subgroups of G are cyclic. If 
JG,I > yti, then N(G,) = C(G,), whence G is q-nilpotenf. 
Moreover G, is a direct factor of G if 
and in particular whenever q > 27, or q > j)o and exp G # I G 1, 
It is easily seen that if the Sylow subgroup G, is included in Z(G) then, 
putting G = G/G,, 
‘JG = jlGg . k and lG’ lG Y . Ic. (2.5) 
This means that, as far as I(y) is concerned, the Sylow subgroups included 
in the center of G can be neglected. 
Similarly, by comparing j(XE G/N/I” = 1}1 with ;(x E G~xmexP = l)l 
one gets for any normal subgroup N of G 
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Jn the case of a normal q-subgroup we can state: 
LEMMA 2.5. Let Q be a normal q-subgroup of G and put G = G/ 
Assume G, cyclic; then 
YCG YG and lg-= lG (2.6) 
The same inequalities hold putting C? = G/ 
ProoJ The first inequality has already been stated in the general case. To 
prove the second one let c be a generator of Q. Pick X E G of order F 
relatively prime to q; then for a suitable d 1 q - 1 Xd commutes with C; whence 
XdC has order exceeding m. Therefore only the orders multiple of 4 have to 
be considered to determine z~-, and these are in l-1 correspondence with %he 
orders multiple of / Q / in G. 
The same argument can be carried on for 6; = G/Q when Q s 
When the q-Sylow subgroup G, is cyclic we can assume, by virtue of the 
above lemma, that Z(G) f? G, = { 1) and that if Q E 6, is normal: then 
iQlG4~ 
We shall always do this assumption throughout Sections 2 and 3, if not 
otherwise stated. 
We shall also assume without mention that q7c > 1, for if rlG = 1 then G is 
paracyclic by Lemma 1.2. Combining this with Corollaries 2.2 and 2.4 we 
may consider only groups whose orders do not have primes larger than y. 
One more restriction is allowed by the following lemma 
LEMMA 2.6. Let G, be not cyclic and assume 
yG < min 
i 
q2+ 1 q2 1 --y-t++ l( ~ 2 
Then G, is normal and 
where C? = G/G,, 
Proof: By Corollary 2.2(ii) G, is normal and has some cychc subgroup 
of index q. 
We refer to the known results about the structure of this kind of q-grou 
(see [4,1.14.9], or the account in Section 1)~ 
If /G,/ > q2 (and G, # Q4), then there is a normal subgroup of index q7 
which is included in Z(G) by (2.4), and Lemma 2.5 applies. 
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Now assume ( G, I= q2 and consider a complement H of G,. Ar+y cyclic p- 
subgroup of H has a normalizer including a non-trivial q-subgroup (by 
(2.2)). Assume that x E H commutes with no element of G, and call C the 
cyclic group generated by X; then there are two primes I-),, p2 )] C] such that in 
the group C,, . C,, - G, there is no cyclic subgroup of index q. By counting 
the elements of order relatively prime to q, we get 
YGa2 (l-;)(l-b,) +;(I--j$ 
+; 1-k +I>;+++1 
i 1 
against our hypothesis. 
The very same argument works for Q4. Q.E.D. 
Remark that the hypothesis yG < (q* + 1)/2, which is unessential for q 
large, cannot in fact be deleted, as shown by the following examples: 
(i) G=‘U,, where y=3, z=4, q=2; 
(ii) G = (a, b, c) with u3=b3=[u,b]=c2=1,cac=a-1,cbc=b~‘, 
where y = 5, I = 6, q = 3. 
The result of [3], I(2) = 2, follows directly from our Lemma 2.6 and 
Lemma 1.2. Applying this, we can deduce from Lemma 2.6 the following 
criterion of paracyclicity: 
COROLLARY 2.7. Let q be a prime number such that 
(2.7) 
Then 
(i) if q1 qG, G is paracyclic; 
(ii) ifq[v,, G is paracyclic unless Gz c Z(G). 
Proof. (i) By Lemma 2.6 G = G,H with yH < yF/q and lH = zG/q. By our 
hypothesis yH = zH and G is paracyclic. 
(ii) As seen in the proof of Lemma 2.6, Gz is included in the normalizer 
of any cyclic p-subgroup of G. Moreover we can assume q > 2, otherwise 
Y< 2. 
Now if Gz YZ Z(G), then there is a prime p 1 IG ] such that q I p - 1; this can 
occur only if G, !Z N(G,) (otherwise Gz c C(G,)), whence p < y and 
p=2q+ 1. 
Now [G: N(G,)] =p + 1 and we get finally ql p + 1, absurd. Q.E.D. 
FINITE GROUPS WITH FEW $TH ROOTS OF 1 527 
To get further restrictions we deal now with two primes together. 
formulate the analogous of Lemmas 2.1 and 2.3 only for cyclic Sylow 
subgroups of G, for sake of simplicity. 
LEMMA 2.8. Let p < q be primes whose Sylow subgrou~ps G,, G, are 
cyclic and not normal. 
If 6, and 6, commute, then 
In any case, whenever p[q - 1 
pq+ l<S+S (2.9) 
whence in particular 
2pq + 3 
YG) 5 ’ 
Moreover equality can hold in (2.8), (2.9) only if there are uni 
subgroups of orders 1 Gp I/p, 16, i/q. 
ProoJ Put np= [G: N(G,)], n,= (G: N(G,)] and, if G, and 
commute, n = [G: N(G, . G,)]. Then M = l(pq) if N(G,) = N(G,), otherwise 
n is the product of factors s 1 mod p, q respectively, hence >(p + l)(q + I ). 
The roots of x”pGq’ = 1 being at least 
y (W(P4) + $Y(P) + n,ip(q) + I), 
one gets (2.8) by substituting the least possible values for n, np, n4’ 
If pig- 1 and G,, 6, do not commute, then nq = vp and zp = sq whence 
pqln,+n,- 1. 
Then we apply (2.2) twice to get (2.9). 
In both cases, if equality holds, the roots of x’~P”~ = 4 and ~“q”~ = 1 are 
exactly 16, ]/I, and / G, l/q, respectively. 
emark that the stronger inequality (2.8) holds provided there are non- 
normal powers of G,, 6, which commute, for the argument used works as 
well. 
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LEMMA 2.9. Suppose G,, G, cyclic and normal in G. Put 
d,= [G: C(G,)], d,= [G: C(G,)] and d= [G: C(G, . G,)]. Then 
Y/‘/r> ((l-~)lG~l+~)((l-~)lG~l+~) 
+(-k&j (IG,I - lW,I - 1). (2.10) 
If neither G, nor G, are in the center of G, then 
<lG,I + WG,I + 1KmWh 3~1. (2.11) 
ProoJ It suffices to evaluate the number of elements of G whose order is 
prime relatively to pq, to get (2.10). Then (2.11) follows by taking the 
smallest values for dp, d, and d, since if q = 1 then d = [d, , d2]. 
The last restriction we prove about the prime factors is given by 
LEMMA 2.10. Assume G not paracyclic and G,, G, &Z(G). 
Ifp <q andplq- 1, then 
3Y>(P+ l)(q+ 1) (2.12) 
unless G, is cyclic and pi [G: N(G,)]. 
ProoJ We distinguish the following cases: 
Case 1. G, not cyclic. Inequality (2.12) is an obvious consequence of 
the previous results unless GP is cyclic and not normal. Moreover we can 
assume that q2 + q > 3y, whence G, is normal and GP commutes with G,. 
Now if C(G,) # N(G,), applying (2.4) we get (2.12). If C(G,) = N(G,), 
by counting the conjugates of GPG4 we get (p + 1) q(l - l/p) + q/p < y, 
whence (2.12). 
In all the other cases our hypotheses imply that G, and G, commute. 
Case 2. G, cyclic and G, not cyclic. We may argue as in Case 1, unless 
N(G,) c N(G,) = C(G,). 
But in this case [G: N(G,)] E 1 (pq), whence pq + 1 < (qy - l)/(q - 1). 
From now on GP and G, are cyclic. 
Case 3. G, and G, both normal. Then (2.11) gives the result. 
Case 4. Neither G, nor G, normal. Then (2.8) gives the result. 
Case 5. G, normal and G, not normal, or conversely. 
We deal with the first hypothesis, since the other one is symmetric. It may 
be assumed that N(G,) = C(G,) (otherwise we are reduced to Case 3). Then 
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there exists an element x belonging to N(G,) but not to @(G,) (for 
cannot be included in any normal subgroup of 6). Choose such an x of 
order Y’ for some prime r #p, q. By counting the conjugates of (x) G, we get 
whence (2.12). 
The proof is now complete. 
3. THE INITIAL VALUES OF P(y) 
We have already remarked that from our Lemma 2.6 and its Corollary 2.7 
it follows at once the theorem of [3], namely H(2) = 2 and P(3) < 4. 
We can, for these small values of y, classify all groups of rnu~ti~~ic~t~ ye 
THEOREM 3.1. The groups whose multiplicity y does not exceed 3 are 
exactly the ones listed below: 
(i) q=y=~= 1, G=(u) 
(ii) q = 1, y = z = 2, G = (u, v) 
with 
(A.l) z?=v3= 1, 1% VI = 2, (3km) 
(iii) q= I,y=3, I = 2, G = (u, v) 
with 
(B.1) uzm =?I5 = 1, [u, v] = v3 (5)m) 
(iv) q = y = E = 2, G = (u, v) 
with either 
(Cl) 24 2m = 22 = [u, v] = 1 or 
(C.2) usm=v2= 1, [u, v] = 214m or 
(C.3) z44m = 1, [u, v] = v* = ZP 
4v> r = 2, Y=3, l=2 G = (u, v) 
with either 
U2m = 04 = 1, [u,v]=v2 or 
P-2) u2m = v* zz 1, [u,v]=v4 or 
(D.3) U2m=v4, v8= 1 ) [u,uj =v6 
(m odd) 
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(vi) r7 = 2, y= 3, I= 4, G = (u, v, w) 
with either 
(E.l) u3”’ = v2 = w2 = [v, w] = 1, 124, v] = w, [u, w] = VW or 
(E.2) u3m = v4 = 1, [v, w] = v2 = w*, [u, v] = w, [u, w] = VW 
(m odd) 
(vii) q = y = z = 3, G = (u, v) 
with either 
(F-1) U3m=v3= [z&v] = 1 or 
(F.2) u2m- - v3 = 1, [u, v] = z.L3m or 
(F.3) u6”’ = v3 = 1, [u, v] = v. 
ProoJ: If q = 1 the quoted theorem of Zassenhaus [4, IV.2.1 l] combined 
with our Lemma 2.3 gives the first three groups. 
If q = 2 then G, is normal, and the multiplicity y < 3 allows G, to be A 2n, 
B2n7 D,, Q4, -4, Qt,. 
By multiplying directly by a cyclic group of odd order one obtains the 
groups (C) and (D), whereas the groups (E) arise by multiplying A,, Q4 
semidirectly by a cyclic group inducing an automorphism of order 3. 
If q = 3 then G, is normal, and we obtain the direct products of A 3n, B,, 
with a cyclic group of order relatively prime to 3 and the semidirect product 
(F.3), any other possibility being excluded by Lemma 2.3. Q.E.D. 
For larger values of y the list of the groups of multiplicity y becomes 
exceedingly large, and we think it is not worth writing it out. 
From now on, therefore, we shall restrict ourselves to the groups of 
maximal cocyclicity, and in particular in the range 4 < y < 10 we shall 
assume: 
(i) qG > 1 and no prime larger than 3 divides vc ; 
(ii) ]G] = 2a3bqc where q = 5,7 and c= 0, 1 (and always c = 0 if 
Y < s>; 
(iii) if G, is cyclic, then G, n Z(G) = { 1 } and 1 G,” I< p whenever G,” 
is normal. 
We are now ready to compute further values of I(y) and we begin with 
PROPOSITION 3.2. T(4)= 4. 
ProoJ: By Lemma 2.6 we may exclude r = 3, and applying (1.2) with 
K = 1, 9T = { 2, 3 } we may also exclude q = 4. 
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n the other hand if G is 2nilpotent and q = 2, then I~ < 4. 
Therefore we may assume that G verifies the conditions (l.C), and in 
at 6, is either A, or Q4. The first case being trivial, we are left 
Then consider the intersection of all the comjugates of G,. It cannot be 
{ I}, since there would be too many roots of x4 = I; hence there is an merit 
of order 2 which commutes with 6, and I~ = 4. ED. 
From Theorem 3.1 and the above proposition it follows at once that t 
non-paracyclic groups whose multiplicity does not exceed 4 are the ones 
listed sub (E. I), (E.2)9 i.e., essentially only ‘u, and SL(2, 3). 
RQPOSITION 3.3. I(??) = 6. 
Pmc$ Since, e.g., G, has y = 5, I = 6, we have only to show that 
may assume / G / = 2”3 b, otherwise 6, , being cyclic and not normal: 
actly 6 conjugates; but G, must commute with G,) for if it is cyclic it 
cannot have 10 conjugates, and if not it is normal and cannot we an 
automorphism of order 5. 
Now assume q = 3, thus 6, is cyclic. If 6, has three conjugates, then 
r = 3; if G, has nine conjugates, then equality hotds in (2.2) an 
normal, whence 1 = 6. 
The same argument, applied to a maximal cyclic Zsubgroup of G, works 
when q = 2. 
Finally if r = 4 then G, is normal and G, is cyclic, whence 3 1 G j elements 
have order multiple of 3b. We can then apply (1. I) with a = $, LZj = { 2 1 to 
get a contradiction if I > 7. .E.D, 
We can deal simultaneously the cases y = 6 and 7; and we begin with two 
examples showing that the values 8 and 9 resp. are reached: 
(i) Put G = SL(2, 3) x C,, the direct product of the special linear 
group of order 2 on P, by a cyclic group of order 2: then y, = 6 and zC; = 8; 
(ii) Put G = (ze, u, w), u3 = u3 = [u, u] = w4 = 1, wm-” = u, 
~2)~-’ xz u-” (i.e. the semidirect product of A, by a cyclic group C, of order 
4): then yF = 7 and I~ = 9. 
RQPOSITION 3.4. I(6) = 8 and 1(7) = 9. 
Proc$ We split the proof in four parts, according to the order of 6. 
Case 1. 1 G/ = 2”3’7 (and y = 7). 
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By Corollary 2.4 G is 7nilpotent and G, has eight conjugates. Then (6/7)/ G] 
elements have order multiple of 7, so they belong to the centralizer of some 
G,. 
If zG > 8, then we would have (6/7)] G ] < 7 . (] G ]/16 + ] G l/24), absurd. 
Case 2. / G I = 2”3b5 and G, normal. Then (2.4) yields vc = 2 and 
[G: C(G,)] = 2, whence G, and G, commute. 
If G is 2-nilpotent, then zG < 4; if not, by (l.C), we may consider only the 
cases G, = Q,, E,. Moreover we may assume that a maximal cyclic 2- 
subgroup C, has exactly 9 conjugates (and so I G, / > 9), whence it commutes 
with G,. Since G, is non-normal and cannot have an invariant complement 
we have [G: N(G,)] = 4, [G: C(G,)] = 8, whence qNcGJ) = 1. 
It follows that N(G,) = G, G, Ci, and G, G, Ci is cyclic of index 8. 
Case 3. ( G] = 2’3’5 and G, has 6 conjugates. Then G is neither 2- 
nilpotent (since G, is not normal) nor 5-nilpotent (since G, cannot act non- 
trivially on G, and G3). Hence rG is even and being [G: C(G,)] > 12, one 
gets 7(1/12 + 1/5~) > 1; whence rG = 2. 
Let C be a maximal cyclic 2-subgroup of G. If [G: N(C)] # 5 then G, and 
C commute, and G is 5-nilpotent; if [G: N(C)] = 5, then G, E C(G,), whence 
G is 2-nilpotent. 
Thus this case cannot occur. 
Case 4. ] G] = 2”3”. If q = 6 and z > q, then (1.2) with g = {2, 3} gives a 
contradiction. 
If r = 3 then G, is normal. If ] G, ( > 9 at least one maximal cyclic 3- 
subgroup is normal, and I < 6. If I G, ] = 9 we may assume that both G, and 
G$ have 9 conjugates (otherwise I < 6); by counting the elements of order 
2”(o < a), we get 9 . 2a-1 + 9 . 2a-2 + 2a-3 < y . ‘2”. This is impossible 
when y = 6, whence z < 6. 
On the other hand, however, z < 9 holds in this case when y = 7. If q= 2 
we may assume G neither 2- nor 3-nilpotent, and in particular G, = Q,, E, 
and [G: N(G,)] = 4: then C(G,) is cyclic and has index 8. 
If q = 4 we assume again [G: N(G,)] = 4 and G, not normal (otherwise 
we could apply (1.1) with a = $ and g = { 16}). But then (2.1) can hold only 
with equality (and with y = 7), and as we remarked this occurs only if there 
is a unique subgroup of G of order 2’-‘, which is then cyclic and charac- 
teristic. Thus z = 4. 
The proof is now complete. We remark, in addition, that there is essen- 
tially one group with multiplicity 7 and cocyclicity 9, namely that quoted 
above sub (ii). Q.E.D. 
To get the remaining values of I(y), we recall what we have already 
pointed out, namely that the group 211, has y = 8, I = 12. We have therefore 
only to prove the inequality I( 10) < 12 to get 
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PROPOSITION 3.5. 1(8)=1(9)=1(110)= 12. 
Proof: We split the proof in several cases, according to the values of / G 1 
and qG. 
We denote by C, any cyclic subgroup of G of order m. 
Case 1. /Gl=2”3’. 
(1.I) ?J = 9. Apply (1.2) with K = 1, g = {2, 3). 
(III) q= 8. G, is normal; if E > 12, then apply (1.1) with 8= {2}, 
a = 213. 
(l.III) r = 6. Apply (1.2) with K = 2, C9 = 14, 31. 
(l.IV) q = 4. If G, is normal, proceed as sub (I.II). Otherwise if z > 12 we 
can assume /G] = 9, [G: N(G,)] = 4, [G: C(G,)] = 8, G: normal. 
Then there are in G at most 24.2a-3 (resp. 2 a 2”- ‘) elements of order 
multiple of 9 (resp. 3). The elements of exponent 2a-2 being <lo . 2’-*, we 
get the contradiction 2” . 9 < 2”(24/8 + 1 + 10/4). 
(l.V) 9 = 3. Assume ]G,/ > 9: then there is a cyclic subgroup C36-! w 
is normal in G, whence z < 6 
(l.VI) 7 = 2. As in case (l.IV) we may assume ]G,/ = 9 and 4;: normal. 
Then I < 12. 
Case 2. /G/ = 2” . 3’ . q with q = 5 or 7 and G, normal, ( 
d = [G: C(G,)]). 
(2.1) r > 2. The inequality (2.4) is compatible only with 7 = 3, d= 2, 
q= 5. 
Then 6, is cyclic and can have either 5 or 15 conjugates. Moreover G, G5 7 
hence also G, is normal. Therefore if / G, j = 9, then I < 12. 
If / G,I > 9, then some cyclic subgroup C,,-, is normal, whence E < 6, 
(2.II) q = 2, q = 7 (and d # 6 by (2.4)). If G is 2nilpotent, then 
GqG3C’zo-l has all its Sylow subgroups cyclic, hence its cocyclicity is <3 
and zG < 6. 
If G is not 2-nilpotent, then Cz,-l has 3k conjugates by (l.C). Putt^ 
C(G,) = 6, x H we have that H is either G:G, or G,C,,-,. In both cases 
is normal in H (in the first case G, has 7 conjugates, in the second one 
cyclic), whence I < 12 resp. 4. 
(2.III) 17 = 2, q = 5. If G is 2nilpotent arguing as above we get E < 
Otherwise Cza-, has 3k conjugates and the proof runs as above if k# 5. 
Similarly we can conclude I < 8 if CZn-2 does not have 15 conjugates. 
Finally if both CZaml and C2a-2 have 15 conjugates, then by counting the 
elements of exponent 2a-’ we get 15(2a-2 + ZJe3) + 2”-3 < 10 a 2a--17 
impossible. 
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Case 3. ) G I= 2’ . 3’ . 7 and G, has 8 conjugates. Then G cannot be 2- 
nilpotent, and r is even. 
(3.1) q = 2. Any maximal cyclic 2subgroup has 7 conjugates, and by 
(1.C) this yields G 2-nilpotent. 
(3.11) q = 4. Any maximal cyclic 2-subgroup commutes with G,, for it 
has either 7 or 14 conjugates. 
Put H = N(G,), L = C(G,), d= [H: L]: applying (1.2) with K = 3, 
g={2dv,,7}wegetd=rl,=l.ThenH=Liscyclicofindex8. 
(3.111) r = 6. Apply (1.2) with K = 2, g = 14, 7). 
(3.IV) r = 8. G, is normal and G, cannot have four conjugates by (2.8), 
therefore they commute elementwise. Then we may apply (1.2) with K = 1 
and either g = { 2, 7} (if G, commutes with G7) or @ = { 3, 7} (otherwise). 
Case4. IGI = 2”. 3’ . 5 and G, has 6 conjugates. Then G cannot be 2- 
nilpotent and 7 is even. Moreover if G, is cyclic, then it has 10 conjugates 
and Gi is normal. We put H = N(G,), L = C(G,), d = [H: L]. 
(4.1) r = 2. Let us consider a maximal cyclic 2-subgroup CZael and its 
square: if both have 15 conjugates, we proceed as sub (3.111). 
If C&-, has 1 or 3 conjugates, then Cz,_, Gi G, is cyclic of index 12. If 
C:,-, has 5 conjugates, then G, must be either A, or Q4 (otherwise G would 
be 2nilpotent by (l.C)): but if G, = A,, then I < 12, whereas G, = Q4 
cannot occur, since then G/G: would be a simple group of 120 elements. 
Finally C&, cannot have 9 conjugates, for G: is normal. 
(4.11) r = 4. L includes some maximal cyclic 2-group CZnmz, otherwise we 
apply (1.2) with K = 3, g = {6, 5). Similarly if C20m2 is not included in 
C(Gi) we apply again (1.2) with K= 3, g = { 10,6, 9). 
(4.111) q = 6. Applying (1.2) with K = 2, .@ = {d, 5 } we get d < 2. 
If d = 2 the elements of order multiple of 5 are <24 . 1 Gl/60; then (1.1) 
with a = z and g = (5 } gives a contradiction. 
If d= 1, then G is 5-nilpotent, but this is impossible since neither G, nor 
G, have automorphisms of order 5. 
(4.IV) q = 8. G, is normal and has a cyclic complement in G: but this 
contradicts the hypothesis that G, has six conjugates. Q.E.D. 
The table (0) is now completely proved. 
To determine further values of I(y) would request a larger and larger 
splitting of cases, and we prefer to stop here. 
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