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JET-DETERMINATION OF SYMMETRIES OF PARABOLIC GEOMETRIES
BORIS KRUGLIKOV AND DENNIS THE
Abstract. We establish 2-jet determinacy for the symmetry algebra of the underlying structure of
any (complex or real) parabolic geometry. At non-flat points, we prove that the symmetry algebra is
in fact 1-jet determined. Moreover, we prove 1-jet determinacy at any point for a variety of non-flat
parabolic geometries – in particular torsion-free, parabolic contact, and several other classes.
1. Introduction
A classical problem in geometry is to determine when the local properties of an automorphism
(or infinitesimally, a symmetry) constrain the geometry globally.
Definition 1.1. A vector field X on a manifold M is k-jet determined at x P M if jkxpXq ‰ 0, i.e.
in any local coordinate system centred at x, the k-th order Taylor polynomials at x of the coefficients
of X (in the coordinate basis) are not all identically zero. If S Ă XpMq is a linear subspace, then
S is k-jet determined if tX P S | jkxpXq “ 0u is trivial for any x P M .
For many geometric structures, their automorphisms are uniquely determined by a finite jet at a
given point. For example, an affine transformation, i.e. a transformation φ : M ÑM that preserves
geodesics of a given linear connection ∇ on a (connected) manifold M together with the affine
parametrization, is completely determined by the value φpxq and the differential dxφ at any given
point x P M . Consequently, the same is true for isometries of Riemannian, pseudo-Riemannian
and sub-Riemannian structures (in the latter case the claim is based on the Pontryagin maximum
principle). In other words, automorphisms of these geometries are determined by the 1-jet j1xφ.
In complex analysis, an analogous statement is H. Cartan’s uniqueness theorem [10] claiming that
biholomorphic automorphisms of a bounded domain in Cn are uniquely determined by their 1-jets
at any point x inside the domain. On the boundary, the situation is more complicated. Indeed,
local automorphisms of Levi-flat real hypersurfaces are not determined by any finite jet. On the
contrary, by the classical results of E´. Cartan, Tanaka, Chern and Moser [9, 33, 11] a germ of a local
biholomorphism in Cn sending a germ of a real analytic Levi-nondegenerate hypersurface to itself
is uniquely determined by its 2-jet at a point. (The corresponding problem for Levi-degenerate
hypersurfaces is much more complicated [12].) For a non-degenerate quadric hypersurface, there
exist automorphisms that are strictly 2-jet and not 1-jet determined. However, in the general Levi-
nondegenerate case the 2-jet is redundant. Namely, if a strictly pseudoconvex partially integrable
real-analytic hypersurface is not spherical, then its automorphisms are everywhere 1-jet determined
by the Webster–Schoen theorem [34, 32] (see also [26]). In the case the Levi form of the hypersurface
has arbitrary signature, this statement is the context of Beloshapka–Loboda theorem [1, 27].
In projective differential geometry, a projective structure pM, r∇sq is an equivalence class of
torsion-free affine connections that share the same set of unparametrized geodesics. Any projective
symmetry is determined by its 2-jet. If pM, r∇sq is not isomorphic near x P M to RPn with its
standard projective structure, then any projective symmetry is 1-jet determined at x. This was
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proved by Nagano–Ochiai [30] in the case where M is compact and r∇s is Riemannian metrizable.
The proof in the general case is due to Cˇap–Melnick [6].
In conformal differential geometry, analogous results have been proven by Frances [15], Frances–
Melnick [16], and Cˇap–Melnick [6]. Namely, if a conformal Killing vector field vanishes to higher-
order at a point, then the conformal structure is flat on an open set containing the point in its
closure. In this way, they established a local version of the Obata–Ferrand theorem.
We note that Levi-nondegenerate hypersurface-type CR-geometry, projective differential geom-
etry and conformal geometry are particular instances (of underlying structures) of the so-called
parabolic geometries [8]. For all such geometries, there is a homogeneous model pG Ñ G{P, ωGq
called the flat model, where G is a semisimple Lie group, P Ĺ G is a parabolic subgroup, and
ωG is the left-invariant Maurer–Cartan form on G. General (regular, normal) parabolic geometries
pG
π
ÑM,ωq of type pG,P q (or “G{P geometries”) are curvature deformations of the homogeneous
model, and there is an equivalence of categories with underlying geometric structures (see [8] for
more details). In particular, there is a 1-1 correspondence between symmetries X P XpMq of the
underlying geometric structure and symmetries ξ P infpG, ωq Ă XpGqP of the Cartan geometry
pG Ñ M,ωq. We will assume throughout that M is a connected manifold.
A parabolic subgroup P Ĺ G induces a (P -invariant) filtration g “ g´ν Ą ... Ą gν (with ν ě 1),
where p “ g0 and p` “ g
1 is its nilradical. Fix u P G and x “ πpuq P M . If the symmetry X has
a fixed point at x, then ωupξq P p is called its isotropy.
1 If ωupξq P p`, then the fixed point x is of
higher-order. In [5], Cˇap and Melnick initiated the program of studying higher-order fixed points
of automorphisms of parabolic geometries, and they created a new technique through which they
and subsequently Melnick–Neusser [29] obtained several new results in the field. Many of these
results concern |1|-graded geometries (also known as generalized conformal or AHS-structures) and
parabolic contact geometries, but the results for more general parabolic geometries have not been
easily accessible. Indeed, in [25] we observed that some parabolic geometries can admit symmetries
with higher order fixed points without being flat anywhere. More precisely, we introduced a (non-
flat) submaximally symmetric path geometry [25, eqn (5.6a)] with a symmetry [25, see S in eqn
(5.6b)] having isotropy in p`. This example eliminates the hope for a bold general claim that the
existence of a higher order fixed point could imply flatness of the geometry.
In this paper we attack the problem of jet-determination for symmetries of parabolic geometries.
We show that this is related to non-existence of symmetries with isotropy in the top-slot gν . First
of all, we apply the prolongation-rigidity results of [25] and exploit the fundamental derivative [8] to
obtain the following result2 (that, in an equivalent formulation for |1|-graded parabolic geometries,
was already obtained in [29] via a different approach).
Theorem 1.2. The symmetry algebra S of the underlying structure of any (real or complex) regular,
normal parabolic geometry of type pG,P q is everywhere 2-jet determined. Moreover, if G is simple,
then S is 1-jet determined at any non-flat point.
Here, x P M is a non-flat point if κHpxq ‰ 0, where κH is the harmonic curvature, which is
the fundamental obstruction to flatness of the geometry. (We have κH ” 0 if and only if the full
curvature satisfies κ ” 0.) The question whether this can be extended to a point x where κH
vanishes, but some finite jet of it does not, constitutes a more delicate problem that we study next.
We advance in this problem by combining the techniques of [5] with the observation (explained
in the next sections) that the only symmetries with isotropy in the top-slot gν are those that are
2-jet and not 1-jet determined. For such symmetries the criterion of [5] (see Section 6.1 below)
becomes much more tractable. (This criterion is sufficient but not necessary to conclude local
1In [5], the isotropy is identified with an element of T ˚xM , but we will not use this identification.
2General 2-jet determinacy of symmetry algebras of parabolic geometries was known earlier – see Remark 3.9.
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flatness of the geometry in the presence of higher order fixed points. One of the purposes of [29]
was to develop stronger techniques to conclude flatness.) This allows us to reduce the question of
1-jet determination to a purely algebraic problem in Lie algebras and representation theory. We
then develop an analogue of Kostant’s orthogonal cascade of roots [21] to reduce the problem to a
purely combinatorial one. This leads to the following results formulated in the analytic setting for
simplicity.
Theorem 1.3. Let G be simple (with gC simple if g is real). Consider an analytic (real or complex)
regular, normal parabolic geometry pG ÑM,ωq of type pG,P q with M connected. Suppose it is not
flat, i.e. κH is nonzero in at least one point. Then the symmetry algebra S Ă XpMq of the underlying
geometric structure on M is everywhere 1-jet determined in either of the following cases:3
(i) The geometry is torsion-free.
(ii) The top-slot gν contains only one nonzero P -orbit.
We note that since p` acts trivially on g
ν , then the P -orbits on gν are determined by the orbits
for the reductive part G0 Ă P .
Theorem 1.4. Let G be simple (with gC simple if g is real). Suppose that pG,P q is not pAℓ, Ps,s`1q,
2 ď s ă ℓ
2
or pBℓ, Pℓq with ℓ ě 5 odd. If an analytic regular, normal parabolic geometry pG
π
ÑM,ωq
of type pG,P q (with M connected) admits ξ P infpG, ωq with isotropy ωupξq lying in the open P -orbit
in the top-slot gν . (In particular, X “ π˚pξq has vanishing 1-jet at x “ πpuq P M .) Then the
geometry is flat.
The analyticity assumption can be relaxed to smooth with changing flatness to local flatness,
see the formulation in Section 6.4 and 6.5. The simplicity assumption on G is crucial: a direct
product of a flat pG,P q geometry and a general pG1, P 1q geometry yields an example of non-flat
pGˆG1, PˆP 1q geometry having a symmetry that is 2-jet and not 1-jet determined. However, when
g is real, the assumption that gC is simple is unnecessary and taken here only for simplification of
the arguments. (For instance our proof works for c-projective structures already treated in [29].)
The structure of the paper is as follows. In Section 2, we discuss the setup of parabolic ge-
ometries, and prove 2-jet determination of symmetries for all flat models. In Section 3, we use
the fundamental derivative and adjoint tractors to prove a fundamental property (Theorem 3.3) of
Tanaka prolongation that strengthens our earlier key result [25, Thm. 2.4.6]. This is then applied
in Section 4 to prove our first main result on 1-jet determination.
In Section 5, we show that gν is a sub-cominuscule representation and introduce the top-slot
orthogonal cascade, which yields natural representatives for the G0-orbits in Ppg
νq. These tools
allow us to effectively control the ingredients of a rigidity criterion from [5] and to prove 1-jet
determinacy of symmetries for a wide range of non-flat parabolic geometries. This constitutes a
smooth version of our second main result in Section 6 (the analytic version follows).
In Section 7, we briefly discuss relations of our results to other investigations of symmetries for
geometric structures, and outline further applications. In Appendix A, we summarize the crucial
ingredients from representation theory associated to parabolic geometries that facilitates the reading
of our paper. In Appendix B, we classify all Yamaguchi-nonrigid torsion-free parabolic geometries,
a result that is used in Theorem 6.5, but is of independent interest.
Conventions: We write Aℓ, Bℓ, Cℓ, Dℓ, G2, F4, E6, E7, E8 for the complex simple Lie algebras, or
any complex Lie groups having these as their Lie algebras. We use the Bourbaki ordering of simple
roots. If h Ă g is the Cartan subalgebra, the symmetric pairing x¨, ¨y on h˚ will be normalized so
3For complex Yamaguchi-nonrigid geometries: (i) torsion-free geometries are classified in Appendix B, (ii) pG,P q
with Ppgνq a single P -orbit are classified in Proposition 5.16.
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that all short simple roots αi satisfy xαi, αiy “ 2.
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2. Parabolic geometries: the flat model
2.1. Generalities on parabolic geometries. Let G be a real or complex semisimple Lie group,
P Ĺ G a parabolic subgroup, and p Ĺ g the corresponding Lie algebras. There is a canonical P -
invariant filtration g “ g´ν Ą ... Ą gν (ν ě 1) with p “ g0 and p` “ g
1 its nilradical. The filtration
is preserved by the Lie bracket, i.e. rgi, gjs Ă gi`j , and iterated brackets of g´1 generate all of g.
For convenience, we will fix a Lie algebra Z-grading (henceforth, a “|ν|-grading”) g “ g´ν ‘ ...‘ gν
satisfying gi “
À
jěi gj , so that p “ gě0, and g´1 generates all of g´. (In particular, note that
gν “ gν .) Such a grading always exists and arises from a grading element Z P zpg0q. (The specific
choice of grading will not affect any of the arguments to follow.) Non-degeneracy of the Killing form
B on g induces isomorphisms pg{pq˚ – p` as P -modules and pgiq
˚ – g´i (for i ‰ 0) as G0-modules,
where G0 Ă P is the reductive part. (For more details, see [8].)
A parabolic geometry pG
π
Ñ M,ωq of type pG,P q consists of a P -principal bundle G Ñ M
endowed with a Cartan connection ω : TG Ñ g, i.e.
(1) ωu : TuG Ñ g is a linear isomorphism for each u P G;
(2) ω is P -equivariant, so R˚pω “ Adp´1 ˝ ω for p P P , where Rp denotes the right action on G;
(3) ω reproduces the fundamental vertical vector fields ζA for A P p, so ωpζAq “ A.
This has symmetries infpG, ωq “ tξ P XpGqP |Lξω “ 0u. The curvature 2-form K “ dω `
1
2
rω, ωs is
horizontal, with curvature function κ : G Ñ
Ź
2pg{pq˚ b g –
Ź
2
p` b g. The geometry is
‚ regular if κpgi, gjq Ă gi`j`1 for i, j ă 0, i.e. κ has positive homogeneity.
‚ normal if B˚κ “ 0, where B˚ is the (P -equivariant) Kostant codifferential, which is (negative)
the Lie algebra homology differential acting on chains on p` with values in g.
There is an equivalence of categories between regular, normal parabolic geometries and underlying
geometric structures [8].
The fundamental invariant for regular, normal parabolic geometries is harmonic curvature κH ,
which is the P -equivariant function obtained by quotienting κ by impB˚q. Equivalently, κH is a
section of the natural vector bundle V “ G ˆP V, where V “
kerpB
˚
q
impB
˚
q
is a completely reducible
P -representation, i.e. p` acts trivially.
Since g is a module for g´, we have the Lie algebra cohomology differential B on the space of
cochains on g´ with values in g, and the Kostant Laplacian l :“ BB
˚`B˚B. Both are g0-equivariant.
There is an algebraic Hodge decomposition [20] and g0-module identification of V given by
ľ
2g˚´ b g “
kerpB
˚
qhkkkkkkkkikkkkkkkkj
impB˚q ‘ kerplq ‘ impBqloooooooomoooooooon
kerpBq
, V “
kerpB˚q
impB˚q
– kerplq –
kerpBq
impBq
“: H2pg´, gq.
Since the geometry is regular, then κH is valued in the subspace H
2
`pg´, gq Ď H
2pg´, gq on which
the grading element Z acts with positive eigenvalues.
JET-DETERMINATION OF SYMMETRIES OF PARABOLIC GEOMETRIES 5
2.2. The flat model. Let us first consider the flat case κ ” 0. This is the homogeneous model
pGÑ G{P, ωGq, where ωG denotes the left-invariant Maurer–Cartan form on G.
Lemma 2.1. If 0 ă i ă ν and 0 ‰ X P gi, then 0 ‰ rX, g´i´1s Ă g´1. If no simple ideal of g is
contained in g0, i.e. the action of G on G{P is almost effective, this also holds for i “ 0.
Proof. We may assume that g is simple. The Killing form B is ad-invariant, so BpadXpvq, wq “
´Bpv, adXpwqq for v P g´i´1 and w P g1. If 0 ‰ adXpwq P gi`1, then choose v R adXpwq
K (by non-
degeneracy of B). So it suffices to show that 0 ‰ rX, g1s Ă gi`1. For i “ 0, see [8, Prop.3.1.2(5)].
Fixing 0 ă i ă ν, assume that Zi :“ tY P gi | rY, g1s “ 0u is nontrivial. Since g1 is bracket-
generating in g`, then rZi, g`s “ 0. Thus, Zi Ă zpg`q is abelian. Since g0 consists of grading-
preserving derivations of g`, it preserves Zi. Hence, ad
8
g pZiq :“
ř8
t“0 ad
t
gpZiq “
ř8
t“0 ad
t
g´
pZiq is a
proper ideal in g, which contradicts g being simple. 
Given X P g, let X “ ιpXq P XpG{P q be the projection of the corresponding right-invariant
vector field on G. On G{P , the symmetry algebra of the differential geometric structure underlying
the flat model is S “ tX “ ιpXq |X P gu.
Proposition 2.2. Let G be a real or complex semisimple Lie group and P Ĺ G a parabolic subgroup
with no simple ideal of g contained in p. Let S Ă XpG{P q be the projection of the right-invariant
vector fields on G. Then S is everywhere 2-jet (and not 1-jet) determined. At the origin o P G{P ,
p “ tX P g | j0opXq “ 0u, g
ν “ tX P g | j1opXq “ 0u.
Proof. It suffices to consider o. Since P is the stabilizer of o in G, then X P p if and only if X|o “ 0.
Now let 0 ‰ X P gi Ă p (i ě 0 maximal) with j1o pXq “ 0. Write X “
řν
j“iXj, with Xj P gj .
Assuming 0 ď i ă ν, pick Y P g´i´1 as in Lemma 2.1 so that 0 ‰ rXi, Y s P g´1, so rX ´Xi, Y s P p.
Since Y|o ‰ 0 and j
1
o pXq “ 0, then 0 “ rX,Ys|o “ rXi,Ys|o ‰ 0. Thus, tX P g | j
1
opXq “ 0u Ă gν .
If X P gν , then rX, g´s Ă p, so rX,Ys|o “ 0 for any Y P g´.
(i) In coordinates pxiq centred at o, take a basis tYiu of g´ with Yi “ Bxi `Y
1
i, where Y
1
i|o “ 0.
(In general, Y1i R S.) Since X|o “ 0, then 0 “ rYi,Xs|o “ rBxi,Xs|o, so j
1
o pXq “ 0.
(ii) By [8, Prop.3.1.2], DY P g´1 with 0 ‰ rX, Y s P gν´1 Ă p. Thus, j
1
oprX,Ysq ‰ 0 (see above).
Since Y|o ‰ 0, then Y “ Bx1 in some coordinates px
iq centered at o. If X “ X iB
x
i, then
rY,Xs “ BX
i
Bx
1 Bxi. Now, j
1
oprX,Ysq ‰ 0 implies
B
2
X
i
Bx
j
Bx
1 poq ‰ 0 for some i, j, i.e. j
2
opXq ‰ 0.

Example 2.3. For the n-dimensional flat conformal structure rgs, where g “ pdx1q2 ` ...` pdxnq2,
any conformal Killing vector field X “ X iB
x
i has components
X i “ si `mijx
j ` λxi ` rjxjx
i ´
1
2
rixjxj .
Those with trivial si, mij, λ are 2-jet and not 1-jet determined at the origin. These are the inversion
symmetries.
Example 2.4. The Hilbert–Cartan equation z1 “ py2q2 corresponds to the well-known flat model
for G2{P1 geometries. More precisely, on a 5-manifold with coordinates px, y, p, q, zq, consider the
Pfaffian system I “ spantdu ´ pdx, dp ´ qdx, dz ´ q2dxu, or equivalently the distribution D “
spantBq, Bx ` pBy ` qBp ` q
2Bzu whose (weak) derived flag has growth vector p2, 3, 5q. We have
g “ g´3 ‘ ...‘ g3 and dimpg3q “ 2. We can confirm Proposition 2.2 in Maple using:
> restart: with(DifferentialGeometry): with(GroupActions):
DGsetup([x,y,p,q,z],M);
dist:=evalDG([D_q,D_x+p*D_y+q*D_p+q^2*D_z]):
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sym:=InfinitesimalSymmetriesOfGeometricObjectFields([dist],output="list"):
iso:=IsotropyFiltration(sym,[x=0,y=0,p=0,q=1,z=0]):
map(nops,[sym,iso[1],iso[2]]);
The final command gives output [14, 9, 2], which confirms that dimptX P g | j1opXq “ 0uq “ 2.
Remark 2.5. By [23] (see formulae (9), (10) and those in between) if X P gi (i ě 0) in the graded
Tanaka algebra g´ν ‘ . . . ‘ gi ‘ . . . gives X that is k-jet determined, where k ě 0 is the minimal
order with jko pXq ‰ 0, then
i
ν
` 1 ď k ď i` 1. This gives another perspective on why X is not 1-jet
determined when X P gν .
3. Adjoint tractors and Tanaka prolongation
3.1. Formulation of the main result. Let rS “ infpG, ωq “ tξ P XpGqP |Lξω “ 0u be the
infinitesimal symmetry algebra. The filtration on g corresponding to p induces a (P -invariant)
filtration on TG via T iG “ ω´1pgiq. A choice of x PM induces a filtration on rS via
rSpxqi “ tξ P rS | ξu P T iuG, @u P π´1pxqu.(3.1)
It was shown in [7] that:
(1) ωu : TuG Ñ g is a linear injection when restricted to tξu | ξ P rSu.
(2) the Lie bracket on rS is mapped to the bracket on fpuq :“ ωup rSq given by:
rX, Y sfpuq :“ rX, Y sg ´ κupX, Y q.
(3) by regularity, fpuq is a filtered Lie algebra4 upon restriction of the canonical filtration on g,
while its associated graded algebra spuq “ grpfpuqq is a graded subalgebra of g.
(4) s0puq Ď anng0pκHpuqq.
Let us recall the Tanaka prolongation algebra [25]:
Definition 3.1. Let g be a Z-graded semisimple Lie algebra, and a0 Ă g0 a subalgebra. Define the
graded subalgebra a Ă g by: (i) aď0 :“ gď0; (ii) ak “ tX P gk | rX, g´1s Ă ak´1u for k ą 0. We will
denote a “
À
k ak by pr
gpg´, a0q. (In particular, pr
gpg´, g0q “ g.) When φ is an element of some
g0-representation, we will also use the notation a
φ :“ prgpg´, annpφqq.
Remark 3.2. If g´ is generated by g´1, then ak “ tX P gk | ad
k
g´1
pXq Ă a0u (see [25, Lemma 2.1.4]).
We say that x “ πpuq is a regular point if dimpsipuqq is locally constant for each i. (By P -
equivariancy of the function ωpξq : G Ñ g, dimpsipuqq is constant along fibres of G
π
Ñ M .) At
such points, we proved in [25, Prop. 2.4.3] a fundamental relationship between sipuq (for i ą 0) and
s0puq. Namely, rsi`1puq, g´1s Ď sipuq, which yields the inclusions
spuq Ď prgpg´, s0puqq Ď a
κHpuq.(3.2)
The set of regular points is open and dense in M , so for non-flat geometries there exists u P G such
that x “ πpuq is a regular point and κHpuq ‰ 0. Since κHpuq P H
2
`pg´, gq, then (3.2) implies that
U :“ maxtdimpaφq | 0 ‰ φ P H2`pg´, gqu is a universal upper bound for dimp rSq “ dimpspuqq among
all non-flat (regular, normal) geometries of type pG,P q.
Our goal now is to remove the regular point assumption, thereby strengthening [25, Thm. 2.4.6]:
4While fpuq Ă g is a linear subspace, it is in general not a Lie subalgebra.
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Theorem 3.3. Let pG Ñ M,ωq be a regular, normal parabolic geometry of type pG,P q with rS “
infpG, ωq and harmonic curvature κH . Given any u P G, spuq “ grpωup rSqq Ď g satisfies:
spuq Ď aκH puq.(3.3)
Hence, dimp rSq ď U for non-flat (regular, normal) geometries follows. The proof of Theorem 3.3
is given in Section 3.3, but we first discuss some key properties of the fundamental derivative.
3.2. The fundamental derivative. The adjoint tractor bundle is the associated bundle AM “
G ˆP g, where P acts on g via restriction of the adjoint action. Since TM “ G ˆP pg{pq, there is
a natural surjective bundle map Π : AM Ñ TM . Curvature manifests as an AM-valued 2-form
κ P Ω2pM ;AMq. There are two bracket operations associated with AM :
(1) an algebraic bracket t¨, ¨u : AM ˆ AM Ñ AM , which is a bundle map making each fibre
AxM into a Lie algebra isomorphic to g.
(2) a Lie bracket r¨, ¨s on ΓpAMq induced via the isomorphism ΓpAMq – XpGqP . (See [8,
Prop.1.5.7]; in particular, any symmetry ξ P infpG, ωq corresponds to some s P ΓpAMq.)
Given a representation ρ : P Ñ GLpEq, consider the natural vector bundle EM “ G ˆP E. The
fundamental derivative D : ΓpAMq ˆ ΓpEMq Ñ ΓpEMq, pr, σq ÞÑ Drσ is defined as follows: Given
that r P ΓpAMq corresponds to a P -invariant vector field ξ P XpGq and σ P ΓpEMq corresponds
to a P -equivariant function φ : G Ñ E, then Drσ corresponds to ξ ¨ φ. In particular, the canonical
P -invariant filtration on g induces a filtration of tAiMu of AM , and for any r P ΓpAMq, we have
(3.4) Dr : ΓpA
iMq Ñ ΓpAiMq.
Notation: Let a, b P ΓpEMq, which we often identify with P -equivariant functions a, b : G Ñ
E. Fix u P G. Writing a 9“ b will mean apuq “ bpuq. (This property depends only on x “ πpuq.)
The following facts will be useful for the proof of Theorem 3.3.
Lemma 3.4 (Properties of the fundamental derivative). Fix u P G and r, t P ΓpAMq. Then
(D.1) Dr is tensorial in r, i.e. Dfr “ fDr for f P C
8pMq.
(D.2) Drr,ts “ rDr, Dts.
(D.3) Dr is a derivation of the algebraic bracket t¨, ¨u.
(D.4) rr, ts “ Drt´Dtr ´ κpΠprq,Πptqq ` tr, tu.
(D.5) If rpuq P p, then Drt 9“ tt, ru.
(D.6) If rpuq P p, then Dtr 9“ rt, rs.
(D.7) Let V “ G ˆP V, where V “
kerpB
˚
q
impB
˚
q
. (Note κH P ΓpVq.) If rpuq P p and ψ P ΓpVq, then
pDrψqpuq “ ´rpuq ¨ ψpuq. Thus, if rpuq P g
1, then Drψ 9“ 0 by complete reducibility of V.
(D.8) Suppose that s P ΓpAMq is a symmetry. Then Dst “ rs, ts, Dsκ “ 0, DsκH “ 0.
Proof. (D.1)-(D.5), (D.7) are proved in [8, Sec. 1.5.8], while (D.6) follows from (D.4) and (D.5).
Finally, (D.8) follows from [8, Lemma 1.5.12]. 
We use the following notation: Given the ordered n-tuple J “ ptn, ..., t1q, with tj P ΓpAMq, define
DJ :“ Dtn ¨ ¨ ¨Dt1 , rJs :“ rtn, rtn´1, ¨ ¨ ¨ rt2, t1s ¨ ¨ ¨ ss, tJu :“ ttn, ttn´1, ¨ ¨ ¨ tt2, t1u ¨ ¨ ¨ uu.
Write s P J if and only if s “ tj for some j, and let K Ă J if and only if K “ ptrm , ..., tr1q, where
1 ď r1 ă ... ă rm ď n, i.e. K is an ordered subset of J . Similarly, we abuse notation so that JzK
makes sense as an ordered set in the obvious way.
Lemma 3.5. Let tj , r P ΓpAMq, and I “ ptn, ..., t1, rq. Then DI “
ÿ
rPAĂI
DrAsDIzA.
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Proof. The n “ 1 case follows from (D.2). Suppose it holds for n ´ 1. Let J “ Izttnu. Then
DI “ DtnDJ “
ÿ
rPBĂJ
DtnDrBsDJzB “
ÿ
rPBĂJ
Drtn,rBssDJzB `
ÿ
rPBĂJ
DrBsDtnDJzB “
ÿ
rPAĂI
DrAsDIzA.

3.3. Adjoint tractors and harmonic curvature.
Theorem 3.6. Let pG Ñ M,ωq be a regular, normal parabolic geometry of type pG,P q. Fix u P G.
Let s P ΓpAMq be a symmetry with spuq P gi Ă p. Let ij P Z` and tj P ΓpA
´ijMq such that
i´ i1 ´ ...´ in ě 0 and I “ ptn, ..., t1, sq. Then:
tIupuq ¨ κHpuq “ 0.(3.5)
This fundamental property implies Theorem 3.3 as a corollary: If X P skpuq with k ą 0 and
Y1, ..., Yk P g´1, take a symmetry s P ΓpAMq and t1, ..., tk P ΓpA
´1Mq with spuq “ X and tjpuq “ Yj .
Then (3.5) implies that adYk ˝ ... ˝ adY1pXq annihilates κHpuq. By Remark 3.2, X P a
κHpuq
k .
The n “ 0 case of Theorem 3.6 is true since s0puq Ă anng0pκHpuqq and p` ¨κHpuq “ 0. For n “ 1,
i ě i1 ě 1. Since DsκH “ 0, then (D.2) implies
0 “ Dt1DsκH “ DsDt1κH `Drt1,ssκH .
By (D.7), DspDt1κHq 9“ 0 since spuq P g
i Ď p`. By (D.8) and (D.5), rt1, ss “ ´Dst1 9“ ´ tt1, su.
At u, this lies in p. By (D.7), pDrt1,ssκHqpuq “ tt1, supuq ¨ κHpuq, so (3.5) holds for n “ 1. (For
|1|-graded geometries, the proof finishes here.) The general case will proceed by induction on n.
However, we first introduce some notation and prove a technical lemma.
Notation: Fix q ě 0, n ě 1, and spuq P gi, i ą 0. Denote
Psn,q “ span
 
adXk ˝ ... ˝ adX1pspuqq P g
q |X1, ..., Xk P g, k ă n
(
` gq`1.
Write a
n,q
” b if apuq ´ bpuq P Psn,q. Note that P
s
n
1
,q
1 Ă Psn,q if n
1 ď n, q1 ě q, so
(3.6) a
n
1
,q
1
” b ñ a
n,q
” b for n1 ď n, q1 ě q.
Lemma 3.7. With notations as in Theorem 3.6, let q “ i´ i1´ ...´ in ě 0. Then rIs
n,q
” p´1qntIu.
Proof. For k ď n and Jk “ ptk, ..., t1, sq, let vk “ rJks, wk “ tJku. We use induction on n to prove:
Claim 1n. For 1 ă k ď n, rIs
n,q
” Dtn ¨ ¨ ¨Dtkvk´1.
Claim 2n. vn
n,q
” p´1qnwn.
n “ 1: Claim 11 is vacuous, while for Claim 21, rt1, ss “ ´Dst1 9“ ´ tt1, su was shown above.
Induction hypothesis: Claims 1n1, 2n1 hold for all n
1 ă n.
Proof of Claim 1n: Use decreasing induction on k. For the base case k “ n, use (D.4):
vn “ rtn, vn´1s “ Dtnvn´1 ´Dvn´1tn ´ κpΠptnq,Πpvn´1qq ` ttn, vn´1u 9“ Dtnvn´1.
The last equality follows from Claim 2n´1: Since ιn “ q` in ą 0, then vn´1
n´1,ιn
” p´1qn´1wn´1 9P g
ιn .
Thus, vn´1 9P p`, Πpvn´1q 9“ 0 and by (D.5), Dvn´1tn 9“ ttn, vn´1u.
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Now suppose that the result holds for k ` 1 ď n. We will show that it holds for k.
Dtn ¨ ¨ ¨Dtk`1vk “ Dtn ¨ ¨ ¨Dtk`1rtk, vk´1s
“ Dtn ¨ ¨ ¨Dtk`1pDtkvk´1 ´Dvk´1tk ´ κpΠptkq,Πpvk´1qq ` ttk, vk´1uq
“: I´ II´ III` IV(3.7)
Given an ordered subset B “ ptrm , ..., tr1q Ă ptn, . . . , tk`1q, consider DBvk´1. Let n
1 :“ m`k´1 ă
n and q1 :“ q `
řn
j“k ij ´
řm
a“1 ira ě q ` ik ą q. By Claim 1n1 and 2n1, we have
DBvk´1
n
1
,q
1
” rtrm, ¨ ¨ ¨ rtr1, vk´1s, ¨ ¨ ¨ s
n
1
,q
1
” p´1qn
1
tB \ wk´1u 9P g
q
1
Ă p`.(3.8)
For the second term of (3.7), we have by Lemma 3.5:
II “ Dtn ¨ ¨ ¨Dtk`1Dvk´1tk “
ÿ
A\B“ptn,...,tk`1q
DrB\vk´1sDAtk.
At u, given B Ă ptn, . . . , tk`1q and q
1 as above, we have rB \ vk´1s
n
1
,q
1
” p´1qn
1
tB \ wk´1u. Now
use (D.5) on DrB\vk´1sDAtk. At u, both ttB \ wk´1u, tku and tP
s
n
1
,q
1, DAtku lie in g
q
1
´ik by (3.4). If
B ‰ ptn, . . . , tk`1q, these terms lie in g
q`1 Ă Psn,q since q
1 ´ ik ą q. Hence, we obtain:
II
n,q
” ttk, p´1q
n´1ttn, ttn´1, . . . ttk`1, wk´1uu...uu.
For the third term of (3.7), we use the Leibniz rule Drpκpt1, t2qq “ pDrκqpt1, t2q ` κpDrt1, t2q `
κpt1, Drt2q. Given B as above, (3.8) implies ΠpDtrm
¨ ¨ ¨Dtr
1
vk´1q 9“ 0. Since κ is horizontal, then
Dtκ and its further iterates are horizontal. Hence, III “ Dtn ¨ ¨ ¨Dtk`1pκpΠptkq,Πpvk´1qqq 9“ 0.
For the fourth term of (3.7), use (D.3), (3.8), and (3.6) to obtain
IV “
ÿ
A\B“ptn,...,tk`1q
tDAtk, DBvk´1u
n,q
”
ÿ
p´1q|B|`k´1tDAtk, tB \ wk´1uu
n,q
” p´1qn´1ttk, ttn, . . . ttk`1, wk´1u...uu (if A ‰ H, then tB \ wk´1u 9P g
q`1).
Thus, IV
n,q
” II, and we conclude Dtn ¨ ¨ ¨Dtk`1vk
n,q
” Dtn ¨ ¨ ¨Dtk`1Dtkvk´1, proving the claim.
Proof of Claim 2n: We have:
rIs
n,q
” Dtn ¨ ¨ ¨Dt2rt1, ss (by Claim 1n)
“ ´Dtn ¨ ¨ ¨Dt2Dst1 “ ´Drtn,...rt2,ss...st1 ` . . . (by Lemma 3.5)
n,q
” p´1qntt1, ttn, . . . tt2, su...uu (by Claim 2n´1 and (D.5))
“ p´1qnpttt1, tnu, ttn´1, . . . tt2, su...uu ` ttn, tt1, ttn´1, . . . tt2, suu...uuq
n,q
” p´1qnttn, tt1, ttn´1, . . . tt2, suu...uu (by the definition of P
s
n,q)
n,q
” ...
n,q
” p´1qnttn, . . . tt2, tt1, su...uu “ p´1q
ntIu.

We now return to proving Theorem 3.6. Assuming the induction hypothesis, we will prove
it for general n. By Lemma 3.5, we have 0 “ DIκH “
ř
sPAĂI DrAsDIzAκH . Fixing any such
A “ ptrm , ..., tr1, sq, let n
1 “ m and q1 “ i´ ir1 ´ ...´ irm . Lemma 3.7 implies rAs
n
1
,q
1
” p´1qn
1
tAu.
‚ If A ‰ I, then n1 ă n and q1 ą q ě 0. By the induction hypothesis, 0 “ tAu ¨ κH . Moreover,
Ps
n
1
,q
1 Ă p`, so these terms also annihilate κHpuq. (So by (D.7), we ignore such terms.)
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‚ If A “ I, then n1 “ n and q1 “ q ě 0. We have Psn,q Ă p and by the induction hypothesis,
Psn,q ¨ κHpuq “ 0. (In the definition of P
s
n,q, we had the strict inequality k ă n. For each
Xj P g
´ij , take the (P -equivariant) ω-constant vector field ω´1pXjq which induces a section
tj P ΓpA
´ijMq.) Again by (D.7), the Psn,q terms can be ignored.
Finally, we have
0 “ DIκH 9“ DrIsκH 9“ p´1q
nDtIuκH 9“ p´1q
n´1tIu ¨ κH .
This finishes the proof of Theorem 3.6 and hence of Theorem 3.3.
3.4. The symmetry algebra is 2-jet determined. Recall that XpGqP – ΓpAMq via sending
η P XpGqP to the P -equivariant function ωpηq from G to g and this corresponds to a section of AM .
The following statement generalizes Proposition 2.2.
Theorem 3.8. Let G be a semisimple Lie group, P a parabolic subgroup, g “ g´ν Ą ... Ą gν
the P -invariant filtration with p “ g0. Assume that no simple ideal of g is contained in p. Let
pG
π
Ñ M,ωq be a regular, normal geometry of type pG,P q. Let 0 ‰ ξ P infpG, ωq and X “ π˚pξq.
Fix u P G, x “ πpuq, and ωupξq P g
izgi`1. Then
(a) i ă 0: j0xpXq ‰ 0
(b) 0 ď i ă ν: j0xpXq “ 0 and j
1
xpXq ‰ 0.
(c) i “ ν: j1xpXq “ 0 and j
2
xpXq ‰ 0.
Consequently, the symmetry algebra S “ π˚pinfpG, ωqq is 2-jet determined.
Proof. Part (a) is clear, so suppose i ě 0. Then j0xpXq “ 0 is clear. Let s P ΓpAMq correspond to
the symmetry ξ. By (D.8) in Lemma 3.4, Dst “ rs, ts for t P ΓpAMq, so rt, sspuq “ ts, tupuq. Let
A “ ωupξq. As in §2.1, we introduce a grading g “ g´ν ‘ ... ‘ gν with g
i “
À
jěi gj .
Suppose 0 ď i ă ν. By Lemma 2.1, DB P g´i´1 with 0 ‰ rA,Bs P g
´1zp. Pick t P ΓpA´i´1Mq
with tpuq “ B ‰ 0. Then rt, sspuq “ ts, tupuq “ rA,Bs ‰ 0. Hence, the projection Y P XpMq of
the vector field corresponding to t satisfies rX,Ys|x ‰ 0 and Y|x ‰ 0, so j
1
xpXq ‰ 0. Thus, (b) is
proved.
Suppose i “ ν. Given any t P ΓpAMq, let B :“ tpuq. Then rt, sspuq “ ts, tupuq “ rA,Bs P p, and
so rX,Ys|x “ 0. Since t (hence Y) was arbitrary, then j
1
xpXq “ 0. We will now prove j
2
xpXq ‰ 0. By
[8, Prop.3.1.2], DB P g´1 with 0 ‰ rA,Bs P g
ν´1zgν and choose any t1 P ΓpA
´1Mq with t1puq “ B.
By Lemma 2.1, DC P g´ν with 0 ‰ rC, rB,Ass P g
´1zp. Choose any t2 P ΓpAMq with t2puq “ C.
Note that rti, sspuq “ ts, tiupuq P p. Using (D.4), (D.5), (D.2) from Lemma 3.4, we have at u:
rt2, rt1, sss “ Dt2rt1, ss ´Drt1,sst2 ´ κpΠpt2q,Πprt1, ssqq ` tt2, rt1, ssu 9“ Dt2rt1, ss “ ´Dt2Dst1
9“ ´DsDt2t1 ´Drt2,sst1 9“ ´DsDt2t1 ` tts, t2u, t1u
By (3.4), Dt2t1 P ΓpA
´1Mq, so pDsDt2t1qpuq “ ´ts,Dt2t1upuq P g
ν´1 Ă p. Also, tts, t2u, t1upuq “
rrA,Cs, Bs “ rrA,Bs, Cs since rC,Bs “ 0. Thus, 0 ‰ tts, t2u, t1upuq P g
´1zp. Hence, Yi P XpMq
corresponding to ti satisfy rY2, rY1,Xss|x ‰ 0, with rY1,Xs|x “ 0 and Y2|x ‰ 0, so j
2
xpXq ‰ 0. 
Remark 3.9. The result that symmetries are 2-jet determined in the |1|-graded case is classical –
see for instance [19, Sec. 1.8]; it also follows from [3, Cor. 2.3] since the infinitesimal symmetry
equation is an instance of a first BGG operator associated to the adjoint tractor bundle. In the
higher-graded case, the result apparently has not been explicitly stated anywhere, but K. Neusser
[31] related the prolongations of BGG operators to weighted jets of solutions, and using these tools
one can similarly derive general 2-jet determinacy for symmetries. Our proof of Theorem 3.8 is
completely independent of these developments.
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4. Symmetries are 1-jet determined at non-flat points
4.1. Prolongation height. Given a parabolic subalgebra p Ă g, we have an associated |ν|-grading
g “ g´ν ‘ ... ‘ gν corresponding to the eigenspaces of the grading element Z. We refer to ν ě 1 as
the depth of the gradation. Given an element φ in a g0-representation, the height of the gradation
on aφ “ prgpg´, annpφqq Ă g is the maximal ν˜ “ ν˜pφq ě 0 such that 0 ‰ a
φ
ν˜ Ă gν˜ .
Theorem 4.1. Let g be a real or complex simple Lie algebra, and p Ĺ g a parabolic subalgebra.
Let 0 ‰ φ P H2`pg´, gq, and a
φ “ prgpg´, annpφqq. Then 0 ď ν˜pφq ă ν, i.e. a
φ
ν “ 0.
Given φ P H2`pg´, gq, decompose φ “
ř
i φi, where each φi lies in some g0-irreducible component
of H2`pg´, gq. Then annpφq “
Ş
i annpφiq and a
φ Ă
Ş
i a
φi. Thus, it suffices to consider 0 ‰ φ P U,
where U Ă H2`pg´, gq is g0-irrep. If g is real, then under complexification, the height can only
increase (since the number of irreps may increase). Thus, it suffices to consider the complex simple
case, except when the complexification gC is not simple. This occurs if and only if g is the underlying
real Lie algebra of a complex simple Lie algebra. This case will be treated separately.
First consider the complex simple case. This follows immediately from [25, Theorem 3.6.1], but
since this relied on the detailed classifications of [25, Section 3.4], we instead give a simpler and
uniform proof here. Let λ be the highest weight of g. (See Appendix A for various notations below.)
By Kostant’s theorem, each irreducible g0-submodule Uµ Ă H
2pg´, gq has lowest weight µ “ ´w ¨λ,
where w P W pp2q. We have Uµ Ă H
2
`pg´, gq if and only if Zpµq ą 0. By [25, Lemma 3.1.1], if
0 ‰ φ P Uµ, then dimpa
φ
r q ď dimpa
φ0
r q for any 0 ď r ď ν, where φ0 is a lowest weight vector in Uµ.
Thus, it suffices to study the height of aφ0 , and structural properties thereof were established in [25,
Section 3.2]. Given ℓ “ rankpgq, let Ip “ ti | g´αi Ć pu Ă t1, ..., ℓu and define
Iw “ tj P Ip | xµ, α
_
j y “ 0u, Jw “ tj R Ip | xµ, α
_
j y ‰ 0u.
In terms of the dual basis tZiu to the simple roots tαju, let ZS “
ř
aPS Za for any subset S Ă t1, ..., ℓu.
The grading element is Z “ ZIp. Then [25, Thm. 3.2.6] describes each a
φ0
r pr ą 0) as a sum of root
spaces corresponding to the roots
∆paφ0r q “ tα P ∆pgrq |ZIwpαq “ r, ZJwpαq “ 0u, r ą 0.(4.1)
With the above simplifications, let α P ∆paφ0ν˜ q. By (4.1), ν˜ “ ZIwpαq and ZIpzIwpαq “ 0. Since
α ď λ and Iw Ă Ip, then ν˜ “ ZIwpαq ď ZIwpλq ď ZIppλq “ ν. Thus, ν˜ “ ν only if Iw “ Ip. We will
show that this is impossible. Write w “ σjσk P W
pp2q, so j P Ip and k ‰ j (by properties (P.1),
(P.2) in Appendix A). Let λ “
ř
i riλi, so ri “ xλ, α
_
i y ě 0. By (A.1), we have
xµ, α_j y “ ´rj ` 2prj ` 1q ` prk ` 1qpckj ´ 2ckjq “ rj ` 2´ prk ` 1qckj ě 2,
since ckj “ xαk, α
_
j y ď 0. Thus, j R Iw and consequently, Iw Ĺ Ip and ν˜ ă ν.
Now consider real g such that gC is semisimple. In [24, Sec.2], we developed analogous tools to
study this case. Given any (real) g0-irrep U Ă H
2
`pg´, gq, there exists a gC-weight µ such that the
complexification of U is either Wµ – Wµ or Wµ ‘Wµ (if Wµ fl Wµ). For the real Lie algebra a
φ,
we proved in [24, Prop.1] that if φ0 P Wµ is extremal, then for k ě 0 and any 0 ‰ φ PWµ, we have:
(i) if Wµ – Wµ: dimpa
φ
kq ď dimpa
φ0
k q;
(ii) if Wµ fl Wµ: dimpa
φ`φ¯
k q ď dimpa
φ0`φ0
k q.
For (i), aφ0 will be a real Lie algebra underlying a complex one and we can use the complex case
above to obtain the claimed result. For (ii), we consider the complexification gC – gˆ g (where we
regard g as complex on the right-hand side). Then dimRpa
φ0`φ0
k q is bounded above by 2 dimCpa
φ0
k q,
where aφ0 Ă g. Again, use the complex case above to obtain the claimed result. This completes the
proof of Theorem 4.1.
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4.2. General 1-jet determinacy.
Theorem 4.2. Let G be a real or complex simple Lie group, and P Ĺ G a parabolic subgroup.
Then the symmetry algebra S “ π˚pinfpG, ωqq of the underlying structure of any regular, normal
geometry pG
π
ÑM,ωq of type pG,P q is 1-jet determined at any non-flat point x P M .
Proof. Fix x P M , u P π´1pxq with κHpuq ‰ 0. Since spuq Ă a
κHpuq (Theorem 3.3) and aκHpuqν “ 0
(Theorem 4.1), then sνpuq “ 0. Let 0 ‰ ξ P infpG, ωq with ωupξq P g
izgi`1 projecting to sipuq (with
i ă ν). Let X “ π˚pξq. By Theorem 3.8, j
0
xpXq ‰ 0 if i ă 0, while j
1
xpXq ‰ 0 if 0 ď i ă ν. 
Example 4.3. In [25, Prop. 5.3.2], we gave the following (homogeneous) submaximally symmetric
model for systems of 2nd order ODE in m ě 2 dependent variables (or SLpm`2,Rq{P1,2 geometry):
:x1 “ ... “ :xm´1 “ 0, :xm “ 9x
3
1.
Given any point symmetry X on the space J0pR,Rmq “ Rm`1pt, x1, . . . , xmq, we prolong it to a
symmetry Xp1q on the space J1pR,Rmq “ R2m`1pt, x1, . . . , xm, p1, . . . , pmq (which is identified with
M). All symmetries Xp1q are 1-jet determined, including the symmetry
S “ t2Bt ` t
mÿ
i“1
xiBxi `
1
2
x31Bxm
prolong
99K Sp1q “ S`
mÿ
i“1
pxi ´ tpiqBpi `
3
2
x21p1Bpm.
This latter symmetry has isotropy in p` at 0 PM , even though the geometry is nowhere flat.
5. Sub-cominuscule representations
Let G be a complex simple Lie group and g “ g´ν‘ ...‘gν the grading associated to a parabolic
subgroup P Ĺ G. In this section, we study the G0-module structure of the top slot gν . We will show
that gν is a sub-cominuscule representation and give an effective method for constructing explicit
G0-orbit representatives.
5.1. gν is sub-cominuscule. A fundamental weight λj of g is cominuscule if the highest root
λ “
ř
imiαi of g has mj “ 1. Any such weight corresponds to a minuscule variety X – G{P Ă
PpUq, which is a Hermitian symmetric space (so p “ pj induces a |1|-grading on g) in its minimal
homogeneous embedding, i.e. U has highest weight λj and X is the G-orbit of the highest weight
line in U (the unique closed orbit). All irreducible minuscule varieties are given by
Aℓ{Pk, Bℓ{P1, Cℓ{Pℓ, Dℓ{P1, Dℓ{Pℓ, E6{P6, E7{P7(5.1)
in their minimal homogeneous embeddings, e.g. Aℓ{Pk – Grpk, ℓ` 1q ãÑ Pp
Źk
C
ℓ`1q.
Definition 5.1. Let V be an irreducible R-module, where R is a complex reductive Lie group, and
let V Ă PpV q denote the unique closed R-orbit. If the only R-orbit closures in PpV q are the secant
varieties V “: Sec1pVq Ĺ Sec2pVq Ĺ ... Ĺ SecmpVq “ PpV q, then V is sub-cominuscule and V is a
sub-cominuscule variety. (The R-orbits are V and SecipVqz Seci´1pVq for 2 ď i ď m.)
Note that it suffices to consider only the effective part of the R-action on PpV q. In particular, by
Schur’s lemma, all central elements in R act as scalars on V , so these can be ignored.
From the marked Dynkin diagramDpg, pq, a simple recipe (see Appendix A) yields the gss0 -module
structure on g1, where g
ss
0 denotes the semisimple part of g0. For (irreducible) minuscule varieties
G{P , it was observed in [28, Sec.3.3] (see Remark 3.5) that the only G0-orbit closures in Ppg1q
are the secant varieties (and that this is a characterizing property of minuscule varieties). Table 1
gives the list of sub-cominuscule representations. Not all sub-cominuscule varieties are themselves
minuscule (since not all embeddings are minimal), but each has an associated |1|-grading.
Consider now the general case. Let Dpg, p, λq be Dpg, pq with coefficients ri of the highest weight
λ “
ř
i riλi of g inscribed over the nodes. There is a simple Dynkin diagram recipe (see Appendix
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G{P Gss0 Sub-cominuscule variety V Ă Ppg1q #G0-orbits in Ppg1q
Aℓ{Pk Ak´1 ˆ Aℓ´k SegpP
k´1 ˆ Pℓ´kq ãÑ PpCk b Cℓ`1´kq minpk, ℓ` 1´ kq
Bℓ{P1
Dℓ{P1
Bℓ´1
Dℓ´1
quadrics
Q2ℓ´3 ãÑ P2ℓ´2
Q2ℓ´4 ãÑ P2ℓ´3
2
Cℓ{Pℓ Aℓ´1 P
ℓ´1 ãÑ PpS2Cℓq ℓ
Dℓ{Pℓ Aℓ´1 Grp2, ℓq ãÑ Pp
Ź
2
C
ℓq t ℓ
2
u
E6{P6 D5 S5 “ D5{P5 ãÑ P
15 2
E7{P7 E6 OP
2 “ E6{P6 ãÑ P
26 3
Table 1. Complete list of sub-cominuscule varieties / modules
A) to obtain the effective part of the gss0 -module structure on the top-slot gν : Remove crosses from
Dpg, p, λq, then remove any connected components with only zero coefficients. This gives a diagram
T0pgss0 , λq.
Proposition 5.2. The top-slot gν is a sub-cominuscule G0-module.
Proof. Starting with the highest weight of g (Table 5), we consider any non-trivial collection of
crosses on the Dynkin diagram Dpgq. Applying the recipe above, we easily obtain for T0pgss0 , λq
only those possibilities in the third column of Table 1. For example, for G “ E8 and almost all
choices of p Ĺ g, we obtain T0pgss0 , λq – ¨ ¨ ¨
1 0 0 0
. The only exception is E8{P1, for which
the (effective) top-slot structure agrees with that for D8{P1. Both are sub-cominuscule. 
5.2. The top-slot orthogonal cascade. If λ “
ř
i riλi, we refer to Ic “ ti | ri ‰ 0u as the contact
nodes and denote these by ˛ on the Dynkin diagram Dpgq. (This is the same as the set of nodes
connected to ´λ in the extended Dynkin diagram of g.) Removing all ˛ yields a diagram Dλpgq
with corresponding semisimple subalgebra gpλq Ă g and ∆pgpλqq “ tα P ∆pgq | xλ, αy “ 0u. Note
that Dλpgq is connected (i.e. gpλq is simple) if and only if g ‰ Bℓ, Dℓ. For g “ Bℓ or Dℓ, there are
two connected components in Dλpgq.
Remark 5.3. If G ‰ A1, then g admits a contact gradation g “ c´2‘c´1‘c0‘c1‘c2 with respect to
some grading element Z
c
. Here, gpλq “ css0 , c´ isomorphic to a Heisenberg Lie algebra, and c
0 “ cě0
is the parabolic subalgebra of g, obtained from Dpgq by replacing all ˛ by crosses.
Proposition 5.4. Let β P ∆pgpλqq be maximal. Expressed in terms of the weights of g, we have
the decomposition β “ rλ´ λ, where rλ “ řiRI
c
riλi is a dominant integral weight.
Proof. For Aℓ (ℓ ě 3), λ “ α1` ...`αℓ “ λ1`λℓ and β “ λ´α1´αℓ “ ´λ1`λ2`λℓ´1´λℓ “ rλ´λ.
For Cℓ (ℓ ě 2), λ “ 2α1 ` ...` 2αℓ´1 ` αℓ “ 2λ1 and β “ λ´ 2α1 “ ´2λ1 ` 2λ2 “ rλ´ λ.
Suppose g is not type A or C. Let j be the unique contact node, so λ “ λj . We must have
β “ rλ` bλj , where b P Z. In particular, xβ, α_j y “ xrλ` bλ, α_j y “ b xλ, α_j y “ b.
Since xβ, λjy “ 0, then Zjpβq “ 0, so β ´αj R ∆ (since β P ∆
`). While β is maximal in ∆pgpλqq,
it is not maximal in ∆pgq, so β ` αj P ∆. The αj-string through β is β, β ` αj , ..., β ´ bαj , so
b “ ´1 or ´2. If b “ ´2, then λ “ β ` 2αj (since λ is the unique root with Zj-grading `2). Thus,
xλ, α_j y “ xβ ` 2αj, α
_
j y “ b` 4 “ 2, so g “ Cℓ, a contradiction. Hence, b “ ´1. 
Given α P ∆, define hα P h by α “ Bphα, ¨q, where B is the Killing form. For gpλq, take:
‚ rh “ hX gpλq “ spanthαi | xλ, αiy “ 0u “ spanthαi | i R Icu to be the Cartan subalgebra.
‚ rαi “ αi|rh, i R Ic to be the simple roots.
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‚ rλi “ λi|rh, i R Ic to be the fundamental weights.
Using Proposition 5.4 and the known highest weights for simple Lie algebras (Table 5), we can
immediately write any maximal β P ∆pgpλqq in terms of the fundamental weights of g. The
following is similar to Kostant’s cascade of orthogonal roots [21], but is restricted to the top part
of the grading.
Definition 5.5. The top-slot orthogonal cascade (TSOC) is an ordered sequence tβ1, β2, ...u Ă
∆pgνq, where β1 “ λ is the highest root of g, and
βj “ maxtα P ∆pgνq |α P tβ1, ..., βj´1u
Ku, j ě 2.(5.2)
Example 5.6 (Cℓ{Pℓ´1). Here ν “ 2. Using Proposition 5.4 and Table 5, we obtain the TSOC:
β1 “ 2λ1, βj “ ´2λj´1 ` 2λj p2 ď j ď ℓ´ 1q.(5.3)
In root notation, βi “ 0 ¨ ¨ ¨ 0lomon
i´1
2 ¨ ¨ ¨ 2lomon
ℓ´i
1, 1 ď i ď ℓ´1. Note that βℓ “ ´2λℓ´1`2λℓ “ 0 ¨ ¨ ¨ 01 R ∆pgνq.
By Lemma 5.8(ii) below, there is a unique maximal root in (5.2) at each step. Now our main
result in this section is:
Theorem 5.7. Let G be a complex simple Lie group, P Ĺ G a parabolic subgroup, and g “
g´ν ‘ ...‘ gν the associated grading. Representative elements of the G0-orbits in Ppgνq are given in
terms of the TSOC tβ1, β2, β3, ...u Ă ∆pgνq as the projectivization of the elements
eβ1, eβ1 ` eβ2 , eβ1 ` eβ2 ` eβ3 , ...,(5.4)
for any fixed choice of corresponding root vectors.
The proof will follow from two lemmas. Given a parabolic subalgebra p Ĺ g, apply the following
recipe: Remove all contact nodes of g from Dpg, pq, then remove all cross-free connected components.
This gives a diagram D0λpg, pq corresponding to an ideal lppλq Ă gpλq. (All other ideals of gpλq lie in
g0. We will be interested in those that intersect gν non-trivially.) Let ppλq “ lppλq X p and denote
by Lppλq, P pλq the connected subgroups of G corresponding to lppλq, ppλq.
Lemma 5.8. ∆pgpλqqX∆pgνq ‰ H if and only if H ‰ T
0pgss0 , λq fl ¨ ¨ ¨
1 0 0 0
. In this case,
(i) Ip does not contain any contact node(s) of g.
(ii) D0λpg, pq ‰ H and contains a single connected component. (Hence, lppλq is simple and
max∆pgpλqq “ max∆plppλqq P ∆pgνq is well-defined and unique.)
Proof. Note that T0pgss0 , λq “ H if and only if Ip contains all contact nodes of g. In this case, gν is
1-dimensional and so ∆pgpλqq X∆pgνq “ H. So let us suppose T
0pgss0 , λq ‰ H below.
For β P ∆pgνq, we have λ` β R ∆ always, so the orthogonality condition xλ, βy “ 0 is equivalent
to λ ´ β R ∆pg0q, i.e. the β-string through λ is trivial. This statement depends only on (the
effective part of) the gss0 -module structure on gν , which is sub-cominuscule. Similarly, T
0pgss0 , λq
only depends on the same restricted structure. Thus, in proving the first statement, we may without
loss of generality suppose that G{P is irreducible minuscule, so ν “ 1.
Suppose T0pgss0 , λq – ¨ ¨ ¨
1 0 0 0
. Given that ν “ 1, we must have G{P – Aℓ{P1 and
λ “ α1 ` ... ` αℓ. Any β P ∆pg1q is of the form β “ α1 ` ... ` αk for some 1 ď k ď ℓ, so
λ´ β P ∆ for λ ‰ β, i.e. xλ, βy ‰ 0. Thus, ∆pgpλqq X∆pg1q “ H. Now suppose H ‰ T
0pgss0 , λq fl
¨ ¨ ¨
1 0 0 0
. Table 2 gives λ and β P ∆pg1q such that λ´ β R ∆ and hence xλ, βy “ 0. Thus,
∆pgpλqq X∆pg1q ‰ H and hence the first statement is proven.
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For the proof of (i) and (ii), consider again the case of general ν. Suppose (i) is false. When
G ‰ Aℓ, the contact node is unique, so T
0pgss0 , λq “ H. When G “ Aℓ, T
0pgss0 , λq “ ¨ ¨ ¨
1 0 0 0
is forced. For (ii), take β P ∆pgpλqq X ∆pgνq. Then β must be an integer linear combination of
simple roots from a single connected component of Dλpg, pq. If this component is cross-free, then
β P ∆pg0q, a contradiction, so D
0
λpg, pq ‰ H. If D
0
λpg, pq has two connected components (each with
crosses), then Zpβq ă Zpλq. This proves (ii). 
G{P Range
λ in root
notation
β “ max∆plppλqq Lppλq{P pλq
Aℓ{Pk 1 ă k ă ℓ 11 ¨ ¨ ¨ 11 011 ¨ ¨ ¨ 110 Aℓ´2{Pk´1
Bℓ{P1 ℓ ě 2 122 ¨ ¨ ¨ 222 100 ¨ ¨ ¨ 000 A1{P1
Dℓ{P1 ℓ ě 4 122 ¨ ¨ ¨ 211 100 ¨ ¨ ¨ 000 A1{P1
Cℓ{Pℓ ℓ ě 3 222 ¨ ¨ ¨ 221 022 ¨ ¨ ¨ 221 Cℓ´1{Pℓ´1
Dℓ{Pℓ ℓ ě 4 1
ℓ´3hkkkikkkj
22 ¨ ¨ ¨ 22 11
$&
% 001
ℓ´5hkkkikkkj
22 ¨ ¨ ¨22 11, ℓ ě 5;
0001, ℓ “ 4
Dℓ´2{Pℓ´2
E6{P6 ´ 122321 101111 A5{P1
E7{P7 ´ 2234321 0112221 D6{P1
Table 2. Maximal root orthogonal to the highest root: |1|-graded case
Lemma 5.9. We have ∆pgpλqq X∆pgνq ‰ H if and only if Ppgνq contains at least two G0-orbits.
In this case, if β P ∆pgpλqq is the highest root, then
(i) β lies in the Wp-orbit of λ, where Wp is the Weyl group of G0. Thus, reβs P V :“ G0reλs.
(ii) reλs and reλ` eβs lie in different G0-orbits, namely V and Sec2pVqzV respectively, and these
have different dimensions.
Proof. As in Lemma 5.8, it suffices to verify the claims in the irreducible minuscule case.
By Lemma 5.8, if ∆pgpλqq X∆pgνq “ H, then T
0pgss0 , λq “ H or T
0pgss0 , λq – ¨ ¨ ¨
1 0 0 0
.
In both cases, there is a single G0-orbit in Ppg1q. Now suppose ∆pgpλqq X ∆pg1q ‰ H. We will
prove (i) and (ii), from which the first claim follows. For Bℓ{P1 and Dℓ{P1, (i) is immediate since
α1 “ min∆pg1q is g0-extremal. For other cases, we give w P Wp such that β “ wpλq:
Aℓ{Pk : p1ℓq; Cℓ{Pℓ : p1q; Dℓ{Pℓ : p2132q; E6{P6 : p243542q; E7{P7 : p13425431q.
Now consider (ii). We have V “ G0reλs – G
ss
0 {Q Ă Ppg1q, where Q is a parabolic subgroup of G
ss
0 .
Letting l “ gss0 , Q induces a |1|-grading l “ l´1 ‘ l0 ‘ l1 with q “ lě0. Since l´1 is abelian, then
exppxq ¨ eλ “ pid` adxqpeλq “ eλ ` rx, eλs, @x P l´1.
Assuming reλ ` eβs P G0reλs, we must have rx, eλs P gβ for some x P l´1. Hence, Dγ P ∆pl´1q such
that λ` γ “ β, so λ´ β P ∆pl1q. Clearly λ` β R ∆, and xλ, βy “ 0 by assumption, so the β-string
through λ is trivial. Hence, λ´ β R ∆, a contradiction. This proves (ii). 
Given pg, p, λq, we apply Lemma 5.8 to construct the TSOC iteratively. The parabolic in G
stabilizing reλs yields a contact grading (see Remark 5.3). Its intersection with G
ss
0 is a parabolic
subgroup that yields a secondary grading,
gν “ gν,0 ‘ gν,1 ‘ gν,2, λ P ∆pgν,2q, g0 “ g0,´1 ‘ g0,0 ‘ g0,1.
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(Note that g0,2 “ 0 since λ is the unique root with contact grading +2.) Let β “ max∆plppλqq Ă
∆pgν,0q. We now apply Lemma 5.8 to plppλq, ppλq, βq. (Note that lppλq “ g
ss
˚,0 and ppλq “ pg
ss
˚,0qě0.)
By Lemma 5.9(ii), reλ ` eβs lies in Sec2pVqzV.
Similarly, the parabolic in Lppλq yields stabilizing reβs yields a contact grading. Its intersection
with Gss0,0 is a parabolic subgroup that yields a tertiary grading,
gν,0 “ gν,0,0 ‘ gν,0,1 ‘ gν,0,2, β P ∆pgν,0,2q, g0,0 “ g0,0,´1 ‘ g0,0,0 ‘ g0,0,1.
The third element of the TSOC will be γ P ∆pgν,0,0q and by Lemma 5.9(i), reγs P V. Note
rg0,´1, eλs Ă gν,1, rg0,´1, eβs “ 0, and rg0,0,´1, eβs Ă gν,0,1. Similar to the proof of Lemma 5.9(ii),
eλ ` eβ ` eγ R G0 ¨ peλ ` eβq `G0 ¨ eλ.
Thus, reλ`eβ`eγs lies in Sec3pVqz Sec2pVq. Continuing in a similar fashion, the sequence (5.4) yields
representative elements in successive secant varieties of V (and by definition of sub-cominuscule,
these are all the orbits). This finishes the proof of Theorem 5.7.
Let us summarize: Provided that H ‰ T0pgss0 , λq fl ¨ ¨ ¨
1 0 0 0
holds, we proceed to
construct the TSOC iteratively (by removing ˛ from Dpgq and using Proposition 5.4).
Example 5.10 (E7{P7).
Dynkin diagram
sequence
˛  ˛  
T0pgss0 , λq
1
0
0 0 0 0 1 0 0
0
0
H
TSOC in
weight notation
β1 “ λ1 β2 “ ´λ1 ` λ6 β3 “ ´λ6 ` 2λ7
5.3. The H-sequence for the TSOC. By the Jacobson–Morozov theorem, any nilpotent element
E in g can be included into a standard sl2-triple tE,H, F u with commutation relations
rH,Es “ 2E, rH,F s “ ´2F, rE, F s “ H.(5.5)
For any α P ∆, define Hα P h by αpHq “ BpH,Hαq, where B is the Killing form of g. We
have the standard relation xα, βy “ BpHα, Hβq “ αpHβq “ βpHαq. Letting α P ∆
` and defining
hα “
2
xα,αy
Hα, we can choose root vectors e´α P g´α and eα P gα such that teα, hα, e´αu is a standard
sl2-triple [18, p.143]. We have αphβq “ xα, β
_y.
Now let p Ĺ g be a parabolic subalgebra. We will identify the semisimple element H for each
element E of the sequence (5.4) associated to the TSOC.
Lemma 5.11. Suppose that tβ1, ..., βmu Ă ∆pgνq is the TSOC. For any 1 ď j ď m, we have the
standard sl2-triple tEj ,Hj, Fju given by
Ej “ eβ1 ` ... ` eβj
Hj “ hβ1 ` ... ` hβj
Fj “ e´β1 ` ...` e´βj
Proof. For 1 ď a ‰ b ď j, βa ` βb R ∆ since both are in the top-slot. Since xβa, βby “ 0, then
βa ´ βb R ∆, so rEj , Fjs “ Hj. Also, rhβa , eβbs “ βbphβaqeβb “ xβb, β
_
a yeβb “ 0, so rHj ,Ejs “ 2Ej and
similarly, rHj , Fjs “ ´2Fj . 
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Definition 5.12. We refer to tHju
m
j“1 as the H-sequence for the TSOC tβ1, ..., βmu Ă ∆pgνq.
Let tZiu Ă h be the dual basis to the simple roots tαiu Ă h
˚. Given α “
ř
i riλi, we have
hα “
ř
i tiZi, so ti “ αiphαq “ xαi, α
_y “
ř
j rjxλj, αiy
2
xα,αy
“
ř
j rjxλj, α
_
i y
xαi,αiy
xα,αy
. Thus,
α “
ÿ
i
riλi ñ hα “
ÿ
i
ri
xαi, αiy
xα, αy
Zi.(5.6)
By Lemma 5.9, the TSOC is contained in a single Wp-orbit, so xβj, βjy “ xλ, λy for 1 ď j ď m,
where λ is the highest weight of g.
Normalize x¨, ¨y so that all short simple roots αi satisfy xαi, αiy “ 2. Hence, from the extended
Dynkin diagram, we see that xλ, λy is 2 in type ADE, 4 in type BCF, and 6 in type G.
It is straightforward to verify that H1 “
ř
iPI
c
Zi, where λ “
ř
i riλi and Ic “ ti | ri ‰ 0u.
Example 5.13 (Cℓ{Pℓ´1). Recall from (5.3) that β1 “ 2λ1, βj “ ´2λj´1 ` 2λj p2 ď j ď ℓ ´ 1q.
Since α1, ..., αℓ´1 are short, then (5.6) implies Hj “
řj
i“1 hβi “ Zj for 1 ď j ď ℓ´ 1.
Example 5.14 (Bℓ{Pℓ). β1 “ λ2, βj “ ´λ2j´2 ` λ2j p1 ă j ă t
ℓ
2
uq, βt ℓ
2
u “
"
λℓ´1, ℓ odd;
2λℓ, ℓ even
gives the TSOC. Since αℓ is the only short root, the H-sequence is Hj “ Z2j for 1 ď j ď t
ℓ
2
u.
In fact, the construction of the H-sequence is even simpler:
Corollary 5.15. Let tHju
m
j“1 be the H-sequence for the TSOC tβ1, ..., βmu Ă ∆pgνq. Then Hj is
obtained from the j-th step of the Dynkin diagram sequence for the TSOC by forming its highest
weight, regarding it as a weight of g (see discussion preceding Definition 5.5), and using (5.6). In
particular, Hj “
ř
i tjiZi has tji P Zě0.
Proof. By Proposition 5.4, a cascade of cancellations occurs when forming the sum β1` ...`βj and
this sum corresponds to the highest weight at the j-th step of the Dynkin diagram sequence. 
5.4. Top-slot orbits for Yamaguchi-nonrigid geometries. A regular, normal parabolic geom-
etry of type pG,P q is Yamaguchi-rigid if H2`pg´, gq “ 0. In this case, κH “ 0 and the geometry
is flat. Yamaguchi [35, 36] identified all non-rigid geometries (which we refer to as Yamaguchi-
nonrigid) when G is complex simple. The further requirement that the top-slot Ppgνq contain more
than one G0-orbit is restrictive:
Proposition 5.16. Let G be a complex simple Lie group, P Ĺ G a parabolic subgroup, and g “
g´ν ‘ ...‘ gν the associated grading. Suppose that:
(1) regular, normal parabolic geometries of type pG,P q are Yamaguchi-nonrigid, and
(2) there are at least two G0-orbits in the top-slot Ppgνq.
Then G{P fl Aℓ{P1 is either |1|-graded or in the following list:
G{P Range #orbits H-sequence for TSOC
Aℓ{P2,s 3 ď s ď ℓ´ 1 2 H1 “ Z1 ` Zℓ, H2 “ Z2 ` Zℓ´1
Aℓ{Ps,s`1 3 ď s ď t
ℓ
2
u s Hj “ Zj ` Zℓ`1´j p1 ď j ď sq
Bℓ{Pℓ ℓ ě 4 t
ℓ
2
u Hj “ Z2j p1 ď j ď t
ℓ
2
uq
Cℓ{P2 ℓ ě 3 2 H1 “ Z1, H2 “ Z2
Cℓ{P2,ℓ ℓ ě 3 2 H1 “ Z1, H2 “ Z2
Cℓ{Pℓ´1 ℓ ě 3 ℓ´ 1 Hj “ Zj p1 ď j ď ℓ´ 1q
Cℓ{Pℓ´1,ℓ ℓ ě 3 ℓ´ 1 Hj “ Zj p1 ď j ď ℓ´ 1q
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Proof. Aside from parabolic contact geometries (whose top slot is trivial) and |1|-graded geometries,
Yamaguchi’s non-rigid list contains only those in [25, Table 8]. Of the latter, we can automatically
exclude any pG,P q where Ip contains a contact node of G. (The top-slot contains just a single orbit.)
This yields the above list together with pBℓ, P3q, pB3, P1,3q, pDℓ, P3q, pDℓ, P1,ℓq, pG2, P1q, which are
all extraneous by Lemma 5.8 since T0pgss0 , λq – ¨ ¨ ¨
1 0 0 0
. 
6. Application: Rigidity results for parabolic geometries
6.1. Higher-order vanishing of symmetries. Given any regular, normal parabolic geometry
pG
π
Ñ M,ωq of type pG,P q, let 0 ‰ ξ P infpG, ωq. Fix x P M and any u P π´1pxq. If X “ π˚pξq
vanishes at x, then 0 ‰ E :“ ωupξq P p. If moreover E P p`, then the symmetry X vanishes to
higher order. The existence of such symmetries is often a strong restriction on the given geometry.
By Jacobson–Morozov, we can complete E to a standard sl2-triple tE,H, F u satisfying (5.5).
Consider the following criteria due to Cˇap and Melnick [5]:
(CM.1) the element H belongs to g0;
(CM.2) H has non-positive spectrum as an endomorphism of g´, the generalized eigenspace for
eigenvalues with real part zero is C´g pEq “ tX P g´ | rX,Es “ 0u, and adH |C´g pEq “ 0;
(CM.3) H acts semisimply on H2`pg´, gq and all its eigenvalues are non-negative.
We refer to [5, Cor. 2.14] (see also [6, Prop.2.2]) for the following:
Theorem 6.1. Suppose that a symmetry X ‰ 0 vanishes at x P M to higher order and conditions
(CM.1-3) hold. With notations as above, denote v “ π˚pω
´1
u pF qq P TxM . Suppose that κHpxq “ 0.
Then there exists a distinguished curve γ : p´ǫ,`ǫq Ñ M , γp0q “ x, γ1p0q “ v, which is preserved
by the flow of X and on which it acts by projective transformations. Denoting γ` “ γpp0,`ǫqq ĂM
there exists a neighborhood U of γ`, U¯ Q x, on which the geometry is flat.
The curve γ is the projection of the flow of the vector field ω´1pF q through the point u.
By Theorem 1.2, the hypothesis κHpxq “ 0 is fulfilled if G is simple, X ‰ 0 and j
1
xpXq “ 0.
6.2. 2-jet determined symmetries. Fix x P M and any u P π´1pxq. Let ξ P infpG, ωq be such
that 0 ‰ E :“ ωupξq P gν (top-slot). Since the choice of u P π
´1pxq is irrelevant, it suffices to
consider G0-orbit representatives 0 ‰ E P gν . In terms of the TSOC tβ1, ..., βmu Ă ∆pgνq, these
representatives are given by E1, ...,Em (see Theorem 5.7 and Lemma 5.11).
Take the corresponding H-sequence Hj “ hβ1 ` ... ` hβj , 1 ď j ď m. Each lies in h Ă g0, so
(CM.1) is satisfied. If α P ∆pg`q, then rHj , e´αs “
řj
i“1´αphβiqe´α “ ´
´řj
i“1xα, β
_
i y
¯
e´α. But
βi ` α R ∆ (since βi are in the top-slot) and the α-string through βi, namely βi ` nα, ´p ď n ď 0,
satisfies p “ xβi, α
_y ě 0 (hence, xα, β_i y ě 0). Thus, Hj has non-positive spectrum on g´. Since
xα, βiy ě 0, then e´α lies in the zero eigenspace for Hj if and only if α P tβ1, ..., βju
K. This gives
precisely C´g pHjq and adpHjq restricted here is zero. Thus, (CM.2) are satisfied for Hj .
Since the H-sequence is contained in h, then Hj acts semisimply on H
2
`pg´, gq. All g0-weights of
H2`pg´, gq are obtained from the lowest weight µ by adding roots in ∆
`pg0q. By Corollary 5.15, Hj
has non-negative integral coefficients when expressed as a linear combination of the Zi, so αpHjq ě 0
for any α P ∆`pg0q. Thus, (CM.3) reduces to verifying that:
(CM.3’): For any lowest g0-weight µ of H
2
`pg´, gq, we have µpHjq ě 0.
Corollary 6.2. Given any regular, normal parabolic geometry pG
π
Ñ M,ωq of type pG,P q, let
ξ P infpG, ωq. Fix x PM , u P π´1pxq and suppose that 0 ‰ E :“ ωpξuq P gν, so E is in the G0-orbit
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of some element Ej associated to the H-sequence for the TSOC (see Lemma 5.11). If (CM.3’) holds,
then the geometry is flat on an open set U ĂM with x P U .
Example 6.3 (Cℓ{Pℓ´1 and Bℓ{Pℓ).
G{P Range #orb H-sequence for the TSOC w PW p
g0-lowest weight
´w ¨ λ in root notation
Cℓ{Pℓ´1 ℓ ě 3 ℓ´ 1 Hj “ Zj p1 ď j ď ℓ´ 1q pℓ ´ 1, ℓq r´2, ...´ 2, 1, 0s
ℓ “ 3 p21q r1, 2,´1s
Bℓ{Pℓ ℓ ě 3 t
ℓ
2
u Hj “ Z2j p1 ď j ď t
ℓ
2
uq pℓ, ℓ´ 1q
"
r´1,´2, ...,´2,´1, 1s, ℓ ě 4;
r´1, 0, 3s ℓ “ 3
The listed w PW p parametrize irreducible components of H2`pg´, gq. For Cℓ{Pℓ´1, (CM.3’) holds
for Hℓ´1. When ℓ “ 3, for geometries with κH concentrated in the p21q-component, then H1 is also
valid. For Bℓ{Pℓ, H ℓ
2
satisfies (CM.3’) when ℓ ě 4 is even. When ℓ “ 3, H1 satisfies (CM.3’).
6.3. |1|-graded geometries.
Theorem 6.4. Let pG
π
ÑM,ωq be a (real or complex) normal |1|-graded parabolic geometry of type
pG,P q with G simple. If g is real, we further assume that gC is simple. Suppose there exists a
symmetry 0 ‰ ξ P infpG, ωq such that at some u P G, ωupξq belongs to the open G0-orbit in g1.
(In particular, X “ π˚pξq has vanishing 1-jet at x “ πpuq P M .) Then the geometry is flat on a
neighbourhood U ĂM with U¯ Q x.
Proof. In the complex case, the result follows from Table 3: If m is the number of G0-orbits in
Ppg1q, then Hmpµq ě 0, where µ “ ´w ¨ λ. For example, for Cℓ{Pℓ, µ “ r´2, ...,´2,´1, 1s (in root
notation), m “ ℓ and Hℓ “ 2Zℓ satisfies Hℓpµq “ `2. Thus, (CM.3’) is satisfied.
In the real case, if E P g1 lies in the open orbit, then its complexification also lies in the open
orbit. Hence, the validity of (CM.3’) follows from that of the complex case. 
G{P Range #orb H-sequence for the TSOC w PW p
g0-lowest weight
´w ¨ λ in root notation
Aℓ{P1 ℓ ě 2 1 H1 “ Z1 ` Zℓ p12q
"
r3, 1s, ℓ “ 2;
r2, 0,´1, ...,´1s, ℓ ě 3
Aℓ{P2 ℓ ě 3 2 H1 “ Z1 ` Zℓ, H2 “ Z2 ` Zℓ´1 p21q r1, 2,´1, ...,´1s
p23q
"
r´1, 2, 1s, ℓ “ 3;
r´1, 1, 0,´1, ...,´1s, ℓ ě 4
Aℓ{Pk 3 ď k ď r
ℓ
2
s k Hj “ Zj ` Zℓ`1´j p1 ď j ď kq pk, k ´ 1q ´pα1 ` ...` αℓq ` 2αk ` αk´1
pk, k ` 1q ´pα1 ` ...` αℓq ` 2αk ` αk`1
Bℓ{P1 ℓ ě 2 2 H1 “ Z2, H2 “ 2Z1 p12q
"
r3, 1s, ℓ “ 2;
r2, 0,´2, ...,´2s, ℓ ě 3
Dℓ{P1 ℓ ě 4 2 H1 “ Z2, H2 “ 2Z1 p12q r2, 0,
ℓ´4hkkkkikkkkj
´2, ...,´2,´1,´1s
Cℓ{Pℓ ℓ ě 3 ℓ
Hj “ Zj p1 ď j ď ℓ´ 1q,
Hℓ “ 2Zℓ
pℓ, ℓ´ 1q r´2, ...,´2,´1, 1s
Dℓ{Pℓ ℓ ě 5 t
ℓ
2
u
Hj “ Z2j p1 ď j ď t
ℓ
2
u ´ 1q,
Ht ℓ
2
u “
"
Zℓ´1 ` Zℓ, ℓ odd;
2Zℓ, ℓ even
pℓ, ℓ´ 2q r´1,´2, ...,´2,´1,´1, 1s
E6{P6 ´ 2 H1 “ Z2, H2 “ Z1 ` Z6 p65q r´1,´2,´2,´3,´1, 1s
E7{P7 ´ 3 H1 “ Z1, H2 “ Z6, H3 “ 2Z7 p76q r´2,´2,´3,´4,´3,´1, 1s
Table 3. Data associated with |1|-graded geometries (with G simple)
We note that these results were established (using a different approach) in [29, Cor. 4.2] (see also
further discussion in §7.3) with the exception of E6{P6 and E7{P7 cases. (In the real case, these
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admit two real forms each corresponding to EI, EIV for E6 and EV, EVII for E7 in terms of Table
B.4 of [8]. Note that the Bourbaki simple root ordering was not followed there.)
For projective geometry (Aℓ{P1), there is only a single orbit. For conformal geometry (Bℓ{P1 and
Dℓ{P1) in any signature, the openness condition can be omitted since H1pµq ě 0.
C-projective geometry is a real geometry with type SLpℓ ` 1,CqR{P , where P is the stabilizer
of a complex line. (Here, gC is not simple.) The complexification is of type Aℓ{P1 ˆ Aℓ1{P11 . (Use
primes to denote the second factor.) There is only a single G0-orbit in Ppg1q “ CP
ℓ. In pg1qC, we
can use the representative element H1 “ Z1`Zℓ`Z11`Zℓ1. There are three irreducible components
of H2`pg´, gq. (See [4] and see [24, Table 1] for the (minus) lowest weights expressed in weight
notation.) Evaluating H1 on all lowest weights, we verify (CM.3’).
6.4. Non-Yamaguchi-rigid, torsion-free parabolic geometries.
Theorem 6.5. Let pG
π
ÑM,ωq be any Yamaguchi-nonrigid, torsion-free (regular, normal) parabolic
geometry of type pG,P q, where G is simple. Let 0 ‰ ξ P infpG, ωq with X “ π˚pξq having vanishing
1-jet at some x P M . Then the geometry is flat on an open set U ĂM with x P U .
Proof. The classification of Yamaguchi-nonrigid, torsion-free geometries is given in Appendix B. We
give the corresponding data in Table 4. The following |1|-graded geometries were excluded since
they are given in Table 3: Aℓ{P1 (ℓ ě 2), Aℓ{P2 (ℓ ě 3): p21q-branch, Bℓ{P1 (ℓ ě 2), Dℓ{P1 (ℓ ě 4).
In all cases, all elements of the H-sequence for the TSOC act with a non-negative eigenvalue on the
lowest weight of H2`pg´, gq. 
G Range P ν #orb H-sequence for the TSOC w PW p
g0-lowest weight
´w ¨ λ in root notation
Aℓ ℓ “ 2 P1,2 2 1 H1 “ Z1 ` Zℓ ´ p12q r3, 1s
ℓ ě 3 P1,2 2 1 ´ p21q r1, 2,´1,´1, ...,´1,´1s
ℓ ě 3 P1,ℓ 2 1 ´ p1ℓq r1,´1,´1, ...,´1,´1, 1s
Bℓ ℓ “ 2 P1,2 3 1 H1 “ Z2 ´ p12q r3, 1s
ℓ “ 3 P3 2 1 ´ p32q r´1, 0, 3s
Cℓ ℓ “ 2 P1 2 1 H1 “ Z1 ´ p12q r3, 0s
ℓ ě 3 P1 2 1 ´ p12q r2,´1,´2,´2, ...,´2,´2,´1s
ℓ ě 3 P2 2 2 H2 “ Z2 p21q r1, 2,´2, ...,´2,´2,´1s
ℓ ě 3 P1,2 4 1 ´ p21q r1, 2,´2, ...,´2,´2,´1s
G2 ´ P1 3 1 H1 “ Z2 ´ p12q r4, 0s
Table 4. Data associated with Yamaguchi-nonrigid, torsion-free, non-|1|-graded par-
abolic geometries
6.5. General geometries.
Theorem 6.6. Let G be a real or complex simple Lie group, P Ĺ G a parabolic subgroup, and
g “ g´ν ‘ ... ‘ gν the associated grading. In the real case, require that gC be simple. Suppose that:
(i) pG
π
ÑM,ωq is a regular, normal parabolic geometry of type pG,P q, except for:
Aℓ{Ps,s`1, 2 ď s ă
ℓ
2
, w “ ps` 1, sq; Bℓ{Pℓ, ℓ ě 5 odd, w “ pℓ, ℓ´ 1q,
i.e. require the component of κH corresponding to the indicated w PW
pp2q to be trivial.
(ii) there exists 0 ‰ ξ P infpG, ωq such that at some u P G, ωupξq lies in the open G0-orbit of gν .
(In particular, the 1-jet of X “ π˚pξq vanishes at x “ πpuq PM .)
Then the geometry is flat on an open neighbourhood U ĂM with U¯ Q x.
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Proof. It suffices to consider Yamaguchi-nonrigid geometries. Let m be the number of G0-orbits in
Ppgνq. Since ωupξq lies in the open orbit, we need to verify that Hmpµq ě 0 for µ “ ´w ¨ λ when
w “ pjkq PW pp2q and Zpµq ą 0. All such w are in [25, Tables 9–13]. From (A.1), we have
Hmpµq “ ´Hmpλq ` prj ` 1´ ckjprk ` 1qqHmpαjq ` prk ` 1qHmpαkq.
‚ m ą 1: The |1|-graded cases are complete, so it remains to consider the pG,P q and Hm in
the table in Proposition 5.16. Aside from the listed exceptions, we verify Hmpµq ě 0 directly.
‚ m “ 1: From Section 5.3, H1 “
ř
iPI
c
Zi and hence H1pλq “ 2. If j P Ic (contact node), then
rj ě 1 and H1pµq ě 0 (since ckj ď 0). This is the case for all parabolic contact geometries.
Similarly, if k is a contact node, then H1pµq ě 0.
Suppose that neither j nor k is a contact node, so H1pµq ă 0. However, a quick scan
through [25, Tables 12–13] yields no such pG,P q satisfying m “ 1.
Thus, Hmpµq ě 0 has been verified, and the result follows. 
In particular, geometries with precisely one G0-orbit in Ppgνq satisfy the hypotheses of Theorem
6.6. These include projective structures (Aℓ{P1), 2nd order ODE (systems) (Aℓ{P1,2), p2, 3, 5q-
distributions pG2{P1q, p3, 6q-distributions pB3{P3q, parabolic contact structures, and many torsion-
free geometries from Theorem 6.5 – see Table 4. The case of parabolic contact structures essentially
follows from [5].
7. Discussion and outlook
Let us discuss some results and conjectures, related to the subject of this paper.
7.1. Non-flat points. For parabolic geometries, the local vanishing of the full curvature κ is
equivalent to the local vanishing of the harmonic curvature κH . Fixing a point x PM , the vanishing
of κ at x implies the vanishing of κH at x, but the converse is not true. Consequently, it is natural
to ask whether our notion of a non-flat point x, defined to mean κHpxq ‰ 0, used in the hypothesis
of Theorem 1.2 can be weakened to mean κpxq ‰ 0 instead. Indeed, the statement
0 ‰ X P S, j1xX “ 0 ñ κpxq “ 0(7.1)
follows from [29, Thm.1.1] for irreducible (|1|-graded) parabolic geometries. We conjecture that
(7.1) holds for any parabolic geometry of type pG,P q with G simple.
While κ makes sense for any Cartan geometry, κH may not having meaning. The study of the
validity of (7.1) outside the parabolic setting would also be worthwhile.
7.2. Higher order fixed points. Example 4.3 (coming from [25]) exhibits an instance of a non-
flat geometry with a higher-order fixed point. Nevertheless, the prolongation-rigidity results of [25]
imply that if 0 ‰ φ P H2`pg´, gq (in particular, if φ “ κHpuq ‰ 0), then the Tanaka prolongation
algebra aφ (see Section 3.1) will often have trivial positive part.5 For such geometries, we anticipate
that the existence of a higher-order fixed point (not necessarily only those whose isotropy is in the
top-slot) would imply rigidity results, i.e. vanishing of κ on U with U¯ Q x. A similar combination
of the techniques developed here together with those of Cˇap–Melnick and Melnick–Neusser should
prove useful in this study.
5The exceptions admitting non-trivial positive prolongation are classified in [25, Table 4], and Aℓ{P1,2 geometry
from Example 4.3 appears in this list.
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7.3. Isolation of critical points. Another important aspect considered in [5] is the isolation of
higher order fixed points of an automorphism (critical points of a symmetry). While the rigidity cri-
terion considered in §6.1 was only sufficient (for 1-jet determinacy of symmetries at a critical point),
their criterion for such a critical point being smoothly isolated is both necessary and sufficient. Our
results allow us to efficiently assess this criterion for symmetries with vanishing 1-jet.
If E “ ωupξq P p is the isotropy of the symmetry X “ π˚pξq at x P M , then by [5, Proposition
2.5] the dimension of the set of critical points of the same isotropy type is equal to the dimension
of the centralizer C´g pEq “ tX P g´ | rX,Es “ 0u. In particular, the fixed point x is smoothly
isolated if and only if C´g pEq “ 0. The space C
´
g pEq for G0-conjugacy classes of elements in gν was
described in §6.2. In particular, if β1, ..., βm is the TSOC, consider Ej “ eβ1 ` ...` eβj as in Lemma
5.11. Then X P C´g pEjq if and only if X is a sum of root vectors e´α with α P ∆pg`qX tβ1, ..., βju
K.
(Since βi P gν , then βi ` α R ∆. Thus, from root strings, βi ´ α R ∆ if and only if xβi, αy “ 0.)
Hence, C´g pEjq ‰ 0 for j ă m, but C
´
g pEmq can be either zero (as in Cℓ{Pℓ´1, see Example 5.13) or
nonzero (as in Cℓ{Pℓ´1,ℓ, for example). When j “ m, Lemma 5.8 indicates that α R ∆pgνq.
For |1|-graded geometries, this forces α P ∆pg0q and C
´
g pEmq “ 0. Hence, smooth isolation of the
fixed point is equivalent to having isotropy in the open G0-orbit of g1. In view of this, our Theorem
6.4 and [29, Prop. 4.1] become equivalent. In [29, Prop. 4.5], the authors also treat the case when
the isotropy lies in the minimal G0-orbit (using different techniques).
7.4. Linearization of symmetries at fixed points. For several geometries all symmetries are
proved linearizable around fixed points, provided the geometry is not locally flat (clearly 1-jet
determinacy is a necessary condition for linearization). This always happens by Bochner’s technique
in the case the action of the transformation group is proper, see [2] and the recent survey [17].
This also happens, due to Obata–Ferrand theorem and its local versions, for Riemannian, Lorent-
zian and partially for general pseudo-Riemannian conformal structures, see [15, 16]. Namely, if the
structure rgs is not locally conformally flat near x PM and a conformal symmetry X vanishes at x,
then (in the general pseudo-Riemannian case, under the additional assumption that the generated
local group acts semisimply) this vector field is linearizable.
Similarly, for an analytic Levi-nondegenerate hypersurface-type CR-structure that is non-spherical
at x, a holomorphic field X vanishing at x is necessarily linearizable by Ezhov’s theorem [13]. There
are even stronger statements that the whole stability group is linearizable in the pseudoconvex [26],
Lorentzian [13] and some other cases (but this does not hold for all Levi-signatures [14]).
Supported by these and some other examples, one might expect that for a non-flat parabolic
geometry of type pG,P q (with G simple), any symmetry X could be proved linearizable around
each fixed point x. This is however not true – our Example 4.3 yields a counterexample:
Proposition 7.1. The symmetry Sp1q for the submaximally symmetric path geometry given in
Example 4.3 is 1-jet determined, yet it is not linearizable around the fixed point 0.
Proof. We consider the case n “ 2 for simplicity of exposition (no restriction of generality). Then
M “ R5pxq, x “ pt, x1, x2, p1, p2q, and
Sp1q “ t2Bt ` tx1Bx1 ` p
1
2
x31 ` tx2qBx2 ` px1 ´ tp1qBp1 ` px2 `
3
2
x21p1 ´ tp2qBp2.
At 0, the linear part is the vector field ℓ
S
p1q “ x1Bp1 ` x2Bp2. To conjugate S
p1q to ℓ
S
p1q consider a
coordinate transformation Ψpxq “ x ` q2pxq ` . . . , where q2 is the quadratic part and we do not
indicate the higher order terms. The inverse transformation has the form Ψ´1pxq “ x´ q2pxq ` . . . ,
and it is straightforward to check that whatever q2 is, the term t
2 in the Bt-component of S
p1q is not
affected in the pushforward Ψ˚S
p1q. Consequently the field Sp1q is not even formally linearizable. 
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7.5. Dimension of the stability group. Here we discuss applications of jet-determination to the
description of admissible dimensions of stability groups (or infinitesimally, isotropy algebras), which
is closely related to the problem of classifying geometric structures with large symmetry [25, 17].
Below we will consider only real parabolic geometries of type pG,P q with GC “ SLp3,Cq.
E´. Cartan [9] proved that for a Levi-nondegenerate analytic hypersurface M3 Ă C2, the stability
group at a non-umbilic point is finite and has at most two elements. Beloshapka [1] strengthened
this by proving that at any non-spherical point, the stability group has dimension either 0 or 1.
The split-form counterpart to CR-geometry in dimension 3 is the geometry of scalar 2nd order
ODE y2 “ F px, y, y1q modulo point transformations, studied by S. Lie, R. Liouville, A. Tresse and
E´. Cartan (see the survey [22]). This is the underlying structure for an SLp3,Rq{P1,2 geometry.
Flatness of this geometry is equivalent to point trivializability of the ODE. Symmetries are vector
fields on M3 “ J1pR,Rq (with coordinates x “ px, y, pq) prolonged from J0pR,Rq “ R2 (with
coordinates px, yq) that preserve the pair of line fields xBx ` pBy ` F px, y, pqBpy and xBpy.
Example 7.2. For the examples below, 0 is not a regular point in the sense of [25].
ODE Symmetry algebra Isotropy dimension at 0
y2 “ pxy1 ´ yq3 xBy ` Bp, xBx ´ yBy ´ 2pBp, yBx ´ p
2Bp 2 (not linearizable)
y2 “ py1q4 Bx, By, 3xBx ` 2yBy ´ pBp 1 (linearizable)
Notice yBx´ p
2Bp is not linearizable. This gives an even simpler example for the discussion of §7.4.
Theorem 7.3. Suppose that the ODE y2 “ F px, y, y1q is not point trivializable on any open domain.
Then the dimension of the isotropy algebra at any point x can be either 0 or 1 or 2.
Proof. For G{P “ SLp3,Rq{P1,2, we have a contact gradation on g, while p “ g0 ‘ g1 ‘ g2 has
dimensions p2, 2, 1q. Let pG ÑM,ωq correspond to the ODE geometry onM . From the discussion in
Section 3.1, fixing u P π´1pxq, we can regard the isotropy algebra as a graded subalgebra k “ sě0 Ă p.
By the jet-determination result Theorem 6.6, we have kXg2 “ 0, so k Ă g0‘g1. Since rg1, g1s “ g2,
then kX g1 is at most 1-dimensional.
Assume dimpkX g0q “ 2. Then the grading element Z P k. We shall deduce that the geometry is
locally flat around point x. Since s0 (in particular, Z) annihilates κHpxq, we must have κHpxq “ 0.
Let Z P XpMq be the symmetry corresponding to Z. This vector field has a critical point at x with
the spectrum of its linear part t´1,´1,´2u. Thus, x is an asymptotically stable sink for Z. Now
κH is constant along the flow of Z that has the attractor at x. Hence, by continuity κH vanishes in
a neighborhood of x, which contradicts the assumption. Thus, dimpkX g0q ď 1.
Thus, dim k P t0, 1, 2u. All values are realized as follows from Example 7.2. 
Remark 7.4. The same arguments allow one to reprove Beloshapka’s result [1] without appealing
to the Chern–Moser normal form.
Recall that y2 “ F px, y, y1q is the (unparametrized) geodesic equation of a projective connection
r∇s, i.e. an SLp3,Rq{P1 geometry, if and only if F px, y, pq is cubic in p. (See also [25, (5.10)].)
Example 7.5. Let px0, x1q “ px, yq and ∇B
x
aBxb “ Γ
c
abBxc with Γ
c
ab “ Γ
c
pabq.
ODE Non-vanishing Γcab for ∇ Projective symmetry algebra
y2 “ pxy1 ´ yq3
Γ011 “ x
3, Γ111 “ 3x
2y,
Γ000 “ 3xy
2, Γ100 “ y
3 xBy, xBx ´ yBy, yBx
y2 “ pxy1 ´ yq2 Γ111 “ ´x
2, Γ000 “ ´2xy, Γ
1
00 “ ´y
2 xBy, xBx ´ 2yBy
y2 “ xyy1 Γ000 “ xy xBx ´ 2yBy
In each of these cases, the projective symmetry algebra agrees with the isotropy algebra at 0. (Again,
0 is not a regular point.) Since 3 is the well-known submaximal symmetry dimension, we conclude
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that 3 is the maximal isotropy algebra dimension for non-flat 2-dimensional projective structures.
Moreover, isotropy algebras of dimension 0, 1, 2, or 3 are all realizable.
Using the same ideas, further results on dimensions of the isotropy algebras for other geometries
can be obtained, but this lies outside the scope of this paper.
Appendix A. Dynkin diagram recipes and Kostant’s theorem
Let g be a complex semisimple Lie algebra with Borel subalgebra b, Cartan subalgebra h, simple
roots tαiu Ă h
˚, dual basis tZiu Ă h, coroots α
_
i “
2αi
xαi,αiy
, and fundamental weights tλiu Ă h
˚. Let
x¨, ¨y be the symmetric bilinear form on h˚ induced from the Killing form B on g. Let:
‚ Dpgq be the corresponding Dynkin diagram.
‚ Given a parabolic subalgebra b Ď p Ĺ g with corresponding index set Ip, let Dpg, pq be the
marked diagram obtained by putting crosses on Dpgq corresponding to Ip.
‚ Given a weight µ P h˚, inscribe the coefficient ri “ xµ, α
_
i y on the i-th node of Dpgq
or Dpg, pq. Denote this by Dpg, µq or Dpg, p, µq respectively. Its support consists of all
connected components containing at least one nonzero coefficient over a node. This will be
denoted by using 0 as a superscript on the previous diagram.
Let g “ g´ν ‘ ...‘ gν be the grading induced by Z “
ř
iPIp
Zi.
(R.1) Structure of g0: Removing crossed nodes from Dpg, pq yields Dpg
ss
0 q and dimpzpg0qq “ |Ip|.
(R.2) g´1 as a g
ss
0 -module: Fix a crossed node i. For any adjacent uncrossed node j, inscribe
the multiplicity of the bond between i and j if the bond is directed from i to j. Otherwise,
inscribe a 1. Do this for each crossed node i to get the decomposition of g´1 into irreducibles.
(R.3) g1 as a g
ss
0 -module: Since pg´1q
˚ – g1, we apply the duality involution
6 to the gss0 irreps
in g´1 to obtain the g
ss
0 -decomposition for g1.
Now suppose that g is simple and λ its highest weight, given below.
G
Aℓ
pℓ ě 1q
Bℓ
pℓ ě 3q
Cℓ
pℓ ě 2q
Dℓ
pℓ ě 4q
G2 F4 E6 E7 E8
λ λ1 ` λℓ λ2 2λ1 λ2 λ2 λ1 λ2 λ1 λ8
λ in root
notation
11 ¨ ¨ ¨ 11 12 ¨ ¨ ¨ 2 2 ¨ ¨ ¨ 21 12 ¨ ¨ ¨ 211 32 2342 122321 2234321 23465432
Table 5. Highest roots in terms of fundamental weights and simple roots
(R.4) Top-slot gν as a g
ss
0 -module: Remove crosses from Dpg, p, λq to get the diagram Tpg
ss
0 , λq.
(R.5) Effective part of the gss0 -action on gν : Restrict to the support T
0pgss0 , λq of Tpg
ss
0 , λq.
Example A.1 (D6{P1,4).
0 1 0 0
0
0
 
1 0
. Here, ν “ 3 and gss0 “ A2 ˆ A1 ˆ A1, but
A1 ˆ A1 acts trivially on gν. The effective part is given by the A2-action with the above weight.
The extended Dynkin diagram rDpgq augments Dpgq by a single node corresponding to ´λ and
corresponding bonds. Refer to the node(s) adjacent to ´λ as the contact node(s). Equivalently, if
λ “
ř
i riλi, these are nodes j for which rj ‰ 0. (See Table 5.) Mark these on Dpg, λq with a ˛.
6The duality involution is trivial except in the following cases: Aℓ for ℓ ě 2, Dℓ for ℓ odd, or E6. In these cases,
it is the unique non-trivial automorphism of the Dynkin diagram.
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(R.6) Simple roots orthogonal to λ: All nodes in Dpgq other than those marked with ˛.
(R.7) The subalgebra gpλq Ă g: Remove all ˛ from Dpg, λq to obtain a diagram Dλpg, pq.
(Equivalently, if q Ă g is the parabolic subalgebra corresponding to crossing all ˛, then gpλq
is the semisimple part of q.)
(R.8) The ideal lppλq Ă gpλq: From Dλpg, pq, remove all cross-free connected components to
obtain D0λpg, pq corresponding to an ideal lppλq Ă gpλq. (All other ideals of gpλq lie in g0.)
Let ppλq “ lppλq X p.
Using Lemma 5.8, we obtain the following recipe (see also Example 5.10):
(R.9) Top-slot orthogonal cascade:
(a) Start with Dpg, p, λq, where g is simple, p Ĺ g is parabolic, and λ “ max∆pgq.
‚ Termination condition: T0pgss0 , λq “ H or T
0pgss0 , λq – ¨ ¨ ¨
1 0 0 0
.
Remove all ˛. Remove all connected components without crosses. Result: Dplppλq, ppλqq.
Now iterate using Dplppλq, ppλq, µq for the new Dpg, p, λq, where µ “ max∆plppλqq.
(b) For each diagram of the sequence produced in (a), write the highest root (use Table 5).
Write the corresponding root in the initial g by putting a zero coefficient for all nodes
that carried a ˛ in the previous steps.
By Kostant’s version of the Bott–Borel–Weil theorem [8, 20], the g0-irreps Uµ Ă H
2pg´, gq are
parametrized by the length two elements w P W pp2q of the Hasse diagram W p, which is a distin-
guished subset of the Weyl group W of g. Let σi denote the simple reflections in W , defined by
σipαq “ α ´ xα, α
_
i yαi. Then all w PW
pp2q are of the form w “ pjkq :“ σj ˝ σk, where
(P.1) j P Ip (i.e. a crossed node), and
(P.2) j ‰ k with either k P Ip or k is adjacent to j in the Dynkin diagram of g.
The submodule Uµ Ă H
2pg´, gq has lowest g0-weight µ “ ´w ¨ λ, where ¨ denotes the affine action
of W . By [8, Prop. 3.2.14 (1)], w ¨ 0 “ ´αj ´ σjpαkq. If λ “
ř
i riλi (so ri “ xλ, α
_
i y) then
µ “ ´w ¨ λ “ ´wpλq ´ w ¨ 0 “ ´σjpλ´ rkαkq ` αj ` σjpαkq(A.1)
“ ´λ` prj ` 1qαj ` prk ` 1qpαk ´ ckjαjq,
where ckj “ xαk, α
_
j y are entries of the Cartan matrix.
Using the natural g0-module isomorphism between H
2pg´, gq and kerplq Ă
Ź
2
g˚´ b g, where l
is the Kostant Laplacian, Kostant identified the following lowest g0-weight vector for U´w¨λ:
eαj ^ eσjpαkq b ewp´λq,(A.2)
where eγ denotes a root vector corresponding to the root γ P ∆. Since λ P ∆, then wp´λq P ∆.
Appendix B. Classification of Yamaguchi-nonrigid, torsion-free parabolic
geometries
For any regular, normal parabolic geometry of type pG,P q, the harmonic curvature κH takes
values in H2`pg´, gq. The geometry is Yamaguchi-rigid if H
2
`pg´, gq “ 0. All such geometries are
automatically flat. In the non-rigid case, the geometry is torsion-free if the curvature κ takes values
in the P -submodule
Ź
2
p` b p Ă
Ź
2
p` b g. We will prove the following classification result.
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Theorem B.1. Let G be a complex simple Lie group. All Yamaguchi-nonrigid, torsion-free (regular,
normal) parabolic geometries of type pG,P q are given by:
G Range P w PW p Description of some real forms
Aℓ ℓ ě 2 P1 p12q projective structures
ℓ ě 3 P2 p21q p2, ℓ´ 1q-Segre´ structures
ℓ ě 2 P1,2 p21q torsion-free second order ODE system in pℓ´ 1q-dep. vars
ℓ ě 3 P1,ℓ p1ℓq integrable Legendrian contact structures
Bℓ ℓ ě 2 P1 p12q odd-dimensional conformal structures
B2 ´ P1,2 p12q scalar 3rd order ODE with vanishing Wu¨nschman invariant
B3 ´ P3 p32q p3, 6q-distributions
Cℓ ℓ ě 2 P1 p12q contact projective structure
ℓ ě 3 P2 p21q split quaternionic contact structure
ℓ ě 3 P1,2 p21q contact path geometry
Dℓ ℓ ě 4 P1 p12q even-dimensional conformal structures
G2 ´ P1 p12q p2, 3, 5q-distributions
Let λ be the highest weight of g. From (A.2), if the geometry is torsion-free, then κH takes values
in the direct sum of those U´w¨λ Ă H
2
`pg´, gq, where w PW
pp2q and the grading element Z satisfy
Zpwp´λqq ě 0.(B.1)
The component of κ of lowest homogeneity is harmonic (see [8, Thm. 3.1.12] for a precise statement),
so if (B.1) holds, then the geometry is torsion-free. The following appeared in [25, Lemma 4.3.2].
Lemma B.2. Let g be complex simple. If w PW pp2q, and wp´λq P ∆`, then G{P is one of A2{P1,
A2{P1,2, B2{P1, or B2{P1,2.
Thus, it suffices to study the case Zpwp´λqq “ 0. The rank 2 cases are easily settled by hand:
B2{P2 “ C2{P1 and G2{P1 are the only cases with Zpwp´λqq “ 0. So let ℓ :“ rankpGq ě 3.
Since λ “
ř
a raλa is a dominant integral weight, then ra :“ xλ, α
_
a y P Zě0. (Indeed ra P t0, 1, 2u
always.) Hence, for w “ pjkq PW pp2q,
wpλq “ σjσkpλq “ σjpλ´ rkαkq “ λ´ rjαj ´ rkpαk ´ ckjαjq “ λ´ prj ´ rkckjqαj ´ rkαk.
Since j P Ip, then Zpαjq “ 1, so Zpwp´λqq “ 0 if and only if
Zpλq “ rj ´ rkckj ` rkZpαkq.(B.2)
Since Ip ‰ H, then Zpλq ě |Ip| ě 1, so rj “ rk “ 0 is impossible. Thus, rj ě 1 or rk ě 1. If ra ě 1,
node a will be referred to as a contact node. An important property is:
(P.3) If g is not of type A, there is a unique contact node a and we have Zapλq “ 2. If g is of type
C, then ra “ 2, and otherwise ra “ 1.
Using (P.1), (P.2) (from Appendix A), and (P.3), we extract the implications of (B.2).
(1) rj ě 1 . (j is a contact node)
‚ Type A: Since λ “ λ1 ` λℓ, then we may assume j “ 1, so rj “ 1 and Zjpλq “ 1.
– If rk ě 1, then k “ ℓ ě 3, rk “ 1, ckj “ 0, and k P Ip. Thus, (B.2) implies
Zpλq “ 2. Since λ “ α1 ` ... ` αℓ with j, k P Ip, then G{P “ Aℓ{P1,ℓ.
– Otherwise, if rk “ 0, then (B.2) implies Zpλq “ 1, so G{P “ Aℓ{P1.
‚ Other types: We must have rk “ 0, so (B.2) implies Zpλq “ rj .
– Type C: Since λ “ 2λ1 “ 2α1 ` ... ` 2αℓ´1 ` αℓ, then j “ 1, rj “ 2, and
Zpλq “ Zjpλq “ 2. Thus, G{P “ Cℓ{P1.
– Not type A,C: rj “ 1, so Zpλq “ 1 forces |Ip| “ 1. However, since j is the contact
node, then Zjpλq “ 2, so Zpλq “ rj is impossible.
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(2) rj “ 0 and rk ě 1 . (k is a contact node)
‚ Type A: We may assume k “ 1, so rk “ 1 and (B.2) implies Zpλq “ Zpαkq ´ ckj.
– ckj “ 0: Then Ip Ą tj, ku, so 2 ď Zpλq “ Zpαkq ď 1, a contradiction.
– ckj ‰ 0: 2 “ j P Ip and ckj “ ´1. If k R Ip, then Zpαkq “ 0 and G{P “ Aℓ{P2. If
k P Ip, then Zpαkq “ 1 and G{P “ Aℓ{P1,2.
‚ Type C: k “ 1, rk “ 2, and (B.2) implies Zpλq “ 2Zpα1q ´ 2c1j .
– j ‰ 2: c1j “ 0, so 1 ď Zpλq “ 2Zpα1q implies 1 P Ip and Zpλq “ 2. Since
λ “ 2p
řℓ´1
i“1 αiq ` αℓ, then Ip “ t1u. But j P Ip, so j “ k “ 1, a contradiction.
– j “ 2: c1j “ ´1, so Zpλq “ 2 ` 2Zpα1q. If 1 R Ip, then G{P “ Cℓ{P2. If 1 P Ip,
then G{P “ Cℓ{P1,2.
‚ Not type A,C: By (P.3), rk “ 1 and Zkpλq “ 2, so (B.2) implies Zpλq “ ´ckj ` Zpαkq.
– k P Ip: Since j P Ip, Zjpλq ě 1, so 3 ď Zjpλq ` Zkpλq ď Zpλq “ 1 ´ ckj. Since
ℓ “ rankpGq ě 3, then G must be doubly-laced with ckj “ ´2 and Zpλq “ 3.
˚ Type B: rk “ 1 and ckj “ ´2 implies k “ 2 and j “ ℓ “ 3. But then
Zpλq ě Z2pλq ` Z3pλq ě 4 (since λ “ α1 ` 2α2 ` 2α3), a contradiction.
˚ Type F: rk “ 1 so k “ 1, but then ckj ‰ ´2, a contradiction.
– k R Ip: Here, (B.2) implies Zpλq “ ´ckj with k the unique contact node.
˚ Type B: k “ 2 and λ “ α1` 2p
řℓ
i“2 αiq. If ckj “ ´1, then Zpλq “ Zjpλq “ 1,
so G{P is Bℓ{P1. Otherwise, if ckj “ ´2, then G{P “ B3{P3.
˚ Type D: k “ 2 and λ “ α1 ` 2p
řℓ´2
i“2 αiq ` αℓ´1 ` αℓ, so G{P “ Dℓ{P1.
˚ Type E: Zpλq “ ´ckj “ 1, so G ‰ E8. For E6, k “ 2 and j “ 1, but then
ckj “ 0. For E7, k “ 1 and j “ 7, but then ckj “ 0. Both are contradictions.
˚ Type F: k “ 1, so j “ 2, and 3 “ Z2pλq ď Zpλq “ 1, a contradiction.
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