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The compressed sensing problem for redundant dictionaries aims to use a small number
of linear measurements to represent signals that are sparse with respect to a general
dictionary. Under an appropriate restricted isometry property for a dictionary, reconstruc-
tion methods based on q minimization are known to provide an effective signal recovery
tool in this setting. This note explores conditions under which q minimization is robust to
measurement noise, and stable with respect to perturbations of the sensing matrix A and
the dictionary D . We propose a new condition, the D null space property, which guarantees
that q minimization produces solutions that are robust and stable against perturbations of
A and D . We also show that q minimization is jointly stable with respect to imprecise
knowledge of the measurement matrix A and the dictionary D when A satisﬁes the
restricted isometry property.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Compressed sensing addresses the problem of recovering an unknown signal z0 ∈ Rd from a small number of linear
measurements based on an underlying structure of sparsity or compressibility. A vector z0 ∈ Rd is said to be s-sparse if it
has at most s nonzero entries, and the class of all s-sparse vectors in Rd is denoted by Σds . A primary problem of interest is
to represent signals z0 ∈ Σds using nonadaptive linear measurements y = Az0 ∈ Rm where the number of measurements m
is typically less than the ambient dimension d, i.e., m  d. The m × d matrix A is referred to as a measurement matrix or
sensing matrix.
Suppose z0 ∈ Rd is unknown and that one is given the noisy measurements y = Az0 + e ∈ Rm with noise level ‖e‖2   .
If z0 is approximately sparse then q minimization is known to provide a method for recovering z0 from y in a robust and
stable way as described below. For ﬁxed 0 < q  1, the following minimization problem reconstructs an approximation z˜
to z0 from the measurements y:
z˜ = argmin‖z‖qq subject to ‖Az − y‖2  . (1.1)
If A is appropriately chosen and z0 is approximately sparse then minimizers z˜ are known to be good approximations to z.
Moreover under certain conditions on A, the program (1.1) is known to be stable with respect to noise in the measurement
vector [1–7].
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that
∀x ∈ Σds , (1− δ)‖x‖22  ‖Ax‖22  (1+ δ)‖x‖22. (1.2)
The smallest constant δ > 0 that satisﬁes (1.2) is denoted by δs = δs(A) and is known as the restricted isometry constant
(RIC). It has been shown in [1,2,4,8–10] that if A satisﬁes RIP then (1.1) provides robust and stable recovery in the following
sense: for every   0 and every z0 ∈ Rd , the reconstructed signal z˜ satisﬁes
‖˜z − z0‖2  C1 + C2σs(z0)q, (1.3)
where σs(z0)q =minz∈Σds ‖z− z0‖q is the best s-term q approximation error for z0. Here stability refers to the ﬁrst term on
the right-hand side of the inequality while robustness refers to the second term. The constants C1, C2 may depend on the
sparsity s and the measurement matrix A. In particular, (1.3) shows that if x ∈ Σds is s-sparse and there is no noise  = 0
then (1.1) is able to exactly recover z0 from y.
The bound (1.3) addresses stability of the q problem (1.1) when additive measurement noise is present and when z0 is
only approximately sparse. Other works, such as [11,12], provide an extension of this to deal with imprecise knowledge of
the measurement matrix A by considering a perturbed sensing matrix of the form of A = B + E . It was shown in [11] that
if A satisﬁes a certain restricted isometry property, then taking q = 1 and letting  be a combined error to account for both
measurements noise e and matrix perturbation E allows (1.1) to stably recover approximately sparse signals:
‖˜z − z0‖2  C1 + C2σs(z0)1. (1.4)
A recent direction of interest in compressed sensing concerns problems where signals are sparse in an overcomplete
dictionary D instead of a basis (e.g., the canonical basis associated to Σds ), see [13–15]. This is motivated by the widespread
use of overcomplete dictionaries in signal processing and data analysis. In this setting the signal z0 ∈ Rd can be represented
as z0 = Dx0, where x0 ∈ Σns and D is a d × n matrix with n d. The columns of D may be thought of as an overcomplete
frame or dictionary for Rd . The work in [13] shows that a modiﬁed q minimization approach can be used for sparse
signal recovery in the setting of redundant dictionaries. If z0 ∈ Rd is unknown and one is given the noisy measurements
y = Az0 + e ∈ Rm with noise level ‖e‖2   , one reconstructs z˜ ∈ Rd by
z˜ = argmin∥∥D∗z∥∥1 subject to ‖Az − y‖2  , (1.5)
where D∗ is the transpose of D . Error bounds for (1.5) are proven in [13] when D is a tight frame and it is shown that the
reconstruction is robust and stable with respect to the measurement noise and non-sparsity of D∗z0.
The null space property [2,3,16,17] is another well-known condition on measurement matrices. Speciﬁcally, a matrix A
satisﬁes the q null space property (NSPq) of order s if
∀v ∈ ker A\{0}, ∀ |T | s, ‖vT ‖qq < ‖vT c‖qq, (1.6)
where vT ∈ Rd denotes the vector whose entries are the same as v ∈ Rd on the index set T and equal to zero on the
complementary index set T c .
The importance of the null space property is that it is the necessary and suﬃcient condition under which q recovery
is exact for s-sparse signals, e.g., see [2]. Speciﬁcally, for a ﬁxed 0 < q  1, suppose that A is an m × d matrix, z0 ∈ Σds and
y = Az0. Then z0 is exactly recovered from y by
z˜ = argmin‖z‖qq subject to Az = y (1.7)
if and only if A satisﬁes NSPq .
It is also shown in [2] that the null space property can stably recover approximately sparse signals when there is
no measurement noise. A stronger condition called the sparse approximation property recently introduced by Sun [3] also
provides stable and robust recovery. This sparse approximation property is weaker than RIP and stronger than NSPq .
We shall restrict this work to the setting of real valued signals z ∈ Rd . For perspective, it is known that compressed
sensing results such as (1.3) are also valid for complex valued signals z ∈ Cd , e.g., [18].
1.1. Overview and main results
This note will focus on q recovery of signals that are sparse with respect to a general dictionary D . Our main goal
is to investigate conditions under which the q version, 0 < q  1, of problem (1.5) is robust and stable when there is
measurement noise and imprecise knowledge of both the measurement matrix A and the dictionary D .
Properties of the measurement matrix A play an important role in our stability analysis. Our ﬁrst result, Theorem 3.1,
provides analysis under the null space property. As far as we know, there are no results on the robustness when measure-
ment noise is present under the null space property assumption. Our second result, Theorem 3.4, requires that A satisﬁes a
restricted isometry property as in [13]. Both of these q stability results are valid for the full range of parameters 0< q 1.
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sical case of sparsity with respect to a basis, see [11]. We provide an extension of this to the case of sparsity with respect
to a redundant dictionary, see Theorem 3.4 when A satisﬁes D-RIP, and Theorem 3.1 when A satisﬁes a null space property
only. We also investigate a second, not previously considered, type of stability to address imprecision in the dictionary D .
Our performance analysis for the q recovery method (1.5) will typically require that D is chosen to satisfy a design condi-
tion such as D-NSPq in (2.2). However, in practice it may only be possible to use a perturbed version of D for which there
are no a priori guarantees that the desired design condition holds. For example, D may be viewed as a real reconstruction
device which in practice will differ from its exact speciﬁcations. We prove that q minimization is stable with respect to
imprecisions in the dictionary D , see Theorems 3.1 and 3.4.
The main contribution of this note may thus be summarized as follows:
It is shown that q recovery is robust to measurement noise and jointly stable with respect to compressible signals and imprecisions
in the dictionary D and the measurement matrix A when A satisﬁes either the null space property or an appropriate restricted
isometry property.
The precise statements of our main results are given in Theorems 3.1 and 3.4. The remainder of the paper is organized as
follows. In Section 2 we present background on the restricted isometry property and the null space property. In Section 3
we state our main stability results. Proofs of the main theorems are given in Section 4.
2. Background
2.1. The restricted isometry property
The classical restricted isometry property was modiﬁed for the setting of sparsity in a dictionary in [13]. Let D be a
given d × n matrix. The m × d matrix A satisﬁes the restricted isometry property with respect to D (D-RIP) of order s if there
exists a constant δ > 0 such that
∀x ∈ Σns , (1− δ)‖Dx‖22  ‖ADx‖22  (1+ δ)‖Dx‖22. (2.1)
The smallest value of δ > 0 for which (2.1) holds is denoted by δs .
Similar to the standard restricted isometry property, random matrices provide examples that satisfy D-RIP, see [13].
2.2. The null space property
If M is an n × d matrix then MT is the n × d matrix that satisﬁes MT v = (Mv)T for all v ∈ Rd , i.e., MT is obtained by
replacing the rows of M corresponding to T c by zero rows.
We introduce the following modiﬁed null space property to address sparsity with respect to redundant dictionaries. Let
D be a given d × n dictionary matrix. The matrix A satisﬁes the q null space property of order s relative to D (D-NSPq) if
∀z ∈ ker A\{0}, ∀|T | s, ∥∥D∗T z∥∥qq < ∥∥D∗T c z∥∥qq. (2.2)
Here D∗T = (D∗)T . A simple compactness argument, e.g., see [2], shows that D-NSPq is equivalent to the existence of a
constant c, 0< c < 1, such that
∀z ∈ ker A, ∀|T | s, ∥∥D∗T z∥∥qq  c∥∥D∗T c z∥∥qq. (2.3)
The smallest value of the constant c in (2.3) is referred to as the null space constant (NSC).
3. Main theorems
In this section we describe our main stability theorems for q recovery of signals that are sparse in a dictionary. We
initially assume the following set-up:
• D is a d × n dictionary matrix for Rd (thus n d),
• B is an m × d measurement matrix for Rd ,
• D∗z0 is approximately s-sparse.
The assumption that D∗z0 is approximately sparse is justiﬁed in applications since practical signal classes often have sparse
frame coeﬃcients, for example, with respect to wavelets, curvelets, edgelets, shearlets, [19–21].
At this point, one is given the noisy measurements y = Bz0+e ∈ Rm with noise level ‖e‖2  , and one wishes to recover
z0 from y. We assume that one only has approximate knowledge of B , for example, due to a nonideal measurement device
or because of computational limitations. We also assume perturbations of the dictionary D . For example, the intended
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quantization errors, could result in the use of a perturbed D˜ as in the q minimization in (3.1) below. So, we further
assume that:
• D˜ is a d × n dictionary (perturbation of the intended dictionary D),
• A is an m × d full rank measurement matrix (our knowledge of the true matrix B).
The full rank condition is justiﬁed when redundant measurements are excluded. For ﬁxed 0 < q  1, the following q
minimization problem reconstructs the approximation z˜ to z0 based on the noisy measurements y and the perturbations D˜
and A of D and B , respectively
z˜ = argmin∥∥D˜∗z∥∥qq subject to ‖Az − y‖2  . (3.1)
The matrix A will satisfy hypotheses such as D-NSPq or D-RIP, but the perturbed matrix D˜ used in (3.1) introduces uncer-
tainty and distortion into these hypotheses.
Our ﬁrst theorem, Theorem 3.1, provides stability analysis under the assumption of the null space property. For this
result, we assume that the dictionary D satisﬁes the frame inequality
∀z ∈ Rd, α‖z‖2 
∥∥D∗z∥∥2  β‖z‖2,
with frame constants β  α > 0. If M is an n × d matrix then ‖M‖op denotes the operator norm of M as a mapping from
(Rd,‖ · ‖2) to (Rn,‖ · ‖2).
Theorem 3.1. Suppose that D is a d × n dictionary with frame constants β  α > 0 and suppose that the m × d matrix A satisﬁes
D-NSPq with null space constant c. Moreover, suppose that the d × n matrix D˜ satisﬁes ‖D∗ − D˜∗‖op  5α21/qn1/q−1/2 ( 1−c10 )1/q and that
B is an m × d measurement matrix.
If z0 ∈ Rd and y ∈ Rm satisfy ‖y − Bz0‖2   then any solution z˜ to (3.1) satisﬁes
‖˜z − z0‖2  2β
5νA
C1n
1/q−1/2 + 21/qC1σs
(
D∗z0
)
q + 21/qC1n1/q−1/2
∥∥D∗ − D˜∗∥∥op‖z0‖2
+ C1
νA
n1/q−1/2
(
β
(
1+ 21/q)+ 21/q∥∥D∗ − D˜∗∥∥op)‖A − B‖op‖z0‖2. (3.2)
Here νA is the smallest positive singular value of A. The constant C1 is quantiﬁed in (4.8) and (4.13).
When D is the canonical basis, D-NSPq becomes the standard NSPq and as mentioned in the introduction, NSPq charac-
terizes the exact recovery of any sparse signal from its noiseless observation y and sensing matrix A via q minimization [2].
Thus we get the following corollary.
Corollary 3.2. Let D be the canonical basis for Rd given by the d × d identity matrix D = I . A has NSPq of order s is a necessary
and suﬃcient condition to robustly and stably recover any approximately sparse signal with respect to perturbations on the mea-
surement vector and the sensing matrix using program (1.1), i.e. given any vector z0 in Rd and the measurement vector y such that
‖Az0 − y‖2   , we have
‖˜z − z0‖q  C2 + C3σs(z0)q + C4‖A − B‖op,
where z˜ is any minimizer of (1.1).
Remark 3.3. It is known that NSPq is a necessary condition on A for exact recovery for s-sparse signals using q minimiza-
tion. Surprisingly, as stated in the above corollary, this necessary condition is also suﬃcient for robustness and stability via
q minimization. Speciﬁcally, the q minimization (1.1) recovers the s-sparse signal in the ideal case (i.e.,  = 0) if and only
if q minimization is also stable and robust (i.e., ‖˜z− z0‖2  C1 + C2σs(z0)q). Notice that the last equivalence is interesting
since there is no mention of the NSPq property.
For direct comparison with [13], the next result assumes that the dictionary D satisﬁes the Parseval frame condition
DD∗ = I , but as noted in [13] there are extensions to general frames.
Theorem 3.4. Suppose that D is a d× n Parseval frame matrix and that the d× n matrix D˜ satisﬁes ‖D∗ − D˜∗‖op  1√2K2 (
n
s )
1/2−1/q
for some constant K2 . Suppose that A and B are m× d matrices and that A satisﬁes D-RIP with δ7s < 6−3(2/3)2/q−22/q−2 .6−(2/3)
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‖˜z − z0‖2  C5 + C6s1/2−1/qσs
(
D∗z0
)
q + C7
(
n
s
)1/q−1/2∥∥D∗ − D˜∗∥∥op‖z0‖2
+
(
n
s
)1/q−1/2 1
νA
(
C8 + C9
∥∥D∗ − D˜∗∥∥op)‖A − B‖op‖z0‖2. (3.3)
Here νA is the smallest positive singular value of A. Quantitative bounds on the constants C5 , C6 , C7 , C8 , C9 and K2 are contained in
the proof, see (4.30), (4.31), (4.32).
It is possible to formulate Theorems 3.1 and 3.4 using different choices of norms. Except for the term σs(D∗z0)q , the
bounds in (3.2) and (3.3) are stated using the 2 norm and the associated operator norm and hence incur the discouraging
constants n1/q−1/2. Note that if we use σs(D∗z0)2 instead of the standard σs(D∗z0)q , we would also incur the constant
n1/q−1/2 in front of this term as well. Furthermore, n1/q−1/2 is multiplied by the factor 1/νA in the 4th term on the
right-hand side of (3.2) and (3.3) which is essentially (md )
1/2. Indeed in the case where A is an m × d Gaussian random
matrix with i.i.d. N (0,1/m) entries, it is known that this choice of A satisﬁes D-RIP with high probability, see [13], when
m s log(d/s). Moreover, the smallest singular value νA satisﬁes νA  ( dm )1/2 with high probability greater than 1− 2e−d/8,
e.g., see Corollary 35 in [22].
Remark 3.5. We conclude this section with the following remarks:
(i) In the noise free case  = 0, if A and D are exactly known (unperturbed), and D∗z0 is exactly s-sparse, then z˜ exactly
reconstructs z0, i.e., z˜ = z0.
(ii) With no perturbations on the sensing matrix or the dictionary, and q = 1, we obtain the case studied in [13] and gain
the same result. Furthermore, if D is the canonical basis, we obtain the now classical result (1.3).
(iii) When D = I is the canonical basis and there are no perturbations of D = I , we obtain a result related to the one in [11].
(iv) If D = I , our proofs can be used to show that the set of sensing matrices satisfying the NSPq is open in the operator
norm topology [23]. Thus, if A satisﬁes NSPq , then B satisﬁes NSPq as well if ‖A − B‖op is small. However, if A satisﬁes
D-NSPq , we do not know if A satisﬁes D˜-NSPq even if ‖D˜ − D‖op is small.
4. Proofs of the main theorems
Both proofs involve some properties of the q quasinorm which must be recalled. Namely, for any vectors u ∈ RN
‖u‖p  ‖u‖q  N1/q−1/p‖u‖p, 0< q p ∞. (4.1)
The following lemma plays an important role in our proofs. The lemma follows from standard properties of the singular
value decomposition.
Lemma 4.1. Suppose A is an m × d matrix where m  d, then any vector h ∈ Rd can be decomposed as h = a + η with a ∈ ker A,
η ⊥ ker A, and ‖η‖ 1νA ‖Ah‖, where νA is the smallest positive singular value of A.
Proof of Theorem 3.1. Set h = z˜− z0. There are two main inequalities. One obtained from the null space property. The other
from the q minimization which is essentially the reverse of the null space property. Combining these two, we obtain an
upper bound on ‖D∗h‖2 in terms of the perturbations, and thus an upper bound for ‖h‖2 since D is a frame.
Step 1: Approximate D-NSPq for h. Note that h is expected to be almost in the null space of A. Thus we will decompose h
as h = a + η where a ∈ ker A and η small since, by Lemma 4.1, ‖η‖2  1νA ‖Ah‖2.
Since a ∈ ker A and A has D-NSPq , let T be any index set such that |T | s,∥∥D∗T h∥∥qq  ∥∥D∗T a∥∥qq + ∥∥D∗Tη∥∥qq  c∥∥D∗T ca∥∥qq + ∥∥D∗Tη∥∥qq  c∥∥D∗T ch∥∥qq + ∥∥D∗η∥∥qq.
Thus, we get the approximate D-NSPq for h∥∥D∗T h∥∥qq  c∥∥D∗T ch∥∥qq + ∥∥D∗η∥∥qq. (4.2)
Step 2: An approximate reversed inequality for h from q minimization. Since A is a perturbation of B , ‖y − Az0‖2 is not
necessarily less than  , i.e., z0 is not necessarily feasible for program (3.1). However, we can ﬁnd a vector z0 + w that is
very close to z0 and is feasible. Speciﬁcally, since A is full rank by assumption, there exists w such that Aw = (B − A)z0.
Thus ‖A(z0 + w)− y‖2 = ‖Bz0 − y‖2   , and z0 + w is feasible in Program (3.1). Moreover, w is small since, by Lemma 4.1,
we can pick w such that
A. Aldroubi et al. / Appl. Comput. Harmon. Anal. 33 (2012) 282–291 287‖w‖2  1
νA
‖Aw‖2 = 1
νA
∥∥(B − A)z0∥∥2. (4.3)
Since z˜ minimizes (3.1) we have∥∥D˜∗ z˜∥∥qq  ∥∥D˜∗(z0 + w)∥∥qq = ∥∥D˜∗T z0 + D˜∗T w∥∥qq + ∥∥D˜∗T c z0 + D˜∗T c w∥∥qq.
Moreover∥∥D˜∗ z˜∥∥qq = ∥∥D˜∗(h + z0)∥∥qq = ∥∥D˜∗T h + D˜∗T z0∥∥qq + ∥∥D˜∗T ch + D˜∗T c z0∥∥qq

∥∥D˜∗T z0 + D˜∗T w∥∥qq − ∥∥D˜∗T h − D˜∗T w∥∥qq + ∥∥D˜∗T ch∥∥qq − ∥∥D˜∗T c z0∥∥qq.
Combining the above two inequalities we get∥∥D˜∗T ch∥∥qq  ∥∥D˜∗T h∥∥qq + 2∥∥D˜∗T c z0∥∥qq + ∥∥D˜∗w∥∥qq. (4.4)
Using the triangle inequality and (4.4) we obtain the desired inequality:∥∥D∗T ch∥∥qq  ∥∥D∗T h∥∥qq + ∥∥D∗h − D˜∗h∥∥qq + 2∥∥D˜∗T c z0∥∥qq + ∥∥D˜∗w∥∥qq. (4.5)
Step 3: Estimation of ‖D∗h‖q . Our ultimate goal is to estimate ‖h‖2. However, this can be done by ﬁrst estimating ‖D∗h‖q
and thereby ‖D∗h‖2 and hence ‖h‖2 since D is a frame, by assumption. We do this, by combining the two inequalities in
Steps 1 and 2, we get∥∥D∗T h∥∥qq  c1− c ∥∥D∗h − D˜∗h∥∥qq + 2c1− c ∥∥D˜∗T c z0∥∥qq + c1− c ∥∥D˜∗w∥∥qq + 11− c ∥∥D∗η∥∥qq. (4.6)
By (4.5) and (4.6) we obtain∥∥D∗h∥∥qq = ∥∥D∗T h∥∥qq + ∥∥D∗T ch∥∥qq  2∥∥D∗T h∥∥qq + ∥∥D∗h − D˜∗h∥∥qq + 2∥∥D˜∗T c z0∥∥qq + ∥∥D˜∗w∥∥qq
 1+ c
1− c
∥∥D∗h − D˜∗h∥∥qq + 2+ 2c1− c ∥∥D˜∗T c z0∥∥qq + 21− c ∥∥D∗η∥∥qq + 1+ c1− c ∥∥D˜∗w∥∥qq. (4.7)
Step 4: Estimation of ‖h‖2. Rewriting the term D˜∗T c z0 in (4.7) and using the fact that D is a frame and the inequality (4.1)
we get
‖h‖2  1
α
∥∥D∗h∥∥2  1α ∥∥D∗h∥∥q  Cn1/q−1/2∥∥D∗ − D˜∗∥∥op‖h‖2 + C∥∥D∗η∥∥q
+ 21/qC[∥∥D˜∗z0 − D∗z0∥∥q + ∥∥D∗T c z0∥∥q]+ C∥∥D˜∗w∥∥q,
where
C = 1
5α
(
10
1− c
)1/q
. (4.8)
This leads to the estimation of ‖h‖2 in terms of the perturbations
(1− ρ)‖h‖2  C
∥∥D∗η∥∥q + 21/qC[∥∥D˜∗z0 − D∗z0∥∥q + ∥∥D∗T c z0∥∥q]+ C∥∥D˜∗w∥∥q, (4.9)
where ρ := 21/qCn1/q−1/2‖D∗ − D˜∗‖op .
Step 5: Estimation of the perturbations. (1) Estimation of ‖D∗η‖q. Using the fact that ‖η‖2  1νA ‖Ah‖2, and
‖Ah‖2 = ‖Az˜ − Az0‖2  ‖Az˜ − y‖2 + ‖y − Bz0‖2 + ‖Bz0 − Az0‖2  2 +
∥∥(A − B)z0∥∥2,
we get∥∥D∗η∥∥q  n1/q−1/2∥∥D∗η∥∥2  n1/q−1/2β‖η‖2  n1/q−1/2 βνA (2 + ∥∥(A − B)z0∥∥2). (4.10)
(2) Estimation of ‖D˜∗w‖q. Using the upper frame bound β of D we get∥∥D˜∗w∥∥qq  ∥∥D˜∗w − D∗w∥∥qq + ∥∥D∗w∥∥qq  (n1/q−1/2∥∥D˜∗w − D∗w∥∥2)q + (n1/q−1/2∥∥D∗w∥∥2)q
 n1−q/2‖w‖q(∥∥D˜∗ − D∗∥∥q + βq),2 op
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Step 6: Final estimate of ‖h‖2. Substitute (4.10) and (4.11) into (4.9) and letting T be the index set corresponding to the s
largest magnitude entries of D∗z0, we get
‖h‖2  2β
5νA
C1n
1/q−1/2 + 21/qC1σs
(
D∗z0
)
q + 21/qC1n1/q−1/2
∥∥D∗ − D˜∗∥∥op‖z0‖2
+ C1
νA
n1/q−1/2
(
β
(
1+ 21/q)+ 21/q∥∥D˜∗ − D∗∥∥op)‖A − B‖op‖z0‖2, (4.12)
where
C1 = C
1− 21/qCn1/q−1/2‖D∗ − D˜∗‖op
(4.13)
is positive if ‖D∗ − D˜∗‖op < 2−1/qC−1n1/2−1/q . 
Proof of Theorem 3.4. This proof is inspired by and follows closely the proof of Theorem 1.4 in [13]. Set h = z˜ − z0.
Step 1: Consequence of the q minimization. As in Step 2 of the proof of Theorem 3.1, let T be any index set such that
|T | s, we get∥∥D˜∗T ch∥∥qq  ∥∥D˜∗T h∥∥qq + 2∥∥D˜∗T c z0∥∥qq + ∥∥D˜∗w∥∥qq, (4.14)
where as before Aw = (B − A)z0, z0 + w is feasible and
‖w‖2  1
νA
‖Aw‖2 = 1
νA
∥∥(B − A)z0∥∥2. (4.15)
As typically done in compressed sensing proofs using RIP, we divide the coordinates T c into sets of size M (to be
chosen later) in order of decreasing magnitude of D˜∗T ch. Call these sets T1, T2, . . . , Tr and for simplicity set T01 = T ∪ T1. By
construction:∥∥D˜∗T j+1h∥∥∞  ∥∥D˜∗T jh∥∥1/M  M1−1/q∥∥D˜∗T j h∥∥q/M, j  1
which yields∥∥D˜∗T j+1h∥∥22  M1−2/q∥∥D˜∗T jh∥∥2q . (4.16)
Using the triangle inequality, (4.1), (4.14) and (4.16), we have∑
j2
∥∥D∗T j h∥∥q2 ∑
j2
(∥∥D∗T jh − D˜∗T jh∥∥2 + M1/2−1/q‖D˜∗T j−1h‖q)q

∑
j2
∥∥D∗T jh − D˜∗T jh∥∥q2 +∑
j1
Mq/2−1
∥∥D˜∗T jh∥∥qq
 r1−q/2
(∑
j2
∥∥D∗T j h − D˜∗T j h∥∥22)q/2 +∑
j1
Mq/2−1
∥∥D˜∗T jh∥∥qq
= r1−q/2∥∥D∗T c01h − D˜∗T c01h∥∥q2 + Mq/2−1∥∥D˜∗T ch∥∥qq
 r1−q/2
∥∥D∗T c01h − D˜∗T c01h∥∥q2 + Mq/2−1(∥∥D˜∗T h∥∥qq + 2∥∥D˜∗T c z0∥∥qq + ∥∥D˜∗w∥∥qq).
Taking the qth root of the previous inequality, writing D˜∗T h = D˜∗T h− D∗T h+ D∗T h, and using the triangle inequality we get∑
j2
∥∥D∗T j h∥∥2  (∑
j2
∥∥D∗T jh∥∥q2)1/q = ρ(∥∥D∗T h∥∥2 + η), (4.17)
where
ρ = 41/q−1(s/M)1/q−1/2 (4.18)
A. Aldroubi et al. / Appl. Comput. Harmon. Anal. 33 (2012) 282–291 289and
η =
(
n
s
)1/q−1/2∥∥D∗T c01h − D˜∗T c01h∥∥2 + ∥∥D˜∗T h − D∗T h∥∥2 + s1/2−1/q(21/q∥∥D˜∗T c z0∥∥q + ∥∥D˜∗w∥∥q). (4.19)
The term η can be made small by controlling ‖D∗ − D˜∗‖op , and w (through ‖A − B‖op) since the remaining term
‖D˜∗T c z0‖q is small by assumption.
Step 2: The use of D-RIP. The inequality (4.17) is exactly the same as the one in Lemma 2.2 of [13] except that the expres-
sions for ρ and η are different since these expressions now contain terms that are due to perturbations of D and B . Thus,
using Lemmas 2.4, 2.5 and 2.6 of [13], and the use of D-RIP combined with (4.17) will give the following two inequalities√
1− δs+M
∥∥DD∗T01h∥∥2  ρ√1+ δM(‖h‖2 + η)+ 2 + ∥∥(A − B)z0∥∥2, (4.20)√
1− c1
2
− ρ2 − ρ2c2‖h‖2  1√
2c1
∥∥DD∗T01h∥∥2 + ρη
√
1+ 1
c2
, (4.21)
where we have used ‖Ah‖2  2 + ‖(A − B)z0‖2, instead of ‖Ah‖2  2 in Lemma 2.3 of [13].
Combining (4.20) and (4.21) to eliminate ‖DD∗T01h‖ yields
‖h‖2  K1
(
2 + ∥∥(A − B)z0∥∥2)+ K2η, (4.22)
where
K1 =
√
1− δs+M√
2c1(1− δs+M)(1− c12 − ρ2 − ρ2c2) − ρ
√
1+ δM
, (4.23)
K2 = ρ
√
1+ δM + ρ
√
2c1(1− δs+M)(1+ 1/c2)√
2c1(1− δs+M)(1− c12 − ρ2 − ρ2c2) − ρ
√
1+ δM
, (4.24)
and the particular choice of the free parameters c1, c2,M making the expressions for K1 and K2 valid and positive will be
chosen at the end of the proof.
Step 3: ‖h‖2 is small if ‖D∗ − D˜∗‖op is small. Inequality (4.22) is not the desired estimate of ‖h‖2 yet since h is still included
in the term η. Therefore we need to estimate η. Obviously (ns )
1/q−1/2  1, so
η
√
2
(
n
s
)1/q−1/2∥∥D∗h − D˜∗h∥∥2 + s1/2−1/q(21/q∥∥D˜∗T c z0∥∥q + ∥∥D˜∗w∥∥q)

√
2
(
n
s
)1/q−1/2∥∥D∗ − D˜∗∥∥op‖h‖2 + s1/2−1/q(21/q∥∥D˜∗T c z0∥∥q + ∥∥D˜∗w∥∥q). (4.25)
Substituting (4.25) into (4.22) and combining ‖h‖2 terms gives
(1− l)‖h‖2  K1
(
2 + ∥∥(A − B)z0∥∥2)+ K2s1/2−1/q(21/q∥∥D˜∗T c z0∥∥q + ∥∥D˜∗w∥∥q), (4.26)
where
l = √2
(
n
s
)1/q−1/2
K2
∥∥D∗ − D˜∗∥∥op . (4.27)
Therefore (4.26) gives an upper bound of ‖h‖2 if ‖D∗ − D˜∗‖op is small enough such that l < 1.
Step 4: Estimation of perturbations. The estimation of ‖D˜∗w‖q is the same as (4.11) in Step 5 of the proof of Theorem 3.1,
except here β = 1:∥∥D˜∗w∥∥q  (2n)1/q−1/2νA (∥∥D˜∗ − D∗∥∥op + 1)∥∥(B − A)z0∥∥2. (4.28)
For ‖D˜∗T c z0‖q we have∥∥D˜∗ c z0∥∥q  ∥∥D˜∗ c z0 − D∗ c z0∥∥q + ∥∥D∗ c z0∥∥q  n1−q/2∥∥D˜∗ − D∗∥∥q ‖z0‖q + ∥∥D∗ c z0∥∥q.T q T T q T q op 2 T q
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Step 5: Final estimate of ‖h‖2. Substituting (4.28) and (4.29) into (4.26) and letting T be the index set corresponding to
the s largest magnitude entries of D∗z0 yields
‖z˜ − z0‖2  2K1
1− l  +
K2
1− l (s/4)
1/2−1/q∥∥D∗T c z0∥∥q
+
(
K1
1− l +
K2
νA(1− l)
(
2n
s
)1/q−1/2(
1+ ∥∥D∗ − D˜∗∥∥op))‖B − A‖op‖z0‖2
+
√
2K2
1− l
(
4n
s
)1/q−1/2∥∥D∗ − D˜∗∥∥op‖z0‖2. (4.30)
Step 6: The choice of the parameters for K1 and K2 in Step 2. It only remains to choose the parameters c1, c2 and M so that
K1 and K2 are positive. The same as in [13], we choose c1 = 1, M = 6s and take c2 arbitrarily small so that the denominator
of K1 and K2 is positive if
δ7s < a(q) := 6− 3(2/3)
2/q−2
6− (2/3)2/q−2 .
In this case,
K1 =
√
1− δ7s√
2(1− δ7s)( 12 − 38 ( 23 )2/q(1+ c2)) −
√
6
4 (
2
3 )
1/q
√
1+ δ7s
, (4.31)
K2 =
√
6
4 (
2
3 )
1/q[√1+ δ7s + √2(1− δ7s)(1+ 1/c2) ]√
2(1− δ7s)( 12 − 38 ( 23 )2/q(1+ c2)) −
√
6
4 (
2
3 )
1/q
√
1+ δ7s
(4.32)
(choose c2 so that K1, K2 are positive).
a(1) = 0.6 which coincides the result in [13]. Notice a(q) tends to be 1 as q → 0. For example, a(q) = 0.84 when
q = 1/2. 
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