complex models for predicting future information. Being generally unreliable, such prediction models consume time and resources, since a large amount of data must be gathered.
is an efficient learning procedure for constructing sparse regression models. If data are highly noisy, however, the parsimonious principle alone may not be entirely immune to over fitting, and small models constructed may still fit into noise. A useful technique for overcoming over fitting is regularization [6] - [8] . From the powerful Bayesian learning viewpoint, a regularization parameter is equivalent to the ratio of the related hyperparameter to the noise parameter and an effective Bayesian learning method is an evidence procedure which iteratively optimizes model parameters and associated hyperparameters [9] . Adopting this Bayesian learning method to regression models, the locally regularized orthogonal least squares (LROLS) algorithm [10] [11] [12] has recently been proposed, which introduces an individual regularizer for each weight. This LROLS algorithm provides an efficient procedure for constructing sparse models from noisy data that generalize well.
Optimal experimental designs [13] have been used to construct smooth model response surfaces based on the setting of the experimental variables under well controlled experimental conditions. In optimal design, model adequacy is evaluated by design criteria that are statistical measures of goodness of experimental designs by virtue of design efficiency and experimental effort. For kernel regression models, quantitatively, model adequacy is measured as function of the eigenvalues of the design matrix, as it is known that the eigenvalues of the design matrix are linked to the covariance matrix of the least squares parameter estimate. There are a variety of optimal design criteria based on different aspects of experimental design [13] . The D-optimality criterion is most effective in optimizing the parameter efficiency and model robustness via the maximization of the determinant of the design matrix. The traditional nonlinear model structure determination based on optimal experimental designs is however inherent inefficient and computationally prohibitive, incurring the curse of dimensionality. In [14] and [15] , this computational difficulty is overcome and an efficient model construction algorithm has been proposed based on the OLS algorithm coupled with the D-optimality experimental design.
This note shows that further advantages can be gained by combining the LROLS algorithm with the D-optimality experimental design. Computational efficiency of the resulting algorithm as usual is ensured by the orthogonal forward selection procedure. The local regularization enforces model sparsity and avoids over-fitting in model parameters while the D-optimality design also optimizes model efficiency and parameter robustness. The coupling effects of these two approaches in the combined algorithm further enhance each other. Moreover, the model construction process becomes fully automatic, and there is only one user specified quantity which has no critical influence on the model selection procedure. Some illustrative examples are included to demonstrate the efficiency of this approach.
II. KERNEL REGRESSION MODEL
Consider the general discrete-time nonlinear system represented by the nonlinear model [1] y(k) = f (y(k 0 1); . . . ; y(k 0 n y ); u(k 0 1); . . . ; u(k 0 nu )) + e(k)
where u(k) and y(k) are the system input and output variables, respectively, n u and n y are positive integers representing the lags in u(k) and y(k), respectively, e(k) is the system white noise, x(k) = [y(k01); . . . ; y(k 0n y )u(k01); . . . ; u(k 0n u )] T denotes the system "input" vector, and f () is the unknown system mapping. . . .
the regression model (2) can be written in the matrix form
Let an orthogonal decomposition of the matrix 8 be 8 = WA 
with columns satisfying w T i wj = 0, if i 6 = j. The regression model (4) can alternatively be expressed as
where the orthogonal weight vector g = [g 1 ; . . . ; g n ]
T satisfy the triangular system A = g.
III. LOCALLY REGULARIZED OLS ALGORITHM WITH D-OPTIMALITY DESIGN
Before describing this combined model construction algorithm, we briefly discuss its two components.
A. The Locally Regularized OLS Algorithm
The LROLS algorithm [10] [11] [12] (13) where H = diagfh 1 ; . . . ; h n g. It is easily seen that the criterion (9) is equivalent to the criterion (13) with the relationship
It can readily be shown [12] that with g set to its optimal values, i.e., dJ R =dg = 0, the criterion (9) can be expressed as (also see Appendix A) T y: (16) As in the case of the OLS algorithm [4] , the regularized error reduction ratio due to wi is defined by 
Based on this ratio, significant regressors can be selected in a forward regression procedure, and the selection process is terminated at the n s th stage when
is satisfied, where 0 < < 1 is a chosen tolerance. This produces a sparse model containing n s (n M ) significant regressors.
The hyperparameters specify the prior distributions of g. Since initially we do not know the optimal value of g, i should be initialized to the same small value, and this corresponds to choose a same flat distribution for each prior of g i in (12) . The beauty of Bayesian learning is "let data speak"-it learns not only the model parameters g, but also the related hyperparameters h. This can be done for example by iteratively optimizing g and h using an evidence procedure [9] , [16] 
Usually, a few iterations (typically 10 to 20) are sufficient to find an optimal .
It is worth emphasizing that, for the LROLS algorithm, the choice of is less critical than the original OLS algorithm. This is because multiple regularizers enforce sparsity. If, for example, is chosen too small, those unnecessarily added terms will have a very large l associated with each of them, effectively forcing their weights to zero [10] [11] [12] .
Nevertheless, an appropriate value for is desired. Alternatively, the Akaike information criterion (AIC) [17] , [18] can be adopted to terminate the subset model selection process. The AIC can be viewed as a model structure regularization by conditioning the model size using a penalty term to penalize large sized models. However, the use of AIC or other information based criteria in forward regression only affects the stopping point of the model selection, but does not penalizes the regressor that may cause poor model performance (e.g., too large variance of parameter estimate or ill posedness of the regression matrix), if it is selected. Or simply the penalty term in AIC does not determine which regressor should be selected. Optimal experimental design criteria offer better solutions as they are directly linked to model efficiency and parameter robustness.
B. D-Optimality Experimental Design
In experimental design, the matrix 8 T 8 is called the design matrix.
The least-square estimate of is given by = 8 T 8 01 8 T y. Assume that (4) represents the true data generating process and 8 T 8 is nonsingular. Then, the estimate is unbiased and the covariance matrix of the estimate is determined by the design matrix
It is well known that the model based on least squares estimate tend to be unsatisfactory for an ill conditioned regression matrix (or design matrix). The condition number of the design matrix is given by It is straightforward to verify that maximizing det(8 T n 8 n ) is identical to maximizing det(W T n Wn ) or, equivalently, minimizing 0 log det(W T n W n ) [14] , [15] . Note that
and
The combined algorithm of OLS and D-optimality design given in [14] and [15] is based on the cost function
where is a fixed small positive weighting for the D-optimality cost.
The model selection is according to the combined error reduction ratio defined as
Note that at some stage, say the n s th stage, the remaining unselected model terms will have [cerr] l 0 for ns + 1 l nM , and this terminates the model construction process. Obviously, for this model construction algorithm to produce desired sparse models, the value of should be set appropriately. It has been suggested in [14] and [15] that an appropriate value for should be determined using cross validation with two data sets, an estimation set and a validation set. Cross validation in forward model construction is however computationally costly.
C. Combined LROLS and D-Optimality Algorithm
The proposed combined LROLS and D-optimality algorithm can be viewed as based on the combined criterion
In this combined algorithm, the updating of the model weights and regularization parameters is exactly as in the LROLS algorithm, but the selection is according to the combined regularized error reduction ratio defined as and the selection is terminated with an n s term model when
[crerr] l 0 for ns + 1 l nM :
The iterative model selection procedure can now be summarized.
Initialization: Set i , 1 i n M , to the same small positive value (e.g., 0.001), and choose a fixed . Set iteration I = 1.
Step 1) Given the current , use the procedure described in Appendix C to select a subset model with n I terms.
Step 2) Update using (19) with nM = nI. If remains sufficiently unchanged in two successive iterations or a preset maximum iteration number is reached, stop; otherwise, set I+ = 1 and go to Step 1).
The introduction of the D-optimality cost into the algorithm further enhances the efficiency and robustness of the selected subset model and, as a consequence, the combined algorithm can often produce sparser models with equally good generalization properties, compared with the LROLS algorithm. An additional advantage is that it simplifies the selection procedure. Notice that it is no longer necessary to specify the tolerance and the algorithm automatically terminates when condition (30) is reached. Unlike the combined OLS and D-optimality algorithm [14] , [15] , the value of weighting does not critically influence the performance of this combined LROLS and D-optimality algorithm. This is because the LROLS algorithm alone is capable of producing a very sparse model and the It should also be emphasized that the computational complexity of this algorithm is not significantly more than that of the OLS algorithm or the combined OLS and D-optimality algorithm. This is simply because, after the first iteration, which has a complexity of the OLS algorithm, the model set contains only n 1 (n M ) terms, and the complexity of the subsequent iteration decreases dramatically. Typically, after a few iterations, the model set will converge to a constant size of very small n s . A few more iterations will ensure the convergence of . 
IV. MODELING EXAMPLES
For a detailed description of the RBF network see, for example, [5] . The RBF model employed Gaussian kernel function with a variance of 0.04.
One hundred training data were generated from y = f(x) + e, where the input x was uniformly distributed in (0; 1) and the noise e was Gaussian with zero mean and variance 0.16. The noisy training points y and the underlying function f(x) are plotted in Fig. 1(a) . As each training data x was considered as a candidate RBF center, there were n M = 100 regressors in the regression model (2) . The training data were extremely noisy. One hundred noise-free data f(x) with equally spaced x were also generated as the testing data set for model validation. In the previous works [10] [11] [12] , it was shown that without regularization the constructed models suffered from a serious over-fitting problem, and the LROLS algorithm was able to overcome this problem and produced a sparse six-term model, with the mean square error (MSE) values over the noisy training set and the noise-free testing set being 0.159 17 and 0.001 81, respectively. Table I compares the MSE values over the training and testing sets for the models constructed by the combined LROLS and D-optimality algorithm with those of the combined OLS and D-optimality algorithm [14] , [15] , given a wide range of values. It can be seen clearly that using the D-optimality alone without regularization the constructed models can still fit into the noise unless the weighting is set to some appropriate value. Combining regularization with D-optimality design, the results obtained are consistent over a wide range of values and, effectively, the value of has no serious influence on the model construction process. It can also be seen that the combined LROLS and D-optimality algorithm was able to produce a sparser five-term model with equally good generalization properties, compared with the result using the LROLS algorithm alone [10] [11] [12] . The model map of the five-term model produced by the combined LROLS and D-optimality algorithm with = 10 05 is shown in Fig. 1(b) . with y d (0) = y d (01) = 0:1 was specified by a limit circle, as shown in Fig. 2(a) . A Gaussian RBF model of the form y(k) =fRBF(x(k)) with x(k) = [y(k 0 1)y(k 0 2)] T (34) was constructed using the noisy training data. The Gaussian kernel function had a variance of 0.81. As each data point x(k) was considered as a candidate RBF center, there were n M = 500 candidate regressors. The previous study [10] [11] [12] constructed a sparse 18-term model using the LROLS algorithm, with the MSE values over the training and testing sets being 0.092 64 and 0.096 78, respectively.
The modeling accuracies over both the training and testing sets are compared in Table II was used to model the data. The variance of the RBF kernel function was chosen to be 1.69. As each input vector x(k) was considered as a candidate RBF center, there were n M = 210 candidate regressors. Previously, a 34-term model was constructed using the LROLS algorithm [10] [11] [12] , and the resulting MSE values over the training and testing sets were 0.000 435 and 0.000 487, respectively.
The MSE values of the models produced by the combined LROLS and D-optimality algorithm and the combined OLS and D-optimality one are compared in Table III , given a range of values. It can be seen again that the former is insensitive to the weighting value for the D-optimality cost. This real-data identification example really demonstrates the power of combining regularization with the D-optimality design: the ability to produce a much sparser model with similar good generalization performance, compared with relying on regularization alone. The constructed RBF model by the combined LROLS and D-optimality algorithm with = 10 05 was used to generate the one-step prediction y(k) of the system output according to (36). The iterative model output y d (k) was also produced usinĝ
The one-step model prediction and iterative model output for this 22-term model selected by the combined LROLS and D-optimality algorithm are shown in Fig. 3 , in comparison with the system output. II  COMPARISON OF MODELING ACCURACY FOR TWO-DIMENSIONAL SIMULATED TIME SERIES MODELING   TABLE III  COMPARISON OF MODELING ACCURACY FOR ENGINE DATA 
V. CONCLUSION
A locally regularized OLS algorithm with the D-optimality design has been proposed for nonlinear system identification using the kernel regression model. It has been demonstrated that combining regularization with the D-optimality experimental design provides a state-of-art procedure for constructing very sparse models with excellent generalization performance. It has been shown that the performance of the algorithm is insensitive to the D-optimality cost weighting, and the model construction process is fully automated. The computational requirements of this iterative model selection procedure are very simple and its implementation straightforward.
APPENDIX A
The regularized least squares solution for g is obtained by setting
Now y T y 0 2g T 3g = (Wg + e) T (Wg + e) 0 2g T 3g = g T W T Wg + e T e + g T W T e + e T Wg 0 2g T 3g:
Noting (38) g T W T e 0 g T 3g = g T W T (y 0 Wg) 0 g T 3g = g T (W T y 0 W T Wg 0 3g) = 0:
Similarly, e T Wg 0 g T 3g = 0. Thus, y T y 0 2g T 3g = g T W T Wg + e T e, or e T e + g T 3g = y T y 0 g T W T Wg 0 g T 3g:
Following [9] , it can be shown that the log model evidence for h and " is approximated as 
where g is set to the maximum a posterior probability solution, and the "Hessian" matrix B is diagonal and is given by 
Note i = h i =" and define This orthogonalization scheme can be used to derive a simple and efficient algorithm for selecting subset models in a forward-regression manner. First, define Step 1) For l j nM , compute Step 2) Find 
Stabilization of Nonlinear Systems With Moving Equilibria

I. INTRODUCTION
In the analysis of nonlinear dynamic systems, it is common practice to separately treat the existence of equilibria and their stability. The traditional approach has been to compute the equilibrium of interest, and then introduce a change of variables that translates the equilibrium to the origin. This methodology has been widely applied to systems that contain parametric uncertainties, and virtually all control schemes developed along these lines implicitly assume that the equilibrium remains fixed for the entire range of parameter values [1] - [5] .
It is important to note, however, that there are many practical applications where the fixed equilibrium assumption is not realistic. In fact, it is often the case that variations in the system parameters result in a moving equilibrium, whose stability properties can vary substantially. In some situations, the equilibrium could even disappear altogether, as in the case of heavily stressed electric power systems [6] - [8] . Much of the recent work involving moving equilibria has focused on analytical gain scheduling [9] [10] [11] [12] . This approach assumes the existence of an exogenous scheduling variable, whose instantaneous value determines the appropriate control law (which may be nonlinear in general). Analytical gain scheduling will be discussed in some detail in Section IV, where it is compared with the method proposed in this note.
For our purposes, it is suitable to use the concept of parametric stability, which simultaneously captures the existence and the stability of a moving equilibrium [13] [14] [15] [16] [17] . This concept has been formulated in [14] , where a general nonlinear dynamic system _ x = f(x; p) (1) ).
With this definition in mind, the main objective of this note will be to develop a strategy for the parametric stabilization of nonlinear systems. Our approach combines two different optimization techniques to produce a robust control that allows for unpredictable equilibrium shifts due to parametric variations. The resulting controller is linear, and the corresponding gain matrix is obtained using linear matrix inequalities (LMIs) [18]- [23] . The reference input values, on the other hand, are computed by a nonlinear constrained optimization procedure that takes into account the sensitivity of the equilibrium to parameter changes.
The note is organized as follows. In Section II, we provide a brief overview of the control design using linear matrix inequalities, and extend these concepts to systems with parametrically dependent equilibria. Section III is devoted to the problem of selecting an appropriate reference input, and the effects that this selection may have on the size of the stability region in the parameter space. The proposed control strategy is then compared with analytical gain scheduling in Section IV.
II. PARAMETRIC STABILIZATION USING LINEAR MATRIX INEQUALITIES
Let us consider a general nonlinear system described by the differential equations _ x = Ax + h(x) + Bu (2) where x 2 R n is the state of the system, u 2 R m is the input vector, A and B are constant n 2 n and n 2 m matrices, and h: R n ! R n is a piecewise-continuous nonlinear function in x, satisfying h(0) = 0.
The term h(x) is assumed to be uncertain, but bounded by a quadratic inequality h T h 2 x T H T Hx (3) where > 0 is a scalar parameter and H is a constant matrix. In the following, it will be convenient to rewrite this inequality as: V (x) = x T Px (6) where P is a symmetric positive-definite matrix (denoted P > 0). As is well known, a sufficient condition for stability is for the derivative of V (x) to be negative along the solutions of (5). Formally, this condition can be expressed as a pair of inequalities P > 0; 
