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Abstract Selective manipulation of data attributes using
deep generative models is an active area of research. In this
paper, we present a novel method to structure the latent space
of a Variational Auto-Encoder (VAE) to encode different
continuous-valued attributes explicitly. This is accomplished
by using an attribute regularization loss which enforces a
monotonic relationship between the attribute values and the
latent code of the dimension along which the attribute is to be
encoded. Consequently, post training, the model can be used
to manipulate the attribute by simply changing the latent code
of the corresponding regularized dimension. The results ob-
tained from several quantitative and qualitative experiments
show that the proposed method leads to disentangled and
interpretable latent spaces which can be used to effectively
manipulate a wide range of data attributes spanning image
and symbolic music domains.
Keywords Representation Learning · Latent Space
Disentanglement · Latent Space Regularization · Generative
Modeling
1 Introduction
Over the last few years, deep generative models have emerged
as powerful tools to create and manipulate data. These models
have been applied to tasks in several domains such as image
generation [42,40,19,34], text generation [56,15], speech
generation [2,23] and music creation [24,41,47,46]. More
recently, there has been considerable focus on improving the
controllability of these models by enabling selective manipu-
lation of data attributes such as changing the gender of the
person in an image [33], changing the speaking style in a
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Loss = VAE Loss + Attribute Regularization Loss
Inference
Fig. 1 Motivation for the AR-VAE model which uses a novel attribute
regularization loss (see Sect. 3.2) during the training step to force the
latent space to encode specific attributes along specific dimensions of the
latent space of a VAE. During inference, individual data attributes can
be manipulated by simply traversing along these regularized dimensions
given speech excerpt [53], or increasing the density of notes
in a musical excerpt [47,21].
Latent representation-based models such as the Varia-
tional Auto-Encoders (VAEs) [28] have shown promise in
this direction as they are able to encode certain hidden at-
tributes of the data [10]. VAE-based latent spaces show in-
teresting properties such as semantic interpolation [46] and
attribute vector arithmetic [38,47]. However, one of the key
limitations of the vanilla-VAE framework is that the encoded
attributes in the latent space cannot be explicitly controlled
and the learnt attributes are often not interpretable by humans.
This necessitates the need to rely on attribute vectors [10].
In order to circumvent this limitation, there has been sub-
stantial research on modifying the VAE training procedure
to learn representations which are able to disentangle differ-
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Fig. 2 Manipulating two attributes independently by traversing along the corresponding regularized dimensions of the AR-VAE latent space. (a) 2-d
sprites image [37], (b) Morpho-MNIST digit [11]
ent data attributes using either unsupervised methods [22,12,
48,32] or supervised techniques [33,21,18,5,30]. However,
there are certain limitations associated with both categories
of methods which we discuss in Sect. 2.
In this paper, we propose Attribute-Regularized VAE
(AR-VAE) which uses a new supervised training method
to create structured latent spaces where specific attributes
are forced to be encoded along specific dimensions of the
latent space. In order to achieve this, we formulate a novel
regularization loss which forces each specific attribute of
interest to have a monotonic relationship with the latent code
of the dimension along which we want to encode the attribute
(hereafter referred to as the regularized dimension). Fig. 1
demonstrates this overall idea. The proposed approach has
the key advantages that it:
(a) has a simple formulation with few hyperparameters,
(b) works with continuous data attributes, and
(c) is agnostic to how the attributes are computed/obtained.
Apart from the above, the supervised nature of the proposed
method eliminates the need for any post-training analysis to
interpret the relationship between the latent code and the data
attributes.
We show that using the proposed method we are able to
learn disentangled latent representations useful for manipu-
lating a wide range of attributes across two different domains:
images and music. The superior performance of AR-VAE
compared to the baseline models is demonstrated using sev-
eral objective and subjective experiments. Fig. 2 shows an
example of the capability of our model to control a couple of
attributes of 2-d sprites [37] and Morpho-MNIST digits [11].
The remainder of this paper is organized as follows:
firstly, we present an overview of the related work in Sect. 2
followed by the description of our method in Sect. 3. We
then provide details of our experimental set-up and results
in Sect. 4 and 5, respectively. Finally, Sect. 6 concludes the
paper and outlines avenues for future research.
2 Related Work
The approaches for attribute-based control over the output
of generative models can be grouped into two broad cate-
gories. The first group of methods attempts to disentangle
different factors of variation in the data [4]. The majority
of the methods in this category are unsupervised techniques.
Approaches from the second category rely on identifying
certain attributes of interest and using supervised techniques
in order to enable control during the generation process.
2.1 Unsupervised Disentanglement Learning
Unsupervised methods for disentanglement learning attempt
to separate the distinct factors of variation in data [4] and
learn a representation where changes to a single underlying
factor of variation leads to changes in a single factor of the
learned representation [36]. Most of the current approaches to
unsupervised disentanglement are based on variations of the
VAE framework [28] (see Sect. 3.1 for a short introduction).
The main idea behind these approaches is that forcing the
latent representation to have a factorized aggregated posterior
should result in disentanglement [36]. This can be achieved
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using different means such as imposing constraints on the in-
formation capacity of the latent space [22,9,48], maximizing
the mutual information between a subset of the latent code
and the observations [13], and maximizing the independence
between the latent variables [12,26].
While many of these methods show good performance
(based on one or more objective metrics for measuring disen-
tanglement) on artificially generated image datasets (such as
dSprites [37]), a recent study by Locatello et al. shows that
not only are these approaches sensitive to inductive biases
such as choice of network, hyperparameters, and random
seeds, but also that some amount of supervision is necessary
for learning effective disentanglement [36]. In addition, since
these methods seek to learn a factorized latent representa-
tion they work well for low-level data attributes. However,
as we show in our experiments, they do not extend well for
complex data attributes (which are usually some combina-
tion of low-level attributes). Consequently, their practical
usefulness is limited. Using unsupervised methods for ma-
nipulating attributes also requires a post-training analysis
to determine how different attributes are encoded along the
different dimensions of the latent space.
2.2 Supervised Regularization Methods
There has also been some research on fully supervised meth-
ods to control attributes by learning the transformations [55,
43]. However, these methods require availability of specif-
ically annotated data regarding how each transformation
changes a given data-point. Obtaining such data is costly
and hence, such methods only have been shown to work with
artificially created datasets.
An alternative is to use any available attribute information
as conditioning inputs without needing explicit supervision.
Methods within this group can broadly be differentiated into
two categories, (a) methods relying on learning attribute-
dependent latent spaces, and (b) methods relying on learning
attribute-invariant latent spaces.
Attribute-dependent latent spaces attempt to explicitly
encode different attributes along different dimensions of the
latent space. These either encode individual attributes along
individual dimensions [21,30], or decompose the latent space
into different parts where each part corresponds to specific
attributes [16,7] . There have also been attempts to use latent
spaces of vanilla-VAEs and learn transformation and traversal
methods to improve interpretability [1] and learn conditional
generation [18,41].
Attribute-invariant latent spaces are those where the latent
representation is independent of the attribute values. The idea
is to learn a generalized latent representation which, when
combined with the attribute specific information, generates a
data-point with that attribute. Conditional VAEs and Gener-
ative Adversarial Networks (GANs) were early attempts at
this [49,54,39]. The more recent Fader networks proposed
by Lample et al. demonstrated the effectiveness of this idea
for image generation by using an adversarial training scheme
[33].
Supervised methods also have their limitations. On the
one hand, some methods are constrained to work only with
certain types of data attributes. For instance, the Fader net-
work, although designed for categorical attributes, has been
shown to only work well with binary attributes [33]. On
the other hand, some methods might impose additional con-
straints. For example, they might require the ability to gener-
ate or sample data-points by independently varying attributes
[30], or require the ability to group data-points based on
certain attributes [5,16]. In addition, very few supervised
approaches are designed to work with continuous-valued at-
tributes. To our best knowledge, the only model which is
designed to exclusively work with continuous-valued data
attributes is the Geodesic Latent Space Regularization VAE
(GLSR-VAE) [21]. However, it requires differentiable com-
putation of data attributes and careful tuning of hyperparam-
eters.
3 Method
The goal of the proposed method is to train a structured la-
tent space in which individual attributes are encoded along
specific dimensions of the latent space. Such a latent struc-
ture enables controllable generation by selectively changing
the latent code of the regularized dimension. For instance, if
the attribute represents ‘thickness’ of an MNIST digit, and
the regularized dimension corresponds to the first dimen-
sion of the latent space, then sampling latent vectors with
increasing values of the first dimension should result in digits
with increasing thickness as illustrated in Fig. 1. We first
present a brief background on VAEs before describing the
regularization loss formulation and the learning algorithm
for AR-VAE.
3.1 Background on Variational Auto-Encoders
A Variational Auto-Encoder (VAE) [28] is a generative model
which uses an auto-encoding [52] framework; during training,
the model is forced to reconstruct its input. In a typical auto-
encoder, the encoder learns to map data-points x from a high-
dimensional data-space X to points in a low-dimensional
space Z. This low-dimensional space is referred to as the
latent space and points z in the latent space are called latent
vectors. The decoder learns to map the latent vectors back
to the data-space. VAEs treat the latent vector as a random
variable and model the generative process as a sequence
of sampling operations: z ∼ p(z), and x ∼ pθ (x|z), where
pθ (x|z) is the decoder network parametrized by θ , and p(z)
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is a prior distribution over the latent space. The posterior
qφ (z|x) is approximated by the encoder with parameters φ .
Variational Inference is used to approximate the posterior
by minimizing the Kullback-Leibler (KL)-divergence [31]
between the approximate posterior and the true posterior by
maximizing the evidence lower bound (ELBO)
log p(x)≥ Ez∼qφ (z|x)[log pθ (x|z)]−DKL(qφ (z|x)||p(z)) (1)
where E[·] is the mathematical expectation, DKL(·||·) is the
KL-divergence.
The first term of Eq. (1) can be interpreted as maximizing
the reconstruction accuracy while the second term ensures
that realistic samples are generated when latent vectors are
sampled using the prior p(z) [47]. In practice, the VAE opti-
mization minimizes the loss function
LVAE(θ ,φ) = Lrecons(θ ,φ)+LKLD(θ ,φ) (2)
where Lrecons(θ ,φ) and LKLD(θ ,φ) are VAE reconstruction
loss and the KL-Divergence regularization, respectively. The
reconstruction loss is:
Lrecons(θ ,φ) =
1
N
N
∑
i=1
‖xˆi−xi‖22 (3)
where N is the number of examples, xˆ is the reconstruction
of x obtained using the encoder and decoder of the VAE. The
L-2 norm in the above equation is replaced by cross-entropy
loss for class prediction tasks. The regularization loss is
LKLD(θ ,φ) = DKL(qφ (z|x)||p(z)). (4)
As mentioned in Sect. 2, most unsupervised methods for
learning disentangled representations use a slight modifica-
tion of this objective. For instance, the β -VAE model [22,6]
uses the following formulation
LVAE(θ ,φ) = Lrecons(θ ,φ)+βLKLD(θ ,φ). (5)
The core idea here is that using β > 1 encourages the indepen-
dence of the dimensions of the latent space and leads to better
disentanglement. However, the trade off is that increasing β
might result in reduced reconstruction quality.
3.2 Attribute Regularization Loss
Let us consider a D-dimensional latent space where latent
vectors are represented as z :
{
zk
}
,k ∈ [0,D). Formally, the
objective is to encode an attribute a along a dimension r of
the latent space such that, as we traverse along r, the attribute
value a of the generated data increases. Mathematically, if
a(xi)> a(x j), where xi and x j are two data-points generated
using latent vectors zi and z j, then zri > zrj should hold for
any arbitrary i and j.
This is accomplished by adding an attribute-specific reg-
ularization loss to the VAE training objective. To compute
this loss, we use a mini-batch containing m training examples
and follow a three step process:
1. An attribute distance matrix Da ∈ Rm×m is computed for
all examples in the training mini-batch:
Da(i, j) = a(xi)−a(x j) (6)
where i, j ∈ [0,m).
2. Next, a similar distance matrix Dr ∈ Rm×m is computed
for the regularized dimension r of the latent vectors:
Dr(i, j) = zri − zrj. (7)
3. The regularization loss is finally formulated as:
Lr,a = MAE(tanh(δDr)− sgn(Da)), (8)
where MAE(·) is the mean absolute error, tanh(·) is the
hyperbolic tangent function, sgn(·) is the sign function,
and δ is a tunable hyperparameter which decides the
spread of the posterior distribution.
The sgn(·) function is used with the attribute distance
matrix Da since we are only interested in whether the at-
tribute value of a data-point is higher or lower than the others
in the mini-batch and do not care about the magnitude of the
differences. The tanh(·) function is used for the regularized
dimension distance matrix Dr since it has the same range
as sgn(Da), i.e, [−1,1], and we want to minimize the mean
absolute error between tanh(δDr) and sgn(Da). In addition,
tanh(·) is a differentiable function which ensures that the
loss is differentiable with respect to the latent vectors (and
consequently the encoder parameters). Thus, we can use gra-
dient descent for optimizing the network parameters. Other
functions having such properties could also be potentially
used to replace tanh(·).
Overall, this formulation forces the latent code of the
regularized dimension to have a monotonic relationship with
the attribute values. Note that, unlike the GLSR-VAE formu-
lation [21] which requires that the attributes should be com-
puted using differentiable functions, our formulation is agnos-
tic to the way in which the attributes are computed/obtained.
3.3 Learning Algorithm
If our attribute set A : {al} , l ∈ [0,L), contains L attributes,
(L≤ D), then the overall loss function for AR-VAE is formu-
lated as
LAR-VAE = Lrecons+βLKLD+ γ
L−1
∑
l=0
Lrl ,al (9)
where Lrl ,al is the regularization loss for the attribute al with
rl as the index of the regularized dimension, and γ is a tunable
hyperparameter which we call as the regularization strength.
We omit θ and φ in the above equation for brevity. The over-
all learning algorithm for AR-VAE is shown in Algorithm 1.
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Algorithm 1: Learning algorithm for AR-VAE
Input: observations and attribute labels (xi,{al}i)Ni=1 (N is the
number of examples in the dataset, l ∈ [0,L) where L is
the number of attributes), batch-size m, indices of the
latent dimensions to be regularized {rl}L−1l=0 , initialized
VAE encoder and decoder parameters θ ,φ , neural
network optimizer g
repeat
Randomly sample a batch of m data-points (xi,{al}i)
Compute Lrecons(θ ,φ) using Eq. (3)
Compute LKLD(θ ,φ) using Eq. (4)
for l ∈ [0,L) do
Compute Lrl ,al using Eq. (8)
end
Compute LAR−VAE(θ ,φ) using Eq. (9)
Update VAE encoder and decoder parameters:
θ ,φ ← g(LAR−VAE(θ ,φ))
until convergence of objective
4 Experimental Setup
In order to demonstrate the capabilities of the AR-VAE
model, several quantitative and qualitative experiments are
conducted. The quantitative experiments comprise of evalu-
ating the degree of disentanglement of the latent space, re-
construction fidelity, ability to preserve content, and sensitiv-
ity to the two hyperparameters. The qualitative experiments
comprise of manipulating data attributes using latent interpo-
lations and traversals and visualizing the latent space with
respect to the different attributes. Before delving deeper into
the experimental results, we first present a brief description
of the different datasets and attributes used, the baseline con-
sidered and some of the details related to the implementation
of the models.
4.1 Datasets and Attributes
Most of the current research on disentanglement learning
use image-based datasets such as 2-d sprites [37], 3-d shapes
[8], CelebA [35], and 3-D chairs [3] for evaluation. This
might be limiting since most methods are developed, tested
and validated on a single data domain (images). In addition,
some of these datasets such as 2-d sprites and 3-d shapes
are artificially generated. While artificially created datasets
are useful for benchmarking different methods, they have
relatively simpler factors of variation. Considering this, we
use datasets from two different domains (images and music),
include both artificial and real-world data, and consider a
diverse set of attributes.
The first dataset from the image domain is the 2-d sprites
dataset which contains (≈ 0.7 million) two dimensional shapes
having 5 simple factors of variation: shape, scale, orientation,
x-position, and y-position [37]. This is standard dataset for
evaluating disentanglement methods. The second dataset is
the Morho-MNIST dataset which contains the 70000 hand-
written MNIST digits along with complex morphological
attributes for each digit obtained using computational meth-
ods [11]. The attributes are: area, length, thickness, slant,
width, and height.
From the music domain, two datasets consisting of single
measures (bars) of monophonic melodies are used. The first
dataset consists of measures extracted from the soprano parts
of the J.S. Bach Chorales dataset [14] (≈ 350 chorales). The
second dataset consists of measures extracted from (≈ 20000)
folk melodies in the Scottish and Irish style [50]. Since pitch
and rhythm are the two primary features of a monophonic
melody, the following four attributes are considered for both
datasets: (a) rhythmic complexity, based on Toussaints metri-
cal complexity measure [51], (b) pitch range, the difference
of lowest pitch value (in MIDI) in the measure from the high-
est pitch value, (c) note density, the count of the number of
notes per measure, and (d) contour, the degree to which the
melody moves up or down measured by summing up the
difference in pitch values of all the notes in the measure. All
these attributes are generated using computational methods
(see Appendix A for details).
4.2 Baseline
Most of the unsupervised methods for disentanglement learn-
ing perform at par with one another [36]. Since the AR-
VAE is effectively an extension of the β -VAE [22] (compare
Eq. (5) to Eq. (9)), the latter is chosen as a baseline for com-
parison. Consequently, it also doubly serves as an ablation
case. In addition, the β -VAE model is shown to perform at
par with other supervised models [22].
Other supervised methods such as GLSR-VAE [21] and
Fader networks [33] were also considered as potential base-
lines. However, the former requires differentiable computa-
tion of attributes (which cannot to applied to the datasets and
attributes considered in this paper) and the later was designed
for binary/categorical attributes. We investigated adapting
the Fader network design to work with continuous attributes,
however, the attempt did not lead to good results.
4.3 Implementation Details
Different model architectures are chosen for the different
data domains. Convolutional architectures are used for the
VAEs trained on images whereas recurrent architectures are
used with the music-based datasets. To ensure consistency,
all models for a particular dataset are trained for the same
number of epochs using the same optimizer and learning rate.
The model architectures and other details are provided in
Appendix B and in our GitHub repository.1.
1 https://github.com/ashispati/ar-vae
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For each dataset, both the β -VAE and the AR-VAE mod-
els were trained with 10 different random initializations.
Based on initial experiments, for the β -VAE models, β was
chosen as 4.0 and 0.001 for the image and music datasets,
respectively (the low value of β was necessary to train the
music VAE models [41,47]). For AR-VAE, the models for
the image datasets were trained with γ = 10.0 and δ = 1.0,
whereas those for the music datasets were trained with γ =
1.0 and δ = 10.0.
5 Results
5.1 Disentanglement
This experiment looks to evaluate the degree of disentangle-
ment of the latent space with respect to the different data
attributes.
There has been considerable work in the recent past to
define objective metrics for measuring disentanglement of
latent spaces [1,45,12,32,22,26,17]. Apart from disentan-
gling the latent space, we are also interested in the degree to
which AR-VAE is able to enforce a monotonic relationship
between a given attribute and the regularized dimension. Tak-
ing this into account, the following metrics are used for this
experiment: (a) Interpretability [1], which measures the abil-
ity to predict a given attribute using only one dimension of
the latent space, (b) Modularity [45], which measures if each
dimension of the latent space depends on only one attribute,
(c) Mutual Information Gap (MIG) [12], which measures the
difference of mutual information between a given attribute
and the top two dimensions of the latent space which share
maximum mutual information with the attribute, (d) Sepa-
rated Attribute Predictability (SAP) [32], which measures
the difference in the prediction error of the two most predic-
tive dimensions of the latent space for a given attribute, and
(e) Spearman Correlation Coefficient (SCC) score, which
computes maximum value of the Spearman’s correlation co-
efficient between an attribute and each dimension of the latent
space. All metrics are aggregated by computing the mean
across all attributes.
Fig. 3 shows the box plots with the performance of the
models across all datasets and metrics. The following obser-
vations can be made. Firstly, AR-VAE clearly outperforms
β -VAE across all metrics (except Modularity). Furthermore,
this superior performance extends across all datasets in spite
of the different domains and the varying degree of complexity
in the attributes. The relatively poor performance for the Mod-
ularity metric can be explained by looking at the normaliza-
tion method used: the score is divided by the maximum value
of the mutual information of all the attributes with a latent
dimension. This can result in high Modularity scores even
with relatively low values of mutual information. Secondly,
the highest improvement is seen for the Interpretability met-
ric and the SCC score. This is also expected since AR-VAE
forces a monotonic relationship between a given attribute and
the latent code of the regularized dimension. Thirdly, there is
lower improvement in MIG which would suggest that there
are other dimensions (apart from the regularized dimension)
which share high mutual information with different attributes.
This would also explain why the SAP score does not improve
as much as the Interpretability metric. Finally, for the image-
based datasets, the metrics for 2-d sprites are generally higher
when compared to the morpho-MNIST dataset. This could
be due to the artificial nature of the former and it’s simpler
attributes. For the music-based datasets, Folk music has bet-
ter performance than Bach chorales. This might be due to the
significantly larger size of the Folk dataset.
The superior performance of AR-VAE is also seen in
the pairwise scatter plots shown in Fig. 4 where the results
of datasets belonging to the same domain are aggregated.
There is a clear difference in the performance of the two
models when either the Interpretability metric or the SCC
score are considered. This is evident from the separation in
the distributions for the two models in the diagonal plots for
these metrics. The distributions for the MIG and SAP score
show inter-domain separation although there seems to some
overlap for datasets within each domain.
5.2 Reconstruction Fidelity
The reconstruction quality is another important criterion.
While a high degree of disentanglement is desirable, it should
not come at the cost of reduced quality of the generation.
Fig. 5 shows the box plots for the reconstruction accura-
cies. While the performance of the two models is in the same
range for the 2-d sprites dataset, AR-VAE performs better for
the Morpho-MNIST dataset. A few example reconstructions
for the 2-d sprites and Morpho-MNIST datasets are shown
in Fig. 6. The better performance of AR-VAE can be gauged
from are sharper reconstructions of MNIST digits.
For the music datasets, there is drop in performance for
AR-VAE. The slight drop in case of the Folk dataset is ex-
pected since the same value of β is used for both AR-VAE
and β -VAE models. AR-VAE thus has more constraints than
β -VAE during training. The larger drop in performance for
the Bach Chorales might be due to the smaller size of the
dataset.
5.3 Content Preservation
In order to ascertain AR-VAE’s ability to retain the content
during interpolation, we conduct an additional experiment
using the morpho-MNIST dataset using the identity of the
digit as a proxy to the image content. Different variations
Attribute-based Regularization of Latent Spaces for Variational Auto-Encoders 7
2-d sprites Morpho-MNIST Bach Chorales Folk Music
0.0
0.2
0.4
0.6
0.8
1.0
In
te
rp
re
ta
bi
lit
y
-VAE
AR-VAE
(a) Interpretability
2-d sprites Morpho-MNIST Bach Chorales Folk Music
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
M
od
ul
ar
ity
-VAE
AR-VAE
(b) Modularity
2-d sprites Morpho-MNIST Bach Chorales Folk Music
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
M
IG
-VAE
AR-VAE
(c) MIG
2-d sprites Morpho-MNIST Bach Chorales Folk Music
0.0
0.2
0.4
0.6
0.8
S
A
P
-VAE
AR-VAE
(d) SAP
2-d sprites Morpho-MNIST Bach Chorales Folk Music
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
S
C
C
-VAE
AR-VAE
(e) SCC
Fig. 3 Box plots for various disentanglement metrics (higher is better) across different datasets for ten different random seeds. The circular dots
denote results for each random seed. AR-VAE scores better than β -VAE across the different datasets for all metrics except Modularity
of an input digit are generated by changing the attributes
(via appropriate manipulation of the latent code) and then
a pre-trained model is used to predict the digit class. The
higher the classification accuracy, the better the model is
at preserving the identity of the input. The experiment is
run using the 10000 digits in the MNIST test set. For each
digit, 60 variations are generated by interpolating along the
regularized dimensions (10 for each of the six attributes).
The pre-trained model has a ResNet-based architecture with
an accuracy of 96.15% on the unmodified MNIST test set.
The results of this experiment are shown in Fig. 7. While
there is a only small difference in the performance of the two
models in retaining the identity of the reconstructed digits,
the AR-VAE model significantly outperforms the β -VAE
for the interpolations. This indicates that AR-VAE is better
for manipulating attributes while retaining the underlying
content.
5.4 Hyperparameter Sensitivity
The next experiment assesses the sensitivity of the proposed
model to the different hyperparameters (γ and δ ). Fig. 8
shows the trade-off between reconstruction accuracy and the
Interpretability metric as the hyperparameters are varied for
the morpho-MNIST dataset while keeping β fixed at 1.0.
For lower values of γ , an increase in δ results in only
marginal improvements in the Interpretability metric with-
out any loss in reconstruction accuracy. However, after γ
crosses 1.0, increasing δ leads to significant improvement
in the Interpretability metric accompanied by a slight drop
in the reconstruction accuracy. Note that the β -VAE model
performs considerably worse in comparison. Choosing γ in
the [5.0,10.0] range and δ in the [1.0,10.0] range seems to
give the best results.
5.5 Attribute Manipulation
This experiment presents a qualitative evaluation of the de-
gree to which AR-VAE provides control over individual data
attributes during the generation process. Given a data-point
with latent code z, different variations for an attribute al are
generated by changing the latent code of the corresponding
regularized dimension zrl from−4 to 4. For comparison, sim-
ilar variations are generated for the β -VAE model by using
the dimension which has the highest mutual information with
the attribute.
Images: Fig. 9 and 10 show the results of controlling at-
tributes for the 2-d sprites and the Morpho-MNIST datasets,
respectively. While both models are able to control the indi-
vidual attributes to a similar degree for the 2-d sprites dataset
(Fig. 9), the AR-VAE model performs better for the Morpho-
MNIST dataset (Fig. 10). Not only are the interpolations
meaningful with respect to the attribute of interest, but the
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Fig. 4 Pairwise scatter plots of the different metrics aggregated over the image and music datasets. For Interpretability metric and SCC score, the
performance of the AR-VAE model is clearly separable from that of β -VAE even across different data domains. There is some overlap for other
metrics, with Modularity having the highest overlap
2-d sprites Morpho-MNIST Bach Chorales Folk Music
94
95
96
97
98
99
100
R
ec
on
st
ru
ct
io
n 
A
cc
ur
ac
y 
(in
 %
)
-VAE
AR-VAE
Fig. 5 Box plots of reconstruction accuracies (higher is better) for
different datasets. AR-VAE and β -VAE shows better performance in
image and music datasets respectively
AR-VAE is able to retain the identity of the original digit in
most cases while β -VAE fails to do so (Sect. 5.3 further sup-
ports this observation). See Appendix C for more examples.
Music: Fig. 11 shows the results of manipulating different
musical attributes in the Bach Chorales and Folk Music
Morpho-MNIST
2-d Sprites
original
𝛽-VAE
AR-VAE
original
𝛽-VAE
AR-VAE
Fig. 6 Few examples of reconstructions in the 2-d sprites and Morpho-
MNIST datasets. The AR-VAE model seems to have better reconstruc-
tions compared to the β -VAE model
datasets. For AR-VAE, in most cases, traversal along the
regularized dimensions lead to measures with increasing val-
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Fig. 7 Distribution of accuracy (higher is better) in predicting the
MNIST test set digits. Higher values indicate greater ability of the
model in preserving the image content. ‘Reconstructed’: prediction ac-
curacy on reconstructed images from the MNIST test set, ‘Interpolated’:
prediction accuracy on interpolations generated by traversing along the
regularized dimensions for different attributes. The prediction accuracy
on the original MNIST test set is shown with a ×
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Fig. 8 Effect of the hyperparameters γ and δ on the performance of
the AR-VAE model (β is fixed at 1.0) on the Morpho-MNIST dataset.
Each dot corresponds to a unique combination of γ and δ which are
indicated by the color and the size of the dots respectively. The β -VAE
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pos-y
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shape
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original
Fig. 9 Controlling different attributes of a 2-d sprites image (shown in
bottom left). AR-VAE model is able to manipulate each attribute inde-
pendently. However, while the β -VAE model is also able to separately
control pos-x, pos-y, and scale, it changes the shape of the sprite while
manipulating orientation and vice versa
ues of the attributes. These can be seen more clearly in the
attribute value plots to the right of the piano-rolls.
On the contrary, for β -VAE, the progression of the at-
tributes is not as uniform. In fact, in the Bach Chorales ex-
ample, there is no change in the values of two out of the
four attributes. This is because, in the case of β -VAE, on
area
length
thickness
slant
width
AR-VAE 𝛽-VAE
original
height
Fig. 10 Controlling different attributes of an MNIST digit (shown in
bottom left). The AR-VAE model is able to separately control the
individual attributes of the original image and retains the identity of the
digit in most cases. The β -VAE model, on the other hand, fails to retain
the identity of original digit and the interpolations are not meaningful
many occasions there is a single dimension of the latent
space which has maximum mutual information with two or
more attributes. This could be either due to a high degree
of correlation between attributes (e.g., Rhythmic Complex-
ity and Note Density) or due to very poor disentanglement
where all attributes are poorly encoded. Even in cases where
the attributes have a nice progression (e.g., see bottom right
row for the Contour attribute in the Folk Music examples in
Fig. 11), the order of the encoding is reversed (the attribute
decreases with increasing value of the latent code). This war-
rants a post-hoc analysis of the latent space to understand the
relationship between the attributes and the latent dimensions.
It is important to point out that while AR-VAE allows
better control over the different attributes for both datasets,
it sometimes struggles to maintain the musical coherency of
the generated measures. For instance, the generated measures
shown in Fig. 11 are not always in the same key. Although
this seems to the case for measures generated with the β -VAE
model as well, the problem seems to be more pronounced for
AR-VAE. We observed that training separate models for the
different attributes, where each model regularizes a single
attribute, tends to alleviate this limitation. Traversing along
the regularized dimensions in these models typically results
in better musical coherence.
5.6 Latent Space Visualization
In this experiment, the interpretability of the latent space with
respect to different attributes is investigated by generating
attribute surface plots. For each attribute, A 2-dimensional
plane on the latent space is considered which comprises of
the regularized dimension (x-axis) for the attribute and a non-
regularized dimension (y-axis). The latent code for the other
dimensions are drawn from a normal distribution and kept
fixed. The latent vectors thus obtained are passed through the
decoder and the attributes of the generated data are computed.
Fig. 12 and 13 show the result of this visualization for the
Morpho-MNIST and the Folk Music dataset, respectively.
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(b) Folk Music
Fig. 11 Controlling different attributes of musical measures. The piano-rolls show measures generated by increasing latent code of the regularized
dimension (or in the case of β -VAE, the dimension with the highest mutual information) for the respective attribute. The light vertical lines within
each measure denote the location of the eighth-notes. The y-axis of the piano rolls show pitch in semi-tones. The plots on the right show how the
attribute values change with the increase in the latent code. For AR-VAE, in most cases, traversing along the regularized dimension leads to increase
in attribute values
For both datasets, most attributes show an increasing
trend as the latent code of the regularized dimension is in-
creased. This is seen by the gradual transition from purple to
yellow color along the x-axis. The change in color is minimal
for the y-axis which indicates independence of the attribute
from the non-regularized dimension. Thus, the AR-VAE la-
tent space is interpretable with respect to the attribute values
and traversing along the regularized dimension will lead to an
increase in the corresponding attribute. The only attributes for
which this does not hold are Length and Rhythmic Complexity
in the morpho-MNIST and Folk Music datasets, respectively.
The reason for the poor performance for Rhythmic Complex-
ity could be that it is strongly correlated with Note Density
(≈ 0.89). This is also reflected in the relatively poor Inter-
pretability score for Rhythmic Complexity (0.83) compared
to the other attributes (≈ 0.99). The choice of attributes and
their relationship to each other, thus, becomes an important
consideration to create meaningful latent spaces.
6 Conclusion
This paper investigates the problem of selective manipulation
of data attributes in deep generative models by structuring
the latent space of a VAE to encode specific attributes along
specific dimensions of the latent space. The proposed AR-
VAE model uses a novel regularization loss to enforce a
monotonic relationship between the attributes and the latent
code of the respective regularized dimension. The resulting
latent spaces are easily interpretable and allow manipula-
tion of individual attributes by simple traversals along the
regularized dimensions. The regularization loss works for
continuous data attributes, and has a simple formulation with
only two hyperparameters. In addition, contrary to previous
supervised methods [21,30], the loss formulation is agnostic
to how the attributes are computed or obtained. Using both
image and music-based datasets, we show that AR-VAE can
work with different types of data, model architectures, and a
wide range of data attributes. We show that AR-VAE leads
to better disentanglement of the latent space, and creates
meaningful attribute-based interpolations while preserving
the content of the original data. This superior performance is
achieved without any significant drop in the reconstruction
quality of the VAE. While AR-VAE is designed to work with
VAE-based architectures, the proposed regularization method
should also work for other types of generative models such
as Auto-Encoders [52], GANs [20], and flow-based models
[44].
The proposed method can be used as a building block to
create several interesting and useful applications for context-
driven data generation. For instance, it can be used to ma-
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Fig. 12 Attribute surface plots for the Morpho-MNIST dataset. Each
plots shows the attribute values for the decoded latent vectors on a
2-dimensional surface of the latent space (the latent code for the other
dimensions is kept fixed). The x-axis corresponds to the regularized di-
mension for the attribute and the y-axis corresponds to a non-regularized
dimension. The attribute values increase (gradual transition from purple
to yellow color) as the latent code for the regularized dimension is
increased for most attributes
nipulate attributes in image or photo-based applications such
as FaceApp2 or Prisma.3 In the context of music, it can be
used to build interactive tools or plugins to aid composers
and music creators. For instance, composers would be able to
manipulate different attributes (such as rhythmic complexity)
of the composed music to try different ideas and meet specific
compositional requirements. This would allow fast iteration
and would be especially useful for novices and hobbyists.
Since the method is agnostic to how the attributes are com-
puted, it can potentially be useful to manipulate high-level
musical attributes such as tension and emotion. This will
be particularly useful for music generation in the context of
video games where the background music can be suitably
changed to match the emotional context of the game and
the actions of the players. There is also the possibility of
using this for speech generation applications. For instance,
2 https://faceapp.com/app, last accessed: 20th July 2020
3 https://prisma-ai.com, last accessed: 20th July 2020
(a) Rhythmic Complexity (b) Pitch Range
(c) Note Density (d) Contour
Fig. 13 Attribute surface plots for the Folk Music dataset. Each plot
shows the attribute values for the decoded latent vectors on a 2-
dimensional surface of the latent space (the latent code for the other
dimensions is kept fixed). The x-axis corresponds to the regularized di-
mension for the attribute and the y-axis corresponds to a non-regularized
dimension. The attribute values increase (gradual transition from purple
to yellow color) as the latent code for the regularized dimension is
increased for most attributes
the ability to manipulate the prosody of the generated speech
can make mobile voice assistants more realistic.
There are, however, some limitations of the approach
which can open up avenues for future research. The regular-
ization loss is currently designed to work with continuous
attributes. While we present evidence that it also works for
discrete categorical attributes (e.g., shape in the 2-d sprites
dataset), additional experiments will be needed to ascertain
this. Furthermore, the current formulation is not suitable for
binary attributes such as the ones used in Fader networks
[33]. We also observe that the choice of attributes seems to
play an important role in the training process. While we are
able to jointly regularize multiple attributes in most cases (as
seen in Sect. 5.5 and 5.6), strongly correlated attributes can
lead to latent spaces which are not interpretable with respect
to every single attribute. This results in poor control over
some attributes and reduced content preservation and coher-
ence in the interpolations. While this is a limitation, we think
that independent control over strongly correlated attributes
is probably not a strict requirement for a useful generative
model. Even in cases where such control is necessary, two or
more separately trained AR-VAE models can be used which
regularize those attributes individually.
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APPENDIX
A Computation of Musical Attributes
The data representation scheme from [41] is chosen where each mono-
phonic measure of music M is a sequence of N symbols {mt} , t ∈ [0,N),
where N = 24. The set of symbols consists of note names (e.g., A#, Eb,
B, C), a continuation symbol ‘ ’, and a special token for Rest. The
computation steps for the musical metrics are as follows:
(a) Rhythmic Complexity (r): This attribute measures the rhythmic
complexity of the a given measure. To compute this, a complexity
coefficient array { ft} , t ∈ [0,N) is first constructed which assigns
weights to different metrical locations based on Toussaints metrical
complexity measure [51]. Metrical locations which are on the beat
are given low weights while locations which are off-beat are given
higher weights. The attribute is computed by taking a weighted
average of the note onset locations with the complexity coefficient
array f . Mathematically,
r(M) =
∑N−1t=0 ONSET(mt). ft
∑N−1t=0 ft
, (10)
where ONSET(·) detects if there is a note onset at location t, i.e.,
it is 1 if mt is a note name symbol and 0 otherwise.
(b) Pitch Range (p): This is computed as the normalized difference
between the maximum and minimum MIDI pitch values:
p(M) =
1
R
(
max
t∈[0,N)
(MIDI(mt))− min
t∈[0,N)
(MIDI(mt))
)
, (11)
where MIDI(·) computes the pitch value in MIDI for the note
symbol. The MIDI pitch value for Rest and ‘ ’ symbols are set
to zero. The normalization factor R is based on the range of the
dataset.
(c) Note Density (d): This measures the count of the number of notes
per measure normalized by the total length of the measure sequence:
d(M) =
1
N
N−1
∑
i=0
ONSET(mt), (12)
where ONSET(·) has the same meaning as in Eq. (10) above.
(d) Contour (c): This measures the degree to which the melody moves
up or down and is measured by summing up the difference in pitch
values of all the notes in the measure. Mathematically,
c(M) =
1
R
N−2
∑
t=0
[MIDI(mt+1)−MIDI(mt)] , (13)
where MIDI(·) and R have same meaning as in Eq. (11) above.
B Implementation Details
Image-based Models: For the image-based models, a stacked con-
volutional VAE architecture is used. The encoder consists of a stack
of N 2-dimensional convolutional layers followed by a stack of linear
layers. The decoder mirrors the encoder and consists of a stack of linear
layers followed by a stack of N 2-dimensional transposed convolutional
layers. The configuration details are given in Table 2.
Music-based Models: For the music-based models, the model archi-
tecture is based on our previous work of musical score inpainting [41]. A
hierarchical recurrent VAE architecture is used. Fig. 14 shows the over-
all schematic of the architecture and Table 1 provides the configuration
details.
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Fig. 14 MeasureVAE schematic. Individual components of the encoder
and decoder are shown below the main blocks (dotted arrows indicate
data flow within the individual components). z denotes the latent vector
and xˆ denotes the reconstructed measure, b = 4 denotes the number of
beats in a measure and t = 6 denotes the number of symbols/ticks in a
beat. Fig. taken from [41]
Measure VAE
Embedding Layer i=dict size, o=10
EncoderRNN n=2, i=10, h=128, d=0.5 , type=GRU
Linear Stack 1
Linear Stack 2 i=512, o=32, n=2, non-linearity=SELU
BeatRNN n=2, i=1, h=128, d=0.5, type=GRU
TickRNN n=2, i=138, h=128, d=0.5, type=GRU
Linear Stack 3 i=128, o=256, n=1, non-linearity=SELU
Linear Stack 4 i=128, o=dict size, n=1, non-linearity=ReLU
Table 1 Table showing configurations of the MeasureVAE architecture.
n: number of layers, i: input size, o: output size, h: hidden size, d:
dropout probability, SELU: Scaled Exponential Linear Unit [29], ReLU:
Rectifier Linear Unit, GRU: Gated Recurrent Units [25]
Training Details: All models for the same dataset are trained for
the same number of epochs (models for both image-based datasets and
Bach Chorales are trained for 100 epochs, models for the Folk Music
dataset are trained for 30 epochs). The optimization is carried out using
the ADAM optimizer [27] with a fixed learning rate of 1e−4, β1 = 0.9,
β2 = 0.999, and ε = 1e−8.
All the models are implemented using the Python programming
language and the Pytorch4 library.
C Additional Results
Some additional examples from the image-based datasets are shown in
Fig. 15 and 16. The musical scores for AR-VAE generated interpolations
from Fig. 11 is shown in Fig. 17.
4 https://pytorch.org, last accessed: 20th July 2020
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Model Type 2-d Sprites VAE Mnist VAE
Encoder Convolutional
Stack
4-layer Convolutional Network:
Conv(i=1, o=32, k=4, s=2, p=1) + ReLU
Conv(i=32, o=32, k=4, s=2, p=1) + ReLU
Conv(i=32, o=32, k=4, s=2, p=1) + ReLU
Conv(i=32, o=32, k=4, s=2, p=1) + ReLU
3-layer Convolutional Network:
Conv(i=1, o=64, k=4, s=1, p=0) + SELU + Dropout(d=0.5)
Conv(i=64, o=64, k=4, s=1, p=0) + SELU + Dropout(d=0.5)
Conv(i=64, o=8, k=4, s=1, p=0) + SELU + Dropout(d=0.5)
Encoder Linear
Stack
3-layer Linear Network:
Linear(i=512, o=256) + ReLU
Linear(i=256, o=256) + ReLU
Linear(i=256, o=10) × 2 (in parallel)
2-layer Linear Network:
Linear(i=2888, o=256) + SELU
Linear(i=256, o=16) × 2 (in parallel)
Decoder Linear
Stack
3-layer Linear Network:
Linear(i=10, o=256) + ReLU
Linear(i=256, o=256) + ReLU
Linear(i=256, o=512) + ReLU
2-layer Linear Network:
Linear(i=16, o=256) + SELU
Linear(i=256, o=2888) + SELU
Decoder Convolutional
Stack
4-layer Transposed Convolutional Network:
TrConv(i=32, o=32, k=4, s=2, p=1) + ReLU
TrConv(i=32, o=32, k=4, s=2, p=1) + ReLU
TrConv(i=32, o=32, k=4, s=2, p=1) + ReLU
TrConv(i=32, o=1, k=4, s=2, p=1)
3-layer Transposed Convolutional Network:
TrConv(i=8, o=64, k=4, s=1, p=0) + SELU + Dropout(d=0.5)
TrConv(i=64, o=64, k=4, s=1, p=0) + SELU + Dropout(d=0.5)
TrConv(i=64, o=1, k=4, s=1, p=0)
Table 2 Table showing configurations of the VAEs for the image-based datasets.In the Encoder Linear Stack, the last layer has two parallel linear
layers for computing the mean and log standard deviation of the latent vectors respectively. Conv: 2-dimensional convolutional layer, TrConv:
2-dimensional transposed convolutional layer, i: input channels, o: output channels, k: kernel size, s: stride, p: padding, d: dropout probability,
SELU: Scaled Exponential Linear Unit [29], ReLU: Rectifier Linear Unit
pos-x pos-y orientation scale shape
Fig. 15 Manipulating attributes for three different shapes from the 2-d sprites dataset images using AR-VAE. The interpolations for each attribute
are generated by changing the latent code of the corresponding regularized dimension for the original shapes shown on the extreme left. Attributes
can be manipulated independently
area height length slant thickness width
Fig. 16 Manipulating attributes for ten different digits from the Morpho-MNIST dataset images using AR-VAE. The interpolations for each attribute
are generated by changing the latent code of the corresponding regularized dimension for the original digits shown on the extreme left. AR-VAE is
able to manipulate the different attributes and is able to retain the digit identity in most cases
rhythmic
complexity
pitch range
note density
contour
Bach Chorales Folk Music
Fig. 17 Musical score corresponding to the AR-VAE generated interpolations from Fig. 11. While the attribute values of the generated measures are
controlled effectively, the musical coherence is often lost (particularly in the case of Bach Chorales)
