ABSTRACT In this paper, we propose a novel multi-frame super-resolution (SR) method, which is developed by considering image enhancement and denoising into the SR processing. For image enhancement, a gradient vector flow hybrid field (GVFHF) algorithm, which is robust to noise is first designed to capture the image edges more accurately. Then, through replacing the gradient of anisotropic diffusion shock filter (ADSF) by GVFHF, a GVFHF-based ADSF (GVFHF-ADSF) model is proposed, which can effectively achieve image denoising and enhancement. In addition, a difference curvature-based spatial weight factor is defined in the GVFHF-ADSF model to obtain an adaptive weight between denoising and enhancement in the flat and edge regions. Finally, a GVFHF-ADSF-based multi-frame SR method is presented by employing the GVFHF-ADSF model as a regularization term and the steepest descent algorithm is adopted to solve the inverse SR problem. Experimental results and comparisons with existing methods demonstrate that the proposed GVFHF-ADSF-based SR algorithm can effectively suppress both Gaussian and salt-and-pepper noise, meanwhile enhance edges of the reconstructed image.
I. INTRODUCTION
Due to the limitations of physical imaging systems and imaging environments , such as motion blurring, sampling blurring and noise, it is not easy to obtain a desirable highresolution (HR) image [1] . As a promising approach, image super-resolution (SR) aims to reconstruct a HR image from one or multiple observed low-resolution (LR) images [2] . Image SR reconstruction has attracted broad interest recently and shows great potential for many practical imaging applications, such as remote sensing, medical diagnosis, surveillance video and ocean engineering application [3] . Generally speaking, the SR problem is an ill-posed problem [1] - [3] and the existing SR methods can be divided into two categories according to the number of observed LR image frames: single-image SR and multi-frame SR methods [4] . Recently, various image SR methods have been proposed to deal with this conditionally insufficient problem [5] - [8] .
Single-image SR methods can be further divided into interpolation-based methods [9] , reconstruction-based methods [10] and example learning-based methods [11] .
Interpolation-based methods, such as bilinear, bicubic, and edge-based Interpolation method [12] , show the advantage of simplicity and relatively low complexity. Reconstructionbased methods incorporate the reconstruction constrains and image prior to formulate a regularized cost function [4] . Various kinds of priors have been incorporated into reconstruction-based methods, e.g., edge prior [13] , gradient prior [14] , non-local means prior [15] and sparsity prior [16] . Example learning-based methods recover a HR image by learning the mapping between HR and LR images [7] . Recently, the deep learning methods have demonstrated highquality for single-image SR [17] . Some typical methods such as references [18] , [19] could obtain remarkable performance. However, due to the ill-conditioned problem of SR reconstruction, recovering the HR image from a single LR image is difficult and the correlation between LR images is always neglected.
To overcome the drawbacks of single-image SR, some classical multi-frame SR methods have been proposed to estimate a HR image by exploiting complementary information from multiple LR images [8] . Multi-frame SR methods can be divided into two basic types of methods: frequency domain methods and spatial domain methods [20] . For frequency domain methods, the first work of the SR reconstruction was proposed in the literature by Tsai and Huang in 1980s [21] . Following that work, many frequency domain methods have been developed, such as fourier transform-based method [22] , discrete cosine transform-based method [23] and wavelet transform-based method [24] . Although frequency domain methods are efficient, they are not able to incorporate prior knowledge from spatial domain in their formulation. In order to overcome that drawback, many spatial domain methods have been developed in the research community, including the non-uniform interpolation-based approaches, iterative back projection (IBP) approaches, projection onto convex sets (POCS) approaches, maximum likelihood (ML) approaches, and maximum a posteriori (MAP) approaches [25] . Among the spatial domain approaches, the regularization-based method is one of the most effective multi-frame SR reconstruction approaches. Since SR reconstruction is an ill-posed inverse problem, the key technique is to obtain a stable solution by integrating a priori knowledge into the process of SR reconstruction [2] . In the past decades, many priori regularization models have been proposed to preserve edge information while removing image noise, such as Tikhonov regularization, Markov random fields (MRF) regularization, and total variation (TV) regularization [6] . Though such representative regularization-based reconstruction methods show promising SR results, they still have some drawbacks. Since the Tikhonov regularization reconstruction method introduces smoothness constraints to suppress the noise in the reconstructed image, it may lose some detailed information in the LR images [26] . The MRF based reconstruction methods could smooth the reconstructed HR image along edges [27] . The TV model is popular due to its good ability to preserve image edges, but it often blurred image edge and texture information.
Besides the aforementioned regularization-based SR methods, various new SR methods have been proposed recently and obtain promising performance. Mourabit et al. [28] proposed a new tensor based diffusion regularization that took the benefit from the diffusion model of Perona-Malik [29] . Farsiu et al. [30] proposed a fast and robust multi-frame image SR method by L 1 norm for both the regularization and the data fusion terms. Xiao et al. [31] proposed a novel image enhancement algorithm based on adaptive shock filtering model, in which the weight of each shock filtering is determined by image gradient. Recently, Kappeler et al. [32] proposed to use a convolutional neural networks (CNN) trained on both spatial and temporal dimensions of videos to enhance the spatial resolution of videos. In addition, the sparse representation-based prior methods have been proposed [33] and shown promising image SR results. Villena et al. [34] proposed a novel variational Bayesian methodology for the combination of a sparse and nonsparse image priors, which performed well on image details preserving. Although various types of SR reconstruction methods have been proposed, it is not easy to remove noise and preserve image edges simultaneously.
In recent years, some improved shock filters (SF) [35] , [36] have been proposed for image enhancement and restoration. Osher and Rudin [36] proposed a SF model for image sharpening and enhancement. However, this method would also amplify noise. Although an adaptive SF in [31] was proposed for single-image SR, it performed poor in the multi-frame SR reconstruction, especially for noisy image due to the noise sensitivity limitation of SF. Based on above analysis, in this paper, we explored the SF to propose a multiframe SR method. In the proposed method, a new gradient vector flow hybrid field (GVFHF) is designed to capture the object boundaries more accurately in images corrupted by high-level noise, since the proposed GVFHF has the advantages of both the gradient vector flow (GVF) [37] and the gradient filed (GF). Then a GVFHF-based anisotropic diffusion shock filter (ADSF) [38] (GVFHF-ADSF) is proposed to enhance and denoise the reconstructed image. Finally, the GVFHF-ADSF model is employed to form a regularization term in the regularization based SR method. In order to demonstrate its performance, we have applied the proposed method to synthetic images and real video sequences for conducting comparison experiments with some related works. Experimental results show that the proposed method is more robust in removing noise and enhancing edges.
The main contributions of this work over other existing methods can be summarized as follows: a) A novel multi-frame image SR reconstruction method which is based on GVFHF and ADSF is presented in this paper.
b) A new GVFHF algorithm is designed to reduce the loss of image details considering its good quality of capturing the object edges accurately in a noisy image. c) A GVFHF-ADSF-based regularization term is proposed to well preserve image texture details meanwhile removing noise and enhancing the edges of reconstructed image.
The remainder of this paper is organized as follows: The proposed GVFHF-ADSF based SR method is introduced in Section II. Some experiments results and analysis are depicted in Section III and the conclusion is summarized in Section IV.
II. THE PROPOSED METHOD
In this section, the problem formulation of multi-frame SR is firstly depicted. Then, the regularized SR method is introduced. A GVFHF method is proposed by the convolution of image GVF and GF. By replacing the gradient of ADSF model, a GVFHF-ADSF model is constructed and designed as a regularization term. Finally, the GVFHF-ADSF-based regularization term is employed into the regularized SR method and a steepest descent algorithm is used to minimize the objection function. 
A. PROBLEM FORMULATION
In SR image reconstruction, it is necessary to set up a suitable imaging degradation model, which is used to build the relationship between the desired reference HR image and all the observed LR images. Suppose that the HR and LR images are denoted in the vector form and Y k is the kth LR frame which is rearranged in lexicographic order and N 1 N 2 × 1 is the size of each observed LR image. X is the HR image with the size of q 2 N 1 N 2 × 1 which is also rearranged in lexicographic order, where the parameter q is the down-sampling factor for the horizontal and vertical directions. The relationship between an ideal HR image and the LR image can be described as:
where M k stands for the geometric warp matrix with the size of 
where the first term is the data fidelity term, which measures the reconstruction error to ensure that pixels in the reconstructed HR image are close to real values; the second term γ ( X ) is the regularization term to control the smoothness of the reconstructed HR image and λ is the regularization parameter which provides a tradeoff between the data fidelity term and the regularization term. Most regularization methods are mainly designed to denoise and deblur in the process of reconstructing HR images. In the proposed method, we also consider the enhancement of image edges by a new GVFHF. In the following subsections, GVFHF is first presented based on the GVF field and gradient field (GF), and then the GVFHF-based ADSF model is constructed. The proposed GVFHF-ADSF model is employed as a regularization term for the image SR problem. The schematic diagram for SR reconstruction based on GVFHF-ADSF regularization is shown in the Fig. 1 . 
1) THE PROPOSED GVFHF
GVF [37] was first proposed to overcome the problems of the conventional external forces in capturing the shape concavities. The GVF field is computed as a diffusion of the intensity gradient vectors of a gray-level or binary edge map derived from the image which enables noise to be suppressed. In the original implementation, the GVF has been defined as the solution of the following partial differential equation:
where
is the GVF field; ∇ is the gradient operator; V t denotes the partial derivative of GVF with respect to the time variable t; is the Laplacian operator. f is an edge map derived from the image X , with the property that it is larger near image edges. The edge map can be computed using a Gaussian edge detector with zero mean and σ E variance as follows:
where G σ is a Gaussian distribution with a small variance. The GVF field V t can be written as a recursive fashion in the discrete domain:
where µ is a parameter to control the degree of smoothness of the GVF field; f x and f y are the partial derivatives of f with respect to x and y axes. From Eq. (5), the GVF field is formed by two terms. The first term performs the diffusion of the edge information while the second term ensures that the GVF field maintains the maximum values at positions in the image where the gradient information is maximized. Thus, GVF provides good edge localization. Actually, GVF field and the image GF can both well describe the image texture, which can be clearly visualized in Fig. 2 . From Fig. 2 (b) and (c), we can find that in smooth regions, the forces of GVF are relatively smaller than that of GF, and GVF can suppress the influence of noise better.
GF is more sensitive to noise than GVF when applying to noisy images. The GVF is able to accurately capture the object boundaries in images corrupted by high levels of noise. However, in the edge regions, GVF extends the gradient map further away from the edges and tends to increase the regions on both sides of the edges, which will blur the edge boundaries of images when GVF is used for image denoising. Thus, a new GVFHF which has the advantages of both GF and GVF is defined to capture the object boundaries accurately meanwhile robust to noise. An effective convolution operation is used to neutralize the field intensity in each pixel. The proposed GVFHF is designed by calculating the convolution of GVF and GF of the image as follows:
where X x and X y are the partial derivatives of X with respect to x and y axes. As can be seen from Fig. 2 (d) , the range of the edges is capture more accurately, and the noise of the smooth regions is also better suppressed through using GVFHF. In the following subsections, the gradient of ADSF model is replaced by GVFHF to construct the proposed GVFHF-ADSF model, and a spatial weight factor is defined.
2) GVFHF-ADSF MODEL
A partial differential equation, called SF [35] is used for image sharpening and enhancement. The SF process can suppress the edge diffusion, achieve image deblurring and deconvolution, but it is extremely sensitive to noise and the noise is also amplified when the image is enlarged. The SF is commonly generalized by:
where X ηη denotes the second order directional derivative of image gradient direction η; ∇X is the image gradients; sign (•) is a sign function and |∇X | can be computed by the following form:
The min mod function can be defined as:
To increase the robustness of SF, Alvarez and Mazorra [38] defined an ADSF method for noise elimination and edge enhancement by coupling shock filter to the anisotropic diffusion operator. In the method, the smoother regions are denoised, and edges are enhanced and sharpened. This method added a certain anisotropic diffusion term with an adaptive weight between the shock and the diffusion processes leading to performing image denoising and deblurring. The formulation is shown as follows:
where c is a positive constant and ε is the direction perpendicular to the gradient ∇X . X ηη and X εε can be computed as follows:
where X x and X y represent the first-order difference of x and y, respectively; X xx , X xy , X yy are the second-order difference of x, y, respectively. The model in Eq. (10) diffuses the initial image in the direction perpendicular to the image gradient to remove noise, and develops a shock in the direction of image edge to sharp and enhance edges. Subsequently, the complex diffusion shock filter process (CDSF) method [39] was proposed which can remove the image noise and enhance the image. However, it would also blur many image texture details. The ADSF method is sufficient to overcome the influence of the noise because it convolves the signal with a Gaussian function and the second order derivative of gradient direction X ηη . Nevertheless, it will produce some piecewise constant regions in the noise points while enhancing the image. Since the GVF field is invariant to the application of the image diffusion process, and is able to capture the object boundaries more accurately in image corrupted by high levels of Gaussian noise, the proposed GVFHF performs well on noise or spurious edges, and it has the advantages of both GVF and GF. The larger object boundaries capturing, the more details will be preserved in the next diffusion process. Hence, a GVFHF-ADSF method is proposed by replacing the image gradient of the ADSF for image denoising and enhancement.
For the edge and texture, the first term G σ * X ηη in Eq. (10) which defines a shock filter is emphasized to enhancement and deblurring between areas defined by zero-crossings of the second derivative in the direction of the gradient. And for the flat regions, the second term X εε in Eq. (10) is a directional diffusion term that induces a smoothing action along the direction perpendicular to the image gradient, and it can implement a forward diffusion process which is emphasized to remove noise. Besides, there is a constant to control the tradeoff between the two terms of Eq. (10). However, the constant in Eq. (10) cannot adaptively weight image enhance and diffusion process. Therefore, the proposed GVFHF-ADSF model will consider the spatial property and a spatial weight factor is defined to replace the constant c in the ADSF model by using a spatial information indicator, which can effectively distinguish flat regions from edge regions. According to this analysis, we modify Eq. (10) as follows:
where w is the spatial weight factor, and it can be defined as:
where β is a contrast factor, which controls the ability of the parameter to distinguish the edge and texture area from the flat area; d is the pixel difference curvature in the image introduced by Chen et al. [40] , which can effectively distinguish edges from flat and ramp regions, and it can be defined as:
The different curvature d is defined as an edge indicator, which has the following characteristics: (a) for edges, X ηη is large and X εε is small, so d is large; (b) for flat and ramp regions, X ηη and X εε are both small, so d is small; (c) for isolated noise, X ηη and X εε are both large and almost equal, so d is small. So edges can be distinguished from the flat and ramp regions based on the value of d. According to the analysis, from Eq. (13), it is clearly seen that for the pixels in smooth areas, the d value is very small, so w is close to 1, which means that the second term of GVFHF-ADSF is playing a leading role, and thus the noise in the flat regions will be well suppressed. Conversely, for edge and texture pixels, if d is large, w will be small, so the first term of GVFHF-ADSF is playing a leading role. With the ability of adaptively weight for the shock term and diffusion term, the edge and texture will be well preserved and enhanced, and the noise will be removed.
C. THE SR RECONSTRUCTION BASED ON GVFHF-ADSF MODEL
Based on the proposed GVFHF-ADSF model, we employ the GVFHF-ADSF model as the regularization term for SR image reconstruction to better remove visual artifacts and preserve image edge information. To find the solution of this minimization problem, the steepest descent algorithm is adopted. Substituting γ ( X ) t into Eq. (2) by GVFHF − ADSF(X n ) t presented in Eq. (12), the objective function can be written as follows (15) , as shown at the top of the next page.
where n is the iteration number; X represents the original HR image;X represents the reconstructed HR image; δ is a scalar defining the step size in the direction of the gradient. The algorithm is summarized in Algorithm 1.
Algorithm 1 The Pseudocode of the GVFHF-ADSF-Based SR Method
Input: LR image Y k and magnification factor. Output: a HR image X . (15) 
III. EXPERIMENTS RESULTS AND ANALYSIS
To validate the effectiveness of the proposed GVFHF-ADSF based SR method, numerous experiments are conducted on a variety of natural images. We firstly evaluate the performance of the proposed GVFHF-ADSF model in image denoising. Then, different levels of Gaussian and Salt-and-Pepper noise are used in the simulated experiments to verify the performance of the proposed SR method. The real experiments are provided to further illustrate the performance of the proposed method.
A. PERFORMANCE EVALUATION OF THE PROPOSED GVFHF-ADSF
In this subsection, the performance of the GVFHF-ADSF, ADSF and CDSF models in image denoising have been presented. The experiments results are shown in Fig. 3 . Fig. 3 (a) is constructed by adding zero-mean Gaussian noise with 0.002 variance into the standard test image ''Cameraman''. From Fig. 3 (b) , it can be seen that ADSF model can well enhance the edges while it is extremely sensitive to noise. From Fig. 3 (c) , we can observe that CDSF model can well remove image noise while it blurs many texture details of the image. From Fig. 3 (d) , it is easy to see that the best visual quality is obtained by the proposed GVFHF-ADSF model, which presents more details and textures than the other methods. To better verify the effectiveness of the GVFHF-ADSF method, we also tested it on other multiple images. In addition to subjective evaluation of the proposed algorithm, we compute the peak signal-tonoise ratio (PSNR) and structural similarity (SSIM) [41] as the quantitative measures of the reconstructed HR image with respect to the original HR image. The PSNR and SSIM are defined as:
where µ X and µX represent the average gray value of the original HR and the reconstructed result, respectively; σ X and σX represent the variance of the original HR image and the reconstructed image, respectively; σ XX represents the covariance between the original HR image and the reconstructed image; C 1 and C 2 are two constants, which prevent unstable results when either
is very close to zero. For the simulated experiments, the regularization parameter and other parameters in all the models are adjusted such that the most visually appealing results and the highest PSNR can be produced. The quantitative comparison of the denoising results are listed Table 1 . As can be seen from Table 1 , the GVFHF-ADSF model can provide the higher PSNR and SSIM values than ADSF and CDSF models.
B. PERFORMANCE EVALUATION OF THE PROPOSED SR METHOD
In this subsection, we validate the potential of the proposed SR method. In the paper, we present eight reconstructed results of three sets of simulated data and three sets of real image sequences. To better evaluate the effectiveness and robustness of the proposed method, both subjective and objective evaluations are made to compare with the following methods: 1) Bicubic interpolation; 2) TV regularization model [25] ; 3) BTV regularization model [30] ; 4) CDSF regularization model;5) Bayesian combination of sparse and non-sparse method (L 1 -SAR) [34] ; 6) the adaptive shock filtering (ASF) [31] SR method. In all experiments, the motion model is assumed to be the global translational model.
1) PARAMETER SELECTION
In this subsection, the parameter setting in the proposed method will be discussed in detail. The regularization parameter λ in Eq. (2) plays an important role in weighting the regularization term and data fidelity term, and is critical for the proposed SR method. By adjusting λ, a compromise is achieved to suppress the noise and preserve the nature of the original image. The regularization parameter λ is critical for the proposed SR method. In this subsection, we conduct parametric experiments to study how to select an optimal parameter of λ. In the experiments, the parameter is ranging from 0 to 0.8. We performed several experiments on the original images which are shown in Fig. 4 with different levels of Gaussian and Salt-and-Pepper noise. The results are shown in Fig. 5 where the horizontal axis is the regularization parameter and the vertical axis is the average value of PSNR and SSIM, respectively. From Fig. 5 (a) , it can be seen that when the regularization parameter is 0.3 to 0.4, the reconstructed results achieve optimal effect for Gaussian noise. From Fig. 5 (b) , we can see that 0.1 is the best VOLUME 5, 2017 regularization parameter for Salt-and-Pepper noise. It can also see from Fig. 5 that when the regularization parameter is too large or too small, the performance of the proposed SR method degrades. Consequently, the parameter λ is set as 0.4 for Gaussian noise and 0.1 for Salt-and-Pepper noise in our experiments.
2) SIMULATED EXPERIMENTS: PERFORMANCE ON GAUSSIAN NOISE
To show the effectiveness of the proposed method, three sequences of the LR images are added different levels of From the comparison of the results, we can observe that the reconstruction results obtained by the proposed SR method are better than other methods. As can be seen, the proposed SR method can further enhance the reconstructed edges, e.g., like hair and the cap edges of ''Lena'', the eyes of ''Parrot'', and the head ornaments of ''Man''. The L 1 -SAR method preserves image detail well, but it has some noise in the smooth regions. Besides, it can be seen that the proposed method has good visual effects and is much more robust than the other methods when different levels of Gaussian noise are added for reconstruction. From Fig. 9 , we can also find that the proposed SR method achieves the highest PSNR and SSIM values, which indicate that the proposed SR method can provide good reconstruction of the original HR image. better results than other methods in case of two different levels of noise. For example, in the edge area, the proposed method reconstructed more details than other reconstruction methods, meanwhile in the smooth area, the high-intensity noise is better suppressed. And it can be seen that from the detailed regions of Figs. 10-11 (i)-(n), the proposed method provides the clearer and sharper HR images. To show the robustness of the proposed method, we plot the PSNR and SSIM values under different noise conditions. The results are shown in Fig. 12. From Fig. 12 , it is clearly illustrated that the proposed method is also robust when the level of Salt-and-Pepper noise is increased. The results illustrate that the proposed SR algorithm can produce a better reconstruction result that is close to the original HR image.
4) REAL EXPERIMENTS
To further illustrate the performance of the proposed method, experiments are carried out for three real data sequences, which are obtained from the Multidimensional Signal Processing (MDSP) Research Group of UCSC [42] . In the real data experiments, the true HR image cannot be obtained, we use the blind image quality index (BIQI) [43] proposed recently to give an objective assessment of the reconstruction results.
In the first data sequence ''alpaca'', the 55 LR frames with size of 128 × 96 are used to compare the performance of all algorithms. The reconstructed HR images by a factor of 4 obtained by Bicubic interpolation and other SR algorithms are shown in Fig. 13 . The second real data is 9 LR frames clipped from ''text'' images with the size of 201×132. The scale factor is set to 3. The reconstructed HR images are shown in Fig. 14 . The third dataset ''bookcase'' consists of 20 LR frames with size of 121 × 91. The reconstructed HR images by a factor of 3 are shown in Fig. 15 . In all cases, the unknown camera PSFs are all assumed to be a 5 × 5 Gaussian kernel with standard deviation as one. The first frame is the reference frame. The quantitative comparison of the results using BIQI is shown in Tables 2.
From Figs. 13-15 , the resolution of the image has certainly been increased after using the SR techniques. The Bicubic method has blur image details such as the edges of ''University'' and ''French''. For the TV and BTV SR reconstruction results, although the noise is suppressed and the detail information is well preserved, the edges of images are still blurry. The L 1 -SAR method reconstructed HR image details well such as the letter in the real image. However, it has some noise in the smooth regions which can be clearly seen in the detail regions cropped from the reconstructed image. It is easy to observe that the proposed SR method can achieve HR images with clearer information than other methods, particularly around the edges and the letters in the three images, and this effect is very obvious in the detailed regions. It means that the proposed algorithm can obtain better visual effects. In addition, from Table 2 , it also can be seen that the proposed SR method obtains all of the highest BIQI values, which are consistent with the visual effect.
Therefore, from the above experimental results on both the synthetic and real image datasets, it can be clearly demonstrated that the proposed SR method is very effective in providing high quality reconstruction results, and it is superior to some of the existing SR methods.
IV. CONCLUSION
Image super-resolution aims to estimate a HR image from one or multiple observed LR image frames based on reasonable assumptions of image generation model. It is known that the key of the SR problem is to suppress noise and preserve details. In this paper, a multi-frame SR reconstruction method is presented with a novel robust GVFHF-ADSF-based regularization term, which can balance noise suppression against detail preservation, and enhance the edges of reconstructed images. A new GVFHF algorithm is firstly designed by the convolution of image GVF and GF to reduce the loss of image fine details. Then, through replacing the gradient of ADSF by the proposed GVFHF, a GVFHF-ADSF model is proposed which can remove noise in the smooth regions and enhance edges and textures. In the GVFHF-ADSF model, an adaptively spatial weight factor for flat and edge regions is defined based on the difference curvature considering a tradeoff between denoising and enhancement. Finally, we propose to employ the GVFHF-ADSF model as the regularization term to solve the inverse problem of SR reconstruction. Experimental results illustrate that the presented GVFHF-ADSF based SR method performs well both subjectively and objectively when compared with some existing SR methods. Future work includes the extensions of the proposed GVFHF-ADSF model on a variety of applications, such as image inpainting and video SR. In addition, researchers have developed some sparse representation based methods which has remarkable reconstruction results. It is interesting to combine the sparse prior with our framework in the future. 
