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Quantization of electromagnetic fields is investigated in the framework of stochas-
tic variational method (SVM). Differently from the canonical quantization, this
method does not require canonical form and quantization can be performed directly
from the gauge invariant Lagrangian. The gauge condition is used to choose dynam-
ically independent variables. We verify that, in the Coulomb gauge condition, SVM
result is completely equivalent to the traditional result. On the other hand, in the
Lorentz gauge condition, SVM quantization can be performed without introducing
the indefinite metric. The temporal and longitudinal components of the gauge filed,
then, behave as c-number functionals affected by quantum fluctuation through the
interaction with charged matter fields. To see further the relation between SVM
and the canonical quantization, we quantize the usual gauge Lagrangian with the
Fermi term and argue a stochastic process with a negative second order correlation
is introduced to reproduce the indefinite metric.
I. INTRODUCTION
Stochastic variational method (SVM) is a generalized method of the variational proce-
dure where dynamical variables are extended to the domain of stochastic ones. Instead of
determining an optimal path of each stochastic process, this variational method aims to
determine the optimized evolution of the probability distribution function. The method was
firstly introduced by Yasue [1] to reformulate Nelson’s stochastic quantization method [2, 3]
from the point of view of the variation principle.
2FIG. 1: For quantization, the Euler-Lagrange equation is modified in SVM, while the canonical
equation is changed in the canonical quantization. The mean forward and backward derivatives
respectively D and D˜ are defined in Ref. [29].
Subsequently, SVM has been extended to more general cases. For example, the Navier-
Stokes equation [4–6], the Gross-Pitaevskii equation [5, 7], and the Schro¨dinger-Langevin
(Kostin) equation [8] are formulated in SVM approach. Further aspects of SVM have also
been studied, such as the Noether’s theorem [9], the uncertainty relation [10], the applica-
tions to the many-body particle systems [7], and continuum media [4, 5]. Although many
groups [11–28] have investigated SVM, the applicability has not yet been well explored.
Thus it is worth investigating the applicability of SVM to more complex systems.
In this series of works, we focus on the applicability of SVM as an alternative field
quantization scheme. In Part I, we discussed the formulation of SVM to the field quantization
and showed that the complex Klein-Gordon equation can be quantized appropriately and
this method has an advantage for the definition of the Noether charge [29]. This paper is
Part II and we discuss the quantization of electromagnetic fields in the framework of SVM.
There is a sufficient reason to expect that the SVM quantization provides another per-
spective in the gauge field quantization compared to the usual canonical quantization. The
canonical quantization is implemented by employing the commutation relations of canoni-
cally conjugate variables. As is well-known, however, this procedure is not straightforward
for electromagnetic fields because the canonical momentum for the time component of the
four-vector gauge field Aµ(x) vanishes. To circumvent this difficulty in a covariant manner,
3for example, the so-called Fermi term is introduced to the Lagrangian density, paying the
price of introducing the indefinite metric (Fock state vector with a negative norm). We need
to take a special care to project out the undesirable negative norm states from the physical
Fock space.
Such a difficulty of the canonical formulation with dynamical constraints already appears
in the classical level. Nevertheless, this does not give rise to any problem to derive the
classical equations of motion by the variational procedure. Therefore, if quantization can
be regarded as the stochastic generalization of the optimization of actions as is claimed in
SVM, the gauge field quantization should be performed directly to the same classical action
without introducing additional terms. See also Fig. 1.
The principal purposes of the present work are twofold. One is to confirm our speculation
mentioned above, that is, to apply the SVM quantization to the gauge invariant Lagrangian
and discuss the properties of the derived quantized dynamics. The other is to investigate
the counterpart of the indefinite metric in SVM. If SVM gives the consistent framework of
quantization, it will be applicable even to the usual gauge Lagrangian with the Fermi term
and the well-known result should be reproduced. For this, we need to extend the concept of
a stochastic process to represent the indefinite metric in SVM.
This paper is organized as follows. In Sec. II, for the sake of book-keeping, we introduce
our notation for the discretization scheme of the Lagrangian density of electromagnetic fields.
In Sec. III, the stochastic variation is applied to the gauge invariant Lagrangian density.
In Sec. IV the application to the Lagrangian density with the Fermi term is discussed by
generalizing the concept of stochastic process to reproduce the indefinite metric. Section V
is devoted to concluding remarks.
II. STOCHASTIC LAGRANGIAN DENSITY OF ELECTROMAGNETIC
FIELDS
In SVM, quantum fluctuation is introduced as random noise in a classical system. Thus,
for a system of fields, the field configuration becomes not smooth in space and time. To deal
with such a behavior, we introduce the space lattice discretization of the field variables as
is done in [29] . In this section, for the sake of book-keeping of notations, we summarize the
scheme, extending to the vector fields.
4A. Discretized Expression of Derivatives
For the discretization scheme, we introduce a set of N3 cubic lattice grid points
forming a cubic domain of side L, volume V = L3. The side of the unit lattice
cube ∆x is ∆x = L/N . We denote the set of the whole lattice point by Ω =
{x = (xl, ym, zn) = (l∆x,m∆x, n∆x), 0 ≤ l, m, n ≤ N − 1}. For a given time, spatial con-
figuration of a field is completely specified by a set of values f = {fx;x ∈Ω} imposing the
periodic boundary condition in each direction. For this purpose, N is ought to be an even
integer. The periodic boundary condition is then expressed as
fx = fx+eiL, (1)
where ei is defined by ex = (1, 0, 0), ey = (0, 1, 0) and ez = (0, 0, 1). Then the spatial
derivative is defined by
∇ifx = fx+ei∆x − fx−ei∆x
2∆x
, (2)
and the corresponding Laplacian operator is expressed as
∆xfx ≡
∑
i
∇i∇ifx =
∑
i
fx+2ei∆x − 2fx + fx−2ei∆x
4(∆x)2
. (3)
Note that the spatial derivative here is the average of the two spatial derivatives defined
Ref. [29]. This is to simplify the introduction of the gauge conditions. We verify the partial
integration formula over the whole space as in Refs. [4, 5, 29],
∑
x∈Ω
hx∇gx = −
∑
x∈Ω
gx∇hx (4)
for any field configurations f and g, due to the periodic boundary condition.
On the other hand, we keep the two different discretized definitions for the time derivative
as,
(∂t)+fx(t) =
fx(t+ dt)− fx(t)
dt
(dt→ 0+), (5a)
(∂t)−fx(t) =
fx(t+ dt)− fx(t)
dt
(dt→ 0−). (5b)
These do not coincide even in the limit (|dt| → 0) in the presence of noises, as is discussed
in Refs. [5, 29]. Note that SVM is formulated based on the stochastic calculus of the Wiener
process and thus any higher order contribution in terms of dt should be ignored. For the
space direction, the infinitesimal limit of ∆x is taken in the end of calculations.
5For the later convenience, we introduce the following notations,
(∂+)µ =
(
1
c
(∂t)+,∇
)
, (∂−)µ =
(
1
c
(∂t)−,∇
)
, (6)
where (∂±)
µ ≡ gµν(∂±)ν , c is the speed of light and gµν = diag(1,−1,−1,−1) is the
Minkowsky metric tensor. These are just convenient notations and do not mean that these
are Lorentz covariant.
B. Discretized Expression of Gauge Transform
Let us now introduce the gauge field in the discretized form as
Aµ(x) = (A0(x, t),A(x, t)) −→ Aµ
x
(t) = (A0
x
(t),Ax(t)). (7)
From the definitions introduced in the previous subsection, the gauge transform can be
expressed in two different ways;
Aµ
x
(t) −→ (A′
x
)µ(t) = Aµ
x
(t)− ∂µ+λx(t), (8a)
Aµ
x
(t) −→ (A′
x
)µ(t) = Aµ
x
(t)− ∂µ−λx(t). (8b)
Here λx(t) is an arbitrary smooth function in time. Therefore the above two expressions of
the gauge transforms are completely equivalent since ∂µ+λx(t) = ∂
µ
−λx(t) in the infinitesimal
|dt| limit as mentioned above.
Then, by applying the argument in Ref. [29], the discretized Lagrangian density is given
by the average of the + and − contributions as
L = −1
8
F µν+ (F+)µν −
1
8
F µν− (F−)µν , (9)
where
F µν+ = ∂
µ
+A
ν − ∂ν+Aµ, (10a)
F µν− = ∂
µ
−A
ν − ∂ν−Aµ. (10b)
See also Refs. [5, 10]. It should be stressed that this Lagrangian density is invariant under
the gauge transforms Eq. (8a) and Eq. (8b) even for a finite spatial grid.
As is well-known, discretization scheme of the gauge field has been already formulated in
terms of the link variables and widely used in the lattice field theory. In the present work,
however, we will not introduce the link variable because the SVM quantization results are
compared directly to that of canonical quantization of electromagnetic fields.
6C. k−Representation and Polarization Vector
To employ the stochastic variation, we have to specify independent degrees of freedom,
to each of which independent noises are introduced. In the present case, the Lagrangian
density (9) is expressed in terms of the gauge field Aµ which has four components, but only
two of them are independent due to the gauge invariance.
For this purpose, it is natural to choose the two transverse components as the two inde-
pendent variables, because the classical electromagnetic wave contains only the transverse
components. The transverse component in the discretized form is defined by
∇ ·A⊥ = 0, (11)
where the subscript ⊥ denotes the transverse component.
As was discussed in Ref. [29], the field quantization in SVM can be done both in the x−
and k−representations. The properties of the quantized electromagnetic fields is studied
extensively in the momentum space. Thus, in the following, we develop SVM quantization
in the k−representation.
The field variables in the k−representation, A(r)
k
, is defined by the following linear trans-
form,
Ax =
√
∆3k
3∑
r=1
∑
k
ek,rA
(r)
k
(t)
eik·x√
V
, (12)
where ∆3k = (2π)3/L3 and the three vectors {ek,r, r = 1, 2, 3} are orthogonal unit vectors,
forming an orthonormal base for each given k. Now, we can always choose that
ek,3 = qk/ |qk| , (13)
where qk is the real eigenvalue of the discretized derivative operator ∇ with periodic bound-
ary conditions, satisfying
∇ eik·x = iqk eik·x, (14)
and expressed as
qk =
1
∆x
(sin(kx∆x), sin(ky∆x), sin(kz∆x)), (15)
where k = 2pi
L
(nx, ny, nz) with ni (i = x, y, z) being an integer satisfying −(N − 1)/2 ≤ ni ≤
(N − 1)/2. Note that, as was discussed in Ref. [29], qk is reduced to k in the continuum
limit.
7From the completeness of {ek,r, r = 1, 2, 3}, it is obvious that
∑
r=1,2
ek,re
T
k,r = I −
qk q
T
k
q2
k
, (16)
where I is (3× 3) an identity matrix and the superscript T represents the transpose oper-
ation. Then the two vectors {ek,r, r = 1, 2} are identified as the polarization vectors. To
implement the real property of the field, we use the convention normally adopted,
e−k,r = ek,r (r = 1, 2), (17a)
e−k,3 = −ek,3. (17b)
In terms of these polarization vectors, the transverse field A⊥ can simply expressed as
A⊥x =
√
∆3k
2∑
r=1
∑
k
ek,rA
(r)
k
(t)
eik·x√
V
. (18)
On the other hand, the temporal and longitudinal components A0
x
(t) and A‖x(t), which are
not the dynamical variables in the present case, are expressed as
A(0)
x
=
√
∆3k
∑
k
A
(0)
k
(t)
eik·x√
V
, (19)
A‖x =
√
∆3k
∑
k
ek,3A
(3)
k
(t)
eik·x√
V
. (20)
Note that our new independent variables
{
A
(r)
k
(t), A
(r)
−k(t), r = 1, 2
}
are complex but not
independent, because A
(r)∗
k
(t) = A
(r)
−k(t) because the condition that A⊥x is a real field with
the convention Eq.(17a). In terms of real and imaginary parts,
A
(r)
k
(t) =
R
(r)
k
(t) + iI
(r)
k
(t)√
2
, (21)
with
R
(r)
k
(t) = R
(r)
−k(t), I
(r)
k
(t) = −I(r)−k(t). (22)
For the sake of the later convenience, we introduce a new real variables,
{
ξ
(r)
k
, r = 1, 2
}
for any k from which we define the field amplitudes as
ξ
(r)
k
(t) = R
(r)
k
(t), (23a)
ξ
(r)
−k(t) = I
(r)
k
(t). (23b)
8III. STOCHASTIC VARIATION FOR GAUGE INVARIANT LAGRANGIAN
A. transverse components
We apply the stochastic variational method to the gauge invariant Lagrangian density
(9) following Ref. [29].
Now we replace these fields with stochastic variables as
ξ
(r)
k
(t)→ ξˆ(r)
k
(t). (24)
Here the symbol ˆ is used to express stochastic variables. The forward and backward stochas-
tic differential equations (SDEs) are, respectively, given by
dξˆ
(r)
k
(t) = u
(r)
k
({ξˆ}, t)dt+
√
2ν
∆3k
dW
(r)
k
(t) (dt > 0), (25a)
dξˆ
(r)
k
(t) = u˜
(r)
k
({ξˆ}, t)dt+
√
2ν
∆3k
dW˜
(r)
k
(t) (dt < 0). (25b)
The unknown functionals u
(r)
k
({ξ} , t) and u˜(r)
k
({ξ} , t) of {ξ} =
{
ξ
(r)
k
, r = 1, 2, ∀k
}
are de-
termined by the variational procedure. The noise terms dW
(r)
k
(t) and dW˜
(r)
k
(t) in the above
are defined by the two sets of independent Wiener processes,
E[dW
(r)
k
(t)] = 0, (26a)
E[dW
(r)
k
(t)dW
(s)
k′
(t)] = δrsδ
(3)
k,k′|dt|, (26b)
Another one dW˜
(r)
k
satisfies the same correlation property and all other correlations vanish.
The functional relation between u
(r)
k
and u˜
(r)
k
is called the consistency condition and given
by
u
(r)
k
({ξ}, t) = u˜(r)
k
({ξ}, t) + 2ν
∆3k
∂
∂Ξk
ln ρ({ξ}, t), (27)
where ρ represents the probability density of the configuration of the stochastic filed ξˆk, and
defined by
ρ({ξ}, t) = E
[
2∏
r=1
∏
k
δ(ξ
(r)
k
− ξˆ(r)
k
(t))
]
. (28)
The dynamics of ρ is obtained by the functional Fokker-Planck equation as
∂tρ({ξ}, t) = −
∑
r,k
∂
∂ξ
(r)
k
(ρ({ξ}, t)U (r)
k
({ξ}, t)), (29)
9where
U
(r)
k
({ξ}, t) = u
(r)
k
({ξ}, t) + u˜(r)
k
({ξ}, t)
2
. (30)
The stochastic action which we should optimize is expressed as
Isto = −1
8
∫ tf
ti
dt(∆3x)
∑
x
E[Fˆ µν+ (Fˆ+)µν + Fˆ
µν
− (Fˆ−)µν ], (31)
with ∆3x = (∆x)3. Here Fˆ µν± is obtained from Eq.(10a) and Eq.(10b) by substituting
stochastic variables and replacing
(∂t)+ −→ D, (∂t)− −→ D˜, (32)
where D and D˜ are the mean forward and backward derivatives, respectively [29].
The stochastic variation for the transverse component ξˆ
(r)
k
leads to(
∂t +
∑
r′,k
U
(r′)
k′
({ξ}, t) ∂
∂ξ
(r′)
k′
)
U
(r)
k
({ξ}, t) = −1
2
∂
∂ξ
(r)
k
∑
r′,k′
ω2
k′
(ξ
(r′)
k′
)2
+
2ν2
(∆3k)2
∂
∂ξ
(r)
k

ρ−1/2({ξ}, t)
∑
r′,k′
(
∂
∂ξ
(r′)
k′
)2
ρ1/2({ξ}, t)

 , (33)
where ωk = c|qk|. The variations for the temporal and longitudinal components lead to
other equations, and will be discussed in Sec. III B.
The set of equations (29) and (33) can be cast into the form of the functional Schro¨dinger
equation,
i~∂tΨ({ξ}, t) = HΨ({ξ}, t), (34)
where
H = (∆3k)
∑
r,k

− ~2c2
2(∆3k)2
(
∂
∂ξ
(r)
k
)2
+
1
2c2
ω2
k
(ξ
(r)
k
)2

 . (35)
Here we set ν = ~c2/2. The wave functional is defined by
Ψ({Ξ}, t) =
√
ρ({ξ}, t)eiθ({Ξ},t), (36)
with the phase introduced by
U
(r)
k
({ξ}, t) = ~c
2
∆3k
∂
∂ξ
(r)
k
θ({ξ}, t). (37)
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All Fock state vectors are given by the stationary solutions of the functional Schro¨dinger
equation. In particular, the vacuum state is given by
Ψvac({ξ}) =
∏
k
√
ωk(∆3k)
~c2π
e−(∆
3
k)ωk((ξ
(1)
k
)2+(ξ
(2)
k
)2)/(2~c2), (38)
which is normalized by one. Equivalently, by using Eq. (23), this can be expressed as a
functional of A
(r)
k
(t) as
Ψvac({R, I}) =
∏
k
ωk(∆
3k)
~c2π
e−(∆
3k)ωk
∑
r=1,2((R
(r)
k
)2+(I
(r)
k
)2)/(4~c2). (39)
It is however noted that, for example, R
(r)
k
and R
(r)
−k are not independent in the expres-
sion (39).
All other stationary states of the functional Schro¨dinger equation are obtained by oper-
ating creation operators to this vacuum state. The creation and annihilation operators in
this case are defined by
ak,r + a−k,r = lkR
(r)
k
+
1
lk
∂
∂R
(r)
k
, (40a)
a†
k,r + a
†
−k,r = lkR
(r)
k
− 1
lk
∂
∂R
(r)
k
, (40b)
ak,r − a−k,r = i
(
lkI
(r)
k
+
1
lk
∂
∂I
(r)
k
)
, (40c)
a†
k,r − a†−k,r = −i
(
lkI
(r)
k
− 1
lk
∂
∂I
(r)
k
)
, (40d)
where lk =
√
ωk
~c2
∆3k.
Using these expressions, the Hamiltonian operator can be expressed as
H =
2∑
r=1
∑
k
~ωk
2
(a†
k,rak,r + ak,ra
†
k,r). (41)
Moreover, by using the definition given in Ref. [29], the propagator described by this func-
tional Schro¨dinger equation is given by
∆ij⊥(x) =
1
2πV
∫
dk0
∑
k
(
δij − (qk)
i(qk)
j
q2
k
)
e−ikx
k2 + iǫ
, (42)
where kx = k0ct− k · x and k2 = kµkµ = (k0)2 − k2. In the continuum limit where qk = k,
these are exactly the same as those in the canonical quantization with the Coulomb gauge
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condition, although we still have equations for the temporal and longitudinal components
in our formulation.
For the sake of later discussion, it should be remembered that the above propagator
coincides with Green’s function satisfying,(
1
c2
∂2t −∆x
)
∆ij⊥(x− x′) = −
(
δij − ∇i∇j
∆x
)
δ(4)(x− x′). (43)
B. temporal and longitudinal components and gauge fixing conditions
The optimized solutions of the temporal and longitudinal components are given by the
variations of these components for the stochastic action (31), and we obtain[
(ek,3 · iq−k)DA(3)k (t) + (ek,3 · iq−k)D˜A(3)k (t) + 2cq2kA(0)k (t)
]
ξˆ=Ξ
= 0, (44a)[
(D˜D +DD˜)A
(3)
k
(t)− c(e−k,3 · iqk)D˜A(0)k (t)− c(e−k,3 · iqk)DA(0)k (t)
]
ξˆ=Ξ
= 0. (44b)
In the present calculation, fluctuations are introduced only through the transverse compo-
nents, and these two equations do not have any term depending on ξˆ
(r)
k
. Thus A0
x
(t) and
A‖x(t) are deterministic quantities. Then the mean forward and backward derivatives are,
in the end, reduced to the partial time derivative and the above equations are simplified as
(ek,3 · iq−k)∂tA(3)k (t) + cq2kA(0)k (t) = 0, (45a)
∂2tA
(3)
k
(t)− c(e−k,3 · iqk)∂tA(0)k (t) = 0. (45b)
These two equations are essentially equivalent, and we need to introduce an additional
condition to determine uniquely A
(0)
k
and A
(3)
k
as is well-known in classical electromagnetism.
In the following, we consider the Coulomb and Lorentz gauge conditions.
1. Coulomb gauge
The Coulomb gauge condition ∇ ·Ax(t) = 0, leads immediately to A‖x(t) = 0, that is,
A
(3)
k
(t) = 0. (46)
Substituting this result to the equations derived from the variation, we find that the temporal
component also vanishes,
A
(0)
k
(t) = 0. (47)
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That is, the temporal and longitudinal components completely disappear and we only need
to consider the transverse components.
In short, the result of the canonical quantization with the Coulomb gauge condition is
completely reproduced in this choice of the gauge condition.
2. Lorentz gauge
As was discussed, we can treat A
(0)
k
and A3
k
are c-number fields and thus the form of the
Lorentz gauge condition is well-known as
∂tA
0
x
(t) + c∇ ·A‖x(t) = 0, (48)
or equivalently,
∂tA
(0)
k
(t)− c(ek,3 · iq−k)A(3)k (t) = 0. (49)
Substituting this into Eqs. (44a) and (44b), we find that the temporal and longitudinal
components are, respectively, given by the solutions to the following equations,
(∂2t + ω
2
k
)A
(0)
k
(t) = 0, (50a)
(∂2t + ω
2
k
)A
(3)
k
(t) = 0. (50b)
Green’s functions for these c-number fields are then(
1
c2
∂2t −∆x
)
∆00(x− x′) = δ(4)(x− x′), (51)(
1
c2
∂2t −∆x
)
∆ij‖ (x− x′) = −
∇i∇j
∆x
δ(4)(x− x′). (52)
Together with Eq. (42), Green’s functions are expressed in a unified way as
∆µν(x− x′) = 1
(2π)4
∫
d4k
−gµν
k2 + iǫ
e−ik(x−x
′). (53)
This Green function coincides with the covariant expression of the propagator in the
canonical quantization with the Lorentz gauge condition. However, differently from the case
of the Coulomb gauge condition, this result is not equivalent to that of the usual canonical
quantization, since the temporal and longitudinal components behave as c-number fields and
are not replaced with the stochastic variables. However, the behaviors of the temporal and
longitudinal components are completely changed when there is the coupling with charged
matter fields, as will be shown next.
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C. Effect of interaction
To see how the behaviors of the temporal and longitudinal components are modified by
the effect of interaction, let us consider the coupling with the complex Klein-Gordon field,
which is described by the following stochastic Lagrangian density,
LSVM = −1
8
Fˆ µν+ (Fˆ+)µν −
1
8
Fˆ µν− (Fˆ−)µν
+
1
c2
(Dµ+φˆ)
∗((D+)µφˆ) + (D
µ
−φˆ)
∗((D−)µφˆ)
2
− µ2φˆ∗φˆ, (54)
where
Dµ+ = (D/c− ieA0/(~c),−∇− ieA/(~c)), (55a)
Dµ− = (D˜/c− ieA0/(~c),−∇− ieA/(~c)). (55b)
Then, the stochastic variations of the temporal and longitudinal components respectively
lead to [
1
2
(∇D +∇D˜) ·A‖x(t) + c∆xA0x(t) + ρ({φˆ, A0})
]
φˆR=φR,φˆI=φI
= 0, (56)[
1
2
(D˜D +DD˜)A‖x(t) +
c
2
(D˜∇ +D∇)A0
x
(t)− J({φˆ,A‖})
]
φˆR=φR,φˆI=φI
= 0. (57)
where
ρ({φ,A0}) = e
~c3
{
φRx(t)
D + D˜
2
φIx(t)− φIx(t)D + D˜
2
φRx(t)− e
~
A0
x
(t)
∑
i=R,I
φ2ix(t)
}
,
(58a)
J({φ,A‖}) = − e
~c
{
φRx(t)∇φIx(t)− φIx(t)∇φRx(t) + e
~c
A‖x(t)
∑
i=R,I
φ2ix(t)
}
. (58b)
Here real stochastic variables are introduced by φˆx = (φˆRx + iφˆIx)/
√
2, following Ref. [29].
We can show that these ρ and J satisfies the equation of continuity by using the stochastic
Noether’s theorem.
Because now these equations depends on the stochastic variables φˆix(t), the two compo-
nents A0
x
(t) andA‖x(t) become functionals of the configuration of the complex Klein-Gordon
field φix. As a consequence, D and D˜ cannot be replaced simply by the partial time deriva-
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tive, but we should use the following expressions,
D =
(
∂t +
∑
i=R,I
∑
x
uφi,x({φ}, t)
∂
∂φix
+
~c2
2(∆3x)
∑
i=R,I
∑
x
∂2
∂φ2ix
)
, (59a)
D˜ =
(
∂t +
∑
i=R,I
∑
x
u˜φi,x({φ}, t)
∂
∂φix
− ~c
2
2(∆3x)
∑
i=R,I
∑
x
∂2
∂φ2ix
)
, (59b)
where uφi,x and u˜
φ
i,x are, respectively, the mean forward and backward derivatives for the
charged matter field φˆix,
Dφˆix = u
φ
i,x({φˆ}, t), (60a)
D˜φˆix = u˜
φ
i,x({φˆ}, t). (60b)
In short, the temporal and longitudinal components are generally given by functionals
of the configuration of charged matter fields whose forms are determined by the stochastic
variation. When there is no charged matter, these components behave as classical fields
because of the lack of the source of fluctuation, and coincide with the classical Maxwell’s
equations as we have discussed.
IV. STOCHASTIC VARIATION FOR LAGRANGIAN WITH FERMI TERM
In this section, we apply the SVM quantization to the gauge Lagrangian with the Fermi
term. This formulation in the canonical quantization is known as the method of Gupta-
Bleuler, where the concept of the Fock space is extended by introducing the indefinite
metric. In this section, we reproduce this result by extending the concept of a stochastic
process.
The Lagrangian density is
L = −1
8
[F µν+ (F+)µν + F
µν
− (F−)µν ]−
1
4
[(∂µ+Aµx)
2 + (∂µ−Aµx)
2]. (61)
The second term on the right hand side is the Fermi term. The variable in the
k−representation is given by A(r)
k
which is defined by
Aµ =
√
∆3k
3∑
r=0
∑
k
εµrkA
(r)
k
(t)
eikx√
V
. (62)
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Here the covariant polarization vector εµrk is defined by
εµ0k = (1, 0, 0, 0), ε
µ
rk = (0, ek,r), (63)
and satisfies
εµrk(εsk)µ = −ζrδrs, (64a)
3∑
r=0
ζr(ε
µ
rk)ε
ν
rk = −gµν , (64b)
with ζ0 = −1, ζ1 = ζ2 = ζ3 = 1.
Substituting these definitions into Eq. (61), the corresponding stochastic Lagrangian is
given by
LSVM = −(∆
3k)
4c2
∑
r,k
(−ζr)E[(Dξˆ(r)k (t))2 + (D˜ξˆ(r)k (t))2 − 2ω2k(ξˆ(r)k (t))2], (65)
where we have introduced the real variables as Eq. (21) for all r’s, and set
ξ
(r)
k
= R
(r)
k
, ξ
(r)
−k = I
(r)
k
, (r = 0, 1, 2, 3). (66)
To obtain this expression, we have dropped the term which is expressed in the form of the
total time derivative by using the stochastic partial integration formula,
E[(DXˆ)Yˆ + Xˆ(D˜Yˆ )] =
d
dt
E[XˆYˆ ]. (67)
Differently from the previous case, the dynamics of this Lagrangian density is described
by the four independent fields and hence we need to introduce four forward and backward
SDEs,
dξˆ
(r)
k
(t) = u
(r)
k
dt+
√
~c2
∆3k
dW
(r)
k
(t) (dt > 0), (68a)
dξˆ
(r)
k
(t) = u˜
(r)
k
dt+
√
~c2
∆3k
dW˜
(r)
k
(t) (dt < 0), (68b)
where
E[dW
(r)
k
(t)] = 0, (69a)
E[dW
(r)
k
(t)dW
(s)
k′
(t)] = ζrδrsδk,k′|dt|. (69b)
The correlation properties for dW˜
(r)
k
is the same as above, but there is no correlation with
dW
(r)
k
as before.
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It should be emphasized that W
(0)
k
cannot be interpreted as the usual Wiener process,
because ζ0 < 0. As far as the authors are aware, such a stochastic process is not mathe-
matically defined, and the introduction of such a process seems to be contradict with our
naive intuition. As we will show below, however, this extraordinary stochastic process cor-
responds to the indefinite metric in the canonical quantization. Thus, in the following, we
do not discuss this mathematical consistency, but simply assume that the usual results for
the Wiener process such as the Ito formula, are still applicable even for W (0). Or, we first
assume that ζ0 is a positive value, and substitute ζ0 = −1 in the last step of the calculation.
Certainly, we need to understand this issue further. However, it is beyond the scope of the
present exploratory study, and will be studied in the future.
Then, the corresponding Fokker-Planck equation for the density functional for the variable
ξ =
{
ξ
(r)
k
}
defined before and the consistency condition are, respectively calculated as
∂tρ =
∑
r,k
∂
∂ξ
(r)
k
[
−u(r)
k
+ ζr
ν
∆3k
∂
∂ξ
(r)
k
]
ρ =
∑
r,k
∂
∂ξ
(r)
k
[
−u˜(r)
k
− ζr ν
∆3k
∂
∂ξ
(r)
k
]
ρ, (70)
u
(r)
k
= u˜
(r)
k
+ ζr
2ν
∆3k
∂
∂ξ
(r)
k
ln ρ, (71)
where
ρ({ξ}, t) = E
[
3∏
r=0
∏
k
δ(ξ
(r)
k
− ξˆ(r)
k
)
]
. (72)
Note that, in the above results, we obtain an additional ζr factor compared to the previous
calculations.
Applying the stochastic variation, we finally obtain the following functional Scho¨dinger
equation,
i~∂tΨ = (∆
3k)
∑
r,k
ζr

− ~2c2
2(∆3k)2
(
∂
∂ξ
(r)
k
)2
+
1
2c2
ω2
k
(ξ
(r)
k
)2

Ψ ≡ HΨ, (73)
with ν = ~c2/2. Here the wave functional is defined by Ψ =
√
ρeiθ, with the phase introduced
by
u
(r)
k
({ξ}, t) + u˜(r)
k
({ξ}, t)
2
= ζr
~c2
∆3k
∂
∂ξ
(r)
k
θ({ξ}, t). (74)
For r = 1, 2 and 3, this equation is essentially equivalent to the previous result (34), and
hence it is already confirmed that a Fock space equivalent to the canonical quantization can
be constructed. Thus, in the following, we only discuss the temporal component r = 0.
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The Fock state vector for r = 0 is still defined by the stationary solution of the functional
Schro¨dinger equation. The vacuum state for r = 0 is then given by
Ψr=0vac = N
(0)
∏
k
exp
(
ωk∆
3k
4~c2
{(R(0)
k
)2 + (I
(0)
k
)2}
)
, (75)
where N (0) is the normalization factor and R
(0)
k
and I
(0)
k
represent the real and imaginary
part of A
(0)
k
, respectively as is defined in Eq. (21). Note that the state vectors constructed
here is not normalizable, and to determine the normalization factor N (0), a certain cutoff
should be introduced.
The corresponding creation and annihilation operators are defined by
ak,0 + a−k,0 = lkR
(0)
k
− 1
lk
∂
∂R
(0)
k
, (76a)
a†
k,0 + a
†
−k,0 = lkR
(0)
k
+
1
lk
∂
∂R
(0)
k
, (76b)
ak,0 − a−k,0 = −i
(
lkI
(0)
k
− 1
lk
∂
∂I
(0)
k
)
, (76c)
a†
k,0 − a†−k,0 = i
(
lkI
(0)
k
+
1
lk
∂
∂I
(0)
k
)
. (76d)
Then one can easily see that akΨ
r=0
vac = 0. Thus other stationary states associated with r = 0
are given by applying these operators to the vacuum state Ψr=0vac .
As a result, the correlations of creation-annihilation operators introduced for this calcu-
lation are summarized as
[ak,r, a
†
k′,s] = ζrδr,sδk,k′ , (77)
and then the Hamiltonian operator is re-expressed as
H =
3∑
r=0
∑
k
ζr
~ωk
2
(a†
k,rak,r + ak,ra
†
k,r). (78)
These are the well-known expressions in the canonical quantization. One can see that the
norm of the state vector related to ak,0 can be negative and this energy is not bounded from
below, because of ζ0 = −1. In the canonical quantization, these behaviors are interpreted as
the effect of the indefinite metric. In other word, the effect of the indefinite metric can be
reproduced by introducing a singular stochastic variable which has a negative second order
correlation for the quantization of the temporal component in SVM.
As is well-known in the canonical quantization, this unphysical behavior is projected out
from the physical state vector by requiring the condition, (k0a†
k,0 + |qk|a†k,3)Ψphys = 0.
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V. CONCLUDING REMARKS
In this paper, we have investigated two aspects inherent to the gauge field quantization
within the framework of SVM quantization scheme.
We first investigated the applicability of the SVM field quantization to the gauge invari-
ant Lagrangian of electromagnetic fields. We verified that the quantized dynamics obtained
by the stochastic variation still has symmetry associated with the gauge transform. When
the Coulomb gauge condition is employed, the result of the canonical quantization is repro-
duced. On the other hand, when the Lorentz gauge condition is applied, the temporal and
longitudinal components of the gauge field can fluctuate only as the influence of quantized
charged matter fields coupled to electromagnetic fields. This is different from the well-known
result of the canonical quantization, that is, the Gupta-Bleuler formulation where the tem-
poral and longitudinal components fluctuate even if there is no interaction. Nevertheless,
the well-known propagator of the canonical quantization is still reproduced in the form of
Green’s functions.
The path integral approach is considered as another quantization scheme based on the
Lagrangian. In this approach, it is necessary to introduce a certain gauge fixing term
to avoid infinitely many equivalent trajectories associated with the gauge symmetry. In
addition, the stochastic quantization by Parisi-Wu was originally proposed as a quantization
method without fixing the gauge condition, but, as pointed out in Ref. [30], one of the
gauge conditions is implicitly fixed in their formulation. Thus, to embrace our quantization
in SVM, it is worth to study carefully consequences of the gauge conditions in the SVM
quantization scheme from various points of view.
For this purpose, for example, the effect of the interaction with charged matter fields
should be investigated in detail, although it was partly discussed in Sec. IIIC. Then, we
will choose one of the gauge conditions as is done in Sec. III B. It is, however, not clear how
the gauge transform is defined for quantities given by the functionals of the charged matter
fields. This may correspond to the introduction of the BRST transform to the framework
of SVM, which is considered to be the gauge transform for quantized systems.
At the same time, it is interesting to examine whether our result can be reproduced in the
canonical quantization. Then the temporal and longitudinal components will be given by
the complex functions of the operators of the transverse components. In this case, to avoid
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the ambiguity for the order of operators, a certain procedure such as the normal ordering
product will be introduced, meanwhile, our approach do not have the ordering of variables
because stochastic variables are commutable.
As for Green’s functions, Feynman’s causal boundary condition was used to derive ∆00
and ∆ij‖ , but the use of such a boundary condition is unusual in the classical electrodynamics.
As far as the authors are aware, the same causal boundary condition is used in the absorber
theory of Wheeler and Feynman, where the classical electrodynamics is re-formulated, look-
ing for the classical origin of the infinite self-energy in Quantum Electrodynamics [31].
We further investigated that the concept of a stochastic process is extended to reproduce
the indefinite metric for the purpose of reproducing the Gupta-Bleuler formulation in SVM.
This stochastic process is similar to the Wiener process, but with a negative second-order
correlation. By introducing this stochastic process, we could reproduce negative norm states
and unbounded energy spectra induced by the indefinite metric. We need to understand
more the mathematical meaning and possibility for such an extension. This is left as a future
task.
In this paper, we have discussed the Coulomb and Lorentz gauge conditions, but there
are still different choices of the gauge conditions, for example, the Landau gauge condition.
To deal with these conditions more systematically, it may be promising to use an auxiliary
field as in the theory proposed by Nakanishi and Lautrap [32]. To investigate this aspect
in SVM, it is necessary to develop the formulation of fermionic degrees of freedom, which is
still left as an open question.
T. Koide thanks for useful comments of C. E. Aguiar about Ref. [31]. T. Koide and
T. Kodama acknowledge the finantial supports from CNPq, PRONEX, and FAPERJ.
K. Tsushima is supported by the Brazilian Ministry of Science, Technology and Innova-
tion (MCTI-Brazil), and Conselho Nacional de Desenvolvimento Cient´ıfico e Tecnolo´gico
(CNPq), project 550026/2011-8.
[1] K. Yasue, J. Funct. Anal. 41, 327 (1981).
[2] E. Nelson, Phys. Rev. 150, 1079 (1966).
20
[3] E. Nelson, Quantum Fluctuations, (Princeton Univ. Press, Prinston, NJ, 1985).
[4] T. Koide and T. Kodama, arXiv:1105.6256.
[5] T. Koide and T. Kodama, J. Phys. A: Math. Theor. 45, 255204 (2012).
[6] T. Koide, J. Phys.: Conf. Ser. 410, 012025 (2013).
[7] Loffredo M I and Morato L M, J. Phys. A: Math. Theor. 40 8709 (2007).
[8] T. Misawa, Phys. Rev. A40, 3387 (1989).
[9] T. Misawa, J. Math. Phys. 29, 2178 (1988).
[10] T. Koide and T. Kodama, arXiv:1208.0258.
[11] M. Davidson, Lett. Math. Phys. 3, 271 (1979).
[12] F. Guerra and L. M. Morato, Phys. Rev. D27, 1774 (1983).
[13] J. C. Zambrini, Int. J. Theor. Phys. 24, 277 (1985).
[14] H. Hasegawa, Phys. Rev. D33, 2508 (1986).
[15] R. Marra, Phys. Rev. D36, 1724 (1987).
[16] M. Serva, Ann. Inst. Herni Poincare´, 49, 415 (1988).
[17] M. S. Wang, Phys. Lett. A137, 437, (1989).
[18] M. T. Jaekel, J. Phys. A23, 3497 (1990).
[19] M. Pavon, J. Math. Phys. 36, 6774 (1995).
[20] H. H. Rosenbrock, Proc. R. Soc. Lond. A450, 417 (1995).
[21] M. Nagasawa, Stochastic Process in Quantum Physics, (Birkha¨user, 2000).
[22] H. J. Kappen, Phys. Rev. Lett. 95, 200201 (2005).
[23] D. A. Gomes, Commun. Math. Phys. 257, 227 (2005).
[24] J. Cresson and Se´bastien Darses, J. Math. Phys. 48, 072703 (2007).
[25] G. L. Eyink, Physics D239, 1236 (2010).
[26] M. Arnaudon and A. B. Cruzeiro, arXiv:1004.2176.
[27] K. Kobayashi and Y. Yamanaka, Phys. Lett. A375, 3243 (2011).
[28] F. Hiroshima, T. Ichinose and J. Lo¨rinczi, Rev. Math. Phys. 24, 1250013 (2012).
[29] T. Koide and T. Kodama, arXiv:1306.6922.
[30] M. Namiki, Prog. Theor. Phys. Supp. 111, 1 (1993).
[31] For example, see, P. W. Milonni, The Quantum Vacuum: An Introduction to Quantum Elec-
trodynamics, (Academic Press, 1993).
[32] See for example, N. Nakanishi, Prog. Theor. Phys. Suppl. 51, 1 (1972).
