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Grak-Ausgabe vom Parallelrechnerfur3D-GebieteMagdalene Meyer1 EinleitungIn dieser Dokumentation werden die an der TU Chemnitz entwickelten Grak-routinen vorgestellt, mit deren Hilfe 3D-Netze und Ergebnisse visualisiert wer-den konnen. Die Netze und Ergebnisse entstehen dabei auf dem Parallelrechner,die Visualisierung geschieht auf einer Workstation, die mit dem Parallelrech-ner vernetzt ist (Ether-Net). Der Datentransfer (Knoten, Elemente, Losungen,Steuervariable) lauft uber Sockets. Grundlage des interaktiv arbeitenden Grak-programmes auf der Workstation bildet die objektorientierte Visualisierungs- undNumerikplattformGRAPE ([1]), von der im wesentlichen die Bibliothek libgr.aund das Headerle grape.h benutzt wurden. Entsprechend der Verfugbarkeit vonGRAPE liegt das auf der Workstation auszufuhrende Grakprogramm fur ver-schiedene Hardware vor:- f3 sun fur SUN-Workstations unter der Verwendung der X11-Grak- f3 sgi fur SiliconGraphics-Workstations unter Verwendung der dort vor-handenen Hochleistungsgrak.Auf Parallelrechnerseite wurde die fur die Grak verantwortliche Funktion geb-grape so konzipiert, da die Parameterliste ganz analog der der 2D-Routinegebraf ([4]) aufgebaut ist und der Aufruf auch in analoger Weise erfolgen kann.Sie ist die einzige Funktion, die der Nutzer in seinem Anwendungsprogramm aufdem Parallelrechner aufrufen mu, um die Grak-Ausgabe zu realisieren.2 ProgrammschnittstellenBevor im Anwendungsprogramm auf dem Parallelrechner das erste mal gebgrapeaufgerufen wird, mu auf der Workstation das ausfuhrbare Programm f3 sun1
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Abbildung 1: Zusammenwirken von Parallelrechner und Workstation(bzw. f3 sgi) gestartet worden sein, welches den einen Teil der Socketverbindungonet. Nach Eingabe des im Netz bekannten Namens der Workstation uber dieStandardeingabe am Parallelrechner wird die Socketverbindung vollstandig herge-stellt. Die im Anwendungsprogramm als Parameter in der Rufzeile von gebgrapeubergebenen Daten werden automatisch zur Workstation gesendet, wo ein Grak-und ein Steuerfenster initialisiert werden, und es erfolgt eine Kommunikation zwi-schen beiden Rechnern, die durch den Nutzer uber das Steuerfenster interaktivgestaltet wird. Von nun an kann innerhalb des Programms am Parallelrechnerdie Funktion gebgrape jederzeit gerufen werden, und zwar notwendigerweise zu-gleich auf allen Prozessoren. Sie selbst ruft die Funktionen sendgr und handlefauf und beim ersten Durchlauf auch noch eine Funktion getdofs (siehe nachsterPunkt). Intern wird geregelt, da die Kommunikation mit der Workstation (Sen-den von Grakdaten, Empfangen von Steuergroen) nur uber einen Prozessor(Prozessor 0) lauft, d. h., die lokalen Daten der einzelnen Prozessoren werdeninnerhalb von gebgrape vor dem Senden an Prozessor 0 gegeben. Zur Kommu-nikation zwischen den Prozessoren werden die in ([2]) dokumentierten gangigenRoutinen verwendet. 2
An dieser Stelle mu noch folgendes bemerkt werden: Die Routinen gebgrape,getdofs, sendgr und handlef sind in der Programmiersprache C geschrieben.Um eine Verwendung auch in einer FORTRAN-Umgebung zu gewahrleisten,wurden die Parameter generell als Pointer deniert. In einer C-Umgebung sindoutput-Parameter ohnehin als Pointer zu vereinbaren. Wird bei der Beschreibungder obengenannten Routinen in der Parameterliste ein Wert zum Beispiel als intausgewiesen, so handelt es sich tatsachlich um einen Pointer auf int. Bei Feldernwird die Adresse des ersten Feldelementes ubergeben.3 Aufbau der Socketverbindung zwischen Pa-rallelrechner und WorkstationIn diesem Abschnitt wird beschrieben, wie die Verbindung zwischen Parallel-rechner und Workstation fur den Datentransfer hergestellt wird ([3]). Fur jedender beiden Rechner ist eine Funktion entwickelt worden, wobei beide funktio-nell zusammengehoren. Sie liefern jeweils als Ruckgabewert einen Filedeskriptor,der beim Lesen und Schreiben der Daten Verwendung ndet. Diese Funktionenbleiben dem Nutzer der Grakroutinen verborgen. Da sie aber auch unabhangigdavon verwendbar sind, werden sie hier mit aufgefuhrt. Am Parallelrechner lautetder entsprechende Funktionsaufruffdp = c connect(port nr, name).Parameter (die Parameter sind input):port nr (int) : Portnummer, die als Konstante selbst deniert werdenmu (z. B. 6667). Sie wird nur temporar wahrend desVerbindungsaufbaus verwendet und mu mit der Port-nummer der Funktion fur die Workstation identischsein.name (char.) : Zeichenkette, die den Namen der Workstation enthalt;name(1000).fdp ist der zum Lesen und Schreiben auf Parallelrechnerseite zu verwendendeFiledeskriptor vomTyp int. Kernstuck der Funktion c connect ist der Aufruf derSystemfunktion socket(), weshalb die beiden Headerles types.h und socket.heingebunden werden.Auf der Workstation liefert der Aufruffdw = net init(port nr, addr) den benotigten Filedeskriptor fdw.3
Parameter:port nr (int) : Portnummer, die als Konstante selbst deniert werdenmu (z. B. 6667). Sie wird nur temporar wahrend desVerbindungsaufbaus verwendet und mu mit der Port-nummer der Funktion fur den Parallelrechner identischsein (input).addr (int) : Hilfsgroe (output).fdw ist der zum Lesen und Schreiben auf der Workstation zu verwendende Filede-skriptor vom Typ int. Im Gegensatz zur Funktion c connect, wo der Name des"Partnerrechners" benotigt wird, spielt es fur die Funktion net init keine Rolle,mit welchem konkreten Rechner in Verbindung getreten wird. Es wird also nureine Art "Briefkasten" aufgemacht. In der zeitlichen Reihenfolge mu das zuerstgeschehen. Wenn der andere "Partner" dann aktiviert ist, steht die Verbindung.Kernstuck der Funktion net init ist der Aufruf der Systemfunktion accept(),weshalb auch hier die beiden Headerles types.h und socket.h eingebundenwerden.
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4 Beschreibung der am Parallelrechner fur dieGrak zum Einsatz kommenden FunktionenWie schon oben erwahnt, ist der Aufruf der Funktion gebgrape die unmittelba-re Schnittstelle fur die Grakanwendung. Die Funktionen sendgr und handlefkonnen aber auch anderweitig als Bausteine benutzt werden, und werden in die-sem Punkt deshalb ebenfalls kurz beschrieben.call gebgrape (Iart, Nel, Ne, EL, Nkn, Nodes, U, H)Parameter (alle Parameter sind input):Iart (int) : Auswahl einer Darstellungsart;=0: nur Netzdarstellung (keine Losungsdaten)>0: Nummer des zu Beginn der Grak gewunschtendarzustellenden FreiheitsgradesNel (int) : Anzahl der FEM-Elemente in ELNe (int) : Anzahl der Knoten pro ElementEL (int) : Elementliste EL(Ne,Nel);enthalt fur jedes Element die KnotennummernNkn (int) : Anzahl der Knoten in NodesNodes (real*4) : Knotenliste mit (x,y,z)-Koordinaten; Nodes(3,Nkn)U (real*4) : Feld, das die Losungen beinhaltet; U(Nkn, . ) enthaltjeweils fur die einzelnen Freiheitsgrade einen Wert proKnoten, d. h. zum Beispiel fur eine vektorielle Losungzunachst alle x-Werte, dahinter die y- und z-Werte.H (int) : Hilfsfeld hinreichender Lange.Die ersten drei Teile (jeweils der Lange Nkn) des Feldes U werden bei mehreren( 3) Freiheitsgraden als dreidimensionales Feld interpretiert. Nach diesen dreiTeilen konnen sich noch weitere Losungen in U benden. Beim ersten Aufrufder Funktion gebgrape wird die Socketverbindung zur Workstation hergestellt,nachdem deren Name uber die Tastatur eingegeben wurde. Die Gesamtanzahlbzw. Bezeichnungen der Freiheitsgrade und ob eine vektorielle Losung vorhandenist, sowie deren Bezeichnung erfahrt das Grakprogramm durch den Aufruf einerFunktion getdofs innerhalb von gebgrape. Da die Anzahl und die Bedeutungder Freiheitsgrade vom Anwendungsbeispiel abhangen, ist es zweckmassig, wennder Nutzer diese Funktion selbst schreibt:call getdofs (nDoFs,DoFs) 5
Parameter (alle Parameter sind output):nDoFs (int) : Anzahl der darstellbaren Freiheitsgrade (20)DoFs (char.) : Feld von Zeichen, das hintereinander die Kurznamen(jeweils 15 Zeichen) fur die Freiheitsgrade enthalt,zuzuglich den Namen einer Vektorfunktion (siehe un-ten); character*15 DoFs(nDoFs+1).Diese Namen dienen zugleich als Buttonbeschriftung imGraksteuerfenster.Das Feld DoFs mu so belegt werden, da es hintereinander die nDoFs Zeichen-ketten mit den Namen der Freiheitsgrade enthalt. Daran schliet sich der Nameeiner Vektorfunktion an. Ist keine Vektorfunktion vorhanden, wird eine leere Zei-chenkette angefugt. Es kann auch eine Standardfunktion getdofs genutzt wer-den, wobei dann festgelegt ist, da nDoFs = 20 ist, d. h. da im Losungsfeld Uzwanzig Freiheitsgrade hintereinander abgespeichert sind, und die Buttonbezeich-nungen innerhalb der Grakanwendung lauten "Funktion1", "Funktion2", : : : ,"Funktion20". Bei Betatigung des Buttons "Vektor" werden die ersten drei Frei-heitsgrade als vektorielle Losung dargestellt. Auch wenn die tatsachliche Anzahlder Freiheitsgrade kleiner als 20 ist, kann die vorhandene Funktion getdofs ver-wendet werden, im Steuerfenster durfen dann die "uberzahligen" Funktionsbut-ton einfach nicht genutzt werden. Letzteres gilt auch fur den Button "Vektor",falls nDoFs2 ist. In Abbildung 2 ist ersichtlich, da unter der voreingesteltenOption 0 ("opt 0") nur vier Funktionsbutton zuganglich sind. Gibt es noch wei-tere, sind sie unter Option 1 zuganglich.gebgrape ruft auerdem noch die Funktionen sendgr und handlef.Das eigentliche Senden der Daten vom Parallelrechner an die Workstation leistetder Funktionsaufrufcall sendgr (pkenn, panz, pfeld, fdd).Parameter (alle Parameter sind input):pkenn (int) : Kennzier fur Art der zu sendenden Datenpanz (int) : Anzahl der zu sendenden Datenpfeld (int) : Datenfeldfdd (int) : Filedeskriptor.Wie panz konkret zu belegen ist, hangt von pkenn ab und wird weiter unten nochbeschrieben. Je nach Belegung von pkenn werden entweder- Informationen uber das gesamte Netz,- die Knotenliste (bzw. ein Teil davon),- die Elementliste (bzw. ein Teil davon),6
- oder die Funktionswerteliste (bzw. ein Teil davon)an die Workstation geschickt.Werden nur Teile der einzelnen Datenlisten geschickt (z. B. weil sie von verschie-denen Prozessoren stammen), wird sendgr entsprechend mehrere Male aufgeru-fen. Dies geschieht auf Prozessor 0, der wie schon oben erwahnt, vorher die Datender anderen Prozessoren erhalt. Dabei ist der Ablauf so, da die Abarbeitungsrei-henfolge beim Senden der Daten in der Knotenliste und in der Liste der Losungendiesselbe ist. Es genugt also, die Knotenkoordinaten nur einmal zu senden.Beim ersten Aufruf werden Informationen, die sich auf das gesamte Netz be-ziehen, gesendet. Dabei wird die folgende Belegung der Parameter realisiert:pkenn = 0,panz = 4,pfeld(1) = Gesamtknotenanzahl,pfeld(2) = Gesamtelementanzahl,pfeld(3) = Knotenanzahl pro Element,pfeld(4) = Nummer des als erstes zu ubertragenden Freiheitsgrades;(pfeld(4) = 0: ohne Losungen).Bei jedem weiteren Aufruf haben die Parameter folgende Bedeutung:pkenn = 5: Senden eines Knotenlistenteils,pkenn = 6: Senden eines Elementlistenteils,pkenn = 1: Senden eines Funktionswertelistenteils (Losungen).Entsprechend enthalt dann anz die Anzahl der Knoten, Elemente, bzw. die An-zahl der Knoten, deren Funktionswerte durch diesen einen Funktionsaufruf ge-sendet werden sollen.pfeld beinhaltet das jeweilige Datenfeld, das entsprechend aus real- oder int-Werten besteht.Zur Steuerung des Sendens einzelner Losungen dient der Funktionsaufrufcall handlef(LOES, HILF, np, knot, fd).Parameter (alle Parameter sind input):LOES (oat) : Feld, das hintereinander alle Losungen enthaltHILF (oat) : Hilfsfeldnp (int) : Knotenanzahl des jeweiligen Prozessorsknot (int) : Gesamtknotenzahl (nur bei Prozessor 0 belegt)fd (int) : Filedeskriptor (nur bei Prozessor 0 belegt).Die Funktion handlef wird von gebgrape nur dann aufgerufen, wenn uberhauptLosungen zur Verfugung stehen. In handlef werden solange auf Anforderungdurch die Workstation Losungsdaten an diese gesendet, bis ein Endesignal vonder Workstation eintrit, was ein Verlassen der Funktion bewirkt (vgl. Abb. 1).handlef selbst ruft noch die Funktion sendgr.7
5 Beispiel fur den Ablauf einer Sitzung und ei-nige Abbildungen aus der Grakanwendung1. Start des Programmes f3 sun bzw. f3 sgi auf der Workstation. Es er-scheint die Ausschrift "Warte auf Verbindungsaufnahme.".2. Start des Anwendungsprogrammes (Netzgenerator, Losungsalgorithmus) aufdem Parallelrechner.Dieses Programmmu irgendwo die Rufzeile call gebgrape(...)beinhal-ten. Nach der Auorderung "Host=" erfolgt die Eingabe des Namens derWorkstation. Im Beispiel sei Iart=1, d.h., zusammen mit den Netzdatenwird der erste Freiheitsgrad der Losung an die Workstation automatischubertragen.3. Es erscheinen ein Steuerfenster (vgl. Abb. 2) und ein Grakfenster (vgl.Abb. 3). Uber das Steuerfenster kann unter anderem geregelt werden,- welche weiteren Freiheitsgrade dargestellt werden sollen (z. B. Button"Funktion 2"),- ob ein neues Beispiel behandelt werden soll (zuerst Button "continue",der ein Verlassen von gebgrape bewirkt, danach Button "FE3D neu",was einen neuen gebgrape-Ruf erwartet) oder- ob die Sitzung beendet werden soll (Button "Exit"). Das geschiehtunabhangig vom weiteren Ablauf auf dem Parallelrechner, hat aberzur Folge, da die Funktion gebgrape dort nicht mehr genutzt werdenkann.
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Abbildung 4: weitere Schnittache mit Losung
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