Abstract. The problem to determine partitions of a given reet angle which are optimal for segment approximation (e.g. by bivariate pieeewise polynomials) is investigated. We give eriteria for optimal partitions and develop algorithms for eomputing optimal partitions of eertain types. It is shown that there is a surprising relationship between various types of optimal partitions. In this way, we obtain good partitions for interpolation by tensor produet spline spaees. Our numerical examples show that the methods work efficiently.
Introduction
The motivation for our investigations comes from the following problem. Let Figure 3 ). We interpolate a function f E C(O) by a function AU) from some tensor product spline space defined on this partition. The problem is to determine a partition of 0 for which the error 111-AU) Iln is relatively small.
Since no general criteria are available for good or optimal partitions of this type, we try to get such partitions via piecewise polynomial approximation.
Therefore, we consider the following general sub division problem. Let a partition of 0 into a fixed number of subrectangles {Oj.t,v} as in Figure 1 or Figure 2 For a general class of functionals d (e.g. the minimal deviation for piecewise polynomials ),
we develop criteria for optimal partitions of type 1 respectively type 2 (Theorem 2.2).
Furthermore, we describe an algorithm for computing a partition for which all values d (Oj.t,v) are the same. Such a partition is shown to be optimal. Figure 3 ).
Let M denote the set of all subrectangles R = [6, 6] x ["11, "12] of 0. We consider a functional d, which associates to each REM areal number d(R) with the following properties:
if R consists of one single point,
(2.4) (2.5) (2.6)
In contrast to the univariate case (see [9] ), d(R) may be strictly positive, although the rectangle R degenerates to a line segment. Moreover, by the induction hypothesis there exists a leveled partition with parameters
It follows from (i) that this partition is also optimal, and so
Finally, a combination of statements (2.11), (2.12) and (2.13) completes the proof of Claim 1. Now, we set for C~'fJl~'fJ2~d, By Claim 1 we know that there is a leveled partition {Rv('fJl,'fJ2)}v=1, ... ,k ofthis strip, which minimizes the functional (2.14)
Claim 2. Real numbers
Claim 2 follows analogously as Claim 1. This proves (iii). we define the
Now, we prove (iv
Then it is easy to verify that for d, the equidistant partition is the unique optimal partition
of type 1, type 2 respectIvely type 3 wlth ml = m2 = m3 = 22m1 +2m2-2.km1.rm2 . (ii)
We first determine d(R) for Ro
. 2
for A E [0,1). for I-L = 0,1, ... , r -2. These numbers are uniquely defined. In fact, the continuous function
vanishes for A = 0 and has the value k(k + 1) for A = 1, i.e., its value for A = 1 is larger than the right hand side of (2.17), where we have used the assumption All-< 1 and, for 1/ E :IN, the monotonicity of gk. This gives the existence of a number AIl-+l satisfying (2.17). The uniqueness follows from the fact that the function h is strictly monotone. The numerical procedure to compute the numbers All-is easy.
We now show that forl-L=1,2, ... ,r-1,
it follows from (2.16) that which, by using (2.17), gives
The optimal segmentation for r = k = 3 is shown in Figure 4 ; here, ml = 0.035678.
Algorithm
We now describe an algorithm for computing a leveled (hence optimal) type 1 partition The method is as follows. We compute iteratively a sequence of partitions {0Il-,V,P}PEIN, and simultaneously two sequences of real numbers {~in}pEIN and {~ax}PEIN, which are monotonously increasing respectively decreasing and converge to ml, such that for all p,
In practice, the algorithm terminates if d~ax -d~in < c for some prescribed tolerance c. 
satisfy (2.19). We may assume that drin> o.
pth
Step:
a. Set dp := Jdr. ;in dr.;ax. If~ax -~in < c, then stop. 
9
_ d. If cp = dp, then stop, If cp < dp, set
if cp > dp, set
and proceed with the (p + l)st step.
Details of the Algorithm
Step b: For simplicity, we omit the index p and set I-" = 1. Step c: For simplicity, we omit the indices p and r. 3.2) ). For r = k = 6, the leveled type 1 partition computed by the algorithm is shown in Figure 5 .
Our numerical experience shows that the algorithm works efficiently if we use the func- 
Partitions of Type 3
Figure 6.
Optimality criteria for type 3 partitiüns differ very much from that für type 1 and type 2. 
where Ix := Ix(R) = {(~,"7) ER:~= x}, and Iy := Iy(R) = {(~,"7) E R "7 = y}.
Obviously, the value d1 (R) is a lower bound for p(f, IIm l8l IIm).
The second functional is up to some constant an upper bound for the error Ilf -P(f) IIR and therefore, for p(f, II m l8l IIm)R. Here, P(f) is the unique polynomial in IIm l8l IIm which interpolates f at (m + 1)2 uniformly distributed points in R. We define the functional d2
where fx and fy denote the partial derivatives of f.
For these functionals, the estimate (3.3) holds, where C is some positive constant. an optimal type 3 partition by using an optimal type 1 partition.
Algorithm
Step 1: We construct a leveled partition of type 1 and fix the corresponding T-parameters
To :::;... :::;Tr (by applying the algorithm in Section 2).
Step 2: We consider the univariate functional (by applying the algorithm in Section 2). We denote the optimal value in (3.12) by m.
The next result shows that in this way, we obtain an optimal partition of type 3. We also show that the optimal value of type 3 partitions is equal to one of the optimal values of type 1 and type 2 partitions. follow.
We now distinguish two cases:
In this case ml = m3 as a consequence of (3.13), and Theorems 3.4 and 3.5 are proved. 
Numerical Results
Some results concerning optimal type 3 partitions, computed by using the method of Theorem 3.6, are given. We continue the example of Section 2 concerning approximation of the square root function f (x, y) = J x + Y + 1~0'
The optimal type 3 partition for the functional d, defined in (2.22), is shown in Figure 7 .
In a second step, this optimal partition is used for interpolation by tensor product splines from the spaces , . ' Table 1 .
for i = 0 and i = l.
The entries of where 8 is the interpolating spline from Sg,2 respectively S~,2' corresponding to the optimal partition respectively to the equidistant partition.
By comparing the errors in both lines of the table, we see that there is a significant reduction of the interpolation error when we use the optimal partition instead of the equidistant one.
Moreover, these errors are compared with the maximum of the errors for piecewise polynomial interpolation at nine equidistant points on each subrectangle of the partition in Figure 5 (respectively Figure 6 ). The maximal error is 0.000755 (respectively 0.000541) (cf. Table 1) , and the errors on each subrectangle are almost the same (respectively the same).
