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We consider domain walls in nematic quantum Hall ferromagnets predicted to form in multivalley
semiconductors, recently probed by scanning tunneling microscopy experiments on Bi(111) surfaces
[Randeria et. al., in preparation [1]]. We show that the domain wall properties depend sensitively on
the filling factor ν of the underlying (integer) quantum Hall states. For ν = 1 and in the absence of
impurity scattering we argue that the wall hosts a single-channel Luttinger liquid whose gaplessness
is a consequence of valley and charge conservation. For ν = 2, it supports a two-channel Luttinger
liquid, which for sufficiently strong interactions enters a symmetry-preserving thermal metal phase
with a charge gap coexisting with gapless neutral intervalley modes. We discuss other unusual
properties and experimental signatures of these ‘anomalous’ one-dimensional systems.
Introduction.— Quantum Hall ferromagnets
(QHFMs) lie at the confluence of two key paradigms
of condensed matter physics — those of symmetry
breaking and topological order [2]. In these systems, the
formation of a topological quantum Hall state is driven
by interaction-induced spontaneous breaking of a global
symmetry, such as that associated with electron spin, or
valley or layer pseudospin. QHFMs thus exhibit mani-
festations of both topological order—notably, quantized
response and gapless edge conduction—as well as classic
broken-symmetry phenomena, such as Goldstone modes
and finite-temperature phase transitions [3]. Topologi-
cal defects of the broken-symmetry order parameter are
endowed with additional structure due to the topological
order of the underlying QH state—for example in spin
QHFMs, skyrmion textures bind quantized electrical
charges and in many instances are the dominant low-
temperature charged excitations [2]. Understanding the
properties of these unusual topological defects can yield
insight into a broad range of phenomena emerging from
the interplay of interactions, symmetry, and topology.
Here, we focus on domain wall defects in a particularly
rich class of QHFMs, where the symmetry in question
permutes distinct minima (‘valleys’) of the low-energy
electronic dispersion [4–10]. Such systems [11] are best
described [12] as discrete nematics: QH states with an
order parameter that breaks the discrete rotational sym-
metry of the crystalline point group, and whose nat-
ural topological defects are domain walls, introduced
e.g. by uniaxial strain [9]. Such a nematic QH liq-
uid was recently observed via high-field scanning tunnel-
ing microscopy (STM) experiments on the sixfold valley-
degenerate (111) surface of bismuth (Bi) [13]. Orienta-
tional symmetry breaking is detected by imaging local
density of states (LDOS) modulations near atomic-scale
impurities, while energy-resolved measurements clarify
the role of interactions. Similar studies have now been
performed at isolated domain walls between distinct ne-
matic regions in the interior of a sample, far from phys-
ical edges [1]. These observe gapless modes at domain
walls within a QH nematic with Landau level filling fac-
tor ν = 1 but a tunneling gap at ν = 2.
These results are striking, as we now explain. On gen-
eral grounds, a domain wall in a QHFM will host counter-
propagating 1D electronic modes – intuitively, the chiral
edge modes of the adjacent QH states, required by the
‘bulk-boundary correspondence’. Interactions between
the modes will drive Luttinger liquid behavior. Unlike
in 1D systems, the position-momentum locking peculiar
to a 2D Landau level means that backscattering terms in-
volve zero momentum transfer and are hence generically
present; whether they open a gap depends on the Lut-
tinger liquid parameters. These in turn are determined
primarily by extrinsic details of domain wall pinning [14],
rather than by intrinsic properties of the underlying QH
state. This is challenging to reconcile with the experi-
mental dichotomy between ν = 1 and ν = 2 domain walls
formed at the same physical location, whose extrinsic pa-
rameters are expected to be quantitatively similar.
In this paper, we resolve this puzzle by analyzing the
interplay of symmetry and topology at nematic domain
walls in the Luttinger liquid framework, uncovering a sur-
prisingly rich structure. Specifically, we show that cer-
tain valley symmetries are approximately preserved by
the low-energy effective theory of the QH nematic. In-
teractions that can gap the ν = 1 domain wall break
these symmetries and are hence exponentially suppressed
in `B/a, where `B is the magnetic length and a is a lat-
tice scale. In contrast, for ν = 2 the symmetries admit
gapping interactions only suppressed at O(a/`B). When
sufficiently strong — as in Bi(111) — this gaps out the
charge mode along the wall, but leaves a gapless neutral
‘intervalley’ mode. The ν = 2 wall is thus a charge insu-
lator but a thermal metal. The symmetry protection of
gapless modes in each instance can be viewed as a form
of ‘anomaly inflow’. We explain existing STM studies [1],
make predictions for future transport experiments, and
discuss directions for further study.
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2FIG. 1. (a) Four-valley model. (b) Sketch of nematic domain
wall. (c) Symmetry-allowed interactions at ν = 1 map to
forward scattering and cannot open a gap; example of allowed
process that can open a charge gap at ν = 2.
Microscopic Model. We study QHFMs in a 4-valley
model (Fig. 1) of spin-polarized electrons described in
a continuum effective mass approximation (valid when
λF , `B  a, where λF is the Fermi wavelength); we
discuss later how to adapt this to Bi(111), which has
6 valleys. The mass tensor is generically anisotropic,
but respects C4 point-group symmetry, so that discrete
spatial rotations also permute valley indices. We con-
sider integer filling factors νT = 4p + ν, where p is a
nonnegative integer and ν = 1, 2. (ν = 3 maps to
ν = 1 under the ‘particle-hole’ transformation that ex-
changes Landau levels p↔ p+ 1.) For simplicity, we will
also restrict to the lowest Landau level (LLL; p = 0)
though our results apply, mutatis mutandis, to any p
(barring competing density-wave instabilities which may
be relevant for p  1). The single-particle Hamilto-
nian for valley α ∈ {A,B, A¯, B¯} can be approximated
as Hα =
(p‖−K+eA‖/c)2
2m‖
+ (p⊥+eA⊥/c)
2
2m⊥
, where v‖ =
vx cos θα+vy sin θα, v⊥ = vy cos θα−vx sin θα for any vec-
tor v, and θα are angles shown in Fig. 1. We also define
vectors Kα = K(cos θα, sin θα), and Kαβ = Kα −Kβ .
We work in Landau gauge with A = (0, Bx), and label
eigenstates by their momentum py related to their guid-
ing center coordinate X = `2Bpy. The valley dispersion
need not be exactly elliptical (e.g., in Bi(111) they are
teardrop-shaped). We assume that deviations from ellip-
ticity, denoted δHα, are smaller than λ. For δHα = 0 the
LLL eigenfunctions in valley α is (`B = ~ = 1 henceforth)
φα,X(x, y) =
eiXy+iKα·r√
Ly
(
z′α
pi
)1/4
e−
zα(x+X)
2
2 , (1)
where Ly is the length of the QH sample in the y-
direction, λ2 = m‖/m⊥ is the mass anisotropy, zα =
λ
λ2 sin2 θα+cos2 θα
+ i sin 2θα(1−λ
2)
2(λ2 sin2 θα+cos2 θα)
, and z′α = Re [zα].
Each non-interacting LL has an exact four-fold valley
degeneracy. Therefore formation of incompressible QH
states for integer ν requires interactions, which when pro-
jected into the LLL yields the effective Hamiltonian
Hi =
1
2A
∑
qαβγδXX′
Vc(q) : ρ¯αβ(q¯αβ , X)ρ¯γδ(−q¯δγ , X ′) : .(2)
Here, : . . . : denotes normal ordering, Vc(q) is the Fourier
transform of the interaction, c†κ,X creates an electron in
the LLL orbital φκ,X and we define the projected density
ρ¯(q) =
∑
αβX ρ¯αβ(qαβ , X), where q¯αβ = q +Kαβ , and
ρ¯αβ(q¯αβ , X) = Fαβ(q¯αβ , X)c
†
κ,X− q¯y,αβ2
c
κ′,X+
q¯y,αβ
2
, (3)
Fαβ(q, X) = e
iqxX
(4z′αz
′
β)
1/4
√
z∗α + zβ
e
− (qx+iz
∗
αqy)(qx−izβqy)
2(z∗α+zβ) .
Owing to the exponential suppression of the momentum
exchanged, q¯αβ (in Fαβ), at leading order we may restrict
to terms in Eq. (2) where α = β and γ = δ; we collectively
refer to such terms by Hi,0. Going to higher order, we
find that valley mixing interactions corresponding to near
zero total momentum transfer in the 2D Brillouin zone
are only polynomially suppressed in a/`B . Such terms
fall into two categories: i) Hi,1, for which (γδ) = (βα)
and ii) Hi,2, for which (γδ) = (α¯β¯). In both cases,
q¯δγ = q¯αβ . Thus, the transformation q → q + Kβα
transfers all dependence on K into the argument Vc(q),
leaving an overall factor of O(a/`B). In both Hi,1, Hi,2
we require β 6= α, and additionally in Hi,2, β 6= α¯. All
other terms describe scattering processes with a large
net 2D momentum transfer; while allowed in principle
because of LLL projection, these are exponentially small
∼ e−(K`B)2 ≈ e−(`B/a)2 and may be neglected. Thus, val-
ley symmetries emerge as good approximate symmetries
(see below). Note also that a strain field will generically
split the valley degeneracy fully at single particle level,
but at leading order valleys A, A¯ are approximately de-
generate and split only by δHα, as are B, B¯; we term
these ‘anisotropy pairs’. Domain walls between QHFMs
polarized in different valleys are pinned due to a slowly
varying valley Zeeman field. We will capture this by a
linearly varying potential HΓ = Γ
∑
X r(α)Xc
†
α,Xcα,X ,
with r(A) = r(A¯) = 1, and r(B) = r(B¯) = −1. Finally,
for notational convenience, we dub the degree of freedom
between two valleys that share the same anisotropy for
δHα = 0 (i.e., X ↔ X¯ for X = A,B) ‘pseudospin’ and
that between such anisotropy pairs (A↔ B), ‘isospin’.
Symmetries. In the elliptical-valley limit, δHα = 0,
Hi,0 is invariant under SU(2) pseudospin rotations. This
yields a rich symmetry structure [15] but for the present
discussion we take δHα 6= 0 (as the case in Bi(111)).
However we will approximate the form factors by (3). For
Hi,1,2 = 0, Hi,0 enjoys an emergent [U(1)]
4 symmetry,
namely independent conservation of the electron number
Nα in each valley (we assume δHα also respects this). We
can rearrange these into the total charge, N = ∑αNα,
and generators of rotations about the z-axes in pseu-
dospin space, Pz = 12 (NA + NB − NA¯ − NB¯), isospin
space Iz = 12 (NA−NB +NA¯−NB¯), and simultaneously
in both, Qz = 12 (NA −NB −NA¯ +NB¯). Hi,1,2 preserveN , Pz, and Qz, but break isospin U(1) to Z2, by allowing
AA¯↔ BB¯ processes that change Iz in units of two.
3QHFMs at ν = 1, 2. We now construct ground states
of (2), ignoring for now the intervalley contributions from
Hi,1,2. At ν = 1, a Hartree-Fock (HF) calculation indi-
cates electrons are polarized entirely in one of the val-
leys,
∣∣Ψ〉 = ∏X c†α,X ∣∣0〉. Inter-valley coherent states
that mix distinct isospins are suppressed by the ‘large’
anisotropy present already in the elliptical approxima-
tion, while pseudospin-mixing states are suppressed by
the smaller anisotropy captured by δHα, in accord with
the microscopic symmetry. The relevant topological de-
fects, our focus below, are isospin domain walls where
the QHFM order parameter switches between anisotropy
pairs. These can be induced by a spatially-varying uni-
axial strain that splits isospin states at the single-particle
level (but couples negligibly to pseudospin); this is cap-
tured by Γ in our model. Bulk excitations far from the
wall are gapped for δHα 6= 0. For ν = 2, we focus
on pseudospin-singlet states where both partners in an
anisotropy pair are occupied; a strain field will lower the
energy of one anisotropy pair relative to the other so
that an isospin domain wall again forms where the strain
changes sign. Note that determining the ground state
can be more subtle for δHα = 0 [15].
Luttinger liquid theory for domain walls. We
now analyze the properties of domain walls by construct-
ing a Luttinger liquid description at ν = 1, 2. Before
turning on interactions, we note that there are 4 U(1)
symmetries present, associated with charge conservation
in each of the 4 valleys independently. The Callan-
Harvey mechanism [16] then guarantees the presence of
chiral fermionic modes at the domain wall due to the
bulk quantum Hall response associated with the con-
served currents associated with these symmetries. With
interactions, some of these symmetries are no longer pre-
served, but nevertheless we will see that depending on the
filling factor the set that remain intact suffice to protect
some or all of the gapless domain wall modes.
At ν = 1, only valleys A,B are occupied and Hi,2 is
thus irrelevant. The remaining interactions, Hi,0,1 which
conserve valley U(1) symmetries, combined with the
smoothly varying valley Zeeman field that energetically
stabilizes the domains, lead to an emergent Luttinger liq-
uid description for the low-energy excitations at the do-
main wall. To obtain this description, we first note that
for vanishing valley Zeeman field, the domain wall has a
zero mode corresponding to a rigid translation of the wall
(see for instance, Ref. 14, and also Ref. 17 which makes
a related point for edges of QH droplets). Microscopi-
cally, this corresponds to changing a fixed number of left
movers into right movers, viz. ρR → ρR+ , ρL → ρL− ,
where we identify ρr(qy) ∼
∑
X c
†
X+qy,α(r)
cX,α(r), with
r = L,R labeling left/right moving electron density,
and α(L) = A,α(R) = B. Interactions Hi,0,1 must
respect this symmetry—this leads to a Hamiltonian of
the form H0 ≡ H(Γ = 0) = piv0F
∫
dy [ρR(y) + ρL(y)]
2
,
where v0F is a renormalized effective velocity and Γ is
the strength of the valley Zeeman field. The effective
parameter v0F may be estimated via ‘g-ology’ [18] of in-
teractions Hi,0,1 near X = 0; see [19] for details. For
Γ = 0, viewed as a Luttinger liquid this Hamiltonian
has singular behavior, but upon restoring Γ > 0, we find
Hν=1DW = H0 +piΓ
∫
dy (ρ2R + ρ
2
L). Finally, rewriting den-
sities in terms of the canonically conjugate fields φ, piΠ,
with ∇φ = −pi [ρL + ρR] ,Π = ρR − ρL [18], we find
Hν=1DW =
u
2pi
∫
dy
[
1
K
(∇φ)2 +K(piΠ)2
]
, (4)
with u =
√
v0FΓ
√
1 + Γ/v0F ,K =
√
Γ/(v0F + Γ) which
vanish as Γ→ 0, when the zero mode emerges. Note the
feature that u,K are strain-tunable.
Note that unlike in usual 1D systems such as nan-
otubes, here scattering between left- and right-moving
states involves no change in momentum along the wall,
since the position-momentum locking in the LL ensures
that states at the same guiding center X are proximate
in momentum py. Naively, it seems that interactions
could then lead to a quantum-disordered gapped phase
as T → 0. However, here the valley momentum difference
KAB ensures that such processes are in fact suppressed
exponentially, hence the domain wall remains gapless.
The chiral modes in each direction carry distinct valley
quantum numbers; this valley-filtered nature provides an
intuitive explanation for the symmetry protection.
We proceed analogously for the ν = 2 case con-
structing the effective Luttinger description using sym-
metry arguments. Detailed ‘g-ology’ estimates can be
found in the Supplement [19]. Noting the valley index
of the left- and right-movers, we write {A, A¯,B, B¯},≡
{(L, ↑), (L, ↓), (R, ↑), (R, ↓)} tracking the valley polar-
ization on either side of the wall. In this notation
we can simply use the standard bosonization dictio-
nary for spinful electrons, where we write ψr,s(y) =
Ur,s√
2piα
e
− i√
2
[rφρ(y)−θρ(y)+s(rφσ(y)−θσ(y))]. Here, r = ±1
for right(R)/left(L)-movers, s =↑, ↓ represents spin,
α ∼ `B is a UV length cutoff, and Ur,σ are Klein fac-
tors [18]; in usual 1D systems there is also an eikF x
factor, absent here due to the momentum-position lock-
ing. As before, the single-particle valley Zeeman term
is Hz = piΓ
∫
dy
[
ρ2L,↑ + ρ
2
L,↓ + ρ
2
R,↑ + ρ
2
R,↓
]
. The in-
teraction terms must allow a rigid translation of the
domain wall when Γ = 0. Hi,0 is symmetric in the
occupation density of all valleys, and should lead to
the term Hi,0 ≈ piv0F
∫
dy[ρL,↑ + ρL,↑ + ρR,↑ + ρR,↓]
2
.
Hi,1 involves exchange interactions between valley
pairs, with an amplitude that is different for pairs
separated by a momentum shift along or against
the domain wall. Thus, we anticipate Hi,1 ≈
−v1F
∫
dy
{
(1+χ)
[
(ρL,↑ + ρR,↑)2 + (ρL,↓ + ρR,↓)2
]
+ (1−
χ)
[
(ρL,↑ + ρR,↓)2 + (ρL,↓ + ρR,↑)2
] }
, where we have in-
cluded all density-pair terms that allow for a rigid trans-
lation of the domain wall, and accounted for the asym-
4metry noted above. Finally, we consider Hi,2 which de-
scribes a scattering process involving electrons in all four
valleys, that was unimportant for ν = 1: here, we find
that Hi,2 =
2
(2piα)2
∫
dyRe[gei
√
8φρ ], [19]. We thus have
the Hamiltonian Hν=2DW = Hρ +Hσ +Hi,2, where
Hζ =
uζ
2pi
∫
dy
[
1
Kζ
(∇φζ)2 +Kζ (piΠζ)2
]
, ζ = ρ, σ
Kρ =
√
Γ
4v0F + Γ− 4v1F
, Kσ =
√
Γ− 2v1F (1− χ)
Γ− 2v1F (1 + χ)
, (5)
uρ =
Γ
Kρ
, uσ =
√
(Γ− 2v1F (1− χ))(Γ− 2v1F (1 + χ)).
For repulsive interactions, generically v1F  v0F and
v0F > 0; this yields Kρ < 1 so that Hi,2 is always rel-
evant. Thus the theory is driven to strong coupling, pin-
ning φρ. This disorders θρ, i.e. the correlation function
〈e i√2 θρ(x,t)e i√2 θρ(0,0)〉 decays exponentially. Since e− i√2 θρ
is related to charge creation, we see that now charge cor-
relations decay along the wall, which is thus electrically
insulating. In contrast, the ‘valley waves’ in the σ channel
remain gapless. The domain wall is thus ‘fractionalized’,
in that charge is frozen while the valley degrees of free-
dom propagate freely. Note that ei
√
8φρ commutes with
N ,Pz,Qz, and changes Iz by 2 units; hence cos√8φρ is
symmetry-allowed. All other interaction terms may be
built from the ‘elementary’ operators ei
√
2θρ , ei
√
2θσ , and
ei
√
2φσ that respectively fail to commute with the con-
served charges N , Pz and Qz, and are hence forbidden
by symmetry [19]. We conclude that the gaplessness of
the valley mode is robust and protected by this triplet
of U(1) symmetries. A similar but simpler argument ap-
plies for ν = 1, where since NA¯ = NB¯ = 0, we just
consider N = NA + NB , Iz = 12 (NA − NB) that now
both commute with H (since Hi,2 can be ignored.) This
rules out both elementary perturbations eiθ, eiφ so that
the ν = 1 domain wall mode is gapless [19]. Such a situ-
ation, where all perturbations are forbidden based solely
on symmetry without tuning parameters, is impossible
in truly 1D systems. This, like the linking of valley index
to chirality, is tied to the fact that QHFM domain walls
are ‘anomalous’ and can only be realized in conjunction
with a topologically ordered bulk [20], similarly to heli-
cal edge states in 2D quantum spin Hall insulators. A
‘folding’ picture [21] that links domain walls and edges
will be discussed elsewhere [20].
Experimental Signatures. The most direct exper-
imental probe of Luttinger liquid physics is by single-
electron tunneling. For the gapless ν = 1 case ideal STM
experiments will see a soft gap due to Luttinger liquid
suppression, with an energy/temperature dependence set
by the Luttinger parameter K [18]. However, it is likely
challenging to resolve this in realistic experimental set-
tings. For ν = 2 we expect a hard gap [22, 23] owing
to charge-valley separation, as can be seen by express-
FIG. 2. Domain walls as ‘line junctions’. For ν = 1 the wall
conducts charge (blue) even with interactions (dashed lines);
so, conductance is not quantized. For ν = 2, charge is gapped
while neutral valley modes (red) are gapless, so that electrical
(thermal) conductance is quantized (non-quantized).
ing the single-electron spectral function using θη, φη, and
using the exponential decay of charge correlations [18].
Since there is already STM data available for Bi(111) we
now briefly discuss this case, deferring details to [1]. Al-
though Bi(111) has six valleys, in experimental samples
uniaxial strain splits these primarily into a (4,2) degener-
acy pattern; our model captures splitting the remaining
4. Mirror symmetries play the role of C4 in constraining
dispersions. We take λ = 5, and approximate screen-
ing crudely via a large dielectric constant  ≈ 45, yield-
ing a bulk exchange gap [13] ∆ex ∼ 535µeV, and Lut-
tinger liquid parameters uρ ∼ 0.1∆ex`B , Kρ ∼ 0.1 for
Γ ∼ 0.01∆ex`B . For ν = 2 we estimate a charge gap of
120µeV for small Γ, a sizable fraction of ∆ex; this is is
consistent with our discussion above and the dichotomy
between ν = 1, 2 reported in [1].
Transport provides an alternative probe, albeit more
indirect. Here the key point is that the ν = 1 domain wall
is both electrically and thermally conducting, whereas
the ν = 2 wall is a charge insulator but a thermal metal.
Consider two-terminal measurements in the ‘line junc-
tion’ limit [24, 25] (Fig. 2) with a single domain wall
transverse to the direction of current flow. We expect
no quantized conductance in the ν = 1 case since the
wall shorts the edge modes, whereas for ν = 2 we expect
the charge conductance to be quantized but no quantiza-
tion of the thermal response. For four-terminal measure-
ments on multidomain samples, e.g. induced by long-
wavelength disorder [12, 26] we expect that there is no
ν = 1 quantized Hall plateau (or a very weak plateau
due to residual impurity-driven backscattering [12, 26])
whereas for ν = 2 we expect a quantized Hall conductiv-
ity σxy but no quantized thermal Hall conductivity κxy.
Concluding Remarks. We close with several general
observations and suggestions for future directions. First,
note that given the high quality of experimental samples
we have ignored the role of impurities. These generically
break all valley symmetries, producing backscattering
along the wall; this drives localization and may be
relevant to more disordered systems. Second, we
comment that symmetry-protection of gapless modes
can also be understood in a nonlinear sigma-model
language by examining topological terms, where it
becomes clear that it exemplifies the Callan-Harvey
5mechanism [16] of ‘anomaly inflow’, and can be linked to
a similar phenomenon in 2D antiferromagnets [20, 27].
Third, the full symmetry of Bi(111) also allows more
complex strain patterns to induce points where three
distinct domains meet, providing a novel chiral real-
ization of a Luttinger-liquid Y-junction [28]. Finally,
systematic study of various possibilities at fractional
filling, potentially accessible via experiments, may
be implemented via the Chern-Simons/K-matrix for-
malism [29, 30]. This would embed QHFM domain
walls within the broader setting of symmetry-enriched
topological phases, and enable classification of different
gapping perturbations [21, 31, 32], possibly suggesting
new routes to ‘engineered’ topological qubits [33]. We
expect that the physics discussed here is relevant to
other multivalley 2DEGs in high fields, ranging from
traditional semiconductors (e.g. Si, AlAs) to graphene
and transition-metal dichalcogenides.
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6SUPPLEMENTARY INFORMATION
Microscopic Determination of Luttinger Liquid Parameters
The Hartree-Fock analysis describes a picture of effectively non-interacting chiral modes corresponding to the valleys
A, A¯ and B, B¯ moving with opposite velocities at the domain wall. Interactions amongst these modes transform the
system into a Luttinger liquid. In this section, we describe the properties of this Luttinger liquid, particularly showing
that the analysis predicts a gap for the ν = 2 case while predicting that the ν = 1 spectrum is gapless. We also
provide a quantitative estimate for this spectral gap and find it to be in reasonable agreement with experimental data.
Interactions beyond mean-field
We rewrite the Hamiltonian given in the main text as
Hi =
1
2A
∑
αβγδ,X,X′,q
Gαβγδ(q, X,X
′) : c†
α,X− qy2
cβ,X+ qy2
c†
γ,X′− qy2
cδ,X′+ qy2
:
(S1)
with valley indices (αβγδ) taking on arbitrary values and where we have defined
Gαβγδ(q, X,X
′) = V (q)Fαβ(q¯αβ , X)Fγδ(−q¯δγ , X), q¯αβ = q +Kα −Kβ ,
Fαβ(q, X) =
(fαfβ)
1/4
48
√
pi
eiqxX
∫
dx H1
(√
fα
(
x− qy
2
))
H1
(√
fβ
(
x+
qy
2
))
e−iqxx
× e− fα−igα2 (x− qy2 )2e−
fβ+igβ
2 (x+
qy
2 )
2
. (S2)
In the Hartree-Fock analysis, we only considered terms of the form (αβγδ) = (ααγγ). This approximation neglects
inter-valley scattering terms that involve a large momentum transfer ∼ K. In general, the valley indices take on
arbitrary values due to the fact that conservation of momentum (in the 2D Brillouin Zone) breaks down upon
projection into a fixed Landau level. However, processes which involve a net momentum change are suppressed
exponentially in K`B are are thus negligible. However, there are legitimate processes involving scattering between
valleys that are only polynomially suppressed in K`B . For instance, the process (αβγδ) = (ABBA) involves scattering
of two particles from valleys A to B and vice-versa, which results in a zero net momentum change and is therefore
not exponentially suppressed. The momentum exchanged between the particles is of the order of KA −KB , which
results in merely a polynomial suppression ∼ 1/K`B due to the momentum dependence of the Coulomb potential.
A common assumption is to nevertheless neglect such terms but here we will show that such terms can profoundly
change the properties of the domain wall, especially in the ν = 2 case.
As discussed in the main text, there are three kinds of terms that are not exponentially suppressed. These are: (i)
(αβγδ) = (ααγγ), (ii) (αβγδ) = (αββα), with β 6= α, and (iii) (αβγδ) = (αβα¯β¯) with β 6= α, α¯. We refer to these
terms as Hi,0, Hi,1, and Hi,2 respectively.
Finally, note that to derive an effective Luttinger model for the system, we approximate the interactions via
Hi ≈ 1
2Ly
∑
αβγδ,X,X′,qy
G′αβγδ(qy) : c
†
α,X− qy2
cβ,X+ qy2
c†
γ,X′− qy2
cδ,X′+ qy2
:,
G′αβγδ(qy) =
∫
dqx
2pi
Gαβγδ(q, 0, 0) ≈ G′αβγδ(0) ∀qy
(S3)
We thus focus on the modes near X,X ′ ≈ 0, and describe the interactions between these modes ignoring the center-
of-momentum dependence in the interactions. Further, since the interaction G′(qy) ∼ e−q2y/2 is of a Gaussian form in
the momentum exchanged qy, we approximate G
′(qy) ≈ G′(0) ∀qy. Within these approximations, the chiral modes
near the domain wall can be thought of as a set of fermions interacting with each other via various contact terms.
7ν = 1
In the ν = 1 case, only two valleys, A and B participate in the low-energy physics near the domain wall.
This leaves us with a subset of terms from Hi,0 and Hi,1 that only involve valleys A and B. We now define
the density of ‘left’ and ‘right’ movers in this system as ρL(y) =
1
Ly
∑
qy
eiqyy
[∑
X c
†
A,XcA,X−qy
]
, and ρR(y) =
1
Ly
∑
qy
eiqyy
[∑
X c
†
B,XcB,X−qy
]
.
As noted in the main text, the mean-field description fails to capture the symmetry associated with rigid translations
of the domain wall along with the x-direction, corresponding to the transformation ρR → ρR + , ρL → ρL − . In
order to recover the full symmetry within the mean-field description, we should employ the time-dependent Hartree-
Fock/Random Phase Approximation (RPA), which consists of considering particle-hole excitations of the HF ground
state. The RPA analysis will then recover the zero-mode physics obtained in the nonlinear sigma-model limit, and
show that the presence of a pinning strain gradient is essential in order to produce a Luttinger liquid description of
the domain wall modes (rather than a theory with dynamical exponent z = 2). This is laborious, and therefore for a
first pass at the problem we directly appeal to the symmetry mentioned above to note that the contribution of both
Hi,0 +Hi,1 is necessarily of the form
Hi,0 +Hi,1 = piv
0
F
∫
dy [ρL(y) + ρR(y)]
2
,
v0F ≈
1
2pi
∫
dqx
2pi
Vc(q) |FAA(q)|2
∣∣
qy=0
− 1
2pi
∫
dqx
2pi
Vc(q +KA −KB) |FAB(q)|2
∣∣
qy=0
, (S4)
where we read off the value of v0F by matching the non-zero momentum part of the interactions (that do not have a
mean-field expectation value) in Eqs. (S3) with that of Eq. (S4). Further, note that the Zeeman term corresponds to
Hz = piΓ
∫
dy
(
ρ2L(y) + ρ
2
R(y)
)
. Together these yield a Luttinger Hamiltonian
Hν=1 =
vF
2pi
∫
dy
[
1
K
(∇φ)2 +K(piΠ)2
]
,
vF =
√
v0FΓ
√(
1 +
Γ
v0F
)
, K =
√
Γ
v0F + Γ
, (S5)
where ∇φ(y) = −pi [ρL(y) + ρR(y)], piΠ(y) = pi [ρR(y)− ρL(y)].
Symmetry Analysis and Gapping Perturbations
Here we have used the standard bosonization dictionary for spinless electrons, where ψr(y) =
Ur,s√
2piα
e
− i√
2
[rφ(y)−θ(y)]
where r = ± for R,L, and we map {L,R} ≡ {A,B}. In this notation, we have
∇φ = −pi[ρR + ρL] = −pi[ρB + ρA], ∇θ = pi[ρR − ρL] = pi[ρB − ρA] (S6)
In terms of these, the conserved charges may be obtained by integrating appropriate linear combinations:
N = NA +NB = − 1
pi
∫
dy (∇φ)
Iz = 1
2
(NA −NB) = − 1
2pi
∫
dy (∇θ) (S7)
where we use the fact that Nα ∼
∫
dyρα. Now, recall the commutation relation
[φ(y),
1
pi
∇θ(y′)] = [θ(y), 1
pi
∇φ(y′)] = iδ(y − y′), (S8)
Using the identity that [A, eiB ] = i[A,B]eiB as long as [[A,B], B] = 0, we find
[N , e±iθ(y)] = − 1
pi
∫
dy′ [∇φ(y′),±iθ(y)]e±iθ(y) = ∓e±iθ(y), (S9)
[Iz, e±iφ(y)] = − 1
pi
∫
dy′ [∇θ(y′),±iφ(y)]e±iφ(y) = ∓e±iφ(y). (S10)
8We see that e±iθ and e±iφ are lowering/raising operators for the conserved charges N , Iz, and hence any operator
built from these is forbidden by symmetry. As a consequence, there are no symmetry-allowed perturbations to the
ν = 1 domain wall, which is thus always in a gapless phase as long as charge and valley U(1) symmetries are preserved.
ν = 2
The ν = 2 case proceeds analogously to the ν = 1 case, with the difference that now all valleys contribute to the
effective Luttinger model. We denote {A, A¯,B, B¯} ≡ {(L, ↑), (L, ↓), (R, ↑), (R, ↓)}. In particular, we find
Hi,0 = piv
0
F
∫
dy [ρL,↑ + ρL,↓ + ρR,↑ + ρR,↓]
2
Hi,1 = −piv1F
∫
dy
{
(1 + χ)
[
[ρL,↑ + ρR,↑]
2
+ [ρL,↓ + ρR,↓]
2
]
+ (1− χ)
[
[ρL,↑ + ρR,↓]
2
+ [ρL,↓ + ρR,↑]
2
]}
Hi,2 =
2
(2piα)2
∫
dy Re
[
gei
√
8φρ
]
Hz = piΓ
∫
dy
[
ρ2L,↑ + ρ
2
L,↓ + ρ
2
R,↑ + ρ
2
R,↓
]
(S11)
where
v0F ≈
1
2pi
∫
dqx
2pi
Vc(q) |FAA(q)|2
∣∣
qy=0
,
v1F (1 + χ) ≈
1
2pi
∫
dqx
2pi
Vc(q +KA −KB) |FAB(q)|2
∣∣
qy=0
,
v1F (1− χ) ≈
1
2pi
∫
dqx
2pi
Vc(q +KA +KB) |FAB¯(q)|2
∣∣
qy=0
,
g ≈
∫
dqx
2pi
[Vc(q +KA −KB)− Vc,sc(q +KA +KB)] [FAB(q)]2
∣∣
qy=0
, (S12)
and α is inverse of the UV momentum cut-off Λ and φρ is the U(1) phase conjugate to the density Πρ =
1√
2
[ρR,↑ − ρL,↑ + ρR,↓ − ρL,↓]. To obtain the expressions in Eqs. (S12), we matched the form of terms in Eq. (S11)
mandated by symmetry considerations with those of Eq. (S3) with vanishing mean-field expectation values.
The form chosen for Hi,1 is composed of the simplest pairwise terms that allow for rigid motion of the domain wall
without penalty while accommodating anisotropy (χ 6= 0) in interactions between electrons in valleys with the same
pseusospin as opposed to opposite pseudospins. Note again that the above values should be considerate strictly as
estimates to the true parameters of the theory. The form of Hi,2 was determined using the bosonized expressions for
the single-particle fermion operator ψr,s(y) =
Ur,s√
2piα
e
− i√
2
[rφρ(y)−θρ(y)+s(rφσ(y)−θσ(y))] [18].
The above expressions may then be converted into a usual Luttinger liquid description in terms of two U(1) phases,
φσ, conjugate to the ‘spin’ current density Πσ =
1√
2
[ρR,↑ − ρL,↑ − (ρR,↓ − ρL,↓)], and φρ, which is conjugate to the
charge current density Πρ as noted above. We find
H = Hρ +Hσ +Hi,2,
Hρ/σ =
uρ/σ
2pi
∫
dy
[
1
Kρ/σ
(∇φρ/σ)2 +Kρ/σ (piΠρ/σ)2] ,
Kρ =
√
Γ
4v0F + Γ− 4v1F
, uρ =
√
v0FΓ
√
4 +
Γ
v0F
− 4v
1
F
v0F
Kσ =
√
Γ− 2v1F (1− δ)
Γ− 2v1F (1 + δ)
, uσ =
√
(Γ− 2v1F (1− δ))(Γ− 2v1F (1 + δ)). (S13)
9Symmetry Analysis and Gapping Perturbations
Following our conventions and the mapping {A, A¯,B, B¯} ≡ {(L, ↑), (L, ↓), (R, ↑), (R, ↓)} we may write
∇φ↑ = −pi[ρR,↑ + ρL,↑] = −pi[ρB + ρA], ∇θ↑ = pi[ρR,↑ − ρL,↑] = pi[ρB − ρA], (S14)
∇φ↓ = −pi[ρR,↓ + ρL,↓] = −pi[ρB¯ + ρA¯], ∇θ↓ = pi[ρR,↓ − ρL,↓] = pi[ρB¯ − ρA¯]. (S15)
In terms of these, the conserved charges may be obtained by integrating appropriate linear combinations:
N = NA +NB +NA¯ +NB¯ = −
1
pi
∫
dy (∇φ↑ +∇φ↓) = −
√
2
pi
∫
dy∇φρ (S16)
Pz = 1
2
(NA +NB −NA¯ −NB¯) = −
1
2pi
∫
dy (∇φ↑ −∇φ↓) = − 1√
2pi
∫
dy∇φσ (S17)
Iz = 1
2
(NA −NB +NA¯ −NB¯) = −
1
2pi
∫
dy (∇θ↑ +∇θ↓) = − 1√
2pi
∫
dy∇θρ (S18)
Qz = 1
2
(NA −NB −NA¯ +NB¯) = −
1
2pi
∫
dy (∇θ↑ −∇θ↓) = − 1√
2pi
∫
dy∇θσ (S19)
where we again use the fact that Nα ∼
∫
dyρα. The commutation relation is now
[φη(y),
1
pi
∇θη′(y′)] = [θη(y), 1
pi
∇φη′(y′)] = iδηη′δ(y − y′), (S20)
where η, η′ ∈ {ρ, σ}. Proceeding as for the ν = 1 case, we find
[N , e± i√2 θρ(y)] = −
√
2
pi
∫
dy′ [∇φρ(y′),± i√
2
θρ(y)]e
±i 1√
2
θρ(y) = ∓e± i√2 θρ(y) (S21)
[Pz, e±i
√
2θσ(y)] = − 1√
2pi
∫
dy′ [∇φσ(y′),±i
√
2θσ(y)]e
±i√2θσ(y) = ∓e±i
√
2θσ(y) (S22)
[Iz, e±i
√
2φρ(y)] = − 1√
2pi
∫
dy′ [∇θρ(y′),±i
√
2φρ(y)]e
±i√2φρ(y) = ∓e±i
√
2φρ(y) (S23)
[Qz, e±i
√
2φσ(y)] = − 1√
2pi
∫
dy′ [∇θσ(y′),±i
√
2φσ(y)]e
±i√2φσ(y) = ∓e±i
√
2φσ(y) (S24)
with all other commutators with conserved charges being zero. Thus we see that e
± i√
2
θρ(y), e±i
√
2θσ(y), e±i
√
2φρ(y),
e±i
√
2φσ(y) (note the factors of
√
2) are respectively lowering/raising operators for N ,Pz, Iz,Qz. [The operator
e±i
√
2θρ(y) changes N by two units; this is consistent since such an operator is produced by ‘pairing’ bilinears of the
form ψ†ψ†, while any single-electron annihilation has the form ψ ∝ e i√2 θρ .]
Therefore, since N ,Pz,Qz are good quantum numbers, all cosines of the form cos(n√2θρ), cos(n
√
2θσ), and
cos(n
√
2φσ) are forbidden for any n as the corresponding operators break these symmetries. However, processes
that change Iz in units of two are allowed, corresponding to the n = 2 operator cos(√8φρ). When it is relevant and
flows to strong coupling, this will lead to exponentially decaying correlations in e
±i 1√
2
θρ , which as we have seen is the
operator that tunnels charge into the domain wall. Therefore we expect a gap in tunneling in this case.
Note on Compactification
The cosine potential for the φρ field has several minima—φρ = φ¯ρ +
2npi√
8
, for n ∈ Z—of which one is chosen. Here
we show that these minima correspond to the same physical state.
As noted, absent interactions there are 4 U(1) symmetries, each associated with the total charge in each valley:
NA, NB , NA¯, NB¯ . If these symmetries are not broken, then there must exist chiral fermionic modes at the edge of the
sample, as guaranteed by the Callan-Harvey mechanism [16]. These fermionic modes may be expressed in terms of
chiral bosonic fields, that is, ψA ∼ e−iϕA , ψA¯ ∼ e−iϕA¯ , ψB ∼ eiϕB , ψB¯ ∼ eiϕB¯ , where these bosonic fields obey standard
commutation relations [18]: [ϕr(κ)(x), ϕr(κ′)] = ipir(κ)δκκ′sgn [x− x′]. Here r(A) = r(A¯) = −1 and r(B) = r(B¯) = 1.
We may then rearrange these operators to arrive the field operators used in the main text:
10
φρ =
1√
2
[
ϕA + ϕB
2
+
ϕA¯ + ϕB¯
2
]
, φσ =
1√
2
[
ϕA + ϕB
2
− ϕA¯ + ϕB¯
2
]
, (S25)
θρ =
1√
2
[
ϕA − ϕB
2
+
ϕA¯ − ϕB¯
2
]
, θσ =
1√
2
[
ϕA − ϕB
2
− ϕA¯ − ϕB¯
2
]
, (S26)
and check that these satisfy the usual commutation relations noted above. One can further identify φ↑ =
− (ϕA+ϕB2 ) , φ↓ = −(ϕA¯−ϕB¯2 ), θ↑ = (−ϕA+ϕB2 ) , θ↓ = (−ϕA¯+ϕB¯2 ). Using the usual expression for the chiral den-
sity, ρκ =
1
2pi∇ϕκ, we can arrive at all the results of the previous section.
We can now identify the compactification radius of φρ. Since ϕκ are independent U(1) phases with a compactification
radius 2pi, that is, ϕκ ≡ ϕκ + 2pi, we note that φρ must be identified with φρ + 2npi√8 for n ∈ Z. Thus, all the minima
of the cosine potential correspond to the same physical state.
