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In this study we present an important theorem of the alternative involving 
convex functions and convex cones. From this theorem we develop saddle value 
optimality criteria and stationary optimality criteria for convex programs. 
Under suitable constraint qualification we obtain a generalized form of the 
Kuhn-Tucker conditions. We also use the theorem of the alternative in 
developing an important duality theorem. No duality gaps are encountered 
under the constraint qualification imposed earlier and the dual problem 
always possesses a solution. Moreover, it is shown that all constraint qualifica- 
tions assure that the primal problem is stable in the sense used by Gale and 
others. The notion of stability is closely tied up with the positivity of the 
lagrangian multiplier of the objective function. 
1. INTRODUCTION 
Existence theorems as well as theorems of the alternative, both linear and 
nonlinear, have been used in linear and nonlinear programming. The reader 
may refer to Mangasarian’s book [l l] f or an excellent usage of such theorems. 
Fan, Glicksberg, and Hoffman [4] presented some important theorems of 
systems of inequalities involving convex functions. As a matter of fact, an 
important duality theorem established later by Falk [3] follows from one of 
the theorems they presented. Eisenberg [l] presented a generalization of Fan 
et al. theorem of the alternative by using cones and functions which are 
convex with respect to these cones. 
In this study we extend Eisenberg’s theorem and exploit the power of this 
theorem by showing that different results follow from it. Optimality criteria 
of the saddle type and stationary type, constraint qualifications, duality 
theorems, as well as stability in nonlinear programming follow in a natural 
way from this theorem. 
The optimality criteria obtained from this theorem represent an extension 
of the Fritz John and the Kuhn-Tucker conditions but are subsumed under 
the results of Neustadt [12] obtained in an infinite dimensional setting. The 
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duality results extend some of the work of Gale [5] and Geoffrion [6] on 
stability. The relationship between constraint qualifications and stability 
become an immediate consequence of the above mentioned theorem. 
In Section 2 we present the theorem of the alternative. In Section 3 we 
develop an extension of the Fritz John saddle value criteria and the Fritz 
John differential (stationary) optimality criteria for convex functions. These 
results drop out easily by using the theorem of Section 2. 
In Section 4 we develop an important duality theorem, again as a conse- 
quence of the previous results. In the dual problem the constraints of the 
inequality type (defined by a cone) are added into the objective function by 
means of a lagrangian multiplier vector. Most of the results of Everett [2] 
and Falk [3] follow from the main duality theorem of this section. We show 
that under any constraint qualification that guarantees positivity of the 
lagrangian multiplier associated with the objective function, the objectives 
of the primal and dual problems are equal at optimality, and hence no duality 
gaps. We also show that under any of these qualifications and if the infinum 
of the objective of the primal over the constraint set is finite (even though 
it may not be achieved) then a solution to the dual must exist. We present 
necessary and sufficient characterizations of stability. It also turns out that any 
of these constraint qualifications represents a sufficient condition for stability 
of the primal in the sense used by Gale [5], G eo ff rion [6], and Rockafellar [13]. 
At this point we may mention that the main thrust of the paper is not the 
optimality and duality results but rather the illustration of the power of the 
theorem of the alternative and its role in tying the concepts of optimality, 
constraint qualifications, duality, and stability. 
2. A THEOREM OF THE ALTERNATIVE 
In this section we present a theorem of the alternative which involves 
convex functions and convex cones. A similar theorem was given by Fan et al. 
[4] for the special case when the inequality constraints are required to be 
nonnegative and later generalized by Eisenberg [l] to the case when the 
constraints are defined via convex cones. The theorem will be extensively 
used throughout the study in developing optimality criteria and duality 
theorems. 
Let K be a cone in R, , i.e., Xx E K for all h > 0 whenever x E K. Note that 
we do not require the origin to belong to K. The polar of K denoted by K* 
is the set of all u in R, such that u . x < 0 for all x E K where u u x denotes 
the inner product of u and x. It is clear that K* is a closed convex cone. 
K* is not empty as long as K is not empty since K* always contain the zero 
vector. 
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In this study we will use a general concept of convexity introduced by 
Hurwicz [8] and used by others such as Luenberger [lo], Neustadt [12], and 
Eisenberg [l]. Consider the following definition of a function /3 which is 
convex with respect to K where K is a convex cone. We will simply say that fl 
is K-convex. 
DEFINITION. /3: R, -+ R, defined on a convex set S is said to be K-convex 
(K is a convex cone) if for each x1 and xa E S, 
B(% + (1 - 4 4 - &W - (1 - A) I‘&) E K 
for each h E (0, 1). 
This definition of convexity reduces to the ordinary definition if K is 
the nonpositive orthant in R, . If K is the negative orthant, i.e., if 
K = {x: x < 0} then we get strict convexity. Actually, concavity of /I can 
be obtained if K is the nonnegative orthant. Finally, if K is the zero cone 
then p is convex with respect to K if and only if /3 is linear. This should help 
understand that in a convex programming problem we need linearity of 
equality constraints. 
Throughout this study the following notation and terminology is used. 
S: nonempty convex set in R, , 
K: nonempty convex cone in R, , 
4f: real valued convex functions defined on S, 
fl: K-convex vector valued function defined on S with values in R, , 
A = {x E s: a(x) < 0, /3(x) E K}, 
B = ((7, u) E R+ x K*: m(x) + u . p(x) >, 0 for all x E S}, where R, is 
the set of all nonnegative real numbers, 
D = {u E K*: u . /3(x) 2 0 for all x E S}. 
We will now present and prove an important theorem of the alternative. 
It is important to note that in the first part of the theorem convexity is 
needed. However, in the second part of the theorem no convexity assumption 
of (Y, /3, or S is needed. Theorem 1 below extends a similar theorem of 
Eisenberg Cl]. Actually Eisenberg’s main theorem can be stated as follows: 
If A’ = 0 then B # {0}, where A’ = {x E S: a(x) < 0, p(x) E int K} where 
int K denotes the interior of K. Here K is required to have a nonempty 
interior which makes it impossible to consider equality constraints. Also by 
requiring that /I(x) E int K one is only allowed to consider strict type inequality 
constraints. In order to get around this difficulty, Eisenberg stated that non- 
strict inequality constraints can be considered either in the case when S is an 
affine set (linear variety) where OL and /3 are linear or under an additional 
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qualification. In Theorem 1 below int K may be empty and so one can con- 
sider inequality constraints as well as equality constraints without any 
additional restrictions on the functions and sets involved. 
THEOREM 1. If A = o then B # (0). Moreover $ D = (0) then B # {0) 
implies that A = G. 
Proof. Let A(x) = {(y, z): a(z) < y, p(x) - x E K} for each x E S, and 
let A = urES A(x). W e c aim that A is convex. Let (yl , zl) and (yz , x2) E A, 1 
i.e., for some X, , x2 E S we have y1 > a(~~), ,8(x1) - z1 E K, y2 > OX and 
&a$ - Z, E K. By convexity of 01, 
AYI + (1 - 4 Y2 > W%) + (1 - 4 4x2) 3 4% + (1 - 4 XL!) 
for each X E (0, I). By convexity of K it follows that 
k, = @?(x,) + (1 - A) /3(X2) - hz, - (1 - A) x2 E K, 
for each h E (0, 1). By K-convexity of j3 we get 
k,’ = @xl + (1 - A) x2) - h&v,) - (1 - A) ,+J E K. 
Since K is a convex cone then k, + K,’ E K, i.e., 
p(xx, + (1 - A) x2) - Ax, - (1 - A) z2 E K 
for every h E (0, 1). This shows that 
~(Y,7~1)+(1 -4(Y 2 , x2) E 4$ + (1 - A> x2) c A 
for each X E (0, 1) and hence A is convex. Since A = @ by assumption then 
0 # A. Noting that A is not empty, then there exists a nonzero vector (r, U) 
such that (r, U) . (y, z) > 0 for each (y, .z) E A. See for example Mangasa- 
rian [l I]. Since y can be chosen as large as we wish, then T > 0. Let x and k 
be arbitrary but fixed elements of S and K, respectively. Let yE = a(~) + E 
and z, = p(x) - hk. Obviously (y< , XJ EA for each E > 0 and h > 0. 
Therefore, we get RX(X) + YE + u . /3(x) - Au . R 3 0 for each E > 0 and 
X > 0. Since h can be chosen as large as we want, then u . k < 0 and hence 
u E K*. Finally if we take the limit as both E and h approach zero, we get 
the desired result. We need to show that the converse is true under the 
assumption that D = (0). Suppose that there exists a nonzero (r, U) E R, x K* 
such that TOI + u . p(x) > 0 for all x E S. If T = 0 then we violate the 
assumption that D = (0). Therefore r > 0 and if p(x) E K we get E(X) > 0 
since u E K*. This then shows that A = 4 and the proof is complete. 
It may be noted that the condition D # (0) is designed to rule out the 
possibility of vertical supporting hyperplane of the set A. This will be helpful 
later in discussing stability of the problem. 
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It may also be noted that if CL is vector valued then the above theorem 
holds and the same proof applies. As a matter of fact, without loss of 
generality, 01 could have been incorporated with the function /3. We choose 
the alternative of singling out 01 as a real valued function because 01 will 
correspond later to the objective function of a nonlinear programming 
problem. It may be helpful to keep in mind that I and u in the theorem above 
correspond to the lagrangian multipliers of the objective function and the 
constraint functions respectively. Also D = (0) may be thought of as a 
qualification which guarantees that Y > 0. Without this assumption the 
converse of the first statement of the theorem is not true in general. 
Consider the following important special case. Let /3(x) = (g(x), h(x)) for 
all x E S and let K = C x {0} where C is the nonpositive orthant in R, and 0 
is the origin in R, . Further assume that g is convex in the ordinary sense and 
that h is linear on S. Under this specialization the above theorem reads 
as follows: If the system x E S, a(x) < 0, g(x) < 0, h(x) = 0 is inconsistent, 
i.e., has no solution, then there exists a nonzero m + K + 1 dimensional 
vector (r, s, t) with r > 0 and s > 0 such that TOI + s *g(x) + t . h(x) 3 0 
for all x E S. Suppose we add the assumption that there is no nonzero vector 
(s, t) with s 3 0 such that s g(x) + t . h(x) > 0 for all x E S. Under this 
qualification the converse of the above statement holds true. 
3. OPTIMALITY CRITERIA 
We will make use of Theorem 1 to develop saddle point optimality criteria 
as well as optimality criteria in the stationary form. These results represent 
generalizations of the Kuhn-Tucker conditions in both saddle and differential 
form. The results of this section are similar to those of Hurwicz [8] and 
Neustadt [12] which were developed in an infinite dimensional setting via 
different routes. 
Consider the following three problems. The first problem is a convex 
programming problem, the second problem is a saddle value problem, and the 
third problem is a Kuhn-Tucker problem in the stationary form. No differen- 
tiability assumption is needed for the first two problems. 
PI : minimize f(x), subject to: x E S, /3(x) E K, 
P2: find an x0 E S with /3(x0) E K as well as a nonzero vector 
r. , u, x0) < (6(f-o , u. , x0) < +(ro , u. , 2) for 
2 ,?;a$ ~ll~Es~hvZEe$(ro, 24, x) = yof(x) + u . /3(x), 
P3: find x0 E S with /3(x0) E K and a nonzero vector (r. , uo) E R, x K* 
such that u. . /?(xo) = 0 and [roVf(xo) + u,,Vfi(x,)] . (X - x0) >, 0 for all 
x E s. 
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In Problem P3 it may be noted that V/3(x,) is an m x n matrix and u0 is a 
1 x m vector. The reader may keep in mind that Pl can be reduced to the 
usual program defined by inequality and equality constraints by choosing 
suitable /3 and K as done above. Also in Problem P2 it is always true that 
/3(x,,) E cl K, the closure of K. If we insisted on K being closed, then we 
would have dropped the requirement that /3(x,,) E K. This can be shown as 
follows. Examining the left hand side of the inequality of Problem P2 we get 
u . /3(x0) < us . /3(x0) for all 24 E K *. This shows that u . /3(x,,) < 0 because 
otherwise ui . p(xs) > 0 for some ui E K* which would imply that 
Au, . B(xo> G uo . /3(x0) for all X > 0 (since hu, E K*) which is impossible. 
Sop(x,)EK** = CIK. s ee f or example Rockafellar [ 131. 
It is also readily seen that in P2 it is always true that u. . /3(x0) = 0. If we 
let u = 0 E K* in the left hand side of the inequality in P2, we get 
0 < u. . /3(x0). On the other hand from the above discussion u. . /3(x0) < 0 
since u. E K* and /3(x0) E K. Therefore u. /3(x,,) = 0. 
Examining Problem P3, it may be noted that 
[roVf(xo> + ~ovhl)l * (x - x0) 3 0 
for all x E S reduces to the more usual form due to Fritz John, namely 
yoVf(xo) + ~ov(xo) = 0 f i x0 E int S, in particular if S is an open set. Of 
course if x0 E 8S (the boundary of S) then the above statement can equival- 
ently be put as -roVf(xo) - uoVj?(xo) E (S - x0)*. The next theorem shows 
that under the differentiability assumption both problems P2 and P3 are 
equivalent. This slightly generalizes the original result of Kuhn and 
Tucker [9]. 
THEOREM 2. Suppose that both f and B are d$ferentiable at x0. Then 
problem P2 and P3 are equivalent in the sense that (r. , u. , x0) satisfy P2 if and 
only if they satisfy P3. 
Proof. First assume that (r. , u0 , 0 x ) is a solution of P2. We need to show 
that [y,Vf (x0) + uoV/3(xo)] . (x - x0) 2 0 for all x E S. Let x be any fixed 
element of S. By convexity of S and since x0 E S then x0 + h(x - x0) E S 
for each X E (0, 1). Hence, we get $(ro , u. , x0) ,( $(ro , u. , x0 + h(x - x0)) 
for each h E (0, 1). Rearranging the terms we get 
rll[f (x0 + G - x0)) - f (xo>l +uo . [if+0 + wx - x0)) - B@o)l 3 0 
for every h E (0, 1). Dividing by h and letting h -+ 0 we obtain the desired 
result. Conversely, let (yo, u. , x0) solve P3 and let x E S. By convexity off 
we get f(x) > f (x0) + Vf (x,,) . (x - x0). Multiplying by r. > 0 then 
yoVf(xo) . (x - x0) + rof(xo) - rof(x) < 0. Since /3 is convex with respect 
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toKthenfl(hx + (1 - h)x,) - A/~(X) - (1 - h)fl(x,)EKforeveryhE(O, 1). 
Since ua E K* then we get 
uo * Fe0 + G - x0)) - B(xo) +WGO) - kw)l G 0. 
If we divide by X > 0 and let h --+ 0 then we get 
In view of the inequality above corresponding to the objective function 
we get 
koVf(xo) + ~oW~o>l . (x - x0> + ~OfhJ + a0 * /4x0) - r0.w - uo .&4 G 0. 
But since [roVf(xo) + uoV/3(xo)] . (X - x0) 2 0 from P3 then we get 
@(ro ) uo, x0) G wo, uo > x). But since this is true for each x E S, the second 
part of the inequality of P2 is obtained. Since u. . /3(x0) = 0 and /3(x0) E K 
then it is immediate that $(ro , U, x0) < (b(ro , u. , x0) for each u E K*. This 
completes the proof. 
The next theorem shows that in order that x0 solves problem Pl, it is 
necessary that there exist r. and u. such that (r. , uo, x0) satisfy the require- 
ments P2 and also P3 in the case of differentiability. In view of Theorem 2 
above, we will only show that (r. , u. , x0) satisfy P2. Hence, it is helpful to 
think of P2 and P3 as necessary conditions for x0 to solve the convex pro- 
gramming problem. 
THEOREM 3. Suppose that x0 solves problem Pl. Then there exists a nonzero 
vector (r. , uo) E R, x K* which along with x0 satisfy the requirements of P2 
and P3. 
Proof. Let a(x) = f(x) - f(xo) in Theorem 1. If x0 solves Problem Pl 
then A = O. By Theorem 1 it then follows that B # {0}, i.e., there exists a 
nonzero (r. , uo) E R, x K* such that ro[ f (x) - f (x0)] + u. . p(x) > 0 for 
each x E S. We will show that u. . /3(x0) = 0. If we let x = x0 then 
%,“W~ O.fut B(xo) E K ( since x0 is a feasible solution of Pl) and u. E K* 
o . /3(x0) < 0. Therefore, u. */3(x0) = 0. Hence we get 
rofc4 + 110 *B(x) 2 rof (x0) = rof (x0) + uo . B(s), 
i.e., (6(ro , u. , x) b 4(ro , u. , x0> for all x E S. AlsO +(ro , u. , x0) > #(r. , 24 x0> 
for each u E K* since p(xo) E K and u. * p(xo) = 0. This shows that (r. , u. , x0) 
solve problem P2, and in view of Theorem 2 the proof is complete. 
Needless to say that if we let p(x) = (g(x), h(x)) and K = CX{O} where C 
is the nonpositive orthant, problems Pl, P2, and P3 reduce to the familiar 
convex programming problem, saddle value problem, and the Fritz John 
(Kuhn-Tucker) problem. 
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If we examine problems P2 and P3, we find out that the lagrangian 
multiplier Y,, associated with the objective function is not necessarily positive. 
We will show that if Y,, is positive then the conditions of either P2 or P3 
(recall that they are equivalent under the differentiability assumption) are 
sufficient for x0 to solve Pl. However, we need some condition that guarantees 
the positivity of r0 . In view of Theorem 1 all we need is that the set D is 
the zero vector. This condition is not easy to check and hence we will give 
a sufficient condition which guarantees that D = (0) and hence r,, > 0. At 
this stage we find it to our advantage to separate the constraints p(x) E K 
into g(x) E C and A(X) = 0. Of course we are assuming here that g is C-convex 
and that h is linear. It is helpful to keep in mind that g(x) E C corresponds to 
the inequality constraints. It is obvious that after such decomposition of K, 
K* = C* x R, . Of course the statements of problems Pl, P2, and P3 
are slightly changed according to this decomposition. 
We will now pose the following constraint qualification (see Neustadt [12]): 
(i) 0 E int h(S), where h(S) = {h(x): x E S}. 
(ii) There exists an x E S such that g(x) E int C and h(x) = 0. 
Now the reason for singling out the equality constraints is clear because 
otherwise we have to assume that there exists an x E S such that p(x) E int K 
which is impossible in the presence of equality constraints. It is interesting 
to notice that in the absence of equality constraints condition (i) is not 
needed and condition (ii) reduces to g(x) E int C, which is the classical 
qualification of Slater in the case when C is the nonpositive orthant. See for 
example, Mangasarian [ll]. As a matter of fact if S = R, then condition (i) 
is not needed even in the presence of equality constraints. We will give 
no proof of such a statement, but for the case when C is the nonpositive 
orthant one may refer to Mangasarian’s book [I l] for a proof. 
It is interesting to note that under our convexity assumptions any of 
the constraint qualifications in the literature which guarantees that r,, > 0 
in P3 would also insure that r0 > 0 in P2. This is an immediate consequence 
of Theorem 2. Hence we may change our qualification posed above to some 
weaker qualification, e.g., the constraint qualification of Gould and Tolle [7] 
(with modifications to apply for the convex cone K) which is the weakest 
possible. However, we choose not to do so because the qualification above is 
relatively easy to check and it also makes the following development more 
straight forward. 
After decomposing K and p the set L) of Section 1 becomes: 
D = {(u, V) E C* x R,: u . g(zc) + TJ . h(x) 2 0 for all x E S}. 
The following lemma shows that under the constraint qualification D = (0). 
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LEMMA 1. Under the constraint qualijkation D = {O}. 
Proof. Let (u, V) E D, i.e., (u, V) E C* x R, and u . g(x) + ZJ . h(x) 3 0 
for all x E S. By condition (ii) of the constraint qualification there is an x1 E S 
such that g(xi) E int C and h(x,) = 0. Therefore u . g(xr) >, 0 and also 
u * g(xr) < 0 since u E C* and g(xi) E C. This implies that u . g(x,) = 0. 
We claim that u = 0 because otherwise there exists a 6 > 0 such that 
g(xi) + 6u E C (because g(xi) E int C) and hence 
a contraction. So u = 0 and hence v . h(x) 3 0 for all x E S. By condition (i) 
of the constraint qualification 0 E int h(S) which means that we can find a 
6 > 0 and an x E S such that h(x) = -Sv. Therefore 
0 < v * h(x) = -8 I/ v II2 
which implies that v = 0. Hence D = (0). 
COROLLARY. If there exists an x E S with g(x) E int C then 
{u:u*g(x) >OforaZZxES} ={O}. 
Proof. Immediate from the Lemma by deleting the equality constraints. 
We will show that under the constraint qualification r0 > 0 and it is 
immediate that if (r s , u,, , x0) satisfy P2 and P3 then x,, solves Pl, i.e., under 
the constraint qualification the conditions of P2 or P3 are sufficient for 
optimality. We will make use of Theorem 1 and Lemma 1. It may be noted 
that no convexity requirements are needed since we use the second part of 
Theorem 1. See the comment preceding Theorem 1. 
THEOREM 3. Let (r,, , uO, v 0 , x0) satisfy the conditions of P2 or P3 and 
suppose that the constraint qualijkation is satisjied. Then x0 solves PI. 
Proof. Let (rD , 21 ,,, v ,, , x,,) satisfy the conditions of P2. Then it is imme- 
diate that 
B = ((r, u, v) E R, x C* x R,: r[ f (x) - f (x,,)] + u . g(x) + v * h(x) 3 0 
for all x E S} # (0). 
Under the constraint qualification, D = (0) by Lemma 1, and hence by 
Theorem 1 
A = {x E S: f (x) - f (x0) < 0, g(x) E C, h(x) = 0} 
is empty, i.e., x0 solves Pl. In view of Theorem 2 the proof is complete. 
710 BAZARAA 
4. DUALITY 
In this section we will use Theorem 1 of the alternative to develop a 
duality theorem. The dual objective function is formed by incorporating the 
functional constraints into the objective function via appropriate lagrangian 
multipliers. This form of duality has been considered by many authors such 
as Fan et al. [4], Everett 121, Falk [3], Geoffrion [6], Luenberger [lo], 
Neustadt [12], as well as others. 
The two problems under consideration are posed as follows: 
Primal: minimize f(x) Dual: maximize f?(u) 
subject to x E S subject to u E K* 
P(x) E K where 
e(u) = inf{ f(x) + u . p(x): x E S>. 
As before we are assuming that f is convex on S, /3 is convex with respect 
to K, S is a nonempty convex set, and K is a nonempty convex cone. It may 
be noted that the function 8 defined above is a concave function. The proof of 
this statement is straight forward and hence omitted. 
It will be clear later that we need some form of a constraint qualification 
which insures the absence of duality gaps. We choose the same qualification 
posed earlier in Section 2 which reads as follows. In the absence of equality 
constraints, there exists an x E S with /3(x) E int K. On the other hand, in the 
presence of equality constraints /3 is decomposed into g and h whereas K is 
decomposed into C and (0). Th en we must have 0 E int h(S) and there must 
exist an x E S with g(x) E int C and h(x) = 0. 
The following theorem gives the main duality results. It may be noted that 
the optimal values of both the primal and dual problems are identical and 
hence no duality gap exists. 
THEOREM 4. Suppose that {x E S: /3(x) E K) is not empty and 
inf{ f (x): x E S, j?(x) E K} is finite. Under the constraint quali$cation we have 
inf{ f (x): x E S, /3(x) E K) = max(e(u): u E K*) = d(u,) for some uu E K*. 
Moreover if the inf on the left hand side is achieved by some feasible x, then 
U” . /3(x0) = 0. 
Proof. Let inf{ f (x): x E S, p(x) E K} = y. This means that 
{xES:f(x)--<0,/3(x)EK}= 0. 
Therefore, by Theorem 1, there is a nonzero (rs , p1,,) E R, x K* such that 
r,, f (x) + u,, . /3(x) > r,y for all x E S. Under the constraint qualification, 
D = (0) by Lemma 1. This means that r,, > 0 because otherwise we conclude 
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that u,, * /I(x) 3 0 for all x E S, where us is nonzero. This violates the fact 
that D = (0). Without loss of generality assume that r,, = 1. Therefore 
e(u,) = inf{ f(x) + uU . /3(X): x E S> > y. 
Since u,, E K* then sup{8(u): u E K*} 3 y. From the definition of y, given 
any E > 0 there exists an X, E S with /I(xJ E K such that ~(xJ < y + E. For 
any given u E K* the following hold: 
Since this is true for each E > 0 then y 3 e(u) for each u E K*. Since u,, E K* 
we get y 3 e(u,) and also y > sup{&u): u E K*}. Hence we get 
y = sup{e(u): u E K*} and the supremum is achieved at u,, E K*. Now if the 
infimum is achieved by a feasible x,, then we get 
f(xo) = 4x0) = inf{ f(x) + u. - K-4: x E S> < f(xo> + u. . B(xo). 
This implies that u. . /3(x0) 3 0 and then u. - /3(x0) = 0 since /3(x0) E K and 
u, E K*. This completes the proof. 
It is worthwhile discussing some of the consequences of the duality theorem 
above. 
(1) If x and u are feasible solutions of the primal and dual problems 
respectively, then f(x) > O(u). 
(2) An optimal solution of the dual problem always exists regardless 
to whether the infimum in the primal problem is achieved or not. This is a 
strong and desirable statement. 
(3) No duality gap exists between the two problems, i.e., the situation 
when inf{f(X): x E S, /I(X) E K} > sup{e(u): u E K*) cannot arise. This was 
achieved under some mild conditions, namely the finiteness of the 
inf{ f(x): x E S, /3(x) E K} and the satisfaction of the constraint qualification. 
As a matter of fact any qualification that guarantees that the lagrangian 
multiplier of the objective function in the saddle value problem is positive 
will also guarantee the absence of a duality gap. This shows that duality 
gaps may arise only in the case when the multiplier of the objective function 
is zero. This highlights the close relationship between duality and optimal&y 
criteria. 
(4) If the inf{f(X): x E S, p(x) E K} is attained at some x0, i.e., if x0 
solves the primal problem, then we must have the complementarity slackness 
property u. * /3(x0) = 0. As a matter of fact x0 also solves the minimization 
problem of f(x) + u. * /3(x) over S. This characterizes the set of optimal 
solutions of the primal problem, if any exist. 
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(5) If x,, solves the primal problem and u0 solves the dual problem, then 
x0 and u,, solve the saddle value problem P2 with r, == 1, and conversely. 
Gale [5] and Geoffrion [6] have obtained similar results when the cone K 
is the nonpositive orthant in R, . The approach used was mainly based on 
exploiting the properties of the so called perturbation function. Many ques- 
tions related to the existence of optimal solutions and stability of the problem 
may favorably be answered using the perturbation function. In the following 
material we intend to discuss the concept of stability in the framework of 
cones. This will be done by using the theorem of the alternative of Section 1. 
We will first define the perturbation function and discuss some of its 
properties and then introduce the notion of stability of the problem via the 
behavior of the mentioned function. This definition is identical to that of 
Gale [5] and Geoffrion [6]. We will then state an important relationship 
between stability of the problem and subgradients of the perturbation func- 
tion at the origin. This result is due to Gale [5]. 
DEFINITION. Let 
defined on 
p(z) = inf{f(X): x E S, /3(x) - z E K} 
Z={ZER,:{~~S:B(X)-ZEK}# ,@a>. 
p is said to be the perturbation function. 
This name is intuitively appealing since the function indicates the variation 
of the solution of the primal problem by introducing a small perturbation 
vector z into the constraints. It is obvious that p(0) = y. We may note that Z 
is a convex set and p is a convex function on 2. For a proof of this statement 
the reader may refer to Luenberger [lo]. 
It may also be noted that if zr - xa E K then p(zr) 3 p(z,). This can be 
shown as follows. Let 
A, = {x E As: B(x) - z, E K} and A, = (x E S: /3(x) - z, E K). 
It is obvious that A, C A, if z, - za E K and hence 
p(zr) = inf{f(z): x E A,} 3 inf{f(x): x E A,) = p(za). 
DEFINITION (Gale [5]). The primal problem defined earlier is said to be 
stable if p(0) is finite and if there exists a positive real number M such that 
[(p(O) - p(4)lll z Ill < M for all z # 0. 
If the problem is not stable then the improvement in the infimal value of 
the primal can be made as large as desired. 
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THEOREM 5. Assume that p(0) is Jinite. Then the primal problem is stable 
if and only if p has a subgradient at 0. 
Proof. See Gale [5] or Geoffrion [6]. 
THEOREM 6. Let p(0) = y be jinite. Then u,, is an optimal solution of the 
dual problem and y = 19(u,) if and only if - u0 is a subgradient of p at 0. 
Proof. First assume that -u0 is a subgradient of p at 0, i.e., 
PC4 b P(O) - *o . z for all x E 2. If --x E K then certainly z E 2 (review 
definition of 2 above and note that {x E S: /3(x) E K} is not empty since y 
is finite). But since 0 - z E K then p(0) > p(z). This implies then that 
0 3 P(4 - P(O) 3 -uo . z for all --x E K, which implies that u0 E K*. 
This shows that u. is a feasible solution of the dual problem. Since K is 
closed and hence contains the origin, it follows that for each x E S, /I(x) E 2. 
Therefore 
p@(x)) = inf{ f (x): x E S, /3(x) - /3(x) E K} = inf{ f (x): x E S}, 
and so we have p@(x)) <f(x) for each x E S. But by assumption, 
P(kw 3 P(O) - uo . /3(x) and so we have f(x) + u. . /3(x) 3 p(0) for each 
x E S. This shows that 
e(u,) = inf{ f (x) + u. . p(x): x E S} 3 P(0) = y. 
On the other hand f(y) 3 f(y) + u. . p(y) whenever y E S and p(y) E K. 
Therefore f(y) > inf( f (x) + u. ./3(x): XE S} = B(u,) for each y E S with 
/3(y) E K. Therefore y = inf{ f (y): y E S, /3(y) E K) > 8(zl,) which then 
establishes the fact that u. solves the dual problem. To show the converse 
suppose that u. solves the dual problem, and suppose that 
p(0) = 0(u,) = inf( f (x) + u. . B(x): x E S} 
where u. E K*. Fix any z E 2 and consider the set {X E S: P(X) - z E K}. 
Since u. E K* then u. . P(X) < u. . z and therefore we get 
f (4 + uo . z 2 f(x) + ug . B(x) b p(0) 
where the last part of the inequality is by assumption. Therefore 
inf( f (3): x E S, /3(x) - z E K} + u. . z >, p(O), 
or p(4 2 p(O) - u. * z. But since this is true for all z E 2 then -u. is a 
subgradient of p at 0 and the proof is complete. 
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From the above two theorems we may conclude that if p(0) = y is finite 
then the following three statements are equivalent: 
(1) The primal problem is stable. 
(2) The perturbation function has a subgradient at 0. 
(3) The dual problem has an optimal solution. 
This means that the primal problem is not stable or equivalently the dual 
problem has no optimal solution if and only if the perturbation function has 
no subgradients at 0. Again Theorem 1 plays a key role here. If in Theorem 1 
we let 01(x) =f(zc) - p(O) then the set fl in the proof of the mentioned 
theorem corresponds to the epigraph of p - p(O), more precisely 
fl = KY, 4: z E z, y > p(z) - p(0)). 
This can be shown as follows. Let (y, z) E fl, i.e., y >f(x) - y and 
/3(x) - z E K for some x E S. Noting that y = p(0) it then immediately 
follows that 
y > inf(f(X): x E S, b(x) - z E K} - p(0) = p(z) -p(O) 
and .a E 2 by definition of the latter. Conversely let y > p(z) - p(0) where 
zEZ. Theny >p(z) -p(O) + E f or some E > 0. By definition of p, and 
since z E Z there must exist an x E S with /3(x) - z E K such that 
p(z) + E > f(x). This then shows that y > f(x) - p(0) = f(x) - y and so 
(y, z) E (1. Therefore n = ((y, x): z E Z, y > p(z) - p(O)}. Also by the 
choice of 01 = f - y it is clear that A in Theorem 1 is empty. Hence in the 
proof of Theorem 1 we get a nonzero (Y, U) E R, x K* such that 
ry + u . z 3 0 for all z E Z and y > p(z) - p(0). This implies that 
TP(4 3 rP(o) - u . x for all z E Z. Now if r > 0 then without loss of gener- 
ality assume that r = 1 and - u is a subgradient of p at zero and from the 
above discussion we have an optimal solution of the dual problem and the 
primal problem is stable. If on the other hand each pair (r, u) that works 
imply that r = 0 then we have no nonvertical supporting hyperplane of the 
epigraph of p - p(O), i.e., p has no subgradients at 0 and the primal problem 
is not stable. From this discussion it is clear that we have developed a necess- 
ary and sufficient condition for stability of the primal and solvability of the 
dual, namely positivity of r. In particular any of the constraint qualifications 
that insure that the lagrangian of the objective function will guarantee stability 
of the problem and existence of a solution of the dual. Among other things 
this shows the close relationship between duality, stability, and optimality 
criteria. 
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