A simple and effective procedure is employed to propose a new analytic approximate solution for nonlinear MHD Jeffery-Hamel flow. This technique called the Optimal Homotopy Asymptotic Method OHAM does not depend upon any small/large parameters and provides us with a convenient way to control the convergence of the solution. The examples given in this paper lead to the conclusion that the accuracy of the obtained results is growing along with increasing the number of constants in the auxiliary function, which are determined using a computer technique. The results obtained through the proposed method are in very good agreement with the numerical results.
Introduction
In various fields of science and engineering, nonlinear evolution equations, as well as their analytic and numerical solutions, are fundamentally important. The problem of an incompressible, viscous fluid between nonparallel walls with a sink or source at the vertex was pioneered by Jeffery 1 and Hamel 2 . Hamel mentioned an example of an exact nonsteady solution of the Navier-Stokes equations which describes the process of decay of a vortex through the action of the viscosity and considered the distribution of the tangential velocity component with respect to the radial distance and time and a particular case of the flow through a divergent channel was discussed and exactly solved. Jeffery-Hamel flows are exact similarity solution as the Navier-Stokes equations in the special case of two-dimensional flow through a channel with inclined plane walls meeting at a vertex with a source or sink at the vertex and have been studied by several authors and discussed in many text books and articles 3-5 . Sadri 6 denoted that Jeffery-Hamel flow used an asymptotic boundary condition to examine steady two-dimensional flow of a viscous fluid in a channel by means of certain symmetric solution of the flow although asymmetric solution are both possible and of physical interest 7 .
The classical Jeffery-Hamel problem was extended in 8 to include the effects of external magnetic field in conducted fluid. The magnetic field acts as a control parameter, along with the flow, Reynolds number, and the angle of the walls.
Most scientific problems such as Jeffery-Hamel flows and other fluid mechanics problems are inherently nonlinear. Excepting a limited number of these problems, most do not have analytical solutions. Therefore, these nonlinear equations should be solved using other methods 9 .
The aim of the present work is to propose an accurate approach to the Jeffery-Hamel flow problem using an analytical technique, namely, OHAM 10, 11 .
The efficiency of our procedure, which does not require a small parameter in the equation, is based on the construction and determination of the auxiliary functions combined with a convenient way to optimally control the convergence of the solution.
Problem Statement and Governing Equation
We consider a system of cylindrical polar coordinates r, θ, z with a steady two-dimensional flow of an incompressible conducting viscous fluid from a source or sink at channel walls lying in planes, with angle 2α, as shown in Figure 1 .
Assuming that the velocity is only along the radial direction and depends on r and θ, V u r, θ , 0 3-5 , using the continuity Navier-Stokes equations in polar coordinates, the governing equations are where ρ is the fluid density, p is the pressure, and v is the kinematic viscosity. From 2.1 and using dimensionless parameters we get
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where prime denotes derivative with respect to x and the Reynolds number is
and u max is the maximum velocity at the centre of the channel. The boundary conditions for 2.6 are
Fundamentals of the OHAM
We consider the following nonlinear differential equation 10, 11 :
subject to a boundary condition
where L is a linear operator, f x is a known analytical function, N is a nonlinear operator, and B is a boundary operator. By means of the OHAM one constructs a family of equations:
and the boundary condition is
In 3.3 , φ x, p is an unknown function, p ∈ 0, 1 is an embedding parameter, and h x, p is an auxiliary function such that h x, 0 0 and h x, p / 0 for p / 0. When p increases from 0 to 1, the solution φ x, p , changes from the initial approximation F 0 x to the solution F x . Obviously, when p 0 and p 1 it holds that
Expanding φ x, p in series with respect to the parameter p, one has
If the initial approximation F 0 x and the auxiliary function h x, p are properly chosen so that the series 3.6 converges at p 1, one has
Notice that the series 3.6 contains the auxiliary function h x, p which determines their convergence regions. The results of the mth-order approximations are given by
We propose an auxiliary function h x, p of the form
where K i x , i 1, 2, . . . , m can be functions on the variable x. Substituting 3.6 into 3.1 we obtain
3.10
If we substitute 3.9 and 3.10 into 3.3 and we equate to zero the coefficients of various powers of p, we obtain the following linear equations:
At this moment, the mth-order approximate solution given by 3.8 depends on the functions
. ., C q which appear in the expression of K i x can be identified via various methodologies such as the least square method, the Galerkin method, and the collocation method. The constants C 1 , C 2 ,. . .,C q could be determined, for example, if we substitute 3.8 into 3.1 resulting in the following residual:
14 For x i ∈ a, b where a and b are two values depending on the given problem and we substitute x i into 3.14 , we obtain the system of equations
where q is the number of constants C i which appear in the expression of the functions
One can observe that our procedure contains the auxiliary function h x, p which provides us with a simple but rigorous way to adjust and control the convergence of the solution. It must be underlined that it is very important to properly choose the functions K 1 , . . ., K m x which appear in the approximation 3.8 .
Application of the Jeffery-Hamel Flow Problem
We introduce the basic ideas of the proposed method by considering 2.6 and 2.8 . We choose f x 0 and the linear operator
The nonlinear operator is
and the boundary conditions are
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It is obtained that
From 4.2 and 3.10 , we obtain the following expression:
If we substitute 4.5 into 4.6 , we obtain
There are many possibilities to choose the functions K i , i 1, 2, . . .. The convergence of the solutions F i , i 1, 2, . . . m and consequently the convergence of the approximate solution F x given by 3.8 depend on the auxiliary functions K i . Basically, the shape of K i x should follow the terms appearing in 4.7 , 3.12 , and 3.13 which are polynomial functions. We consider the following cases m 2 .
where C 1 is an unknown constant at this moment, then 3.12 for i 1 becomes
Substituting 4.5 , 4.7 , and 4.8 into 4.9 , we obtain the equation in F 1 :
The solution of 4.10 is given by 
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If we consider 
4.16
The second-order approximate solution m 2 is obtained from 3.8
where F 0 , F 1 , and F 2 are given by 4.5 , 4.11 , and 4.16 , respectively.
Case 2. In this case we consider
where C 1 , C 2 , and C 3 are unknown constants. 
4.21
The second-order approximate solution becomes
where F 0 , F 1 , and F 2 are given by 4.5 , 4.11 , and 4.21 , respectively.
Case 3.
In the third case we consider
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The second-order approximate solution is
where F 0 , F 1 , and F 2 are given by 4.5 , 4.24 , and 4.26 , respectively.
Case 4.
In the last case, we consider
The solution of F 1 x is given by 4.24 . On the other hand, 3.13 has the solution 
4.31
The second-order approximate solution in this case is given by
where F 0 , F 1 , and F 2 are given by 4.5 , 4.24 , and 4.30 , respectively.
Numerical Examples
In the following, using the algorithm described in Section 3, with the help of a computer program which implement the procedure presented above, we will obtain the convergencecontrol constants C i and we will show that the error of the solution decreases when the number of terms in the auxiliary function h x, p increases. Obviously, the computational effort increases along with increasing the number of convergence-control constants, but a significant improvement of the accuracy of results is observed. 
5.4
The profile of the F x function is presented in Figure 2 for Re 50 and α 5.
It is easy to verify the accuracy of the obtained solutions if we compare these analytical solutions with the numerical ones or with results obtained by other procedures. 
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Conclusions
In this paper the Optimal Homotopy Asymptotic Method OHAM is employed to propose a new analytic approximate solution for the nonlinear MHD Jeffery-Hamel flow problems. The proposed procedure is valid even if the nonlinear equation does not contain any small or large parameters.
OHAM provides us with a simple and rigorous way to control and adjust the convergence of the solution through the auxiliary functions h x, p involving several constants C i which are optimally determined.
From the results presented above, we can conclude that the following. The examples related to the Jeffery-Hamel flow problem presented in this paper lead to the very important conclusion that the accuracy of the obtained results is growing along with increasing the number of constants in the auxiliary function. This paper confirmed that DTM, HPM, or HAM gives a good accuracy, but OHAM is by far the best method delivering faster convergence and better accuracy. In the proposed procedure, iterations are performed in a very simple manner by identifying some coefficients, and therefore very good approximations are obtained in few terms. Actually the capital strength of the proposed procedure is its fast convergence, since after only two iterations it converges to the exact solution, which proves that this method is very effective in practice. This version of the method proves to be very rapid and effective, and this is proved by comparing the analytic solutions obtained through the proposed method with the solutions obtained via numerical simulations or other known procedures.
