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ABSTRACT
It is well-known that artificial neural networks are universal approximators. The classical existence
result proves that, given a continuous function on a compact set embedded in an 푛-dimensional space,
there exists a one-hidden-layer feed-forward network that approximates the function. In this paper, a
constructive approach to this problem is given for the case of a continuous function on triangulated
spaces. Once a triangulation of the space is given, a two-hidden-layer feed-forward network with a
concrete set of weights is computed. The level of the approximation depends on the refinement of the
triangulation.
1. Introduction
One of the first results in the development of neural net-
works is theUniversal Approximation Theorem [5, 13]. This
classical result shows that any continuous function on a com-
pact set in ℝ푛 can be approximated by a multi-layer feed-
forward network with only one hidden layer and non-poly-
nomial activation function (like the sigmoid function). It is
well-known that this result has two important drawbacks for
its practical use: firstly, the width of the hidden layer grows
exponentially and, secondly, the proofs developed in [5, 13]
do not provide a practical algorithm for building such a net-
work. Bearing these results in mind, many researchers are
paying attention to theoretical aspects of the current success
of neural network architectures and searching for bounds for
the depth and width of such networks and the possibility that
they act as universal approximators (see, e.g., [16, 22, 24]
among many others).
Undoubtedly, the use of many hidden layers is a big con-
tribution to the success of deep learning architectures [23],
but instead of exploring the power of depth, recently several
studies have made interesting contributions about the power
of width [10, 17, 20]. To sum up, theseworks show that there
exist continuous functions on compact sets that cannot be ap-
proximated by any neural network if the width of the layers
is not larger than a bound, regardless of the depth of the net-
work. In [9], the authors constructively proved that single-
hidden-layer feed-forward networks with fixed weights are
universal approximators for univariate functions, and they
provided a step-by-step construction. However, as the au-
thors claimed, not all continuous multivariate functions can
be approximated by such neural networks. Their case of
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study could be considered somehow a particular case of our
approach for the 1-dimensional case.
Other interesting research line on the expressive power
of neural networks follows an algebraic approach. In [6, 18,
21], sum product networks are explored and tensor proper-
ties are studied in [3, 4]. A different perspective was in-
troduced in [15] where "deep polynomial neural networks"
(where the activation function is a polynomial exponentia-
tion) are considered.
In this paper, we provide an effective method for find-
ing the weights of a two-hidden-layer feed-forward network
which approximates a given continuous function between
two triangulablemetric spaces. Let us remark that themethod
is constructive, and it only depends on the desired level of ap-
proximation to the given function. Our approach is based on
a classical result from algebraic topology. Roughly speak-
ing, our result is based on two observations: Firstly, triangu-
lable spaces can be “modelled” using simplicial complexes,
and a continuous function between two triangulable spaces
can be approximated by a simplicial map between simpli-
cial complexes. Secondly, a simplicial map between sim-
plicial complexes can be “modelled” as a two-hidden-layer
feed-forward network. Let us remark that the classical re-
sult Universal Approximaton Theorem is valid for all com-
pact set on ℝ푛 and our results presented here are valid for
triangulable spaces. However, triangulable spaces are com-
mon in real-world problems. Furthermore, we would like
to highlight that an advantage of our approach from a theo-
retical and practical point of view is that it can be useful to
solve real-world problems that can be modeled by triangula-
ble spaces.
The paper is organized as follows: In Section 2, the pre-
liminary notions aboutmulti-layer feed-forward networks and
simplicial complexes are provided. Then, in Section 3, a
concrete architecture of such networks that acts equivalently
to a given simplicial map is given. In Sections 4 and 5, we
extend the Simplicial Approximation Theorem and Univer-
sal Approximation Theorem, respectively. The complexity
of the architecture is studied in Section 6. A specific exam-
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ple is described in Section 7. Finally, conclusions are given
in Section 8.
2. Background
In this section, we recall some notions about artificial
neural networks and simplicial complexes.
2.1. Multi-layer Feed-forward Networks
Artificial neural networks are inspired by biological net-
works of alive neurons in a brain. The number of differ-
ent architectures, algorithms, and areas of application has
recently grown in many directions. In general, a neural net-
work can be formalized as a function 휔,Θ ∶ ℝ푛 → ℝ푚that depends on a set of weights 휔 and a set of parameters Θ
which involves the description of activation functions, lay-
ers, synapses between nodes (neurons), and whatever other
consideration in its architecture. A good introduction to ar-
tificial neural networks can be found in [12].
In this paper, we focus on one of the simplest classes
of artificial neural networks: multi-layer feedforward net-
works. They consist of three or more fully connected lay-
ers of nodes: an input layer, an output layer, and one or
more hidden layers. Each node in one layer has an activation
function and it is connected with every node in the following
layer. The next definition formalizes this idea.
Definition 1 (adapted from [13]). Amulti-layer feed-forward
network defined on a real-valued 푛-dimensional space is a
function ∶ ℝ푛 → ℝ푚 such that, for each 푥 ∈ ℝ푛, (푥)
is the composition of 푘 + 1 functions
 (푥) = 푓푘+1◦푓푘◦… ◦푓1(푥)
where 푘 ∈ ℤ is the number of hidden layers, 푘 ≥ 1, and, for
1 ≤ 푖 ≤ 푘 + 1, 푓푖 ∶ ℝ푑푖−1 → ℝ푑푖 is defined as
푓푖(푦) = 휙푖(푊 (푖); 푦; 푏푖)
being 푊 (푖) a real-valued 푑푖−1 × 푑푖 matrix, (that is, 푊 (푖) ∈푑푖−1×푑푖 ), 푏푖 ∈ ℝ푑푖 the bias term, and휙푖 a bounded, contin-
uous, and non-constant function (called activation function).
Notice that 푑0 = 푛, 푑푘+1 = 푚 and 푑푖 ∈ ℤ, 1 ≤ 푖 ≤ 푘, is
called the width of the 푖-th hidden layer.
Next, we rewrite one of the most important theoretical
results of multi-layer feed-forward networks adapted to our
notation.
Theorem 1 (Universal Approximation Theorem, [13]). Let
퐴 be any compact subset of ℝ푛 and let 퐶(퐴) be the space
of real-valued continuous functions on 퐴. Then, given any
휖 > 0 and any function 푔 ∈ 퐶(퐴), there exists a multi-layer
feed-forward network ∶ ℝ푛 → ℝ approximating 푔, that
is, ||푔 − || < 휖.
As far as we know, the existing proofs of this theorem
are non-constructive. See [14, 13, 5] where it is claimed that
there exists a one-hidden-layer feed-forward network  ∶
ℝ푛 → ℝ, defined as (푥) = 푓2◦푓1(푥)with 푓1(푦) = 휙1(푊 (1);
푦; 푏1) and 푓2(푦) = 푊 (2)푦, approximating 푔, that is, ||푔 − || < 휖, but no general algorithm to build is given. In
this paper, we will provide a constructive approach to The-
orem 1 through a two-hidden-layer feed-forward network.
The most important restriction to our approach is that our re-
sult is valid for triangulable spaces instead of compact ones
but, as pointed out above, triangulable spaces cover most of
the real-world problems.
2.2. Simplicial Complexes
In this subsection, we recall the main result used in this
paper based on a classical theorem from algebraic topology
known as the Simplicial Approximation Theorem. For a fur-
ther comprehension of the field, [1, 2, 7, 11, 19] can be con-
sulted.
Simplicial complexes are a data structure widely used to
represent topological spaces. They are versatile mathemat-
ical objects that decompose a given topological space into
pieces called simplices.
Definition 2. Let 푣0, 푣1,… , 푣푖 be 푖+ 1 affinely independent
points inℝ푛 (being 푖 ≤ 푛). An 푖-simplex, 휎 = (푣0, 푣1,… , 푣푖),
is the convex set{
푥 ∈ ℝ푛 ||| 푥 = 푖∑
푗=0
휆푗푣푗 with 휆푗 ≥ 0 and
푖∑
푗=0
휆푗 = 1
}
.
The points 푣0, 푣1,… , 푣푖 are the vertices of 휎. The dimension
of 휎 is 푖. We say that 휎′ is a face of 휎 (denoted as 휎′ ⪯ 휎) if
휎′ is an 푖′-simplex, with 푖′ ≤ 푖, and whose vertices are also
vertices of 휎.
When several simplices are joint together, a more com-
plex structure called simplicial complex is built. The fol-
lowing definition exhibits the way simplices can be glued
together to obtain such a simplicial complex.
Definition 3. A simplicial complex퐾 is a collection of sim-
plices such that:
1. 휎 ∈ 퐾 and 휎′ ⪯ 휎 implies 휎′ ∈ 퐾;
2. 휎, 휇 ∈ 퐾 implies 휎 ∩ 휇 is either empty or a face of
both.
If such collection is finite, then 퐾 is a finite simplicial com-
plex.
The underlying space of퐾 , denoted by |퐾|, is the union
of the simplices of 퐾 together with the topology inherited
from the ambient Euclidean space where the simplices are
placed.
Definition 4. A simplex 휎 ∈ 퐾 is maximal if it is not a face
of any other simplex in 퐾 . The dimension of 퐾 , denoted by
dim(퐾) is the largest of the dimensions of its maximal sim-
plices. The simplicial complex 퐾 is pure if all the maximal
simplices have dimension equal to dim(퐾).
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A subcomplex 퐿 of 퐾 is a simplicial complex such that
퐿 ⊆ 퐾 . The skeleton of 퐾 is a particular subcomplex of 퐾 .
Let us remark that the 0-skeleton of 퐾 is its vertex set.
Definition 5. The subcomplex of퐾 consisting of all the sim-
plices of 퐾 of dimension 푗 or less is called the 푗-skeleton of
퐾 and it is denoted by 퐾 (푗).
Next, we recall the concept of the star of a simplex 휎 in
a simplicial complex 퐾 . Intuitively, it is the subcomplex of
퐾 whose maximal simplices share 휎 as a face.
Definition 6. Let퐾 be a simplicial complex and 휎 a simplex
of 퐾 . The star of 휎 in 퐾 , denoted by st(휎), is defined as:
st(휎) =
{
휇 ∈ 퐾 ||| ∃ 휉 ∈ 퐾 such that 휎 ⪯ 휉 and 휇 ⪯ 휉}.
As said above, simplicial complexes are combinatorial
data structures used to model topological spaces. A way to
obtain a refined model from an existing one is to subdivide it
into small pieces so that the result is topologically equivalent
to the former.
Definition 7. Let 퐾 and 퐾 ′ be simplicial complexes. It is
said that 퐾 ′ is a subdivision of 퐾 if:
1. |퐾| = |퐾 ′|;
2. 휎′ ∈ 퐾 ′ implies that there exists 휎 ∈ 퐾 such that 휎′
is contained in 휎.
The barycentric subdivision is a concrete example of sub-
division of simplicial complexes. Using that the barycenter
of an 푖-simplex 휎 = (푣0… 푣푖) is
푏(휎) =
푖∑
푗=0
1
푗 + 1
푣푗 ,
the definition of barycentric subdivision of a simplicial com-
plex arises in a natural way.
Definition 8. Let 퐾 be a simplicial complex. The barycen-
tric subdivision of the 0-skeleton of 퐾 is defined as the set
of vertices of 퐾 , that is, Sd퐾 (0) = 퐾 (0). Assuming we have
Sd퐾 (푖−1), which denotes the barycentric subdivision of the
(푖−1)-skeleton of퐾 , Sd퐾 (푖) is built by adding the barycen-
ter of every 푖-simplex as a new vertex and connecting it to the
simplices that subdivide the boundary of such 푖-simplex. The
barycentric subdivision of 퐾 , denoted by Sd퐾 , is Sd퐾 (푢)
where 푢 is the dimension of 퐾 . The iterated application of
barycentric subdivisions is denoted by Sd푡퐾 where 푡 is the
number of iterations.
Let us see now how the “geometric size” of the simplices
of a simplicial complex can be measured.
Definition 9. Let 퐾 be a finite simplicial complex. The di-
ameter of a simplex 휎 in 퐾 is defined as
훿(휎) = max
{||푥 − 푦|| such that 푥, 푦 are vertices of 휎}
and the mesh of 퐾 is defined as
푚(퐾) = max
{
훿(휎) such that 휎 ∈ 퐾
}
.
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Figure 1: Example of a simplicial complex. (푑) is a 0-simplex,
(표, 푝) is a 1-simplex , (푎, 푏, 푐) is a 2-simplex, and (푒, 푓 , 푔, ℎ) is a
3-simplex. The 1-simplex (푎, 푏) is a face of (푎, 푏, 푐). The maxi-
mal simplices of the simplicial complex are (푒, 푓 , 푔, ℎ), (푎, 푏, 푐),
(푖, ℎ, 푘), (푖, 푗, 푘), (표, 푝), (표, 푞), (푝, 푞), and (푑). The dimension of
the simplicial complex is 3.
a
b
c a
b
c
e f
d
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h
Figure 2: On the left, a simplicial complex with just one max-
imal simplex, the 2-simplex (푎, 푏, 푐). On the right, its first
barycentric subdivision.
Theorem 2 ([19, p. 86]). Given a simplicial complex퐾 and
a real number 휖 > 0, there exists an integer 푡 > 0 such that
푚(Sd푡퐾) ≤ 휖.
Let us now think about maps between simplicial com-
plexes. These maps can be considered as extensions of sim-
pler maps defined between the corresponding vertices of two
given simplicial complexes. Interestingly, such maps can be
considered as approximations of continuous functions de-
fined on the underlying topological spaces that the simplicial
complexes are modeling. Let us formalize these notions.
Definition 10. Let 퐾 and 퐿 be two simplicial complexes. A
vertex map is a map 휑 ∶ 퐾 (0) → 퐿(0) with the property that
for every simplex 휎 in 퐾 there exists a simplex 휇 in 퐿 such
that the vertices of 휎 map to vertices of 휇.
A vertex map휑 can be extended to a continuous function
휑푐 ∶ |퐾|→ |퐿| in the following way.
Definition 11. Let 퐾 and 퐿 be two simplicial complexes
and let휑 ∶ 퐾 (0) → 퐿(0) be a vertex map. The simplicial map
휑푐 induced by 휑 is defined as follows. Let 푥 ∈ |퐾|. Then
there exists an 푖-simplex 휎 = (푣0,… , 푣푖) in 퐾 and numbers
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휆푗 ≥ 0 such that
푖∑
푗=0
휆푗 = 1 and 푥 =
푖∑
푗=0
휆푗푣푗 .
Then
휑푐(푥) =
푖∑
푗=0
휆푗휑(푣푗).
Any vertex map 휑 induces a simplicial map 휑푐 , but if wewant that map to be a simplicial approximation of a continu-
ous function between the underlying spaces of two simplicial
complexes 퐾 and 퐿, a restriction on the star of each vertex
of 퐾 must be added.
Definition 12. Let퐾 and퐿 be simplicial complexes and 푔 ∶|퐾| → |퐿| a continuous function. A simplicial map 휑푐 ∶|퐾| → |퐿| induced by a vertex map 휑 ∶ 퐾 (0) → 퐿(0) is a
simplicial approximation of 푔 if
푔(| st(푣) |) ⊂ | st(휑(푣)) |
for each vertex 푣 of 퐾 .
The Simplicial Approximation Theorem ensures the ex-
istence of simplicial maps that approximate continuous func-
tions as close as we want.
Theorem 3 (Simplicial Approximation Theorem [7, p. 56]).
If 푔 ∶ |퐾| → |퐿| is continuous then there is a sufficiently
large integer 푡 > 0 such that 휑푐 ∶ |Sd푡퐾| → |퐿| is a sim-
plicial approximation of 푔.
Theorems 1 and 3 are key results in their respective fields.
Our aim in this paper is to consider Theorem 3 as a pillar
to obtain a constructive approach to Theorem 1. Roughly
speaking, the idea is to consider a simplicial approximation
of a continuous function between two simplicial complexes.
Such a simplicial approach is characterized through a vertex
map which can be expressed as a neural network. Besides,
the simplicial approximation can be chosen in such a way
that it approximates the continuous function between the un-
derlying spaces of two simplicial complexes. Since the pa-
rameters of the neural network can be effectively obtained
from the vertex map, this method provides a constructive
way to find a neural network that approximates a continu-
ous function between the underlying spaces of two simplicial
complexes. Following that aim, let us formalize the relation-
ship between topological spaces and simplicial complexes.
Definition 13. A triangulation of a topological space푋 con-
sists of a simplicial complex 퐾 and a homeomorphism 휏 ∶
푋 → |퐾|. We say that the triangulation is finite if 퐾 is fi-
nite. We say that 푋 is (finitely) triangulable if such (finite)
triangulation exists.
The spaces that can be triangulated by simplicial com-
plexes (see [11, Theorem A.7, p. 525]) are compact, locally
contractible spaces that can be embedded in ℝ푛 for some 푛.
Figure 3: From left to right and from top to bottom: (1)
A sphere and a loop that intersect; (2) the sphere and the
loop with a possible triangulation (the loop is covered by 2-
simplices); (3) the triangulation of the loop and the sphere.
Let us remark that the Universal Approximation Theorem
(Theorem 1) is valid for any compact subset of ℝ푛, regard-
less of whether they are locally contractible or not. Not all
compact sets in a metric space are locally contractible (see
[8, Chapter 17.7, p. 426]). Nevertheless, as far as we know,
non-locally contractible spaces are very odd in ℝ푛 and this
technical topological property has no practical application in
real-world problems. Therefore, we can say that the results
proved on triangulable spaces are true on a large amount of
current neural network problems. Besides, we will restrict
ourselves to finite pure triangulations. The other cases could
be obtained using homotopies. For example, given a sphere
and a circumference that intersect transversely, the sphere
can be triangulated using 2-simplices, and the circumference
can be covered by 2-simplices obtaining a finite pure trian-
gulation of a space homotopic to the initial one (see Figure
3).
Next, we extend the definition of a mesh of a simplicial
complex in the following way.
Definition 14. Let 푋 be a triangulable metric space and
(퐾, 휏) a finite triangulation of 푋. The mesh of 푋 induced
by (퐾, 휏) is defined as
푚̃(퐾,휏)(푋) = max
{
훿̃(휎) | 휎 ∈ 퐾}
where
훿̃(휎) = max
{
푑푋(푥, 푦) | 푥 = 휏−1(푎), 푦 = 휏−1(푏); 푎, 푏 ∈ 휎}
is the extended diameter of a simplex.
3. Multi-layer Feed-forward Networks and
Simplicial Maps
In this section, we will show that simplicial maps can be
modelled viamulti-layer feed-forward networks in a straight-
forward way.
In the following theorem, wewill compute a two-hidden-
layer feed-forward network to model a simplicial map 휑푐 ∶|퐾| → |퐿| where 퐾 and 퐿 are finite pure simplicial com-
plexes. This is not an important constraint in our case, since
our final aim is to design a multi-layer feed-forward network
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that approximates a continuous function between finitely tri-
angulable spaces.
Theorem 4. Let us consider a simplicial map 휑푐 ∶ |퐾| →|퐿| between the underlying space of two finite pure simpli-
cial complexes 퐾 and 퐿. Then a two-hidden-layer feed-
forward network 휑 such that 휑푐(푥) = 휑(푥) for all 푥 ∈|퐾| can be explicitly defined.
PROOF. Let us assume that dim(퐾) = 푛 and dim(퐿) = 푚.
Besides, let {휎1,… 휎푘} be the maximal 푛-simplices of 퐾 ,where 휎푖 =
[
푣푖0,… , 푣
푖
푛
] for all 푖; and let {휇1,… , 휇퓁} be the
maximal 푚-simplices of 퐿, where 휇푗 =
[
푢푗0,… , 푢푗푚
] for all
푗. Let us consider a multi-layer feed-forward network 휑with the following architecture:
(1) An input layer composed by 푑0 = 푛 neurons;(2) a first hidden layer composed by 푑1 = 푘 ⋅ (푛+1) neurons;(3) a second hidden layer composed by 푑2 = 퓁 ⋅ (푚+1) neu-rons; and
(4) an output layer with 푑3 = 푚 neurons.Then, let 휑 = 푓3◦푓2◦푓1 being 푓푖(푦) = 휙푖(푊 (푖); 푦; 푏푖),
푖 = 1, 2, 3. Now, the idea is to encode the simplicial com-
plexes involved in the mapping in the hidden layers of the
multi-layer feed-forward network. Firstly, a point 푥 in ℝ푛 is
transformed into a 푘 ⋅ (푛+1) vector. This vector can be seen
as the juxtaposition of 푘 vectors of dimension 푛+ 1, one for
each of the 푘 simplices in퐾 . Each vector of dimension 푛+1
represents the barycentric coordinates of 푥 with respect to
the corresponding simplex. The matrix 푊 (1) ∈ 푘(푛+1)×푛and the bias term 푏1 can be obtained from the barycentriccoordinates relations as follows. Firstly,
푊 (1) =
⎛⎜⎜⎝
푊 (1)1
⋮
푊 (1)푘
⎞⎟⎟⎠
where푊 (1)푖 ∈(푛+1)×푛 is:(
푣푖0 ⋯ 푣
푖
푛
1 ⋯ 1
)−1
=
(
푊 (1)푖
||| 퐵푖)
being {푣푖0,… , 푣푛} the set of vertices of the maximal simplex
휎푖 of 퐾 , and second, 푏1 ∈ ℝ푛+1 is:
푏1 =
⎛⎜⎜⎝
퐵1
⋮
퐵푘
⎞⎟⎟⎠ .
The function 휙1 is then defined as:
휙1(푊 (1); 푦; 푏1) = 푊 (1)푦 + 푏1.
The matrix of weights푊 (2) ∈퓁(푚+1)×푘(푛+1) betweenthe first and the second hidden layer of휑 encodes the ver-tex map 휑. The first hidden layer is composed by 푘 ⋅ (푛+ 1)
neurons that correspond to the vertices of the maximal sim-
plices of 퐾 . The second hidden layer is composed by 퓁 ⋅
(푚 + 1) neurons that correspond to the vertices of the maxi-
mal simplices of 퐿. The matrix푊 (2) is composed by values
zeros and ones. On the one hand, an element of 푊 (2) has
value 1 if the corresponding vertices in 퐾 and 퐿 are related
by the vertex map 휑, and, on the other hand, it has value 0 if
they are not related by 휑. Then,
푊 (2) =
(
푊 (2)푠1,푠2
)
where
푊 (2)푠1,푠2 =
{
1 if 휑(푣푖푡) = 푢푗푟 ,
0 otherwise;
being 푠1 = 푗(푟 + 1) and 푠2 = 푖(푡 + 1) for 푖 = 1,… , 푘;
푗 = 1,… ,퓁; 푡 = 0,… , 푛; and 푟 = 0,… , 푚. The bias term
푏2 is the null vector. Then, the function 휙2 is defined as:
휙2(푊 (2); 푦; 푏2) = 푊 (2)푦.
The output of the second hidden layer can be seen as the
juxtaposition of 퓁 vectors of dimension 푚 + 1, one vector
for each simplex in the simplicial complex 퐿. Each of these
vectors represents the barycentric coordinates of 휑푐(푥) withrespect to the corresponding simplex in 퐿. In the next step,
only vectors whose all coordinates are greater than or equal
to zero are considered. This condition encodes the simplices
of퐿 to which휑푐(푥) belongs. Then,휙3(푊 (3); 푦; 푏3)maps thebarycentric coordinates of 휑푐(푥) with respect to each max-imal simplex of 퐿 to which 휑푐(푥) belongs, to the Cartesiancoordinates of 휑푐(푥). Specifically,
푊 (3) =
(
푊 (3)1 ⋯ 푊
(3)
퓁
)
∈푚×퓁(푚+1),
being푊 (3)푗 =
(
푢푗0 ⋯ 푢
푗
푚
)
; and 푏3 is the null vector. Fi-
nally, 휙3 is defined as:
휙3(푊 (3); 푦; 푏3) =
∑퓁
푗=1 푧
푗휓(푦푗)∑퓁
푗=1 휓(푦푗)
for 푦 =
⎛⎜⎜⎝
푦1
⋮
푦퓁
⎞⎟⎟⎠ ∈퓁⋅(푚+1), with 푧푗 = 푊 (3)푗 푦푗 and 휓(푦푗) = 1
if all the coordinates of 푦푗 are greater than or equal to 0 and
휓(푦푗) = 0 otherwise.
The particular choice of 휙3 and 휓 is motivated by theuse of the barycentric coordinates. Let us observe that the
barycentric coordinates vary with respect to the maximal
simplex considered to compute them and that the barycen-
tric coordinates are computed from the coordinates of the
vertices of the maximal simplex considered. Besides, maxi-
mal simplices can share common vertices. Then, the map 휓
is used to determine if a given input is located in a specific
simplex. The map 휙3 is used to normalize the result in casethat a point belongs to more than one simplex. □
Summing up, Theorem 4 establishes that a two-hidden-
layer feed-forward network can act equivalently to a simpli-
cial map. The architecture and the specific computation of
the parameters of the network are provided in the proof of
the theorem.
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4. Simplicial Approximation Theorem
Extension
In this section, we provide an extension of the Simplicial
Approximation Theorem together with an explicit algorithm
to compute a simplicial approximation “as close as desired”
to a given continuous function 푔 ∶ |퐾| → |퐿| between
the underlying spaces of two simplicial complexes 퐾 and
퐿. The first observation is that the Simplicial Approxima-
tion Theorem (Theorem 3) refers to any continuous function.
Nevertheless, continuity is a property of functions between
topological spaces, not necessarily metric spaces. The next
result introduces the concept of closeness between simplicial
approximations and continuous functions.
Proposition 1. Given 휖 > 0 and a continuous function 푔 ∶|퐾| → |퐿| between the underlying spaces of two simplicial
complexes 퐾 and 퐿, there exist 푡1, 푡2 > 0 such that 휑푐 ∶|Sd푡1 퐾|→ |Sd푡2 퐿| is a simplicial approximation of 푔 and||푔 − 휑푐|| ≤ 휖.
PROOF. By Theorem 2, there exists 푡2 such that푚(Sd푡2 퐿) ≤
휖. Then, by Theorem 3, there exists 푡1 such that휑푐 ∶ |Sd푡1 퐾|
→ |Sd푡2 퐿| is a simplicial approximation of 푔:
|퐾| |퐿|
퐾 퐿
Sd푡1 퐾 Sd푡2 퐿
|Sd푡1 퐾| |Sd푡2 퐿|
푔
Sd Sd
휑푐
Besides, ||푔 − 휑푐|| ≤ 휖 because 푚(Sd푡2 퐿) ≤ 휖. □
Algorithm 1: Computing a vertex map that induces a
simplicial approximation
Input: A continuous function 푔 ∶ |퐾| → |퐿|
between the underlying spaces of two
simplicial complexes 퐾 and 퐿, and an integer
푡 where Sd푡 푘 satisfies the star condition: for
each 푣 ∈ Sd푡퐾 (0) there exists 푤 ∈ 퐿(0) such
that 푔(|푠푡(푣)|) ⊆ |푠푡(푤)|.
Output: A vertex map 휑 that induces simplicial
approximation 휑푐 of 푔.
foreach vertex 푣 ∈ Sd푡퐾 (0) do
Choose 푤 ∈ 퐿(0) such that 푔(|푠푡(푣)|) ⊆ |푠푡(푤)|
and define 휑(푣) ∶= 푤.
Algorithm 1 is inspired in the proof of the Simplicial Ap-
proximation Theorem given in [7, p. 56] and computes a
vertex map 휑 ∶ Sd푡퐾 (0) → 퐿(0) from which we can de-
fine the simplicial approximation 휑푐 ∶ |Sd푡퐾| → |퐿| of acontinuous function 푔 ∶ |퐾| → |퐿|.
Theorem 5. Given a continuous function 푔 ∶ |퐾| → |퐿|
and 휖 > 0, a two-hidden-layer feed-forward network such
that ||푔 − || ≤ 휖 can be explicitly defined.
PROOF. By Proposition 1, there exists a simplicial approx-
imation 휑푐 of 푔 such that ||푔 − 휑푐|| ≤ 휖, that can be com-puted using Algorithm 1. Then, by Theorem 4 there exists휑 such that 휑푐 =휑. □
5. Universal Approximation Theorem
Extension
In the previous sections, we have proved that a contin-
uous function between triangulable spaces can be approxi-
mated by using the Simplicial Approximation Theorem. In
this section, using the extension of the Simplicial Approxi-
mation Theorem given in Proposition 3, we provide a con-
structive version of the Universal Approximation Theorem
that approximates any continuous function (under some spe-
cific conditions) arbitrarily close.
Proposition 2. Let (퐾, 휏) be a finite triangulation of a met-
ric space 푋. For all 휖 > 0 there exists 푡 > 0 and 훾 > 0 such
that if 푚(Sd푡퐾) ≤ 훾 then 푚̃(Sd푡 퐾,휏)(푋) ≤ 휖.
PROOF. Let us consider 푎, 푏0 ∈ |퐾|. Then, 푎 ∈ 휎0 forsome maximal simplex 휎0 ∈ 퐾 . If 푏0 belongs to 휎0 then||푎 − 푏0|| ≤ 훿(휎0) and 푑푋(푥, 푦0) ≤ 훿̃(휎0), being 푥 = 휏−1(푎)and 푦0 = 휏−1(푏0). Otherwise, we repeat the reasoning with
Sd퐾 . Now, 푎 and 푏0 can belong to the same simplex in Sd퐾or not. If they belong to the same simplex in Sd퐾 , write
푏1 = 푏0. If not, take a new point 푏1 such that 푎, 푏1 ∈ 휎1and 휎1 ∈ Sd 휎0. Therefore, ||푎 − 푏1|| ≤ 훿(휎1) ≤ 훿(휎0). Be-sides, 푑푋(푥, 푦1) ≤ 훿̃(휎1) ≤ 훿̃(휎0) being 푥 = 휏−1(푎) and
푦1 = 휏−1(푏1) This process can be iterated: ||푎 − 푏푡|| ≤
훿(휎푡) ≤ ⋯ ≤ 훿(휎1) ≤ 훿(휎0) and 푑푋(푥, 푦푡) ≤ 훿̃(휎푡) ≤ ⋯ ≤
훿̃(휎1) ≤ 훿̃(휎0), being 푥 = 휏−1(푎) and 푦푡 = 휏−1(푏푡). Bythis, we have defined a sequence {푏푖}푡푖=0 that converges to 푎.Therefore, given 휖 > 0, there exists 푡 such that 푑푋(푥, 푦푡) ≤ 휖,being 푥 = 휏−1(푎) and 푦푡 = 휏−1(푏푡). Let us suppose, withoutloss of generality, that 훿̃(휎푡) = 푚̃(Sd푡 퐾,휏)(푋). Then, we can
consider 훾 = 푚(Sd푡퐾). □
Corollary 1. Given 휖 > 0 and a finite triangulation (퐾, 휏)
of a metric space 푋, there exists 푡 such that
푚̃(Sd푡 퐾,휏)(푋) ≤ 휖.
PROOF. By Theorem 2 there exists 푡′ such that 푚(Sd푡′ 퐾) ≤
훾 . Then, by Proposition 2, there exists 푡 such that 푚̃(Sd푡 퐾,휏)(푋)≤ 휖. □
Given two continuous function 푔1 and 푔2 between twometric spaces푋 and 푌 , we denote sup{푑푌 (푔1(푥), 푔2(푥)) | 푥 ∈
푋} also by ||푔1 − 푔2||. Now, given a continuous function
푔 between two finitely triangulable metric spaces 푋 and 푌 ,
there exists a simplicial approximation휑푐 “arbitrarily close”to 푔.
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Proposition 3. Let푋 and 푌 be two finitely triangulablemet-
ric spaces, 푔 ∶ 푋 → 푌 a continuous function, and 휖 >
0. Then, there exist two finite triangulations (퐾, 휏퐾 ) and
(퐿, 휏퐿) of 푋 and 푌 , respectively, and a simplicial approxi-
mation 휑푐 ∶ |Sd푡1 퐾| → |Sd푡2 퐿| such that ||푔 − 휑̃푐|| ≤ 휖
being 휑̃푐 = 휏−1퐿 ◦휑푐◦휏퐾 .
PROOF. First, by Corollary 1, there exists 푡2 such that
푚̃(Sd푡2 퐿,휏퐿)(푌 ) ≤ 휖. Next, by Theorem 3, there exists 푡1 > 0and a vertex map 휑 ∶ (Sd푡1 퐾)(0) → (Sd푡2 퐿)(0) such that
휑푐 ∶ |Sd푡1 퐾| → |Sd푡2 퐿| is a simplicial approximationof 휏퐿◦푔◦휏−1퐾 . Take into account that |Sd푡1 퐾| = |퐾| and|Sd푡2 퐿| = |퐿|. Finally, since 푚̃(퐿,휏퐿)(푌 ) ≤ 휖 then ||푔 −
휑̃푐|| ≤ 휖. Below, a diagram that schematizes the proof:
푋 푌
|퐾| |퐿|
퐾 퐿
Sd푡1 퐾 Sd푡2 퐿
(Sd푡1 퐾)(0) (Sd푡2 퐿)(0)
휏퐾
푔
휏퐿
휑푐
Sd Sd
휑
□
Finally, we reach the main result of this section: Given
a continuous function 푔 between two finitely triangulable
spaces 푋 and 푌 , we can obtain two finite simplicial com-
plexes 퐾 and 퐿 associated to them, and a multi-layer feed-
forward network between the underlying spaces of 퐾 and 퐿
which “approximates” 푔.
Theorem 6. Given a continuous function 푔 ∶ 푋 → 푌 be-
tween two finitely triangulable metric spaces 푋 and 푌 and
finite triangulations (퐾, 휏퐾 ) and (퐿, 휏퐿) of, respectively, 푋
and 푌 , a two-hidden-layer feed-forward network  such
that ||푔 − ̃ || ≤ 휖, being ̃ = 휏−1퐿 ◦◦휏퐾 , can be ex-
plicitly defined.
PROOF. By Proposition 3, there exists a simplicial approxi-
mation 휑푐 such that ||푔 − 휑̃푐|| ≤ 휖. Finally, by Theorem 4,there exists such that = 휑푐 in all the domain. □
6. Complexity of the Architecture of the
Network
In previous sections, we have provided a constructive ap-
proach to build neural networks to approximate continuous
functions as close as desired. Now, let us study how the
“complexity” of the architecture of the neural network in-
creases in terms of the number of neurons in each hidden
layer.
Definition 15. The complexity of a neural network is themax-
imum of the widths of its hidden layers.
First, let us observe that we can infer an upper bound
for the amount of barycentric subdivisions of a simplicial
complex needed to reach an specific mesh.
Proposition 4. Let us consider a finite pure simplicial com-
plex 퐾 . Let dim(퐾) = 푛 and let 0 < 휀 < 푚(퐾). If
푡 ≥ log(푚(퐾)) − log(휀)
log(푛 + 1) − log(푛)
then 푚(Sd푡(퐾)) ≤ 휀.
PROOF. Let us observe that 푚(Sd푡(퐾)) ≤ 푚(퐾) ⋅ ( 푛푛+1)푡.Then,
푚(Sd푡(퐾)) ≤ 휀⇐ 푚(퐾) ⋅( 푛
푛 + 1
)푡 ≤ 휀⇔ 푡 ≥ log
(
휀
푚(퐾)
)
log
(
푛
푛+1
) .
□
Let us recall that, given two finite pure simplicial com-
plexes 퐾 and 퐿 with, respectively, 푘 and 퓁 maximal sim-
plices, being, respectively, dim(퐾) = 푛 and dim(퐿) = 푚, the
width of the first and the second hidden layer of the neural
network described in Theorem 4 is, respectively, 푘⋅(푛+1)
and 퓁 ⋅ (푚 + 1). Let us describe how the complexity of increases with the iterated applications of the barycen-
tric subdivisions. Let us consider, without loss of generality,
that we apply one barycentric subdivision to 퐾 . Then, the
width of the first hidden layer increases from 푘 ⋅ (푛 + 1) to
푘 ⋅ (푛 + 1)! ⋅ (푛 + 1).
Remark 1. Let us consider a simplicial approximation 휓푐 ∶|Sd푡1 퐾|→ |Sd푡2 퐿| of a continuous function, being 퐾 and
퐿 two finite pure simplicial complexes of dimension 푛 and푚,
and with 푘 and 퓁 maximal simplices, respectively. The com-
plexity of the two-hidden-layer feed-forward network휓 is
퐶(푡1, 푡2) = max
{
푘
(
(푛+1)!
)푡1 (푛+1), 퓁((푚+1)!)푡2 (푚+1)}.
Wecan relate themodulus of continuity of the input func-
tion 푔 and the modulus of continuity of the simplicial ap-
proximation 휑푐 between triangulations of the input spaces.Let us recall the definition of modulus of continuity of a
function.
Definition 16. The modulus of continuity of a continuous
function 푔 ∶ 푋 → 푌 between two metric spaces 푋 and
푌 is given by:
휌(훿, 푔) = sup
{
푑푌 (푔(푥), 푔(푦)) | 푑푋(푥, 푦) ≤ 훿}.
In particular we have that:
푑푋(푥, 푦) ≤ 훿 ⇒ 푑푌 (푔(푥), 푔(푦)) ≤ 휌(훿, 푔).
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Now, let us study the complexity of the resulting network
in terms of the mesh of the triangulation and on the modulus
of continuity of the considered function.
Theorem 7. Let 푔 ∶ 푋 → 푌 be a continuous function be-
tween two triangulable metric spaces with modulus of con-
tinuity 휌(훿, 푔) ≥ 0. Let us suppose that there exist finite tri-
angulations (퐾, 휏퐾 ) and (퐿, 휏퐿) of 푋 and 푌 , respectively.
Then, there exists a two-hidden-layer feed-forward network
such that 휌(훿, ̃ ) ≤ 2휌(훿, 푔) and ||푔 − ̃ || ≤ 휌(훿,푔)2
being ̃ = 휏−1퐿 ◦◦휏퐾 .
PROOF. Let 휖 = 휌(훿,푔)2 . By Theorem 6, there exists a two-
hidden-layer feed-forward network such that ||푔−̃ || ≤
휖. Consider 푥, 푦 ∈ 푋 such that 푑푋(푥, 푦) ≤ 훿. then,
푑푌 (̃ (푥), ̃ (푦))≤ 푑푌 (푔(푥), ̃ (푥)) + 푑푌 (푔(푥), 푔(푦)) + 푑푌 (푔(푦), ̃ (푦))≤ 2||푔 − ̃ || + 휌(훿, 푔) ≤ 2휌(훿, 푔).
□
7. Example
In this section, we show a concrete example of a multi-
layer feed-forward network approximating a continuous func-
tion between two triangulable spaces.The following diagram
illustrates the example:
퐵3 퐵2
퐾 퐿
퐾 (0) 퐿(0)
푔
휏퐾 휏퐿
휑푐
휑
Let us consider the 푛-dimensional ball 퐵푛 = {푥 ∈ ℝ푛| 1 ≥ ||푥||}. Then, a triangulation of 퐵3 is the simplicial
complex 퐾 whose maximal simplex is a a tetrahedron with
set of vertices 퐾 (0) = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)}
and a homeomorphism 휏퐾 ∶ 퐵3 → |퐾| whose inverse isdefined for any point 푃 ∈ |퐾| as follows:
푃 ′ = 휏−1퐾 (푃 ) = 휆(푃 ) ⋅
(
푃 −
(1
4
, 1
4
, 1
4
))
where 휆(푃 ) is the quotient |푂퐵|∕|푂퐴| being point 푂 =
(0, 0, 0), point퐴 the intersection of the boundary of the tetra-
hedron with the line that goes through 푂 and 푃 , and point 퐵
the intersection of such line with the sphere 푆2 = {푥 ∈ ℝ3| 1 = ||푥||}. See Figure 4 for a similar homeomorphism in
the 2-dimensional case.
O
P
A
P’
B
Figure 4: Geometric visualization of the computation of the
parameter 휆 in the homeomorphism 휏퐿 by which 푃 is mapped
to 푃 ′.
Besides, let us consider the continuous function 푔 ∶ 퐵3 →
퐵2 where 푔 ∶ 퐵3 → 퐵2 is the projection given by 푔 ∶
(푃푥, 푃푦, 푃푧) → (푃푥, 푃푦) being 푃 = (푃푥, 푃푦, 푃푧) ∈ 퐵3. Be-
sides, 퐵2 can be triangulated by the simplicial complex 퐿
whose maximal simplex is the triangle with set of vertices
퐿(0) = {(0, 0), (1, 0), (0, 1)} and the homeomorphism 휏퐿 ∶
퐵2 → |퐿|, whose inverse is
푃 ′ = 휏−1퐿 (푃 ) = 휆(푃 ) ⋅
(
푃 −
(1
4
, 1
4
))
where 푃 ∈ |퐿| and 휆(푃 ) is computed in a similar way than
above. See Figure 4.
Now, let us approximate 푔 with a two-hidden-layer neu-
ral network. First, let us observe that a simplicial approxima-
tion 휑푐 of 휏퐿◦푔◦휏−1퐾 is given by the vertex set 휑 ∶ 퐾 (0) →
퐿(0) defined as 휑((0, 0, 0)) = (0, 0), 휑((1, 0, 0)) = (1, 0),
휑((0, 1, 0)) = (0, 1), and 휑((0, 0, 1)) = (0, 1). Once the
simplicial approximation is computed, we can determine the
specific two-hidden-layer neural network휑 that acts equiv-alently to 휑푐 . Concretely, the architecture of 휑 is com-posed by an input layer with 3 neurons, a first hidden layer
with 4 neurons, a second hidden layer with 3 neurons, and
an output layer with 2 neurons. The weights and bias can be
computed following the proof of Theorem 4:
⎛⎜⎜⎜⎝
0 1 0 0
0 0 1 0
0 0 0 1
1 1 1 1
⎞⎟⎟⎟⎠
−1
=
⎛⎜⎜⎜⎝
−1 −1 −1 1 1
1 0 0 1 0
0 1 0 1 0
0 0 1 1 0
⎞⎟⎟⎟⎠
Then,푊 (1) =
⎛⎜⎜⎜⎝
−1 −1 −1
1 0 0
0 1 0
0 0 1
⎞⎟⎟⎟⎠ and 푏1 =
⎛⎜⎜⎜⎝
1
0
0
0
⎞⎟⎟⎟⎠.
푊 (2) =
⎛⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 1
⎞⎟⎟⎠
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푊 (3) =
(
0 1 0
0 0 1
)
In this straightforward example, the spaces 퐵3 and 퐵2
are approximated by just one 3-simplex and one 2-simplex,
respectively. Therefore, 푚̃(퐾,휏퐾 )(퐵3) and 푚̃(퐿,휏퐿)(퐵2) are up-per bounded by the size of 퐵3 and 퐵2, respectively. If we
want a better approximation to 푔, we should apply the barycen-
tric subdivision to 퐾 and 퐿, respectively. Doing that, we
would obtain sixmaximal 2-simplices in퐿, and sixteenmax-
imal 3-simplices in 퐾 . Hence, the architecture of the neural
network will consist of 64 neurons in the first hidden layer,
and 18 neurons in the second hidden layer.
8. Conclusion
In this paper, we have provided an effective method to
build amulti-layer feed-forward networkwhich approximates
a continuous function between triangulable spaces. Themain
contribution of the paper is the proof that the weights can be
exactly computed without any training process. Although
the homeomorphisms between the triangulable spaces and
the simplicial complexes can be hard to find and the clas-
sic theorem for approximations through neural networks is
valid for compact sets and our result is only valid for trian-
gulable spaces, most of the real-world problems are covered
by our result and, therefore, approximations to continuous
functions through neural networks can effectively be built.
Besides, our method can be considered a suitable and pow-
erful tool for the approximation of continuous functions on
triangulable spaces. Two of the main advantages of the pro-
posed method are: (1) knowing a priori how many hidden
neurons are needed to reach the desired accuracy; and (2) no
need for a training process.
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