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1 Введение
В сеперабельном гильбертовом пространстве H (над C) рассмотрим си-
стему векторов {fn}n∈N. Будем называть эту систему векторов полной,
если их конечные линейные комбинации плотны в H:
Cl span{fn} = H.
Полную систему векторов будем называть минимальной, если при
удалении из нее любого элемента она теряет свойство полноты.
Частные случаи полных минимальных систем — ортонормированные
базис, базис Рисса (то есть образ ортонормированного базиса при линей-
ном ограниченном обратимом отображении) и базис суммирования. Мы
будем пользоваться следующим определением базиса Рисса: это полная
система векторов {fn}, которая для всякой финитной последовательно-





∥∥∥∥∑ anfn∥∥∥∥2 ≤ B∑ |an|2.
Для каждой полной и минимальной системы {fn} существует един-
ственная биортогональная система {gn}, то есть удовлетворяющая при
всех n,m ∈ N условию
〈gn, fm〉 = δmn =
{
0, m 6= n;
1, m = n.
Биортогональная система для полной минимальной системы не обя-
зательно полна. Заметим, что если она полна, то обязательно и мини-
мальна. Действительно, при удалении из нее элемента gn все остальные
элементы ортогональны fn, откуда следует, что полученная система не
полна. При этом fn отлично от нуля в силу полноты исходной системы.
1.1 Системы из экспонент
Хорошо известно, что для некоторых систем специального вида биорто-
гональная система всегда полна.
Пусть I ⊂ R — объединение нескольких непересекающихся отрезков.
За |I| будем обозначать сумму их длин. Для последовательности Λ =
{λj}j∈Z точек вещественной прямой положим
E(Λ) = {eiλt|λ ∈ Λ}.
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Åñëè òàêàÿ ñèñòåìà ïîëíà è ìèíèìàëüíà â L2(I ), áèîðòîãîíàëüíóþ ñè-
ñòåìó áóäåì îáîçíà÷àòü G() = f g j 2  g.
Ð. ßíã [1] äîêàçàë, ÷òî åñëè I  îòðåçîê è E()  ïîëíàÿ è ìèíè-
ìàëüíàÿ ñèñòåìà â L2(I ), òî áèîðòîãîíàëüíàÿ ñèñòåìà òàêæå ïîëíà. Ìû
îáîáùèì ýòîò ðåçóëüòàò íà ñëó÷àé, êîãäà I  îáúåäèíåíèå äâóõ íåïåðå-
ñåêàþùèõñÿ îòðåçêîâ.
Òåîðåìà 1. Ïóñòü I  îáúåäèíåíèå äâóõ îòðåçêîâ. Åñëè ñèñòåìà E()
ïîëíà è ìèíèìàëüíà â L2(I ), à òàêæå
D+ () = lim sup
R!1






Òîãäà áèîðòîãîíàëüíàÿ ñèñòåìà G() òàêæå ïîëíà â L2(I ).
Â ñëó÷àå îäíîãî èíòåðâàëà äëÿ ïîëíîé è ìèíèìàëüíîé ñèñòåìû ýêñïî-
íåíò óñëîâèå (1) íà ïëîòíîñòü âûïîëíÿåòñÿ âñåãäà. Îäíàêî, óæå â ñëó÷àå
äâóõ èíòåðâàëîâ íå ÿñíî, âûïîëíåíî ëè òàêîå óñëîâèå äëÿ ëþáîé ïîëíîé
è ìèíèìàëüíîé ñèñòåìû.
Ã. Ëàíäàó äîêàçàë, ÷òî [15] äëÿ áàçèñà ÐèññàE() â L2(E) äëÿ ëþáîãî
èçìåðèìîãî ìíîæåñòâà E êîíå÷íîé ìåðû âñåãäà âûïîëíÿåòñÿ óñëîâèå (1)
(çà E îáîçíà÷àåì åãî ìåðó Ëåáåãà). Áîëåå òîãî, â ýòîì ñëó÷àå íèæíÿÿ
ïëîòíîñòü E òàêæå ðàâíàjE j=(2 ).
Ïðîáëåìà ïîëíîòû ýêñïîíåíöèàëüíûõ ñèñòåì â L2(a; b)  òðóäíàÿ çà-
äà÷à ãàðìîíè÷åñêîãî àíàëèçà, îêîí÷àòåëüíûé ðåçóëüòàò â êîòîðîé (ôîð-
ìóëà ðàäèóñà ïîëíîòû) ïðèíàäëåæèò À. Áåðëèíãó è Ï. Ìàëüÿâåíó [2].
Èçó÷åíèå ñâîéñòâ ýêñïîíåíöèàëüíûõ ñèñòåì  îäíà èç êëþ÷åâûõ çàäà÷
ãàðìîíè÷åñêîãî àíàëèçà 20 âåêà. Îñîáåííî òðóäíûì ïðåäñòàâëÿåòñÿ ñëó-
÷àé íåñâÿçíîãî ïîäìíîæåñòâà ïðÿìîé. Îáçîð òàêîãî ðîäà ðåçóëüòàòîâ
ìîæíî, â ÷àñòíîñòè, íàéòè â êíèãå À. Îëåâñêîãî è À. Óëàíîâñêîãî [5].
Òîíêèå âîïðîñû, ñâÿçàííûå ñ óñòðîéñòâîì ïîëíûõ è ìèíèìàëüíûõ
ñèñòåì ýêñïîíåíò íà îòðåçêå, à òàêæå àíàëîãè÷íûå ðåçóëüòàòû äëÿ ñè-
ñòåì âîñïðîèçâîäÿùèõ ÿäåð â ïðîñòðàíñòâàõ äå Áðàíæà ïðåäñòàâëåíû â
ðàáîòàõ E. Ôðèêåéíà [6]; À. Áàðàíîâà, Þ. Áåëîâà è À. Áîðè÷åâà [7, 8].
Àíàëîãàì òåîðåìû Þíãà äëÿ ïðîñòðàíñòâ Ôîêà ïîñâÿùåíû ñòàòüè [9, 10].
Ðàçâèòèå èäåé èç äîêàçàòåëüñòâà òåîðåìû 1 ïîçâîëÿåò óñòàíîâèòü
àíàëîãè÷íûé ðåçóëüòàò è â ñëó÷àå òðåõ èíòåðâàëîâ. Ýòîò ðåçóëüòàò ïî-
ëó÷åí ñîâìåñòíî ñ À. Áàðàíîâûì è Þ. Áåëîâûì.
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2 Полнота биортогональной системы
Мы будем доказывать теорему 1 в случае
I = I− ∪ I+ = [0, a] ∪ [b, 2π], 0 < a < b < 2π.
Остальные случаи сводятся к этому линейным преобразованием. Сдвиг
Λ на вещественное число сохраняет свойство полноты и минимальности
как самой системы, так и биортогональной. Таким образом, мы можем
считать, что множество Λ не содержит целых чисел.






ее преобразование Фурье. Как известно, F(f) — целая функция конеч-
ного экспоненциального типа.
Пространство Пэли-Винера, соответствующее E, то есть гильберто-
во пространство всех целых функций, полученных таким образом (для
данного E), мы будем обозначать PWE.
Преобразование Фурье — унитарный оператор, действующий из
L2(E) в PWE. В случае E = [−a, a] положим PWa = PWE. Нам бу-
дет удобно считать функции из L2(E) продолженными нулем на всю
вещественную прямую.
2.1 Свойство деления в пространстве Пэли-Винера
Хорошо известно, что в случае одного интервала преобразования Фурье





F (z) = Fgλ1(z)(z − λ1).
Функция F называется порождающей для системы E(Λ). Ее нули — в
точности элементы Λ, и все эти нули простые.
Для удобства, мы приведем доказательство этого утверждения. На-
личие явной формулы для биортогональных элементов обусловлено тем,
что пространство PWE обладает свойством деления в случае, когда E —
отрезок.




Ëåììà 1 â ñëó÷àå E = [   r; r ] ñëåäóåò èç òåîðåìû Ïýëè-Âèíåðà.
Òåîðåìà (Paley, Wiener). Ôóíêöèÿ H ëåæèò â ïðîñòðàíñòâå PWr â
òîì è òîëüêî â òîì ñëó÷àå, êîãäà H  öåëàÿ ôóíêöèÿ ýêñïîíåíöè-











jH (x)j2dx < 1 :
Â òàêîé ôîðìóëèðîâêå åå ìîæíî íàéòè â [15].
Óêàçàííûé âûøå ñëó÷àé äîñòàòî÷íî ðàññìîòðåòü, ïîñêîëüêó ïðî-
ñòðàíñòâà Ïýëè-Âèíåðà äëÿ èíòåðâàëîâ, îòëè÷àþùèõñÿ ïàðàëëåëüíûì
ïåðåíîñîì, ïîëó÷àþòñÿ äðóã èç äðóãà ñëåäóþùèì îáðàçîì:
PW[p+ s;q+ s] = f H (z)eisz jH 2 PW[p;q]g:
Òàêèì îáðàçîì, ëåììà 1 äîêàçàíà â îáùåì ñëó÷àå.
Äàëåå çàìåòèì, ÷òî F g 1 ( ) = 0 ïðè  2  n f  1g, ïîýòîìó
F (z) = F g 1 (z)(z    1)
îáíóëÿåòñÿ âî âñåõ òî÷êàõ  . Òàêæå
F (z)
z   
= F g 1 (z) +
(    1)F g 1 (z)
z   
:




Òîãäà ýòà ôóíêöèÿ ÿâëÿåòñÿ Ôóðüå-îáðàçîì íåêîòîðîé ôóíêöèè h èç
L2(E). Êðîìå òîãî, îíà îáíóëÿåòñÿ âî âñåõ òî÷êàõ  n f  g, ïîýòîìó h
îðòîãîíàëüíà âñåì ôóíêöèÿì èç E( n f  g), îòêóäà è ñëåäóåò, ÷òîh ïðî-




. Â ÷àñòíîñòè, îòñþäà ñëåäóåò, ÷òî ôóíêöèÿ
F (z)
z   
íå îáíóëÿåòñÿ â òî÷êå  , ïîýòîìó âñå íóëè ôóíêöèè F èç ìíîæå-
ñòâà  ïðîñòûå.
Ïîêàæåì, ÷òî äðóãèõ íóëåé ó ôóíêöèè F íåò. Åñëè F (! ) = 0 ïðè
! 2 C n  , ðàññóæäàÿ àíàëîãè÷íî, èìååì, ÷òî
F (z)
z   !
2 PWE . Íî ýòà
ôóíêöèÿ îáíóëÿåòñÿ âî âñåõ òî÷êàõ  , ÷òî ïðîòèâîðå÷èò ïîëíîòå E() .
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2.1.1 Свойство деления в пространстве на двух отрезках
Рассмотрим иное доказательство леммы 1. Оно поясняет, почему свой-
ство деления не обязательно выполняется в случае, когда множество E —
объединение двух отрезков. Мы приведем рассуждения для множества
I = [0, a] ∪ [b, 2π].





Отметим, что s(0) = 0 и s(2π) =
√
2πFg(ω) = G(ω) = 0. Значит, функция
s также лежит в L2(R), при этом supp(s) ⊂ I, а также s′(x) = g(x)e−iωx
почти всюду на R. Положим h(x) = is(x)eiωx. Тогда h ∈ L2(E). Заметим,
что


















Отсюда видно, что носитель построенной выше функции h не обяза-
тельно содержится в I: функция r постоянна на промежутке (a, b), и она
может не обращаться в нуль на этом промежутке.
Заметим, что каждая функция F ∈ PWI единственным образом пред-
ставляется в виде F+ + F−, где F− ∈ PWI− , F+ ∈ PWI+ , посколь-
ку в гильбертовом пространстве PWI подпространства PWI− и PWI+
являются ортогональными дополнениями друг друга. А именно, если
F = Ff , то F− = F(f−) и F+ = F(f+), где f− = χ[0,a]f и f+ = χ[b,2π]f .
Лемма 2. Если ω — нуль целой функции G ∈ PWI , то G(z)z−ω ∈ PWI в
том и только в том случае, когда G−(ω) = 0.
Отметим, что при условии G(ω) = 0 равенства G−(ω) = 0 и G+(ω) = 0
эквивалентны. Перейдем к доказательству леммы. Пусть Fg = G. Опре-
делим функции s и h как в доказательстве леммы 1. Тогда G(z)
z−ω ∈ PWI
в том и только в том случае, когда supph ⊂ I ⇔ supp s ⊂ I, что эквива-
лентно равенству g(a) = 0, поскольку функция g обнуляется на проме-
жутке (a, b). Остается заметить, что g(a) =
√
2πG−(ω). Лемма 2 докзана.
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2.2 Биортогональные элементы полной минималь-
ной системы для двух отрезков
Модифицировав рассуждения из предыдущей части, мы получим похо-
жие соотношения на фурье-образы биортогональных элементов.
2.2.1 Соотношения между биортогональными элементами
Обозначим Gk = Fgλk . Из определения биортогональной системы сле-
дует, что функция Gk(z) обнуляется во всех точках Λ, кроме λk. Также
Gk ∈ PWI . Пусть Fk(z) = Gk(z)(z − λk) и F±k (z) = G
±
k (z)(z − λk).
Утверждение 1. Если F−1 (λ2) 6= 0, то для каждого k ∈ Z при некото-
ром ck 6= 0 выполнено соотношение
Gk(z) = ck
F−2 (λk)F1(z)− F−1 (λk)F2(z)
z − λk
. (2)
Заметим, что функция F−1 (z) не может обнуляться во всех точках Λ.
Действительно, в противном случае
R(z) = F−1 (z)e
−iaz/2 ∈ PWc,
где c = a/2. Но тогда тип функции T не превосходит c, при этом Λ
содержится в множестве нулей функции R и D+(Λ) = |I|/2π > c/π,
что противоречит формуле Йенсена. Поэтому без ограничения общности
можно считать, что F−1 (λ2) 6= 0. Теперь мы приступим к доказательству
утверждения 1. Для этого нам потребуется доказать два вспомогатель-
ных утвреждения (лемма 3 и лемма 4).
Положим
Fk(z) = Gk(z)(z − λk), F±k (z) = G
±
k (z)(z − λk),
P ω±(z) = F1(z)F
±




Лемма 3. Следующие условия при k 6= j эквивалентны:
(i) Fk и Fj отличаются умножением на константу.
(ii) F−k (λj) = 0.











Поскольку F−k (λj) = 0, то G
−
k (λj) = 0. Из леммы 2 получаем, что
Fk(z)
z − λj







обнуляется во всех точках Λ\{λj}, то функия
r(x) ортогональна всем функциям e−iλx при x ∈ Λ\{λj}. Следовательно,
функция r пропорциональна биортогональному элементу gλk . А тогда и
Fk отличается от Fj умножением на константу. Лемма 3 доказана.
Лемма 4. Пусть ω ∈ C.
(i) Если P ω−(ω) = 0, то функция
P ω−(z)
z − ω
лежит в PWI .
(ii) Если P ω+(ω) = 0, то функция
P ω+(z)
z − ω
лежит в PWI .
Докажем (i), рассуждение для (ii) аналогично. Разберем сначала слу-
чай, когда ω отлично от λ1 и λ2. Преобразуем:
P ω−(z)




2 (ω)(z − λ1)
(z − ω)(λ1 − ω)
− G2(z)G
−
1 (ω)(z − λ2)


























лемма эквивалентна тому же утверждению, но для функции Qω− вместо
P ω− . Согласно лемме 2 достаточно проверить, что (Qω−)−(ω) = 0, что,






2 (λ1) ∈ PWI . Лемма 4 доказана.
Вернемся к доказательству утверждения 1. Поскольку F−1 (λ2) = 0,
то согласно лемме 3 функции F1 и F2 не могут отличаться умноже-
нием на константу. Тогда при любом λk ∈ Λ функция P λk− отлич-
на от тождественного нуля. Действительно, в противном случае, либо
F−1 (λk) = 0 = F
−
2 (λk), но тогда F1 и F2 пропорциональны Fk в силу лем-
мы 2, а, значит, и сами отличаются в константу раз; либо же F−1 (λk) и
F−2 (λk) отличны от нуля, и то же противоречие.
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Таким образом, функция P  k  (z)/(z   λk) 2 PWI обращается в нуль во
всех точках Λ n fλkg и отлична от тождественного нуля. Следовательно,
P  k  (z)/(z   λk) = ckF (g k )(z) (3)
при некотором ck 6= 0. Утверждение 1 доказано.











expf  i(2π + a+ b)z/2g.
Мы докажем, что эта функция — порождающая для системы E(Λ), то
есть ее нули — в точности элементы множества Λ и все эти нули простые;
Также, используя условие на плотность (1) мы поймем, что эта функ-
ция — порядка 1 и типа jI j/2.
Предположим, что при некотором ω 2 C n Λ каждая из функций
P ! (z) — тождественный нуль. Поскольку F1 и F2 не пропорциональ-
ны, мы получаем, что F  1 (ω) = F
+
1 (ω) = 0. Тогда F1(ω) = 0. Значит,
F  1 (z)/(z   ω) 2 PWI согласно лемме 2. Однако, эта функция обнуляется
во всех точках Λ, что противоречит полноте E(Λ).
Если же, без ограничения общности, функция P  ! (z) отлична от тож-
дественного нуля и P  ! (ω) = 0, то P  ! (z)/(z   ω) 2 PWI , как и ранее
получаем противоречие с полнотой E(Λ). Значит, P  ! (ω) 6= 0.
Обозначим S(z) = F+1 (z)F
 




2 (z). Заметим, что
S(z) = F1(z)F
 
2 (z)   F
 
1 (z)F2(z) = F
+
1 (z)F2(z)   F1(z)F
+
2 (z).
Значит, P  ! (ω) = S(ω) и P+! (ω) =   S(ω). Следовательно, функция S об-
ращается в нуль только в точках Λ. Покажем, что все эти нули функции
S — простые. Пусть λ 2 Λ. Из (3) имеем, что λ — простой корень P   .
Таким образом, мы получаем, что
S0(λ) = F 01(λ)F
 
2 (λ) + F1(z)F
 
2
















Значит, λ — простой нуль функции S. Из определения функции S
следует, что S 2 PW[b; +a]. Тогда
T (z) = S(z) expf  i(2π + a+ b)z/2g 2 PWjI j=2. (4)
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Таким образом, множество нулей функции T совпадает с множеством
Λ, и все эти нули простые. Значит, согласно (1), верхняя плотность мно-
жества нулей T равна |I|/2π, поэтому из формулы Йенсена мы полу-
чаем, что тип функции T не меньше |I|/2. Однако, из (4) следует, что
тип функции T не превосходит |I|/2. Таким образом, тип функции T в
точности равен |I|/2.
2.2.3 Полнота биортогональной системы
Нам потребуется построить базис Рисса E(Γ) в L2(I), где Γ ⊂ Z, отвеча-
ющий следующему дополнительному условию.
Условие 1. Пусть I ⊂ [0, 2π], Γ ⊂ Z. Существует целая функция H
порядка 1 типа |I|/2 ограниченная по модулю на R такая, что множе-
ство ее нулей совпадает с Γ, и все эти нули — простые.
Мы приведем это построение позднее в параграфе (2.3). Для начала,
завершим доказательство теоремы 1 с помощью этого утверждения.
Предположим, что система {gλ}λ∈Λ не полна. Тогда существует функ-
ция h ∈ L2(I), тождественно не равная нулю и ортогональная всем биор-




−iγn x. Тогда для всякого
λ ∈ Λ имеем



















2 (z)− F2(γn)F−1 (z)
z − γn
. (5)
Поскольку p− обращается в нуль на Λ, то p−(z) = T (z)V−(z). Заметим,
что функция e−iaz/2p−(z) имеет тип a/2 + |I|/2, тип же функции T равен
|I|/2. Поскольку эти функции лежат в классе Картрайт, то тип функции
e−iaz/2V−(z) равен a/2 = |I−|/2. Кроме того,
V−(γn)T (γn) = tnS(γn)H
′(γn). (6)




чение в точке γn (то есть H ′(γn)) по модулю не превосходит максиму-
ма на окружности |z − γn| = 1. Эта окружность содержится в полосе
|=z| ≤ 1. Функция H ограничена по модулю на R. Значит, по принципу
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Фрагмена-Линделёфа функция |H| ограничена в полосе |=z| ≤ 1. Сле-
довательно, значения |H ′(γn)| при n ∈ Z равномерно ограничены. Кроме
того, из (4) и (6) имеем |V−(γn)| = |tnH ′(γn)| ∈ `2. Отсюда следует, что








2 (z)− F2(γn)F+1 (z)
z − γn
(7)
и функцию V+(z). Рассуждая аналогично, мы получаем, что V+ ∈ PWI+ .
Кроме того,
V+(γn) = tnS(γn)H
′(γn)/T (γn) = V−(γn).
Следовательно, функция V (z) = V+(z)− V−(z) обнуляется на Γ и лежит
в PWI . В силу полноты системы E(Γ) в L2(I) это означает, что V (z) ≡ 0.
Но поскольку I− ∩ I+ = ∅, то и V− ≡ 0, V+ ≡ 0. В таком случае и h ≡ 0.
Полученное противоречие завершает доказательство теоремы.
Отметим, что в случае, когда множество I — объединение n отрезков,
можно выразить аналогичным способом биортогональные элементы че-
рез первые n, а также построить порождающую функцию из параграфа
2.2.2. Нам совместно с А. Барановым и Ю. Беловым удалось обобщить
теорему 1 на случай трех отрезков, в случае большего числа наше дока-
зательство проходит для некоторых специальных случаев расположения
отрезков. Этот результат не входит в данную работу.
2.3 Ïîñòðîåíèå áàçèñà Ðèññà â L2(I)
В предыдущей части мы использовали тот факт, что существует базис
Рисса E(Γ), где Γ ⊂ Z, отвечающий дополнительному условию 1. Почему
именно базис Рисса?
В случае, когда I — отрезок, в L2(I) есть ортонормированный базис
из экспонент. Однако, уже в случае двух отрезков он не обязательно су-
ществует [11]. Ближайшим обобщением ортонормированного базиса яв-
ляется базис Рисса, но построение и такого множества из экспонент —
нетривиальная задача. А. Коленберг [12] решил ее для двух интервалов
одинаковой длины, Л. Безуглая и В. Кацнельсон [13] — для случае, ко-
гда концы обоих интервалов — целые точки. В общем случае для двух
интервалов этот результат получил К. Сейп [14].
Наконец, Г. Козма и Ш. Ницан [3] построили базис Рисса из экспо-
нент в L2(I) случае, когда I — объединение конечного числа отрезков на
прямой.
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Ïðåäëîæåííàÿ èìè êîíñòðóêöèÿ (áóäåì îáîçíà÷àòü åå K) ïîçâîëÿåò
ïîñòðîèòü áàçèñ ÐèññàE( ) â L2(I ), ïðè÷åì    Z, åñëè I  [0; 2 ] 
îáúåäèíåíèå êîíå÷íîãî ÷èñëà èíòåðâàëîâ (ìû ðàññìîòðèì ëèøü ñëó÷àé
äâóõ èíòåðâàëîâ). Ìû ïðîñëåäèì çà êîíñòðóêöèåé Ê è äîáüåìñÿ òîãî,
÷òîáû ïîëó÷èâøèéñÿ â ðåçóëüòàòå áàçèñ Ðèññà óäîâëåòâîðÿë óñëîâèþ 1.
2.3.1 Ñëó÷àé îòðåçêà ìàëîé äëèíû
Êàê è â êîíñòðóêöèè Ê, íà÷íåì ñ ïîñòðîåíèÿ áàçèñà Ðèññà íà îäíîì
îòðåçêå ìàëîé äëèíû. Ïîêàæåì, ÷òî ïðè äîñòàòî÷íî ìàëîì  > 0 ìîæíî
ïîñòðîèòü öåëî÷èñëåííûé áàçèñ Ðèññà (òî åñòü áàçèñ Ðèññà âèäàE( ) ,
   Z) íà [0;  ], óäîâëåòâîðÿþùèé óñëîâèþ 1 äëÿ [0;  ] è   .
Äëÿ îðòîíîðìèðîâàííîãî áàçèñà E(Z), êîòîðûé òàêæå ÿâëÿåòñÿ áà-
çèñîì Ðèññà, ñîãëàñíî òåîðåìå îá óñòîé÷èâîñòè áàçèñîâ Ðèññà ýêñïîíåíò
íà èíòåðâàëàõ ñóùåñòâóåòt > 0 òàêîå, ÷òî E( )  áàçèñ Ðèññà, äëÿ ëþ-
áîé ïîñëåäîâàòåëüíîñòè   = f  kgk2 Z, â êîòîðîé j k   kj < t . Ïîëîæèì
 = 2C , ïðè÷åì ïîäáåðåì C òàê, ÷òîáû Ct > 3. Òîãäà E(CZ)  áàçèñ
Ðèññà âL2(0;  ), è ýòî óñëîâèå ñîõðàíèòñÿ, åñëè êàæäûé ýëåìåíò E(CZ)
èçìåíèòü íå áîëåå ÷åì íà 1.
Áóäåì äåëàòü òàêèå çàìåíû ñëåäóþùèì îáðàçîì. Íà íóëåâîì øàãå
ïîëîæèì  0 = 0. Íà øàãå k = 1; 2; : : : ðàññìîòðèì ñóììó 0 +  1 + : : : +
 k  1   C(k  1). Åñëè îíà ïîëîæèòåëüíà, òî ïîëîæèì  k = bCkc, â ïðîòèâ-
íîì ñëó÷àå  k = dCke. Íàêîíåö âûáåðåì    k =    k . Òîãäà âñå k áóäóò
öåëûìè. Ïóñòü  k =  k   Ck. Èç îïðåäåëåíèÿ ìíîæåñòâà   ñëåäóåò, ÷òî
ïðè ëþáîì k > 0 âûïîëíÿåòñÿ íåðàâåíñòâî j 0 + : : : +  k j  1.
Ïîêàæåì, ÷òî ïðè ëþáûõ öåëûõ m < n âûïîëíåíî íåðàâåíñòâî
j m +  m+1 + : : : +  n j  2:
Â ñèëó òîãî, ÷òî  k =    k , èìååì    k =    k . Çíà÷èò, óêàçàííîå
íåðàâåíñòâî äîñòàòî÷íî ïðîâåðÿòü ëèøü â ñëó÷àå m; n > 0. Îñòàåòñÿ








































< 1 , òî ñëåäóþùåå ïðîèçâåäåíèå ìíî-

































Ïîêàæåì, ÷òî ïðè x 2 R ôóíêöèÿ A(x) îãðàíè÷åíà. Ïîñêîëüêó ýòà
ôóíêöèÿ íå÷åòíà è íåïðåðûâíà, äîñòàòî÷íî ïîêàçàòü îãðàíè÷åííîñòü
ïðè x > 3C.
Ôèêñèðóåì x > 3C. Ïóñòü n  áëèæàéøåå öåëîå ÷èñëî ê x=C. Òîãäà
n > 0, à òàêæåx > C (n   1) + 1 è x < C (n + 1)   1. Îáîçíà÷èì
S(x) = sin( x=C ) 
x    n
x   Cn







Çàìåòèì, ÷òî jS(x)j < 2j sin(x=C )j ïðè jx   Cnj  1, òàê êàêj n j < 1.
Åñëè æå0 < jx   Cnj < 1, òî ïî òåîðåìå Ëàãðàíæà ñóùåñòâóåò  ìåæäó








jx    n j
C

1 + j n j
C
 2:
Ïîñêîëüêó S(x) íåïðåðûâíà, èç ñêàçàííîãî âûøå, S(x)  2 sin(x=C )






























Áåñêîíå÷íûå ïðîèçâåäåíèÿ, íàïèñàííûå ñòðî÷êîé âûøå, ìû ïîíèìà-
åì êàê ïðåäåë ïðè N ! 1 ñîîòâåòñòâóþùèõ êîíå÷íûõ ïðîèçâåäåíèé







































 expf 2( 1= 1+ : : :+ N = N ):g
(9)
Âîñïîëüçóåìñÿ ñëåäóþùèì îáùåèçâåñòíûì óòâåðæäåíèå, äîêàçàòåëü-
ñòâî êîòîðîãî ïîëó÷àåòñÿ ïðèìåíåíèåì ïðåîáðàçîâàíèÿ Àáåëÿ.
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Утверждение 2. Ïóñòü {an}  óáûâàþùàÿ ïîñëåäîâàòåëüíîñòü ïî-
ëîæèòåëüíûõ ÷èñåë, {bn}  ïîñëåäîâàòåëüíîñòü âåùåñòâåííûõ ÷èñåë
òàêàÿ, ÷òî ÷èñëà |b1 + . . .+ bn| ≤ C0 äëÿ íåêîòîðîé êîíñòàíòû C0 > 0.
Òîãäà |a1b1 + . . .+ anbn| ≤ 3C0b1.
Последовательность 1
γm
убывает, а также при всех m выполняется
неравенство |∆1 + . . . + ∆m| ≤ 2. Применяя утверждение 2 вместе с (9),



























Аналогично доказываем, что такое же произведение по k < n, k 6= 0
равномерно ограничено. Вместе с (10) и (11) это означает, что при неко-
тором C2 > 0 и всех x > 3C выполнено неравенство
∣∣∣∣A(x)S(x)
∣∣∣∣ 6 C2. Отсюда
следует, что |A(x)| ≤ |C2S(x)| ≤ 2C2| sin(πx/C) ≤ 2C2, что завершает до-
казательство ограниченности функции A на R.
2.3.2 Случаи отрезка произвольной длины и двух отрезков
Базис Рисса из экспонент с целыми частотами на произвольном отрезке
вида [0, p], где p ≤ 2π получается в конструкции К с помощью такой
леммы. Формулировка
Лемма 5 (Лемма 2 в [3]). Ïóñòü E ⊂ [0, 2π], N ∈ N, Λ1, . . . ,ΛN ⊂ NZ.





: èç ÷èñåëx, x + 2π
N
, . . . , x + 2π(N−1)
N
õîòÿ áû n




(Λj + j) .
Åñëè E(Λj)  áàçèñ Ðèññà âL2(Vj) ïðè âñåõ j = 1, 2, . . . , N , òî E(Λ) 
áàçèñ Ðèññà âL2(E).
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Äëÿ äàííîãî  âûáèðàåì N òàêèì îáðàçîì, ÷òîáû  = N p2   b N
p
2 c
áûëî äîñòàòî÷íî ìàëî (à èìåííî, 2=t > 3). Ïóñòü m = b p2 c. Òîãäà
V1 = : : : = Vm = [0; 2=N ];
ïîëîæèì  j = N Z ïðè j = 1; : : : ; m. ÒàêæåVm+1 = [0; N ] è Vm+1 = : : : =
VN = ; . Ñîãëàñíî äîêàçàííîìó âûøå, â L2(0;  ) ìîæíî âûáðàòü áàçèñ
ÐèññàE( ) ;    Z, óëîâëåòâîðÿþùèé óñëîâèþ 1 ñ íåêîòîðîé ôóíêöèåé
A. Âîçüìåì  m+1 = N   . Òåïåðü ïîêàæåì, ÷òî áàçèñ Ðèññà E() óäîâëå-
òâîðÿåò óñëîâèþ 1. Ïîëîæèì
















Ôóíêöèÿ A(z) îãðàíè÷åíà ïî ìîäóëþ íà âåùåñòâåííîé ïðÿìîé, èìååò
ïîðÿäîê 1 è òèï =2. Çíà÷èò, ôóíêöèÿ A ëåæèò â êëàññå Êàðòðàéò. Èòîãî,
ôóíêöèÿ H (z) òàêæå îãðàíè÷åíà ïî ìîäóëþ íà âåùåñòâåííîé ïðÿìîé,





Àíàëîãè÷íî, èñïîëüçóÿ ëåììó 5, ìû ìîæåì ïîñòðîèòü áàçèñ Ðèññà,
óäîâëåòâîðÿþùèé óñëîâèþ 1, íà äâóõ îòðåçêàõ.
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