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1. Introduction    
The sequence of echoes detected by an active Synthetic Aperture Sonar (SAS) is coherently 
added in an appropriate way to produce an image with greatly enhanced resolution in the 
azimuth, or along-track direction when compared with an image obtained from a standard 
Side Looking Sonar (SLS).  
The SAS processing originates from the Synthetic Aperture Radar (SAR) concept. A 
complete introduction to SAR technique can be found in  (Sherwin et al., 1962), (Walker, 
1980), (Wiley, 1985) and (Curlander & McDonough, 1991).  
Raytheon was issued in 1969 a patent for a high-resolution seafloor imaging SAS  (Walsh, 
1969) and 1971 analyzed a potential system in terms of its resolution and signal-to-noise 
ratio. Cutrona was the first well-known radar specialist to point out how the various aspects 
of SAR could be translated to an underwater SAS (Cutrona, 1975). Hughes (1977) compared 
the performance of a standard SLS to an SAS and showed that the potential mapping rate 
for SAS was significantly higher than for side-looking sonar.  At the time there was an 
assumption that the instability of the oceanic environment would prevent the formation of 
SAS imagery. Experimental work, which was performed by Williams (1976) and Christoff et 
al. (1982), refuted the instability worry. The verification of this assertion performed at higher 
frequencies by Gough & Hawkins (1989). Later, other concerns regarding the stability of the 
towed platform were also raised and some rail- or wire-guided trails where set up to avoid 
this extra complication. Nowadays there are a multiple of systems as hull mounted SAS 
systems, towed SAS systems and Autonomous Underwater Vehicles (AUV) systems. For 
further reading one can find an extended historical background of SAS in (Gough & 
Hawkins, 1997). 
Time and experience were needed to adapt SAR algorithms to SAS systems; the SAS 
systems use smaller radiating elements in proportion to the wavelength, which leads to 
higher radiation pattern of SAS with respect to SAR. The range migration effect on synthetic 
aperture processing is significant and pronounced in SAS imagery. An additional difference 
between SAR and SAS systems is the synthetic aperture time being greater in one order of 
magnitude in SAS, which leads to a phase corruption due to the medium fluctuations and 
platform instabilities. Typical synthetic aperture times for SAR are of the order of seconds 
with a medium coherence of some days, whereas for SAS the typical synthetic aperture time 
is of the order of several minutes with a similar medium coherence time (Marx et al. 2000). O
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In this chapter the theoretical background of SAS processing will be presented followed by 
the importance of motion compensation in high resolution imagery. To validate the 
accuracy of the motion estimation a simulator was developed in which different motion 
errors were applied. The quantification of the motion estimation was validated through the 
2D Fourier space (ω,k)-reconstruction algorithm. 
2. Processing requirements for SAS  
In order to explain profoundly (Bruce, 1992) the aspects of the synthetic aperture sonar 
technique, one has to introduce first the Side-Looking Sonar (SLS). The SLS is an imaging 
technique that provides two-dimensional reflectance maps of acoustic backscatter energy 
from the ocean floor. The maps are characterized by an intensity variation that is 
proportional to the acoustic backscatter signal strength (Somers, 1984). The geometry of the 
SLS is similar to the one of SAS. The systems ensonify strips on the seafloor using an 
acoustic projector that moves in a nominally straight line above the ocean floor with velocity 
v as shown in Fig. 1. In this figure θ E is the elevation beam width of the projector, θ H is the 
azimuth beam width of the projector, Rs is the instantaneous slant range measured from the 
sensor to a point on the seafloor, and W is the one-sided ensonified ground-plane swath 
width. The reflectance map in SLS has coordinates of cross-track (measured in the slant 
plane) and along-track distances. The near-edge elevation1 angle θe is the elevation angle at 
minimum range, the elevation beam width and the height of the sonar with respect to the 
seafloor determine the size of the ensonified swath width. As the platform moves, a 
projector transmits acoustic pulses and a hydrophone listens for the echoes. The time delay 
of each echo provides a measure of slant range, while the ping-to-ping motion of the 
projector gives the along-track image dimension. As the seafloor is imaged, the data are 
recorded and represented in the slant range plane. In Fig. 1. Rmin and Rmax are the minimum 
and maximum slant ranges respectively and d is the one-sided blind zone defined to be the 
no illuminated area directly below the platform (i.e. nadir). 
2.1 Slant range processing for SLS and SAS 
In SAS, along track and across track processing are completely disentangled. For both SLS 
and SAS systems, the slant range processing is identical and often also called across track 
processing. This processing is performed to obtain range information from the seafloor. 
Pulsed systems sense range by measuring the delay interval between the transmission and 
the reception of the pulse, as shown in the upper right figure of Fig. 1. Assuming range 
gates of duration τ, the two seafloor objects O1 and O2 separated by ΔRg, will be resolved if 
their returns do not overlap in time. The round-trip travel time for a pulse associated with 
the object at range Rs is given by; 
 
c
R
t s
2=   (1)  
and the incremental delay due to the proximate object O2 is; 
                                                 
1 The grazing angle θg is given by the elevation angle θe as: π/2- θe= θg . 
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c
RR
t sS
)(2 Δ+=+τ   (2)  
where c is the propagation speed in the medium. A measure of the slant plane separability is 
obtained by subtracting (1) from (2), and is given by 
 
c
RsΔ= 2τ .  (3)  
The relationship between ground–plane and slant-plane (see lower right figure of Fig. 1.) is 
approximated as 
 
g
s
g
R
R θcos
Δ=Δ .  (4)  
Therefore, two objects on the seafloor are fully resolvable if their ground separation satisfies 
 
g
g
c
R θ
τ
cos2
≥Δ .  (5)  
 
Fig. 1. Sonar geometry; (left) One-sided SLS geometry, (right) Time domain representation 
of a transmitted pulse and corresponding echoes. 
Through equation (5) the range resolution is directly proportional to the ping duration τ and 
finer range resolution requires transmission of shorter pulses. However, in order to achieve 
very fine range resolution at long ranges, it may not be feasible to transmit very short pulses 
due to peak power limitation on the transmitter. In such cases, longer duration coded pulses 
can be transmitted with either frequency or phase modulation serving as the code. Upon 
arrival, the coded echo is decoded (compressed) so that the effective pulse length is 
significantly shorter in duration than the transmitted pulse (Stimson, 1983). The general 
relationship for range resolution ρr, is given by 
 
eff
eff
r
B
cc
22
== τρ   (6)  
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where τeff is the effective pulse length after compression and Beff represents the bandwidth 
of the compressed pulse. 
The maximum unambiguous slant-range footprint can be determined by the effects of Pulse 
Repetition Interval (PRI) variations. If the PRI is set sufficiently large so that all echoes from 
a pulse are received prior to the transmission of the next pulse, there won’t be an ambiguity. 
However if the PRI is decreased, the echoes from one pulse may not arrive at the receiver 
prior to the transmission of the following pulse. The minimum PRI value is equivalent to the 
requirement that the time between pulse transmission be greater than the time difference 
between the slant-range returns from the far- and near-edges of the slant-range footprint, 
Rfp. Thus the minimum acceptable PRI is, 
 
c
R
PRI
fp2
min = .  (7) 
2.2 Azimuth processing for SLS 
Fig. 2. shows the slant-plane view of an SLS with a projector of length D and azimuthal 
beam width Hθ . The parameters minaδ  and maxaδ  correspond to the linear azimuthal beam 
width at the minimum and maximum slant ranges respectively. The half-power angular 
beam width of a uniformly weighted rectangular aperture of length D is given in (Skolnik, 
1980) by the approximate relationship 
 
D
H
λθ ≅   (8) 
where λ is the acoustic wavelength of the signal. The resolution at slant-range distance Rs of 
an SLS system is given by 
 
 
Fig. 2. Slant range, along track SASgeometry with beam spread as function of slant-range. 
Real-beam resolution degrading with increasing range 
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D
Rs
a
λδ ≅ .  (9) 
In order to keep the resolution small as range increases, the frequency and/or the physical-
aperture length D must be increased.  The azimuth resolution however will ever stay 
dependent on slant-range. 
In order to avoid along-track gaps in the image due to the beam pattern, one needs at least 
one sample for each along track resolution cell. Since the resolution cell width varies with 
range, the PRI selection will depend on the desired along-track resolution. Most side-scan 
systems are designed to realize the near-edge resolution 
 
vv
PRI ata
Δ=≤
min
max
δ
  (10) 
where minaδ  corresponds to the along-track sampling spacing atΔ . In some cases, the along-
track sampling spacing may be chosen finer than the azimuth resolution. This situation is 
called over sampling.  If the lowest sampling rate while satisfying the Nyquist criterion is 
applied (called critical sampling) the along-track sample spacing is exactly equal to the 
azimuth resolution. 
2.3 Azimuth processing for SAS 
The physical aperture of a SAS system may be regarded as one element of a linear array 
extending in the direction of the platform motion as shown in Fig. 3. The SAS processing can 
than be compared to the combination of the individual receivers from the linear array into 
an equivalent single receiver.  Lmax is the maximum synthetic-aperture length possible for a 
given azimuth beam-width θH, while Lact is the actual synthetic aperture length that may be 
shorter than Lmax.    
The azimuth resolution is obtained by sensing, recording, and processing the ping-to-ping 
phase history resulting from the variation in slant range caused by the projector’s main lobe 
illumination pattern moving past seafloor scatterers. The maximum synthetic-array length is 
defined by the linear azimuth beamwidth at a given slant range Rs, HsRL θ=max . The 
minimum effective horizontal beamwidth of the synthetic array is given by 
)2/( maxmin Lλθ = . The finest along track resolution that can be achieved from a focused 
synthetic aperture system is defined (Skolnik, 1980) as .2/min
min DRsa == θρ  
3. Necessity of motion compensation in SAS  
Following equation (7) Synthetic Aperture Sonar, suffers the upper bound on the pulse 
repetition frequency (PRF) imposed by the relatively slow sound speed in water. This in 
turn limits the platform velocity, and consequently introduces motion errors more easily 
due to the ocean instabilities like waves, water currents and wind. The effect of those motion 
errors on the SAS reconstruction will be exhibited in section 3.1.5. Motion compensation is 
the main key to obtain high-resolution SAS images, which are in turn indispensable to be 
able to perform not only reliable small target detection but also classification and 
identification. The prime concept solving the micronavigation issue is called Displaced 
Phase Centre Array (DPCA) that exploits in a unique way the spatial and temporal 
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coherence properties of the seafloor backscatter in a multiple receiver array configuration. 
The DPCA concept will be explained and illustrated on simulated data in section 5. 
 
 
Fig. 3. Slant-plane view of an SLS with azimuthal beamspread θH. Real beam resolution 
degrades with increasing range Rs. 
3.1 Simulator 
The sonar simulator was designed to obtain the echo of a series of known point scatterers in 
a chosen scene. Let us consider first the case of a single transmitter/single receiver 
configuration.  
3.1.1 Single transmitter/ single receiver configuration 
Fig. 4 presents the 2D geometry of broadside strip-map mode synthetic aperture imaging 
systems. The surface imaged is substantially flat and has on top of it a collection of sub 
wavelength reflectors collectively described as the object reflectivity function ff(x,y). Mostly 
ff(x,y) is referred to as the object and consists of a continuous 2D distribution of omni-
directional (aspect independent) and frequency independent reflecting targets. This target 
area is illuminated by a side-looking sonar system travelling along a straight locus u with a 
velocity v, moving parallel to the y-axis of the target area. The origins of the delay time axis t 
and the range axis x have been chosen to coincide. As the sonar platforms travels along u, it 
transmits a wide bandwidth phase modulated waveform pm(t) of duration τ seconds which 
is repeated every T seconds. On reception, the coherent nature of the transmitter and 
receiver allows the echoes that have come from different pulses to be arranged into a 2D 
matrix of delay time t versus pulse number. Since the platform ideally travels a constant 
distance between pulses, the pulse number can be scaled to position along the aperture u in 
meters. Assuming the stop-start assumption, denoting that the sonar system does not move 
further along u between the emission of the pulse and the respective reception of the signal, 
the strip-map system model represents the echoes detected at the output of the receiver and 
is approximately described by;  
 ( ) ( )∫ ⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ +−⊗⊗≈
x mtum
dxyx
c
tpuxtauxffutee 22
2
,,),(,   (11) 
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where a(t,x,y) is the spatial-temporal response of the combined transmitter and receiver 
aperture. The output of the system given by a convolution in along-track, emphasize the 
two main problems faced by the inversion scheme which are: 
• the system response is range variant 
• there is a range curvature effect also called range migration. 
Note that any function with a subscript m implies modulated notation, i.e. the analytic 
representation of the function still contains a carrier term exp(iω0t), where ω0 represents the 
carrier radian frequency. Demodulated functions are subscripted with a b to indicate a base 
band function. The processing of base banded data is the most efficient method, as it 
represents the smallest data set for both the FFT (Fast Fourier Transform) and any 
interpolators. Many synthetic aperture systems perform pulse compression of the received 
reflections in the receiver before storage. The pulse compressed strip-map echo denoted by 
ssm is given by, 
 ( , ) ( ) ( , ).
m m t m
ss t u p t ee t u= ⊗   (12) 
The temporal Fourier transform of equation (12) is 
 { }( , ) ( ) ( , ) ( ) ( , )m m t m m mSs u P ee t u P Ee uω ω ω ω= ℑ =   (13) 
with the Fourier transform of the raw signal, 
 ( ) dydxuyxkiuyxAyxffPuEe
yxmm ∫∫ ⎟⎠⎞⎜⎝⎛ −+−−= 222exp),,(),()(),( ωωω   (14)  
with ω and k the modulated radian frequencies and wave-numbers given by ω = ωb+ω0 and 
k=kb+k0.  
Throughout this chapter, radian frequencies and wave-numbers with the subscript 0 refer to  
carrier terms while radian frequencies and wave-numbers without the subscript b refer to 
modulated quantities. At this point it is useful to comment on the double-functional 
notation and the use of the characters e and s like they are appearing in equations (11) till 
(14). The character e is used to indicate non-compressed raw echo data, while s is used for 
the pulse-compressed version (see equation (13)). Due to the fact that the echo is 
characterized by a 2D echo matrix (i.e. the scattering intensity as a function of azimuth and 
slant range) one needs a double-functional notation to indicate if a 1D Fourier transform, a  
2D Fourier transform or no Fourier transform is applied on the respective variable. A capital 
character is used when a Fourier transform is applied. The first position of the double-
functional notation refers to the slant-range direction (fast time) whereas the second position 
refers to the along-track direction (slow time). For example, sSb describes the pulse- 
compressed echo in the range/Doppler domain since a 1D Fourier transform is taken in the 
along-track domain. The subscript b indicates that the pulse compressed echo data are also 
base banded. Putting the expression given in equation (14) into equation (13) leads to, 
 
.)(2exp
).,,().,(.)(),(
22
2
dydxuyxki
uyxAyxfPuSs
yxmm
⎟⎠
⎞⎜⎝
⎛ −+−
−= ∫∫ ωωω
  (15) 
One can obtain the base banded version of equation (12) by taking the temporal Fourier 
transform on the base banded version of (14), 
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Fig. 4. Imaging geometry appropriate for a strip-map synthetic aperture system 
  
.)(2exp).,,().,(.)(
),().(),(
222 ∫∫ ⎟⎠⎞⎜⎝⎛ −+−−=
=
yxbb
bbbb
uyxkiuyxAyxfP
uEePuSs
ωω
ωωω
  (16) 
The term 22 )(2 uyx −+ represents the travel distance from the emitter to the target and 
back to the receiver. In case of the start-stop assumption, the factor 2 appearing in front of 
the square root indicates that the travel time towards the object equals the one from the 
object back to the receiver. In the case the start-stop assumption is not valid anymore or in 
the case of multiple receivers, one has to split the term into two parts, one corresponding to 
the time needed to travel from the emitter to the target and one to travel from the target to 
the corresponding receiver. The above formulas, needed to build the simulator, will be 
extended in the following section towards the single transmitter multiple receiver 
configuration. 
3.1.2 Single transmitter/multiple receiver configuration 
The link with the single receiver can be made by reformulating equation (15) as follows, 
 ( ) dydxhnuRnuRik
uyxAyxfPuEe
backout
yxm
n
m
)),,(),((exp
).,,(),()(),(
+−
−= ∫∫∑ ωωω
  (17) 
with Rout(u,n) the distance from the transmitter to target n and Rback(u,n,h) the distance from 
target n to the receiver h  for a given along-track position u. In the case of a multiple receiver 
array Rout does not depend on the receiver number, 
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 ( ) ,),( 22 uyxnuR nnout −+=   (18) 
whereas Rback is dependent on the receiver number h, given by, 
 ( )22),,( hnnback hduyxhnuR −−+=   (19) 
with dh the along-track distance between two receivers. In the simulator the 3D echo matrix 
(depending on the along-track u, the return time t and the hydrophone number h) will 
represent only a limited return time range corresponding with the target-scene. There is no 
interest in simulating return times where there is no object or where there is not yet a 
possibility to receive back signal scattered on the seafloor from the nearest range. Therefore 
the corresponding multiple receiver corresponding expression of equation (16) becomes, 
 [ ]{ }( ) dydxhunRunRrik
uyxAyxfPhuEe
backout
yx
n
),,(),(2exp
).,,().,().(),,(
0 −−
−= ∫∫∑ ωωω
  (20) 
where the sum is performed over all N targets and r0 is the centre of the target-scene. 
3.1.3 Input signal p(t) 
The echo from a scene is depending on the input signal p(t) generated by the transmitter 
and its Fourier transform P(ω). When a Linear Frequency Modulated (LFM) pulse p(t) is 
used it is expressed by,  
 ( )20exp)( Ktititrecttpm πωτ +⎟⎠⎞⎜⎝⎛=   (21) 
with ω0 (rad/s) the carrier radian frequency and K (Hz/s) the LFM chirp-rate. The rect 
function limits the chirp length to [ ]2/,2/ ττ−∈t . The instantaneous frequency is obtained 
by differentiation of the phase of the chirp, 
 Kt
dt
td
ti πωφω 2)()( 0 +== .   (22) 
This leads to a frequency of the input signal of ranging from ω0-π τ K till ω0+π τ K, leading to 
a chirp bandwidth B=Kτ. Using the principal of stationary phase, the approximate form of 
the Fourier transform of the modulated waveform is 
 
( ) ⎥⎦
⎤⎢⎣
⎡ −−⎟⎠
⎞⎜⎝
⎛ −=
K
i
K
i
B
rectPm π
ωω
π
ωωω
4
exp
2
)(
2
00 .  (23) 
The demodulated Fourier transform or pulse compressed analogue of Pm(ω), 
 ( ) ( ) ( ) ⎟⎠
⎞⎜⎝
⎛ −== ∗
B
rect
K
PPP mmc π
ωωωωω
2
1
. 0   (24) 
gives a rectangular pulse. 
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3.1.4 Radiation pattern  
The radiation pattern or sonar footprint of a stripmap SAS system maintains the same as it 
moves along the track. The radiation pattern when the sonar is located at u=0 is denoted by 
(Soumekh, 1999) 
 ),,( yxh ω .  (25) 
When the sonar is moved to an arbitrary location along the track the radiation pattern will 
be ))(,,( uyxh −ω  which is a shifted version of ),,( yxh ω  in the along-track direction. The 
radiation experienced at an arbitrary point (x,y) in the spatial domain due to the radiation 
from the differential element located at (x,y)=(xe(l),ye(l)) with l S∈ , where S represents the 
antenna surface and where the subscript e is used to indicate that it concerns the element 
location, is, 
 
( ) ( )
( ) ( ) dllyylxxiktili
r
dl
c
lyylxx
tpli
r
ee
ee
⎥⎦
⎤⎢⎣
⎡ −+−−
=⎥⎥⎦
⎤
⎢⎢⎣
⎡ −+−−
22
22
)()(exp)exp()(
1
)()(
)(
1
ω
  (26) 
where 22 yxr += and i(l) is an amplitude function which represents the relative strength 
of that element and where the transmitted signal is assumed to be a single tone sinusoid of 
the form p(t) = exp(iωt). In the base banded expression the term exp(iωt) disappears and will 
not be considered in the following discussion. The total radiation experienced at the spatial 
point (x,y) , is given by the sum of the radiation from all the differential elements on the 
surface of the transmitter: 
 ( ) ( )****** )****** ('
signalPMSpherical
eeSlT
lyylxxiklidl
r
yxh ))()(exp()(
1
),,( 22 −+−−= ∫∈ω   (27) 
Figure. 5. shows the real  (blue) and absolute value (red) of ( ), ,Th x yω  for a carrier 
frequency of f0=50 kHz which corresponds with a radiance frequency ω=2πf0. 
The spherical phase-modulated signal (PM) can be rewritten as the following Fourier 
decomposition, 
 
( ) ( )
( ) ( ) .)()(exp
)()(exp
22
22
u
k
k eueu
ee
dklyyiklxxkki
lyylxxik
∫− ⎥⎦⎤⎢⎣⎡ −−−−−
=⎥⎦
⎤⎢⎣
⎡ −+−−
  (28) 
By substituting this Fourier decomposition in the expression for hT, and after interchanging 
the order of the integration over l and ku, one obtains, 
 
******** )******** ('
),(
22
22
)()(exp)(
exp
1
),,(
uT kApatternAmplitude
Sl ueueu
k
k uuT
dkdllyiklxkkili
yikxkki
r
yxh
ω
ω
∫
∫
∈
−
⎥⎦
⎤⎢⎣
⎡ +−
×⎟⎠
⎞⎜⎝
⎛ −−−=
  (29) 
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Fig. 5. Total radiation hT experienced at a given point (x,y)=(100,[-60,60]) for a given carrier 
frequency f0=50 kHz. In blue the real part of hT is shown, in red the absolute value. 
This means that the radiation pattern can be written as an amplitude-modulated (AM) 
spherical PM, 
 ∫− ⎟⎠⎞⎜⎝⎛ −−−=
k
k uuuTuT
yikxkkikAdk
r
yxh 22exp),(
1
),,( ωω   (30) 
with 
 ∫∈ ⎥⎦⎤⎢⎣⎡ +−= Sl eueuuT dllyiklxkkilikA )()(exp)(),( 22ω .  (31) 
The surface for a planar transmitter is identified via, 
 ,
2
,
2
),0())(),(( ⎥⎦
⎤⎢⎣
⎡ −∈= DDlforllylx ee   (32) 
where D is the diameter of the transmitter. Uniform illumination along the physical aperture 
is assumed to be, i(l)=1 for .
2 2
D D
l
−⎡ ⎤∈ ⎢ ⎥⎣ ⎦  and zero elsewhere. Substituting these specifications 
in the model for the amplitude pattern AT, we obtain, 
 
⎟⎠
⎞⎜⎝
⎛=
= ∫−
π2sin
)exp()(
2/
2/
u
D
D uuT
Dk
cD
dlikkA
  (33) 
Equation (33) indicates that the transmit mode amplitude pattern of a planar transmitter in 
the along-track Doppler domain ku is a sinc function that depends only on the size of the 
transmitter and is invariant in the across-track frequency ω. 
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3.1.5 Motion error implementation 
In an ideal system performance, as the towfish, Autonomous Underwater Vehicle (AUV) or 
Hull mounted sonar system moves underwater it is assumed to travel in a straight line with 
a constant along-track speed. However in real environment deviations from this straight 
along-track are present. By having an exact notion on the motion errors implemented in the 
simulated data, one can validate the quality of the motion estimation process (section 5).  
Since SAS uses time delays to determine the distance to targets, any change in the time delay 
due to unknown platform movement degrades the resulting image reconstruction. Sway 
and yaw are the two main motion errors that have a direct effect on the cross-track direction 
and will be considered here. The sway causes side to side deviations of the platform with 
respect to the straight path as shown in Fig. 6. This has the effect of shortening or 
lengthening the overall time-delay from the moment a ping is transmitted to the echo from a 
target being received. Since, in the case of a multiple receiver system, sway affects all of the 
receivers equally, the extra time-delay is identical for each receiver. A positive sway makes 
targets appear closer than they in reality are. In general a combination of two sway errors 
exist. Firstly the sway at the time of the transmission of the ping and secondly any 
subsequent sway that occurs before the echo is finally received. Since the sway is measured 
as a distance with units of meters, we can easily calculate the extra time delay, Δsway(u)  given 
the velocity of sound through water c. The extra time delay for any ping u is, 
 
c
uXuX
ut RXTXsway
)()(
)(
+=Δ   (34) 
where XTX(u) represents the sway at the time of the transmission of the ping under 
consideration and where XRX(u) represents the sway at the time of the reception of the same 
ping. Both quantities are expressed in meter. One assumes often that the sway is sufficiently 
correlated (i.e. slowly changing) so that it is approximately equal in both transmitting and 
receiving case, 
 
c
uX
ut
sway
sway
)(2
)( =Δ .  (35) 
 
 
Fig. 6. The effect of sway (left) and yaw (right) on the position of the multiple receivers 
indicated by the numbers 1 till 5. The coordinate reference is mentioned between the two 
representations. 
In Fig. 7. one sees the effect on the reconstruction of an image with a non-corrected sway 
error (middle) and with a corrected sway error in the navigation (right). 
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Fig. 7. Echo simulation of 3 point targets with sway error in the motion (left), (ω,k)-image 
reconstruction without sway motion compensation (middle) and with sway motion 
compensation (right).  
For sway one has thus the problem of the array horizontally shifting from the straight path 
but still being parallel to it. With yaw, its effect is a rotated array around the z-axis such that 
the receivers are no longer parallel to the straight path followed by the platform as 
illustrated on the right in Fig. 6. Generally speaking there are two yaw errors; firstly when a 
ping is transmitted and secondly when an echo is received. The examination of those two 
gives the following; for the case where the transmitter is located at the centre of the rotation 
of the array, any yaw does not alter the path length. It can safely be ignored, as it does not 
introduce any timing errors. When the transmitter is positioned in any other location a 
change in the overall time delay occurs at the presence of yaw. However this change in time 
delay is common to all the receivers and can be thought of as a fixed residual sway error. 
This means that the centre of rotation can be considered as collocated with the position of 
the transmitter. 
Yaw changes the position of each hydrophone uniquely. The hydrophones closest to the 
centre of rotation will move a much smaller distance than those that are further away. The 
change in the hydrophone position can be calculated through trigonometry with respect to 
the towfish’s centre of rotation. The new position 'hx for each hydrophone h is given by, 
 h
yy
yy
h xx .cossin
sincos
' ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= ϑϑ
ϑϑ
  (36) 
where hx =(x,y) indicates the position of hydrophone h relative to the centre of rotation and 
'hx =(x’,y’) indicates the new position of hydrophone h relative to the centre of rotation after 
rotating around the z-axis due to yaw. θy represents the angle that the array is rotated 
around the z-axis. For small yaw angles the change in the azimuth u is small and can be 
ignored. Equation (36) becomes 
 yhhh uxx ϑsin' += .  (37) 
Knowing the velocity c of the sound through the medium, one can use equation (37) to 
determine the change in the time delay Δtyaw{h{(u) for each hydrophone h 
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c
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t hhyaw
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Δ=Δ   (38)  
where Δxh’ represents xh-xh’ being the cross-track change in position of hydrophone h. Fig. 8. 
shows the image reconstruction of a prominent point target that has no motion errors in the 
data compared to one that has been corrupted by a typical yaw. 
Once the surge, sway and yaw error vectors are chosen as a function of the ping number, 
they can be implemented in the simulator as follows;  
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  (39) 
Here for a transmitter situated at the centre of the array one can choose the reference system 
in a way that txr0 and txaz0 are situated at the origin, where the subscript r refers to slant 
range and az to the azimuth or the along-track coordinate. Remark that Rout is a scalar 
whereas Rback is an array Nh numbers of hydrophones long. 
 
 
Fig. 8. (w,k)-image reconstruction without yaw motion compensation (left) and with yaw 
motion compensation (right).  
4. (ω,k)- synthetic aperture sonar reconstruction algorithm    
Form section 3 one studies that a reconstructed SAS image is very sensitive to the motion 
position and it is necessary to know the position of the sonar at the order of approximately 
1/10th of the wavelength (a common term to express this is micro navigation). In the 
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following sections a brief overview will be given on one particular SAS reconstruction 
algorithm, i.e. the (ω,k)-reconstruction algorithm (Callow et al. 2001), (Groen, 2006). 
Afterwards the motion estimation will be explained and finally the motion compensation is 
illustrated on the (ω,k)-algorithm. 
The wave number algorithm, appearing under different names in the literature: seismic 
migration algorithm, range migration algorithm or (ω,k)-algorithm, and is performed in the two-
dimensional Fourier transform on either the raw EE(ω,ku) or pulse compressed data SS(ω,ku). 
The key to the development of the wave number processor was the derivation of the two-
dimensional Fourier transform of the system model without needing to make a quadratic 
approximation. The method of stationary phase leads to, 
 ( ) ⎟⎠⎞⎜⎝⎛ −−−≅⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛ −+−ℑ yikxkkiik
x
uyxki uu ..4exp2exp
2222 π .  (40) 
The most efficient way to implement the wave number should be performed on the complex 
valued base banded data as it represents the smallest data set for both the FFT and the stolt 
interpolator. It is also recommended that the spectral data stored during the conversion 
from modulated to base banded is padded with zeros to the next power of two to take 
advantage of the fast radix-2 FFT. A coordinate transformation also represented by the 
following stolt mapping operator Sb-1{.}, 
 ( ) uuy
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kkkkk
=
−−=
,
24),( 0
22
ω
ω
  (41) 
The wave number inversion scheme, realizable via a digital processor is than given by, 
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⎞⎜⎝
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The inverse Stolt mapping of the measured (ωb,ku)-domain data onto the (kx,ky)-domain is 
shown in Fig. 9. 
The sampled raw data is seen to lie along radii of length 2k in the (kx,ky)-wave number space. 
The radial extent of this data is controlled by the bandwidth of the transmitted pulse and the 
along-track extent is controlled by the overall radiation pattern of the real apertures. The 
inverse Stolt mapping takes these raw radial samples and re-maps them onto a uniform 
baseband grid in (kx,ky) appropriate for inverse Fourier transformation via the inverse FFT. 
This mapping operation is carried out using an interpolation process.  The final step is to 
invert the Fourier domain with a windowing function WW(kx,ky) to reduce the side lobes in 
the final image, 
 ⎭⎬
⎫
⎩⎨
⎧ℑ= − ),().,(),( ^1,
^
yxyxkk kkFFkkWWyxff yx .  (43) 
This windowing operation can be split into two parts; data extraction and data weighting. In 
data extraction the operation first extracts from the curved spectral data a rectangular area 
of the wave number data. The choice of the 2-D weighting function to be applied to the 
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Fig. 9. The 2D collection surface of the wave number data. The black dots indicate the locations 
of the raw data samples along radii 2k at height ku. The underlying rectangular grid shows the 
format of the samples after mapping (interpolating) to a Cartesian grid (kx,ky). the spatial 
bandwidths Bkx and Bky outline the rectangular section of the wave number data that is 
extracted, windowed and inverse Fourier transformed to produce the image estimate. 
extracted data is arbitrary. In the presented case a rectangular window and a 2-D Hamming 
window is used. Before applying the ky weighting across the processed 3dB radiation 
bandwidth, the amplitude effect of the radiation pattern is deconvoluted as, 
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where Wh(α) is a 1D Hamming window defined over [ ]2/1,2/1−∈α  and the wave number 
bandwidths of the extracted data shown in Fig. 9. are 
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  (45) 
here kmin and kmax are the minimum and maximum wave numbers in the transmitted pulse, 
Bc is the pulse bandwidth (Hz) and D is the effective aperture length. The definition of the x- 
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and y-axes depends on the number of samples obtained within each wave number 
bandwidth, the sampling spacing chosen, and the amount of zero padding used. The 
Hamming window over a length N+1 is given by its coefficients, which are calculated by,     
 Nnwith
N
n
nwh ≤≤⎟⎠
⎞⎜⎝
⎛−= 0,2cos.46164.05386.0)( π .  (46) 
The resolution in the final image is given by, 
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where αw=1.30 for the Hamming window. 
5. Platform motion estimation    
In order to be able to explain properly the functioning of the Displaced Phase Centre Array 
(DPCA) algorithm (Bellettinit & Pinto 2000 and 2002) he simulation echoes on 9 targets 
arranged around the central target were generated. Some a priori known sway and yaw 
errors were included in the straight line navigated track. The positions of the 9 targets can 
be seen in Fig. 10 (left) and are given relative to the target that is situated at the center of the 
scene (0,0). At the right side the corresponding echo is shown. The simulator used an array 
consisting of 15 hydrophones separated by ΔRx=21.88 cm. The slant range covered goes 
 
Fig. 10. Target position (r,u) given relative to the center of the scene at r0=100 m. 
www.intechopen.com
 Advances in Sonar Technology 
 
60 
from 84.64 m till 115.33 m. The data shown at the right side of Fig.10 shows only the return 
observed in receiver number 1. The echo data for a fixed ping number are presented in Fig. 
11. for ping=61 (left) and for ping=62 (right) as function of the 15 hydrophones (x-axis) and 
the range (y-axis). 
One can clearly see around the smallest ranges that the distance to the target is function of 
the receiver itself. The platform speed was chosen in a way (v=1.2763 m/s) that the echoes 
for receiver 1 till 8 for ping number n should coincide with those of 8 till 15 for ping number 
n+1. This set of 2 times 8 receivers serves as the input data for the dpca-code. The aim of the 
DPCA-motion compensation method is to estimate from the maximal correlation between 
the two pings data the surge, sway and yaw. 
 
 
Fig. 11. The echoes are shown for the 15 different receivers as a function of the slant range 
for (left) ping number 61 and (right) for ping number 62. In this simulation no motion errors 
were introduced and the speed of the platform (v=1.2763 m/s) was chosen in a way that 8 
receivers are overlapping between two consecutive pings. 
5.1 Phase Center Array (PCA) approximation 
In the PCA approach one approximates a true bistatic sonar as a monostatic sonar. On other 
words one will treat the bistatic transmitter/receiver pair as if it were a single co-located 
transducer located midway between the two. The error caused in making the phase-center 
approximation is the difference between the two-way bistatic path and the two-way 
equivalent monostatic path (Fig. 12). Writing out the approximation error, ε, gives; 
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where σ  is the relative position of the hydrophone with respect to the transmitter. The series 
expansion for σ /y<< 1 one obtains  
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  (49) 
where ϑ is the bearing of the target with respect to the position of the co-located transducer 
and r the distance between the co-located transducer and the target. For a far field condition, 
PCA holds when 0
2
4
λσ <<
r
. 
 
 
Fig. 12. Geometry of the phase centre approximation. Tx, Rx, PC are respectively the 
position of the transmitter, the receiver and the phase centre position. The target is located at 
position (x,y). 
5.2 Array geometry and platform displacement 
A 1D array consisting of 15 receivers displaced at ΔRx=21.88 cm is used in the simulator. The 
sonar speed has been chosen to be v8=1.2763 m/s and the pulse repetition time (PRT) to be 
T=0.6 s. The transmitter situates in the middle of the receiver array leading to a phase centre 
array as indicated in Fig. 13. When a higher platform speed is chosen, less overlapping 
phase centres will exist. This means that for being able to perform a DPCA motion 
estimation the platform speed will be rather moderate. 
 
Fig. 13. The number of overlapping phase centers for a 15 hydrophone array with a 
displacement of 7ΔPC leading to 8 overlapping PC’s between ping n and ping n+1. The 
123456789
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position of the 15 receivers for ping n+1 was shifted for better presentation. In reality PC 
Rx(1) of ping n overlaps with PC Rx(8) of ping n+1 etc. The diagonal in Rx(8) indicates that 
at this position there is also a transmitter element present. 
The following formula can be used to define the platform speed for a given PRT in order to 
have n ≤  H, with H the total number of receivers in the array, overlapping phase centres; 
 
( )
PRT
nH
v PC
Δ−= .  (50) 
Due to these overlapping phase centres between two consecutive pings, a correlation 
analysis can be performed to get an idea about the motion errors. Therefore the notion of x-
lag (cross-range direction) and t-lag (range direction) has to be introduced. 
5.3 The notion of x-lag 
When the platform displacement is chosen like mentioned in section 5.2, eight receivers will 
overlap for two consecutive pings like shown in Fig. 13. However in real situations the 
platform motion will deviate from this ideal trajectory. When the speed of the platform will 
be lower than v8, Rx1(n) will no longer collocate with Rx8(n+1). Here, to indicate the receiver 
number a subscripted index is used, and the ping number is given between brackets. 
Assuming that the platform speed was only v=1.0940 m/s instead of v8, than Rx1(n) will 
collocate with Rx7(n+1), Rx2(n) with Rx8(n+1), .. and Rx9(n) with Rx15(n+1). Therefore the x-lag 
will be used to determine the along track motion of the platform. Due to the fact that the 
data volume on which the DPCA will be applied has to be kept as small as possible, one 
stocks only a limited amount of receiver returns. First of all one makes a mean speed 
estimation of the platform (most reliable is the autopilot speed of the vessel). Corresponding 
this speed one knows the approximate overlapping phase centres by the use of equation 
(50). Only those receiver returns will be considered in the DPCA analysis and corresponds 
to an x-lag = 0. An x-lag=+1 will be executed on Rx2-8(n) and Rx8-14(n+1) as shown in Fig. 14. 
In this analysis 5 x-lags are tested going from –2, -1, 0, 1, 2, being sensitive in detecting speed 
deviations between v=1.641 m/s for an x-lag=-2 and v=0.9116 m/s for an x-lag=+2.  
From Fig. 14 one sees that the correlation for an x-lag =-2 or +2 is performed on 6 receivers 
for each ping, for an x-lag=-1 or +1 it is performed on 7 receivers and for an x-lag=0 it is 
performed on the eight receivers that were memory stacked. 
5.4 The notion of t-lag 
As mentioned before, the x-lag notion refers to the receiver array, while the t-lag notion 
refers to the range. Therefore, the t-lag will be used to determine the time delay leading to a 
estimation of the sway and the yaw. In the DPCA analysis, for each x-lag♦, a cross 
correlation is taken between the two consecutive ping data with a chosen t-lag of 8 based on 
following expression: 
 [ ] [ ]ngmnfc
n
m
fg
∗∞
∞−
×+= ∑   (51) 
                                                 
♦ Here 5 different x-lags are considered, leading to 5 cross correlation plots as shown in Fig. 
15. 
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where m indicates the value of the t-lag (i.e. shift in the slant range between the two vectors f 
and g), f and g are the overlapping Rx couple for respectively ping n and ping n+1 and 
∗g represents the complex conjugate of g. Therefore, for each overlapping Rx couple, one 
obtains 17 cross correlations if a t-lag of 8 is chosen (Fig. 15). For a t-lag of 8 m runs from –8, -
7, …,0, 1, …7, 8. The cross correlation is normalized in a way that the autocorrelations at 
zero lag are identically 1.0. 
 
 
 
 
Fig. 14. The overlapping receivers between ping n and n+1 for the different x-lags under 
consideration (-2, -1, 0, 1, 2). The receivers indicated with the green bar are the ones that will 
be cross correlated. The receivers surrounded in red are the ones that are memory stacked 
during the DPCA processing. Each receiver contains the time series containing the echo 
information.  
Thus for an x-lag=-1 the cross correlation takes place between 7 phase centre couples (see 
Fig. 16.), i.e. (Rx1(p),Rx9(p+1)), (Rx2(p),Rx10(p+1)), …, (Rx7(p),Rx15(p+1)). The x-axis in the cross 
correlation pots represents those couples and is called Rx couple id. Remark that an Rx couple 
id=1 for an x-lag=-1 corresponds to (Rx1(p),Rx9(p+1)) whereas an Rx couple id=1 for an x-
lag=+1 corresponds to (Rx2(p),Rx8(p+1)). Remark also that the number of Rx couple ids 
depends on the x-lag that is considered. There are 6 couples for x-lag=+2 or –2, 7 couples for 
x-lag=+1 or –1 and 8 couples for x-lag=0. Once the Rx couple id is chosen, (lets take for 
instance (Rx4(p),Rx12(p+1))) the slant range vectors are correlated with a y-ordinate given by 
the chosen t-lag=8. Fig. 17 is an illustration of the t-lag=-4, 0 and +4 for an x-lag=-1 and for 
the first receiver couple id. 
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Fig. 15. Cross correlation ( mfgc ) with a t-lag of 8, giving 17 y-samples and 6, 7, 8, 7, 6 x-
samples for the respective –2, -1, 0 , 1, 2 x-lags. 
 
 
Fig. 16. (Slant range - phase center)-representation for an x-lag= -1 between ping p and p+1. 
The receiver (i.e. more precisely the phase center corresponding a particular Rx) couples are 
(Rx1(p),Rx9(p+1)), (Rx2(p),Rx10(p+1)), …, (Rx7(p),Rx15(p+1)). 
 
Fig. 17. Respective t-lag= -4, 0 and +4 representation of the Rx couple id=1 (i.e.  
(Rx1(p),Rx9(p+1))) for the x-lag= -1. The gray slant range bins will not contribute in the 
calculation of the cross correlation given in equation (51). 
Rx couple 
t-lag 
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5.5 Beam forming on the cross correlation  
To estimate the amplitude and angle of arrival one can perform beam forming on the cross 
correlation plots. But first, a general theory on beam forming is introduced in order to be 
able to explain the extension of this theory onto the cross correlation plots. This extension 
will form the core of the DPCA motion estimation idea. 
5.5.1 Spatial time delay  
Fig. 18. shows a linear array of equally spaced hydrophone elements being intercepted by a 
propagating wave front at beam angle θ. To make the far field approximation of the top 
figure one makes the following assumptions; 
 ( )
s) variationphase (for
s variationamplitude for
ni
i
i
xrr
rr
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≈ θθ
  (52) 
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2
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The corresponding spatial time delay associated with the distance xn is given by 
 
c
x
t nn =   (54) 
where c is the velocity of the wave and n the receiver under consideration. The 
corresponding spatial phase delay is given by 
 nx xn λ
πφ 2=    (55) 
 
Fig. 18. Equally spaced linear array of hydrophone elements being intercepted by a 
propagating wave front at beam angles θj for the near field configuration (left) with beam 
angle θ  for the far field (right) approximation. 
It is usually more meaningful when discussing array performance to express the phase 
delays in terms of the carrier frequency f0 and the array frequency fa. The array frequency is 
the frequency whose half-wavelength is equal to the inter hydrophone spacing d, i.e.  
 
a
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Substituting this and (53) into (55) yields 
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5.5.2 Beam steering  
An array can be electronically steered by introducing processing phase or time delays into 
the hydrophone outputs. The processing delay inserted in series with the nth element output 
in order to steer the array at angle θ0 is given by 
 0sin2 θλπφ dnr
r
n
n
pn
=ΔΔ= with        (58) 
where Δrn is the path correction due to the steering of the beam (Fig. 19.). If the steering 
angle is around the central receiver, 
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The beam forming process sums the delayed outputs from the hydrophone elements to 
generate a beam output voltage. This beam voltage can be written in a normalized form 
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where 0sinθπφ
af
f=Δ is the processing phase increment. Let )(0 kθ  represent the kth beam-
steering angle, than 
 )(sin)( 0 k
f
f
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a
θπφ =Δ   (62) 
represents the processing phase increment associated with the kth beam-steering angle. 
Restricting the beam angles )(0 kθ  such that 
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Substituting the value of )(kφΔ into equation (61) yields 
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Fig. 19. Steering the multiple hydrophone array at angle θ0. 
From equation (62) and (63) one obtains, 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛= −−
fL
kc
ffN
k
k
hah
11
0 sin
)/(
2
sin)(θ   (65) 
with 
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with Lh the synthetic aperture over the overlapping h receivers. Equation (64) is used to 
beamform the cross correlation plots, which leads to a correlation beam. The y-axis indicates 
still the different t-lags, whereas the x-axis represents the look angle. 
 
 
 
Fig. 20. The beam formed cross correlation matrix before and after interpolation. The 
interpolation is done along the t-lag with an over sampling factor of 8, meaning that 17 t-
lags will become 136. 
A restriction on the look angle is chosen between θ=–1.1 degree till θ=1.1 degree 
corresponding π
180
0Lf
c± . The result of the beam forming on one particular cross correlation 
plot is shown in Fig. 20. In order to find the correlation peaks one has first to smooth the 
correlation beams using for example a linear interpolation. 
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5.5.3 Correlation peaks and temporal delays 
To find the correlation peaks and the temporal delays as a function of the viewing angle a 
parabolic maximum finder was designed. For a parabol given by 2210)( xaxaaxf ++= , the 
refined analytical maximum is given by 
 
2
120
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aaa
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−=−=   (67) 
Since the 3 point parabolic fit is performed on a normalized dataset, one has to convert the 
maximum found between –1 and 1 back to its initial scale. For that a simple interpolation is 
performed. The representation of the 3 points, on which the parabolic fit is performed, is 
shown by the blue crosses on Fig. 21., the result of the parabolic fit is shown by the green 
line. The maximum of the parabol is shown by the blue square. One sees a small correction 
to the integral maximum value towards the new refined maximum. 
 
 
Fig. 21. Illustration of the parabolic maximum finder. 
For each x-lag (i.e. –2, -1, 0, 1, 2) the maximum for each look angle is determined on the cross 
correlation plots after beam forming. Those maxima as function of the look angle are shown 
in the second line of Fig. 22. The corresponding phase delays are shown in the bottom line of 
Fig. 22. So for each x-lag the best beam is found containing the best beam angle for which 
the envelope reaches a maximum. Further, the delay that corresponds with the best beam 
angle is considered the best delay. When the best beam angles are set out as function of the 
x-lags, the parabolic maximum finder is used to find the corresponding best x-lag. In general 
this best spatial lag Blag(x) will not be an integer value but a real number and corresponds to 
a measure for the surge estimation via, 
 2/)( dxBSurge lag= .  (68) 
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The best lag delay is a measure for the sway estimation via, 
 2/)( CdelayBSway lag= .  (69) 
And the best look angle θ corresponding this best lag is a measure for the yaw estimation 
via, 
 LBYaw lag /)( λθ= .  (70) 
 
 
Fig. 22. Each column represents one x-lag, going from –2 (utmost left) to +2 (utmost right). 
The first line represents the cross correlation plots after beam forming. The x-axis represents 
the look angle going from –1.1 till 1.1 degree. For each look angle the 3 point maximum is 
defined and is shown in the figures at the second line. The third line represents the 
corresponding phase delays. 
For each successive ping-pair the surge, sway and yaw can thus be extracted as is shown in 
equation (68), (69) and (70). The result of the sway estimation compared to the actual sway 
that was generated in the simulator is shown on the left-hand side in Fig. 23. The red crosses 
represent the DPCA sway estimations between a set of different ping-pairs. The line 
represents the actual generated sway or true sway. On the right-hand side of Fig. 23 the 
difference is shown between the estimated sway and the true sway expressed in mm. The 
highest difference between the true and estimated sway is 2 mm, which is well within the 
1/10th of the applied wavelength (λ=3 cm for a carrier frequency f0=50 kHz). 
Fig. 24 shows the result of the yaw estimation compared to the actual yaw as a function of 
the ping number (left). The yaw values are expressed in radians. The absolute error between 
the true and the estimated yaw is of the order of 10-4 radians (right). 
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Fig. 23. Result of the sway estimation (red crosses) compared to the simulated sway or 
actual sway (full line) as a function of the ping number (left). The difference between the 
actual sway and the estimated sway expressed in mm (right).  
 
 
 
Fig. 24. Result of the yaw estimation (red crosses) compared to the simulated yaw or actual 
yaw (full line) as a function of the ping number (left). The difference between the actual y 
and the estimated yaw expressed in deg (right). 
6. Motion correction 
The correction of the surge, sway and yaw motions are done following the estimation of the 
x-and t-lag analysis obtained in Section 5. 
Let (O,x,y) be the slant range plane (Fig. 23.), with Ox the along-track, Oy the across-track 
and  (xp,yp) the coordinates of Cp=(Tp+Rp)/2. Tp and Rp are respectively the centres of the real 
transmitter and receiver position at ping p and θp is the angle between Oy and the bore-sight 
to the physical aperture. Than the relative position of the sonar platform can be expressed 
as, 
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Fig. 23. SAS trajectory representation in the slant range plan 
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where γp and ξp are respectively the DPCA sway and yaw between pings p and p+1. The 
angles θp have been assumed small (i.e. sin θ ≈ θ). The quantity (yp+1 – yp), which can be 
interpreted as the physical sway between successive pings, is the sum of three terms. The 
first is the DPCA sway and the other two result from the heading of the physical reception 
antenna at ping p and p+1. The geometrical centre of the DPCA and the one of the physical 
array are separated by D/2. This leads to a difference between the real cross-track position 
and the cross track position of the associated phase centres (D(θp+θp+1)/2). The estimated 
trajectory can be expressed as: 
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The accumulated errors pyδ and pξδ  on the DPCA are given by  
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The most important effect on SAS processing is the cross track errors. One can see in 
equation (73) that the along track error depends on the accumulated errors of the DPCA’s 
sway and yaw. In a case where there is only DPCA sway errors ( pξδ =0) they accumulate 
like a random walk. In a case where there is only DPCA yaw errors ( pγδ =0) they 
accumulate like an integrated random walk. In the last case the errors accumulate much 
faster and lead to a high correlated pattern of phase errors along the SAS. 
The differences in cross track as well as in along track positions are leading to a time delay 
which can be removed by convolving the measured echo with the appropriate delta 
function δ(t-Δτ), 
   ( ) )()(),(),( }{ ututtttuteeutee hyawswayrawhh Δ+Δ=ΔΔ−⊗= with         δ   (74) 
where raw
h
ee  represents the raw data registered at hydrophone h as a function of the delay 
time t and the azimuth position u.  hee represents the motion compensated signal. In 
practice, instead of performing a convolution, one goes to the frequency domain (ω,k) using 
the fast Fourier transform in two dimensions, to perform a simple multiplication, 
 ( ) ( ) ( )tikEEkEE uhuh Δ−= ωωω exp.,, ' .  (75) 
8. Summary 
Synthetic Aperture Sonar (SAS) is a revolutionary underwater imaging technique providing 
imagery and bathymetry at high spatial resolution with large area coverage. The 
implementation of synthetic aperture sonar utilising multiple pings to create a virtual long 
array for range-independent resolution was inadequate due to lack of coherence in the 
ocean medium, precise platform navigation and high computation rates. Moreover, SAS is 
far more susceptible to image degradation caused by the actual sensor trajectory deviating 
from a straight line. Unwanted motion is virtually unavoidable in the sea due to the 
influence of currents and wave action. In order to construct a perfectly-focused SAS image 
the motion must either be constrained to within one-tenth of a wavelength over the 
synthetic aperture or it must be measured with the same degree of accuracy.  
The technique known as Displaced phase centers array (DPCA) has proven to be adequate 
technique in solving the problem of SAS motion compensation. In essence, DPCA refers to 
the practice of overlapping a portion of the receiver array from one ping (transmission and 
reception) to the next. The signals observed by this overlapping portion will be identical 
except for a long track and time shifts proportional to the relative motion between pings. 
Both shifts estimated by the DPCA are scalars representing the projection of the array 
receiver locations onto the image slant plane and can be used to compensate for the 
unwanted platform motion. Thus, the delays observed in the image slant plane can be used 
to refine the surge, sway and yaw motions.  
With advances in innovative motion-compensation, synthetic aperture sonar is now being 
used in commercial survey and military surveillance systems. Emerging applications for 
SAS systems include economic exclusion zone mapping (EEZ), mine detection and the 
development of long range imaging sonar for anti-submarine warfare. 
www.intechopen.com
Motion Compensation in High Resolution Synthetic Aperture Sonar (SAS) Images 
 
73 
Although the development of precise navigation sensors and of stable submerged 
autonomous platforms the motion compensation processing is still a crucial element in the 
image reconstruction, pre- and/or post-processing. 
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