This paper evaluates the D'Agostino S U test and the Triples test for testing symmetry versus asymmetry. These procedures are evaluated as preliminary tests in the selection of the most appropriate procedure for testing the equality of means with two independent samples under a variety of symmetric and asymmetric sampling situations.
Introduction
The purpose of this paper is to evaluate the performance of two tests, the D'Agostino S U test and the Triples test for the testing of symmetry versus asymmetry (or skewness) as a preliminary test using two levels of significance: α = 0.05 and α = 0.25. The results could be used to select a method for testing the equality of two means, Ho: µ 1 = µ 2 , based on two classes of preliminary tests:
(1) a test of variance homogeneity, and (2) a test of symmetry.
Procedures for the D'Agostino S U test and the Triples test for symmetry are given below, as well as details of the four symmetric distributions and five asymmetric distributions used in the simulations. Results of a simulation study comparing the two tests for the one -sample cases and as well as preliminary tests in two sample contexts are presented below.
Methodology

Testing of Symmetry Versus Skewness
The D'Agostino test and the Triples test of symmetry are described first for a general random sample x 1 , . . ., x n from some distribution ƒ (x; µ, σ). It is convenient to let x denote the sample mean of x 1 , . . ., x n and to let the sample estimates of β 1 1/2 , the third standardized moment, and β 2 , the fourth standardized moment, be denoted as
and 
The α-level D'Agostino test of skewness is:
where z α is the upper α-point of the standard unit normal. Z((b 1 ) 1/2 ) is approximately n(0, 1) under the null hypothesis of population normality for cases where n > 8 (D'Agostino, Belanger, & D'Agostino, Jr., 1990) . Results from D'Agostino's Monte Carlo simulations for n < 25 and checks with an existing table of Pearson and Hartley (1966) for n ≥ 25 show that the accuracy of the transformation is very good. Therefore, due to its sensitivity to skewed nonnormal alternatives, the D'Agostino test was chosen as a possible preliminary test for symmetry/skewness.
Triples Test
The Triples test is described in a paper by Randles, Fligner, Policello, and Wolfe (1980) . Let x i ,. . .,x n denote a random sample from a continuous population where i, j, k are distinct integers such that 1≤ i < j< k ≤ n. The Triples test is an asymptotically distribution-free procedure which examines each triple ( x i ,x j , x k ). If the middle observation is closer to the smaller observation than it is to the largest observation, then a "right triple" is formed (looks skewed to the right). If the middle observation is closer to the larger observation than it is to the smaller observation, then a "left triple" is formed (looks skewed to the left). The Triples test statistic is a function of the number of right triples and left triples.
The Triples test rejects H o of symmetry if T 1  > t n, (α/2) where t n, (α/2) is the upper α/2 point of a t distribution with n degrees of freedom,
and σ n is the standard deviation of η. The statistic η is calculated as
, and sign(u) = -1, 0, or 1 as u <, =, or > 0. To compute var (η) = σ n 2 , let ξ σˆc
Then
and
. -9 1 = 2 3 η ξˆ (11) Randles, et al. (1980) compared three procedures for testing whether a univariate population is symmetric about some unspecified value compared to an immense class of asymmetric distribution alternatives. The Triples test was compared to Gupta's skewness test (Gupta, 1967 ) and Gupta's nonparametric procedure (Gupta, 1967) . Randles et al. (1980) show that the Triples Test is superior to either competitor, even for sample sizes as small as 20, while possessing good power for detecting asymmetric alternative distributions. Cabilio & Masaro (1996) compared their symmetry test, S K , to several other tests of symmetry including the Triples test. The Triples test again performed well and therefore, is selected as a second possible preliminary test of symmetry/skewness.
Generation of Random Realizations From Six Distributions
This section contains details of how the random realizations are generated for each specified distribution among members of the normal, uniform, double exponential, logistic, lognormal, and gamma families of random variables used in the simulations. The normal, uniform, double exponential, and logistic are symmetric; the lognormal and gamma are asymmetic.
For one-sample cases, it is convenient to let x 1 , . . ., x n be a random sample of size n from f(x ). Let the sample mean and sample standard deviation be denoted as x and s, respectively.
The IMSL random number generator RNSET, which initializes the seed, is used in all of the simulations.
Normal Distribution
In the case of the normal distribution, population means are set to zero, µ = 0 with unit standard deviations, σ = 1. The distribution f(x) is normal (0, 1). The FORTRAN function RNNOF was used to generate the normal (0, 1) random numbers.
Uniform Distribution
Let x be uniform (a, b) with mean µ = (a + b)/2 and standard deviation σ = (b -a) / 12 . The uniform distribution f(x) used in the simulations is a uniform (-1/2, 1/2) distribution yielding a mean µ= 0 and standard deviation σ = 1/ 12 .
The random numbers u i from a uniform (0,1) distribution are first generated using the FORTRAN function RNUN. The uniform (-1/2, 1/2) random realizations are then generated using the transformation:
The mean and variance are µ = 0 and (14)
To simulate x for this double exponential distribution, we use the following transformation:
where y 1 and y 2 are two independent chi-square random variables, each with two degrees of freedom. The two degree of freedom chi-squared random number y is generated as
where u is an independent random number from a uniform (0,1) distribution (see Uniform Distribution subsection).
Logistic Distribution Let f(x) represent the probability density function for a logistic distribution ( )
The mean and variance are µ = 0 and (19)
The random numbers x i for this logistic distribution are generated using the transformation
where u i is uniform (0,1).
Lognormal Distribution
The probability density function for the lognormal distribution with parameters a and b is:
The mean µ, variance σ 2 , and coefficient of skewness are
where w = exp (b 2 ). Let y be n(a, b), which designates a normally distributed variable with mean a and standard deviation b, then x = e y has the lognormal probability density function ln(x; a, b) in (22). Three lognormal distributions are selected due to their varying degrees of skewness. In each of the three cases, the sample from the lognormal distribution ln(x; a, b), denoted as lognormal (a, b), has a set to zero. The three b parameter values chosen are: (1) b = 0.4, (2) b = 1.0, and (3) b = 1.75. The coefficient of skewness for these cases are 1.3, 6.2, and 105.6, respectively. The case of b = 0.4 is denoted as slight skewness, b = 1.0 as moderate skewness, and b = 1.75 as heavy skewness.
The FORTRAN function RNLNL is used to create the random realizations for the ln (x; a, b) distributions using the transformation x = e y , where y is n(a, b) (IMSL, STAT/Library, 1989).
Gamma Distribution
The probability density function for the gamma distribution with shape parameter α and scale parameter β is 1 1 exp
with mean αβ, variance αβ 2 and coefficient of skewness 2(α) -1/2 . Two gamma distributions are selected, one with shape parameter equal to 3 and unit scale parameter (denoted as G(3,1)), and the other with shape parameter equal to 2 and unit scale parameter (denoted as G(2,1)). The G(3,1) distribution is only slightly skewed (coefficient of skewness = 1.15), whereas the skewness is more pronounced in the G(2,1) distribution (coefficient of skewness = 1.41).
The gamma random realizations are generated using RNGAM (IMSL Routine) which yields random numbers with shape parameter α and unit scale parameter (β = 1).
Results
Results For Testing of Symmetry Versus Asymmetry For One Sample Cases
The robustness and the power of the D'Agostino S U test for skewness at significance levels of α = 0.05 and 0.25, denoted D(α), and the Triples test for symmetry at significance levels of α = 0.05 and 0.25, denoted as T(α), are examined in this section for the one sample cases.
To assess the Type I error, the simulated null rejection rates are examined for the four symmetric distributions (normal, uniform, double exponential, and logistic). The Type I error simulated results for the two procedures are presented below. The five asymmetric distributions (lognormal (0,0.4), lognormal (0,1), lognormal (0,1.75), gamma (3,1) and gamma (2,1)) are used to investigate the power. The simulated power results for the two tests, and discussion of the one sample results also appear below.
Type I Error Comparisons in One Sample Case
For the one sample cases, n random realizations are generated from each of the four symmetric distributions for each of three samples: n = 10, 20, or 40. The hypothesis of symmetry is tested using the D'Agostino S U test and the Triples test.
The two procedures are compared for control of significance level at two levels: α = 0.05 and α = 0.25 using the four symmetric distributions. A total of 10,000 simulation runs are obtained for each of the three sample sizes for each of the four symmetric distributions. Hence, twelve simulated Type I error p-values are obtained for the Triples test for the α = 0.05 cases, and twelve simulated pvalues are also obtained for the α = 0.25 cases. Likewise, twelve simulated Type I error p-values are obtained for the D'Agostino S U test for each of these two levels.
Significant Level Testing at 5%
For the 5% significance-level testing cases, the simulated Type I error rates (expressed as percentages) are categorized into one of the following five 5% significance level categories:
1. x ≤ 2.5 (extremely conservative) (27) 2. 2.5 < x ≤ 4.0 (slightly conservative) 3. 4.0 < x ≤ 6.0 (robust) 4. 6.0 < x ≤ 10.0 (slightly liberal) 5. x > 10.0 (extremely liberal)
The value "x" represents the percentage of rejections for testing H o : symmetry based on the 10,000 simulations. A value "x" is obtained for each sample size and symmetric distribution combination for each procedure. Hence, twelve x values were obtained for the T(.05) cases, and twelve for the D(.05) cases.
The five 5% significance-level testing categories in (27) are labeled as robust, conservative (slightly or extremely), and liberal (slightly or extremely). These five Type I error categories are now further defined.
The outcome of the D(.05) test and the T(.05) test for a particular symmetric case is defined to be robust if the simulated null rejection rate is > 4.0 and ≤ 6.0. The outcome of the D(.05) and the T(.05) test is defined to be slightly conservative if the simulated null rejection rate is > 2.5 and ≤ 4.0; and extremely conservative if the simulated null rejection rate is ≤ 2.5. Likewise, the test is categorized as slightly liberal if the simulated null rejection rate is > 6.0 and ≤ 10.0; and extremely liberal if the simulated rejection rate is > 10.0.
The frequency and percentage of simulated Type I error rates observed in each of the five categories: a< x ≤ b (given in (27)) is presented in Table 1 for the D(.05) and T(.05) tests.
Significance Level Testing at 25%
For the D(.25) test and the T(.25) test, the percentages of rejections (%) is tabulated for the five categories listed below:
1. x ≤ 12.5 (extremely conservative) (28) 2. 12.5 < x ≤ 17.5 (slightly conservative) 3. 17.5 < x ≤ 32.5 (robust) 4. 32.5 < x ≤ 37.5 (slightly liberal) 5. x > 37.5 (extremely liberal)
The outcome of the D(.25) test and the T(.25) test for the symmetric cases is defined to be robust if the simulated null rejection rate is > 17.5 and ≤ 32.5. The definitions for the conservative and liberal classifications in (28) for the D(.25) and T(.25) tests are similar to those defined in (27) for the D(.05) and T(.05) cases.
The frequency and percentage of simulated Type I error rates observed in each of the categories: a< x ≤ b (given in (28)) are also presented in Table  2 for the D(.25) and T(.25) tests.
Discussion of Robustness for Symmetric Cases
Tables 1 and 2 show that the Triples test is more robust than the D'Agostino S U test for symmetric cases, especially for α = 0.25 testing. The T(.25) test is robust in 91.7% (11 of 12) of the cases compared to 33.3% (4 of 12) of the cases for the D(.25) test. The T(.05) test is robust in 41.6% (5 of 12) of the cases compared to 25.0% (3 of 12) for the D(.05) test. Table 1 results are based on the four symmetric distributions (normal, uniform, double exponential, and logistic) and three sample sizes (n = 10, 20 and 40). 0 (0.0%) 1 (8.3%) 11 (91.7%) 0 (0.0%) 0 (0.0%) Note: Table 2 results are based on the four symmetric distributions (normal, uniform, double exponential, and logistic) and three sample sizes (n = 10, 20 and 40).
Tables 1 and 2 also show that the D'Agostino S U test is appreciably more liberal than the Triples test for symmetric cases. The D(.05) test is observed to be liberal in 50.0% (6 of 12) of the cases compared to 16.7% (2 of 12) for the T(.05) test. Also, the D(.25) test is observed to be liberal in 41.6% (5 of 12) of the cases compared to 0.0% (0 of 12) of the T(.25) cases.
On the basis of the results presented in Tables 1 and 2, it is concluded that the Triples Test is superior to the D'Agostino S U test for controlling Type I error. It is also concluded that the D'Agostino S U test does not control the Type I error rate for symmetric cases since it fails to maintain the Type I error rate at or below the stated level of significance.
Results of Power Analysis in One Sample Cases
The results of a power comparison of the D'Agostino S U test and the Triples test is now reported. A total of 10,000 simulation runs are obtained for each of the three sample sizes n = 10, 20, and 40 for each of the five asymmetric distributions. Hence, fifteen simulated power pvalues are obtained for the Triples test for each of the T(.05), T(.25), and D(.05), and D(.25) cases.
Definition of Power Categories
The results of the simulation for the five asymmetric distributions are combined in Table 3 over all sample sizes for the four power categories defined below:
1. x ≤ 50.0 (low power) (29) 2. 50.0 < x ≤ 75.0 (moderate power) 3. 75.0 < x ≤ 90.0 (high power) 4. x > 90.0 (extremely high power)
The value "x" represents the power to detect asymmetry based on 10,000 simulations for each sample size configuration. Each entry in Table 3 denotes both the frequency and percentage at which a < x ≤ b occurs, as in Table 1 .
The four power categories in (29) are conveniently labeled in order of increasing power: low power (power <50%), moderate power (50% < power ≤ 75%), high power (75% < power ≤ 90%), and extremely high power (power > 90%). Note: Table 3 results are based on the asymmetric distributions [lognormal ( 0, 0.40), lognormal ( 0, 1.0), lognormal ( 0, 1.75), G(3,1), and G(2,1)] and three sample sizes (n = 10, 20 and 40).
These four power categories are used in Table 3 for both 5% and 25% results. Table 3 shows that both the T(.05) and D(.05) tests lack power. The power is ≤ 0.75 for 60% of the cases when using the D(.05) test, and is ≤ 0.75 for 66.7% of the cases when using the T(.05) test. The D(.05) test is generally more powerful then the T(.05) test for asymmetric cases.
Discussion of Power for Asymmetric Cases
The D(.25) test tends to be somewhat more powerful than the T(.25) test. The power is > .90 for approximately 47% of the cases when using the D(.25) test compared to 40% of the cases when using the T(.25) test. In addition, the power is ≤ 0.50 for 20% of the cases when using the T(.25) test compared to approximately 13% when using the D(.25) test.
It is concluded that the D'Agostino S U test is somewhat more powerful than the Triples test for detecting asymmetric distributions. Table 4 contains summary statistics describing the mean, standard deviation (denoted as s), minimum, and maximum of the four sets of twelve simulated p-values obtained by using the D(.05), T(.05), D(.25), and T(.25) procedures for the symmetric cases. The symmetric case summary statistics can be used to characterize the Type I error properties of these test procedures.
Discussion of One Sample Simulation Results
The symmetric mean p-value is denoted as p ─ s in Table 4 . Table 5 also contains the corresponding summary statistics of the four sets of fifteen simulated p-values obtained by the same four test procedures for the asymmetric cases. The asymmetric case summary statistics can be used to characterize the power properties of these procedures. The asymmetric mean p-value is denoted as p ─ a in Table 5 . For the symmetric cases summarized in Table 4 , the average Type I error rates for the T(.05) and T(.25) procedures are s p = 4.1% and s p = 21.5%, respectively, compared to s p = 11.2% and s p = 31.0% for the D(.05) and D(.25) procedures, respectively. The average Type I error rates for the Triples test are observed to be closer to the stated significance levels of 5% and 25% then are those for the D'Agostino S U test.
For the symmetric cases summarized in Table 4 , the standard deviations s and ranges of the p-values for the T(.05) and the T(.25) procedures are appreciably smaller than the comparable standard deviations and ranges for the D(.05) and the D(.25) procedures. Table 5 contains the corresponding summary statistics of the four sets of fifteen simulated p-values obtained by the same four test procedures for the asymmetric cases. The asymmetric case summary statistics can be used to characterize the power properties of these procedures. The asymmetric mean p-value is denoted as p ─ a in Table 5 . For the asymmetric cases summarized in Table 5 , the average powers of the T(.05) and the T(.25) procedures are a p = 52.6% and a p = 75.2%, respectively, compared to a p = 60.4% and a p = 80.0%, respectively for the D(.05) the D(.25) procedures. The D'Agostino S U test is observed to be slightly more powerful than the corresponding Triples test. The D'Agostino S U test may be more powerful for asymmetric alternatives because the D'Agostino S U test tends to be liberal with respect to Type I error control.
Testing Symmetry Versus Asymmetry In Preliminary Testing For Two Sample Cases A purpose of this study is to select a preliminary test of testing symmetry versus asymmetry, and using the preliminary test to select the most appropriate method for testing the equality of two independent means H o : µ 1 = µ 2 . A two sample t procedure is commonly used if the underlying distributions are symmetric, and a Mann-Whitney-Wilcoxon (MWW) procedure may be more appropriate if the underlying distributions are asymmetric. The decision to use the t or the MWW procedure is often based on the personal preference of the investigator, or an examination of descriptive and graphical comparative statistics between the two samples.
Little evidence exists in the statistical literature of the use of tests of symmetry versus asymmetry as a preliminary test to select the t or MWW methods prior to testing H o : µ 1 = µ 2 . In these situations, the t procedure would be used if the preliminary test for skewness is nonsignificant; otherwise, the MWW procedure is used.
Two Sample Preliminary Testing Strategies
Assume there are two independent samples of sizes n 1 and n 2 from two distributions f 1 (x 1 ; µ 1 , σ 1 ) and f 2 (x 2 ; µ 2 , σ 2 ), respectively. Let us assume that the same skewness test is applied to the data from the two samples separately where the same significance level α is used for both tests.
Two preliminary testing protocols are defined. One utilizes the MWW test of H o : µ 1 = µ 2 if at least one (ALO) of the two preliminary skewness tests is significant. The other utilizes the MWW test if both (BOTH) preliminary tests are significant. There two preliminary testing strategies are conveniently labeled: ALO and BOTH.
Selection of a Preliminary Testing Strategy
The one-sample simulation results summarized in Tables 4 and 5 Assuming symmetry (SYM) is true, the probability of correct selection of the t method for testing H o : µ 1 = µ 2 is approximately given as: 1s p 2 for the BOTH method, and (30a) (1s p ) 2 for the ALO method.
Assuming asymmetry (ASY) is true, the probability of correct selection of the MWW method for testing H o : µ 1 = µ 2 is approximately given as: a p 2 for the BOTH method, and
1-(1a p ) 2 for the ALO method. (31b) Table  7 contains the estimated probabilities of correct preliminary test method selection described in Table 6 for the various methods. The estimated probabilities in Table 7 are calculated utilizing the average p s ─ and p ─ a values tabled in Tables 4 and 5. 
Discussion
Preliminary testing methods are recommended that maximize the Table 7 probabilities of correct selection for the SYM and ASY cases. Using this criterion, the BOTH method is preferred for correct t test selection for SYM cases, and the ALO method is preferred for correct MWW test selection for ASY cases. Also, the 5% significance level is preferred for SYM cases, and the 25% level is preferred for ASY cases. Furthermore, the Triples tests are preferred for SYM cases, and the D'Agostino S U tests are preferred for ASY cases.
How then can a single preliminary testing strategy be selected if different strategies, significance levels, and methods are preferred for SYM versus ASY cases?
To resolve this question another preliminary test comparison criterion is introduced.
Preliminary testing methods are recommended that tend to provide equal or nearly equal probabilities of correct method selection for both SYM and ASY cases. Using this criterion with the results in Table 7 , two methods are recommended for preliminary test usage. These are the T(.05) and D(.05) procedures, where both use the ALO method.
The probabilities of correct method selection are 0.920 for SYM cases and 0.775 for ASY cases using the T(.05) ALO method. The corresponding probabilities are 0.789 and 0.843, respectively, for the D(.05) ALO method. No other procedures in Table 7 have this high degree of balance between the equality of probabilities of correct model selection for typical SYM and ASY cases. The T(.05) method is preferred if more emphasis is needed for correct method selection for SYM cases, whereas, the D(.05) method is preferred if more emphasis is needed for correct method selection for ASY cases.
Conclusion One Sample Symmetry Versus Asymmetry Tests
The one sample Triples test is superior to the D'Agostino S U test for the control of Type I error for symmetric cases, whereas, the one sample D'Agostino S U test is slightly more powerful than the Triples tests for asymmetric alternatives.
Preliminary Test Of Symmetry Versus Asymmetry Prior To A Test Of Equality Of Means
The Triples test using a 5% level of significance is preferred if more emphasis is needed for correct method selection for symmetric cases, whereas, the D'Agostino S U test using a 5% level of significance level is preferred if more emphasis is needed for correct method selection for asymmetric cases.
Recommendations
A simulation study examining the characteristics of the use of a preliminary test of skewness versus asymmetry prior to testing H o : µ 1 = µ 2 would be of interest. On the basis of the analyses reported here, the Triples test or the D'Agostino S U test with a 5% level of significance is recommended over the Triples test or the D'Agostino S U test with a 25% level of significance as a preliminary test of skewness versus asymmetry prior to testing H o : µ 1 = µ 2 .
