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We study numerically the formation of Majorana bound states in a finite-size quasi-one-
dimensional square-lattice strip with Rashba spin-orbit coupling, in the presence of a proximity-
induced superconducting pairing and a magnetic field perpendicular to the strip. We take into
account both the Zeeman and orbital effects of the field. First, using the Majorana polarization,
we demonstrate that such a system can host more than one pair of Majorana quasiparticles. We
construct the corresponding topological phase diagram and we conclude that the topological regions
are extended in the presence of orbital effects, however the gap protecting the topological states is
reduced.
I. INTRODUCTION
After the Kitaev’s groundbreaking article on realiz-
ing Majorana fermions in quantum wires,1 various con-
densed matter setups of different dimensionality were
suggested as possible platforms hosting them. While 2D
proposals appeared earlier,2,3 1D setups that were sug-
gested theoretically to exhibit Majorana bound states4,5
motivated numerous promising experiments.6 A typical
1D configuration showing signatures of Majorana bound
states (MBS) is a semiconducting wire with proximity-
induced superconducting pairing, spin-orbit coupling and
a Zeeman field.4,5 These three ingredients are mimicking
a spinless p-wave superconductor thus providing a con-
densed matter emulation of the Kitaev model.
In many previous works the orbital effects associated
with the magnetic field were not taken into account. This
simplification of the problem to the only three afore-
mentioned ingredients is possible in certain situations,
namely, if the wire is very thin and if the magnetic field is
parallel to the axis of the wire. Nevertheless, these condi-
tions can be easily violated in experimental setups where,
first, the Zeeman field contribution can be much smaller
than that of the orbital field,7 and second, some misalign-
ment of the applied magnetic fields is unavoidable. The
corresponding orbital effects have been reported to be
destructive for the Majorana states when cylindrical and
hexagonal wires with different superconducting coatings
were considered,8 or in planar nanowires under certain
conditions.9 However, it was shown that in other situ-
ations orbital effects do not necessarily undermine the
formation of MBS,10,11 and moreover, can favor their
appearance by shortening the corresponding coherence
length.12
In this work we consider the simple case of a pla-
nar quasi-one-dimensional system (a finite-size strip)
with proximity-induced s-wave superconducting order
and Rashba spin-orbit coupling, subject to a perpendicu-
lar magnetic field, for which it was shown that Majorana
states may also arise.13 The perpendicular component of
the magnetic field will produce orbital effects that may
become relevant; some of these effects have been touched
upon in Refs. 9 and 10. We revisit this setup using the
new tool introduced in Refs. 14 and 15, the Majorana
polarization, which allows us to draw some new and re-
markable conclusions.
Thus we first show that in the presence of orbital effects
such a setup may support multiple Majorana modes. We
present also the spatial structure of the Majorana states
and point out drastic differences between different Majo-
rana pairs. While it was demonstrated that due to orbital
effects a cylindrical geometry may support multiple Ma-
jorana modes,16 no situations with multiple modes have
been previously identified in a planar wire geometry.10
Moreover, we show that the formation of multiple Majo-
rana pairs stems from the orbital-induced spatial varia-
tion of the effective superconducting gap that can split
the strip into different regions with topological and trivial
characters.
Second, we construct the corresponding phase dia-
grams as a function of the chemical potential and the
magnetic field. We find that the topological phase in the
presence of the orbital effects is greatly extended with
respect to that obtained in their absence, however the
topological gap is strongly reduced by the orbital effects.
The model Hamiltonian for our system is presented
in Section II, the corresponding methods are described
in Section III, the results and a discussion thereof are
presented in Section IV and we conclude in Section V.
II. MODEL HAMILTONIAN
We start with a simple low-energy model describing an
s-wave superconductor with Rashba spin-orbit coupling.
The corresponding Hamiltonian can be written as:
H =
∫
dp
(2π~)2
Ψ†
p
HΨp (1)
2where Ψ†
p
= (ψ†
p↑, ψ
†
p↓, ψ−p↓,−ψ−p↑) is the Nambu basis,
and
H0 =
(
p2
2m
− µ′
)
τz −∆τx + α(pyσx − pxσy)τz , (2)
wherem is the effective mass of quasiparticles, µ′ denotes
the chemical potential, α the value of the Rashba spin-
orbit coupling and ∆ is the superconducting pairing.
Pauli matrices σ ≡ (σx, σy, σz) and τ ≡ (τx, τy, τz)
act in spin and particle-hole subspaces correspondingly.
In order to introduce an out-of-plane magnetic field
b ≡ b nˆz into the model above we add the Zeeman en-
ergy VZσz into the Hamiltonian in Eq. (2) and we make
the Peierls substitution p → Π = p + eAτz to take
into account the orbital effects of the field. For the lat-
ter we use the symmetric gauge in the following form:
A = 12 (−by, bx, 0). The relation between the Zeeman
and the orbital field is given by VZ = gµBb/2 where g
is the g-factor of the material, and µB = e~/2me is the
Bohr magneton. All physical quantities characterizing
this model, including the energy spectrum, should be in-
dependent of the choice of gauge. Within the symmetric
gauge, Eq. (2) becomes:
H =
[
(px −
eby
2 τz)
2
2m
+
(py +
ebx
2 τz)
2
2m
− µ′
]
τz −∆τx
+ VZσz + α
[(
py +
ebx
2
τz
)
σx −
(
px −
eby
2
τz
)
σy
]
τz
(3)
To diagonalize numerically the Hamiltonian above, we
discretize it on a square lattice.17,18 The problem of gauge
invariance on the discrete lattice in the presence of super-
conductivity is discussed in more detail in Appendix A, as
well as in Refs. [17], [18] and [10]. We leave the full deriva-
tion of the tight-binding form of the Hamiltonian (3) in
the symmetric gauge to Appendix A. Here we only note
that after the Peierls substitution a given wavefunction
acquires an additional phase factor: ψ′ = e−i
e
~
∫
Adl τzψ.
Furthermore, Πxψ can be rewritten as:
(−i~∂x + eAxτz)ψ = e
i e
2~
bxyτz (−i~∂x) e
−i e
2~
bxyτzψ (4)
Note that an analogous expression can be derived for
Πyψ. The final form of the tight-binding Hamiltonian
obtained using the transformation introduced in Eq. (4)
is given by:
HTB =
∑
r
{
Ψ†r
[
− µτz −∆τx + VZσz
]
Ψr
+Ψ†r
[(
t+ i
~α
2a
σy
)
⊗ e−i
eba
2~
yτzτz
]
Ψr+x
+Ψ†r
[(
t− i
~α
2a
σx
)
⊗ ei
eba
2~
xτzτz
]
Ψr+y +H.c.
}
(5)
Here r ≡ (x, y), t ≡ − ~
2
2ma2 , where a denotes the lattice
constant. The vectors x and y represent the unit vectors
in the corresponding directions. To be consistent with
conventions in previous works,13,19 in the onsite term we
have introduced a shift of the chemical potential µ′ by 4t,
µ ≡ µ′− 4t. Since it is easier to work with dimensionless
quantities we introduce H˜TB = HTB/t:
H˜TB =
∑
r
{
Ψ†r
[
− µ˜τz − ∆˜τx + V˜Zσz
]
Ψr
+Ψ†r
[
(I2 − iα˜σy)⊗ e
i
me
gm
V˜Zyτzτz
]
Ψr+x
+Ψ†r
[
(I2 + iα˜σx)⊗ e
−i
me
gm
V˜Zxτzτz
]
Ψr+y +H.c.
}
(6)
whereme stands for the rest mass of an electron, α˜ ≡ ma·
α/~ is the dimensionless spin-orbit coupling amplitude,
and all energies (∆˜, V˜Z , µ˜) are now dimensionless and
expressed in units of t, while x and y are expressed in
units of a.
III. METHODS
In this work fully-open systems are considered, hence
one cannot diagonalize the Hamiltonian using Fourier
transforms. Moreover, in the presence of orbital fields
the calculation of bulk topological invariants cannot be
done straightforwardly. Therefore, we resort to numer-
ical methods for solving this problem, in particular the
use of the MatQ code.20
There are several useful methods of visualizing MBS
in such systems. First, we calculate the spectrum and
look for the zero-energy states. We also study the local
density of states (LDOS) defined in real space as:
ρ(r, ǫ) =
∑
n
〈
ψn(r)
∣∣∣∣ τ0 + τz2
∣∣∣∣ψn(r)
〉
δ(ǫn − ǫ) (7)
The expression above takes into account the LDOS of
electrons and not of holes, since the two are not simulta-
neously accessible in experimental setups.
The most useful information is, however, recovered
using the Majorana Polarization.13–15,19,21–23 While the
LDOS is a scalar quantity, the Majorana polarization
(MP) is a vector quantity since it measures the particle-
hole overlap along with the relative phase between the
electron and the hole components of the wavefunction.
In order to classify a given state as a Majorana bound
state it has to have a perfect overlap of the particle and
hole components and thus have a MP equal to one. Same
as the LDOS, the Majorana polarization is a property of
the eigenfunctions of the Hamiltonian, so it cannot be
extracted solely from the eigenvalues. The MP can be
interpreted as a measure of the Majorana density at each
position.
If we introduce the particle-hole operator Cˆ = σyτy ·K
(K stands for complex conjugation operator), we have
3Cˆγ ≡ Cˆ(c + c†) = c† + c ≡ γ. Thus, the eigenvalue of
Cˆ for a MBS should be equal to one, and more precisely,
for a spatial distribution:13
C =
∑
r
∣∣∣〈Ψ(r) ∣∣∣Cˆr∣∣∣Ψ(r)〉∣∣∣∑
r
|〈Ψ(r) |r|Ψ(r)〉|
= 1 (8)
The summation usually runs along half of the system.
Unlike calculating energies or finding the LDOS, the MP
gives a necessary and sufficient criterion for determining
whether a given state is a MBS or not, thus being a
versatile and indispensible tool for studying Majorana
physics.
IV. RESULTS
A. Quasi-one-dimensional strip
We first consider a quasi-one-dimensional square-
lattice strip of dimensions Lx × Ly = 201× 5 described
by Eq. (2). Subject to an out-of-plane Zeeman field, this
quasi-1D system can enter a topological phase hosting
MBS in the absence of orbital effects.13 We calculate the
sum of the MP for the four lowest energy states and over
half the wire and in Fig. 1 we plot this quantity as a
function of µ˜ and the applied magnetic fields for two val-
ues of the effective g-factor, g∗ = gm/me. Note that for
FIG. 1. Phase diagram in the presence of orbital effects. We
plot the MP as a function of µ˜ and V˜z. The black lines indicate
the boundary of the phase diagram when the orbital effects
are ignored. The g-factor g∗ is taken to be 50 for the left panel
and 10 for the right panel respectively. We consider ∆˜ = 0.4,
α˜ = 0.2.
a large g-factor (i.e., when the Zeeman field dominates
over the orbital effects), the phase diagram acquires ex-
tended topological regions at small magnetic fields even
for VZ < ∆. These regions do not appear in the ab-
sence of orbital effects. Most remarkably, we note the
apparition of regions in which two pairs of MBS arise.
For smaller g-factors the orbital effects are becoming de-
structive, except for the region around µ˜ = 4.
Below we also plot the dependence of the MP with
magnetic field and g-factor for two fixed chemical po-
tentials. For µ˜ = 2 (left panel) we see that for small
orbital effects the topological phase is extended and the
phase with two pairs of Majorana appears, but for larger
orbital effects the topological phase is destroyed, in full
accordance with previous works.8–11,16,24 However, the
topological region close to µ˜ = 3.9 (right panel) is pre-
served for quite large values of the orbital effect (small
values of g). A full dependence on b˜ ≡ V˜Z/g
∗ up to very
large values corresponding to a quantum of flux per unit
cell, as well as the special case of b˜ = π are discussed in
Appendixes B and C.
FIG. 2. The MP as a function of V˜z and the g-factor g
∗. We
set ∆˜ = 0.4, α˜ = 0.2, µ˜ = 2 for the left panel and µ˜ = 3.9 for
the right one.
A typical phase diagram can be divided into various
regions: 0 – the trivial phase with C = 0, denoted in
blue, I – the topological region with C = 1 (i.e. one pair
of Majorana states), denoted in white, and finally, II – the
topological region with C = 2 and two pairs of Majorana
states. Exemplary local densities of states for the latter
case are shown in Fig. 3. The“traditional” pair of states
localized at the ends of the wire survive at low fields and
large g∗’s for an extended parameter range compared to
the case with no orbital effects (the white regions in Fig. 1
are much wider than the topological regions delimited by
the black lines in the absence of orbital effects). The pair
of states localized towards the center of the wire is more
sensitive to disorder since they can hybridize more easily
due to the shorter distance between them; moreover they
do not form if the length of the wire is too small.
In addition, in Fig. 4 we plot the evolution of the spec-
trum with magnetic field when the chemical potential
is fixed. Note how the energies of the lowest-lying four
states merge to zero at some critical value V˜Z ≈ 0.35
marking the transition between the non-topological 0
state and the topological state with two pairs of Majo-
rana. For V˜Z larger than a second critical value V˜Z ≈ 0.4
two of these states acquire a finite energy and merge to
the continuum marking the transition to the topological
phase I exhibiting only the “traditional” pair of Majo-
4FIG. 3. The amplitude of the wavefunction for the four lowest
energy states when these states are MBS. We consider ∆˜ =
0.4, α˜ = 0.2, µ˜ = 3.9, V˜Z = 0.4, b˜ = 0.4/50 and g
∗ = 50.
rana states. In the absence of orbital field the state with
two pairs of Majorana is absent and the two lowest-lying
modes merge to zero and become Majorana for V˜Z larger
than ≈ 0.4.
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FIG. 4. The spectrum (the 20 lowest energy values) as a
function of magnetic field, in the presence and in the absence
of orbital effects (left and right panels respectively). We take
∆˜ = 0.4, α˜ = 0.2, µ˜ = 3.9, g∗ = 50.
B. Discussion
In order to understand better the formation of Majo-
rana states we plot the DOS for the strip in the presence
and absence of orbital effects as a function of energy and
position. If only the SC is present, the system has a
position-independent gap (slightly different from ∆ be-
cause of the finite-size effects) (see the upper panel in the
left column of Fig. 5). If some orbital field is added (but
no Zeeman field) we see that the uniform gap becomes
effectively coordinate-dependent (Fig. 5, upper panel in
the right column). When the actual Zeeman component
is also taken into account along with the orbital field,
the SC gap is reduced due to the Zeeman spin splitting.
Given the spatial inhomogeneity of the effective gap in
the presence of orbital effects, the gap closing caused by
the Zeeman field will occur first in the regions close to
the edges of the strip. For a Zeeman field larger than a
certain critical value this gives rise to two gapless regions
separated by a gapped region in the bulk (see Fig. 5,
middle panel - left column). When a non-zero spin-orbit
coupling is added, these two regions become topologi-
cal, giving rise each to a pair of Majorana states (Fig. 5
middle panel - right column). This corresponds to phase
II (red) in the topological phase diagram and the spatial
profile of the two pairs of Majorana states is also depicted
in Fig. 3
When the Zeeman field becomes larger than a second
critical value the entire strip becomes gapless (see Fig. 5,
lower panel - left column). When a spin-orbit is added
only two Majorana states form, close to the ends of the
wire, same as in the no-orbital case (Fig. 5, lower panel
- right column), corresponding to the I region (white) in
the topological phase diagram.
We should note that even if the topological phase in
which MBS can form is larger than in the absence of
orbital effects, the topological gap protecting them is re-
duced, especially at high magnetic fields where the Majo-
rana states are eventually destroyed. Also they are much
more delocalized than in the case of no-orbital effects (see
Appendix D for a plot of the LDOS in the presence of
Majorana states when the orbital effects are not taken
into account).
While not shown here, we have observed in our sim-
ulations that for longer wires the induced modifications
of the gap by the orbital field may consist of multiple
spatial oscillations. In the data presented here only two
minima of the gap occur close to the edges of the wire,
thus one may obtain at most two pairs of MBS, however,
depending on the size of the system and on the param-
eter values, more than two minima, and thus more that
two topological regions may form in principle.
C. Square system
In what follows, a square system of dimensions 51x51
is considered. In Fig. 6, the topological phase diagrams
as functions of V˜Z and µ˜ are presented for g
∗ = 50. As
depicted in Fig. 6 we first note that, same as in the no-
orbital-effects case, only quasi-MBS exist in this system,
as predicted in Ref. [13]. They are the result of the square
shape of the system, which gives rise to overlaps between
the wavefunctions that describe the MBS. In the presence
of orbital effects quasi-MBS persist only in the region
close to µ˜ = 4, and for low magnetic fields. A further in-
crease of the orbital magnetic field destroys any structure
of the topological phase diagrams.
5FIG. 5. The LDOS (averaged along y) as a function of x
and the energy when only SC is present, ∆˜ = 0.4 (upper
left panel), SC and orbital effects are present: ∆˜ = 0.4, b˜ =
0.3/50 (upper right panel) SC, orbital effects and Zeeman
are present: ∆˜ = 0.4, V˜Z = 0.38, b˜ = 0.38/50 (middle left
panel), SC, orbital effects, Zeeman and spin-orbit are present:
∆˜ = 0.4, V˜Z = 0.38, b˜ = 0.38/50, α˜ = 0.2 (middle right
panel). For the lower two panels we take a larger magnetic
field V˜Z = 0.5, b˜ = 0.5/50 and no spin-orbit (lower left panel)
and α˜ = 0.2 (lower right panel).
V. CONCLUSIONS
In this work, the orbital effects of the perpendicular
component of the magnetic field have been studied for
two planar systems with different geometries: a quasi-
1D object (a strip) and a square system.
In the case of a strip, one recovers MBS for extended
regions of the topological phase diagram. These states
persist even for relatively large values of the orbital mag-
netic field as long as gm/me is relatively large. While
the topological regions are more extended than in the
absence of orbital effects, the topological gap protecting
these states is significantly reduced.
Interestingly, more than one pair of Majorana bound
states can be hosted by the strip. One of the pairs is
FIG. 6. Topological phase diagram as a function of µ˜ and V˜Z
for a square system. We take ∆˜ = 0.4, α˜ = 0.2, g∗ = 200 (left
panel), and g∗ = 50 (right panel).
the ”traditional pair” localized at the edges of the strip,
whereas the other one occurs closer to the middle of the
strip. The presence of a second pair of MBS can be qual-
itatively explained by the fact that the orbital field intro-
duces an effective coordinate dependence into the pairing
term. Therefore, in the semiclassical picture the standard
topological criterion takes a coordinate-dependent form√
µ′2 +∆2(x) < VZ , which in-turn ensures that in cer-
tain parameter regimes the strip we consider consists of
three regions: a topological superconductor on the left,
a normal superconductor in the middle, and a topolog-
ical superconductor on the right. Such a configuration
supports 2 pairs of MBS, one for each of the topological
regions.
For the square system, due to the geometry of the
problem, quasi-MBS appear as low-energy solutions of
the tight-binding Hamiltonian. We find that these quasi-
MBS are less resistant to the effects of the orbital mag-
netic field.
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Appendix A: Mapping the Hamiltonian on the discrete grid
The covariant gauge transformations along the x direction are
Πxψ(x, y) = (−i~∂x + eAxτz)ψ(x, y) = e
i e
~
bxyτz (−i~∂x) e
−i e
~
bxyτzψ(x, y) (A1)
for the Landau gauge and
Πxψ(x, y) = (−i~∂x + eAxτz)ψ(x, y) = e
i e
2~
bxyτz (−i~∂x) e
−i e
2~
bxyτzψ(x, y) (A2)
for the symmetric gauge. On the discrete grid, these map to
Πxψ(x, y) = −
i~
2a
[
e−i
e
~
bayτzψ(x + a, y)− ei
e
~
bayτzψ(x− a, y)
]
(A3)
and
Πxψ(x, y) = −
i~
2a
[
e−i
e
2~
bayτzψ(x + a, y)− ei
e
2~
bayτzψ(x− a, y)
]
(A4)
correspondingly. Above we have used a standard procedure for discretizing derivatives. Translating this into the
tight-binding language implies that the terms containing the x-components of the momentum operator, like the spin-
orbit coupling will acquire a phase factor e−i
e
~
bayτz for the Landau gauge and e−i
e
2~
bayτz for the symmetric gauge.
The kinetic term (corresponding here to the hopping term) contains a second-order derivative and behaves as follows
Π2xψ(x, y) = −
~
2
2a2
[
e−i
e
~
bayτzψ(x+ a, y) + ei
e
~
bayτzψ(x− a, y)− 2ψ(x, y)
]
(A5)
Π2xψ(x, y) = −
~
2
2a2
[
e−i
e
2~
bayτzψ(x+ a, y) + ei
e
2~
bayτzψ(x − a, y)− 2ψ(x, y)
]
(A6)
for the Landau and symmetric gauges respectively. This implies that the hopping terms in the tight-binding Hamilto-
nian will acquire the same phase factors as the spin-orbit terms. Along the same lines we can discretize Πyψ(x, y) and
Π2yψ(x, y). Thus in the symmetric gauge the terms containing the y-components of the momentum will acquire the
phase factors e∓i
e
2~
baxτz instead of e±i
e
2~
bayτz respectively, whereas in the Landau gauge no phase factors will appear
since Ay = 0. Eqs. (A1-A6) allows to conclude that the effects of the orbital field are captured in the tight-binding
form of the Hamiltonian by the introduction of a phase factor e−i
e
~
bayτz in the Landau gauge versus e−i
e
2~
ba(−x+y)τz
in the symmetric gauge for both the hopping and the spin-orbit coupling terms.
7The superconducting pairing term has to be modified as well. The wavefunction is changed in the following manner:
Ψ′(x, y) = e−i
e
~
bxyτzΨ(x, y) (A7)
and the gap should be modified as follows: ∆′ = e−2i
e
~
bxyτz∆. The numerical analysis shows, however, that one
needs to use rather ∆′ = e−i
e
~
bxyτz∆ to preserve gauge invariance in the Landau gauge. The redundant factor of
2 is a drawback of using the mean-field approximation to the BCS theory. The correct expression can be derived
using a self-consistent gap calculation.25 In the symmetric gauge, on the other hand, no phase factors appear for the
superconducting pairing term.
Appendix B: Hoftsatder butterfly
In Fig. 7 we plot the MP as a function of both µ˜ and b˜ assuming that VZ is fixed (not necessarily physical but useful
to understand the effects of the magnetic field when these effects are very large). The resulting structure reminds us
of the Hofstadter butterfly, a fractal structure that appears in the spectrum of 2D systems when an orbital magnetic
field is introduced.
FIG. 7. The topological phase diagrams as a functions of b˜ and µ˜ with a fixed Zeeman field. We set V˜Z = 0.5 and V˜Z = 0.6 for
the left and right panels respectively. The size of the system is 5× 201 for the left panel and 51× 51 for the right one. Other
parameters: ∆˜ = 0.4; α˜ = 0.2.
Appendix C: Special point b˜ = pi
For b˜ = π, one notices how the phase diagram regains some structure and has some similarities to the topological
phase diagram for a one-dimensional system (see e.g. Ref. [21]).
Appendix D: Formation of MBS without orbital field
8FIG. 8. The topological phase diagram V˜Z-µ˜ for a 5 × 201 system for b˜ = π. Other parameters: ∆˜ = 0.8; α˜ = 0.4.
FIG. 9. The density of states plotted as a function of position x and dimensionless energy ǫ˜. The bright spots at zero energy
represent the “traditional pair” of MBS localized at the ends of the system in the absence of orbital effects. We set ∆˜ = 0.4,
V˜Z = 0.5, α˜ = 0.2.
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