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ABSTRACT
We propose a computational framework for ranking images (group
photos in particular) taken at the same event within a short time span.
The ranking is expected to correspond with human perception of
overall appeal of the images. We hypothesize and provide evidence
through subjective analysis that the factors that appeal to humans
are its emotional content, aesthetics and image quality. We propose
a network which is an ensemble of three information channels, each
predicting a score corresponding to one of the three visual appeal
factors. For group emotion estimation, we propose a convolutional
neural network (CNN) based architecture for predicting group emo-
tion from images. This new architecture enforces the network to put
emphasis on the important regions in the images, and achieves com-
parable results to the state-of-the-art. Next, we develop a network
for the image ranking task that combines group emotion, aesthetics
and image quality scores. Owing to the unavailability of suitable
databases, we created a new database of manually annotated group
photos taken during various social events. We present experimen-
tal results on this database and other benchmark databases whenever
available. Overall, our experiments show that the proposed frame-
work can reliably predict the overall appeal of images with results
closely corresponding to human ranking.
Index Terms— emotion estimation, image quality, aesthetics,
image ranking
1. INTRODUCTION
With smartphones and digital cameras being ubiquitous, users now
capture and share a large number of images every day. According
to a recent study, more than 1.2 trillion images were clicked in 2017
alone [1]. As a result, users often end up with a large collection
of images with no good way to organize or navigate through them.
Popular photo managers, such as Google photos and Flickr, let users
organize images based on date, time and several other tags, such as
places or events [2, 3]. This is often done using the meta-data em-
bedded by the capturing devices in the photos, and does not require
analyzing the actual content of the images.
One common reason for accumulating a large number of pho-
tos is multiple clicks (not always very rapid) of the same scene with
moderate changes in viewpoint, scale, illumination, color, pose and
facial expressions (see Fig. 1, Fig. 2). In this paper, we address
the problem of ranking images of the same scene with moderate
changes in order to improve user experience of navigating through
large photo libraries. In particular, we consider ranking group pho-
tos, where two or more people are photographed in the same scene
with moderate changes in viewpoint, scale, illumination, color, pose
and facial expressions. This is a challenging special case of the gen-
eral image ranking problem because it demands fine-grained ranking
of a set of images that may not have significant semantic differences.
In this paper, we propose a group photo ranking framework that
combines group emotion, image aesthetics, and image quality es-
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Fig. 1. Proposed ensemble network for ranking group images.
timated from the image content. Our framework can be seen as a
fusion of three channels of information pertaining to group emo-
tion, aesthetics, and visual quality followed by a ranking network.
Fig. 1 presents the overall idea of our proposed framework. First,
we propose an end-to-end convolutional neural network (CNN) ar-
chitecture, called the saliency-enforced CNN (sCNN), for accurately
predicting group emotion in images. The main idea behind the pro-
posed architecture is to force the network to put more weight on the
salient regions of an image while estimating group emotion. In or-
der to extract aesthetic information from images, we use a pretrained
CNN model [4] that yields an image aesthetics score. A traditional
no-reference image quality assessment method (the blind/reference-
less image spatial quality evaluator (BRISQUE) [5]) is used to obtain
a score for perceptual image quality. After we obtain the scores cor-
responding to group emotion, aesthetics and image quality for each
set of group photos, we accumulate the scores in a single vector and
feed to a ranking network. To this end, we also curated a new group
photo database, called the ranked group photos (rGroup) database,
that contains 70 sets of group photos (each set contains 3 images)
taken during various events (both indoor and outdoor) with varying
number of human subjects. Due to the small size of this database,
end-to-end training was not possible. Hence, we separately train the
group estimation and aesthetics CNN models on relevant databases,
and use the data augmented version of our rGroup database for train-
ing and testing only the ranking network.
The contributions of this work are: (i) A new end-to-end
CNN architecture (the sCNN) for predicting group emotion, which
achieves state-of-the-art performance on benchmark database1, (ii)
A mulitchannel computational framework for ranking group photos
based on group emotion, image aesthetics and image quality. (iii) A
fully annotated database of group photos, and two new metrics for
evaluating ranking performance.
1Code link for sCNN: https://github.com/deciphar/sCNN
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2. RELATEDWORK
In this section, we review the related work on group emotion esti-
mation and image ranking.
Group emotion. Group-level emotion estimation from images is
an emerging topic of research. Most of its development can be
credited to the recent release of large scale group emotion analysis
databases, such as HAPPEI [6] and Group Affect 2.0 [7]. The task
of group-level emotion estimation is more complex than emotion
estimation of individuals due to the dynamic nature of group size,
variability in the individual expressions, context, and the subjec-
tivity in the perception of overall group emotion. Dhall et al. [6]
proposed to estimate a group happiness intensity score using global
and local features. Li and Roy [8] used a CNN to extract individual
facial features and a recurrent neural network (RNN) to select the
salient features to predict the group-level happiness. More recently,
Rassadin et al. [9] proposed to classify a group photo into positive,
negative or neutral categories by first computing holistic features
from the entire image using CNN, and then using them in an ensem-
ble of random forests. Note that none of these models above involve
end-to-end learning.
Image ranking. The existing works on image ranking usually com-
pared images based on aesthetics [10, 11, 12, 13] and visual im-
age quality [14]. Assuming that the modern cameras can capture
high quality images very easily, several recent works propose to fo-
cus on aesthetic cues only [12, 13, 4]. In general, the papers men-
tioned above rely on low-level handcrafted features (hue, saturation,
color) and photography rules, and traditional machine learning tech-
niques, such as support vector regression (SVR). Several researchers
[12, 13, 14] pose ranking as a binary classification task with two
labels: low or high aesthetics. With the introduction of large anno-
tated aesthetics databases [15, 4], deep models are now being used to
quantify aesthetics. Shu et al. [4] developed a deep network for rank-
ing closely related images based on aesthetics alone, and achieved
state-of-the-art results.
3. DATABASE CREATION, HUMAN FACTORS
In order to better understand the factors humans take into account
while choosing one group photo over another, we created a small
database of group photos and collected manual annotation for sub-
jective analysis. We created the rGroup database containing 70 sets
of group photos (each set having 3 images) that were captured within
a short time span. The images exhibit high variability in terms of
context (indoor/outdoor, day/night, formal/casual events), scale, il-
lumination, pose, viewpoint and number of subjects. Fig. 2 shows
sample images from our rGroup database. A list of eight visual fea-
tures that are likely to be important for ranking were selected: group
happiness, occlusion, motion blur, group pose, image quality, face
size, face pose, and eyes (closed or not). We then asked annotators
to rank the images within each set according to their preference. Ad-
ditionally, they were also asked to select the most relevant feature
from the above list which has influenced their decision. We created
a website for automatically collecting the annotations from as many
annotators as possible. After collecting the annotations, incorrect
annotations (e.g. same rank assigned to all images) were manually
discarded. Finally, each image received at least 5 valid annotations.
Final ground truth ranks were assigned based on majority voting,
i.e., given a set, the image with the highest votes for rank 1 was la-
beled as rank 1. In the cases of ties, the authors themselves acted
as additional annotators to break the ties. Visual feature annotations
Fig. 2. Sample images from our group photo database
Fig. 3. Summary of annotator responses on preferred feature for
ranking group photos.
were available for 45 sets only as this was an optional question to
the annotators.
Fig. 3 summarizes the annotators’ responses on the preferred
features for their ranking decision. Clearly, group happiness appears
to be a frequently chosen feature. Among the rest, image quality,
group pose and motion blur are three most relevant features that af-
fects human’s perception. Since motion blur is also a feature related
to visual image quality, we observe that group happiness and im-
age quality are the two most important factors while ranking group
photos. This motivates the design of our model described in the fol-
lowing section.
4. PROPOSED IMAGE RANKING FRAMEWORK
The results in Section 3 informed that the two most frequently used
visual cues for group photo ranking are group happiness and visual
quality. Based on this observation, we now develop a ranking frame-
work that estimates group emotion, aesthetics, image quality, and
combine them for decision making. Fig. 1 presents an overview of
the proposed framework. Below, we describe each part of the frame-
work in detail.
4.1. Proposed network for estimating group happiness
We propose a CNN-based architecture (Fig. 4), called the sCNN, to
estimate a group happiness score from an image. The architecture
forces the network to concentrate on the salient regions of an input
image. This information is provided to the network as an additional
input in form of a saliency map.
Our network takes N training images X1, · · ·XN and their cor-
responding saliency maps S1, · · ·SN as inputs. The saliency maps
are precomputed using a state-of-the-art model [16]. For a given test
image, this network outputs an estimated group happiness score yˆ
Fig. 4. Proposed architecture (sCNN) for group emotion estimation.
and its attention map Sˆ. In order to obtain Sˆ, we first compute the
gradients of all the feature maps A(k) with respect to the final pre-
diction score yˆ i.e., dyˆ
dA(k)
. Then we average-pool the gradients of
all the neurons within a feature map to compute the relative weights
w(k) of that activation map. We then compute a weighted average of
all the activation maps followed by a non-linear activation.
Sˆ = ReLU
(∑
k
w(k)A(k)
)
The regression loss Lreg and the saliency loss Lsal are computed as
Lreg =
1
N
N∑
i=1
‖yˆi − yi‖22
Lsal =
1
N
N∑
i=1
∥∥∥Sˆi − Si∥∥∥2
2
While Lreg helps in optimizing the network on the group happiness
estimation task, Lsal complements it by forcing the network to at-
tend to the salient regions. The learnable parameters Φ : {Φc,Φd}
of the networks are updated as follows:
Φc ← Φc + η(dLreg
dΦc
+ λ1
dLsal
dΦc
) (1)
Φd ← Φd + η(dLreg
dΦd
) (2)
Note that Φc (for the convolution layers) gets updated with both the
losses while Φd (for the dense layers) uses only Lreg (see Fig. 4).
The relative weight of the losses in (1) is adjusted using λ1, and η is
the learning rate.
4.2. Quantifying aesthetics
Recently, Shu et al. [4] have shown that aesthetics is a key factor in
fine-grained image ranking. We adopt their CNN architecture trained
as a siamese network for quantifying aesthetics. Thus our aesthetics
network has the following loss function:
L = Lreg +
λ2
2N
∑
i,j
max(0, α− δ(yi, yj)(yˆi − yˆj)) (3)
where α is a specified margin parameter, and δ(yi, yj) is defined as
δ(yi, yj) =
{
1 yi ≥ yj
−1 yi < yj (4)
4.3. Estimating image quality
For this subtask, we use a traditional no-reference image quality met-
ric, called BRISQUE [5]. It uses natural scene statistics of locally
normalized luminance coefficients to quantify the loss of the natu-
ralness in a distorted image. After extracting various statistical mea-
sures from an image, BRISQUE trains an SVR to predict the quality
score.
4.4. Multichannel fusion and ranking
To combine the information from the three channels (group happi-
ness, aesthetics, image quality), each channel score κc is first nor-
malized to lie between 0 and 1, and then transformed to a 2D vector
κc = [κc, κ
2
c ]. We concatenate the vectors from all the three chan-
nels to produce a 6 dimensional vector κ for each image, which is
fed to the ranking network. We use two ranking methods: (i) a rank
support vector machine (rankSVM) [17], and (ii) a shallow neural
network (rankNet) with the ranking loss. For the rankNet, we use a
ranking loss similar to the second term in (3), i.e.,
Lrank = max(0, α− δ(yi, yj)(yˆi − yˆj))
where δ is defined as before. In contrast to the work of Shu et al. [4],
we do not add any regression loss. This is because our dataset con-
tains relative rank labels only.
5. PERFORMANCE EVALUATION
In this section, we first present the results of the proposed sCNN ar-
chitecture for group happiness estimation. Subsequently, we present
results on group photo ranking.
5.1. Results on group happiness estimation
Database. We use the popular HAPPEI database [18] for evaluating
the performance of our architecture. It contains around 3,000 images
with high variability in terms of illumination and background. Every
image is labeled with one of the 6 discrete group happiness intensity
(0 to 5). The labels are available both for individuals and the group.
Implementation details. We precomputed the saliency maps for all
the training images. We first train the sCNN network only for the
group happiness prediction task i.e., without the saliency branch.
After that, we train the network including the saliency branch, and
update the weights on both the branches. Our network is trained
with λ = 1e−3, η = 1e−4, batch size of 5 and stochastic gradient
decent (SGD) optimizer.
Results. The performance is evaluated in terms of mean absolute
error (MAE). The results are presented in Table 1. The proposed ar-
chitecture outperfornificant margin, and produces comparable result
with the state-of-the-art [18]. The results also shows that the saliency
information helps to improve the overall accuracy significantly.
5.2. Results on group photo ranking
Database. The results are evaluated using the rGroup database. The
details of the database are presented in Section 3.
Proposed evaluation metrics. To evaluate the ranking performances,
we propose two new evaluation metrics: (i) Best image match (BIM)
and (ii) Percentage of swapped pairs (PSP).
BIM (expressed in %) is defined as:
BIM =
total number of true positive pairs
total numbers of sets
where a true positive pair is defined as the pair when the predicted
highest rank image matches the ground truth.
The PSP metric (expressed in %) is defined as:
PSP =
∑N
i total number of swapped pairs in the i
th set∑N
i total number of possible pairs in i
th set
where a swapped pair is defined as follows: Let R(Isi ), R(I
s
j ) de-
note the true ranks of the ith and jth images within a set s, and
Rˆ(Isi ), Rˆ(I
s
j ) be their predicted ranks. If the relative ordering of
R(Isi ), R(I
s
j ) does not match the relative order of Rˆ(I
s
i ), Rˆ(I
s
j )
then this is considered as a swapped pair.
Implementation details. The details of the group happiness esti-
mation channel is already presented in Section 5.1. For quantifying
the aesthetics, we used a CNN network pretrained over the Aesthet-
ics and Attributes database [4] in a siamese fashion. AADB is a
large database with over 10k images, where each image is annotated
with aesthetic quality ratings and aesthetics attributes. To choose
among the various image quality estimators available, we ran mul-
tiple experiments and based on the results we select BRISQUE [5]
as it yielded the best result on the validation set. The BRISQUE
scores are unbounded. We normalized them to lie between 0 to 1.
Two ranking approaches were used: rankSVM and rankNet. In
both cases, we use a 5-fold cross-validation scheme. The proposed
Table 1. Group happiness estimation results on HAPPEI database.
Method MAE ↓
Mean emotion [18] 0.57
Dhall et al. [18] 0.38
Proposed without saliency 0.42
Proposed sCNN 0.39
Table 2. Group photo ranking performance on rGroup database.
Method BIM ↑ PSP ↓ Corr (ρ)↑
Avg. human performance 74.00 7.95 0.93
Individual channel
Group happiness (sCNN) 27.14 39.70 0.21
Aesthetics [4] 37.10 27.80 0.52
Image quality 47.14 22.04 0.65
All channels
Mean pooling 40.00 22.61 0.63
Max pooling 41.40 27.85 0.52
rankSVM 48.60 21.85 0.69
rankNet 52.38 18.00 0.69
rankNet consists of a pair of two fully connected neural networks,
where each network has the following four layers - linear (3 × 3),
ReLU (3 × 3), linear (3 × 1) and ReLU (1 × 1). The two net-
works are combined and trained as a siamese network using the
loss function given by Eq. (4). In each experiment, we trained the
network for 100 epochs with a learning rate = 1e−5, batch size = 5.
Results. Table 2 presents all results on group photo ranking on the
rGroup database. Overall, rankNet shows the best performance in
terms of the BIM and PSP metrics, while rankSVM performs the
best in terms of correlation (ρ). The superior performance of the
rankNet can be largely attributed to the non-linearity of the rankNet,
while rankSVM being a linear function. The results are compared
with human performance and random chance. We also investigated
the performance of each channel for the overall ranking task using
three evaluation metrics, and observed that the image quality channel
performs the best. Simple feature pooling techniques were also used
to predict the ranks, i.e., without rankSVM or rankNet. For these
experiments, either the max of the 3 values (max pooling) or the
average of the 3 values (mean pooling) were used as the final score.
6. CONCLUSION
We proposed a computational framework for ranking group photos
with moderate variations in illumination, scale, viewpoints and even
group size. Our framework is an ensemble of three channels that
extract emotion, image quality and aesthetics from images. We pro-
posed a new architecture for group happiness estimation, and the
overall framework for image ranking. We also created a labeled
database, and proposed two metrics for evaluating ranking perfor-
mance. The proposed ranking framework achieves high correlation
with human perception, and outperforms existing works involving
a single channel. Future work will be directed towards building an
end-to-end network with evaluations on a larger database.
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