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第1章 序 説
1本 書 の 構 成
は じめに本書 の構 成 と扱わ れる問題 の範囲を述べてお こ う.統 計学にお
ける漸近展 開に関す る研究 は,長 い歴史 と広範 な研究領域を抱 えてお り,
その全 容を展望す ることは,本 書 の よくな しうる ところでは ない.し か し
視 野を計量経済 学 とその隣接す る分野 に限定す ると,そ の歴史は比較的浅
い(こ の分 野が本格的 に発展 し始 めた のは,よ うや く1970年代Y'入ってか
らの ことである)の で,あ る程度の展望を得 ることがで きる.事 実,展 望論
文 も2～3著 わ されていて,た とえぽ,Phillips(1980)の第3節,Ander-
son(1980),Mariano(1982),Taylor(1983)などがある.Taylorの論文
は,批 判的 な展 望であるが,そ れ には,い くつかの反 批判的 コメン トと多
数 の参考文 献が付 随 してお り計量経済学Y'.ける漸近展開の最近の研究動
向を知 るためのひ とつの清報 源 ともな っている.歴 史が浅い とはい え,こ
の分野における研究論文 はか な りのY'の ぼ り,現 在 もその数は増加 しつ
つあ る.そ れ らは大別す る と同時方程式 に関連 した もの と,他 の計量 経済
学的モデルに関連 した もの とに分 ける ことがで きよ う.こ の2分 法に従え
ば,本 書は後者に属す ることにな る.
第1章2節 では,以 下 の章 において しぽ しぼ使用 され る,エ ッジ ワース
展開を得 るためのス カラー統 計量 に対す るSargan(1976)のアル ゴ リズ
ムを述べ る。それは,0(T曽1)まで のエ ッジワース展開式に現 わ れ る 多
数の項 を,エ ッジワース係数 と呼 ばれ る係数 にま とめ,そ の係数を機械的
に計算すれ ばよい よ うに導出をル ーチ ン化 した ものである.次 いで3節 に
お いて この アル ゴ リズムを,ベ ク トル統計量 の場合 に拡張 した型を導出す
る.さ らに4節 では,漸 近展開におけ るいわゆる妥当性(Validity)の最近
の研究動向 について も簡 単に言及す る.
第2章 では,ZeUner(1962)が提示 した見かけ上無相関な回帰モデル
(Seem三nglyunrelatedregressionmodel,以下ではSURモ デル と略記す
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る)と して知 られ るモデルにおいて,回 帰 方程 式が2つ の場合:
yi=xiPi+ul
.Yz=xzRz+uz
を扱 う(こ れは行列 によって表現 されてい るが,そ の詳細な定義は第2章
で示 され る).こ こに第1式 はkl個 の,第2式 はk2個 の 説 明変 数を も
ち,観 察値 の数 は両 式 ともT個 とす る.こ の2つ の式 は見かけ上無相関
であるが,撹 乱項ベ ク トルulとu2の 同期 の値uirとuzrは 相関を持つ
と仮定 され る.そ して,ゼ ルナ ーの制約 な し推 定量(ベ ク トルの場合)の
分布 の漸近展開 を与 える.2章 では他 の論 文で得 られて いる結果 との関連
について も述べ る予定で ある.さ らにKariyaandMaekawa(1982)に・よ
って得 られた漸近展開 に よる分布の近似誤 差の限界 を紹 介す る.ま た第2
章 の補論 において特性関数の反 転に必要な2,3の 公式 を示す.
第3章 ではSURモ デルにおけ る異 なる方程式Y'現われ る説明変数Xi
とX2の 相 関が制約 な しゼルナ藁推定量 に与 える影響を論 じる.初 期 の
SURモ デルに関す る研究にお いてはX1とX2は 直交す る と仮定 されて
いたが,そ の仮 定の及 ぼす影響を調べ るこ とで もあ る.
第4章 においては・SURモ デルに対す るTelser(1964)の推 定量 を単純
化 した ものを扱 う.ゼ ルナ ー推 定量 は,uirとuaeの相 関が高い ときに有
効性を増す ことが知 られてお り,そ の相 関が低 い ときは単一 方程式に対す
る1最亅2乗 推定量のほ う炉効率が良い ことが知 られ てい る.単 純 化 された
Telser推定量は,その相関の大きさが両極端の中間にあるときに有効性が
高いことが,漸 近展開の結果にもとつ く数値計算によって示される.、
第5章 では,SUR`モデルにおける係数の1次結合の有意性検定のため
の 距検定量を,標 準回帰モデルにおけるそれ とのアナロジーにより定 義
し,その分布の漸近展開を求める.その結果にもとついて数値 計 算 を 行
う.そうして方程式間の撹乱項の相関が,検 定に与える影響 と推定に与x
る影響が必ず しも並行的でないことを示す.
第6章 は,一般線型回帰モデルにおける一般化最42乗 推定量の3次 漸
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近有効性について論 じる.そ こでは,撹 乱項の分散共分散行列の推定法の
相違は,係数の推定値の3次 の有効性に効果を持たないことが示される.
一般論を述べた後に,い くつかの計量経済的な回帰モデルにおける最尤推
定量を含む代表的な推定量め比較を行 う.
第7章～第10章においては,Sarganのアルゴリズムによる時系列的回
帰モデルにおける漸近展開が扱われる.第7章 ではAR(1)モデル
yt=ay,_・+ur,ur～iidN(0,62u)
を扱 う.この章では,Sarganのアルゴリズムを最尤推定量へ適用する方
法(Tanaka(1984a))を紹介した後,次 の2つ の場合におけ る漸近展開を
求める.ま ず最初に α と62uを未知パラメータとする場合の α の最尤
推定量 α の分布の3次 までの漸近展開を求める.次いで62uを既知 とし
た場合の α'の最尤推定量についても同じオーダーまで分布を求める.こ
の計算の副産物として2つ の分布はこのオーダー1まで一致することが示さ
れる.こ のモデルにおける α の各種推定量の漸近展開は,す でY'いくつ
かの論文で,そ れぞれの方法によって導かれている.この章では,そ れら
の諸結果のあいだの関連 につい て言及する.さ らにこの章の補論 におい
て,時 系列モデルにおける漸近展開においてしばしば必要とされる留数計
算の例題による解説が付加されている.
第8章 ではAR(1)モデルにおけるい くつかの予測量の分布の漸近展開
を導出し,予測量の比較を行 う.その際,時系列分析における慣用的な仮
定,す なわち推定に使われるサンプルと予測Y'使われるサンプルは独立で
あるとい う仮定は用いない.実際にはこの2つ のサ ンプルは独立ではない
ことが多いからである.
.第9章 では・ARMA(1・1)モ デルに外生変数が1つ 追加 された モデル
y:=αツ,_1+βη+ut+rur_1,%,～iidNて0,62u)
を扱 う.そ して α と β の最小2乗 推定量 の分布 の漸近展 開を求 め る.そ
の結 果は非常 に複雑 なので,数 値計算 とその グラフに よって,ま た上 のモ
デルを さらに次数 の低 いARMAモ デルに 単 純 化す る ことに よって結果
の解釈 を行 う.
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ARMAXモ デルに関す る漸近展開 においては,外 生変数Xが エ ッジワ
ース係数に含 まれ る.そ のためエ ッジ ワース係数を モデルのパ ラメータの
みを用 いて明示的 に表現す ることはで きない.し か しXの 生成過 程にパ
ラメ トリックな仮定を置けぽ,エ ッジワース係数 をある程度 まで 明示的 に
書 き表 わす ことがで きる.そ のために必要 なあ る種 のキ ュムラ ン トの スペ
ク トル表現 に関する補題 が,こ の章 の2節 において提示 され るド
第10章においては,ARMA(1,1)モデルに一般 にk個 の外生変数 が追
加 された場合を扱 う.こ のモデル におけ る ッ酎 の係数 α の最小2乗 推定
量 α は,あ る種 の2次 形式 の比 として表わ され ることY'着目して,α の
分布 の3次 まで の漸近展開を求 め る.α を2次 形式 の比 と見 なす ことに よ
って,エ ッジワース係数 の式を書 き下す ことが可能 になる.し か しその式
は複雑 であるので,こ こでも数値計算 とその グラフ化お よび モデルの単純
化な どを とお して結 果の解釈 を試 みる.
2Sarganの ア ル ゴ リズ ム
Sargan(1975)は,極限分布が正規分布であ るようなか な り一般的 な推
定量 のク ラスY'対し,そ の標本分布のエ ッジ ワース展開の アル ゴ リズ ム と
それに対す るValidityをかな り一般的 な状況の もとで論 じている.ふ つ
うあ るパ ラメータ β の推定量 β と真値 との誤差 β一β は,い くつかの
基本的 な標本モ ーメン トg1,4z,…,qmの関数 として表わす ことがで きる.
以下ではそれをeT(4)で表わ し,誤 差関数 と呼ぶ ことYrする.こ こにT
は標本サ イズ,ま た9=(Q1,Q2,…,Qm)'である.Sargan(1975)は・ベ ク
トル4が4=(p,w)と い う型に分割 され,ρ はwと は統計的 に独立 に正
規分布に従 う場 合を扱 っている.さ らに1/Twは 全ての次数の有界 な モ
ーメ ン トを持つ こ とが仮定 され る.通 常 ρ は1次 の,wは2次 の標 本 モ
ーメン トであ る場合が多い .さ らにその論文 ではeT(4)に関す るい くつか
の正則条件が仮定 されてい るが,そ の中でValidityの証 明において重要
な役割 を果す仮定 は,eT(4)は4=0の 近傍 で十分 なめ らか である こと
(smoothnessの仮 定)と その逆関数が存在す ること(invertibilityの仮定)
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の2つ で ある.こ の論文の特 徴的な点 はeT(4)のモー メン トが存在 しない
場合 にも,漸 近展開が成立す ることを示 している点 であ る.さ らV'この論
文は応用例 として,ラ グ付 内生変数を含 まない場合 の同時方程式におけ る
2段 階最 小2乗 推 定量 に 対す る 彦一検定量の標 本分布の グラみ=シ ェ リエ
展 開を求 めてい る.誤 差 関数 がeT(p,w)とい う型に書 くこ とがで きる例
は,他 に ラグ付 内生変数 を含 まない2段 階最小2乗 推定量,第2章 で扱わ
れ る制約 なしゼルナ ー推定量 な ど多数の例が存在す る.
上 の論文 は,Sargan(1980)によって極限分布 がX2分 布に従 う場合 の
検定統計量 の漸近展開へ発展 させ られてい る.し か し本書ではその問題
は扱わ ない.
ところが,ラグ付 内生 変数 を含 む同時方程式や,時系列 モデルY'関連す る
推定量 の場合 には,誤 差関数 におけ る確率ベ ク トルqを,統 計的 に独立な
2つ の グループに分割す る ことが,一 般 にはできない.Sargan(1976)は
Chambers(1967>の結果 を応用す ることに より,そ の よ うな場合 におけ る
eT(4)の分布のエ ッジワース型 漸近展開の公 式を与 えた.Chambersは多
次元 の統計量を扱 ってい るが,Sargan(1976)は1変量統計1/TeT(4)に
限定 した うえで,そ の0(T-1)までの分布 の展開公式を表わ した.そ こで
は,エ ッジ ワース展開に現われ る多 くの項 が10個の係 数に公 式 としてま と
め られてお り,そ れ らの公式を計算す ることに よってエ ッジ ワース展開が
計算 され る.Sargan自身 は,こ の アル ゴ リズムのValidityY'関しては,
ご く簡単 に しか述べ てい ないが,Phillips(1977c)はか な り一般的 な条件 の
もとで,そ れを数学的に厳密Y'証明 してい る.そ の証 明はSargan(1975)
の枠組 に依拠 してお り難解 であるが,要 点 は次の3つ の仮定にあ るといx
よ う.す なわち第1はeT(4)のsmoothnessとinvertibilityを仮定する
こと,第2は,/Tqのk次(ん 冫2)の キ ュムラン トの大 ぎ さの オーダー
(orderofmagnitude)を0(T1-&¥2とす るこ と,第3は4の 分 布 自 身
Validなエ ッジ ワース展 開を持つ とす る ことの3点 であ る.し か し具体的
な問題 に即 して,そ の証 明の前提 とな るい くつか の正則 条件 が満 たされる
か どうか を検証す る ことは容易で はないか もしれない.
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Sargan(1976)はエ ッジ ワース展開を次の よ うに求 めた(以 下,eT(4)の
添字 丁を省略す る).誤 差関数e(4)においてe(0)=o,E(4)=0となる よ
うに調整 され ている とす る.e(4)を9=0の 回 りでテイ ラー展開す れば
1/Te(・)一ガ(etq;+去卿 ・+青・融 ・')・P(T-・/・)
=ei4.i・,1
,/T・・轟 ・16T・鋤 覈 易 …(T-ai・)(・)
を得 る.こ こにテンソル和の慣用 表現が用 い られている.す なわ ち同 じ添
字を持つ要素 はその添字 に関 して和が と られてい る.た とえば,e;q;は
Ee;4;を意味 してい る.た だ し
3-i
e;一∂e(°a
q;)・e;k-ate(°)aq;agk・・廻 一∂ 3e(°)q,agkaqr
(e(4)の4;,qk,4rに関す る偏微係数のg=0に おける値)であ る.また4i=
ノ乃 ゴ と定義 され,4;=0(1)でか つ4iの キュムラン トは上に述べた大
きさを持 ってい ると仮定 されてい る.
い ま4の 分布 関数をF(9)乏 し,ノ π(4)の特性 関 数 を λ(彦)とす る
と,定 義 よ り
λ(彦)=E{exp[iti/Te(4)]}
であ…(の に(1)を代入し 級獺 開 ・常 一1轡 か 一う を用い
・(・)一∫・・p(ite;q;)[・+、チ7磁 ・舌 ・・繭
t2
8T(θノkqゴ9差)2]dF(q)・・(T‐sis),
「φ(teo)一、審τ 輪 一壼 〃φ加 満 鱗 婦 ・(四
(2)
と 展 開 さ れ る.こ こ にeo=(el,e2,…,em)'であ る.ま た こ こ で,
φ(to・〉=rexp(itetq;)dF(4)・B;=te;
φ・一 ∂鞴1)・ φ・一 灘 謡 ・φ伽 一議 綸
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を 定 義 す る.こ の と き,ψ(θ)=109φ(θ)と お け ば
φ(θ)=eXP{lo9φ(θ)}=eXP{ψ(θ)}であ る か ら,
φ(θ)=exp{ψ(θ)}
一 ・xp(
2Y'lkelek+青ψ〃 ・・θ・θ'+憂ψ'　θ'・ke!・・+・う
一 ・・p(12"1ke7ek)[・+÷ψ・・'・;BkB'・或 ψ・　 θ・θ・θ'・n
+172(y'jkl・・θ・θ')・]・(T-s!2)
と展 開される.し た がって φ(θ)の偏微係数 は ゴ
渉 鬻 一・xp(去ψ・kejek)[y'ab・嫌 θ・+
1
6(`Yab+Y'ajBjY'6kek)ψ・〃・;eke,・伽 θ・+
1
2(卿 ・・1θ・ '・Y'b7B7`f'akf・ke!)]/π・ ・(T-・/・)
1
T、 櫞 、-exp(12"7kelek)[螂婦+幅 ・θ・+
y'bcy'age.1十ψσcψうゴθゴ]/T十 〇(T-a/2)
}∂ θ齢 鉱 一p(1,r12Y'7ke7ek)[卿・・卿 ・ψ・・θ・+
ψσゐψ厚θノψ4ゐθ々 十y'aty'6jejy'dkek十
ψ44ψわゴθゴψckek十ψわcψゴノθゴψ4 θ々々 十
ψ西4ψ4ゴθ,ψ罐θ々 十y'cdY'ajBjY'bkek十ψ4わψご4十
ψ。,ψ囲+ψ 。、ψう、]/T+0(T-3/2)
に よ ら て 近 似 さ れ る.こ こ に
ψ・一 鬻 ・蜘 一、1;綸 ψ・… 一∂θ、嬲 診θm(・)
である.こ れ らの偏微係数 は,言 うまで もな く,キ ュムラン トに(の 距を
乗 じた もので,キ ュムラン トその ものではない.し か し本書 では,便 宜的
にこれ らをもキ ュムラ ン トと呼ぶ こ とがあ る.も ちろん ψ(θ)が,4の 積
率母 関数 に よって定義 され るときは,上 の偏微係数 はキ ュムラ ソ トそ のも
のであ る.こ れ らの偏微係数を(2)式に代入 して整理す れば,a(t)は
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・(の一ビ垂`㌔2{・一 、箏 ヶ'-t2(,警参+a,2T+a2a8T・券)
・t・al_6,傷)一
一1-t4a2_aal°_iala4_as_aaaa_ae
242,/T12,/T6T4T2T
8ra12_2°.'la3_a32/1¥+t
¥72121/T8T)}+oT一
と麒 される・ここに ωろα・…・α1・を欺 のよ竺 糠 されゑ騨 鳩 以
下 これらの係数をエッジワース係数 と呼ぶ.
2G!‐ ‐Y'jkejeka2‐Y'jklmeleke/em
α1=ψ ノk'e;eke,α4=ψ 〆 ゴゑ
α3=rje7kYkα6=ejklrjrkrl
α5=S;ke;kα8=rjejk/klelmrm
a,=θ舜1ψゴ差γ'aio=7iei .aQk
α=ψ 加 θノ差ψ〃θ'海
ra=ψ4ノθノ,RQ=ψ αノkeゴθ々 ,δ4西=ψ 召うゴθタ.
こ こ で 標 準 正 規 分 布 の 密 度 関 数 と そ のr次 の 導 関 数 を そ れ ぞ れ2(z)
ゴω(.z)と す れ ば
盞 ∫ン`銑 噸 一・㈲(反 転公式)
1°°
2nr_　(it):rm-rezerrzdt-(一・)r(吉)s+1i(r)㈲
(反転公式の両辺をxで 微分)
が成立するから,これ らを用 いて2(のを反転すれば ゾ77(4)の分布関数
の0(T-1)までの近似は
・(〆7セ(4)〈x)一・㈲ ・(、蕩)(m/i¥w/
+races+a,+a4z+a'1rlicv(x2
,/T2T8T4T」¥wz/¥m/
一(aal
6+,券)(Is-yca)w/(xw)
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(a2ialaiala4asa3a4_as+
¥242,/T12,/T6T4T2T
・(一毒 ン…㈲
一(als
72--Z-XI-Xg-X3212,/T8T)(÷ン㈲㈲(・)
として得 られ る.こ こに1(・)は 標 準正規分布 の分布 関数 であ る.こ れが
Sargan(1976)が求めたv/Te(4)の分布のエ ッジ ワース展開のm公 式で
ある。 この式 に虚数単位iが 現われて いるが,そ れ らは ψブ,y'jk,ψ卅脚、に
含 まれる2と の積 にな ってい るので,展 開式の右辺 は実数値 を とる.こ こ
で さらにPhillips(1977b)に従 ってエ ッジワース係数を次の よ うにま とめ
る.
・・e、
。-Xq.,/T・Z-Xl6u,3・,。-Xg3,/T
Ci-一÷ 〈、傷 ・ 券 ・a248T+a94T)
+÷(-X2Z-XI°242
,/T-iala4asa3a412,/T6T4T-a$2T)
+夢(als72-2°.'L-Xg-X3212
,/T8T)
cl
cua¥t61+2i/T/
__1azZai°_Zaiaa_as_aaaa_aelcg
w4¥242,/T'12,/T6T4T2T1
一 畏(a122Q・la3a.32
72121/T8T)
CS-÷(詈 畿 嘉 〉(・)
こ れ ら のCp,C1,…,CSを 用 い る と(4)は,次 の よ うに な る.
・(1/Te(・)〈x)一・㈲+2(xw)・{Cp+C1㈲・C・㈲2+Cg(xw)3
W
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上 の結果 を用 いれ ぽ,考 察の対 象 とな る統 計量 が与 え られた とき,そ の
分布 のエ ッジ ワース展開 は,エ ッジワース係数を計算す るこ とに よって求
め ることがで きる,具 体的 にその手続 きを箇 条書 きすれ ば
〔1〕誤 差関数e(4)を構成す る基本的 な確率変数ベ ク トル4を 定義す
る.そ の ときE(4)=0,e(0)=0とな るよ うに調整 してお く.
〔2〕e(4)を9=0の 回 りで テイラー展開 してe;,e;;,e,;k,を求め る.
〔3〕g1,Q2,…,Qmのキ ュムラン ト母 関数 ψ(θ)を導出 し,ψノ差,ψ躍,
y'jklmを計算す る.
〔4〕〔2〕と〔3〕の結果 を使 って エ ッジ ワース係数を計算す る.
過程〔4〕において一般 にはeik,eiktとy'jk,ψ廻,y'jk/mの積和を明示的 に
計算で きない こ とが少な くない.そ の よ うな場合 には,積 和を とるところ
は数値計算に頼 ることにな る.特 殊 な場合 には,第7章 におけ るよ うにキ
ュムラン トを留 数計算 を用 いて近似す ることに よって,エ ッジワース係数
をパ ラメータに よって明示的 に表 わす ことがで きるこ ともあ る.そ の よう
な近似を行 う場合,0(T-1)までのエ ッジ ワース展開 を得 るた めVこは,α1,
…,α10の計算 においては,キ ュムラ ン トは最高次数の項 だけを計算すれ
ば よいが,ω2の 計算 にあた っては ψ`ゴの第2次 近似 の項(0(T-1)の項)
まで計算 しな くてはな らない(第7章 参照).
なお以上の議 論において,4の 特性 関数 が用 い られて いるので,虚 数単
位 ゴが表現の中 に付 きまと う.実際 にエ ッジ ワース係数を計算す る場合に
は,4の 積率母 関数に もとつ くキ ュム ラン ト母関数 ψ(θ)を用 いても よい.
そ の場合,y'jk,ψ〃,y'jklmはキ ュムラン トその ものであ る.ま たその とき
エ ッジ ワース係数 ω2は,ω2=ψノ酌砺 と変更 され る.ま た係数Cp,C1,…,
CSは次の よ うに改め られ る.
‐a4ala3
2m,/T6cu32w31/T
2
cl
u,2¥2,/T+2T+8T+4T1
3同 時 分布 へ の拡張 一11-
3azai°aiaaasasaaae1+
m424+2,/T+12,/T+6T.+4T+2T/
Ic」(-X12ala3.as21
ms¥72+12,/T+8T.1
Cg-一÷(al6+a32
,/T)・
Cg=一鑑+,ai°
,/T+論 ・as6T・-XglX44T+-Xg2T)
1°ral$.+
ms¥72・ 、alai2,/T+-Xg28T
Cg-一÷(ala72・器 ・a3s8T)・(・)
本書で は,以 上匸1]～[4]の計算をSarganのアル ゴ リズム と呼 ぶ ことに
した い.夲 書の第7～ 第10章において,こ のアルゴ リズムが具体的問題 に
応用 され る.と ころで この方法は,ス カ ラー統計量 に対 して提 案され てい
るが,そ れを多変量の場合に対 して形 式的に拡張す る ことがで きる.次 節
にそ の拡張を示そ う.
3同 時 分 布 へ の 拡 張 ・
この節 では,Sarganのアル ゴ リズムを同時分布 の場合 に形式的 に拡張
す る.い まn次 元確率変数 ガ=(戸1,P2,…,ρ。)のm個 の関数 を&(ρ),
Cz=1,…,m)とす る.こ こでE(ρ)=0と す る.さ らに&(P)を 要素 に
もつベク トルを'
Gノ(p)=(9、(p),92(ρ),,…,gm(p))
とお き,G(0)=0である とす る.こ の関数c(ρ)と しで,後 に推定量 の
真値 か らの差 θ一θを対 応 させる.す なわちG(ρ)=θ一θ.この とき,し ば
しば,,/TG(ψ)=〆T(θ一θ)のテイ ラー展開が必要 にな る.こ こでg`の
pに 関す る導関数を ρ=0で 評価 した ものを要素 とす るベ ク トルを
Gノ ー(纂 一ageap
;・ ・、 諭)D_。
Gノ ー(轟 ・a2gti,ap;ap;… 轟)P=。
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G,;k・e(∂391∂392-.∂9gM∂'p
;∂'ps∂pk'∂'p;∂pノ∂P々',∂'ps∂ ρノ∂'pk)?=0
2,ブ,k=1,2,…,n
と表 わす.そ うす るとベ ク トル値 関数1/TG(p)の 原点p=0の 回 りで
のテイ ラー展開 は,
,%TG(の一〃{写Gρ 汁 蜘 α・ρ・ρ・+16、斈、α・ψ畝+・ ・}
一{琴G・・+
2ラァ 君G蘭 ・古 、忍q・・騨 ・+一}
と表わ され る.た だ しここでx;=,/Tp;とおいた.こ こで も Σ 記号 を省
略 した テンソル和表現 を用 いれ ぽ.,/TG(x)の特性 関数 は,
φ(5)=E{exp(is'1/TG(x))}
=E{・xpi・'(G;x;-1-2G;px;x・/〃・6Gt;kxtxfxk/T+・・う}
-E{・xp(2S・G;x;)[・+
,彡量G・蘭+轟G・ ・糊
一
、1T(・'Gcixix;)・+…]}
の よ うに書 くこ とがで きる.こ こで
・② 一∫・xp(is'G;x;)dF-∫・xp(幅)dF
と お く.た だ し2'=(5'G1,S'G2,…,5'G那)であ る.こ の と き
嬲 一 一 ∫・xp(iz;x;)x;x;dF
農 謬。、一 ∫・・p(iz;x;)(-Z)x;x;xkdF
等の関係を用いれば,
φ(・)一・(・)一、蕩 嬲q・ 一謙1飄G・
i
8T、 。鬻 、z,・'G…'G〃・・(T-a!2)(・)
と表 わされ る.さ らに ψ(z)=109(0(z))とおけば
の(z)=exp(lo90(z))
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一・・p(告艢+を ・繭 ・・+翕ψ磁 ・画 ・・う
と展開 され る.こ こに ψfノ,y'ijk等は ψ の偏微係数を原点 で評価 した もの
であ る.し たが って0(z)の 微係数 は,キ ュムラン トY'よって次 の ように
表現で きる.
諤 甥 為一・・p(去ψ,・・、・){一蝋 ・痴
+t6(TQb+蚋 無)Y'jklzjzkz!‐Z(I」abj'Zj
+i2(ψ。,2ゴψ占漁2'+ψ5/zノψ。々 ,zkz,)}/瓜・(T-3!2)
1
T、 叢 裟 一・・p(一去 締){細(ψ ・…)(個
一 ψ。ゐ(ψ、ノ驚ノ)一ψ。。(ψ西ゴ之ノ)-y'bc(ψ。ノ2ノ)}/T+0(丁 一百)
1
T、 覊 霧 、。广 ・・p(一去ψ、・恥){(卿(姻(偏)(ψ 瀚
一y'ab(ψうノz,)(ψ、差2々)一ψδ,(ψ。ノ2ゴ)(ψゴ々 2ゐ)
一ψ。、(ψゐノzノ)(ψ々42∂一ψわd(ψ。ノzノ)(ψ。轟)
一ψ。δ(ψ,,2ノ)(ψゴゐ2々)-y'cd(ψ。ノ2ゴ)(y'bkzk)
十y'aby'cd十ψ。。ψうd十ψ。♂ψδ,}/T十〇(T一誓).
上 の 表 現 は,2節 に お け る 表 現 と形 式 的 に は 全 く同 一 で あ る が,本 質 的 な
相 違 は,こ こ で は,同 時 分 布 を 扱 っ て い る の で,z、 の 意 味 が 異 な っ て い る
点 で あ る.z、 に 関 す る 上 の 表 現 をSaに 関 す る 表 現 に 直 せ ば,
ψξゴ2`2,=Σ5、5わψ`ノα(のGノ(b)
ψ∫,々2∫2,2々=Σ∫。5占5、ψ`,ゐq(のq(b)Gk(の
6.6.a
の ように書 ける.た だ しG;(の はG;の 第Q要 素 である.こ こで0(z)
の微 係数を上 の よ うに,キ ュムラン ト ψ`ノ,ψ崩,ψr/k/によって表現 した結
果 を(8)に代八 して整理すれ ば,最 終 的に
φ(・)一・xp(一柵 鞠)[・+、 落 一
一S aa.b・b{asfa,6>2,/T+α秀墨う}+a4fa)a4(b)gT+an(e,b)4T}
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一儒 蝉{ ・α1鶚砺∂+a3(a,b,c)2
,/T}
㌔ 瀛 聯 績 觚 卿 ・+,渉 触 ・…
11
+12
1/Ta・(a,b)a4・rid)+6Ta・・・・・・…
+、1T… 。・・a4・。 ・+、1T…,b,c,d・)
一
,羣多(義偽一 一 ・+・1
・ 、参 觚 艪_・)]・ ・(尸 め
となる.こ の式を反転す るこ とに よって,LTG(x)の 密度関数の0(丁 一1)
までの展開式が次の ように得 られ る.す なわち
∫(・)・、渉 Σ徽ωHω
・EH(a
a.b.b・{欝+α 勞 ゐ'+呶§整 う'+α劉
al(a
,b.c)a8(a,b,c)
a.b.e
㌔Eb.o,H(a,b,c,d)124x2(a,b,c,dd・+、1,/T・一 ・・
1齒 ∴11
+・2〆7α1・ ・… α・1・+6Tα6「 一'+4Tα3`・ ・ωα4喇
+12T・ ・一 ・}
+
。.Eb.s.d,.Hta,b,qd,e,j).f{172・・叫 ・・α一 ・
+、12
,/T・ ・fa,6,c)≪341,e,」・+、1T・ 一 α一 ・}+・(3丁一百)・(・)
ここに Ω=[ω2(Z,J)],Z(θ)は共分散行列Ωを もつ多次元正規分布の密度
関数,す なわち,
i(・)一(滅 Ωiexp(12・,Ω吻 ・
3馳同時分布への拡張 一15-
・鵡 砺 一 ∂i(Bae
a)・H,a,b,一驪 ・職 ・…の一∂θ嬲,.
等 で あ る.ま た ω(.,.),a;(_)は,次 の よ う に 定 義 さ れ る 係 数 で あ る .'
α・・卿 ・=ψ・ノ・G(のσノωG・(の,α ・勉,、ら,1、=ψ,〃q(のGノ・b・Gk(c・G,・d)
α・'a,b,c)=Gf(6),/'y'ijGjk(b)./」klC'(C)fa4-a,=G,;(のψ、ノ
α・'a,b)=ψ・ブ・G'ノ(a'Gk(b),α,rrt.b.c,、、=G,;k(a)Li(・)ひ,(σ)Uk(d)
α・(Q,・-vijlr(のψ・〆・k(b)α ・'a,b,r,d)-11i(σ'q押ψノ、G、,¢・曜 ・
a"a,b)-T3jGjl[(のψ〃σ'ω,α ・・tq.b,。、,・一・、`のGノω ψ,"σ、・のG,…
U{(・・一 ψ・ゴGノ(b),ω2・ 。,、,=ψ、ノq(°'Gca>i.
こ こ にG(a)・Gゴ(の は ・ そ れ ぞ れG;・G∫'の 第Q要 素 で あ る .Tana-
ka(1984a)は・ 上 の α1,α3,α4,ω2と同 様 な 表 現 を 与 え ,MA(1【μ)モ デ ル
yt=μ+ut-aut_、,ut～iidN(0,σ2)
に お け る パ ラ メ ー タ θ=(α,σ2,μ)'の 最 尤 推 定 量 θ の 同 時 分 布 の
0(T-1/2)まで の エ ッ ジ ワ ー ス 展 開 を 明 示 的 に 計 算 し て い る .し か し一 般
的 に は0(T-1)ま で の 展 開 を,上 の 公 式 を 用 い て 明 示 的 に 求 め る こ と は
容 易 で は な い,次 に 簡 単 な モ デ ル に お け る 計 算 例 を 示 し て お く.
例AR(1)モ デ ル に お け る最 尤 推 定 量 〔Maekawa(1985)〕
1階 の 自 己 回 帰 モ デ ルyt=α 蝕_1+ut,ut～iidN(0,σ2)
におけ る未知 パ ラメータ α,σ2の最尤 推定量a,62の同 時秀希 のd(T-iiz)
までのエ ッジワース展 開を求め る.観 測値y/e(」ノ1,」ノ2,°.°,」ゾT)が得 られ
た とき,そ の対数尤 度は
Z=・…t.-21・9・ ・一 麦1・glEI-
262y・Σ 一汐
であ る・ ここに σ2Σは,yの 分散共分散行列で,そ の第(2,J)要素は
σ2α1'一'1/(1--X2)で与xら れ る.こ こで第7章(6)式を応用すれば,'「
卸(a-a
62-62:1∴輪 鰍 ㈲
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と確 率 展 開 さ れ る.こ こY'4tは,次 式Y'よ っ て 定 義 さ れ る確 率 変 数 で あ
る.
4i-as__as・…t.+.y'E-IEE-'y2a2
4・/・・asa62/・・一 ・n・t.+ヅ券1ツ
‐a2t
4s‐aaz-E(aZaa≪2)
-
262y,{一・Σ髄1重ΣΣ一1+Σ讎1ΣΣ 一i}y・
ここ虚 景 Σ・ き 護,Σ であ ・・なお ・の微分演算 は Σ の全 て
の 要 素Y'対 し て 行 な わ れ る.し た が っ て,エ ッ ジ ワ ー ス 係 数 に 現 わ れ る 偏
微 係 数 は
Glcv-1‐a2>Gisci>=(1‐a2)2
G2(2)=2σ2,G、 、(2)=-2(1-a2)σ2
で あ る.そ の 他 のG.ca>,G;;(の は,全 て0で あ る.他 方,4i.4s,4sに 関
す る キ ュ ム ラ ソ トは,
ψ11=1/(1一 α2),ψ12=0,ψ22=1/2,ψ13=-2α/(1一 α2)2
ψ23=-3/2σ2(1一 α2),ψ33=2(1十 α2)/(1一α2)3
ψ111==6a/レ/T(1一α2)2vψ222=1/v/Tv6,ψ122=0
ψ112=2/1/Tv2(1一α2),ψ113=-4(1十2α2)/γ!T(1-a2)3
と な る(こ れ ら の キ ュ ム ラ ン ト の 計 算 法 は,第7章 で 詳 し く 解 説 す る).以
上 の 偏 微 係 数 と キ ュ ム ラ ン ト を 用 い て エ ッ ジ ワ ー ス 係 数 を 計 算 す れ ば,
ω2,、,P=1一 α2,ω2・,,・=264,ω2・,2・=0・
α1(111)・/(1一α2)/1/T,α1(112)=α1(121)=α1(211)=4a2/i/T(1一α2)
α1(122)=α1(212)=α1(221)=0,α1(222)=8σ6/,/T,α3(111)=-4α(1一α2)
α3(112)=-2(1一α2)σ2,α3(222)=0,α3(121)=α3(211)=-3σ2(1一α2)
α3(122)ag(212)_≪3(221)=0,-Xq(1》e-4α,α4(2>=-2σ2
を 得 る.こ れ ら の エ ッ ジ ワ ー 洛 係 数 と,エ ル ミ ー ト多 項 式H・ 。),H・。凱
H(a.b,r)を(9)式に 代 入 す れ ば,θ ニ(B1,θ2)=〆T(a‐a,62-62)の 同 時 密,.
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度 関 数p(θ)の0(7'-1!2)ま で の 近 似 は,
・(あ 一 ・(あ→T{一 、aBl_a2・(、aBls‐a2),+5B21262
823+1381282+01
66212(1-a2)v2T)
となることが示される.こ こに
Z(B)一、
。(♂,纛)・/2・ ・p{12(。蝶 、+。e222×22))}
である.p(θ)を8;に関 して積分すれば,周辺密度関数
p(B,)=i(B,)ZCB1,/T{‐a811‐a2+(、aBxg--X2)、}+・(1T)
ρ(B2)-Z(ゐ一2(Bz),/T{{捧一籌}・ ・(1T)
を得 る.こ こに
2(BQ)_、。き　 砿・{一、藷1。}
である.
4Validityにつ いて
分布の漸近展開を求める方法は,前節に示 された方法以外にも多くの方
法がある.その方法は大別すると次の2つ に分けられる.1つ は考察の対
象 となる統計量(の の精密分布を求め,それを近似する方法,他の1つ は
統計量dの 確輾 開(…ch・…cexp・n・…)d-do・ 渉 必 轟+R
を求め,こ の展 開式をdの 特 性関数E{e‐tra}Y'代入 し,反転公式を項別
に適用 す ることに よってdの 密 度関数 の近似を求め る方法であ る.(特性
関数の反転を用 い ない方法 もあ る).ここY'Rは 剰余項 でそ の確率的大 き
さはOp(T_3!2)又はOp(T一り であ る.本 書 では前 者は全 く扱わ ない.
この節で は,後 者 に話題 を限定 し,そ の方法のValidityに関す る2～3
の コメン トを述べ る.こ の方 法の問題点 は,統 計量 を確率展開 した ときの
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剰余r_の 扱いであ る.こ の方法に よって得 られた分布 の漸近展開 の剰余
項 の大 きさが,Rの 確率的 な大 きさに対応 して0(T_g!2)またはo(T-1)
にな るか ど うかは,.自明な ことではない.し たが って漸近展 開におい て,
いわゆ るValidityの問題 の中心は この剰余項 のオーダーの証 明であ る.
観測値が`昭 の場合 の漸近展 開に関 して,Feller(1966)やBhattacharya
andGhosh(1978)などがValidityの証明を与7i..ている三またFellerの
結果 をDurbin(1980)およびTaniguchi(1984a)はiidでない場合 に拡張
し,そ れを循 環的 な時系列 モデルにおけ る漸近展 開に応用 している.さ ら
にiidで ない場合の よ り一般 的な統計量 に対す るValidityにつ いては前
節 で述べたChambers(1967),Sargan(1975),Phillips(1977c)等の論文 が
あ る。そ こでは状況 が一般 化された のに応 じて,正 則 条件 も複雑化 してい
る.Chambersのあげた正則条件 に対 して,BattacharyaandGhosh(1978)
は コメン トを加 えてい る.1またFujikoshiet.al.(1982)はラグ付 内 生 変
数を含 まない同時方程式モデルにおける,2段 階最小2乗 法 と制限情韓最
尤法 の分布 の漸近展開Y'関す るValidityの証 明を与 えてい る.
以上 の論文は,漸 近展開におけ る剰余項 の大 きさのオーダーを証 明 しよ
うとす るもので ある.こ れに対 し,漸 近展開に よる近似 の誤差,す なわち
真 の分布(未 知 であって もか まわ ない)と 近似分布の差の限界 を明示 的に
求 め る形 でValidityを証 明しよ うとい う試 み もい くつか ある.こ の よ う
な試 みにおいては,い ず れ も考察 の対象 となるモデルの構造にふ くまれ る
固有な制約 を十 分に利用す る ことに よって証 明がなされてい る.
KariyaandMaekawa(1982)ぽ,一般線型回帰モデルy=xp+u,
u～N(0,Ω)におけ る亠般化最小2乗 推定量 β=[X'-IX]一'XノΩ一1ッに
お いて,Ω のサ ンプルサ イズTの 推定量 Ω が与 えられた ときの β の
分布 が
βlh-N(β・1HT)
H=T(XノΩ一1X)-1XノΩ一1Ω 鷺1X(X'Ω一1X)-1
で与 えられ る場 合に限定 して4=〆T(β 一β)の 密度関数 のエ ッジ ワース
近似 の誤差の限界 ∫砂 げ@)一ゐ(x)1≦K/T',(!は精密密度関数,ゐ は
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エ ッジ ワース近似)を 与xて い る.こ こに βiΩは Ω が与え られた とい
う条件付で あることを意味 してい る.こ の クラスの推 定量 は一 見かな り制
限 されてい るよ うに見 えるが,計 量 経済学に現わ れるい くつかの推 定量 を
含 んで いる.2章 においてわれわれは,こ の方法 をゼルナ ーのSURモ デ
ル におけ る制約 なし推定量 の分布に応用 し,近 似誤差 の明示的 な限界 を与
える.
Fujikoshi(1984b)は,統計量 を独 立な2つ の部分zと δ(δは確率 オー
ダーが小 さい とす る)に 分けて ♂=£一δ と書 き表わす ことがで きる場合
の近似誤差の限界を 明示的に表わす公式を導 き,さ らにその結 果を成長 曲
線 モデルにおけ る推定量の漸近展開に応用 してい る.d=z一δ とい う形 に
表わ され る統計量 の例はいろいろあ る.た とえば上 に述べ た一般 化最小2
乗推定量はその例であ る(Rothenberg(1984)),そして この場合 のFujikoshi
の近似誤 差の限界 を計算す ることは興味ある問題 である.
この他にTaniguchi(1984c)はBerry-Esseenの定理を応用す ることに
よ り,定 常時系列過程の実現値(X1,X2,…,XT)に関す る統計量
1T-f+1
z;_
,/TE1(X'X'・ ・一・-E(X'X・+・弓)レ ーい ・ ・
の周辺分布 と同時分布の0(T-1/2)までの近似誤差の限界を求めている.
以上にあげた,限 られた場合における例を除けば,漸近展開による近似
誤差の限界については(特 に時系列の分野においては)あ ま り多くのこと
は知 られていない.今 後の研究の発展が待たれる分野である.
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第2章SURモ デ ル に お け る 制 約 な し
ゼ ル ナ ー 推 定 量 の 漸 近 展 開
1モ デル お よび推定 量
前章で紹介 した,SURモ デルにおけるゼルナーの,制 約付および制約
なし推定量に関する漸近展開の論文は,すでにいくつか刊行されている.本
章ではまずMaekawa(1982)による制約なしゼルナー推定量(Unrestricted
ZellnerEstimator,UZE)の同時分布の漸近展開を示 し,その後,他のUZE
に関する漸近展開の結果 との関連に言及する。
われわれは,以下において次の2方程式SURモ デル
Cyy:]一[Xl°ROXZ]R:]・[1:](・)
を扱 う.こ こに2=Z,2に対 して それ ぞれの 行列のサイ ズは,黄:(T×1),
X;:(Txk;),助:(T×1),βf:(k;×1)であ る.ま た 鳥 は各式Y'含まれ
る説 明変数 の数で ある.撹 乱項u:rは独 立に平均0,分 散6{{の正規 分布
、 に従 うもの とし,さ らに
[:::]-N(動Σ一1::1::]
とい う2次 元正規分布 にしたが うと仮定す る.こ の とき π'=(uliu2')は
剛 即 一EOIT-[二::IT6
1T6::1二](・)
とい う多次元正規分布に従 う.次 に,X1とXZに 関 しては,初 期のSUR
モデル関係の論文で用 い られた単純 化の仮 定X1,X2=0の代 りに,よ り一
般的 な,ま た より現実的な仮定X1/X2≠0を設ける.
このモデル に対す る β・,β2のUZEは
R=CX'("S-1●jT)X]-1CX'('S-1●jT).v]
と表わ され る.こ こに
一22一 第2章 制約なしゼルナー推定量の漸近展開
x一隈}・ 一じ:]
であ る.Sは Σ の推定量 であ り,そ の要素Sijは,y=を(X1,X2)に
回帰 させた ときの最 小2乗 残差 笏 を用 いて 殉=%ノ%ノ/(T-kl-k2)で定
義 され る推 定量 であ る.以 上 の定義 を用 いれ ば,簡 単な計算に よ り
P[古(.:::畿:一:::畿)r[亂:::爻::1:::::ゑll:)]
一(.:::畿:一:::畿プ(.:::XX::::綴:)(・)
・とな る.こ こでsの 行 列式181が 相 殺 されるため,以 下の漸近展開の過
程がかな り簡単 になる.し か し方程 式の数nが3以 上 にな ると,1刷 は相
殺 されないので展開は複雑 になる(本 質 的 な差 異 は生 じないけれ ど も).
ところで よ く知 られてい るよ うに,Xfduiと(T-k)Sとは互いに独立に
分布 し,前 者 は 正規分布N(o,σガX/X∫),後者 は ウイ ッシャー ト分布
WZ(T-k,Σ)に 従 う.こ の独 立性 こそ は,UZEの 漸近展 開を制約付 ゼ
ルナ ー推 定量(Restricted'ZellnerEstimator;RZE)のそれ よ り扱いやす
い ものにす る本質的な理 由である.
さて,β を確率 オーダー(stochasticorder)の順 に展開す るだめ に,
τ」リ∫ノ=∫'ノ ー6{ノ
と定義 し,β 一β を
β一β=[A十∠∠L]_1[B*十∠1B*](4)
と表 現 し直 してお く.こ こに,各 記号 の意味 は
A-16T
-v:飜:一 瓢:]
皿 一ナじ::畿:-w
w::畿]
B*-1T[σ22×1/ul一σ12X、ノu2
一σ21×2/ul十σ11Xノπ2]
2β の漸 近 展 開 一23-
w
dB*=T‐w::瓢;畿凋
である1さ らに後Y'使用するために,記号
幽 ヒ隲:1Ω 一IEIA-1
を用意 しておこう.行列A-1の分割はAの 分割 と整合的になされている
ものとする.定義間の関係 より Ω の分割は,
T(611×1/Xl612×1/X2021X
z/X1σ22×2/X2)r
と な る.た だ し σ弓 は Σ 一1の(z,J)要 素 で あ る.
2β の 漸 近 展 開
β一 β を1//Tの オ ー ダ ー で 展 開 す る た め に,B=,/TB*,dB=〆7ヨ β*
とお け ぽ
Y/T(β一 β)..一 ∠L-1∠∠L∠L-1B→-A-iaAA-1∠A∠生一1・8+A-14B
m-1∠tAA-i∠t」8-1-0ρ(T-3/2)(5)
と展 開 さ れ る.各 項 の オ ー ダ ー が,明 示 的 に 示 さ れ て い な い が,結 果 的 に
はdを1つ 含 む 項 は0ρ(1/v/7),2つ 含 む 項 はOp(1/乃 で あ る.
他 方 〆T(β 一 β)の 特 性 関 数 は
亨)(t)=E{exp[髭㌧/T(β一 β)ゴ}
で あ る.こ こ にtはk×1の 特 性 関 数 の 引 数 ベ ク トル で あ る.こ れ に(5)
の 展 開 式 を 代 入 し て 整 理 す れ ぽ,
9)(t)=E{exp[2t'(∠4-1」B-∠4-1∠ノ生∠4-1」B十A-1aAA-1aAA-1B
+A-1dB-A-1aAA-14B)]}+0(T-3/2)
=E{exp(itノ.;)[1一ゴ彡1.A-1∠A∠L囀1B十it/A-1aAA-1aAA-1B
+〃A一留 一姐 一1dAA一勿B晴 鯉A-.:.:'A-・彦
一2i2t/A-1aAA-1BaB/A-1彦+ゴ2幽一1∠AA-1βB/A-'aAA.-1彦)]
十 〇(71-3/2)(6)
を 得 る.次 に 上 式 の 右 辺 の 各 項 の 期 待 値 を 評 価 し て や ら な け れ ば な ら な
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い.そ の計算を行 うため には,次 の補 題が役立っ.
〔補題1〕uを ρ×1の 多次元正規分布N(o,Ω)に 従 う確率ベ ク トル
とす る とき
(A・・)E{・κ ・・xp[〃D・]}一一漁D・t・xp[1t2'DΩD'4
(A:2)E{ゴ2〃C%%ノC,texp[∫彡'D%]}
一一漁 α・・xp[一告'のΩD't]
+2(κ ΩD'の・expトシDΩD't]・
ここに,CとDは 上式 において整合的 なある定数行列であ る.
証明(A.1)の 場 合.v=Duと お くとv～N(0,DAD')である.F=
DSLDノとおけば
E{〃C%exp(〃D%}=E{げグCD-lvexp(it/v)}.
勧E{・ ・p(〃・)}一・・p(一去嗣 であ・・㍉ ・の式の両辺勧 で 微 分
す る と,
E{iv;e・p(〃・)}一(一騨 ・'・一/kjtk)eXP
k[一 去 祠
とな る.こ こに ηノはvの ノ番 目の要 素,ん はFの(i,J)要素で ある.
これはベ ク トル表示すれ ぽ
E{勿exp伽)}一Ftexp[十司
と書 くことがで きる.上 式 の両辺 に左か ら 彦ノCD鬯1をかければ(A.1)が得
られ る・(A.2)も同様の方法に よって導 出す ることができ る・
(A.1),(A.2)を適用す るこ とに よって,(6)の右 辺の期待値 は 次の よ
うに計算 され る.
E{exp(〃A-・B)}-exp(一吉'・Ω・)≡ψ(の(・)
E{∠4-1∠fAA-1」Bexp(露'∠4-1B)}=0(8)
E{A-i∠LBexp(Zt'A-1」B)}=0(9)
E{が∠4-1∠tAA-1aAA-1Bexp(〃∠L-1.8)}=一≠'9'ψ(の(10)
2β の 漸近 展 開 一25-
E{がA鹽1∠AA-14βexp(Zt'ノ1-1」B)}=-t'Ω'ψ(の(11)
E{t・A-・,..一'BB'A-1vAA-・t・・p@'A-1B)ト 〃9・ψ(の+1G2(・2)
E{t'A-・・β・B'A-・t・xp(2t'A-1B)}一一・IEIt'A-・'ψ(・)+1G2(・3)
E{t'A-・・AA-:.・A-・ ・exp齟 一・B)}一一 ・'Ω'ψ(t)+1G2(・4)
こ こ に 新 た に 導 入 さ れ た 記 号 の 定 義 は
Q=1ΣIA-1+1Σ12A卩1P且 騨1
P慌:]
P11=σ22×1'Xl-612Q22×1'X2A21×1'X,十611622×1/X2A22×2'Xl
P12=一 σ12σ22×1'XlAIlX1/X2十σ11σ22×1'XzA21Xi/X2
+2σ122×1'X1・4重2×2'X2一σ11σ22×1/X2A22×2/X2
Pzi=Piz
P22=61、X2'X2+61、68zX2/XIAi1Xl/X2一σ、、σ、2×2'X、A12×2'X2
G=E
wrf{(・'A-1aAA-・t)・e・p(-1t2・A-lt)}
である.これ らの期待値の計算は長 くなるので,2,3例示するに止める.
たとえば,(10)式は次のように計算される.まず
・'一(ul'XIul'X2u2'XIu2'X2TTTT)
警 一俘 一亀堀一晒 ∴)
と い う記 号 を 導 入 す れ ぽ,A'1B=A-IE*Pと 書 け て,こ れ は 正 規 分 布
N(0,Ω)に 従 う こ と に 注 意 す る.さ ら に ρ と'ter;は独 立 だ か ら
E{〃A-1∠iAA-1aAA-1Bexp(Zt'A卩正B)}
=E{E[t'A-14.A∠4-1∠tAA-1Bexp(Zt/A-1」B)Iuリij]}
w;;p
となる.ヒ こでpに 関す る期待値 の ところで(A.1)を適用 すれ ば,
課{-t・A-1aAA-・dAS2・xp(一去・Ω')}
とな り,最 後 に 勸 ゴ に関す る期待値を とれば,E(A-1dAA-1dASL)=Qと
な り,結 局(10)を得 る.も う1つ(A.2)を適用す る例 として,(12)式の計
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算 を 示 す.(12)の 左 辺 は,pとwの 期 待 値 を 別 々 に と れ ば
E{t/A-1aAA-1」BB'A需1∠AAA-ltexp(〃A-1β)}
=E{E,[t'A-1aAA-::ノ∠4鬯1∠II■Itexp(Zt'A-1B)1蟹りまゴ]}
と な る.こ こ で(A.2)を 適 用 す れ ば
=E
wri{-t・細 Ω・AA-・t・・p(十 Ωう
・1t2'A-・aASZtt・A-1m・xp(1t2・Ω')}
を得る.こ こでw;;に 関して期待値を とることによって(12)の右辺が導
出される.なお(12)の右辺のGの 中にはジ勸 ゴに関する期待値の計算が
残されているが,幸 いなことにGは 最終的には相殺されるので,評 価す
る必要はない.(7)～(14)式を(6)に代入して整理すれば,〆T(β一β)の
特性関数は
・¢)一ψ(t){・32T-1Σi"A-・t・12Tt・Qt}・・(T-・/・)(・5)
となる.これを章末の補題2の反転公式(B.1),(B.2)を用いて反転すれ
ぽ,/T(β一β)の同時密度関数の漸近展開式
.f(x){・+,神(・IEIA-1-IEI・A"PA'1)Ax
+12?'・[・IEIA-L1Σ1・A'・PA-']A}・(T-・!2)(・6)
が得 られ る.こ こにf(x)は,平 均ベ ク トル0,共 分散行 列1Σ レ ー1を
もつ多次元正規分布の密度関数であ る.
3他 の 漸 近 展 開 との 関 連
前章で述べた ように,UZEに 関連す る漸近展開を扱 った論文は,い く
つか発表 されてい る.こ の節 では,上 に求 め られたわれわれ の結果 と,他
の論文 におけ る結果 とを比較す る.
3.1Srivastava(1970)との関連
喀・冖 ・'・3農;他の漸近展開との関連性 一27-
Srivastava(1970)は,n方程式(n>2)SURモ デルにおけ るUZEの
共分散行列の漸近展開を与xて い1る.さ らに注 目すべ き ことはUZEと
RZEの 共分散行列は,0(丁 一1)鹽まで等 しい とい うこ とを,従 ってまた両
者の推定効率ほ0(T齟1)まで等 しい とい うこ とを述べて いる.そ して後 に
Srivastava&Upadhyaya(1978)は,RZEの共分散 の 犀 開式 を実際に示
し た.
ξころでわμわれの結果(16)を用いて βの共分散行列を0(T-i)まで
求 める ことカミで きる.す なわ ち,、
Eca‐a>ca‐a>
7工・・勉 ω{・+籾(2[Σ レ1-LiΣ12A-1PA-1)Ax
・12T・[ZIEIA-'`-IE12A'1PA-i]A}dx
.e(1+T)Ω 一}ΩPΩ+・(T-s)
を得 る.上 の計算 は正規分布 に従 う確率ベ ク トルu～N(0,Ω)の期待値 の
公式E(uuノ%磁の=SZ.tr(AΩ)+2Ω孟 ,を 用 いれば簡単 に求め られ る.
この結果 は,Sr五vastava(1970)の結果 と同等であ るこ とが確かめ られ る.
この式においてT→ 。。 とす れぽ,Ω は β の極 限共分散 であ ることが分
る.
3.2Phillips(1977a)との関連
Phillips(1977a)は,β一β の1次 結合,/Thノ(β一β)の分布の漸近展 開
を求 めた.こ の統計量 の分布 に対す る漸近展開は,前 節 のわれわれの導 出
プ ロセスに少 し修正 を加 える ことに よって も得 られ る.そ れに よる鹽と,ま
ず特性 関数 の展開 は
・(・)一・x・[一㈲1Σ1〃A-1・]× 凸
1
T{・-S22[・1Σ1〃脳 一〃(IMI左・+!Σ1・A-・PA-・)h]}
,十 〇(T-a!2)(17)
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となる.ま た分布 は
P(,/Th'(R一β)〈x)一・㈲ 一1・TZ㈲㈲
・{・-1Σ1"A一捌 盞12"A-1PA-'h}・・(73!2)(・8)
となる ことが,容 易 に示 され る.こ こに ω2判Σ1"△輯1んで ある.ま た
1(・)とZ(・)は 標準正規分布のcdfとpdfで あ る.こ の 結 果 は,記
号 の対応を調べ ればPhillipsの結果 と一致 しているこ とが確 か め られ る
(Maekawa(1982)を見 よ)。
3.3KariyaandMaekawa(1982)との関連
KariyaandMaekawa(1982)は2方程式SURモ デル(1)式におけ る制
約 な しゼルナ ー推 定量 β の分布 の漸近展開を与 えてい る.そ こで用 い ら
れた導 出方法 は一 見エ ッジ ワース展 開の ように見 えないが,実 際 にはエ ッ
ジワース展 開であ る.両 者 の記号 を対 応づ ける ことによって 同一の結果 に
到達 してい ることは,容 易 に検証で きる(Maekawa(1982))・さ らにこの論
文 はd=v/T(β一β)の分布の0(丁 膊i)までのエ ッジワース近似 の誤 差の
限界 に関 し,次 の定理 を与 えた.
〔定理〕(KariyaandMaekawa1982,P.291～292)
dの 密 度関数 と分 布関数 を ノ@),G(x)で,ま たそれ らの0(T-1)ま
で のエ ッジワース近似を 丑@),Go(x)で表 わす.こ の とき
・望ρ1ノ(x)一胴1≦(・ ・)-k・L(
4-3)z・(,+15k1)(q.、)】
および
・㌘1G(z)‐Go(z)i≦・ズ{(2
4-,)、+(4+、叢,÷、)]
が成 立す る.こ こY'k=k1+k2,q=T-Z,Z=rank(X1,X2)であ る.ま た
Aは 前節 で定義 された行列 である.
3.4Sargan(1976)との関連
Sargan(1976)は,計量経 済学に比 較的 よく現われ る,2段 階最小2
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乗法,制 限情報最尤法,完 全情報最尤法,一 般化最小2乗 法 な どを含む あ
る クラスの統計量(ス カ ラー)の 分布の漸近展 開の一般 的公 式 とその正 当
性 を示 し,そ の公式を,同 時方程式の2段 階最 小2乗 法 に対す るt比 の漸
近展 開に適用 している.そ の方法は,一 般には複雑 にな りがちな漸近展 開
の計算 を効率化す る方法 である と思われ るに もか かわ らず,説 明が難解 な
ため,あ ま り利用 され るこ とが ない よ うであ る.UZEの 漸近展開は,彼
の計算方法を用 いれ ば,非 常 に簡単 に計算で きるのでその方法 の例示 とい
う意味 もかね て,以 下そ の計算法を示そ う.
pを,正 規分布N(0,Ω)に 従 うr×1の 確率 ベ ク トル,wを ρ とは
独 立な5×1の 確率 ベク トル とす る.Tは サ ンプルサイズである.ま た
i/Twは,T→ 。。の とき,全 ての次数の有界 なモー メン トを持 ちE(w)=
0と仮定す る.そ して,あw,Tの 関 数 で 表 わ され るス カラー統 計 量 を
e(p,w,のとす る.eはe(0,0,T)=oを満たす よ うな ものを考}xる.こ
の とき/71θの分布の漸近展開におけ る係数 は,eの ゑzvに 関す る微係
数 とp,wの モーメン トの積和で表わ さる.そ の結果 の式はSargan(1975
p.335)の「定理2」 に与 えられてい る.こ こにその公式を引用 す るこ と
は しないが,た とえば極限分散は Σ θ四,ノら で与}xられ る.こ こY='rte;iは
Ω の蝋 哺 孟 ・を臙 で評価したものであ・・前節で艤 された
p,w(互いに独 立)を用 いて βの第 ブ要素 に関 して β厂 βノ=θ(p,w,T)と
おけば,こ のeは 「定理2」 の条件を満たす ことが分 る.し たが って,そ
の定理 に示 されている公 式に従 って係数 の計算を機械的 に行 なえぽ よい.
その係数 は,彼 の記号 を用 いれ ば σ,αo,α1…aisの計19個あ る.各 係数は
上 で述べ た ように微係数 とモーメン トの積和で表 現 されてい るため,計 算
が とてつ もな く大変 な よ うに見xる.し か し行列 表現 を用 いれば,そ れ ら
の係数の計算 は見 かけほ ど複雑 では ない.た とxぽ 先のfie;w;;e;は,前
節(p・25)のB=Σ*ρとい う関係を用 いれぽ
σ=Σθま切fゴθノ=E(.::ノR{)(a;はA-1の第Z列)
=E(αノΣ*〃 Σ*'Q{)
=α!Σ*E(勿')Σ*ノ角
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一41Σ1(6
-6::奏::萎::-UgQl:X,Xz:XZa;X2
となる.他 の係数について も同様 な計算 を行 なえぽ,最 終 的 に α14を除 く
全 てのa;は0に なるこ とが示 され る.そ してそのa14は,
Q2aia=21Ela<<_IEIa十Fa;
と計算 され る.左 辺 の σ2は,上 に与xら れた σの2乗 で ある.ま た が'
はlq-1の(z,〉)要素を表わす.ま た行列Fは,E(dAA-1dA)=A+IEIF
よ り計算 され る.IEIFの 内容は,
IEIF=(FI
Fz::FIFZ::)
と 分 割 し た と き,
Fu's=QZZXiXi_QizazzXiXZAz1XiXi-1-viiQZZXiXaA22XtiXi
Fiz*e-Qiz6zzX1'X1・411Xノ為+σ11σ22×1'海421×1'X2
+2QlzzXiXiAl2XiXz-6uQZZXiXzA22XiXz
F21*=F12*
F22*=σ11為'Xz+a、1σ22×2'XiAllXi'X2-6、1σ12×2'X、Al2Xz'XZ
で 与 え ら れ る(す な わ ちF=Pで あ る),こ こY'AtiはA-1の 部 分 行 列
で,そ の 分 割 はF;;*に 対 応 す る も の で あ る.
以 上 の 係 数 計 算 の 結 果 を 用 い れ ば,〆T(β 厂 β)の 分 布 の 漸 近 展 開 は,
P(、/T(βf-1-j)≦x)一・㈲ 一く詈)[a14x2
6T・ ・(T-s/2)
となる.こ の結 果は,(18)において 〃=(o,…,0,1,0,…,0)とお いた も
の に等 しい こ とが確かめ られ る.た だ し"は,第2要 素は1に 等 しく,
他 は全て0で あ る.
4む す び
以上 にお いて,わ れわれはUZEの 同時分布の漸近展 開を求 め,そ の結
果 を利用 して求 め られるUZEの 共分散行列 と線型結合 の分布 の漸近展 開
が,す でY'求め られてい る結果に一致す ることを見た.と ころで この よ う
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に して求 め られた分 布や共分散行列の近似 の精 度は,ど の程度 で あ ろ う
か・Phillips(1977a)は,Zellner(1962)に用 い られたデ ータにもとつ いて,
UZE漸 近展 開式 の数値 計算 を行 なってい る.そ こでの結論 は,「UZEの
分布は,正規分布に よってかなり良く近似されるが,単一方程式に適角さ
れた最小2乗 推定量の 分布よりも 中央に集中している」とい うものであ
る,この結論は,特定のデータに依存しているのでどの程度一般性がある
かは不明である.モ デルのパラメータや,説 明変数の特性がUZEの 分布
にどのような効果を及ぼすかなどに関して,さ らに検討の余地がある.わ
れわれは,次章で別の角度か らこの点を調べる予定である.
補 論 補 題 の 証 明
この節では,(15)を反転 して(16)を導 くときに使われた反転公式を示す.
〔補題2〕m次 元正規分布N(o,Ω)に従 う確率変数をu,その密度関
数と特性関数をそれぞれ!(u),φ(のとするとき,適当な行列A,B,Hに
対 し,次のフーリエ(Fourier)逆変換が成立する.
(B・・)∫ … ∫・xp[一〃 ・]"翫 φ(t)dt、…dtP
冖lI-m
=(Z6'Ω'lu-trΩ 一1)ノ(u)
(B・・)∫ … ∫・xp[一〃 ・](醐(t・Bt)φ(t)dt、…dtP
-m-w
_(u'Ω一1AΩ騨1%-t・(君Ω 一1))(u,Ω槲1βΩ 一1%-tτ(BΩ一・))
-4z〆Ω 卩1五Ω 一1丿3Ω一lu十2tr(∠LΩ胸1.8Ω_1).
証 明.正 規 分 布N(0,Ω)の 特 性 関 数 φ(t)と密 度 関 数!(u)と の 間 の
反 転 公 式
∫ … ∫・xp(一・・1・)φ(t)dt・...dtm=/(u)-Kexp(1-Zu'Ω一1・)
一 【5-m
において,両 辺をu;,ukで微分すれ ぽ,
∫… ∫・xp(一Z彦'u)ち'々φ(彦)dtl…Cltm=(繖一・・リノ(u)
-W-8
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を得 る.こ こに
a
g`au
;(i-2u・Ω 一1・〉 Ω 一1-(・fノ)
である.この式の両辺V',行列Hの 要素h;kをかけて合計すれば
∫… ∫・xp(一〃・脚 φ(t)dt,…鵡 一(・'梅一・・HSZ-1)∫(u)
-W-qO
とな る.こ こYYg'=(g1,g2,…gm)である,定 義 よ りg'=%ノー1であ るか
ら,こ れを上 式 に代入すれば(B.1)が得 られる.
(B.2)の証 明 も同様であ るか ら省略す る.
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非直交的説明変数の影響
1は じ め に
前 章で導 入 したUZEの 分布 の漸近展開は説 明変数X1とX2を 含んだ
形 の表現 に なって いる、この章では,X,とX2の 間 の正準相 関係数 を用
いて展開式を よ り簡潔 に表現す るこ とがで きるこ とを示 す㌔そ の よ うな表
現 を用 い ることの利点 として,次の2つ をあげ ることがで きる.第 一 に,展
開式の数値計算 を行 う場合,正 準相関係数を与 えてや るだけで よ く,具 体
的なX、 とX2の 値を与x.てや る必要 がない.し た がってX,とXZに
かか わる複雑 な行列 の計算を行 なわな くてす む、第2に,説 明変数X1と
X2の 展開式 に与 える影響 を調べ ることが容易 にな る.
Zellner(1963)はX1'X2=0のときのUZEの 精密標本分布 を求 め,数
廈計算 に よ り,そ れは正規分布にかな り近 い ことを示 している.他 方Ka・
riyaandMaekawa(1982)は,X1'X2≠0のとき,UZEの 分布 は正 規 分
布 に近 くない場合 もあるか もしれ ない とい う予想を出 している.そ こで こ
の章 ではX1'X2≠0のとき,は た してUZEの 分布 は,正 規分布 に近 いの
か,あ るいはX1とX2が 直交 しない とい うことが,そ の分布 にどの よう
な影響 を与 えるのか,と い う点を吟味す る.そ のためY'は,2つ の方法 が
考 え られ る.ひ とつは,X,'X2≠0のときのUZEの 精密分布を導出 し,
それ を数値的 に評価す る ことによって正規分布 と比較す る方法 である.精
密分布 はPhillips(1984)によって導かれ ているが,そ の結果は非 常 に 複
雑 なものにな って いるか ら,数 値計算 は容易 ではないであろ う.ま してや,
解析 的な比較 などは,不 可能 に近い もの となろ う.そ こで ここでは第2の
方法 として,0(T-1)まで の漸近展 開を利用 す る方法 を とるこ とにす る.
展 開式 の0(T-1)の 項 は,近 似的 に正規分布 との乖離を表わす もの と見
なす ことがで きる.以 下 ではMaekawa(1983a)に従 って展開式を,X1
とXZの 正準相関係数を用 いて表 わす ことに よって,X1とX2が 直交 し
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ない とい うことの,UZEの 分布 と正規分布 との乖離 に与 える影響 を,近
似的Y'調べる.圏'・ 齒'
正準相 関係数 に よる表現 に到達す るた め1こは・Ph三llips(1977a)の表現 を
変形す るのが,い ちばん近道で あろ う.そ こでまず,以 下 の議論 の出発点
として彼 の結果を再現 して おこ う.
2..制約 な し ゼ ル ナ ー 推 定 量 の 漸 近 展 開
正準相関係数 による表現
2.1Phillips(1977a)'の表現
n=2の ときのSURモ デンレの係数ベ ク トル β のUZEβ の1次 結合
を 〃βと表わそ う.ここに 〃 は た×1定数 ベ ク トルである・Phillips(1977a)
は,〃 β の分布の0(T-1)まで の漸近展 開を次 の ように与 えた.cdfは
・{,/Th・(R一βゆ 一・㈲+Z(xw)9+・(r2>
:.・..F・(xx十 一gww)+・(T一參)・,(・)
pdfをま'二'
ド
・㈲{(1十g)一㈲29}・ (㍗あ 重 ∬ 門
、(・)
聯 ・イ!・)・1(・≧、呻 軟 定義・れ{い・・他の諭 聯 畝
の とお りであ る.
・ 一一(、(1T-k)){・一 響 ト(、(1T-k))・
ws‐hi[1T(1:蠶二:蠶:)r・
.齒(・)
ただ し ♂ ゴは Σ一1の要素で ある.こ こで,こ の式の逆行列の部分をF鞠1
で表わ し,・ ㌘
一::::::)'が 凹
と分 割 し て お く.こ のF-iを 用 い て0は 凵1-
・一尸D押 一DF-1
D::£::)㌍
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と定義 され る。'ここにDヴ 鳳 以下 の よ うな行列 である.
D・1-・(σ1・)・(X肇1)C・・(髣X・)+261・σ・2(X僻)C・ ・(X募 ・)
一+・ σ1・σ 2(Xl/XI
T)C・2(X野1)
・{(σ12)2+σ11σ・・}(X弊)CZ・(髣X・)
D・2-2σ1・2(X1/XlT)C・2(髣X・)
、、
・{(σ12)2+・・1σ・ }(X肇2)C・・(X弊)
+2研)2(X,/XIT)鳧(x≠)
..、.、
・…2σ・・(X1'X2T)C22(摯)' .
D21=D1/
D・2-{(σ12)・+・・1σ・・}(響X1)C・・(X欝)
.
・…2σ・・(X/X2T)C・・(學)一
+…2σ22(X2/X1)C・2(髣X・)
・・(σ22)・(攣)C22(攣)・
(2)式より,近似公布の相対誤差は
レ㈲ ‐pdf°f
a(w!②L幽 翻i
=ig・{・+㈲2}1/・(T-k)(・)
・計算される・した… て靦 分布からの乖離・班 意の ㈲ に対して・
g*に 比例 してい ることが分 る.
2.2正 準相関係数に よる表 現
前小節 の結 論か らわれわれは,次 の段 階 と してg*がX,/XZ≠0と い
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う事実 によって どの よ うな影響を受け るか を調べ なけれ ぽな らない.そ の
た めY'以下では,モ デルの第一式の係数 β1のみ に着 目し よう.し たが っ
て1次 結合の係数行列hは,"=(hlノ,0')のよ うに書 ける.こ こY'hl'は
1×klの定 数ベ ク トル,0'は1×k2の0ベ ク トル で あ る.9*は ・7812と
〃0ん とV'よってX1とX2の 影響を受けて いるか ら,そ れ らを正準相関
係数を用 いて書 き換 え よ う・まず定義か ら 〃φん="F鬯1DF一脇 であるか ら
砌圃 α)[:1:::][DD::DD::1:11C21C::[Ol]
=ゐ1'(Cl1Dl1C11十C12D21C11十Cl1D12C21十C12D22C21)h,・
≡ゐ1'の11乃1
と変形で きる.最 後 の等式 に よって ¢11の定義が与}xられ ている.こ こ
にCi7は,行 列Fの 逆 行列F-1(w2の定義式の ところで定義 されてい
る)を,D;;の 分割 と整合的にな るよ うに分割 した とき得 られ る部分行列
であ る.た とえぽ
C・・一[…X・'X・一(6122XQ22・'X2(X・'為脚X1]一'
となる.こ こで
X1'X1=PPS
とす る ようなPが 存在 し
P=(X1/X1)垂,G=P卩1,H=P卜1
と表 わす ことにす れば,正 準相関係数 の定義 よりC11は次の よ うに書 き表
わす ことがで きる.
C,・一(…X1'X・一(碧2×1/X・(蹣脚X・)齟1
=[σ11P(1一ρ2G(X1'X2)(X2/X2)薗1(X2'X1)H)P']-1
一 量H(・-p2d)-1G
一 量Hrα
ここに最後 の等 式は 「の定義 を与 える もの とす る.た だ し ∠ はX1,X2の
正準相関係数 λ1,2,…2々*(触=min(kl,k2))を対角 要素に もつ対角行 列
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d=diag(λ互,え2…え々 *)
で あ り
广1=..:(1一 ρ2λ、,1一ρ2え2,…,1一ρ22差*)
で あ る.同 様 な 計 算 に よ り
C12-4
σ12毋GX・'為(XZ/X2)-1
C・・一(X2'Xg
Q.22)-1
+(4216126222611(脳)-1艸・)xrcxl'X2(躙 弓
を 得 る.こ れ ら をOnY'代 入 す れ ば
…1Q.11{・HI'3G・(・一ρ2)H厂・厂G-・ ・2(・一 ・2)毋2∬G
+Zpz(2一ρ2)H11∬11τG}
と な る.ま た 同 様 に,上 のC;;をw2に 代 入 す れ ば
洳2=ん1'xrchl/σ11
と な る 。 し た が っ て
喫 ゐ・一一架{zxr・σ+(・-P・)册arcw°6
-4p2(2-p2)HI'ZdPG十2p2(2-p2)HPdPdPG}hl/a'uau
を得 る.た だ しallは(X1'X1).1の第(1,1)要 素 である.以 上 よ り,
われわれ はUZEの 分布 の正規分布か らの乖離を表わす鍵 とな るパ ラメー
タg*を ρ,ろ,X1によって表わす こ とが で きた.こ れ で,あ るX1に
対 して,そ れ とは直交 しないX2が,UZEの 分布 に与 える影響 を調べ る
準備がで きたわけで ある.えfはX2がX1と 直交 しない程度一広義 の相関
一 を表わ しているか ら,ろ の値 をいろいろ変え ることに よって数値 的Y'乖
離 の様 子を見 ることがで きる.そ の様 子 を 解 析 的に調べ ることは,λ`は
一般 に 怨 個存在す るので簡単ではないであろ う.し か し次の よ うな単純
な場合 には,解 析的 に調べ ることが可 能である.
(i)ろ が全 て重根 の場合(λ1=え2=…=2寿*).
この場合 容易 に確 かめ られ る ように
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・*(…)+(、 一}・、)・{・+・(・一・ρ2+4pa)・2ρ2(・_pa)}(・)
と な る.ま たw2=1/611all(1一ρ2え),ただ しallはX1/X1の(1,1)要 素 で
あ る.こ こ で 特 別 な 場 合 と し て え=1お よ び0の と き
g*(1,ρ)=0,g*(0,ρ)=1
と な る こ と に 注 意 した い.特 に 前 者 す な わ ちX1とX2と の 間 に 正 準 相 関
の 意 味 で 完 全Y'相 関 が あ る と き は,(1),(2)式の0(T-1)の 項 ま で0に な
る.す な わ ち そ の 分 布 は,正 規 分 布 に 非 常 に 近 い と い う こ と を 意 味 し て い
る.と こ ろ で こ の こ と は,完 全 相 関 の 場 合 はUZEめ 精 密 分 布 は,実 は 正
規 分 布 で あ る*と い う事 実 の 反 映 で あ る.
(ll)kl=k2=1の 場 合(2式 と も 説 明 変 数 が1つ).
こ の 場 合 は,正 準 相 関 係 数(す な わ ち 相 関 係 数)は1つ しか 存 在 し な い の
でg*は(5)式 と 同 型 と な る.
以 上 の2つ の 特 殊 な 場 合 は,正 規 分 布 か ら の 乖 離 は と も に(5)式の8*
に よ っ て 表 わ さ れ る こ と が 分 っ た.g*は ρ と え の 非 線 型 な 関 数 で あ る
か ら,こ の 型 か ら た だ ちY'λ の 影 響 を 見 る こ と は む ず か し い.そ こ でg*
の 値 を い ろ い ろ なPと λ に 対 し て 計 算 し て み る と 表1の よ うな 結 果 が 得
られ た.
表1UZEの 分 布 の正 規 分 布 か ら乖離 の指標g*
0.10.30.50.70.9
0.11.9045.9382.99411.04581.0449
0.21.8080.8690.97511.08351.0949
0.31.7105.7921.94081.10911.1503
0.41.6120.7070..88891,11741,2109
0.51.5125.6134.81631.1007 .1.2750
0.61.4120.5107.71971.04791.3374
0.71.3106.3985.5950.94291.3824
0.81.2081.2764.4375.76161.3631
0.91.1045.1437.2414.46681.1234
*こ の点 は 日本統 計 学会 誌 の ンフ リー の指 摘 に よる.
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表1か ら観察 され ることは,(1)ρ≦0.5の範 囲 で は,b*は λ=0に
おいて最大値を とり,λ の増加 とともに単調 に減少 して いる.(2)ρ≧0.6
の範 囲では,g*は λの増加 に対 して単峰性 の曲線 を描 き,ピ ークY'到達
した後は,極 限値g*(1,ρ)=0に近づ く.そ してg*の ピークを もた らす
λ の値 は,ρ が大 きい ときほ ど大 ぎな値 を とる.(3)表1に おけ るg*の
最大値 は λ=0.7,ρ;0.9のところで実現 されてい る.(4)g*の大 きさは
λ よ りもむ しろPに 大 き く依存 して いる.
以上の観察か ら,UZEの 分布 は,極 限(λ=1)では正規分布 に一致す る
ものの,正 規分布への近づ き方 は,λ の増加 に対応 して単調 に近づ くもの
ではない こ とを示 してい る.そ して(2,ρ)e(0.7,0.9)のあた りで正規分
布か らの乖 離が最 も大 きくなる可能性 を示 してい る.し か しこれ らの推論
は,Tが 十分大 きい ときに妥 当す ることが期待で きて も,十 分大 き くない
Tに 紺 して この推論を適用 す るこ とには,慎 重でなければ な らないで あろ
う.そ の よ うなTに 対 して,漸 近展開の精 度があま り良 くないか もしれ
ないか らであ る.そ こで次節 では,T=20に 対 してモ ンテ カル ロ実 験を行
な って,小 標本 におけ る λ の影響 お よび漸近展開式の精 度を検討 してみ
よ う.
3モ ソ テ カル ロ実 験
この節 では,最 も単純 化された2方 程式SURモ デル
ごソlt=β1¢1ま+ule
yet=β2」じ2♂+use,(t=1,2,…,20).
(ulr,urt)'～N(0,Σ)
Σ一(譫1免一
を用 いて,10,000回の くりかxし 実験Y'よるUZEβ の経験 分布を求め
る.β1と β2の真 の値は,実 験をつ うじて1に 固定 してお く.わ れわれの
実験 目的は,ρ と λの分布 に 与xる 影響を 調べ るこ とで あ るか ら,こ の
2つのパ ラメータを制御で きるよ うな実験 でなければ な らない.ρ の制御
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は簡単 であ るが,λ の制御 には工夫が いる.λ の制御 とは,λY'あ る値 を
与}xたとき,そ の値 を 相関係数 として もつ2つ の 説 明変数 の 系列(XI,,
X2,),彦=1,2,…,20を発生 させ るこ とを意味す る.そ れ は次 の ようにし
て行 なわれた.ま ず2つ の20×1の ベ ク トル(1,1,…,1)と(1,2,…,
20)をグラム=シ ュ ミッ ト(Gram-Schmidt)の直交化法 に よって2つ の正
規直交 化された ベ ク トルZ1,Z2を作 る.次 にZ1,Z2に対 して
Xl=Zl
X2=ZlcosB十Z2
とい う変換をほ どこす.こ こで θは,与 え られた λに対 してarccosθ=λ
となる ように選べば,X1とX2の 相 関係数を2に 等 し くす るこ とができ
る.こ のよ うに して,λ=0.1(0.1)0.9に対 して各k10,000つ β1を計
算 した.こ の よ うに して得 られた β1の経験分布 は,相 当正確 に精 密分布
を シ ミュ レー トしてい る と考 えられ る.次 に掲 げる表2,3は,こ れ らの
経験分布 と漸近展開式で近似 された分布,そ れ・Y1...限分布(正 規分布)を
比較 した ものであ る.こ こでは ρ=0.3と0.9とλ=0.3(0.2)0.9v'対して
計算 された結 果のみが示 されてい る.
表2～3を 詳 し く見てい こ う.ま ず精密分布 の代理 としての経験分布 の
特徴を記述す る.表2(ρ=0.3)の場合,Z〈0の 範 囲では,前 節で観察 され
た点,す なわ ち えが1に 近づ くにつれて単調 に正規分布 に近づいて い くと
い うこ とが確認 され る.し か しZ≧0の 範 囲では,逆 に λ の増加 にとも
ないd=0・9に おいて さえ正規分布 か ら離 れる場合 もみ られ るが,そ の程
度 は無視 し うる場合が少 な くない.し か しこの ことは λ→1に ともな う正
規分布への接近 は,あ る場合 にはゆるやかで,λ=0,9を越 えた ところで急
速 に接近す るこ とがあ ることを意味 してい るのか もしれない.表3(ρ=
0.9)の場合,Z〈0に おいて経験分布 は,λ が1に 近づ くにつれ単調 に正
規分布 に接近す るとい う点は,や は り観 察 される.し か し,表2と は異 な
り全般 に正規分布か らの乖離 は大 きい、 ここには掲載 しなか ったが,ρ が
大 きい ほど正規分布か らの乖 離が大 き くな る傾 向が見 られた.Z>0の 範
囲 にお いて も,こ の単調性 は見 られる.Z=0の ときにのみ,前 節 で観察
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表2UZE(β1)の 分 布:p=0.3
・
。z=°・3b。 λ=°・5b。 えニ ・゜7bしaλ=° ・gb騾
一2 .8.0032.0030.0030.0028.0030.0026.002?.0024.0026
-2 .4.0100.0092.0095.0088.0094.0084.0084.0079.0086
-2 .0.0261.0248.0260.0241.0248.0232.0234.0221.0228
-1 .6.0568.0582.0561.0569.0558.0555.0551.0538.0548
-1 .2.1186.1195.1176.1179.1168.1160.1153.1137.1151
-0 .8.2146.2163.2145.2147.2138.2127.2139.2105.2119
-0 .4.3486.3474.3498.3464.3480.3451.3465.3437.3446
0.0.5062.5000.5034.5000.5035.5000.5057.5000.5000
0.4.6582.6526.6588.6536.6602.6549.6635.6563.6554
0.8.7885.7837.7901.?853.7930.7873.7941.7895.7881
1.2::..8805.8861.8821.8862.8840.8875.8863.8849
1.6.9425.9418.9427.9431.9448.9445.9465.9462.9452
2.0.9765.9752.9760.9759.9763.9768.9761.9779.9773
2.4.9912.9908.9915.9912.9918.9916.9922.9921.9918
2.8.9971.9970.9972.9972.9973.9974.9978.9976.9974
a:経 験 分 布b:近 似 分 布
表3UZE(β 、)の 分 布:ρ=0.9
・,。z=° ・3b。 λ=°・5b。 え=°・7b。z=° ・gb驪
一2 .8.0000.0031.0001.0028.0001.0020.0003-.0014.0026
-2 .4.0003.0094.0003.0088.0003.0068.0007-.0014.0082
-2 .0.0006.0252.0007.0240.0012.0200.0026.0035.0228
-1 .6.0042.0589.0045.0568.0057.0503.0127.0231.0548
-1 .2.0213.1204.0223.1177.0271.1091.0446.0735.1151
-0 .8.0873.2172.0894.2145.0976.2060.1281.1705.2119
-0 .4.2457.3480.2491.3462.2543.3408.2833.3183.3446
0.0.5036.5000.5070.5000.5052.5000.5042.5000.5000
0.4.7557.6520.7554.6538.7482.6592.7163.6817.6554
0.8.9125.7828.9100.7855.9032.7940.8759.8295.7881
1.2.9778.8796.9766.8823.9735.8909.9543.9265.8849
1.6.9955.9411.9951.9432.9942.9497.9877.9769.9452
2.0.9997.9784.9995.9760.9991.9800.9971.9965.9973
2.41.0000.99061.0000.99121.0000.9932.99981.0014.9918
2.81.0000.99691.0000.99721.0000.99801.00001.0014.9974
a:経 験 分 布b:近 似 分 布
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された単峰性が見 られ る.2つ の表の中で経験分布 と正規分布が最大 の乖
離 を示す点 は(N,え)=(0.9,-4.3)である これ は前節 の結果 と一致 しな
い.
次 に漸近展開 による近似の精 度を,近 似分布 と精密分布の代理 としての
経験分布を比較す るこ とに よって検討 しよ う.表2(ρ=0・3)の場合,全
般的 に近似 の精 度は,T=20に もかかわ らず,十 分に良い といえ よ う.他
方,表3(ρ=0・9)の 場合 は,反 対 に全般 にわた って近似 の精 度はかな り
悪 く,こ とに λ=0.9のときは,分 布 関数 の値域 〔0,1〕を越 える現象 さえ
見 られ る,エ ッジ ワース近似 におけ るこの よ うな現 象は,パ ラメータの値
が,そ の理論的値域 の境界値 に近い場合に よ く観 察 され る現象 である.こ
こでは ρ=0.3と ρ=0.9の場合の数値 しか示 さなか ったが,い ろいろな
ρ に対 して計算 された結 果か ら見 ると,ρ が1に 近 くなるにつれ近似 の精
度 は,悪 くな る傾 向が見 られた.全 般 的に言xる こ とは,近 似の精 度 は,
λ に対 して よ りも ρ に対 していっそ う敏感であ った.ほ とん どPに よっ
て精 度が決 ま って くる といって も過言 ではない.
4む す び
われわれ は本章 において説 明変数 が直交 しない(X1/XZ≠0)とい うこと
が,UZEの 分布に どの よ うな影響 を及ぼす か とい うことを分析 した.X1
とXZが,正 準相関 の意味で完全 に相 関があ る(え1=λ2=…=λ々*=1)と
きはUZEは 正 規分 布に帰着 す るか ら,λ→1の ときUZEの 分布は,次
第 に正規分布に接近す るであろ うことは容易に想像 される.し か しわれ わ
れ の分析結果か ら,正 規分布への接近の仕方 は必ず しも単調 なもの ではな
い ことを見いだ した.こ の ことは,UZEの 分布 と正規分布 との乖 離を,
UZEの 分布の漸近展開式の0(丁 膳1)の大 きさの項 を調 べ ることに よって
知 りx.た.しか しやや皮肉な ことには,正 規分布か らの乖離は,λ よ りも
む しろ ρ に影響 される程 度のほ うが大 きいこ とが数値計算に よって確か
め られた.さ らに漸近展開に よる近似 の精 度 もまた,λ よ りも ρに依存 し
てい ることが見 い出された.す なわ ち ρが1に 近 い と,UZEの 分 布の正
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規分布か らの乖離 は大 き くな り,か つ漸近展 開に よる近似 の精 度 も悪 くな
るのである.
最後 に,い まひ とつ別の観点か ら,若 干の補足を述べ て この章を しめ く
くろ う.KariyaandMaekawa(1982)は,第2章で述べ た よ うにUZE
の同時分布の漸近 展開のboundを 与xた.で は このboundは,X1と
X2が 直交す るか しないかで,ど の ように変 って くるで あろ うか.彼 らの
boundを,正準相関係数を用いて表わせば簡単 な計算 に よ り
・吻1ノ(x)　.(x)1≦C。(4.22X,、'X,1×IPI×11一ρ2川・iPD垂
とな る.こ こに ∫@)はUZEの,φ4(x)は 正規分布 のpdfで あ る.ま
たCoはk,,k2,Tに よって定 め られ る定数であ る.す べ てのZに 対 して
λ`=1のとき,こ の右辺は0に はな らないが,こ れはboundを 求めるに
際 して常 に大 きめ の不等式 で押 えてい った ことに よる.し か しこの式は,
ある ρ に対 して,全 ての λ`が1に 近 いほどboundは小 さくな ることを
意味 して いる.
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第4章 単 純 化 さ れ た テ ル サ ー 推 定 量 の 特 性1>
1モ デル と推定量
Conniffe(1982)は,次のような推定量の小標本特性を調べている.以下
では2次方程式SURモデル
(;:)一(X,°OX2)(1:)+(1:)(・)
を扱 う.こ こに 黄 は(T×1)観 察値列ベ ク トル,X;は(T×k=)説 明変
数行列 とし,そ の階数 は 鳥 とす る.βまは(鳥 ×1)係 数列ベ ク トル,u;
は(Txl)撹 乱項 列ベ ク トルであ る.こ こで撹 乱項 ベ ク トルは,・多次元正
規分布N(0,Σ ⑭17)に従 うもの と仮定す る.共 分散行列 は,前 節 まで と
同様
6
E●IT=
6::IT61Tv::1り(・)
とい う構 造を もつ.い うまで もな く Σ=(σの2,ブ=1,2で ある.こ の と
きulとu2の あいだ に回帰関数を用 いれぽ
u1=B・u・+v・(3)
が常に成立す る(回 帰 関数 については,例 えばAnderson(1958,p.29)を
見 よ).こ こに θ1=σ21/σ22であ りvlは 平均 ベ ク トル0,共 秀散行列6111T
を もつ多次元正規分布V'従う.Blueは,(ul,u2)の正 規分布 において,u2
を与xた ときのu1の 条件付分布 の平均ベ ク トルであ る.(3)を用 いれば,
モデル(1)の第1式 は'
ツ1=X1β1+Blue+v1(4)
と書 き直す ことがで きる.こ こで θ1とu2を,そ れ らの推 定量B1とu,
に置 きかx,yi-BiuzをX1に 回帰 させ ることに よって β1の推定量 とし
て
β、=(X1'X1)-1×1'(ッ厂 θμ2)
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=β1-(X1'X1)-iXliBlu2
を得 る.こ こに β1は第1式 におけ る β1の最 小2乗 推定量 である.Con-
niffe(1982)はu2の推定値 として第2式 の最小2乗 残差
u2=ツ2-X2β2
を,θ1の 推 定値 として,
BI-512522
を用 いて いる.こ こに 靭 は6,jの 「制約 なし推定量」 である.す なわ ち
S{j=ツノ1吻ノ/(T-k,-k2)
M=1-Z(Z'Z)-1Z/
Z=(X1,X2)
であ る,こ の推定法 は,Telser(1964)のく りかxし 推定法 の第1段 階 に相
当す るものであ る.し たが って,β1は 「単純 化 されたテルサー推定量」 と
呼ぶ こ とがで きる.以下 これを単 に 「テルサ ー推定量」 と呼ぶ ことにす る.
β2の推定 も同様 に行 うことがで き,そ の結果は行列表示 で
(1:二1:)f1/622×1/Xl°1SggXl/Zll-一¥0611×2/X2/-s21Xg/Zll-{一:離)(・)
と表わすことができる.
他方ゼルナーの制約なし推定量の行列表現は
(1::;:)一[烈(・⑭・)欄→[M(S●1)-lv]
e(.::畿:一:1:畿プC:::XIXZ:1:::::X,X2:1:)(・)
と な る こ と は す でY'見 た.こ こ にS=[S{j],y'=(ッ1',y2ノ),X'=(X1',X2')
で あ っ た.2方 程 式 モ デ ル の 場 合,行 列 式det(S)は(6)式か ら消 去 さ れ た
こ と を 想 起 し よ う.ま た(T-k)Sは,ウ ィ ッ シ ャ ーr分 布w2(T-k,Σ),
k=た1+k2,に従 いX!笏 と独 立Y'分 布 す る.
こ こ で 以 下 の 記 号 を 導 入 す る.
勠,=5∫ノー 6tii,X1=MZXI,X2=瓢X2,M;=1-X;(X;X;)-lXir
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婦 博 ㌔ 驫 レ ナー(22×3/X100wl1×2'X2)
B*=T(.1::ゑll:;窯:1げ一ナ(.ww::ゑ認 爻ll:〉
これらの記号を用いれば(5)は
(1:二1:)一(R一β) [一]_1[B*+dB*](・)
と書き表滑 ・と・・できる.ここで ナx!x、一・(・)を仮定す れば 〆7
(β一 β)の 分 布 の エ ッ ジ ワ ー ス 展 開 が,第2章 と全 く 同 様 に 導 出 さ れ る.
2推 定 量 の 分 布 の 漸 近 展 開
ま ずB=,/TB*,dB=i/,:*と お い て,〆T(β 一 β)の 確 率 展 開 を 求
め よ う.そ れ は 第2章 と 同 様 に
,/T(p‐Q)=A-1B‐A-1vAA-IB+A-1aAA-'aAA-1B+A-1aB
～ 五 騨1」ん4需1」B+0ρ(T"3/2)(8)
で 与 え ら れ る.こ こ にdA,dBの 確 率 的 大 き さ はOp(T-1!2)で あ る.
〆T(β 一 β)の 特 性 関 数
φ(t)=E{exp["〆T(ee)]} ,(9)
に(8)を代 入 す る こ と に よ り,特 性 関 数 の 展 開 式 は
φ(の=E{exp(Zt'A-IB)[1一ゴ〆∠4-1vAA-1B十ゴ〃∠4d4∠4A-1∠LA∠4-1B
+〃A-1dB-2t/A-1dAA"dB+1/2(22t'A-.:.:ノA-1彦
一2浬A-1aAA-'BdB'A-lt+押A-1」ん 斜BB/A-1dAA-1切}
+O(T‐sis)(10)
と な る.こ こ で 第2章 と 同 様 に,(10)式 の 中 の 期 待 値 を 項 別 に 評 価 す る.
各 項 の 期 待 値 は,
E{・p(〃A-・B)}一・・p{一去 ・Ω'}≡ψ(・)・
ここにΩは,次 式 で与 え られる.
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2
622
σ、2(X、ノX、)-1(X1'X,)(X,X2)-1
Ω=(11)
σ12(X2'X2)-1(X1'X2)(X1/X1)-1,
.σ,、(X,・X・)_162126
11(X・'為)-1脳X・(跳)一 ・
iE{A-IaAA-1Bexp(2t'∠4-1B)}=O
iE{A-LdBexp(〃孟 卩IB)}=O
iE{彦ノA-・,..-idAA-1B・xp(〃A"1B)}_-2t,Ω'ψ(t)
iE{がノ4-1∠1A/1髀1∠Bexp(it/A髀1」B)}=-2tノΩ'ψ(彦)
2・E{・'A-・細 一1BB・A-'aAA-lt・・p@・A-・B)}一一・t・卿(t)+2G
Z・脚 一1!/1'A'ltexp(〃A-・B)}一一… 鮒'Rt+1G2
Z・E{t'A-1細一1B・B'A-・t・・p(〃A-・B)}一一 ・t'Ω・+1G2・
こ こ に
G=E{@'A-1dASZの2}ψ(の
R-611622-6122)((X、'X1
0)門 飜 罵 繍 瀛)°-1611)
(12)
である.上の期待値の計算は第2章 で用いた基本的公式を応用することに
よって得 られ る.こ こで幸いなことにGの 中に現われる期待値は,(10)
式の中で消去 されるので,計算する必要がない.これらの項を(10)に代入
して整理すると最終的に
φ(の一ψ(の{・一麦・'R弓(・3)
となる.さ らに(13)を反転することにより,/T(β一β)の確率密度関数
の漸近展開が次のようV'得られる.
i(x){・+12(・'Ω一1RΩ一・x-・ (RΩ一・)}+・(T-3/2)・(・4)
ここに2(x)は,平均ベク トル0,共 分散行列 Ω をもつ正規分布の密度
関数である.さ らに簡単な計算により 〆T(β、一β1)の周辺分布は
Z(x){・+麦(・'Ω・1-1R11Ω・1-1-・ (R1・Ω ・・一・)}・・(T-・/2)鯉)
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となるこ とが分 る.こ こに Ω11-1とRI,はΩ鴨1とRの β1一β1に対 応
す る部分 である.(14)を使 えば共分 散行 列の近似 式は次の ようになる.
E(P-R)(β一β)・一Ω ・RT・・(1T、)(・5)
E(β厂 β、)(凰一β・)'一Ω1・+R,1T+・(1T,)・(・5・)
ここか ら先は β1についてのみ考 察す る、.ところで次の ような直交行列
Aが 存在 す る.す なわち
A(X・'X・)-1/2(X1/X・)(X、ノ , 脚1(X,ノX、)(X,ノX、)-1/2A=」,
d=diag(え・2,…,λ・、2)・
上式に現 われた ろ は よく知 られてい るよ うにX1とXgの 正準相 関係数
であ る.こ のdと Ω の構造 を利用すれぽ,(15ノ)は
(・5')一μ{(σ1・6126
22)・ °12211azz+1T(σ11--612622)(1-d)}H
・ ・(-1TZ)(・6)
と書 きか え られ る.こ こにH=A-1(X1'X1)_,/2であ る.モ デル(1)の両
式 において説 明変数 が1つ しか ない場合(k1=k2=1)を考えれば(16)は
(・6)一羨;
,・{(・一・・)・…+1T(・一・・)(・一・・)}+・(1T、)(・7)
とな る,こ こで ρ2=σ122/611622で,λはxtとx2の 相 関係 数であ る.
この単純 化 された場合の分布関数 と密度関数 の漸近展 開は,そ れ ぞれ
P{i/T(β1-R、)〈x}一・(読
1)・Z(奇)(孟)・+・(T_s/2)(・8)
2(x
wu)(1ml、){(・+8)一)・}・・(T-・/・)(・9)
と計算 され る.こ こに1(・)は 標準正規分布の分布関数である.ま たg
と ω11は
・一 一 ・((1-Pa)(1一え2)T-2){1-(1-.?2)p2}.iii-{(・一〆 脚 轟
で与えられる.この2つ の量に対応する量はゼルナー推定量では
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・*一・一(、1-p・、 ){・+・(・一・・2+・P4)・・2(・_pz)}
*_σ1、(1‐pa)ω11-
Ex;:2(1‐p2d2)
であ った.ω11とω11*は,それぞれの推 定量 における漸近分散 を表 わ して
いるか ら,差 を とることに よって 一
wll一ω11*=ρ4λ2(1一λ2)σ11/Σヱ,∫2(1一ρ2λ2)≧0
を得 る.し たが ってゼルナ ー推定量 は,単純 化 された テルサ ー推定量 より,
漸近的 な意味で優れ ているこ とが分 る.し か し次節で は,標 本数Tが 小
さい ときはゼル ナー推定量が常 に優れてい るとは言えない こと が 示 さ れ
る.な お上式 における等号 は,λ=0ま たは λ=1の とき成 立す る.こ のこ
とか ら,容 易 に分 る ように λ=1の ときテルサ ー推 定量 とゼルナー推定量
の漸近分散は最小2乗 推定量 のそれに一致す る.ま た2篇0の とき(X1と
X2が 直交す る とき)は テルサ ー推 定量 とゼルナ ー推 定量 は等 しい ので,
やは り等号 が成立す るのは 自然 である.
3推 定 量 の 精 密 標 本 分 布
Zellner(1963)におけるゼルナー推定量 の精密分散の導出法を直 接適用
す ることに よって,β1の 精 密分散は次の よ うに求 め ることがで きる.
E(β、一β正)(β1一β、)ノ
ーE
Sr3{EXr'u3[(X1'X・)-IX・ノu・1' 1(Xl1X・)-1
-・(X・ノX・)一・X・iM2ulu・'M2X・(X・ノX1)一・(SI
Sg≡)
+(X1'X・)-1X・iM2u2u・'碣X1(X・ノX1)-1(S12S
22)2ト…2]}
-611(X・'X1)-L2σ12(XI'X・)一・ 1'碼X・(X・'X・)一・E(S12
S22)
+σ22(X1'X・)一X1鵬X1(X・'X1)一'E(S12S
22)2
こ こ でZellner(1963,P.981)の次 の 結 果
E(S12
S88)一・〆 ・・/…
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Ly'1SI2
S22)2-16　26zz(・ 一・・)r[(P(1/2)P2(n/2))/2]+QiipzEgg
611i-p2+
,02;n'=T‐kl‐k26
22n‐2
を 用 い れ ば,k1=kz=1の と き
E(β1一β1)(β1一β1)ノ
ーσ1・(X・ノX1)-1-…2瑕 ・一・)Hp)・/2
+・・2μ(・一のH(61]
6gp)(・+1‐pzn‐2)
=(611/Lxir2){1-(1一え2)ρ2+(1一え2)(1一ρ2)/(n-2)}(20)
を得る2)。この結果 を前節 で 求めた近似分散(17)と比較す る と,両 者 は
0(T-1)のオーダまで一致 してい ることが分 る.こ の ことか ら0(丁儕1)ま
で の分布 の漸近展 開 も,精 密分布に非 常に近い ことが予 想 される.
次 に β1の精 密分布を求 め よう3).ただ しここではkl=k2=1とい う単純
化 された状況 でそ の分布 を求め る.
その導出 もZellner(1963)におけ るゼルナ ー推定量 の精 密分布の導 出 と全
く並行 して行 うこ とがで きるので以下導 出の概略 のみを示す.まず最 小2乗
推定量 β1と β*e(Xl/XI)_IXIu2は,2次元正規分布に従い,共 分散行列
E(β一β1
β*)(負諾1一帳)∵)一(;::;::)(・・)
を もつ.そ してまた,β、と β*はv=512/S22と独 立に分布す る.し たが
って β1,β*,vの同時分布は
/(β1,β*,v)4β14β*dv=g(β1,β*)h(v)4β14β*dv(22)
と表 わ され る.こ こにg(・)とh()は 次の よ うに定義 される関数 であ
る.
・(AAβ・,β*)一 〆,。(、1-r・)rl、γ22exp{12[(PI-P・)・r'・
+…2(P・一 β1)ゑ・+P・・22]}
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、
h(v)e(1‐pz)niz(舞1)・嵩 書1)・
,
1
[・一 ・v・(622611)秀・6961≡v・]cn+…
こ こ にr`'は 共 分 散 行 列(21)の逆 行 列 の(Z,丿)要素,'ま たrz=7izz/γ1・γ22
で あ る 〔Zellner(1963,P.9si)〕1いま.ノ
21=β 、一 β1-v(3*,zs=β*,驚3=v
と お く と 同 時 分 布(22)は ・.、 ∫ 「
g(zl一ト2「223ゴ2二2)h(驚3)42・dz・dz3,
〒画 辛;1籥 蠍 篆 轡;;罪捫}dzldz2dz3
(23)
と書 き改め ることがで きる.こ こY'.
k。一(・-pz)H/Q(622611)垂r(n+12)
・2・[rl・γ12-(・・2)・]・/・r(1a)r㈲
である.次 に(23)式を次 のよ うY'書き直す.
k・(z・zrii
2)・xp{二 青[z・21・・…1+・z・ ナ・2+・・2)・・z・(zlr・2+z・z・r'1)]}/
{・一 ・ρ(asz6t1)i/2・・+Egg2611・・}(".+1)/2dzldz2dz3.,
と書 き直 し,.ζれを22に 関 して積分す ると
1/2nk・exp{一 篭2(z・2γ・2-・z・・12+・・1)一・}/{[・1,.22_(・・2)・]・/・x
(z32r22-・z・γ 2+・・1)1/2(・二 ・622D-Q
11)1/2.Z・+622Zg2611)(n+「)/1}dzldz3
と な る.こ こ でexp{}の 部 分 を 級 数 展 開 す る と
一[〆2π 々o
rl'r22-(r12)・]・/・E:-o(-1t!)r・
(X122)r61・-dzldz・(24)
(232γ2厂2zsriz+γ11)t+i/2(232σ22-2驚3σ12+σ11)("+1)/2
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と な る.こ こ で(21)を用 い れ ば
(232γ22-223γ正 +r、、)e+i/2
-[(1一λ2)(X3262・一・z・X12+61・+f蝶)]…2
を 得 る.こ の 表 現 を(24)式に 代 入 し て 整 理 す れ ば
1
(1一λ2)s+・/2σ,zr・・/・+・n…/・×
{[@暮　洞 練_鄒 研珂 極(25)
と計算される.ここに
k・F-(61
6g≡)2611622・6g,鵠・)k2-一(61Q2≡)2611622
で あ る.さ ら にw=(為 一σ12/σ22)/,/klとお け ば
(25)一去 ・・(・+w・)一・・n/2(・一 、無)一(n+1)/2w"dw・
とな り,さ ら に ツ=測2/(1+w2),k3=k2/k1とお け ば
1=2c・(・-y)一 ・(・-k・(・_y))一一2(・-y)・/㌧ 一・/・dy
1=2c・・β一1(・一・)r-・-1(・-k・・)一`ds(26)
・・得 られ ・ ・ こ こ で ・一 ・y,a-n.-1-12・(3=t-n-32・ ・一・十 ・
であ る.次 に(26)を(24)に代 入 し,Sに 関 して項 別に 積 分 す る.こ の と
き ・
F(≪,R,・ ・x)-r(r(r>R>r(
r-P)∫:t・(・一・)「一(・-xt)一`dt
とい う超幾何関数の表現を用いれぽ,最終的Y'
!(z,)一[霽籍ll;帯 急 ≒1)'(咢γ一Cg2・
rCr>
が得 られ る.こ こに
a=(n十1)/2,R=t-(n-3)/2,y=t-n/2十2
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6222{、鼻 ・(・一 の}(・_Pz)+・
Cg-(1 一 λ2)t・kls+itl/2622)'・一 ・kl-(謝2+QllQ22+ボ 泗)・
この精密密度関数 を数値的 に評価す ることによって,近 似 密度関数(19)の
近 似の精度 を調べ る ことができる.こ れ らの数値 計算 に よる評価 について
は他の機会 に譲 りた い.
4数 値 解 析
前節 の結果を用 いて,最 小2乗 推定量(OLS),テル サ ー推定量 お よ び
ゼルナー推定量 の推定効率 の比較を行 うこ とがで きる.(20)式の第一項,
す なわち σ、、/Σ£f,2は,OLS推定量 β1の精 密分散 を表わ してい る.し
たが って β1の β1に対す る分散比(効 率)は,精 密 に
eff=var(Rl)
var((31)一{(・-pz)・pads+1n-・(・一の(・一沼)}(28)
と表わす こ とがで きる.(28)式を数値 的に評価 した結果が表1に 示 され て
いる.表1か ら,次 のこ とを読み取 ることがで きる.す なわ ちP≧0.4の
とき,テ ルサ ー推定量はOLS推 定量 よ り効率が よ く,ρ の値が大 きい
ほ ど,ま た λ の値 が小さいほ どそ の効率はい っそ う良 くな る.
表1η=8の ときのeff=var(β1)/var(β1)
±Z.±'°1..1.2.3.4.5.6.7.8.9
.11.866.893.9411.0191.1401.3331.6672.3454.352
.21.867.893.9401.0151.1321.3161.6292.2473.941
.31.870.895.9401.0111.1201.2911.5732.1043.409
.41.876.899.9411.0071.1071.2581.5021.9342.870
.51.884.905.9431.0021.0901.2201.4211.7532.386
.61.895.914.947.9971.0711.1771.3331.5741.979
.71.909.924.951.9921.0501.1301.2431.4041.647
.81.925.937.957.9861.0271.0811.1531.2501.380
.91.946.952.964.9811,0031.0311.0671.1111.166
他 方Kunitomo(1977)は,ゼ ル ナ ー の 制 約 な し 推 定 量 β1の 精 密 分 散 の
式 を 導 出 し,そ の 結 果 を 数 値 計 算 す る こ と に よ っ てk・=k2=1の 場 合 に お
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表2π=8の とき のeff=var(β1)/var(β1)
。、 ±PI・ …3・ ・ …6…8・ ・
.111.001.001.001.001.00.991.00.99.97
.211.001.001.001.001.001.00.99.97.90
.311.001.011.001.001.00.99.98.94.82
.411.011.011.001.011.01.99.97.91.74
.511.011.021.011.011.011.00.96.88.67
.611.021.021.031.031.021.01.96.86.63
.711.021.021.031.031.031.02.97.86.62
.811.031.031.041.051.051.04.99.89.65
.911.021.021.031.041.041.051.04.97.77
け る β1と β1の 分 散 比var(β1)/var(β1)を求 め て い る.彼 の 結 果 と わ れ
わ れ の 表1の 結 果 を 組 み 合 せ る こ と に よ っ て,β 、と β、の 分 散 比var(β、)/
var(β1)を求 め る こ と が で き る.そ の 結 果 は 表2に 示 さ れ て い る.表2か
ら,P<0.7の と き β正は β1よ り効 率 が 良 い と結 論 し て よ い で あ ろ う.こ
の 結 論 は,Conniffe(1982)のそ れ と極 め て よ く符 合 し て い る.さ ら に ρ
と λ が0.5よ り小 さ い と き β1と β1の 効 率 の 差 は ほ とん ど無 い と い っ て
よ い.こ の 数 値 結 果 はk,=k2=1と い う最 も単 純 な 場 合 に 対 す る も の で は
あ る が,小 標 本 に お い て は,テ ル サ ー推 定 量 が ゼ ル ナ ー 推 定 量 に優 る 状 況
が あ り う る こ とを 示 す も の と し て 興 味 深 い.
1)こ の章 はMaekawa(1984b)にも とつ い てい る.
2)(20)式は,Satchell(1983)の結 果 と一 致 してい る.
3)本 稿 を準 備 中 に,HillierandSatchels(1984)は,βtの1次結合C'β1の 精 密
分 布 を導 出 した.
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1は じ め に
この章 ではゼル ナーモデルにおけ る,線 型 仮 説 の 検 定 問 題 を 扱 う.
Zellner(1962)自身,SURモ デル の異 なる方程式の あいだの係r>関 して,
仮説Ho:β1=β2=…=β.を 検定す るた めのF検 定統計量 を 扱 ってい
る(同 論文355頁).彼はその中に含 まれ る6jjの代 りに,そ の一致推定量
を代入 した統計量(そ れをFと し よう)を,F=F+O(n-i!2)と展 開 し,F
が漸近的 にF分 布に従 うことを示 してい る.し か し彼 自身 も述 べ て い る
ように,小 標本 において もFの 分布 をF分 布に よって近 似す ることには
当然 問題 がある.Fの 小標本における性 質の研究 はなされ てお らず,囎今後
に残 された問題 といxよ う.
この よ うなF比 にも とつ く検定の ほか に,t比 にも とつ く検定 も 当 然
考 え られ て よい.そ こで以下では,上 のHoよ りやや一般 的な仮説すなわ
ちaicZ=1,…,n)の間 に線型関係があ るとい う仮説のt比 に よる検定を
考えてみたい.こ の問題に対 して,わ れわれはPhillips(1977a)の中に,
有効 なアプ ローチを見 い出す こ とが できる.彼 は,そ の論 文 にお いて検定
問題 ではな く,係 数の1次 結合 の推定量 の分布を扱 ってい るが,そ こでの
ア プローチを,Maekawa(1980)は次節以下で見 るよ うに,t一検定量 の
分布の問題に発展 させた.
2モ デ ル と 渉一検 定 量
ここで再びSURモ デル
墜〕一〔X100£＼こ〕〔RIP2一後 ①
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を 考xよ う,ま え と 同 じ よ うに 鈎 はT×1,X;はT×m;,Riはm;×1
の 行 列 で あ る.こ れ を
Y=Xa-1-u(2)
と表 わ す こ とに し よ う. .ここ に,yノ=(ッ1',y2',・..yノ),α'=(β1'・β2'・°°㌧
βノ),u=(ul',u2',…,πノ)で あ り,XはSURモ デ ル(1)の右 辺 の 説 明 変
数 の 行 列 を 表 わ し て い る.ま た 撹 乱 項V'関 す る 仮 定 も,従 来 ど お りと す る.
す な わ ち
嘲 …[:瓢ニニ:;]劔 ③
とす る.こ こに1は,次 数Tの 単 位行 列,Σ は(z,の要素 として6if
を もつn×nの 行列 である.Ω が既知 の場合,一 般化最小2乗 推定量
GLSは
aGLS‐[X'Ω輙1X]-1X'Ω需1y≡α
である.こ こで Ω の中に含 まれ る6ijを,そ の一致推定量で置 きかxた
ものを2段 階一般化最小2乗 推定量(略 して2SGLS)と 呼ぶ ことに し,
a2SGLS=[X'Ω一1X]-1XノΩ一1y≡α(4)
と書 くことに しよ う.こ こに Ω は,Ω に σ`ノの一致推定量を代入 した も
のであ る.6{jの一致推定量 として,こ の章では制約 なしのゼルナ ー推定
量(UZE)に おけ る残差 の2乗 和 を用 いる.す なわち,SURモ デル にお
け る各 々の ッ`を,X1,XZ,…,X.全てY'回帰 させて得 られ る残差 の2乗
和を用 い る.そ の とき Σ の推定量 は
E-1Y,T-m[・-X(矯 苅?(・)
と書 くことがで きる.た だ し
X=[X1,X2,…X.],Y=[y1,ツ2,…,yπ]
であ る,ま たm=Σ 笏 であ る.こ こでXは,階 数mを 持 ち,T>m+n
{-1
と仮 定す る.こ の とき よく知 られてい るよ うに Σ は,ウ ィツシャー ト分
布LV(Σ,T-m)に 従 う.こ の Σ を用 いれば
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α=[Xノ(Σ一1●1)X]-1X,(Σ一'●1)y「(6)
と表わ され る.Phillips(1977a)は,これを次の よ うに裘現 してい る.
α=[5ノ(Σ一1⑭X'X)S]-1[3(Σ一1⑭1)ρ].(7)
ここに,sは0又 は1を 要素 に持つm×nの 行列,ρ は
X勉ρ=T
で定義 され る.sは,一 般的 に表現す るかわ りに,n=3の 場合 を例示す
れば,
辞隔1響ll謝
と表わ され る ような行列であ る.
ここで次 の仮定をお く.す なわちM=X'X/Tと お くと
limM=M.
Tim
ここにMは,有 界 な要素を もつ非特異行列で ある.こ の仮 定は,〆T(α
一α)の 極限分布が,正 規分布N(0,[5ノ(Σ一1⑭M)S]-1)とな り,ま た漸
近展開を成立 させ るためのひ とつの十分条件で ある.Phillips(1977a)は,
α の線型結合 〃α の分布の漸近展 開を0(T卩1)まで求めている.そ の結
果に よれば,,/Th'(α一α)の極 限分布 はN(0,〃[3(Σ一1●M)s]鬯'h)で
あ る.こ の ことか らわれわれは,α に関す る線型仮説Ho;〃 α=0に 対 し
て,標 準的なt検 定の類推か ら,疑 似t統 計量
t*一,/Thy(a‐a)(・)
を用 いて,自 由度T-mのt分 布に もとつ く検定方 式を と りた くなるの
は 自然 であろ う.し か しなが ら,こ の統計量 彦*の分布 は未知で あるか ら,
上 の よ うな検定方 式が近似的にせ よ許 され るか ど うかを見極 めるためには,
彦*の分布 について調べ る必要 があ る.そ のための手段 として,彦*の分布 を
漸近 展開Y'よって0(T-1)の オーダーまで,近 似的 に求めてみ よ う.
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まず次の ことに着 目しよ う.い ま ∠Σ=Σ 一Σ と定義すれば,t*はP
と4Σ の関数 にな ってい る.さ らに ρ と 」Σ は,容 易Y'分る ようY'統
計的に独 立であ る.t*の この よ うな性 質は,以 下の漸近展 開を非 常に容
易な ものにす るのであ る.こ こで も統計量を確率オ ーダーに展 開 し,そ れ
を特性関数に代 入 し項 別に反転す る とい う常套手段を踏襲す る.第1段 階
として
Σ 一1-(Σ+4Σ)-1
=Σ 一LΣ 一1(」Σ)Σ一1+Σ一i(4Σ)Σ一1(∠Σ)Σ一1+0ρ(T_2)
=Σ 一1+(∠Σ 一1)+0ρ(T-a/2)(9)
と展開 してお く.最 後 の等 式は4Σ 一1の定義を与}xてい る.(9)とpを 用
いれば(8)の分 子は,ρ=/7♪ とお くこ とに より
〃(α一α)=〃F-1ST(Σ一1⑭1)ρ+〃F-15'((」Σ一1)●1)ρ
一〃F-ls'/((∠Σ卩1)●M)G(Σ一1⑭1)ρ
一〃F-1S'/((∠Σ鴨1)●M)G((∠Σ一1)●1)p
+〃F-1ST((∠Σ')●M)G((』Σ 一1)⑭M)G(Σ一'●1)p
+0♪(T-3/2)
と展開 され る.他 方分母はF*=5'(Σ一1⑭M)sとおけば
〃F*-1ゐ=〃F-1ゐ一〃F-15ノ((4Σ腑1)●M)SF-lh
+〃F-IS'/((4Σ一1)●M)SF-1S((4Σ一1)●M)SF-lh
+Oa(T-2)
と展 開され る.こ れ らを(8)式 の分母,分 子に代入 し,さ らに 分 母 を
・/1/1・x-・-1x2+83x・+…とU・う形 碾 開 した ものを 分 子 とか胎
せて,確 率オー ダーの順 に整理す れば,最 終 的な 彦*の展開式が得 られる.
結 果を少 し見やす くす るた めに,次 の ような記号を導入 しよ う.
F=5'(Σ髄1⑭M)S,G=S/F-1S,ω2=〃F-1ん・
これ らの記号 を用 いれぽ,t*の 展開式 は
t・一 毒{〃F-15ノ(Σ 一1●1)p+〃F"'・((・Σ 一1)⑭・)p
-〃F-15'((」Σ 一i)●M)G(Σ 一101)p
-〃F-15'((∠Σ 一1)⑭M)G((』Σ 一1⑭1)p
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+〃F-1ST((∠Σ 薗1)●M)G((4Σ一1)⑭M)G(Σ 一1⑭1)p
+か ・F-・3((∠Σ 一1)醐5F-1ん〃脚(Σ 一・)⑭・)多
+、詣、〃F-・3((・Σ 一・)●M)SF-・妨'F-・3((・Σ一1)●1)ラ
ー
、詣、〃F-・((・Σ 一・)OM)5F-1ゐ〃F-1S/((・Σ一 )釧G
・(Σ層1⑭1)ρ
一
,毒,〃F-13((・Σ 一1)QM)SF-'S((・Σ 一・)OM)SF-・
・h〃F-15'(Σ一1⑭1)p
+,島 、〃F-・3((・Σ 一・)●M)SF-・hh・F-・s(ωΣ 一・)⑭M)SF-・
・hh/F-i,Sr(Σ一1●1)p}
+0ρ(T-sz)
一 毒{〃B多+〃 の+o,(T-3)(・0)
となる.こ こで最後の等式はBとCの 定義を与 えてい る.す なわち"B彡
は,左 辺の最初の5つ の項 を,"qρ は残 りの項 をま とめた もの として定
義 されてい る.〃・B∫》は,Phillips(1977a)の〃(α一α)の 展開に現われ る
項 と同 じであ り,"Cρ はt*の 展開に固有の ものであ る.な お上の展開の
各項 の確率 オ ーダ ーは,一見 しただけでは分 りに くいが,機械的には4Σ 一1
を1つ 含 む項 は0ρ(丁一1/2),2つ含 む項 は0ρ(T-1)と判定 され る.
次 に分布 の展 開Y'移ろ う.w=vec(∠Σ)と お き,ρ とwの 確率 密度関
数 をそ れぞれ 孟(ρ),f2(w)とし よう.こ の とぎt*の 特性関数 は
ψ(・)-E{∫・xp[〃(B+Cw)ラ・]艪 φ}・・(T_2)
と表わされる.こ こに期待値Eはwに 関するものである.多が正規分布
に従 うことか ら
∫・xp[〃(B・C)p・/・]五(p)痂
一・xp[一(S2
2)h・(B・C)・(Σ⑭切(B・C)h/・・](・ ・)
と計算 される.上 式の[]の 中のhの2次 形式の部分は,展 開すれば,
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〃(B+C)ノ(E●M)(B+C)h/ω2
=[〃F-'h+〃F-15'((4Σ鬯1)Σ(4Σ一1)●M)SF-'h
-〃F-19((4Σ一1)●M)G((4Σ葡1)●M)SF-'h
+〃F卩157((4Σ冖1)⑭M)SF-lh
-h/F-'S'((4Σ一正)●M)G((4Σ一i)●M)SF-lh
+〃F-15ノ((4Σ一1)●M)5F-1乃〃F-15ノ((」Σ 一二)QM)SF-1〃ω2]/ω2
+O,(T一量)(12)
と な る.ま た
4Σ 一1=一Σ 一1(∠Σ)Σ 驩1+Σ 一1(」Σ)Σ 一i(4Σ)-1
=一 Σ 。+Σ う
と 展 開 さ れ る.こ こ に 最 後 の 等 式 は Σ 、 と Σ6の 定 義 を 与 え る も の とす
る.こ の 定 義 か ら 容 易 に,Σ 。Σ Σ 、=Lを 得 る.こ の 関 係 と,(12)を(11)
Y'代入 す る こ と に よ り,(11)の右 辺 は
・・p[一(SZ2)〃(B+C)'(Σ⑭M)(B+C)h/・]
一・xp(SZ
2)[・一(522){一〃F-・3(Ea●M)SF-・/・
+2h'F糟13(Σb⑭M)SF-h/ω2
-Zh'F-1ST(EaOM)G(Ea●M)SF-h/ω2
+〃F-'S'(Ea●M)SF-'hh'F-15'(Ea●M)SF-lh/ω2}
・ ぎ 〃F-・3(EQ●M)SF-lhh/F-'S(Ea●M)SF-'h/・]
十〇,(丁圏蕃)(13)
と書 くことがで きる.最 後 に期待値 をとれ ば,t*の 特性 関数の展開式は
ψ(・)一・xp(-Sz2)[・一(SZ2){-h・F-'SSE(Σ鋼 ∬-W
+2〃F-13'E(Σろ⑭ 乃4)SF-'h/ω2
-2〃F-15/E((Ea●M)G(Ea●M))SF"h/ω2
+〃F-15/E((Ee●M)5F-1緬'F嘗15'(Ea●M))SF-1ゐ/ω2}
・ ぎ 〃P1αE((Ea●M)SF-lhh/F-1S(Σ。⑭ハの)SF-・h/・・]
+0、(T一書).(14)
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さて次 に,(14)式に含 まれ る期待値 を評価 しなければ な らない .[]の
中の第1の 期 待値 は,4Σ の定義か らただちに
E(Σ。)=一Σ一1亙(」Σ)Σ嚇1=0(15)
となる・第2・ 第3の 期待値 はPhillips(1977a,PP.154～155)によって
すでY'評価 されてい る.そ れ らは
E(Σ・)一}圭羨 Σ一1(・6)
E(Sノ(Ea●M)G(Ea●M)…丁最)D(・7)
である・ここにDは ・ 第3章 で定義されたものと同じである.(14)の最
後の2つ の期待値は(17)と同様に計算すれば,容易に
E{CEa●M)・跚F-1・(Ea●M)}一(1
T-m)D・(18)
とな る.こ こに
D*=黒 乙{・"σ'♪+・iP・"}(S;MS,')F-'hh'F-1(S,MS,')
である・(16)・(17)・(18)を(14)に代入すれ ぽ,彦*の特性 関数 の0(T-1)
までの展 開は
ψ(・)-exp[一一522[・一(S22){(1+nT‐m)一・(1T-rn)響ん
+(1T-m)響 ゐ}+(S48)(1T-m)ん警]+o(T一 參)
=exp(‐21(1‐2A+8B)+O(T-2)(19)
とな ることが分る・ここに0コF麕1DF-1,0*=F-1D*F-1であ る.(19)を
反転 す ることに よ り,t*の密度関数 の0(T-1)までの展 開式 として
f(x)=i(x){1+2(x2-1)+8(x4-6x2+3)}+O(T-z)(20)
を得 る.こ こにZ(x)は標準正規分布の密度関数であ る.さ らに,(20)か
らt*の 分布 関数 の展開式を求めれぽ
P(・*〈x)一・@)i(x
6)x{ル(3-x24)B}+・(T一書)(・ ・)
を得 る.こ こに1(・)は 標 準正規分布の分布関数であ る.(20)の右辺 は書
一64一 第5章SURモ デルにおけるt一検定量の漸近展開
き換 えて
・@)-2(-丁 圭㎜){(…)一響 ん・(1+x28)・"劉
+0(T一量)(22)
とす る'ことができ るし,ま た
1(x+gx)+0(T一彗)(23)
とす ることもで きる.た だ し
9-1T-m{(・+・)」點(1+鶚 吾'°*ん}(24)
である.(22)は(23)をテイ ラー展 開 した ものになってい るこ とに気 が付 け
ば,(23)の展開の根拠が理解 され る.(21)や(22)のような タイプの近似 を
実際 に行 った場合,し ば しぼ近似 された分布関数の値 が区間(0,1)からは
みだ した り,単 調非減少 でな くなった りす るこ とがあ る.し か し(23)のよ
うな型に直 した近似式 を用 いれ ば,そ のよ うな不 都合 を防 ぐこ と が で き
る.
ところで(22)において,ヱ=0と おけぽ,右 辺 は1(0)+0(丁一蓼)となる
か ら,0(7¶-1)まで原点 に対 して左右対称 であるこ とが分か る.
3単 一 方 程 式 に お け るt検 定 との 比 較
この節で は,SURモ デルにおけ る個 々の式に対 して,標 準的 な回帰分
析 におけるt検 定 と,わ れわれ の検定の比較を試 み る.
3.1一 般の場合
個kの 式 に対 して最小2乗 法 を適用す る方法を ここでは単一方程式最小
2乗法(以 下SELSと 記す)と 呼 ぶこ とにす る.(2)におけ る α のSELS
推定量は,偏 差 の型で表 わせば
一謄灘〕
={57(1●M)s}-15ノρ=K-'S/p(25)
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となる.こ こに最後 の等式 はKの 定義を与xる もの とす る.ゾ7(α+一α)
は正規 分布N(0,K-1{Sノ(Σ⑭M)S}K-1)に従 う.こ の ことか ら 瑞:
ゐ'α=0に対す る 彦*に対応す る統計量 と して
t・一 〆彎 α+冖α)
〆ゐノK-1{3(Σ⑭ハ4)s}K-lh
-〆 警 舞 α)(26)
を考xよ う.こ こにY*の 定義は,最 後の等式 に よって与 えられ る.广
の分布は,前 節 と同様 に0(T-1)まで漸近展開す ると,途 中の 計算は省
くが,結 局
P(t+<x)一・(x)-Z(x)x、(4+x2)(T-m)・"艶 ・(3T-2)(27)
となる.ま たは,前 節 と同様に(27)の右 辺は
1(x+fx)+0(T一髫)(28)
と書 くこともで きる.こ こに
の+=G-1D+G-1
D+=鼎 柔{… σ1・+・9P61r}{S;MS/)(G陶1槻一1)(S,MSp')
ノー(4+x2)8(T-m)響 乃
ω12=〃K-1{S'(EOM)s}K卩lh
である.(28)もまた,こ の分布は0(T-1)まで原点に対 して左 右対称であ
る ことを示 している.
さてt*とt+の 分布 の相違 を見 るた めには,な ん らかの尺 度を必要 と
す る.そ の尺度 として,原 点を中心 とす る区間におけ る分布 の集 中度を用
いるこ とにす る.す なわち,こ れ ら2つ の分布の相違 を
P{1ノ懲 窩 の回 一P{t〆幕 言α)回
_{1(x(1十g))-1(-x(1十g))}
一{1(x(1+f))-1(-x(1+!))}+0(丁一あ
=2{1(x(1+9))-1(x(1+ノ))}+0(T一書)
=2z(x*){x(g-f)}→-0(T-3)(29)
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に よって測 るこ とにす る.こ こY'最後 の辺Y'1...現わ れるx*は,x(1十g)と
x(1+ρの中間の点であ る.こ の尺 度を用 いれ ば,0(丁鹽1)までの両分布
の差 は,d=f-gに よって測 られ るこ とになる.
ところで推定量 の比較 においては,分 布が中央 に集 中 しているほ ど,そ
の推 定量 は有効 である.し か し検定統計量 の場合 は,分 布 が中央 に集 中 し
ていれぽ良い とい うわ けのものでは ない.な ぜな らば,検定方式の良 さは,
本来 な らぽ検 出力に よって測 られるべ き性質 のものだか らであ る.し か し
なが ら上述 のよ うな比較 は,「dに よって測 られた これ ら2つ の分 布の差
が小さければ,2つ の検定方式か ら導かれ る決定は,ほ とん ど差 がないで
あろ う」 とい う型 の議論 を行 うた めには有効 であ ろ う.と はい って もそれ
は容易ではない よ うに見xる.と い うのは,!とgは0,0*,0+と い っ
た きわめて複雑 な行列 を含 んでいるか らであ る.し か しい くつかの特殊 な
ケ ースでは,gは 非常 に簡単 になる.
3.2説 明変数 が直交す る2方 程式モデル
簡 単化のた めに2つ の方 程式か ら成 るゼルナーモデ ルを考xよ う.そ し
てそれぞれの式 の説明変数X1;T×m,X2;T×m2は 互 いに直交 して い
るとしよう.す なわちX'1×2=0.この とき
… ㍗ll、°m2]
で あ る か ら,Phillips(1977a,PP.158-159)に示 さ れ て い る よ う に
一 囲 響 ジ歩幽]
・一[響㌧幽1
を得る.われわれはさらに ψ*と0+を 求める必要がある.その計算は長
くて複雑であるので省略するが,結 果は
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//[霏 糊:hlh
h2h:鬻::
Zpz
611Q.2:Xi'XIT
¥X2,X21T:1:1::X2」X2/TX2'X2/T:1
および
…響 ジ幽N嚠 幽]
となる.こ こに ρ=σ12/V611622である.
これ らの行 列は,ま だ複雑 なので,係 数間 の線型制約 を第1式 の係数だ
けに課す ことに よって,さ らに簡単化を計ろ う、そのた めには,〃=(h,'0ノ)
とすれ ば よい.こ こにhliは1×ml,0'は1×m2の べ クrル であ る.こ
うす るこ とに よ り
協 一多 砥x勢)-ih,
〃・*h=(
。2ii)・h・ノ(X募1)-ih・h・'(X募・)-ih・
〃… 一[・画'(X肇1γ1ゐ ・r
・・-h・歩(X1/X,T')h・
… 一・1・σ1・(X1'XlT)_1h・'
と簡単化できる.これらをfとgに 代入すれば
g=7,1m{3-2+4(1+x2)}
=
4(Tlm)(5-1-x2)
ノ ー 、(1T-m)(・+x2)
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を得 る.複 雑な行列が全て消xて しまったのは,例 えばgの 中の 〃戯/ω2
では,
"。、.2al・hl'(X1/XIllhiT。2し
ω2夛
、 ・1'(X1笋・1h・
とな るように約 分されて しま うか らである.こ の ようにして!とgが 簡
単になった ので,そ れ らの差 を見 る ことは容易 である.た とえば,実 際に
あ りそ うな場合 として,T=20,m=6,x=2と すれ ば4=9-f=o・093・
Z(2)=0.05399であるか ら(29)で表わ され る2つ の確率 の差 は0.0048と計
算 され る.こ の値 は,2つ の検 定統計量t*とt+の 分布 はかな り近 い こ
とを示唆 してい る.
ところで"=("10')の ときは,標 準的 な 彦検 定が可能 である.す なわ
ち
γ/Th,ノ(α、+一α、)t=
ノ 乃・ノ…(X1/XlT)-1h,
は,自 由度T-mlのt分 布 に従 う.こ こに α1は,第1式 に係 る係数 で
ある.ま た α1+は
・・+一(X1'X・)囀1X煽・_1T-m、・・ノ[・-X・(X・'X1)-1X・']・・
であ る,tの 精 密分布は,分 ってい るのであるが,t*お よびt+と 比較す
るために,彦 も0(丁 卩1)まで漸近展開 してお こ う.結 果だけ宗 せばtの
分布 は
P(t<x)-1(x)-Z(x)x(4+x・)/(T-ml)+0(T-3)
=1(x(1+f'))+0(3T-z)
と近似 され る.こ こに 尹=(4+x2)/(T-ml)である.例 えば 叨1=3,T=
20,x=2と すれ ぽf'-g=0.0294である.や は りt*と 彦の分布 は近 い
と見 なして よい.
以上の よ うに,単 純 なモデルを想定すれぽ,彦*の分布 とt+お よびtの
分布 を比較す るこ とは可能 である.し か し上 の例は,単 純 化 しす ぎてい る
といえるか もしれ ない.な ぜ ならばX1/X2=0と仮定 したた めに,ulと
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u2の相 関係数Dゼ ルナ ーモデルにおいて本質的Y'重要一 が消去 されて し
まい,上 で述べた比較 の中に ρ が現 われ てい ないか らである.そ こで ρ
の役割を見 るために,次 の場合を考え よう、
3.3説 明変数が直交 しな い2方 程式モデル
2つ の式 の説 明変数 が直交 しない とす るほ うが,経 済モデルにおいては
現実的 な仮定で ある.た だ しそ うす ることに よって,問 題は複雑 にな る.
説 明変数が直交 しない2方 程 式ゼルナ ーモデルにおけ るUZEの 漸近展開
は,Phillips(1977a)によって扱われてお り,そ の中で 〃0ゐ の表現が与 え
られている.わ れわ れの場合 は,σ の代 わ りに の*を用 いた ものを表現 し
なけれ ばな らないが,そ の導 出はPhillips(1977a)と全 く同様 である.ま
ずD*は 部分行列
D・・*e・(σ1・)・(X,/X,T)C・・*(X肇1)
・…1σ・2(X1'X2T)C21*(響1)
+・… σ・2(X1/XlT)C・2*(響1)
+{(・2)・+σ1・22}(X肇・)C22*(響)
D12*一…1σ・2(X1/XlT)C1・*(X幹)
・{(Q.12)・+…σ・2}(X肇・)C・*(X肇・)
+・(・2)・(X肇・)C12*(學)
+2v126・・(X1'X2)C・2*(畢)
D21*=D12*ノ
D・2*e{(σ12)・+…σ・}(X苧1)C・*(X募・)
+…2σ・・(X2'X2T)C21*(摯)
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+…2σ・・(X2/XlT)C12*(攣)
-f-2(o'zs)s
¥X2/X2/Cz*¥X2/`YZ/TsT
に 分 解 で き る.こ こ に
C*一跚 一:1:1:;::]
である.次 に再び第1式V'限 定 して考 える.す なわちh'_(hl/0')のとき
〃衄=乃1'011ゐ1および 〃0*h=乃1/011精1
となる.こ こに
011=Cl1Dl1C11十C12D21C11十Cl1D12C21十C12D22C21
011*=CIlD11*C11十C12D21*c11十C1正D12*C21十C12D22*C2i
である.こ れ らは行列 の積 を直接計算す ることによって容易に得 られ る.
ところで上 の式を見て分 るよ うY',X1/X2≠0のときは,彦*の 分布 の特 徴
を式 の上 か ら判 断す るこ とは,も はや不可能 に近い と言わ ざるを得 ない.
そ こで,次 節 では これ らの行列表現 に よる複雑な結果を,実 例を用 いた数
値計算 に よって検討 してみ よ う.
4数 値 解 析
Zellner(1962)は,SURモデルの具体例 としてBootanddeWitt(1960)
が行 った,ゼ ネ ラル ・エ レク トリック(GeneralElectric)社とウェステ ィ
ング・・ウス(Westinghouse)社との設備投資 の分析例を取 り上 げた.両 社 の
設備投資 関数 は
1(t)=ao十alF(t-1)十a2C(t-1)十u(t),t=1,2,…,T
と特 定化された.こ こにz(t)は,t期 におけ る総設備投資を,F(t-1)は
期首 におけるoutstandingsharesを,C(t-1)は期首 におけ る資本 ス トッ
クを表 わ してい る.こ れ らの経 済変量 の両社 の20年間 にわた る(T=20)デ
ータは,BootanddeWitt(1960)に与 え られている.そ のデ ータか ら推
定 された共分散行列は,
r777.4465234.58891
1234.5889107.1342)
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であ る.こ れ よ りulとuzの 相関係数は0.8128とか な り高 い値 を示 し,
SURモ デルの例 としては うってつけで ある.こ のデータを用 いて,両 社
それぞれの α1お よび α2のみ に関す る有 意性 の検 定統 計量 彦*の分布を
(21)によって計 算 した も のが 表1に 示 されてい る.こ の表の第1列 は,
極限分 布 としての正規分布の引数,-3.0(0.2)-o.2,が示 されて いる.(21)
は0(T一 り までx=0に 対 して左右対称であ るか ら劣>0の 範 囲につい
ては省略 した。 第2列 はt*の 極限分布 である標 準正 規分布 が,第3列 は
自由度17のt分 布 が示 され ている.こ の 自由度17のt分 布は,い うまで
もな く標 準的な回帰分析 における係数の有意検定に用 い られ る 分 布 で あ
る.そ の他 の列は,た とえばゼネ ラル ・エ レク トリック社 の α2の欄 は"
=(0,0,1,0,0,0)Y'対応す る 彦*の分 布 を,ま た ウェステ ィング社 の α1
の欄は 〃=(0,0,0,0,1,0)に対応す るt*の 分布を表わ してい る.
表1t*,ちN(0,1)の比較
GeneralElectricWestinghouse
AsymptoticSELSt
xSURt*for
Normaldf=17*
ala2ala2
-3.00.001350.004030.003900.003780.003900.00382
-2:80.002560.006150.006490.006220.006490.00632
-2 .60.004660.009340.010450.009920.010450.01014
-2 .40.008200.014060.016330.015390.016320.01582
-2 .20.013900.020960.024800.023270.024800.02400
-2.00.022750.030870.036690.034340.036680.03550
-1.80.035930.044810.052910.049560.052900.05125
-1 .60.054800.064000.074490.070000.074480.07230
-1 .40.080760.089750.102430.096820.102410.09973
-1 .20.115070.123300.137630.131100.137620.13453
-1 .00.158660.165670.180750.173700.180730.17743
-0 .80.211860.217370.231960.225000.231950.22871
-0.60.274250.278210.290890.284750.290880.28803
-0.40.344580.347070.356470.351870.356460.35434
-0.20.420740.421930.426930.424470.426930.42579
ρ=0.8128
*自 由度17のt分 布 は 統 計 数 値 表(日 本 規 格 協 会
,山 内 二 郎 編(1972))の 公 式B(2.3)
を 用 い て 計 算 し た.
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表2〃=(1,0,0,0,0,0)の と き のt*の 分 布
xpO.00.250.50.75
-0 .30.003860.003860.003860.00388
-2 .80.006290.006250.006320.00642
-2 .60.009920.009950.010040.01030
-2 .40.015250.015300.015490.01604
-2 .20.022860.022950.023310.02430
-2 .00.033520.033680.034270.03588
-1 .80.048180.048420.049300.05172
-1 .60.067940.068270.067510.07285
-1 .40.094030.094460.096050.10035
-1 .20.127660.128180.130070.13518
-1 .00.169830.170400.172480'1780?
-0 .80.221070.221640.223720.22930
-0 .60.281200.281700.283560.28852
-0 .40.349170.349550.350950.35469
-0.20.423010.423220.423970.42598
表3"=(0,0,i,o,0,-1)に 対 す る 彦*の 分 布
xpO.00.250.50.75
-3 .00.003490.003470.003500.00368
-2 .80.005720.005690.005770.00609
-2 .60.009120.009090.009220.00977
-2 .40.014160.014120.014340.01523
-2 .20.021460.021420.021770.02314
-2 .00.031810.031780.032310.03429
-1 .80.046190.046180.046930.04963
-1 .60.065750.065770.066760.07026
-1 .40.091760.091820.093040.09730
-1 .20.125440.125540.126940.13180
-1 .00.167790.167920.169430.17458
-0 .80.219320.219470.220950.22596
-0 .60.279820.2799?0.281270.28565
-0 .40.348230.348350.349320.35258
-0 .20.422540.422600.423120.42486
次Y'ρ の 値 を 人 工 的 に 変 化 さ せ な が ら,同 じ デ ー タ を 用 い てt*の 近 似
分 布 を 計 算 し た 結 果 を 表2,3に 掲 げ る.表2で は,h=(1,0,0,0,0),す
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なわちHo:αo=0の 場合 を,表3で は,h=(0,0,1,0,0,-1),すなわ ち
Ho:α2=a2i(ゼネ ラルエ レク トリック社 のFの 係数 とウェステ ィング社
のそ れは等 しい)と い う帰無仮説の場合 を扱 ってい る.
これ らの表 か ら観 察 され る特徴的 な点は,(i)彦*の 分布は,正 規分布
にあま り近 い とは言えず,む しろt分 布 に近 い,(五)Pが 小 さ くなるY'
つれてt*の 分布は中央 に集中 してい く傾 向 が 見 られ,ρ=0の ときは
tl,に非 常に近い,上 記(i)はT-mが 十分大 き くないので,正 規分布近
似 はあま り精 度が良 くない ことを反映 してい る.さ らにわれわれが直観的
に構成 した統計量t*は,t分 布に近い分布であ るこ とを も示 している よ
うに思わ れる.他 方 この ことはまた,標 準的 な単一方程式 に対す るt検 定
に よる係数 の有意性 の検定 は,2つ の方程式間の撹 乱項 の相 関を考 慮 した
検定方式t*と あま り大差 がない とい うこ とで もある。上記(皿)か らは,
ρ が0に 近 い ときはt*に もとつ く検定はtl,に もとつ く検定 と大差 がな
い ことを意味 してい る.こ の ことは,ρ=0の ときUZEの 分布 は正規分
布 に帰着す る とい う事 実に対応 して いるのであろ う,
これ らの観察結 果を,SURモ デルにおけ る推定問題におけ る結 果 と比
較 してみ る と興味 深い.推 定問題においては,ρ が0に 近 いとき(lpl<
0.3)セルナ ー推 定量 はむ しろ効率 が悪 くなる ことが,MethaandSwamy
(1976)とKunitomo(1977)らによって 指摘 さ れてい る.と ころが 検定
問題 の場合に は,上 に述べ た ように,ρ が低い場合 にも,こ の相関を考 慮
した検定統計量t*は 悪 くない よ うに見える.こ こにSURモ デルにおけ
る推定問題 と検定 間題 の相違 がある.
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1は じ め に
これまでSURモ デルに関 してみて きた よ うに,推 定量の分布の漸近 展
開を0(丁一1)の項 まで求め るためには,か な りの計算量 が必要であ る.とこ
ろで分析 の 目的 が,推 定量 の有効性や分布の形状の比較であ る場合 には,
前川(1983d,1984c)に示 される ように,分 布 の漸近展開の最終 的な形 を導
出す る必要 のない場合が ある.す なわち,そ の比 較におけ る「差」を もた ら
す可能性 のある項 だけを計算す るだけで よい場合 があ る.こ の よ うに漸近
的な 「差異 の源泉 」を追求 してい く接近法 は,AkahiraandTakeuchi
(1981)の高 次漸近有 効性 の理論 お よびAkah三ra(1981,1982)の推定 にお
ける漸近的defficiencyの理論 中で,よ り洗練 され た 型V`い て見る こ
とがで きる.そ こで この章では,上 記 の2つ の拙稿 を,高 次漸近有効性の
立場か ら,全 面的 に書 き改め ることにす る.
2節において,準 備 として必要 な範 囲で,3次 漸近有効性 の理論を要約
す る.3節 において,一 般線型 回帰 モデルに関 して,よ く用い られ る自然
な推定量 を含む よ うな推定量の クラス としてG一クラス推定量を定義す る.
4節 において,G一クラス推 定量 の比較を行 ない,そ れ らの3次 漸近 有効性
を示 す.5節 において,SURモ デルを始め とす るい くつかの回帰モデル
におけ るG一 クラス推定量の3次 漸近有効性を示す.
23次 漸 近 有 効 性
この節 は,次 節 以下 の準備 として,AkahiraandTakeuchi(1981)によ
って導入 された高次漸近有 効性 の概念を,必 要 な範 囲において要約 す る.
以下の要約 は,AkahiraandTakeuchi(1981),竹内(1974,1981),
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Taniguchi(1984b)等にもとついてい るが,原 論文 の数学的Y'密 な記述
を省略 した ところ もあ り,直 観的 な記述 になってい る.
確率変数 のベ ク トルXn-(X1,…,X。)'は,確 率測度P。,θ(・)をもつ
とし,未 知母数 θ(スカラー)の 推定量 θ=θ(X,,…,X。)に対 して
撫 剤 瓦,・{1/n(B-・)≦・}12-・
が成立す る とき,θ はk次 漸近 中央不偏(AsymptoticallyMedianUn-
biased,略してAMU)で ある とい う.い ま θ をk次AMU推 定量 と
し,/π(θ一θ)の分布 関;,,
F　(x,・)-Fo(x,B)・瀞(x,・)・ 一・+(1
i/n)彦肱 ・)
に よ っ て 近 似 で き た と し よ う.こ の と き
limηTlp。,θ{ノπ(θ一 θ)〈ヱ}-F。(x,θ)1=0
偽 → 嚠ζ
となるならば,F.◎,θ)を 〆π(θ一θ)のk次 漸近分布 とい うことにす
る.そ してk次AMU推 定量 の中でk次 漸近分布が最 も中央 に集 中 し
ている ような推定量を,k次 漸近有効推定量 と定義す る.す なわちBn*を
k次 漸近有効推定量 とし,θ.を 任意 のk次AMU推 定量 とす るとき
liminfna-[1)n,B{-Q<v/n(Bn*一θ)<ろ}
-P。,θ{-a<1/n(θ一θ)〈b}]≧0;∀θ∈⑧,Q>0,b>0
である。この ように推定量 の有効性を漸近分布の集中度で定義す る方法は,
モ ーメソ トが存在 しない ような推定量 の有効性を比較す る場合に も適用 で
きるとい う利点 がある.
2次AMU推 定量Bnの2次 漸近分 布の限界(集 中確率を最大にす る
分布)は,ネ イマ ソ=ピ ア ソンの基本定理を巧みに応用す ることに よって
得 られ る.す なわち,
撫 仮説H:θ=θ ・+而(x>o)
対立仮説K:θ=θo
を考 えると,Hの もとでは,An={/η(θ一θ)〈x}とす る と
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PB・+x/JnlAu}-PB・+x/Jn{〆売(B‐Bo-x
1/n)〈 ・}
=2-f-01
　n/
である.最 後の等号は2次AMU条 件であ る.い ま求めたいのは
1)θ{An}=ρθ{1/n(θ一 )<x}
の限界であ る・㍉ ・れ關 立仮説(鶺 水 準12・ ・(n…))の もとでの
A.の 確率,す なわ ち検 出力であ る.し た がって この検出 力を最大 にす る
ような棄却域は,ネ イマン=ピ アソンの基本定理V'よって求 め られ る.そ
の結果1)Bit/n(θ一θ)〈x}の限界 は
・(面+φ(軅){論(・ ・+・K)}・・(毒)x>・(・)
となるこ とが証明 され る.x〈0の 場合 も同様 に求 め られる(竹内(1974,
P・176)).こに1,」,KはXnに 対す る対数尤度1(θ)を用 いて
・一一1im訓 轟1・gl(・)}
2J
=limnEaa6210gZ(B)a
elogZ(B)
3
K=limnEBaelogl(B)
で定義される.す なわちBnの2次 漸近分布が(1)式で与えられるとき,
θは2次漸近有効である.
さらに一歩進めて,3次 漸近有効性に つ い て 考えよう.し か し3次
AMU推 定量の中で3次漸近分布の集中度を最大にするような推定量は,
一般には在存しないことが知 られているので,推定量を次のように制限し
て議論をおこなう.す なわちBnはBANで3次AMU推 定量であ り,
_　
i/n(B　一・)-Zl(B)1(B)・盞9( ・+・P(1
1/n)
・い う形 碾 開 され ・もの とす る・ここに 乙一六 一aae1・gl(・)・た
1(θ)はフ ィッシ ャーの情報量 である.そ うして
Q(B)=Op(1),E(Z,(B)Q(B)i)=0(1),(i=1,2)
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である とす る.こ の ような推定量 の クラスを クラスDと い う.こ の とき
ゾπ(θ一θ)の漸近分布は,〆 π(θ一θ)の4次 までの,次 の ような漸近 キ ュ
ム ラン トY'よって定め られ る.
μ、=E(Q)
u1(3)一÷ 葬・…+・㈲
匹・・3・一}+zailnlaB+1vn(Q)+・(1n)
硬 一 傷 ・,3Enl(z192)・・(n)'Q-Q-E(Q)
茲・・3・一 髣+・ ㈲ ・
クラスZ)に おいでは,こ れ らの うち推定 量 に依 存 す る項 はV(Q)と
E(ZIQz)だけ である.残 りの項 は,先 の1,J,Kに よって定め られ る.
仮定に よ りE(ZQ2)=o(1)であるか らこの 項 は3次 漸近分布 の中で 無視
で きる.そ うして3次 漸近有 効性 の理論 に よれば,〆 η(θ一θ)の3次 の漸
近分布の集 中確率はv(Q)が 最小 にな るときであ ることが知 られてい る.
さ らV'V(Q)が最小 とな るための必要十分 条件,す なわち クラスDに お
いて θ.が3次 漸近有効 となるた めの必要十分条件 は,Cを 定数 と し
る一六{azae2・gZ(・)-Eae2i・gl(・)}とおくとき
万(B-・)=1Z,・毒z1ろ 一 撚 〃 ・Cl/n+・(11/n)(・)
と展開 され ることで ある(竹 内1981,P.12).クラスDの 中の2つ の推
定量 において はv(Q)を 比較 して一致 して いれ ぽ,分 布 が 限界 に到 達 し
ているか ど うか は別 にして0(n1)まで両者 の分布が等 しい こ とが言 える.
次 に以上の議 論を多次元母数@=(θ1,θ2,…,Bp)'の場 合 に拡 張 した
い.そ の場合,3次AMUの 意 味 が 少 し変 わって くる.@の 推 定量@
の個kの 要素eaが,全 て3次AMUの とき,⑨ を3次AMUと 定義す
る(Akahira(1982)).いま0がBANで3次AMUで あ り,
,/T
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と展開 された としよ う.こ の ときQ=o,(1),E(σ。◎〆)=o(1),(k=1,2)
ヵ・灘 され るとき・㊨ は クラスD嘱 す う とU・う.,/T(②一②)の3次
漸近分布 は・Taniguchi(1984b,(7.6)式)等に示 され ている.そ の式にお
いて,推 定量 に依存す る量 はCov(Qa,9β)だけである.そ して,そ の漸
近分布の集中確率はCov(Qa,9β)が最小 の とき,最 大化 され る.た だ し
その分布 は多 次元分布 であるか ら,最 大化 された分布 の限界 は座標 軸(y、,
ッ2,…,ya)に依存す る、そ の限界に達 した とき,す なわち 集中確率が最大
化 された とき,そ の推定量 ㊨ は(coordinatewise)3次漸近有効推定量 と
い う.い まモデル の対数尤度Z=1(B,,θ2,…,θの に関 して
・・一 渉 券 ・Z;・一〆手{轟
、-Ea2aae;ae、}
と し,Z(1)=(Zl,…,Zp),Z(2)=(Z;;)とす る.ま た1(0)を 情 報 行 列 と し,
U=1(0)-1Z(1)とお く.こ の と き(2)の拡 張 と し て 次 の 補 題 が 成 立 す る.
補 題(Taniguchi1984b)
4が ク ラ スDに 属 す る と き,1/Ti(O_②)が
z/n(O-0)+渉 ・(0)一彡・2・U
・ 、ラ7・(0)一・R…・UoU・ 渉 £・・P(盞)(・)
と 展 開 さ れ る な ら ば,Cov(9f,Q;)は 最 小 化 さ れ る.こ こ に ξ は 定 数 ベ ク
トル,R_e{R;ノkf>R"k=-K　 厂J;;k-Jjki-Jk{;,R_。σ 。σ は ρ 次 元
ベ ク トル で ・ そ の 要 素 は
、乙R・ ・幽 σ・ で あ る ・ ま たJ;,k=E(ZiZlk)・
K崩=γ/TE(ZjZiZk)である.
この補題 より,㊧ が クラスDに 属 しかつ(3)のよう碾 開 さ糠 ば,
それは3次 漸近有効 であ ることが分 る.ま た,ク ラスDの2つ の推定量
において・Cov(Q;・9∫)が一致 すれぽ,両 者 の分布は0(n・)ま でmす
ることが言 える,
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3一 般 線 型 回 帰 モ デ ル
撹乱項 の分散共分散行列が,正 値 定符 号行 列である よ うな,線 型 回帰 モ
デル
y-Xβ+u,u～N(0,Ω(θ))(4)
を,こ こでは一般線型 回帰モデル と呼 ぶ ことにす る.こ こに,
y:T×1の 従属変数の観測値 ベ ク トル,
X:Txkの 独 立変数の定数行列,
β:k×1の 係数ベ ク トル,
u:T×1の 撹乱項 ベ ク トル,
S2(θ):T×Tの正値 定符号分散共分散行列,
θ:未 知パ ラメータ θ1,θ2…,θ,のベク トル.rは 大 き くない もの と
す る.
よく知 られて いるよ うに,Ω(θ)が 既知 であればプ般化最小2乗 推定量
P=[X1Ω一1(θ)X]-1×1Ω一 (θ)y(5)
は,最 良線 型不 偏推 定量(BLUE)で あ る.β はエ イ トキ ン推 定量 とも呼
ぼれ る.θ が未知の場合(し か しΩ(θ)の構造 は知 られ ている とす る),ま
ず何 らかの方法 に よって θ の推定値 θを求め,次Y'θ を(5)に代入 し,
β を
R-[Xノ ー1(θ)X]一・)σΩ一1(e)y(6)
に よって推定す るこ とがで きる.こ のPは,2段 階 エイ トキ ソ推定量 と
呼 ばれるこ とがあるが,本 稿では単に2段 階推定量 と呼 ぶ.θの推定法は,
Ω(θ)の構造 にそ くした種 々の方法が取 られ る.さ らに最尤法や,反 復数
値 計算 に よって推定す る方法 な ど,様kな 方法が存在す る.以 下において
(6)におけ るRを 次の よ うな条件 を満たす クラスに限定す る.
1.θ はuの 偶 関数であ る.
2.θ は漸近 的に有 効推 定量 であ る.
…11-[チx・ Ω一1(・)X]_1・お く・き
π(多:1)asyN(o,[亀1£、])である・
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ここにA響Bは,AGE漸 近 的に分 布Bv'従うと読む .こ れ らの条件 を満
たす ような推定量 のクラスを ここではG一 クラス推定量 と呼ぶ こ とに しよ
う.後 に見 るよ うに,ふ つ うよく用 い られる ような2段 階推定量や最尤推
定量 はG一 クラスに含 まれ る.Magnus(1978)はβの最尤推定量 の漸近的
正規性のための条件を詳細 に検討す るとともに,漸近的 性質を調 べてい る.
G一クラス推定量 においては,θ の推定効率が良いほ ど,β の推定効率 も
良い よ うに思われ るが,Taylor(1977,1978)は,必ず しもそ うで はない
ことを示 唆 してい る.事 実Taylor(1980)は,パネルデ ータに対す る回帰
モデルにおいて,こ の ことを例証 している.こ れ と同様の例は,他 にもい
くつか知 られている.Srivastava(1970)およびSrivastavaandUpadhyaya
(1978)は,ゼルナーモデルにおける制約付ゼルナ ー法,制 約 な しゼルナ ー
法 として知 られる2つ のG一 クラス推定量 の分散 の漸近 展開がT-zの 項 ま
で一致す る ことを示 した.ま たTakeuchiandMorimune(1982)はゼルナ
ーの2つ の推定量 と最尤推定量 の分布の漸近展開は,3次 の項 まで等 しい
こ とを示 した.他 方,撹 乱項が1階 の自己回帰過程 に従 う場合,Toyooka
(1982)は・2段 階推定量 と最尤推定量 は,Xに 関す るGrenander(1954)
の条件 のも とで,分 散 がT-zの 項 まで等 しくなるこ とを示 した .ま た,
Kobayashi(1983)はこのモデ ルにお ける,プ レイス=ウ ィステ ン法 と呼 ば
れ る推定法 と最尤法 の分散 はT-2ま で一致す るこ とを示 した,い ずれ の
研究 も,θ の よ り良い推定が,必 ず しも β の より良 い推定を もた らすわ
けで はないことの例証であ る.こ の よ うに個kの モデルご とに知 られ てい
る事実を,も う少 し一般的な見通 しの良い型 で述べ る ことはで きないであ
ろ うか.本 稿の 目的は この間に対 して,3次 漸近有効性の観点か らひ とつ
の解答を与 えることであ る.言 い換 えれば,c一クラス推定量が,こ の比較
法 によって"同 等"で あるための条件 を明示す ることが 目的であ る.
Rothenberg(1984)は3次漸近有効性には触れて いないが,上 のわれわ
れの間に対す るひ とつの解答 を含 んでい るように見 える.彼 は,θ が
(i)uの 偶関数で,
(ll)β とは独 立に分布 し,
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(皿)漸 近的正規性,漸 近的有効性を満たす
とき,い くつかの正則条件のもとで2段 階推定量 βの1次結合`ノ(β一β)
の分布の正規近似を,次式によって与えた.
瓦[°'(P-p6)〈t]一・(t-is‐3t24T2a)・・(T-2)・(・)
ここに0は,標 準正規分布N(0,1)の分布関数,
・・一 ・・(XノΩ 一1X)-1・[・+t「dB+T・(T-・)]
a=6trdBdB
と定義 され,dは}/zてB-B)の 漸近分散共分散行列,・BはX,Ω,CZ'よ
って定め られ るあ る定数行 列であ る。なお(7)式は βが3次 漸近中央不偏
であ ることを示 している.
彼 の導 出法 は条件(五)に強 く依存 して いる.彼 の この結 果か ら,わ れわ
れ は次 のこ とを読み取 るこ とがで きる.す なわちC'(β一β)の0(T-2)ま
での分布 の展開 に対 して,ゾT(θ一θ)は,そ の漸近分散共分散行列dの
みを通 して影響す る.彼 の論文では,θ の高次の項 がなぜ 効果を持 たない
のか,ま た彼 の設 けた仮定 がどの ようY'上の結論に影響 してい るのか とい
った点 が必ず しも明確 でない.そ こで 以下 に お い て,3次 漸近有効性 の
立場 か らこれ らの点 を明 らか に しつつ上記の問 に答 えてい きたい.こ こで
Rothenbergとの論点の違いを明記 してお く.彼 の論文 では(i)β の同時
分布 ではな くその1次 結合o'βしか扱われてお らず,(五)分 布の近似 に重
点が置かれていて,3次 漸近有効性 につ いて は言及 されて いない.他 方,
わ れわれは(i)'Pの 同時分布を扱い,(ll)'3次漸近有効性を考察す る.
なお,モ デル(4)Y'含まれる,不 均一分散 モデルや ゼル ナーモデル にお
いては,G一クラス推定量 より,単純 な最小2乗 推定量 のほ うが効率が良 い
場合 もある(た とえばKunitomo(1977),MethaandSwamy(1976)を見
よ).しか し本章Y'.いては,単 純 最小2乗 法は考 察の対 象か ら除 く.また
Kariya(1980)およびKariyaandToyooka(1982)のよ うセこ・モデル(4)
の β の各種推定量 の分散共分散行列 の大小関係Y'よって推定量 の比較 を
お こな う方法 がある.こ の接近法について も,本 章 では触 れない.
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4G一 ク ラ ス 推 定 量 の 分 布 の 比 較
4.1推 定 量 の 確 率 展 開
G一 ク ラ ス 推 定 量 β の 真 値 β か ら の 偏 差 は
β一a=[XノΩ 一1(θ)X]-1XノΩ 一1(θ)u(8)
と表 わ す こ と が で き る.以 下 の 展 開 の た め に 次 の よ うな 記 号 を 導 入 す る.
v'=@・,v2,…,vp)
=(θ1一θ1,θ2一θ2,・。,:,;,)
Ao=XノΩ 需1(θ)X/T
zo=XノΩ 一1(θ)%/T
A;=aAaae
;・A;;=a2A°ae;ae;・… ・
_∂zo∂2202
{一 ∂B
;'2ヴ=∂B;∂ θ、 ・''"
こ こ でRothenberg(1984)と同 様 の 仮 定 を お く.
仮 定1.A。 とz。 は 必 要 な 次 数 ま で θ`に 関 して 微 分 可 能 で あ る.
仮 定2.T→ 。。の と き,行 列Ao,A;,A;;… 等 の 極 限 が 存 在 し,そ れ ら
の 極 限 値 は 非 特 異 で あ る.
仮 定3.T→ 。。の と き,ベ ク トル 〆7'20,v/T'z;,i/Tz;;…等 の 分 散
共 分 散 行 列 の 極 限 が 存 在 す る.
次Y'/T(....)の 確 率 展 開 を 求 め よ う.
π(β 一β)一刀(漁 宗 θ)x).1(激Ω昜(θ)u)
において,右 辺 の()の 中をテイラー展 開す ること)rより
〆7(CC)e[Ao+Σ臨+去 Σ幅 ・・+・・]4・
[物+Σ脇+去 Σ一 ・+者Σ軸 ・・叶 ・1
‐[Ao+dA]'1[zo+dz]
となる.こ こに4Aとdzは そ れぞれの[]の 中の第2項 以降を まとめ
た ものである.こ こで
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[Ao十4ゑ]-1=Ao_1-∠40卩1∠∠4Ao-1+五〇卩1∠ん 生0卩1aAAo一ユ…
と展 開 し,整 理 す れ ば 結 局.、,1.
〆7(R-P)一,/TA・-1[z・+Σ脇 去Σ一 靖 恥 職
《 Σ幅+麦 Σん 曲)Ao-'zo
-(ΣA。η。+一去zA。・η。η・)・
(Σ賊+去 Σ一 ・+÷Σ一 ・・今
・(ΣA。・。+去Σ齲 ・・)A・'1x
(ΣA。・。+2Aanvava)Ao‐lzo+…]・
ここで20=1/Tzo,2。=/T2aとお き,2次 の項 まで取 れば
一Ao_1zo+君曝 黔 ・細 盈凧 岬 汚+・D(1
,/T)
と な る.こ こ で さ ら に
ρ=・40-120丿
・・2・〒(zz,zz,・・勅 ・
v=1/Tv
Aa;;=A6の第(Z,ブ)要素・'
とおき,Hayakawa(1977)の演算手bを 用 いれば,上 の確率展 開は
π(β一β)一済+渉 融 ・・5≒場 卯R… ・vop…(1,%T)
(9)
と簡潔 に表わす こ とがで きる.こ こに 穴_={AQ;;}と定義 され,R_。v。
pはk次 元 ベ ク ト遊 で,演 算子 ・。は∫ このベ ク トルゆ第Z要 素 として
島 賜 賭 をも妨 す ような鱒 を施すことを鰍 する・ここでさらY'
右辺の第2項 と第3項 をまとあて∫
/ア(R一β)-5+渉 ・+・・(爿-(・ ・)
と表わそ う.こ の ときp=o,(1),q=0ρ(1)は明 らかである.
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4.2G一クラス推定量の3次 満近有効性
次に,β は クラスDV`属 す るこ とを見 よ う.まず β は,cク ラスの条
件 よ りBAN推 定量 であ ることは明 らかである.次 に3次AMU条 件の
チ ェ ックであ るが,(7)式の直後 に述べた よ うに β は3次AMU推 定量
であ る.ま た この章 の補論 の方法 に よって も β の3次AMU条 件 は検証
す るこ とがで きる.Dク ラスの第3の 条件E(pa4a)=o(1),E(p=4e4r)=
o(1)は次 の よ うに示 され る。定y,よ り,
ρ=v/T(Xノ ー1(θ)X)-1XノΩ一1(θ)u=1/T(ce)
v=v/T(θ一θ)
である.た だ し β=[XノΩ脚1(θ)X]-1X'Ω一1(θ)yであ る.Gク ラスの第3
の条件は
〆T(1:1)asy,,..N(o,[を&])
であ るが,こ の極 限正規分布 は 〆T(β一β,θ一θ)の分布 であ るか ら ρ=
1/T(β一β)とvニ/T(θ一θ)は漸近的 に独立であ る.次 に 定 義 よ り20=
Aoρであるか ら,z。とvの 漸近分布は,
N(o,[ム撃 芻])
である.し たが ってz。 とvは 漸近的 に独立,し たが ってまたz=_
,!Tae°と ∋ 蘭 近的 に独立で あ・・ここで 驫 勍 要素をps,p;,・・.,
2」,z;,2々,…賜,vn,… に よって表わそ う.こ の とき4の 第1項 の要素
は2`賜 とい う型 の項 の和,第2項 の要素は あ賜 とい う型の項 の和 とし
て表 わ され ることが分 る.し たが ってE(ρ,g、)はE(ρ`2ゴτの とい う型
の項 の和 と,E(ρ'ρゴπ切)と い う型の項 の和 として表わ され る、 い ま(p　
z;)とvmは 漸近的に独立に正規分布に従 うか ら,漸 近的に
E(ρ,2ブη溜)=E(ρ`2ノ)Eω剏)=O
E(ρf勿砺)=E(ρfρノ)E@形)=0
が成立す る.よ ってE(ρ.g、)=o(1)であ る.同 様 にE(prgsQt)の構成要
一86一 第6章 一般線型回帰モデルにおける3次漸近有効推定量
素について も漸近的Y'
E(ρ,2/2々η加η。)=E(ρ,2/2∂E@耀η。)=O
E(Aρノρ τ々溜η。)=E⑫fρノ々)E(v,,,v　)=0
が成 立す るか らE(ρ,q、q∂ニo(1)である.
以上 の ことか らG一 クラス推定量 β は,ク ラスDに 含 まれ るこ とが言
えた.す なわ ちG⊂Dで ある.
モデル(4)におけ る最尤 推定量 は,対 数尤 度
Z-・n・一音1・glΩ(・)1一去 ◎-Xβ)・Ω一・(・)(・-Xβ)
か ら導かれ ・尤度方獸 紛 蝪 一・ よ り
β=[Xノ ー1(θ)X]-1×1Ω一1(θ)y
ae;ae;
の解 として得 られ る.θ の最尤解 を θ とすれぽ,最 尤推 定量 β は
β=[XノΩ一1(θ)X]-IX,-1(θ)y
に よって与 え られ る.u=y-Xβ であるか ら対数尤度1はuの 偶 関数 で
あ る.よ って θ はuの 偶数関数 であ り,ま た漸近的 に有 効であ る.さ ら
に簡単な計算Y'より情報行列は
・イ Ω芯(θ)X°
122)(・ ・)
とブ尸 ック対 角型 にな ることが分 る.よ って最尤 推定量 は クラスGに 入
る.従 って当然最尤推 定量 は3次AMU条 件を満た し,ク ラスDに 属
す る.さ らに/71(β一β)の展 開式(9)は(3)の型に書けてい ることが容易
に示 され るので,前 節 に紹 介 したTaniguchi(1984b)の補題 よ り最尤推定
量 βは3次 漸近有効であ る.
G⊂Dが 分 ったか ら,ク ラスGに 属す る推定量の分布を比較す るため
には,3次 漸近有効性の理論のxる ところに よ り,Cov(qr,4S)の漸近
値 のみに着 目す れぽ よい.と ころでCov(4.,4、)は,E(2角㌦ η。)とい
う型 の項 の和 であ り,z;とvmの 漸近的独 立性 より,そ れは漸近的 に
limE(2,2ノη切盟η)=limE(z;z;)1imE@規ηπ)
Tim望 →oo7→oじ
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と書 くことがで きる.limE(2`2ゴ)は41によって定 ま り,1imE(vmvn)は422
Y'よって定 まる.ま た ク ラスGに おいては 濯11は全 ての推 定量 に共通だ
か ら,結 局分布 の比較 にお い て は,422だ けを比較すれ ば よいこ とが分
る.し か しさ らに クラスGに おいて θ は漸近的有効 であ ったか ら,」22
もこの クラスの推定量では常に一致 してい る.ゆ えに クラスcに おけ る
全 ての推定量の分布 は,0(丁一1)のオーダーまで一致す る.そ うして クラ
スGに は,3次 漸近有効 な最尤 推定量 が含 まれているのだ か ら結局,
〔定理〕G一 クラス推定量 は,3次 漸近有効であ る.
一般 的に β と θ は明示的 に書 き表 わす ことがで きないので,数 値計算
に よって求 め る他ない.た とえぽ次の ような反復法 が考 え られ る.
1.初 期値 β=β。を与 え る.
2.y‐xa。=e。を計算 し,e。を2番 目の尤度方程式 に代入 し θ二θ。を
求め る.こ の とき一意的 に θ。が定 ま らない ときは,aを 最大にす る
よ うな θoを選ぶ.
3.β1=[X'Ω臼1(θo)X]-1X,Ω一1(θo)yを計算す る.
以上1～3ま での過程を収 束す るまで反復す る.と ころで β。 として
Rotsを用 いた場合,最 小2乗 残 差の2乗 和e/eはuの 偶関数 で あ る か
ら,反 復の第 雍=1,2,…)過 程におけ る βrは,G一クラス推定量 である.
したが って この場合,最尤法 におけ る数値 計算 を反復す ることに よっては,
推 定効率を全 く改善 す ることがで きない.
クラスGは,理 論的にはかな り制約 された クラスであるが,後 に見 ら
れ るよ うなモデル(4)に対 して よく用 い られ る自然 な推 定量 は,ほ とん ど
クラスGに 含 まれ る.
5推 定 量 の比 較
この節 では,計 量 経済分析 において しば しぼ現われ るい くつかの回帰モ
デル と,そ れに対 す る2～3の 推 定量 の3次 漸近有効性を吟味す る.そ の
とき,比 較 され る推定量 が共 にクラスGに 含 まれ るこ とが言 えれ ば,上
の 〔定理〕 によ り,そ れ らは3次 漸近有効 である.以 下の比較Y`い て,
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クラスGの条件1が 満たされることは明らかである.また条件2,3を 調
べるためには,次 の手順をふめば十分である.すなわち
1;最尤推定量における β と θの漸近共分散行列を計算し,2;比較 の
対象 となる推定量 β と θ の漸近共分散行列を計算 し,3;両者が一致す
れば β は3次 漸近有効である.
例1SURモ デルにおける制約付,制約なしゼルナー推定量と最尤推
定量
このモデルにおける対数尤度関数は
2・9・ ・-112・glΩ1一和 一Xβ)・Ω →(y-xp)
で あ る.前 節(11)式 に 示 さ れ る よ うに 情 報 行 列 は ブ ロ ック対 角 で1、1=
Xノ ーIXで あ る.122は 次 の よ う に 計 算 さ れ る.い ま θ1=(Qlla612a622)=
(・θ・θ・)とおき・1段 癌 で劾 せぽ
alt
ae,2-a・1'2・ Ω 諭 ・曲1+u・ Ω 一如 → Ω1価
E(16'llvZu)=2tr
a211a::1)(1:)(二:1二:;)(1:)一去嗣
こ こ に σ弓 は Ω 一1の 要 素 で あ る,以 下 同 様 の 計 算 に よ り
E(Ziz)=一σ11σ12T
E(Zia)-12(・2)・T
ECZ22¥=Cd.ild.22,+/d.12¥21'1`
E(Z2S)_Qiz6zzT
E(Z33)一告(622)・T.
よ っ て
1
2(・ ・1)・ σ11σ・212(σ12)・
IzzニTσ11σ12611623+(σ12)2σ12σ22.
1
2(d.12)・ σ・2σ2212(・ ・2)・
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こ れ よ り
1
2…22… σ・212・ ・2・
・・2-1_2-T・・1σ・2
.12(σ1・σ・2+(61・)・)612622『
12『 ユ2『
2612`6126222622
を 得 る.ゆ え に 〆T(θ 一 θ)の 漸 近 分 散 ∠22は1122=1imTI22
T-'m-1に よ っ て
与 え ら れ る.
次にSURモデル臨 ける・つの ・騨 齪 罫 つ・・で ・・1翻算する・
制約付ゼルナー推定量は6=jを
∫11一ナ ・・'晦…2-1Ty・嘱 碼 ・碑 十 ・'Mzy・
に よ っ て 推 定 す る.こ こ に 瓢 ・-1-X;(X/X∫)-1Xノで あ る.そ し て θ=
(∫11,S12,Sgt)とお け ば,v!T(θ一 θ)の 漸 近 共 分 散 行 列 は 〆7場=Si7の キ
ュ ム ラ ソ トか ら計 算 で き る.こ こ で ρ1=7bh,Y2-TS22,p3=T512とお く
と き,ρ1,p2,ρ3の積 率 母 関 数 は
φ(t)=E(彡ψ 、+ちρ2+彡3ρ3)
幽 卜鵡 調)¢:)1}
=E{exp[z〆9z6]}=KIΩ{一垂1Ω一ZQI胴曇
で あ る.た だ しN=MIM2,Kは 定 数.そ し て
2::銭)
蘭 る四 たが・てキ・ムラ7ト鬮 数 ψくt)は
ψ(t).:φ(t)
〒・嘛 一去!Ω一・一・QI
と 表 わ さ れ る.『し た が っ て5{j=v/Ts;;=pk/〆7〒の'2次 め キ ェ ム ラ ン トは,
露 の キ ュ ム ラ ン トをTで 割 る こ と に よ っ て 得 ら れ る.上 の キSム ラ ノ ト
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母 関 数 か らA/〆Tの2次 の キ ュ ム ラ ソ トを 計 算 す る と
ψ!1=2σ112(T-kl)/T,ψ12・=2σ122trM,M2/T
ψ13=2σ、1σ三2翻4碼/T,ψ22=2σ222(T-k2)/T
ψ23=2σ12σ22trハ4i碼/T,ψ33=(σ122十σ11σ22)tr(M,MZ)2/T
と な る.こ こ で
T-k;__T・+o㈲
trMIM2/T
=tr[1-Xl(Xl/Xl)-1×1/-X2(X2/X2)'1×2/
十X1(X1'X1)-1×1'X2(XZ'X2)-1×2]/T
-・+・(1T)・(X野 一・(・)Y・注意).
同様に
tr(MIM2)2/T=1+OCT>
で あ る か ら ゾT(θ 一θ)の 漸 近 共 分 散 ・{22は
61126122611612
1122=26122rL6112+611622612622
6116126126226222
で あ る.こ れ は 上 に 見 た 最 尤 推 定 量 の 場 合 と 一 致 し て い る.
他 方,制 約 な し ゼ ル ナ ー 推 定 法 に お い て は
・・1一歩 ・・物 ・512一参 ・1'M.yz,…1-Ty・'My・
を用 い る.こ こにM=1-X(X/X)-ix'で ある.キ ュムラン トの計算 は,
上の結 果においてM,,MZを 全 てjMに 置 きかえれば よい.し た がって
trM,M2=tr(M)a=trM=T-kより/T(θ 一θ)の漸近共 分散 濯22は,
上の制約 な しの場 合 と全 く同 じになる.ま たいずれ の場合 も5ヴ は,明 ら
かにuの 偶 関数 である.よ って,最 尤推定量,ゼ ルナ ーの2種 類 の推定
量 の分布 は0(丁 鱒1)の項 まで一致 し,3者 は3次 漸近 有効推 定量 であ るこ
とが言xた.
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例2撹 乱項 が1階 の 自己回帰過程に従 う回帰モデル1)
モデル(4)において撹乱項が1階 の 自己回帰過程ur=Pur+Et,Er～IN(0,
62t),Ipl〈1のとき,よ く知 られてい るよ うに
1-p
O
-p1十pz
SZ-'=al
1十p2-P
O
-p1
である.こ こでQは ある定数 であ るが,β の中では相殺 されるので,Q=1
として さしつか}な い.プ レイス=ウ ィステ ン法 と呼 ばれ る2段 階推定法
は,最 小2乗 残差eに もとつ く
P=Σ θ∫θ,_i/Σθ歩2
8-2虚 冨1
を用 いて β を
β=[X,Ω一1(ρ)X]-1X'Ω一1(ρ)ッ
に よって推定す る.く り返 しプ レイス=ウ ィステ ン法で は,こ のQを 用 い
てさ らにθ1=y-xp→ρ1→β2→e2→…を収束す るまで く り返す.こ こでは,
この2つ を単純P-W卩 法,反 復P-W法 と呼 んで区別す ることにす る.
Kobayashi(1983)は,この く り返 し法に よる推定量 ん の と最尤推定量R
の分散はT-zの 項 まで等 しいこ とを示 した .
以下において単純W'-1)推 定量 と,最 尤推定量 は3次 漸近有効推定量
であ ることを示す.ρ の極限分布 はEtEi-1/Ergの極限分布 と同 じで あ
るか ら・それは漸近的 に正規分布N(p,.　1-Nz)に従 う(例 えばPh量llips
(1977b)を見 よ).したが って
/7(鋤 野N[(:〉((鞭ジ、°_pz)]
である.また β とPに 対する情報行列の逆行列は
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μ轄 濁→講 壽嗣
と計 算 さ れ る.limT・jzz-1=1一ρ2で あ る か らTim
」22=1一ρ2
とな り,単純P--W'推定量 と最尤推定量 は,3次 漸近 有効推定量 である こ
とが言xた.
ParkandMitchell(1980)は,モンテカル ロ実験Y'よって反 復P-W「
法 は,単 純P-W法 よ りわずかでは あるが 明 らかに優れている ことを見
いだ し,反 復P-W法 を使用 す ることを勧めている.し か し彼 らの結果
は,反 復P-W厂 法 と単純P-W厂 法 との差はわず か(3次 漸近 的に同等)
であ ることを例証 してい ると見 ることもで きる.彼 らの主 目的は,説 明変
数Xに 時 間的上 昇 トレン ドが存在す る場合 の推定量の比較であ る.そ の
ような トレン ドがある場合 は,1imX'Ω鹽1X/Tが収束 しないので,1/v〆T
のナーダーで整理す る ようなエ ッジ ワース展開を適用す ること は で き な
い.そ の ときは,1/〆Tの 代 りに1/,/X';X;のオーダーで展 開す ること
に よって同様 の結論 カミ得 られ るこ とが予想 され る.
例3不 均一 分散 モデル
次の よ うな不 均一分散を もつモデルを考 えよう.
(;:)一(X,XZ)β・(1:
(ul6111°
u206221.
こ こ で 簡 単 化 の た め にi=1,2に 対 し てX;:T×k,y∫.:T×1,と す る.
ま たX'=(X・',X2')と して お く.こ の 場 合 の2段 階 推 定 量 β は,6q,を
her=e!e;/(T-k):θ`=[1-X`(X/X;)"1Xノ]y;
に よ っ て 推 定 し,6iiを Ω の6i:に 代 入 す る こ とY'よ っ て 得 られ る.
ところで明 らか に β鯉1V(β,(X'Ω一1X)_1)である.ま た(T-k)6・1～
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611.YzT_k,(T-k)σ22～a22i(2T-kであ るか らVar(σ11)=26u/(T-k),Va「
(σ22)=2σ22/(T-k)であ る.ま た σ,`とX'uは 独 立 に 分 布 し,Xz分 布
は 漸 近 的 に 正 規 分 布 に 従 うか ら
黶 ∴::ドー
・一((押x㌦ 〉 煽 一晦(2slli2szz)
で あ る.
他 方 β と σ,`に対 す る 情 報 行 列 の 逆 行 列 戸 は
(XノΩ 一1X)呷10
2v112
1'i=1T
O
2022
T
で あ る か ら,明 らか にTI-1=dで あ る.よ っ て β と 最 尤 推 定 量 は,3
次 漸 近 有 効 推 定 量 で あ る.
例4パ ネ ル デ ー タ の 回 帰 分 析
Taylor(1980>は,N個 の 個 体 に 関 す るT個 の 時 点 に お け る パ ネ ル デ
_タ(Y`,*,X」,*),i=1,…,N,彦=1,…,Tに 対 す る 回 帰 モ デ ル
Y`'*=X;_*β十 μゴ十Eit*'(12)
の 推 定 問 題 を 考 察 し て い る.こ こ に 隣,Eit*は撹 乱 項 で,そ れ ぞ れ 独 立Y'
正 規 分 布N(0,62n),1V(0,62)に 従 う も の と 仮 定 す る.ま た 説 明 変 数
Xcr*は μぎ,Eit*と無 相 関 で あ る とす る ,こ こ で 個 体 ご と に デ ー タ を グ ル
ー プ 分 け し て ,(12)を
Y*=X*β 十 μ十 ε*(13)
と 表 わ す.こ こ に
Y*=(y1・*,Y・2*,…,y1。*,…,YN、*,YN,*,…,YNT*)
X*e(X,1*,X12*,…,XIT*,…,XNI*,XN2*,一,XNT*)
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u=(μ1*,μ 、*,…,μ、*,…,μN*,μ輝*,…,μκ*)
ε*=(E1、*,ε12*,…,EIT*,…,・N1*,FN、*,…,ENT*)
で あ る 。 こ の と き合 成 さ れ た 撹 乱 項 μ+ε*は 平 均0,分 散 共 分 散 行 列
一6.21TN+62P[IN●yfTrlT'],ηT'=(1,…,1)をもつ 正 規 分 布Y'従 う.
こ こ でX*,Y*に 対 し て 次 の よ う な 変 換 を 施 す.い ま変 換 行 列 と し て
P3=[IN●JT],JT=η τη7'/T
Qz-jNT-Pz
を 定 義 す れ ば,PzPノ=PZ,Q=Qノ=Q、 で あ る こ と は 容 易 に 確 か め ら れ る.
V=[P.≡Q=]と お き 予η を(13)式の 両 辺 の 左 か ら乗 じ た 結 果 を
(;:)一(髪:)β+(::)(・4)
と書 くことにす る.こ こにY1=P/Y*,X1=P/X*,Y、=Q/Y*,Xz=QZX*
であ る.P=とQ、 の定義か ら容易 に
x1'一(X1,…,X1,X2,…,X2,…,X酌 …,XN,
旨,一 一一 一 一 一)・X,=TTE、X;t
T個T個T個
X2'=(X11-X1,X12-X1,…,XIT-X1,X21-X2,…,XN1-XN)
と計算 される.す なわちX1は 第Z個 体 のT個 の値 を全てその時間平
均X;に 置 き換 えた ものに,X2は 個体Zのt時 点 の値X,,*を その個
体の時間平均X;か らの偏差 におきか えた もの にな ってい る.こ こで(14)
の上段,下 段Y'対して別 々に β の最小2乗 推定量を計算すれば
β1=(X1'X1)_1XI'Ylとβ2=(X2'X2)-1×2'Y2
を得 る.Plを β の グル ープ間推定量(betweengroupestimator),PZを
グル ープ内推 定量(withingroupestimator)とい う.(11)の撹 乱項[eli・
e2']は平均0,分 散共分散行列
L-[(Q2s+Tvp2)IN°
U,ETTN-N
と表わ され る.す なわち この よ うな変換 に よって,(12)は特殊 な不均一分
散 モデルへ と変換 された ことが分 る.
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Taylor(1980)はこの よ うな変換 を施 した後 で,(σ。2+T6N2)および σ、2
の推 定量S1,Sgを,それぞれ(14)の上,下 段 に対す る最小2乗 残差を用 い
て推定 し,β を
β*=(XノΣ,-1X)-1XノΣ,-1y
に よって推定す る方法 について論 じてい る.ここに,Xノ=(Xlr,Xノ),Y'=
(Yノ,Y'2),Σ,は
Σイ3°
S21TN-N]
である.そ して彼は62+乃,2と62の より効率的な推定量を用いたと
き β*の推定効率も良 くなるだろ うかとい う疑間を投げかけている.そし
て彼は β*の平均2乗 誤差を計算することによって,Σ 、の より良い推定
量が必ずしもより良い β*の推定量をもたらさないことを指摘 している.
ここでは2段 階エイトキン推定量 β*と最尤推定量 β を比較す ることに
よって,こ の問に対する3次漸近有効性の立場からのより簡潔,明解 な解
答を与えたい.
モデル(14)に関する対数尤度
Z-・・n・t.-112・glEei‐2Cv-xP)・Σ,一・◎-Xβ)
か ら 情 報 行 列 を 求 め る と
一XノΣ ,卩1×00
0-TzN--TN7=2(σ 、2十T62P)2,2(σ、2十Taμ2)2
0-TN_TN-NN2(
・,2+7'6N2)2'2,642(・ 、・+T・2Y)・
と な る.こ れ よ り
尸 轡x)-1111:)e(lii1001
221)
となる.た だ し
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2
iii=一(6,2+T6N2TzN)2+㍗(2v,4TN-N)
26,a`
i2TN -N
26,4
`2Z-TN -N
で あ る.他 方,(14)の下 段 に 対 す る最 小2乗 残 差 を 用 い て σ、2の 推 定 量 と
し て
3・・一… 一 一10N(T-1)-k・'・・-N(1T-、)-u・'嘸
を 得 る.こ こ にe2=Y2-X2β2,M2=1-X2(X2'X2)鹽1×2'であ る.ま た
π2'偽π2/6Eは自由度TN-N-kのx2分 布 に従 うか ら
aZa+
V(s22)_(NT6N ‐k)z'2(NT‐N‐k)=NT‐N‐k
で あ る.(σ 、2+To　2)の 推 定 量 は
(・/¥.2+TvNz)IZ_1sN‐ke・'e・-1uN-k・蜘(・5)
で あ る 、 こ こ に θ1=Y1-X1β1,M1=1-X1(X1/X1)-1×1ノで あ る.こ の と.
きul'Mlul/(a2+T6,.2)は自由度N-kのx2分 布 に従 うか ら
V(s'2)_(6(Nk)z)22(N‐k)=2(6`IVk6N2)22
で あ る.(15)式 はTa,,2を
T6p2=S22_S12
に よ っ て 推 定 す る こ と を 意 味 し て い る.
(14)から 明 ら か な よ うに512と522は 独 立V'分 布 す る か ら
y(ToR2)=V(・、2)+V(522)
-2(°',Z+T°',.2(N
‐k))2+(26,aNT‐N-k)
と な る.ゆ え に
V(6pg)_2(6,2+Typ2)2264T2(N-k)+T2(NT-N-k)
で あ る.ま た σ、2と62rの 共 分 散 は
COV(6、2,6EK)
=E(σ、2一σ、2)(6Er-62)
6む す び 一97-
=E(S22-6,2)(522-∫、2一σ。2)
=E{(522一σ。2)∫22-(S22-62a)(Si+62P)}
=E(S22-6、2)S22
=V(S22)
2v,4-(NT
-N-k)
と計 算 さ れ る.ゆ え に6Eと62Yの 分 散 共 分 散 行 列 Σ(6、2,02)は
Σ(62,6Ep)
26,4+2(6,2-1-T6　 2)22y ,4
T2(NT-N-k)T2(N-k)NT-N-k
20'226,4
NT-N-kNT-N-k
と な る.こ こ で 容 易 に
lim耽 〈σ。2,σ,2)-limTlaz-1
T→IIT→oひ
となる ことが分 るか ら,最 尤推 定量(β,62u,62Y)と2段階推定量(R*,
22Qk>6.)の漸近的 分散共分散行列 は一致す る ことが示 された.よ って定理
よ り β*と β は・共 に3次 漸近有効 である.し たが ってTaylorの提起
した間 に対 して,わ れわれは次の よ うに答 えることがで きる.2段 階推 定
量P*に おいて,推 定量512とS22をさらY'効率 の よい ものに改善 して も,
β*の推 定効率は3次 漸近有効 の意味 において改善 され ない.
6む す び
この章 で述べ て きた ことを,3次 漸近有効性の理 論の ことばで次の よ う
に要約す る ことがで きる.一 般線 型回帰モデル(4)におけ る β の推定量 と
して,(6)式で与 え られ る β が広 く用 い られて いる.β として条件1～3
を満す ような クラスの もの=G一 クラス推定量 を考 え る.ク ラスG
には2段 階 エイ トキ ン推定量,最 尤推定量 等が含まれる.こ の クラスの推
定量はBANか つ3次AMU推 定量 であ り,さ らに/ア(R-p)の 確報
開式(10)におけ るpと4の 共分散がo(1)の大 き さで ある ことが示 され
る.従 って クラスGは,AkahiraandTakeuchi(1981)のクラスDに
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含まれる.したがって2つ のG一クラス推定量の分布の0(τ一1)までの比
較に際しては,Qの 漸近分散が両者において等 しければ,それ らの分布の
0(T-1)までの漸近展開は一致する.ところが,クラスGに おいてはQの
分散は(β,θ)の漸近分散共分散dに よって決定されてしま うので,分
布の漸近展開式を比較するまでもなくdを 比較す れば よい.ク ラスG
の中ではdは 常に一致 しているか ら,結局G一クラス推定量の分布は必ず
0(T-1)まで一致す る.またG一 クラスの中には,最 尤推定量が含まれ・
このクラスでは最尤推定量は3次漸近有効なので,G一クラス推定量は3次
漸近有効であることが分 る.
G一クラス推定量V'関する このような性質は具体的な推定量の性質を調
べる際に簡明な指針を与 える.すなわち最尤推定量における(β,θ)の漸
近的分散共分散行列を,情 報行列から計算 し,それが考察の対象 となる推
定量における(β,θ)の漸近的分散共分散 と一致するかどうかを見ればよ
い.一致すれぽ,Pは3次 漸近有効である.このようにクラスGの 特殊
な構造を利用すると,漸近的に3次の項までの比較が,θ の1次 の項によ
って決定されるという,一見不思議な結論が得られる.このことは,最尤
推定量の数値計算に対 して次のようなコメソ トを可能にする.すなわち最
尤解を4.2節で述べられて いるような反復計算によって求める際に,2回
目以降のくり返 し計算をすることによっても3次漸近有効の観点からは,
効率を改善することができない.収束するまで反復計算を行 うことに よっ
て最尤解を求めることと,推 定効率を高めるということは 別の 問題であ
る.
補 論 βの3次AMU条 件に つ いて
Pが3次AMU推 定量であることは,前川(1984c)における議論Y'も
とついて次のように示される.G一クラス推定量 β の真値 β か らの偏差
β一β=[X'Ω一1(θ)X]-1XノΩ一i(θ)u
を,第1章3節 の誤差関数G(p)に対応させて考える.このとき確率変数
のベクトルpは,次 のような確率変数が対応す る.い まベ クトルd=
補論 βの3次AMU条 件について 一99一
θ一θ,5=X'Ω呷正(θ)uを導入 してdの 要素を あ,ρゴ,あ,ρ,に対 応 させ,S
の要素 お よび5のB;に 関す る偏微分を 拓,pn,pr,p、に対応 させ る.こ
の ときi/TG(の=γ!T(ee)の テイラー展開は,テ ソソル和を用 いて
γ/T(β一β)=1/T{Gmt'm+G廨ρ那ρ`+Gmcspmp+ps+G廊,ゐρ溺ρ4岑」ウ +…}
となる.こ れ よ り
G-∂G(°ap
=)一砿G-一 鬻 一・(・)
と な っ て い る こ とが 分 る.ま たp=v!Tpの キ ュ ム ラ ソ トに 関 し て は 次 の
こ とが 成 立 す る.ま ず ψ襯rは,uの3次 の キ ュ ム ラ ン トで あ る か ら0で
あ る.さ ら に ψ加 はdと5に 関 す る キ ュ ム ラ ン トで あ る か ら 漸 近 的 に
0で あ る.す な わ ち
ψ翩 尸0,ψ 肋=0+0(7M).(五)
(i),(の よ り次 の3つ の エ ッ ジ ワ ー ス 係 数 の 最 高 次 数 の 項 は,
α、(a,6,,)=ψ_G塊(のGn(b)G,(`》=0
6ビ3(Q,b,`}=Crm(a}ψη3ブG`n(b}ψπ,σ,(C}=0(iii)
α4ω=y'inVim(の=0
と な る.β 厂 βゐの 周 辺 分 布 を 考 え る と き に は,多 次 元 の 場 合 の エ ッ ジ ワ ー
ス 係 数(第1章3節)の 添 字 をR,ろ,C…=kと し,al(k,k,k)=α1,a3(k,k,k)=
α3,α4㈲=α4…等 と お き,そ れ ら を 第1章(6),(7)式 に 代 入 す れ ば 〆T(Nk
-Rk)の 分 布 の エ ッ ジ ワ ー ス 展 開 が 得 られ る .そ の と き,(茄)よ り α1=
0,α3=0,-Xq=0であ る か らC。=0で あ る.し た が っ て 第1章(6)式 よ り
p(レ/T(Nk-rk)<・)1_2・(T-・)とな り,β ・ … 次AMUで あ る.
1)Taniguchi(1983a)は,撹乱項がARMA過 程に従う回帰モデルにおけ る最小
2乗推定量と,分散共分散行列が既知の場合の一般化最小2乗推定量の3次漸近
有効性について論じている.
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第7章AR(1)モ デルにおけ る最尤
推定量の分布の漸近展開
1は じ め に
1階 の 自 己 回 帰 モ デ ル(AR(1)モ デ ル)
yt=avt-、+%、,ur～iidN(0,σ2),1αK1
に お け る α の 最 尤 推 定 量aMtの 漸 近 展 開 に 関 し て は,す で に い くつ か の
研 究 が あ る.
Anderson(1971)は,α協 の 近 似 公 式 を 次 の よ うに 求 め て い る.い ま
AR(1)モ デ ル か ら 生 成 さ れ たytの 系 列 をy=(yl,yE,…,yT)と す る と
き,yの 尤 度 関 数 は
L(y,a,。・)一(2πσ・)-T(1-a・)・!・
・exp[‐(2(02)'1{(1-{-a2)TXZ‐2aTX1-f-Xa}]
と書 く こ とが で き る.こ こ に
X1一鎗 ・伽1T-12×2=TEyt,Xs-・2+・2
である.こ の とぎ最尤推定量auaは
a3ML(・1-T)X・-a・ML(・-2T)XI-aHrz{(・+1T)X・+叔}+X・一
の 解 と し て 与 え ら れ る.Arderson(1971,P・369)は,解の 近 似 と し て
驫 一(・-1T)X,X2
を与 えてい る.
FujikoshiandOchi(1984)は,このAndersonの近似最尤 推定量 と・
真 の最尤推定量 の分布の差はo(丁卩1)であ ることを証明 した後,aANの分
布 の0(T-1)までの漸近展 開を求 めた.し たが って間接的 にaMLの 分布
の0('」*-i)までの展開 が求 め られた こ とにな る.
これに対 してTaniguchi(1984b)はAR(1)モデルにおいて分散 σ2を
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既知 とした ときの α の最尤推定量aTの 分布 の0(T-1)までの漸近展 開
を与x..ている.彼 は,AkahiraandTakeuchi(1981)の3次漸近有 効性 の
理論的枠組 の中でARMA($,4)モ デルを扱 ってお り,分 布 の導 出方法 は
FujikoshiandOchi(1984)のそ れ とは相 当異 なってい る.と ころで,σ2を
未知 として扱 った場合 と,既 知 として扱 った場合 の最尤推定量の0(T-1)
までの分 布は,両 者の結果 を比較す る と0(T一 り まで完全に一致 して い
る.こ の一見不思議 な現 象が正 しい ことは,こ の章において再確認 され る.
他方,Tanaka(1984a,b)はSargan(1976)の漸近展開の アル ゴ リズム
をARMAモ デルの最尤推 定量 の分布の展 開に応用す る道を開いた.そ う
して彼は,定 数項を含む階数の低いARMAモ デルの最尤 推定量 のバ イア
スの2次 の項 までの近似 を求 め,さ らにMA(1)に 関 しては,最 尤 推定量
の分布を も0(丁 一1!2)まで求めてい る。この よ うに,Sarganのアル ゴ リ
ズ ムを時系列 モデルの最尤推定量 に適用す ることが理論 的には可能 にな っ
たわけであるが,そ の実行 にあた っては,非 常 に階数の低いARMAモ デ
ルの場合 でさえ,膨 大 な計算量を必要 とす る.
次節以下で は,Sargan-Tanakaのアル ゴ リズに よるAR(1)モ デルに
お ける α肌 の分布 の0(T-1)ま での漸近展 開を,σ2が 未知 の場 合 と既
知 の場合 につ いて求め る.そ の際,計 算過 程をかな り詳 し く述べ るこ とに
よって,こ の アル ゴ リズムの解説 を合 わせ て行 ないたい.
2最 尤 推 定 量 の 確 率 展 開
この節 の 目的は,1母 数 の場合 の最尤推定量の確率展 開を求 め るア リゴ
リズムの解説 である.・
未知母数 θの対数尤度をZ(θ)で表わす.こ の とき,θ の最尤推 定量B
は ∂1(θ)/∂θ=0の 解であ る.こ のとき一般 には,θ は明示的 に書 き表わす
こ とが できない.し か し次の よ うY'して,θ の0(丁 一1)め項 までの近 似
解を求め るこ とがで きる.準 備 として次の よ うな記号を導入す る.
・・'・一 ∂著1字)・i=1,2,3,・
2最 尤推 定 量 の 確率 展 開 一103一
θ=}/T(θ 一θo)
9(1)=a(1)/ノT,9(2)=(a(2)-E(Z(2)))ん/T
9⑧;(Z(3LE(1(3)))/〆T
・・-1ET(・…)…2・ 一}魴E(Z…)
・・3・-TimTE(・…)・ ・ω 一TimTE(・…)・
ここにQ*の オ ーダーは0(1)で あ るが,0(T-1)まで の確率展開 におい
ては,Q*の0(T1)の 項 まで必要にな る場合が ある.以 上 の記号を用 い
ればZω(θ)=0の真値 θ。の回 りでのテイラー展開は
a…(B)一・=Z・1)(・・) a・2・(・・) B-・・)・112…(・・)(B-・・)・
・吉・㈲(・・)(B-・・)・+・A(1T)
と書 くことができる.さ らに上の記号をこの式に代入すれば,
・一・…+1a・+1
,%Tg・2・)B・ 、1,/T(・・3・+1,/Tg・3))B2
・1Q6T…B・+・・㈲(・)
となる.こ の式を陰関数 の定理 によって θについ て解 けぽ θ の0ρ(T-1)
までの展開式が得 られる.そ の解 は形式的 には次の手順で求 め ることがで
きる.ま ず θの第1次 近似(0(1)ま で の項)を 求めれ ば,明 らか に
診一イ ・,2、9・i・+・P(1)(2)
であ る.次 に第2次 近似(op(丁一i/2)の項 まで)を 求め る.そ れには まず
(・)式暢 の項撫 視して
・一・…+acne+渉 ・・2・B+、毳7囎 み・+・P(爿(・)
と書 き 表 わ す ・ 次 に ・ の 式 の1
,/Tの 鄭 第 ・次 近 似 値(・)を代 入 し
・一・…+Q・2・B+1
1/Tg・2・Q-1(2)g・i・+、1,/Ta・3・(Q-1・2)g(ll)2
を 得 る.こ の 式 を θ に つ い て 解 け ば,第2次 近 似 値 と し て
B-一 ・・2・ゼ ・+方 ・・2・-1・・…2・-1・(1'
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一
、17.acs‐lacs>(a(2)一撃 ・ ・+・D(1,/T)(・)
を得 る.最 後 に(2)式と(4)式を(1)式に代 入 す る こ とに よってBの
0ρ(T-1)までの近似解が得 られ る.こ の代入 を行 う際 に(1)式の0ρ(T-1)
の項 には(2)式を,Op(T-1!2)の項 には(4)式を代入す る.そ の結 果を整理
す れば
B-一 ・ボ ・…+、 伽 ・・d{・ ・…2・一撃 ・-a(3)(・② 一摯 ・)・}
+16Tacz・-1{-6・・2)acz>‐lg②Q・2・-1・ω
十3g(2)Q(2)_la(9)(a(2)-Sg.(1))2十6a(3)a(2)-lg(2)Q(2)-19(i)Q(2)-ig.(i>
-3Q(3)a(2)_la(3>Ca(3)-lg(lllS‐3g(3)Ca(2)-ig.(1)¥2
十Q(4》(Q(2)-ig-a>)3}十〇ρ(コ「-1)(5)
を 得 る.こ こ で 右 辺 の 第1項 だ け はa(?》で は な く,Q*を 用 い な け れ ぽ な
ら な い.Q*は0ρ(7-1)の 項 を 含 む か らで あ る.こ の 結 果 は 田 中(1984b)
の1母 数 の 場 合 に 相 当 し て い る.
多 母 数 の 場 合 も導 出 原 理 は 全 く1母 数 の 場 合 と同 様 で あ る が,添 字 が 増
x,し か もa(.),g(.,等が 行 列 に な る た め,表 現 が 非 常 に 複 雑 に な る.し
か し こ の 複 雜 さ を 田 中(1984b)は ・Hayakawa(1977)の記 号 を 導 入 す る
こ と に よ っ て 回 避 し て い る 。 そ れ を 次 に 補 題 と し て 挙 げ て お く.そ の た め
に 次 の よ う な 記 号 を 導 入 す る.L(θ)を 対 数 尤 度,そ の1回 微 分 を,
∂L(θ)/∂θ=L(θ)・とす る と き,
互 ≒ 場L(・)・G・1
,%T(・(・)・・-E(L(・).))
G.-1
,/T(・(・)…-E(L(・)…))
A<r>_TE(LCB)..),A..=TymTECLCB)..
A..-TimTE(L(・)…)A....=TymTE(・(・)….)・
〔補題〕 〔多母数最尤推定量の確率展開 田中(1984b)〕
π(B-・)一 一A・ … 一・ま+、 渉A,一 ・(・G.A..-lg.
3/T(aML一 α)の 確 率 展 開 一105-
-A _o(A.-1&)。(A。.-ig.))
+67.A.・-1{二・GA・-1GA・-lg.
十3G.A..-1(A_。(A.-18)o(A.._lg))
-t-6A
,..o(A..一'GA..-lg)o(A..-19)
-3A
..o∠4..-1(A.。.o(A..-ig)o(A..-18㌦))o(A.-lg)
-3G ...o(A。.-lg)o(A..'噛1且)
+A… ・(」A-lg.)9(A.一・g.)・(Aニー癒)}・ ・h(1T)(・)
で与xら れる.
ここに演算 子 。は,次 の ような演算 を施すため に用い られ る.た と.えば,
A...e{A,;k},(2,〉,k=1,…,ρ)とρ 次元ベ ク トルx,y,2に 関 して
A_。x。y。zはp次 元のベ ク トルを表わ し,そ の第Z要 素は ΣA澱 ㊨汚2々
3.k
であ る.こ の確率展 開にお いてg.,(-T.,(Y7.は平均か らの偏差 として表
わ された確率変数であ る.
3ゾT(aML-a)の 確 率 展 開
わ れわ れのモデルは2母 数 であ るか ら,γ/T(θ一θ)'=(auL-a,QMLZ一
σ2)とお くこ とにす る.そ うして 目的は}/T(aML一α)の分布 であるか ら,
(6)式の第1要 素だけ求めれ ばよい.い まA.!1とG.の(i,〉)要 素 を,
それぞれ ゴ',G∫ノ とすれ ば,
A-1::1::1σ・一(:::1::)
となる.こ こにA..讎1は情報行列 の極限で
・A・→一(∵
,:)・
と計 算 さ れ る.す な わ ちarcと6MLは 漸 近 的 ・y立 で あ る.ま たA_
の 要 素 を ・A;;kとす る.し た が っ て た と え ば,(6)式 の 第5項 に お け る
A ..-1GA._1(A_。(A..-lg)。(A..-ig.)
の 第1要 素 は,
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2(Qll)3ζz22/1112G!119192十(all)3Q22A211912G12十all(Q22)9Azaz8'z2(T12
と な る.同 様 の 計 算 を 実 行 す る こ と に よ っ て 〆T(ayy‐a)の 確 率 展 開 を
得 る.そ こ に 現 わ れ る 確 率 変 数 は,行 列 の 微 分 記 号(16頁)を 用 い れ ば
乱 一一 ・・Σ一・2・歩 ヅΣ 一・ΣΣ一lyp・
gz--T2v2-+毒ヅ跳 ≡ρ・/・
G1・12・・(Σ一1Σ 一1Σ)・iy,
62{一 Σ一・愛Σ一1£Σ一・
+麦 Σ 一1Σ 一・}坤 ・
Giz-一、去,・Σ一・E一歩 ヅΣ 一・£Σ 一・y--p・/・・
Gzz-T
a4一 歩 ヅΣ一ト 笏/・・
Giiz=const.‐1
・ 去 Σ 一・Σ Σ 一・)y≡-p・/・・
G・2・一・…t.+渉 ÷ ヅ Σ 一・愛 Σ 一汐 一2p,
v2
G・・1-・…t.+一壷 ヅ{一 Σ 一・愛 Σ 一・£ Σ 一・+Σ 一1戈Σ 一1
一 Σ 一1ΣΣ 一1ΣΣ 一1+6Σ一1ΣΣ 一1ΣΣ 一1ΣΣ 鬯1
-2Σ 一1ΣΣ 冖1ΣΣ 一1-2Σ一1ΣΣ 一1ΣΣ 一正}y≡p
.
GZ・一・・n・t.+湯 ÷ ヅΣ一汐一6p262
となる.こ れ らの確率変 数は複雑 な行列 を含む ので上の よ うに新たY'p,,
p2,p3,ρ4を定義 し,以後Aを 用 いる.そ うす ると最終的 に γ/T(ayL‐a)
の確率 展開 は,ρf=ゾ7あ を用いて
π(axa‐ ・)一・11五+渉{(…)2pip・+Q・・Q22(p2vz)(-Pia2)}
Z
TAriz(Q・・)・Q・蟾)
3/T(α 肌 一α)の 確 率 展 開 一ion‐
+1T{(…)・pgp・+(…)・・22C夢)㌃・+(Qll)…2pa(一夢)(pa
62)
+Q1・(Q22)・(-pi62)(-2p62・)(餮)}
+1T{A,・2(・1・)…嘱(p262)ゑ+A・12(all)・(Q・・ 争)1(一夢)
+A・21(QI・)・Q・疹・2(一$i
62)+A・21(・1・)・(…)易(p262)(2pvz・)}
+12T・(QI・)・Q・2A1・霤・(タ)ラ・+(all)・a22A・・1五・(一夢)
+…(・・2)・A・・2(pz
62)2(一夢)}
+2T{2A122(Q・・)・(Q22)嘱(夢)2+A・12・(…)4Q・珮 ・
・AuzAzza(…)・(Q・)嘱C奮)2}
+爿(・11励 ・+・(al・)…嘱 ぐ黎)(一 壽)
+Q・(Q22)・(pz62)2(2p164)}
+16T{A・1・・(Q・・)4pi3+・A…2(・・り… 疹1・(參)
+Al2・2a・・( 22)・(p262)3}+・㈲r(・)
となる.
4エ ッ ジ ワ ー ス 係 数 の 導 出
次 の段階 は1/Te(p)=/T(aML一α)の 原点 にお ける ρ`Y'係る微係数
e;,殉,Qijkを求め るこ とであ る.前 節 で求 めた確率展開か ら,e;,e;;は
e、=Q*11,eiz=_allQ22/64+Al、2(all)2/σ2,θ、3=
となるこ とは明 らかで ある.ま たその他のe;,ei1は全て0で あ る.さ らに
3次 の微係数 も同様 に容易に計算 され るが,長 くなるので省略す る.さらに
これ らの微係数 を,母 数 によって明示 的Y'表わす こ とがで きる.定 義か ら
容易 にall=1/(1一α2),Q22=1/2σ4と計算 され る.ま たAsiaについては
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走義 より
3
Asia=TESasa
62/
〒 、吉,1T・・(2Σ一1ΣΣ 一1Σ一 Σ マ1Σ)齒
とな る.後 述 の留数定理 によって この式の トレース部分 の最 高次数 を評 価
す ることに 零 りAriz=1/σ2(1一α2)+σ(T-1)となるこ とが示 され る.他 の
Aノ,A,;k,A;ikiの評価 につい ては第6節 補論での結 果を用 いれば,eiz=0
とな る㌧ 同様 の計算を行 うこ とによって結局,3次 までの微係数は
el-・ 一 ・2e・ ・*一[、1
-a+3a2-1T(1-a2),]一!
eia=(1一α2)2,θ13・=2q一α2)3-・
e114=CZ‐-X2¥3
で あ る こ と が 分 る.他 の 微 係 数 は 全 て0で あ る.el*は,エ ッ ジ ワ ー ス 係
数 ω2を 計 算 す る と き の み 必 要 で あ る.他 の 係 数 の 計 算 で はelを 用 い れ
ば よ い.
こ の よ うに 微 係 数er,8fゴ,e;;kの多 く は 『0にな る の で,エ ッ ジ ワ ー ス 係
数 は,次 の よ うに 簡 単 に な る.
ω2=θ12ψ11
a1=e、3ψ111,α,=θ14ψ1・11
α3=2e13v1レ3,a4=2ψ、aeia
α5=2ψ13θ13,α6=3θ331ψ312θ12ψ11θ1
α,=e331×33リ・+e313yB・レ3+θ133ψ13リ3
α,=vle、3ψ、、・、3・、+・、・13ψ33・,、・、+・、・31ψ11・、3、+・、・31ψ・seaivi
α尸(ψ13θi3)2+ψ11θ13ψ33θ、・+ψ33θ31ψ11θ1・+ψ31θψ1 θ31
α1。=ψ、、e、e、3ψ、、e、2+ψ、、e・θ31ψ1・le・2・
な お これ らの 表 現 を 得 る に あ た っ て は,す ぐ後 に 見 る ψ12=0+0(T-1)と
い う結 果 よ り,レ2=ψ21θ1=0とい う事 実 を 用 い た(エ ッ ジ ワ ー ス 係 攀a;・
Z=1,… ゴ10・の 計 算 に お い て は0(T-1)の 項 は 無 視 し う る)。
次 の 段 階 は,確 率 変 数 ρ1,…,ρ4V'関す る2次 か ら4次 ま で の キ ュ ム ラ
ソ ト ψヴ,ψ崩,y'ijklを計 算 す る こ と で あ る.p;,2=Z,…,4の 中 に 含 ま れ
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る定数項 は2次 以上のキ ュム ラン トに影響 しないか ら,以 下 のキ ュム ラソ
トの計算においては,定 数項 を除外 した確率変数 の部分 を あ お よび あ=
,/Tp;として扱 うことにす る.そ うす るとL'iは,iTy'A;yとい う形の2
次形 式であるか ら,ρ1,…,ρ4の積率母 関数 は
φ(の十 夛鵡 ・AΩレ'一(t・・t・・…t4)
と書ける.したがってキュムラン ト母関数は
ψ(岫9φ(ト112・9…(
,/T:-i):
となる.
ψ(t)をtの要素 で偏微分す る ことに よ り,あ のキ ュムラン トψf,,iijk,
ψゴノ々 'σ,誘k,1=1,2,3,4)が計算 される.こ の とき全 ての添字 の組合 せを
計算 す る必要はない.な ぜ な ら上 に見た ように多 くの偏微係数e;,ec,,e;;k
は0に な るので,エ ッジワース係数 の中で,0と なる微係数 との積 の型 で
現われて くるキ ュムラン トは計算す る必要 がない.こ の点を考慮す れぽ必
要 なキ ュムラン トは,次 の ものに限 られるこ とが分 る.
ψ・i=、渉 ・・(ΣΣ 卩1ΣΣ 一1)一
ψ・2-、2T。、t・(ΣΣ 一三)
ψ22-、2T。、t・(Σ一1ΣΣ 一1Σ)-1264
ψ13--1T・・(£Σ 一1愛Σ 一・Σ Σ 一・)+-12T・・(愛Σ 一・£ Σ 一・)
ψ・… 髭 、t・(愛Σ'1幺 Σ 一1)+、1tTv2・(£Σ 一・)
ψ33一多{tr(ΣΣ 卩1)Ltr(Σ 一1)・EE-1±4・ (勇Σ 一1)・}
ψ・1a‐4・(一 幺 Σ 一・戈 Σ 一・ゴ Σ 一i+ΣΣ 一1ΣΣ 一1
一 Σ Σ 一1ΣΣ 一1ΣΣ 一1+6ΣΣ 一1ΣΣ 需1ΣΣ 一1ΣΣ 一1
-2Σ Σ 一1ΣΣ 一1ΣΣ 一1-2ΣΣ 一1ΣΣ 一1ΣΣ 一1)
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ψ1・1-丁渉 ・・(£Σ 圏1)8
ψ112-1T
,/T6zt・(Σ 一1ΣΣ 一1)一ψ・2・一ψ21・
ψ・2・_1T
1/Tvs・Σ Σ 噸 Σ 一1
ψ122-丁誘 ・・(ΣΣ 一1)一ψ・・2一ψ221
ψ・・-丁 渉{一 ・・(幺Σ 一1)・+r2・・(£Σ 一・)・£ Σ 一1}
ψ・11・__3T,t・(Σ一1 )4・
以 上 の キ ュ ム ラ ソ トの 最 高 次 数 の 項 は,補 論 の 結 果 を 用 い る こ とY'よ っ
て
13a2‐1
ψ13-一(、2a‐a・)・ ・ ψ22-、1d.4
吻 ・一,。、(-31-a2)・ ψ33-2(1+a2)/1-a2)3
6a1ψ
1・'一
,%T(・一 。・)・・ ψ222=1/Tvs
ψ122-・,ψ ・13--4(1+2a2)
1111‐6(3+7a2)T(1-a)
と な る こ とが 示 さ れ る.こ こ に ψ11だけ は0(7M)の 項 ま で 計 算 さ れ て
い る の は,ω2=ψ11θ12を計 算 す る 際 に0(7M)の 項 ま で 計 算 す る 必 要 が
あ る か ら で あ る.
以 上 の 結 果 を 用 い て,エ ッ ジ ワ ー ス 係 数 を 定 義 に 従 っ て 計 算 す れ ば,
・6a(1‐az1‐
,/T)…3T(1-・ ・)(…4・ ・)
a8=-4a(1‐a2),a4=-4a
4エ ッジ ワー ス係数 の導 出 一111-
・・一 一8(1+2a2
,/T)…-24・ ・(・一 ・・)
a7=4-1-20a2,as=2(1‐a2)(1-}-7a2)
・,一・2a2+4,…-1
,/T(・一 ・・)(・+…)
を 得 る ・ 最 後 に 残 さ れ た 係 数 ω2=6`ψfゴθノ=ψ・iei2は,0(T-1)まで 評 価 し
な け れ ば な ら な い の で 少kめ ん ど うで あ る が,補 論 の 結 果 を 用 い れ ば
ω2-Elie・2-[、1
。・+3a2-1T(1‐a2),i
T
を得 る.こ れ よ り
w=1‐a21/21/1‐d+011,G=3a‐1(8)T
T(1‐a2)
と計 算 さ れ る.以 上 の 結 果 を ま と め れ ば 第1章(7)式 に 対 応 す る 諸 量 は
al
C°=
,/Ti/1-a・・ °1=-4T
a1十a2
CZ=
,/T,/1-d・・cg‐4T(1一 α・)
‐a2
C5-
2T(1-a2)
と な る.従 っ て
p{諏 … ・陶 一・(y)+2(y
w){C・+・・㈲
+C・(y
w)・+・・(yw)・+・・(yw)5}・・(1T)
が得 られた ・ ここで注 意 しなければな らないこ とは,ω は0(T-1)の項
を含んでい・呪 上嚼 られ碾 開式の第・項 ・㈲ は ・(T-・)の項
に影響することである.そこで,さらに
m=Xll
a2(1+2」+o(T21(9)
と展開す ることにより
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・㈲ 一・(/、≒ 、(・+d2))・
一・(
/、≒ 、)・2(ノ、y-a・)、ya.,/1-a…(1T)・(・ ・)
を得 る.そ の他 の項 について も(9)を代入 し0(7'-1)の項 まで とれぽ,結
局
p(π(aML‐・)<y)一・(/、y。,)・2(/、y。・)/告 ・
+Z(/、≒ 、){C・+C1(〆、≒ ・)・C・(〆、y-≪・)2
・C・(〆、y。、)・+C・(/、y。・)5}・(1T)
と な る.こ こ でx=y/〆1一 α2と お きC。,…,CSを 代 入 し て 整 理 す れ ぽ
ρ(γ/T(aML一α)ん/1‐a2〈x)
-1(x)呵 〆拶 、
m・(・+x・)・4T(11-。・){(・α2-・)x
・(・+・・)x・一…x・}]・・(1T)
と な り,FujikoshiandOchi(1984)の結 果 と一 致 す る ・ さ ら に ま た ・ こ
の結果は,Taniguchi(1984b)のσ2を既知 と仮定 した ときの α の最尤推
定量 の0(T一り までの分布 とも一致 してい る.σ2が既知 であ って も未知
であ って もaMLの 分布が0(T-1)まで一致す る とい うこ とは,一 見奇異
に感 じられるので,次 節 におい てそ の原因を考 えてみ よ う.
5σ2が 既 知 の場 合
σ2が既知 の場 合,aMtは 尤 度方程式 ∂1/∂α=0の みの解 として得 られ
る.従 って}/T(aMi-a)の確率展開は(7)式Y'け る係数 α5ゴ,AijkiAijk!
の うちQll,A>>1,∠41111以外の項は存在 しない ことにな る.ゆ えに
〆 テ(aML-・)一 … ラ・+1
,/Tσ1易 ・ナ(all)飜.
+12T(a・・)・p・2p4・あA1・1(…)・多・3+・(1T)
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と,非 常 に簡 単に なる.こ れ よ り ノ乃(p)=〆T(α既 一α)をま,確 率変数
P、,ρ3,ρ4によって構成 されてい ることが分 る.こ こにAの 定義は前節の
それ と同一 であ る.こ の確率展 開の型か ら,eのp=に 関す る3次 までの
偏導 関数 はel,eia,eiu,eua,e133の5種類 である ことが分 る.こ れ らの偏
導 関数 の原点 における値 はラ前節の計算結果を用 いれば,
e1=1-a2,θ13=(1一α2)2,e、、、=O
eus=2(1一α2)s,eua=(1一α2)s
である.こ れ らは σ2が未知 の場合 の結果 とmし てい る.σ2が未知 の場
合 には,さ らに多 くの種類のe;;,e;;kが存在す るが,そ れ らの多 くは0で
あるので,結 局モ ッジ ワース係数に寄与す る0で ない係 数は,前 節 で見た
ようにe,,eis,eiaa,euaしか ない.し か もこれ らは上 に述べた ように σ2が
既知であ るか未知 であ るかにかかわ らず等 しい.こ の ことは σ2が未知 の
場合に固有の項で あるべ き係数 殉,e;;kが0である ことの結果 であるが,
なぜ ・にな・か… 贓 それらの蜘 ま・ ψ・2-・+・(1T)…う項を
積の型で含んでい るか らである.ψ12はρ1とpsの2次 のキ ュムラ ン トで
あ ・酒 厩 は鱶 か ら ・・-atas'g・-ata62V'対応 していた か ら,
ψ12-…E(atas)(asa62)一・を意味す・.・漁 黼 行列の齦A.一 ・
の非対角要 素が0で あ ることに対応 している.す なわ ち,aMzと62MLが
漸近的 に独 立であ るとい うことが,σ2が 未知の場合 と既知 の場合 のaML
の分布 の0(7㌔1)までの漸近展 開を一致 させる直接 の原因 になってい る.
σ2を 既知 とす る仮定 の最尤推定量に与xる 上 の よ うな効果は,一 般 の
AR(p)の最尤推定量 の場合Y'生じるであろ うと予想 され る.し か しそ の場
合,分 布 の展 開を0(T-1)まで明示的 に求 めるこ とは不可能に近いか ら,
σ2が未知 の場合 と既知 の場合 の漸近分布 を直接比較す る こ と は で き な
い.し か し分 布が0(7㌧1)ま で一致す るか どうか を確認す るだけ な ら,
Akahira(1981,1982)の漸近的Defficiencyの概念を用 いて比較 す ること
が できるか もしれ ない.こ の予 想の検討 は,将 来 の課題 としたい.
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補 論
(A)ト レ ー ス の 評 価
4節で導いたキ ュムラン トは,行 列 Σ 卩1,Σ,Σ等の複雑な積の トレー
ス として表わ されてい る.し か し0(T-1)までの漸 近 展 開を得 るた めに
は,こ れ らのキ ュムラン トの最 高次数に よる近似(第1次 近似)を求 めるだ
けでよい.そ して 第1次 近似 は,Taniguchi(1983b,p・159定理 )に よ
って,モ デルのスペ ク トル密度関数 ∫(の に関す る積分V'よって表わ され
る ことが知 られて いる,こ の定 理 は,AkahiraandTakeuchi(1981)の
高次漸近有効性 の理論 を時系列 の漸近展開に応用 す る際 の橋渡 しとなる重
要 な定理 である。さ らに,キ ュム ランrの 積分表示 は,コ ーシーの留数定
理 を応用す るこ とに よって,明 示的 に解 くこ とがで きる.そ の一例 として
ψ11の計算を示 そ う.ま ず トレースの積分近似 は
ψ、、一歩 ・・重Σ 一・泣Σ一・一盞∫二∫ ・(・){a8af(・)}2・+・(1T)
となる.われわれのモデルにおいては
_a2
であるから,上の積分は
貳((θ`π+e-tx-2a)21一αθ`π)(1-ae卩`π)4λ・o(1T)
となる.こ こでz=e:aと変数変換をおこなえば,上式は
嘉 ∫。((z2+1-2az)2dz1‐az)(z‐a)zz+o(1T)・
ここに,Cは1剛=1で 定義 され る閉曲線 である.上 の被積分関数をF(z)
とす ると,F(z)はz=aに おいて2位 の,=oに おいて1位 の極を もつ
とい う.そ うして,留 数定理 に よって
,1F7Cle(z)-R・・(・)・Res(・)
と表わ され る.こ こにRes(の は,z=aに おけ るF(z)の 留数 とい い・
Rの 位数をSと す れば
補 論 一115-
Res(の一(1
s-、),[ds-1dzS-i(z-a)・F(z)L
によって与xら れる.したがってこの場合
Res(a)=d(1-2az-1-z2)21=3a2-1d
z(1-az)2zz=a-X2(1-a2)
Res(0)_(1-2az+zz)zl__1(1
‐az)(z‐a)z:=oaz
とな る.し た がって結局
ψ11-。3a2-12(1‐a・)・毒 一 、2。 ・
となる.以下同様の計算により次の結果を得る.
1
T・・Σ 一・E一鋩 ∫1(・){aasf(・)}・… ㈲ 一… ㈲
1
T・・Σ 一1をΣ 一・幺Σ 一1幺一盞∫二f-・(・){aas'f(・)}3・…(1T)
一(、6a‐a・)・+・(1T)一(、6a‐a・)・+・(1T)
1
T・・Σ一・幺Σ一・縁 ∫二∫ ・(・){a2af(・)}a28a2.f(・)}dd+・(1T)
一
(、8a-a・)・+・(1T)
1
T・・Σ一・壕 ∫二!-1(・){aas'f(・)}2dl・・(1T)
=
12a2+O(T)
Ttr(Σ一1Σ)4一班!一 ・(・){-a8a'f(・)}4・・+ (1T)
一 解 舞+o(1T)
1
T・ ・(Σ卩1Σ)・Σ 一・記 一鋩!-3(・){-aasf(・)}2{a2aa2.f(d)}dd+・(1T)
_4(2+5a2)(1
1
T・・(Σ一1Σ 一1Σ)一羨 ∫二!一・(・){-aasf(・)}{agaasf(・)}・・+・(1T)
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=12(3a2z3)+O(T)
(1=a)
1
T・・(-1)一 髪 ∫二!-1(・){asaa9'f(・)}dd・・ 1T)
(1-a)T
上の留数計算における微分の評価は,初等的な計算であるとほいえ,相
当量の計算が必要である.いずれも手計算で実行可能であるが,こ こでは
正確を期すために,手 計算 と数式演算処理プログラムREDUCE2を用い
たコンピュータによる計算 とを併用 した.
最後V'ω2の計算に必要な ψ11の0(丁一1)までの項はREDUCE2に
より'1
砺1一揮 題 Σ 脱 一 、2_≪2・6a2‐2T(1‐a2)壱
となると とが示 された.し か し、この計算 とて もTaniguchi(1984b・P・16)
のLemma7を 角 いるこ とに より,手 計算可能であ る.
(B)行 列A…A.…A・ ∵・㊧評 価
微係数 の計算 に腰 な4・・A..,A..・・は上の トレースの評価 を利肌
て次のように計算される.
A・1=1imTE
T-.m(a2aant)_‐lim1Tye2・・(Σ噛 Σ一1幺)一一 、1-a・
Ais-TymTE(alta≪2)一撫 、枦 Σ 一脱 一・
五22噸 掴 募)一 一 、164,
よって
1_1
1‐a2°1‐a2°
‐A 　 '1=_
01‐(02v'2a'
と な る か らall=1‐az,aiz=0,Q22=2v'を 得 る.ま た
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Aui=limTE
T-.m(8sl7as)-limT-.m(2T・・Σ 愛 Σ 噌
一
,3;T・・Σ 一・幺 Σ 一・E)一・
A・・一}魴E(∂3Za
a2a62)=1iml1T-.WT2s2・・(・Σ 一鬯 Σ 旁 Σ 一苞)
1
σ2(1一α2)
塑 虫 券E(a3t∂α∂(σ2)・)一撫 毒 ・・Σ愛 一・
嗣 虫 参E(a3z∂(σ2)3)268
A・1弓魴E(a41/aa4J
一紺 一…(Σ 一1Σ)・+・2・・(Σ一・E)・(Σ一鬯)-32・(Σ一・E)・
一…(Σ 一・ΣΣ 呪)}一 ・
岫 一撫 券E(、 。a4ta(6・)・)一}覊{_4Tv・t・Σ一・E}一・
碗 一撫 ナE(∂a4t-X3a62)
一撫{1
T62・[一3(Σ一1Σ)・+Σ噛 Σ 弓幺 ・Σ 一愛 Σ 一を]
一
、1v=T・・[一Σ 一1Σ 艪1Σ+Σ卩1Σ一Σ一1ΣΣ一1Σ]}
=o.
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予測量 の比較
1は じ め に
自己回帰モデル におけ る,最 小2乗 推定量 に もとつ く予測量 の小標本特
性については,分 布や モーメン トの漸近展 開を用 いた研究が,最 近 い くつ
か報告 されてい る.こ こではそれ らの研究 を系統的 に展 望す る ことはしな
いが,こ の章 と関連の深いい くつかの論文 を簡単 に紹 介 し,2節 以下 の展
開 との関連を述べ てお こ う.な お工学的時系列 の分 野では,モ デルのパラ
メータが既知の場合の予測の問題が扱 われる ことがあ るが,本 章 ではパラ
メータは未知 として議論をすすめる.
Yamamoto(1976)は未知 パ ラメータの推定 に用 い られるサ ンプル と,
予測量の構成 に用 い られ るサ ンプルは,統 計的に独 立である とい うよく用
い られ る仮定 の もとで,AR(p)モデルにおけ るh期 先の予測量 の予測誤
差 の漸近的平均2乗 誤差を0(丁 卩1)の項 まで求めた.こ の ような仮定を
置 く場合 のこ とを,本 章で は"独 立な場合"と 呼ぶ ことにす る.彼 のこの
論文 は,以 後の一連 の研究の出発点 とな り,い くつ かの方向へ発展 させ ら
れた.Phillips(1979)は,AR(1)モデルに限定 した うxで"独 立な場 合"
の仮定をゆ るめ,推 定 に用い られるサ ンプル と予測量 の構成 に用 い られる
サ ンプル は,統 計的 に独立でない とい う仮定の もとで,最 小2乗 推定量 に
もとつ く予測量 の予測誤差 の分布の漸近展開を0(T-1)の項 まで求めた.
以後,こ のゆるめ られた仮定を置 く場合を"独 立でない場合"を 呼 ぶ.彼
はさ らY',観測値 の最後の値yT(推定 に も予測 に も使 われ る)が与xら れた
とい う条件 の場合 とそ うで ない場合 とに分けて議論 し,こ の条件 の予測誤
差に及ぼす 効果を調べてい る.TanakaandMaekawa(1984)は,Phillips
の議論 を発 展 させ,モ デル としてAR(1)を 想定 した とき,真 のモデルが
ARMA(1,111)-ARMA(1,1)モデルに未知 の定 数項 を加xた モデルー
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であ った ときの,す なわち想定誤差 がある場合 の,最 小2乗 推定に もとつ
くh期 先 の予 測量 の予測誤差 の分布 の0(T-1)までの漸近 展開を求 め,
想定誤 差の影響を調べた.予 測量 の分布 の近似 については,以 上 の よ うに
単純 なモデルの もとで しか知 られていない ようである が,こ れ らの 研究
を も う少 し広い 範 囲のモデルー た とえ ばARMAXタ イプ の モデルー
に拡張で きれば,Hatanaka(1983)によって求 め られてい る予測の信頼区
間帯(Confidencebelt)を漸近展開の立場か ら扱 うこ とが可能にな るか も
しれない.
Yamamoto(1976)の他 方 向 への発 展 と して,Reinsel(1980)があ
る.彼 は"独 立な場合"に おける,多 変量 自己 回帰 モデル(ベ ク トル 自己
回帰モデル)の 予測誤 差の漸近分散共分散行列 を0(丁 讐1)の項 まで求 め,
さらに 自己回帰の階,+',1関す る想定誤差 の影響 にも言及 してい る.
他方FullerandHasza(1981)セまAR(ρ1μ)-AR(p)モデルに未知の
定数項 を加 えたモデルー における"独 立でな い場 合"に お け るh期 先
の予測 誤 差の条 件 付 お よび条件 な し平 均2乗 誤 差を求 めた.ま たBaillie
(1979,1980)は一連 の研究において,回 帰 モデルの誤差項がAR(ρ)過 程
に従い回帰 の説 明変数 の中に遅れ のある被説 明変数が含 まれ る場合(い わ
ゆるARMAX型 モデル)や,ラ グ付 内生変数を含む同時方 程式 の場 合に
おける予測 の問題 を論 じている.
以上 の研究 は,漸 近理論 にも とつ くものであ るが,精 密理論 の立場 か ら
Dufour(1984)はAR(ρ【μ)モデルにおいて,pを 過小 に想定 した場 合 に,
最 小2乗 推定 にも とつ く予測量 の不偏性を分布 の対称性 に関す る弱い仮定
の もとで証 明 している.そ こでは,明 示的 に述べ られていないが``独立で
ない場合"が 扱われてい る.Dufourは予測量の適性基準 として不偏性 を強
調 している よ うに見}xるが,Phillips(1979),TanakaandMaekawa(1984)
お よび以下 の本 章に見 られる ように,yTの 条件付で考 え ると,ヒ の不偏
性 は保証 され ない.
さてこの章 では,AR(1)モデル ツ,=αツト1+utに焦点を絞 り,異 な る推
定量 に もとつ くh期 先の予測量yT+hの 比 較 を お こな う.こ のモデルに
2モ デルと予測量 一iai‐
対す る推定法 としては,最 小2乗 法,最 尤法,Yule-Walker法な ど い く
つ もの 方法 が 知 られてお り,そ れ らの い くつか に ついては,前 章 で見た
ように分布の3次 の漸近展開が与 え られ てい る.と ころで予測誤差yT+h-
yT+hの0(T-1)までの漸近展開にお いて は,推 定量 ゾT(α一α)の2次
の漸近展 開0(T-1/2)までの項 しか影響力を持た ない ことが 容易 に 分 る
(例xばPhillips(1979)を見 よ).した が って/T(//)の 分 布 が
0(T-1/2)まで同 じである ような推定量 に関 して は,そ れ らに もとつ く予
測量 の姓質 も0(丁 彈1)の項 まで同 じになる ことが直感的 に予 想される.
しか しこの ことは 必ず しも自明な ことではない.事 実,以 下 に見 られる よ
うに一部 の例外的現象 もあ りうる.
以下の展開 は,TanakaandMaekawa(1984)一今後T-M論 文 と略記
す る一で用 い られた方法を,最 小2乗 推定量 以外 の推 定量 に もとつ く予測
誤差 の分析に応用 した ものであ る.
2モ デ ル と予 測 量
ここか らは,1階 の自己回帰(AR(1))モデル
yr=a.Yr-i十ui,t=0,±1,±2,・・…・
におけ る予測の問題 に焦点を絞 る,通 常 どお り次 の仮定を設 ける.
仮定1.1α1〈1
仮定2.ut～iidN(0,σ2).
いま観測値.v'_(ツ0,ごソ1,°°'こソT)が得 られた として,α が未知 の場合,h期
先のyT+hを予測す る問題を考え よ う.自然 な予測法は,ま ず αをyo,…,
yTか ら推定 し(そ れを α とす る),yT+h=ahyTによってyT+hを 予 測
す るこ とであ ろ う.α として最小2乗 推定量
^Σyオ ツオ_1
azs-T_1
Eyt2
8冨0
を用いた ときのyT+hの小標本特性については,前節で言及 したいくつか
の研究によってすでに多 くのことが知 られている.こ こでの 目的は,α を
他の方法によって推定 した場合の予測量yT+hの小標本特性を調べ ること
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で あ る.代 表 的 な α の 推 定 量 と し てBoxandJenkins(1970,P.279)
は,次 の3つ を あ げ て い る.
^Σ ツ∫ツ,_1/(T-1)
aMt‐t-iT-i(近 似 最 尤 推 定 量)
Ey:2/(T-2)eロ1
^Σ5ア,ツ,_1
aYW=8d7(Yule・Walker推 定 量)
Eyt2
8-0
,.Eyry=-1
azs*=讐 一、.
Ey,2
診一1
最後 のazs*は,尤 度関数
1=-21・9・ ・+12(・一・・)番一一12
6、{(・一 ・・)y・2+毒、(yt-… 一・)・}
Y`け る{}内 を最小 にす る ような α の推定量であ る.こ れ も最 小2乗
推定量 と呼 ぽれているが,回 帰分析におけ る最小2乗 推 定量aLsと は,
分母 がわずかV'異なる.ま た α聯 は,T-1に 関 して展開すれば明 らかに
.yt2s冨1
とな り,0(T-a)は3次までの漸近展 開では無視 しうるので,今 後 は前章
で紹 介 したAnderson(1971)の近似最尤 推定量 と上 の α肌 を区別 しない
で用 い ることに し,公 式 も上 の ように0(丁 一1)までの近似式 を 用 い る.
これ らの推定量 の漸近分布に よる比 較はFujikoshiandOchi(1984)によ
って,ま た漸近平均2乗 誤 差に よる比較 は西尾(1981)によってな され て
い る.
以上の4種 類の推定量は
a=(・-klT)
研 鰐 湯 研 ・刷
Y-1
とい う型Y'書 く こ と が で き る.た だ しk,=1の と き,k2=k3=0で あ る 。
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この推定量 α に もとつ く予測量yT+h=ahyT,および前章で扱 った最尤推
定量aMtに も とつ く予測量yT+hの予測誤 差 ッ胖rッ7斬 お よびyT+h-
yT+hの分 布 と1次 と2次 のモーメ ン トの0(T-1)ま で の近似を求め るこ
とによって,こ の予測量 の小標本特性 を見 ていこ う.
この節 と次節 では ッ7輔の分析 に焦点を あて,5節 にお いて最尤予測量
yT+nを一括 して扱 う.ま ず 以下 の記号を導入す る.
ρ1-1T(kzya2+Eyt2+k3」'z2:-i)一 ・・*
・・*-1ET(初・2+T-1Eyr2A-3+kaYz・)
・・一裁 ・'・一 ・…-IET(TEi:.Ye-・)・
この とき
a=(・-k1T)蓋聯
と書 ける.ま た予測誤差 は
yT+厂yT+h=ahvT‐yT+ゐ
=αり7一ツ胖k+(αし αりyT
と表 わす ことがで きる.こ こでqh=〆T(α乃一αり とおけば
yT+厂yT+ゐ=αゐツT一ツ7+h十9みツτん/T
とな る.明 らか に9^=o,(1)であ るか ら,T→ 。。 の ときは上式の最後の
項 は無視す るこ とができ るが,Tが 十分大 き くない ときはそ の項は無視で
きない.yT+厂ツ7輔の分 布の0(T-i)までの漸近展 開の導 出は,T-M論
文のそれ と全 く並行 した方法に よって行 うこ とがで きる.そ の準備 として
Qhの確率展 開を与xて お こ う.
ここで改 めてp'=(ρbρ2),η@)=ak-a"とおけ ば,g鳧=ゾ7り(p)と
書 くことが できる.後 に示す ように η(0)=0+0(T-i)なので,こ の こと
に注意 して η@)を 原点 の回 りでテイラー展開すれ ば,
qh-zr{・(・)+ゑ∂鍔)場,盞 、識 霧 酬 ・}
一・,ps・
、警協 瓦+・・(T-1)
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を得 る.こ こに
あ一凾 ・・尸 ∂琴多1)・jk一罅
であ る.ま た 明 らかに 鳶=0ρ(1)である.
ところで η(0)≠0なので,こ こでその大 きさを評価 してお こう.い ま
2、跏 一 ・TEy=_1・r-1+趣・・-1に注 意L,ui-TE(Σ ツ2彡_18日1)とお け ば
明 らか に αニμ2/μ1とな る.ま た この とき μ1*=亀+0(T-1)とな ること
は容易 に分 るか ら,
鍋 寄 ・・(1T)一・+・(1T)
・な・.ゆ えに ・(ρ)-a-・とおけば ・(・)一… ㈱ であ・・次に ・
項 展 開 に よ り
η(p)={(α一α)m}ゐ 一αゐ
一急c)・(p)・・h-・
・甜 るか ら,・(・)一… ㈲ を得・・ただし 嘸 丁 眦 べて粉 小
さい もの とす る.こ の結果を使}xば,
η1--h・h/・・*e-h・h(・一 ・・)/・・+・(1T)
・・-h・h=・/・*-hah-1C・一 ・・)/・・+・(1T)
η11-・!・+・)・h/・・*・-h(h・)・h(・一 ・・)・/・…(1T)
η12-・… ・・ah-・/・12--h・ah-・(・一・ )・/・・+・(1T)
・・2-h(h-・)卿1*・-h(h-・)α 〃一・(ト ・・)・/・・+・(1T)
となる.
なお,上 の計算 においては次 の点 に注意 した.e(ρ)においてkl=0の
場合 とk1=1の 場合 とのあいだで は,e(ρ)の1/Tの項 に差があ る.す な
わち
・(p)一多1辛舞(kl-o)
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・(p)一(・1-T)多甃(kl-・)・
しか 菌 一・の ときの ナ 碩 ・溺 らヵ・に ・;,i;の・(・)の項 には影
響 しない.
3予 測 誤 差 の 分 布 の 展 開(1)一"独 立 で な い 場 合"-
3.1条 件 付分布
この節 では,α とyT+hが同一 のサ ンプルか ら計算 され る場合 のyTが
与xら れた ときの条件付分布 ρ(yT+厂yT+h<xlyz)の0(T-1)までの漸
近展開を導 出す る.そ の導出は,T-M論 文(P,332)の定理11を,こ の
問題に即 した型に書 き換 えれば よい.導 出 の 基 本 方 針 は次 の とお りであ
る.
(i)yTを 与 え た と き の 夕竏h-yT+hの 条 件 付 特 性 関 数 φf(BIyT)を
0(T-1)ま で 求 め る.
(ll)φ1(elyT)を反 転 す る こ と に よ り ρ(yT+h-yT+K副ッ7)の,
O(T-1)ま で の 漸 近 展 開 を 求 あ る .
(皿)上 の 結 果 か らyT+h-yT+hの密 度 関 数 の6(T-1)ま で の 展 開 が
得 られ る.そ れ を 用 い て 漸 近 的 な 期 待 値 と 平 均2乗 誤 差 を 計 算 す る.
φ1(θLソT)をま,
φ1(elyT)=・E[exp{iB(yT+h一こソ} )}IyT]・
=E[exp{ZB(ah,ソτ一ツτ+h十QhyT/γ/T}IyT]
～expσθα乃5尹τ)[E{exp(-i8yz+h)IyT}
十(iB/,iT)yTE{qhexp{‐iByz+h)lyz}
=(e2.Yz2/2T)E{qh2eXp(‐ieyT+h)IyT}7
と書 く こ と が で き る.こ の 式 の 中 に 現 わ れ る 期 待 値 は,次 の 補 題 で 与 〉.xら
れ る.
〔補 題1〕(T-M論 文P.331)
yTが 与 え られ た と き のgパ とyT+Rの 条 件 付 特 性 関 数 を φ(θ1,B21.vT)
とす る.こ の と き
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E{・xp(-iByz+n)lyT}一・・p← ・θγ諤7-Bz6s2)
E{q,,exp(‐iByz+n)1,Yr}_‐ia¢(°,‐BI.YT)ae
,
E{4h2exp(一・θ・・+h)lyT}一一 ∂2φ(°,a
.,BlyT2)・
こ こ に
a2a2aeY
o=var(yr)=1‐a2'7r.=cov(ya」'r‐e)=1‐a2
で あ る.
証 明.yTとyT+hは,2次 元 正 規 分 布
CL)-N[(:〉(;:;:)]
に従 う.ゆ えにyTを 与 えた ときのyT+hの条件付分 布は,よ く知 られて
い るよ う6',平均 と分散 が
E(yT+hlyT)=rhyT/r。,r2=var(yT+hlyT)=ro‐rn2/γ・
で与 えられ る正規分布に従 う.よ ってそ の特性関数 より上 の第1式 が得 ら
れ る.第2式 と第3式 は
φ(el,B21.vT):=E{exp(iBigh十歪θガy7+h)IyT}
を偏微分す るこ とに より
∂φ(Bl,
a,12iyτ)=iE{4neXP(iB14h+iB2,Yz+h)lyT}
∂2φ鯰lyτ) 一 一E{qhzexp(i6…吻 胖 ・)lyT}
を得 る.こ こで θ1=0とすれ ば,た だちに上の結果が得 られ る(証明終 り).
上の ステ ップ(i)においては φ(θ1,B21.vT)が重要 な役割を果す.そ の
導 出の ステ ップは次の とお りであ る.
(1)Qh,yT,yT+hの同時分布の特 性関数を0(T-i12)の項 まで求め る.
以下で はその特性関数を δ(t,Sg,S4)で示す.
(2)上で求めた特性関数を反転す るこ とによ りQk,yT,yT+hの同時密度
関数を0(T-1!2)まで求め る.そ れをf(4a,yT,yT+h)とす る.
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(3)上の結果を用 いて ノ(Qn,yT,yT+h)/f(yT)よりy:の 条件付分布
g(9勘,yT+hl.vT)を0(T-1/2)まで求め る.
(4)g(g乃,yT+hlyT)を用 いて(4h,yT+h)のyTの条件付特性 関数 φ(e,,
B21yT)を求め る.
以上 の導 出過 程は原理的 には 単 純 で あ る が,計 算 は長 く複雑 であるの
で,そ の概 要を補論 に掲げ ることに して先 へ進 もう.こ れ らの長 い過程を
経 て・最終 的には次の定理(T-M論 文 の定理1に 対 応す る)を 得 る.
〔定理1〕yTを 与 えた ときのyT+厂yT+hの条件付分 布 の0(丁 一1)ま
での漸近展 開は,次 式で与 え られ る.
p(yT+厂ツ丁赫く副 ッT)
一 ・(x
r)+r)[、 ラブ 勝 雌)
_2C1
2{.1'z2_1+2rh.YTHroeroro2(x)+rti2Hlr2(x)}
+-2C22{嘗雌)+舞 瑪@)}一 弩 ・瑪 ②]・
、(・)
ここに ψ(z)とφ(z)は,それ ぞれ標準正規分布の分布関数 と密度関数で
あ る.さ らに
H・(x)=x/γ2,H・@)=x2/r'-i/γ・
α4=一ηゴゐE(ρノゐ)
ω2=ηノηゐ£(ρノρゐ)
C1=一勿ノE(P;.Yz2)
C2=一功ノE(pi.YTJ'r+h)
C3=一勿ノ亙(pyr+2k)
である.
つ ぎに上の定理 におけ る,係 数 α4,ω2,C1,C2,C3を,αの推 定法 ごとに
評価す ることに よって,そ れ らの推定法 に対応す る予測量 の分 布の漸近展
開が得 られ る.そ の際,係 数 α4と ω2については次の事 実が成 立す る.
〔補題 〕 エ ッジ ワース係数 α4と ω2は,推 定量 衾 におけ るkf(i=1,
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2,3)の 値 に か か わ ら ず 常 に
α4=(1一α2)h(h-1)ah-z十4ahah-'
・z=h2a・(h-・・(一 ・・)・・(1T)
で あ る.
証 明.
k2010
10°.曹.
_IX11.
A;__z-2.
__1
0iIto.
た31 .0
と お け ば,
ρ・1-Ty'A,y-・… 一÷ ・'A・一・・ .ピ.幽(・)
と表わ され る.A,はToeplitz行列,Alは 漸近的にToeplitz行列で あ
る.よ く知 られてい るよ うに ・
E(p;pk)=TtrCSZA;S2Ak),j,k=1,2
であ る.こ の式 の右 辺はHannan〔1970,P・354〕の定理 に よ りAR(1)モ
デルのスペ ク トル密 度関数 ∫(x)を用 いて
盞 ∫二f(d)(・…)・ ・k-…+・㈲
Y'よって近似される.さ らに留数定理を応用することによ りこの積分を近
似的Y'解けば,結 局
E面1)-211鸚1)+o(1T)
E(p,p・)一(4a6'1‐a2)・+・(1T)
64(1+4a2‐a4
(1-≪2)g)+o(1T)
となる.これ らの値 と上で求めた ηゴ,伽の値を用いて ーX4とω2を計算
すれば,上の結果が得 られる(証明終 り)ゲ
トレースを積分近似 した ときの,推定量の違いによる差の具体例をひと
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つ あ げ て お こ う ・k2=1の と き,k3=0と た3=1の 場 合 の 差 は 次 り よ うに
表 わ さ れ る.Alをk2=1,ks=0の 場 合 にAl*をk2=1,k3=1の 場 合 に
対 応 さ せ れ ば
(trAIS2A21Z‐trAI*dZA21Z)/T
=tr{(A,-Al*)S2A2S2}/T
oob10
=tr＼
..Ω 者1・ し::卜1Ω ∬
OoII
1/1010
十 ・・γ・+γ1γ・+一ウ ーr3T(・+・ ・+・・+・曾ウ
1-T(a2
1--X2)1(、響㎡)一・(1T)
と な る1す な わ ちk;の 値 に か か わ ら ず ト レLス の 第1次 近 似 は 等 し い.
次 にC、,C2,C3の 値 はk2,ゐ3の 値Y'影 響 さ れ る の で,個kの 場 合 ご と
に 評 価 し な け れ ば な ら な い.ま ず 次 の2つ の ベ ク トル を 定 義 す る.
ba=(0......010)x,ba=(0......pl)i
T+2個T+2個
こ の と き ρ1,ρ2,yT,yT+hのキ ュ ム ラ ン ト母 関 数 は
ψ(・)一音 ・gll一響(BIA,+B2A2)1
}2(Ω・(Bgb3・B4b4))〈Ω・一 劣(B,AI・B2A2)Ωう 樋・
(Ω*(83bg十BgV4))一/T(X181十.μ2θ2)
と表 わ さ れ る.こ こ でSZ*は(ツ0丿y1,°'°yT,こソT十勘)の 分 散 共 分 散 行 列
rT+h
γ丁+ト1
Ω*eΩl
rh
rT+hγコ鴨+乃一1'"rhγo
で あ る.こ れ か ら一∂3ψ(0)/∂θノ Bp∂BQ,j=1,2p,q=3,4を計 算 す れ ば
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晦 ・)一ノ舞 ・・'Ω・A;SZ・ろ・
晦+げ ・)一〆舞 ・♂Ω・A・Ω…
晦 軸2)-7.b4'Ω・A・Ω・… ノー1,・
となる.こ れ らはそれ ぞれの推 定量 ごとY'次の よ うに評価 され る.
(i)aLs*の 場合(k1=0,k2=0,k9=0)
ψ・33-〆券 ・・'Ω・AIS2・b・
OrT
1
一 み(γT,γT-1,'°'γ1,γ0,γ1)°"・ ・
、 °r
Oor
-
〆舞(・12+・・2+rs2+・う
2r,2-
1/T1一 α2
以 下 同 様Y'
tarz
,)・ ψ13・_2ah+zyz1/T(1-a・)
ψ・3・一 〆罐 裘、)・ ψ・2ah+zra44-,/T(1-a・)
ψ…_2ah+iYz
,/T(1-a、)
を 得 る.従 っ て
Z
C,=-t(η・ψ・8・+η・ψ233)=一π ×2hahr・
C・_-2(・・y'134+・・ψ234)e-Z
,/T・2励 ・
C・_-Z(rf1×144+・・ψ・・4)Z
,%T・ ・励 ・
を 得 る.以 下 結 果 の み 示 せ ば(五)≪zsの 場 合(k1=o,k2=1,k9=0)と,(面)
a'MLの場 合(k1=1,k2=0,ks=0)は(i)の 場 合 と 同 じ結 果 と な る.ま た
(iv)arwの場 合(k,=0,k2=1,kg=1)Y'はC1=C2=C8=0と な る.
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以上 の結 果を(1)式に代 入す れば,次 の系を得 る.
〔系1〕 α の推定量 としてaas*,aas,aMLを用 いた ときの予測量yT+h
の条件付 分布p(ツτ判一ツ胖K副 ツの の0(T-1)まで の展開は,全 て
・㈲.φ 算)剃 咽 ・.(・--X262)yTZ
-(1-・・)(h-・)・h-3_h2a2(h-1>(1‐a2
r2)判(・)
r2=(1-a2りσ2/(1一α2)
で与xら れ る.
ここでh=1と すれば,Phillips(1979)のα加 に も とつ く予測量に関
す る結果に 一致す る.彼 が 指摘 してい るよ うにh=1の ときは,α>0,
yT>0に対 して分布は負の歪 みを持つ.し か しh>1の 場合は,こ の歪 み
の程度は α の大 きさに非常 に依 存す る.yT>0で α が1に 近 い とき,分
布は負の歪 みを もつが,そ うでない場合 は正 の歪みを もつ.ま たaYwを
用 いた ときは
・㈲ 。/xY
r)yT2T[・一(h-・)(、_a2)　
-h…(h-1)(・一 ・)yT(x
62)](・)
で与 え られ る.
上蹴 られた分布を ⑤ で嬲 す・・a・ よ・てyT+h-yT+hの密
度関数の0(T-1)までの近似 が得 られ るか ら,そ の結果を用いて,予 測誤
差の 偏 りと 平均2乗 誤差 が 次の よ うに 計算 され る.推 定量azs,aLs*,
aMLに対 しては
E(Yz+　帥 ・)停{・ ・h(y2T
ro-・)+h(h-12)(・一 ・)・弓
E{CvT+蹴+h)・lyT}一≒ 鍔穿・・+yT2hT・α・ h-・・(・一・・)
と な る.上 の 第2式 はFullerandHasza(1981)の結 果 と一 致 し て い る.
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他方Yule-Walker推定量aYwに 対 しては
E6・+厂yT+hlyT)～一 券{4ha"‐h(h-・)(・一 α2)ah+2}
となるが,平均2乗 誤差は上の結果と同じになる,以上のことか ら,条件
付平均2乗 誤差の0(7'-1)までの近似によって評価すると・上の4つ の
予測量は全 く同等であることが言える.
3.2条件付でない場合
条件付でない場合の分布の導出は,理論的にはT=M論 文 が行ってい
るように特性関数の反転によるべ きであるが,こ こでは形式的に上で得 ら
れた結果をyTに 関して期待値をとることにより,yTの条件付でない場
合の分布を求める.aYWに基づく予測量を除く他の予測量については,全
ての結果が ≪Lsのそれに一致する.(3)に対応す る条件なし分布は,T-
M論 文 より
・⑤ 一φ算).h2(1轟1卉
である.また(4)式に対応する条件なし分布は
ノ(xr)-r).璧男
で あ る.他 方,偏 り と平 均2乗 誤 差 に つ い て はarwを 含 む 全 て の 場 合 に
つ い て
E(T+厂yT+h)～o(5)
E(ツT十h一ツT十ゐ)・-1-≪Zh1_a2・・+1T・ h2a・・h-1)、(・)
で あ る.上 の(6)式はBoxandJenkins(1970,P・269),Yamamoto(1976)
お よ びFullerandHasza(1981)の結 果 と 同 一 で あ る.
4予 測 誤 差 の 分 布 の 展 開 〔2)
"独立 な 場 合"
時 系 列 の 予 測 理 論 に お い て は,し ば し ば α と(ッT,yT+の が 独 立 で あ る
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とい う単純化の仮定が置かれ る.こ の節 では,こ の仮定の も とで予測誤差
(ツT十ゐ㌘ツT十ゐ)の分布の展 開を求 め る.そ して,前 節 と向様に ッ7の条件付
の場合 と,条 件な しの場合 に分 けて考 える.
4.1条 件付分布
この場合の分布は,次 の定理Y'よって与xら れてい る.
〔定理〕(T-M論 文P.338)yT+厂yT+hのツτを与 えた ときの条件付
分布は,次 式で与 え られ る.
ρ(yT+h-yT+h<¢1二yT)
、.一・(xr)・準)計 一 穿}・ ⑦
ここに ーXq,ω2,γは前節で定義 された もの と同 じであ る.
ここで分布(7)における係数 α4,ω2は,前節 で示 された よ うに,4つ の
推定量 にお いて共通であ った.ま た前節 で見た ような,.推定量 ご とに異 な
る係数C1,C2,C3は,この場 合存在 しない.し たが って"独 立な場 合"に
は,α の推定法の違いは分布 に全 く影響を もた らさない ことが分 る.補 題
に示 されたa4,ω2の値を上の分布に代 入す るこ とY'よ り,た だ ち に次 の
〔系2〕を得 る.
〔系2〕 α の推 定量aLs,azs*,aMa,≪YWのいずれに対 して も
p(yτ+h一ツT+K」じlyT)
一・(r!
r.翠 券[hce{4an‐i_(・-a2)(・の 瑚
一h2a2(ゐ一P(1-¢2
r2)判
である.こ こに γ=(1-a2h)σ2/(1-a2)。
この分布 か ら,偏 りと平均2乗 誤差は次の よ うに計算 される.
E6・ … ・　 1・ )-yTT{一 ・h・h+ゐ(h-12)(・一 ・・)・h-・}
E{6・+　 ・　 )・lyT}-1≡a2k2U
-X・ 啓 研 ・h-1)/1-・・)・
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4.2条 件な し分布
4.1の結果をyTに 関 して形式的に期待値 を とる ことに よ り,条 件 なし
の場合 の結 果が得 られ る.こ の場合 も,理 論的 には特性関数の反 転を用 い
るべ きであ るが,結 果は同 じなので形 式論 を採用す る。そ うす る と
〔系3〕 α の推定量 αLε,aas*,aML,aYWのいずれに対 して も
塩_◇)一 ・(xr)r)h2(1‐az)az<s-i>x2T(1‐ h)
となる.
この結果は,"独立でない場合"に おける条件なし分布 と全 く一致 して
いる.したがってまた偏 りも平均2乗 誤差 も(5)式と(6)式に一致する.す
なわち条件なし分布に関しては,上 の単純化の仮定は全 く影響を及ぼさな
い.
5最 尤 予 測 量 に つ い て
前章 で述べた よ うに,近 似最尤推定量v/T(aML‐a)と 最 尤 推 定 量
γ/T(aML一α)の分布は0(T-1)まで一致す る(FujikoshiandOchi(1984))
か ら,予測 に際 して α肌 を用 いて もaMzを 用いて も,予 測誤差 の小標本
特性(0(T-1)の項 まで)に 差が ないであろ うことは容易 に予想 され る.
事実そ うなる ことを次 に示そ う.
最尤推定量aMLは,前 章の記号を用 いればす でに見た ように
鵡 呼 π 愈 一・)一'　T(eipi+eisp・多幽 瘢
+呈1萎3煽 ・+e22p292)…(1T)
と書 くことがで きる.こ こに あ ニ,/Tp;で,
・・-yΣ揚 羅 一・・ μ・一参E(yΣ 一1Σ卩1ツ2a2)
… 易;IL解 ・-1E-T(ヅΣ卩1ツ20'Z)(・)
A-2Tv2y・{一・Σ一噛 Σ一枕d+去 Σ一を Σ十 一・・
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μ3=E{ρ3の 第1項}
で あ っ た.ま た
e・=1一α2,e、3=(1-a2)2
と な り,そ の 他 のe;,e;;は 全 て0で あ っ た.こ れ らの 結 果 を 用 い れ ぽ,
η1=ゐαゐ一1θ、=h-Xh-1(1一α2)
ηノ々 =h(h-1)ah-2e;ek+hah-1elk,ηノ=0,j=1
と な る か ら
ω2=ηゴη々 E(ρ熟)=h2a2(h-1)(1一α2)
-Xq=一ηノ々 E(ρノρ々 )=一(1一 α2)h(h-1)ah卩2十4hah
を 得 る.よ っ て ω2,a4は α の 場 合 と 同 じ で あ る こ と が 示 さ れ た.さ ら に
C,,C2,C3は 次 の よ うに 評 価 さ れ る .い ま ηゴ=0,ノ≠1で あ る か ら
C1=一 ∫η1E(ρ1ツT2),C2=-irilE(plyTyT+h)
C3=一 ∫η1E(ρ1ツ2τ+h)
で あ る.こ こ で 期 待 値 は,例 え ば
晒 ・・)一〆舞 ・♂Ω・AΩ…
一 一柵 …鷲 レ(1)
v!T(1一α2)2
と な る.他 の 期 待 値 も 同 様 の 計 算 よ り
E伽 一)-2azas+i
,/T(1-az)・晦 帚)-2v2a2h+i,/T(1‐a2)、
と な る.こ れ よ り
i2hv2ah _i2ha2a2hCl-一
,%T(1‐a2)'CZ‐,%T(1‐a2)
_ZZI2-X3hC
s
1/T(1‐a2)
と な り,3節 のaas*,ats,α肌 に お け るC;と 同 じ結 果 を 得 る.従 っ て 前
節 のyT+厂yT+hに 関 す る 分 布 と モ ー メ ン トの 議 論 は,"独 立 な 場 合"に も
"独 立 で な い 場 合"に も
,ま たyTの 条 件 付 の 場 合 に も,条 件 な し の 場 合
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にも,全 く結論は同 じであ る.以 上 をま とめれぽ,
〔系4〕 αMLにも とつ く予測量yT+hと α肌,aas,aLs*にもとつ く予
測量yT+hの予 測誤差 は,0(T-1)までの漸近展 開に関す る限 り,前 節で
扱 った全ての場合Y'ついて全 く同等 である,
補 論 特 性 関 数 φ(θ、,θ、lyのの 導 出
3節 で述べ た よ うに,こ の補論 においてyTを 与えた ときの条件付(Qh,
yT+h)の特性 関数 φ(θ1,e21yT)の導 出過程(1)～(4)の概要 を示す.以 下の
説明は,(2)式で定義 され る確率変数 ρ1,ρ2の関数であ るよ うな推 定量
aLs,aas*,aYW,α肌 を対象に してい るが,(8)式で定義 され る ρ1,p2,p3
の関数で ある場合 も,以 下 と全 く並行 した説明が可能 である.
(1):(Qh,yT,yT+のの特性 関数を δ(t,53,54)によって,ま た(ρ1,ρ2,yT,
yT+h)のそ れを φ(?又丿1,w2,τ¢ノ3,ze/4)によって表わす ことにす る.ま たキ
ュムラン ト母関数を ψ(切=logφ(w),w=("1,…,w4)によって表お
す.以 後,添 字は ノ,k=1,2;ρ,4=3,4を意味す る.ま た ψ@)を 初ゴ,
wk,Z¢Jp,7×1qy.'..よって偏微分 した ものを原点で評価 した値 を ψ鋤 ψか 等
々に よって示す.こ れ らの記号 を用 い,第1章 で説明 したSarganのアル
ゴ リズムを応用 すれば,δ(t,53,Sq)は次 の ように求め られ る.
特性関数
δ(ちSg,S4)=E{exp[-Z(tqh十S3yT十S4yT+h)]}
に
qh-・ゑ+、 劣 猛+・ ・(丁鼎1) 、
を代入し,
ex+y‐es(1+y+2y2...),x=oa(1),y=op(1/,ice
とい うタイプの展開を用いることによって
・(・・3rS4)一φ(t・・・…)・E{・・p[-Z(・η1多・+t・易 ・・副・+S4,yTth)
・(揚 瑚2]}+・(1T)
補 論 一137-
一φ(・η一)+務 解φ(牆 磐)・0(1T)
と書 くことがで きる.次Y'φ(zv)=exp{logφ@)}=exp{ψ(w)}とい う
関係か らexp{}を 展開す ることに よ り
φ(w)一・・p{一音"鋤 ・一麦初・嚇 一音ω勘 ・
墸 泌・躑幽 ψダ 者η・叨幽 ψ…
墸 職"・ ψ・ガ 舌甲 卿 …+・}
を得 る.こ こで ψノρ,ψ痴,ψ加.は あ の奇数次 のキ ュム ラン トであるか ら
0と なるこ とに注意 しよう.こ れを上の式に代入 し整理す れば,
・(・;・…)一 ・・p(一ω警2)・xp(一音ψ・・・…)
・[-2t・(aai
6+,傷)-2t-Xq2,/T・音ψ・・嚇 ・弓・・(ア・)
(i)
と な る.こ こ に ω2=一 ψ顕ηゴηゐ,ai=ψ〃 ηゴη々η1,α3=ψノ!η,η抽ψ加η摺,α4=
ψノゐη殖,〉.k,a,m=1,2;p,4=3,4で あ る.
(2):次に δ(t,Sg,Sq)1を反 転 す る こ と に よ っ て(Qh,yT,yT+∂の 同 時 密 度
関 数 ρ(qh,yT,yT+h)を求 め る.す な わ ち,
ρ(・幽 ・・+h)一∫∬ ・(ち・…)・xp[-i(tqh-1-・…+ ・yT+h)]dtds3ds・
に(i)式を代入し,項別に積分すれぽ,
齢 一)-Z(9轟)Z(yT,ツT+h){・-H1,傷+Hg(zal6+、傷)
2
2(C・G・・+・C・G11+C・G・2)}・・(T-1)'(ll)
を 得 る.こ こ に2(x),2(xl,x2)はそ れ ぞ れ1変 数 と2変 数 の 標 準 正 規 分
布 の 密 度 関 数 を 表 わ す.ま たC1=一 勿,ψゴ33,C2=一ηゴψノ34,C3=一勿 ノψノ44で
あ る.そ し て 私,Gノ は そ れ ぞ れZ(x),Z(xl,x2)から計 算 さ れ る エ ル ミ
ー ト多 項 式 で あ る .た と え ば
H,_∂i(xa
x;)Z(x)一・
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G・・一 ∂2(xi,a
x、x2)'(xl,x・)一
G・・一 ∂zi(xl,x2a
xlz)2(xi,xa)_i
等 々 で あ る.Gabに お い てaはxlY'よ る,bはx2に よ る 微 分 の 回 数
を 表 わ す.
(3):上で 得 た ρ(Qh,yT,yT+h)を2(yT)で割 る こ とY'よ り,条 件 付 密 度
関 数P(Qh,yT+hlyT)を求 め る こ と が で き る.そ の 結 果 は(ll)式に お い て
2(yT,yT+k)を2(yT+hlyT)に置 き か え る こ と に よ っ て 得 られ る.す な わ ち
z(Qh)ZWTthl.YT){・-HI、券+H3(2-X16+,傷)
‐2CCiG20+2C2G11+C3Goz)}+o(T-1)Cw)
となる.
(4):他方yTの 条件付(4a,yT+h)の特性 関数 は定義 より
φ(θ1,θ・lyT)一∫二.■∫二。1・xp[-Z(θ・4a+θ・yT+h)7p(・h,yT+・1・・)d4hd.YT+h
であるか ら,この式に(iii)を代入し,項別に積分すれば
φ(・t>6・lyT)=exp(一ω・θ・2/・)・・p{ZB・γ鍔7-Bzzrz2}
・[・-2B・3(iai6+、a31iBla4
,/T/2,/T
c穿1{yT2
roe-2籍L毳 一 θ難2}
-C・θ・{ZB2yT
ro+rhe2zro}+C・B,B2z2・・(T-・)(・ ・)
を得 る.
一 工39一
第9章ARMAXモ デ ル に お け る 最 小
2乗 推 定 量 の 漸 近 展 開(1)
一 想 定 誤 差 の 分 析 一
1は じ め に
この章では,最 も単純 なARMAX型 モデル
ごy彦=avr_1+β必,+yr(1)
ηf=ur十Yur_1t=…-1,0,1,…,
ur～iidN(0,62u)
1α1,1γK1,α+γ≠0
におけ る α と β の最小2乗 推定量 に関す る小標 本特性 を,漸 近展 開に よ
って調べ る.こ の分野 の漸近展開の研究 としては,β=0か つr=oの とき
す なわちAR(1)の 場合の α の最小2乗 推 定量azsの 分布の0(7M)ま
での展 開は,Phillips(1977b,1978)によって,ま たxt=1の 場合,す な
わ ちAR(11β)の場合 のそれ は,Tanaka(1983)によって導かれている.
他方,AR(1)モ デルに複数の外生 変数を追 加 したモデル(AR(11¢)と
略記す る)に おけ る αLεの分布 の漸近展開は,SarganandTse(1979),
Tse(1982),Maekawa(1983b)によって求 め られている.さ らにAR(lax)
をMaekawa(1983c)は,撹乱項 がMA(1)の 場合 に,す なわちARMA
(1,lax)に拡張 した場合 を論 じている(次 章参照).本 章 の議論は,次 章
の特殊 ケース とい う側 面を もつが,他 方で β の最小2乗 推 定量RLSの 特
性の吟味や,Hannan(1970)の定理 の拡張を含む など,次 章 の接近法では
処理 しえない問題 を,Maekawa(1984a,1985)Y'もとついて扱 ってい る.
さて最 小2乗 推 定量aasと β∬ は,観 測期間t=0,…,Tに 対 して次
の よ うに表現す る ことがで きる.な お以下では添字LS「を省略す る.
〔1一微 窪儲 ・
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こ こ に
y'=(y。,ッ1,…yT),xノ=(¢1,x,,…,XT),a、'=(x',0),d,'=(0,xノ)
10幽0.1.0
11'A
1=,Az=2'
°1
・ °"・ ・.1。
で あ る.明 ら か に ッ は 正 規 分 布N(m,Ω)に 従 う.こ こV'mは(T+1)
×1の 平 均 ベ ク トル,Ω は(T+1)×(T+1)の 分 散 共 分 散 行 列
ω0ω1ωT
mlmowl
Ω=°.°.°.
°
.霤.ω1
ωTω1ω0
で あ る.こ こ に
ω。=σ。2(1+γ2+2αγ)/(1‐a2)
ω、=62u(1+αγ)(α+γ)/(1一α2)
ω々 =-XUlk-1,k`G≧2
で あ る.Ω は よ く知 ら れ て い る よ うにToeplitz行列 で,そ の 対 応 す る ス
ペ ク トル 密 度 関 数 は
/(・)一翡㍑ 鐸
であ る.
外生変 数xに 関 して,次 の仮定をお く.
(仮定 ・)1T-kxxT-he_i::-h-Ch+・・(㍗働 ・・Z1.
(仮定2)xの 漸近 的分散共分散行列rは
2α と βの漸近展開 一141-
Cp61CT-1
Cl
r-.
C
CT.-1............ClCO
とい う要素を もつToeplitz行列であ る.
これ らの仮定を設け るに あ た って,わ れ わ れ は 後 に,xtを 人 工 的 に
AR(p)過程 よ り発生 させ る場合お よびxt=1の 場合 などを念頭Y'置いて
い る.ま た平均 ベ ク トルmとxと の間の クロススペ ク トル密 度関数を
以後fmY(λ)によって表 わす.
(α,β)ノはさ らに,次 の ように書 きかえ られ る.
1-;:∵∵ →〔;:ll:・
ここに
4・-yA・ツー笋 ヅA1ツ),μ・=E(ヅ五1ツ)/T
・・一 ヅA・粤 μ げ)…=E(陶)/T
・・一 ツ毎 笋 虹 ・・-E嚥)/T
・・一 ヅd4一勢 燭 …-E楓)/T
および
μo=」じ妨/T
である.
2α と β の漸近展 開
母数 θのある推定量 θの分布の漸近展開を考7i..る場合,Bが 一致推定
量であれば,i/T(θ一 )とい う形に標準化 した うxで分布の漸近展開を考
えるのが普通である.そ うして誤差関数e=B一θ を構成する確率変数を
一142一 第9章ARMAXモ デルにおける最小2乗 推定量の漸近展開(1)
4=(g1,Q2,…,gゆとす るとき,Sarganのアルゴ リズムを1/Teに 適用
す るためには,原 点9=0に おけ るeの 値はe(0)=0とな るよ うY'調整
されていなけれ ばな らない.と ころが,よ く知 られて いるよ うに誤 差項 に
系列相関があ る場合には α と β は一致推 定量 ではないので,1/T(α一α)
と ゾT(ec)に おいてe(0)=0に対 応す る条件 は満た され ない.そ こで
推定量を標準化す る ときに,推 定量の偏 りを調整 して θ(0)=0となる よ
うに工夫す る必要が ある.そ こで,以 下 においては次 の ような修正 された
誤差関数を定義す る.す なわち
θ(α}α 一α一d,
θ==^・(2)
θ(ρ)β_R-dp
ここにe(の,θ㈲ はQ1,Q2,4a,4aの関数であ り,ま たdaとdpは 次式で
与 え られる.
∠1Q=μoE(v'.v*)/T(μoμ1一μ32)(3)
dp=一μ、E(v'y*)/T(μ。μ厂 32).(4)
ここに
ツ*'=(y。,ツ、,…,ツτ一、),vノ=(v、,v,,…,ηT)
であ る.こ の ときe(0)=0であ ることは容易に示 される.ま た γ=0の と
き ∠.瓢4β=0とな り,α と β は一致推定量にな る.言 いかxれ ぽ,真 の
モデルY`い てr=0で あれば,最 小2乗 推定量は 一致性を もつ とい う
意味で適切 な推 定量 であるが,真 のモデルにおいてはr≠0な の に,誤 っ
て γ=0と 想定 して最小2乗 法を適用す ると,こ の想定誤差 の罰則 として
偏 りd6とdpが 課せ られ る.し たが って以下の分析 の 目的 は,想 定誤差
の影響 を,漸 近展 開に よって調べ るこ とであ る.
ここで第1章 の結果 を応用すれ ば,理 論的 には θ㈲ と θ㈲ の同時分布
の0(T-i)ま での漸近展開を求 める ことができる.し か し実際 にそ の計
算 は非 常に複雑 であ り,実行す る ことは容易 ではない.Phillips(1977b)や
Tanaka(1983)らの場合 に比べ,い っそ う複雑 になる第1の 理由は,撹 乱
項にMA(1)を 仮定 した ことか ら生 じる追加的 な項が多数生 じるか らであ
る.第2の 理 由 は,わ れわれのモデルには外生変数 が存在す るため,結 果
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がxrに 依存す るので,母 数のみによる 明示的な 表現が 困難だか らであ
る.第2の 点については,次節に見られるように,外生変数生成過程に何
らかの仮定を置 くことにより,母数による明示的表現を可能にする道は開
かれている.
θ㈲ と θ㈲ の同時密度関数は,第1章 の公式をこの場合に応用す るこ
とにより,形式的には次式で与えられる.その表現 と記号の定義は,第1
章におけるそれ と全 く同じであるが,こ こに再現してお く.
Z(e・Q・… β・)+2渉 昇 ・・(Q)H(・)
+薦 制{a5(a,b2
,/T)+a,(a,b2T)・a4(a)a48T(b)
+a9(a,b4T)}・
。騨 卿)・
{α1(Q,、b,c)+cr3(a,b,c2,/T)}
㌔ 蔦.、H(a,b,c,d){124・・(a,b,c,d)
+、 ラ τ α1・(a,b,c,d)・、12
,/Tai(a,b)a4(c,d)
+16T・ ・(ゆ ・ の+14T・ ・(a,b)・・(c,d)
+12T・ ・(a,b,c,d)}
+蟲
多H(・・・…d,・ ・喘 ・・(・…)at(d,e,f)
+、12
,/Ta'(a,b,c)・・(幽 ガ
+18T・ ・(a,b,c)・・(d,e,f)}・(T-・/・)・(・)
ここに
Z(z)一(海1・1Ω1・xp(一去・1Ω・〉 Ω 一[・(a,b)]
H(・)e∂i(zazQ)・H(a,b)-1鑞
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な ど で あ る.さ ら に エ ッiワ ー ス 係 数 は,次 の よ うY'与 え ら れ る.以 下 に
お い て 添 字2,ブ,k,Zに は1,2,3,4が,R,b,`,dに は α,β が 対 応 す
る.
α1(R,b,C)=ψfノθ々f(の6ノ(b>ek(の
α,(Q,b,C,d)=ψ∫〃 θ、(a)(b)CjCk(のθ'(d)
α、(α,b,`)=ン、(のθ、ノ(b)ツゴ(の,v;(の=ψ'ゴθ,(の
α、(の=θ,ゴ(のψfノ
α,(Q,b)=ψ、ノ、θゴノ(のθ、(61
α、(α,b,C,の=θ崩(a)yf(b)y;(のン、 d)
α,(Q,b)=e;;k(a),1.Y'igvk(う》
α,(α,b,C,d)=v;(a)eii(う)ψゴ、θ、,(C)Y(d)
α、(a,う)=ψ`ノθノゐ(のψ、'θ'(b)
α1。(R,b,C,d)=yr(a)e;;(b)ψ〃 θ、(のθ,(の
ω(α,b)=y'iiei(のθノ b)・
上 の 表 現 に お い てe;;('),Ciik(.,は,誤差 関 数 θ(°)・のQifR;>qkY'関す
る 偏 微 係 数 を ρ=0で 評 価 し た も の,ψ ∫ノ,ψ沸y'ijk!は4i,Q2,Q3,Q4に関
す る キ ュ ム ラ ン トの 母 関 数 ψ(4)の 偏 微 係 数 の4=0に お け る 値 で あ る.
こ れ ら の 偏 微 係 数 の 値 は,補 論(i∋に 一 括 し て 示 さ れ て い る.
(5)式か らaとQの 周 辺 分 布 関 数 を 求 め る こ と が で き る.(そ れ ら は も
ち ろ ん1変 量 の 統 計 量 に 対 す るSarganの ア ル ゴ リズ ム か ら直 接 計 算 す る
こ と も で き る).毳 の 周 辺 分 布 の 数 値 計 算 は 第5節Y'示 す.こ こ で は,a
とPの0(71-1!2)ま で の 周 辺 分 布 を,上 の 記 号 を 用 い て 示 す ・ た だ し α
の 分 布 とPの 分 布 を,形 式 的 に1・つ に ま と め て 次 の よ う に 表 わ す.θ を
α ま た は β を 示 す も の と し て,〆T(.;)の 分 布 は 次 式 で 与 え ら れ
る.
・(,/T(B-B-dB)<x)一・(。x_(B))+2(。x(B)){CO+C2(。x_(B))2}・
ここで
Cp=一,
。搬 ・al(B)6u,(B),+、。aa(B)(B)s,/T
3キ ュム ラ ン トの スペ ク トル表 現 一145-
1a1(B)a3(B)1
であ る.
上の式は,
P(,/T(B-B‐de)<x)-P((B-・)<x
,/T…)
と書き換 えられるから,これより
p(γ/T(θ一θ)〈・)一・(謝 ・・(i
,/T)
を得る.明 らかに11m4θ≒0で あるから,θ は漸近的中央不偏ではないこ
とが分る.また,密 度関数の展開式を用いて偏 りを計算すれば
E(a)=a+da+a2(T)+O(T'2)(6)
Eφ)一 β+・ ・+≪4(R>2T・・(T-・)(・)
を得 る.モ デルが単純 化 された場合Y`け るplimdeとa4(の の値が,
TyW
第4節 に示 されてい る.
3キ ュ ム ラ ン トの ス ペ ク トル表 現
aasとRLSの 分布の漸近展開 は,形 式的 には上に述べた方法で求 める
ことができる.し か し展 開式 に現われ る各項 が,適 切な大 きさを持 ってい
るか どうか は,に わか には判別 しがたい.時 系 列モデルに関す る漸近展開
におけ るひ とつ の困難 は,補 論⑧ のキ ュム ラン トの公式 に見 られ る ように,
計算過程に現われ る種 々のキ ュムラン トに含 まれる行列やベ ク トルが,サ
ンプル期間の長 さTY'依 存す ることに起因 している.す なわ ちT→ 。。の
とき,行 列やベ ク トルのサ イズ も無限 大になって しま うので,そ れ らの ト
レースや,2次 形式の値 がはた して有限 の大 きさY'収まるのか とい うこと
が疑問 にな る.モ デルが外生 変数xに 依存 しないAR(1)モ デルやAR
(11β)モデルにおける最 小2乗 法 に関す る漸近展開では,必 要 なキ ュム ラ
ン トの近似値 がHannan(1970)の定理 の応用 に よって 明示的 に求 め られ
てい るので(Phillips(1977b),Tanaka(1983)),上の ような 疑問は 解消 さ
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れている.ま たARMA(ρ,4)モ デルに対す る最尤推 定量 に関す るキ ュム
ラン トの大 きさの評価 は,Taniguchi(1983b)によって行 なわれて いる.
しか しわれわれ のモデルでは,キ ュムラ ン トが平均ベ ク トルmを 通 し
て 魔 依存 してい る.た とえ黼 細 ・紺 る ψ、,-2T・・(A;SZA;SZ)+
糎AΩAμ 臨 ける第・項(準・次形式)の大き猷 丁 と切 顱
に依 存 している.そ こで,xに 何 らか の仮定を置いた うえで,こ れ らのキ
ュムラン トの大 きさを評価す る必要 が生 じる,こ の 目的のために,次 の補
題が有効であ る,
ここで次の仮 定を満たす よ うな2つ の確率的又は非確率的ベ ク トル ニじ'=
(x1,x2,…,xT)と2'=(z1,z2,…,2τ)と行列Rを 考 えよ う.
(i)丁 圭煮 ・・隔 一δ㈲+・ δ(h)
と表わ され る.こ こに δ(h)は絶対可算(absolutesummable)で
d8(h)=0(T-S/2),5>1である.
(五)xrとztの スペ ク トル密度関数 ノ鼠 λ),fzZ(λ)と,それ らの クロス
スペ ク トル密度関;,,.(λ)が存在 す る.
(ui)Rは,漸 近的に又は厳 密にToeplitz行列 である とし,そ の(Z,」)
要素 は γ(h)=γ(h)*+0(丁一1)と表わ され,γ(ゐ)㏄ω田,h=i-J,
!ω1<1とす る.ま た γ(h)*を要素 とす るToeplitz行列に対応す
るスペ ク トル密度関数 をg(λ)と す る.
以上の仮 定の もとで
〔補題〕
ナ ・'R・一盞 ∫二fxz(・)・(・)・…(丁 一3/2)・一 ・ 又 は ・
が成 立す る.
証 明.xiと2fの 漸近的分散共分散行列をrx、 で表 わす と,仮 定(i)
よ りrx、 はToeplitz行列で,そ の(i,〉)要素は δ(h)であ る.た だ し
h=i一ブ とす る.こ こで上 の式の左辺を書 き下せば
1
Tx'R・-1T[・(・)毒、鏑+・(・)T-to:嬢'・・+ (・)籌:晒・・+…
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・・(一・)誹 … 一・+・(一・)籌1・'・'一・+…]
=T{Tr(o>Coo)+aa(o)]+z(T‐i>r(1>Ca(i)+aa(i>]
十2(7'-2)γ(2)[δ(2)十∠78(2)]十… 十2(T-5)r(5)[δ(5)十∠δ(5)]
十 ・一十2γ(T)[δ(T)十∠1δ(T)]}
-1T{T・(・)・(・)・・(T-・)・(・)δ(・)・・(T-・),(・)・(・)+…
… 一←2(T-s)γ(5)δ(5)十・。。・ 2γ(2マ)δ(コ「)}十R8
=tr(Rrxz)十〇(丁柵ε/2)
・な・・ ここにR・ 一
、重,・伽(h)一 ・(鋤 であ・.最後の行覿
われるtr(Rrxz)にHannan(1970,P.354)の定理を応用 す るこ とによ り
補題 を得 る.
この補題は,単 にキ ュムラン トの大 きさの評価 のた めだ けでな く,そ の
近似値を留数定理 を用 いて明示 的に求 めるた めにも有効 である.し た がっ
て0(rl/2)ま での漸近展開 に関 しては,こ の補題 と留数 定理 を応用す る
ことに よって,エ ッジワース係数 の母数 に よる明示的表 現を得 る可能性が
ある.し か し0(T-1)ま での展開 を得 ようとす るな らぽ,エ ッジ ワース
係数 ω2の0(T-1)の項 まで求 めなけれ ばな らないので,留 数計算 に よる
近似 だけに頼 ることはで きない.ま たxrの 性質 に よって は,補 題 の近似
法 の誤差 が0(T-1/2)のこともあろ うか ら,こ の誤差は展開 の0(7隔1)の
項 に影響す るので注意 を要す る.分 布の0(丁 嘗1/2)までの展 開 に 関 して
は,補 題 の近似 を用 いて差 しつか えない.
次に補題 の応用 例をい くつか示そ う.た とえば
・一ナ ・・A・蜘 一盞∫ニノ(・)…2・・・…G(・)・ ・(T_s/・)
を評価す る場合を考 え よう.こ こに
∫(2)=62/li一αθμPで あ る.ま たG(λ)はxrの スペ ク トル分布関数 と
す る.
(例1)xt=1,彦=1,2,…,Tの場合.
G(λ)は,原 点で ジャンプ1を 持 ち,他 の所 での測度は0で あるので,た
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だ ちY'
・=f(・)・(1T)一(、62--X)・+・(1T)
を 得 る.
(例2)xt=cosrtの 場 合.
G(λ〉 は λ=± γ に お い て ジ ャ ン プ1/2を も ち,他 の 所 で の 測 度 は0で あ
る か ら,た だ ち に
・12 .f(一・)…(-2r)…(一 ・)f(・)…(2γ)…(・)
_62cos2rcosr
1-2acosr十a2
を 得 る.
(例3)xt=pxr-i+Et,ei～iidN(0,σ、2),Ipl<1の場 合.
こ の と きmr=E(ッ 彦1勾二 β.Σα'㊨_,で あ る.ま たxtの ス ペ ク トル 密
5-0
度関数 と,㊨ とmrの クRス スペ ク トル密度 関数 は
gxx(・)-1、6Eu・ ・fsm(・)一(、 一 。,・考11.,,引 ・
で与えられる.ゆ えに補題 と留数定理より
糎 細 砺 盞∫二!(・)fsm(・)・・+・(T-1!2)
一[、62uE-a[、62_pz][、1。,][1+ap1‐a2・、ap‐a,]
十〇(丁卩1/2)
を得 る.な お この場合 は5=1で あ るこ とに注意 しよ う.
その他 の例 として真 のモデルがAR(lax)のときの,キ ュムラン トの第
2項(2次 形式 叨'口m又 は準2次 形式 〃ノロdの 項.以 下 これ らの タイプ
の項を便 宜上 単に2次 形式 と呼 ぶ)へ の補題 の応用が,補 論(C)に示 され
てい る,ま た補論(B)にあげ られているいろいろなタイプのキ ュム ラン ト
の2次形式の部分 似 下 ψヴ の2次形式の部分を ψゴ*のように*印を付
けて表わすことにする)のスペク トル表現を下にい くつか例示 しておこう.
ψ・・*一 盞 ∫ニノ(・),/mm(・)・・・…+・
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ψ・・*一託 ・脚)ん(・)畝+・
ψ13*一盞∫ン ゲ(え)fxm(λ)識+・
ψ・33*一盞 ∫ン(・)・… ム(・)dd・
ψ・234*一髪 レ(・)e"c・ ・敬(・)…s.
ここに ε=0(Ts/2),S=L又は2で ある.こ れ らの式 に対 してスペ ク ト
ル密度 関数 を特 定化 してやれ ば,留 数計算 によって積分 の近似 を得 る こと
がで きる.そ の計算 は一般 にはか な りめん ど うであ るが,第7章 で行 なっ
た よ うにREDUCE2を 用 いて コンピュータに計算 させ ることが 可 能 で
ある.、
なお以上 の2次 形 式におい て次 のよ うなT×T行 列
囲＼1陛!!
X12×13・ ・….・..""""'wlTtl
X22ω23ω2,T十1
w32×33"""""""""W3,Ttl
ωT2ωT3'° 鱒 °゜"'-TTωT,Ttl
が含 まれ る ことがある.こ れはToeplitz行列 でその(m,n)要 素 は
‐geiCm‐n+i・xf(λ)4λ一 ∫.,・(　の2・脚)dd
で与xら れるか ら,対応するスペク トル密度関数はe"f(λ)である.
4偏 りと確 率極 限
2節で求めたaLsと βL3の分布の漸近展開の公式は,非常に複雑なの
で,そ れに解釈を加えることはほとんど不可能に近い.したがって得 られ
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た公式 を役立たせ るため には,モ デルを単純 化す ることに よって公式 を単
純 にす るか,数 値計算お よびその グラフ表現 に よって,複 雑 な表現 の裏 に
隠 され ている情報を引 き出す ほか ない.こ の節 で は,前 者 の 方 法 に よっ
て,以 下 の単純化 された モデルにおけ る α と β の性質を見てい きたい.
(1)真の モデルが
ツ,=β+αツト1+%彡+rut-i
ur～iidN(0,σ。2),lal,lrl<1,α+r≠0
の とき.
この とき,α と β の最小2乗 推定量aLs,RLSにつ いては,初 等的 な
計算 に より確率極限 は次式の よ うに計算 され る.
・1・ma-(a+r)(1+ari+r2+zar)・・1・mβ一 β(i+r2‐r+ari+r2+ear)・
また想定誤差 のため に生 じた漸近的 な偏 りd,と4β の確率極 限は
plimda=Y(1‐a2)limdrQ(1‐a2)1+r2+2arPa‐1+r2+2ar
と計算 され る.こ れ らの式は 明 らかに γ=0の とき,す なわ ち想定誤差 が
存在 しない場合 には,d,=dy=0とな り,α と β は一致推 定量 とな るこ
とを示 している.ま た α と β の偏 りの0(丁 卩1)の項 の 係 数 α4(α),
α4(β)は,かな り複雑 な計算 の結果
・・(・)一・(・+・)+4(3a2‐11‐a2)・+、16a‐a、δ・
・ 、8-a2・-2{γ(2+γ)(1-a2)(1(1-a)z冖α)+δ}(・
お よび
a4(β)一・(、R
。)(・+・+・・)
_2δ β{(1十γ)2(1一α2)2十2(1一α)2(1十α2十4αδ十2δ2)}
(1一α)3(1-a2)
と な る こ とが 示 さ れ る.こ こ に
δ_r(1--X2)i
+r2+2≪r
で あ る.も しr=oな らば,δ=0,da=dy=0と な る か ら,偏 り の 式
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(6),(7)}ま
E(α)=m(3α+1)/T+0(T-a)
E(β)=β+β(3α+1)/(1-a)T+0(T-z)
とな り,よ く知 られたKendall(1954)やTanaka(1983)の結果に帰着す
る.
ここで(8)式は,次 の3つ の部分に分けて解釈 で きる ことに注 意 して お
こ う.す なわち第1項 はAR(1)モ デルにおけ る偏 りで あ り,第2,3,4
項 はARMA(1,1)モ デル に固有 な偏 りであ り,最 後 の項 はARMA(1,
11R)に固有な偏 りである.
(2)真のモデルが
こy,=a.Ye-i+(3xt+笏+rue-i
ut～iidl▽(0,62u),1α1,【γ1<1,α十γ≠0,
かつ,xtがAR(1)過 程に よって生成 され るとき。す なわちxt=Pxe-i
+Er,Er～iidN(0,σ、2).こでutと ε,は独立 であ る とす る.xiに 対す
る この ような想定 は,aLsやRLSの 分布特性 を調べ るためのモ ンテカル
ロ実験 において,xtを生 成す る際 に しば しばなされ るものであ る.そ うし
てい った ん生 成されたxrの 系列 は,あ たか も所与 の固 定変数 があるかの
ように く り返 し用 い られ る.こ の場合,モ ンテカル ロ実験か ら得 られ た
aLsやNLSの 分布は,xr(t=0,1,…,T)を与 えた ときの条件付分布 と考
xら れ る.そ うしてxrの 生 成過 程は,azsやRLSの 確率極限 に影響を
及 ぼす.そ れ らの計算結果は
plima=a-1-v"ZrA
・1・mβ一β+6u2rBA・
こ こに
A-62u(i+r2+air1-a2)・(、 一諾 嬲 ≧ 。,)
一β2(Q2
1-p2)(1:P-aρ)2
B‐6u2RPC1+2a2)`(1-a2)(1-ap)
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これ らの 確率極限の 第2項 は,そ れぞれ このモデルに お け るplimda,
Tim
plim∠βを表 わ している.こ の場合 も明 らかにr=0の ときazsと βL3
T→ 。○
は一致推定量 になる.上の2つ の確率極限は,書 き換えて
・lima=・+-c
l+C、(r6,・/6u・)・・1・mβ一 β・C、+。 藩/6u・)
とい う形 にす ることがで きる.こ こにC{,i=1,2,3,4は,α,β,γ,ρに
よって定め られ る定数であ る.こ れ らの式は,分 散比 σ、2/Q2uが漸近的 な
偏 りの 重要 な 決定要因であ る ことを 示 している。 この ことは,Phillips
(1980)やTse(1982)のエ ッジ ワース展開の数値 計算 に よる分 布特 性の研
究の中に も指摘 されてい る.
偏 りの0(T-1)の項 の係 数a4(α),a4(β)をこのモデルの場合 に計算
す るのは非 常 に困難 であるので計算 しなかった.い ず れにせ よ,エ ッジ ワ
ース係数を明示的に計算す る ことは,こ の ような単純 化 された場合で さえ
限界 があ るので,節 を改 めて,次 にそれ らの係数の数値計算 を行 なお う.
5数 値 計 算 とそ の グ ラ フ
この節では真のモデルが 蝕=ayr_1+βの汁 笏+γ笏_1のときの,aLsの
分布の 漸近展開 の公式を い くつかの 母数 の組合せに 対 して数値計算を行
う.xrの系列 としては,x≠;1,xr=Pixy-i+Et,xe=pixt-i+PZxt_2+Erの
3種 の過程か ら人工 的に生 成 した ものを用 いる.な お全 ての計算 は β=1
のも とで行なわれた.漸 近展 開の数値計算 にあた って は,補 論 に示 されて
いる θ∫㈲,θfゴ㈲,砺 ㈲々 お よびfir;,y'ijk,lijk!を公式 どお り直接計算 し,
その結果をエ ッジワース係数の公式V'代入す る方法を取 った.た だ しAR
(1iβ)を想定 した計算 では,fir;,iijk,y'ijk!は公式 どお りの直接計算 と留
数計算 による近似計算 を行 ない,両 者の比較 を試みた,そ れ らの数値計算
結果 のい くつかを選んで グラフ化 した ものが,下 の図1～6で ある.こ れ
らの図 のい くつかには,漸 近展開結 果の近似精度 を見 るた めに5,000回の
く り返 しによるモンテ カル ロ実験に よって得 られた経験分布(ほ ぼ精密分
布に近 い)も 合わせて描かれてい る.
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図1と2は,xt=1,62u=1のときのazsの 分布 が,γ=0・8,α=0・4,0・8,
T=20,40に対 して描かれて いる.こ のよ うにTが 十 分大 き くない とき
は,α が1に 近 い とき分布 の上側 のすそが波打つ現象が見 られ,エ ッジワ
ース近似 が うま くいかない ことが示 され ている.ま たTが 小 さいほ ど,
そ して α が大 きい程,極 限分布 としての正規分布か らのへだた りが大 き
い ことが読 み取 られ る.図1の グラフは/T(/1-da)/ω.と い う型に
標 準化 された ときの分 布であ るので,偏 りd。の効 果が分 りに くい(な お
limω。 は α の漸 近分散 である).そ こでd6の 効果を見 るために,α その
Tim
ものの分布を図2に 示 した.こ の図か ら α=0.4のときも,α=0.8のとき
も,rの 値が0か ら1へ 向けて上昇す るにつれて分布は右ヘ シフ トす るの
が見 られる.こ の図か らまた γ=0の とき α の 偏 りは 負で あ ることが読
み取 られ るが,こ のことは第4節 で示 したE(a)=α一(3α+1)/Tとい う
結 果V'符合 している.そ うして皮 肉な ことに,こ の偏 りは γ の上 昇 とと
もY'いった ん減少 し,γがあ る値 を過 ぎると正の偏 りが 現われ 始め る.こ
の ようにrの 値 に よっては,偏 りが幸 運 にも小 さ くな りえ る こ とがあ る
とはいえ,図2は 真 のモデルに お い てr≠0の とき,r=0と 想定 して最
小2乗 法を適用す る とい う想定誤差がいかに無視 し難い影響 を与xる かを
示 している.
図3はr=0.0,x,=1のとき,α=0.8に対す るaasの2種 類のエ ッジ
ワース近似,す なわちエ ッジワース係数を公式 どお り直接計算 した 場合
(図中(b)で示 される)と,留 数定理を用 いて近似 計算 した場合(図 中(a)で
示 される),お よびモ ンテ カル ロ実験 に よる経 験 分 布 とを比較 した もので
あ る.T=20,α=0.8とい うエ ッジワース近似 に とって最 も不 利な場合 を
図示 しているが,い くつか の興`/uい点を読 み取 ることがで きる.ま ず第
1点は,正 規分布 に よる近似 と他 の近似お よび経験 分布を比較す る ことに
よって この ような小標 本においては,α の漸近的正規性に依拠 した統計的
推論 がいかy'り にな らないか が読み取 られ る点であ る.
第2点 は,近 似 方法(a)と(b)の差である.理 論的 には,ど ち らも0(T"1)
までの近似 を与 えてはいるが,こ のよ うな小標本 では両者の差 はけっ して
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小 さ くな く,その差は0(丁 一1)の大 きさに収 まってい るか ど うか も疑 わ し
いほ どであ る.こ の よ うな ことが起 る理 由 としては次の よ うな状 況が考 え
られ る.留 数定理 に もとつ く近似 においては,個 々のキ ュムラン トの近似
計算の誤差は,確 かに0(丁 卩1)であ るが,エ ッジワース係数 の計算 に必要
な0で ないキ ュムラン トの数 は59個あ り,し か もそれ らは何 度 も計算 に用
い られてい る.し たが ってT=20の 場合 には,こ れ らの誤 差が累 積 され
て,エ ッジワース展 開における全体 の誤差 の大 きさをxて しま うとい う
状況 が起るのではなかろ うか.た だ し図3に おけ る比較 は,上 に も述べた
ように,エ ッジ ワース近似 にとって最 も不利な場合 なので,近 似(a)と(b)の
差 が誇張 され過 ぎている.実 際,T=20,α=0.4のときの両者 の差 は,こ
こに示 され ていないけれ ど,こ れ ほど極端ではない.
図4は,エ ッジ ワース近似 と経 験分布 との比 較を,xt=0.4xr_1+e,,α
=0.4,0.8,γ=0.262u=σ、2 1に対 してお こなった ものであ る.xrの系
列xl,…,xTを得 るために,x‐eoを初期値 として与 え最初 の20ない し40個
の値は捨てた.α 二〇.4の場合 のほ うが,α=0.8の場合 よ り近似 の精 度が
良い こと,0(rl)ま での近似 が一様 に0(7H/2)までの近似 よ り精 度が
必ず しも良 い とは言 えないことなどを読み取 ることがで きる,ま た図3と
図4を 比較す る と,図4に おけ るほ うが近似の精度 が全般 に良い ことが分
る.こ こでは省略 されたその他の多 くの計算結:果か ら判断 してxtがAR
過程か ら生成 された場合 は,xr=0やxt=1の 場合 に比 べ て,分 布 のす
そ の近似精度 の低下や波打現象がやわ らげ られ る傾 向がある よ うであ る.
図5は 分散比 σ、2/62uの影響を 見 るた め の ものであ る.④ はxr=
0.4xr_1+Erより生成 されてい る.こ れ らの図か らこの分散比 は,分 布 の
位置 と広が りの双方 に効果を持つ こ とが読 み取 られ る.す なわち これ らの
図 において,σ、2/Q2uが増加す る とき,分布 の偏 りと広が りも縮小す る.ま
た分布 のすそ における波打現象 も現われていない.こ こには示 さなか った
が,r=oの とき,分 布 は負の偏 りを持つ こ とが観察 された.
最後 に図6に おいて,xtの 生成過 程の相違 がエ ッジ ワース近似 に与x..
る効果 を見 る ことができる.す なわ ちxt=pixr-i+Pzxt_2+ε彡 とい うxt
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の生成過 程において,(ρ1,ρ2)の値が(0 .0,0.0),(0.4,0.0),(0.4,
0.2),(0.4,-0.2)およびxt=1の 場合を比較 した.他 のパ ラメータは
α=0・8,y=0.4,226,=6u=1とした.xtの 系列の与 え方 に よって分布の
形状 も位置 もかな り異 なって くることが分 る.特 に分布(3)は非常 に急な勾
配を持つが,こ れ と似た現象は,Phillips(1980)にも報告 されてい る.こ
の ようにxtの 生成過程 はaasの 分布 に顕著な効果を持た らすが,さ ら
に付言すれぽ,xtの 生成 にあた って十分長い過去 に逆 のぼ って生 成 した
場合 と,そ うでない場合 とでは,x,の系列が相当異 な って くるので注 意 し
なけれぽな らない.特 に ρ1の値 が大 きい ときは,十 分遠 い過去か ら始 め
て も,xtの 系列 は不安定 になる傾 向があ り,ま たaLsの エ ッジ ワース近
似 も不安定 にな りが ちであった.こ の事実は第3節 の例 に見 られた ように
(1-pz)とい う項 がキ ュムラン トの分母 に現われて くるこ とか ら予想 され
ることで もある.
Tse(1982)の数値 計算 にお いては,xtの 生成 にあた ってxoを 初期値
として与え・xl,x2,…をAR(1)過 程 に よって得てい るが,初 期値xo
が無視 で きない影響 をエ ッジ ワース近似 に与えている もの と思われ る.
6む す び
以上ARMAXモ デルの撹乱項 に対す る,想 定誤差の最小2乗 推定量に
及 ぼす悪影響を漸近展開の結果 にもとついていろいろ指摘 した.し たが っ
て撹乱項がMA(1)過 程 に従 っているこ とが分 った ときは,最 小2乗 法を
避け・最尤法を用 い るべ きであろ う.し か しARMAXモ デル におけ る最
尤法の小標 本特 性は,ほ とん ど知 られ ていない よ うであ る.そ の性質を調
べ るために も最尤推 定量 の漸近展 開を求め る意義は十分 ある.第7章 の方
法をARMAX ,モデルに対 して適用す る ことは 理論的 には可能 で あろ う
が,そ の計算 を実行す る ことは一般 には非常に困難 であろ う.し か しモデ
ルを(1)式の よ うに 単純 化 してエ ッジワース展開 の 最終 的な式を示す代 り
に第5節 で行 なった ような数値計算や,グ ラフに よる分析 は可 能 で あ ろ
う.以 下そ の可能性を展望 してみ よ う,Sarganのアル ゴ リズムを(1)式に
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対する最尤推定量に適用することを考えてみる.まず対数尤度は
a=-TI2・g・u・一去1・9iΣ1-、1
6u・(y-m)'Σ一1◎一)
である.こ こにE(y)=m,E(y-m)(y-m)'=Σである.対 数尤 度に含
まれ る未知 パ ラメータは,α,β,γ,σ、2であ る.こ の対 数尤 度に対 して,
第7章 の方法 を応用すれ ば,最 尤推定量 θ=(α,β,γ,62u)'に関す る漸近
展 開を計算す る ことが理論的 には可能であ る.そ の計算 を実行 に移 してみ
たが,Sarganのアルゴ リズムの第(4)段階(第1章2節)を 数値計算 に頼
ることにす れば ゾ 乃=〆T(θ 一θ)の周辺分布 の0(丁 一1/2)までのエ ッジ
ワース展 開が得 られる可能性 は十分Y'ありそ うであ る.し か しその場合で
す ら,計 算 の繁 雑 さは この章 の計算 の比 ではない.そ の よ うに複雑 化す る
第1の 原因は,誤 差関e=θ 一θを構 成す る基本的 な確率変数 の数 が,飛
躍 的に増 える点Y'あり,第2の 原因 は平均ベ ク トルmが 未知母数 α,βに
依存す るため,対 数尤度tの 未知母数に関す る偏微分か ら非常に多 くの項
が派生 す る点であ る.し か し ともあれ0(T-1/2)までの展 開に必要 な θ油
ψゴゐ,ψ粥 については,な ん とか計算す ることができた.そ の結果を用 いれ
ぽ,v/T(e;‐e;)の分布の0(T-1/2)までのエ ッジ ワース近似を数値計算
に よって求め る ことが可能であ る.そ の数値計算 の実行 と結果 の分析 は,
他 の機会 に譲 りた い.
以上 の接近法 は,自 己 回帰 モデルにおいて撹 乱項 がAR過 程 に従 う場
合 に も適用可能 であ る.Hatanaka(1974)はモデル
ツ夛=a3'r-i+Rxr+ut
η=ρ%,-1+Ft,・t～iidN(0,6.)
Y'対して,2段 階有効推 定量(2-stepefficientestimator)を提 案 し,こ の
推 定量 と最尤推 定量 の(1次 の)漸 近的有効性を示 した.こ こで述べた方
法 を適用す れぽ,こ れ らの推 定量 の2次 の有効性 まで議 論をすすめ るこ と
がで きるか もしれない.こ れ も,今 後 の課題 としたい.
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図1Y=0.8,XI=1,6u=1.0
図2x:=1,T=40,σ 盆=1.0
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図3α=0.8,r=o.o,xt=1.0,T=20,6u=1.0
図4γ=0.2,xc=0.4x,_1+εt,T=20,62e=6u=1.0
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図5XL=0.4xt_1十 εt,T=20
図6α=0.8,γ=0.4,xi=Next_1十pzXt-z十 εt
,確=碍=1.0,T=20
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補 論(A)誤 差 関 数e(の の 偏 微 係 数
A.1θ ㈲ の偏微係数.
定義 より次式を得 る.
e(α)=α一α一da
_μ。(4,+μ・)一(4・+μ・)(9・+μ・).
7(9・+μ ・)一(9・+μ・)2
θ㈲ のQiYこ関す る偏微係数の原点での値 を
e;・・ 一 ∂θ鴇1°)・e;;・α・一 ∂磊;lll)
Qig74k
に よ っ て 表 わ す.さ ら に 次 の 量 を 定 義 す る 。4=μ0μ1一 μ32,6=μ0μ2一 μ3μ4.
こ こ で θ㈲ を テ イ ラ ー 展 開 す れ ば,e;(の,e;;(醒),6eiikは 容 易 に 次 の よ う
に 計 算 さ れ る.以 下Y`い て θ㈲ に お け る(α)は 省 略 す る 。
θ、=一 μ。う/Q2,θ・=μ ・/α
θ、=一 μ、/Q+2μ 、b/α2,θ・=一 μ・/Q
e、1=2u。zb/Q9
・33=-4μ 、u4/・2+2(μ0μ1一μ3μ4)/・2+8μ・zb/Qg
θ12=一 μ02/Q2,θ13=μoμ4/6z2-4μoμ3ゐ/Q3
・、4一 μ。μ、/Q2,・,3=zu。μ・/Q2,・34--2μ・2/Q2-1/・
e22=eta=θ44=O
eui==-6μ03う/Q4
esss=-6μ4/α2-24μ32μ4/Q3十24μ3う/Q3-48μ326/Q4
θ112=2μ03/α3,eua=-2μoμ4/Q3十12μoμ3う/Q
θ114=-2μoμ3/Qs,eiss=-4μ02μ3/as
θ133=8μoμ3μ4/ag‐4uab/R9-`Z4f.LOf13211/Q4
・・_uO34‐
ag+4讐2
erss=2μo/Q2十8μoμ32/Q3,essa=-6,ug/Q2-8u32/Q8
e、22,e、2、,θ144,e,、2,θ、,3,ez2a,ezaa,e・4,e・・4・e4a4=0・
補 論 ㈹ 誤 差 関 数e(4)の 偏 微 係 数 一161-
A.2θ ㈲ の 偏 微 係 数.
上 と 同 様 に,定 義 よ り 次 式 を 得 る..
θ(β)=β一 β 一 』β
e(4i+μf)(4・+μ 、)一(4,+μ,)(4,+μ 、)(
4i十 μ1)μ。《9、+μ,)2°
θ(a)のg5に 関 す る 偏 微 係 数 を 原 点 で 評 価 し た 値 は 次 式 で 与}ら れ る
.こ
こ で θ㈲ に お け る 添 字(β)は 省 略 し,C=μ1μ4一 μ2μ3と お く 。
e・=μ ・/Q-・C/a2,ez=一 μ3/Q
es=一 μ・/α+2μ3c/α2,e4=,u、/α
ell=・-2μoμ4/Q2十2μ02ご/α3,eis=μoμ3/Q2
eis=μ ・μ・/Q2+2μ・μ、/Q2-4μ。μ、C/Q3
θ1・=1/Q-・ μ・/Q2,ers=-1/α一2μ32/Q2
ess=-4μ2μ3/a2十2c/Q2十gf[g2C/Qs
ea4=4μ1μ3/Q2,ezz,e24,e4a=0
θ111=6μ02μ4/as-6μ03`/Q3
e333=-6μ2/ζz2-24μ32μ2/Q3十24μ3ご/a3十48μ32c/Q4
eiis=-2μ02μ3/Qs
el・s=-2μ・2u・/as‐8,u。μ、μ、/Q3+12μ。μ、C/Q4
e…=-2μ ・/Q2+2μ。2μ、/Q3
θ123=μ。/Q2
eiaa=2μ4/Q2十8μoμ2μ3/Q3-4μoo/as‐24ftoEts2c/Q4
etas=Z,us/Q2-4μoμ1μ3/Q3
Q23S=-6μ3/a2-8μ33/Q3
e334-2μ・/Q2+8μ1μ32/Q3
eisz・et2a・eia4,e222・ezzs,erse.e234,ezaa,eas4,θ娼 諞0.
補 論(B)キ ュ ム ラ ン トの計 算
g1,q2,Q3,Q4のキュムラン ト母 関数 は,次 式 で与 え られ る.
ψ(t)=-21・glΩi-112・glΩ一L・A(t)1一音 彿'Ω一・m
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+12[B'(の+Ω一・刎'[S2-1-2A(t)]"1[Bノ(t)+Ω一lm].
こ こ に Ω はve=u、+7ue_1の 分 散 共 分 散 行 列,mはyの 平 均 ベ ク トル,
A(t)=t1A1+t2A2
B①=tgd3+t4d4.
ψ のq∫ に 関 す る 偏 微 係 数 の 原 点 に お け る値 を
弗 ・ 一 緇 爰 ・y'abc‐∂鍔 織 .
y'abcd-、乳嬲 》,
、 ・(a,b,c,d-・・… ・・)
に よって表わす.以 下 では,添 字2,J,k,Zは1,2に 対 して,ち5,ちu
は3,4に 対 して用い る.こ の とき,次 の表現 を得 る.
ψ、、 一争 ・・(A;S2A;SZ)・拳崩 ・ΩAμ
ψ、,=争4/SZA;m
y'rs=参4ノΩ4、
ψ崩 一 丁多・・[・(AkSLA;SZA;S2)…(A・蜘A・ Ω)]
+8Tg、,頭ん Ω為 Ω塩+A;SZAkSZA;+AkSLA;SZA;)m
ψ…-丁 壽,,m・(A・SZA;S2・A;SZA;SZ)4
sirs-2T3,、dr・SZA;SZds
y'rst=0
ψ、、、,-8T、[tr(∠L,Ωノ1矗ノ1ブΩ ∠L∫Ω)…(且 ・Ω 五'Ω且 ・ΩA・Ω)
+tr(AkSLA;S2.AtS2A;S2)+tr(A,dZA;SLAkSZA;SZ)
+tr(A;S2AtS2AkSLA;SZ)+tr(A;S2.Ak,fbAISZAtS2)]
+16T2m'(AISZAkSZA;S2A;+AtSZA;S2AkSLA;
十AIS2A;SZA;SZAk十AIS2AkS2A;SZA;
補 論 ⑧ キ ゴム ラ ン トの計 算 一163-
十AtSZA;S2.AkSZA;十AzS2.A=S2A;SZAk)m
16+
下 彫'(AkS2AtS2A;S2A;+AkS2A;SZAtS2∠4;
十A;SZA,SLAkSZA;十A;SZAkS2A,S2A;
十 ∠4ゴΩ ん Ω!毎Ω ノ1ゐ十∠㌧Ω ∠旨Ω14,ΩAゐ)m
ψ、〃 一 一手r〃(AkSZA,S2A;SZ+A、S2AkSZA;S2・A、SbA;1ZAゐ
+AkS2AtSZA;SZ+AΩ且たΩノ1タΩ ナ4(≧且ゴΩA μ々 ・
ψ伽 一4T、4・(ΩA、SZA=1Z・SZA;,f2,A、Ω)ds
iirst=0
ψγ3彡u=0.
これ らの表現は,Phillip・(1980,pp.209-210)の表現をわれわれの場合に
記号を形式的 に対応 させ ることに よって得る ことができる.
補 論(C)補 題 の応 用 例
補題 の例示 のつづ きとして,AR(lax)においてxt=pxr_1+etとした
場合の ψの の値 を以下 に示す.
ψ・・*=ナ解1A1ΩA1η
一2費 鍔)・K{1+Zap+a2(1‐p2)‐2asp‐a4p2}
(1--X2)2(1--Xp)・ ・㈲
ψ、2*一麺1螂
一
(齡+Kβ{(α+P)(1‐a3P)+a'(1‐a2)2(1‐ap～1一α ρ )}+・(1T)
ψ22*一抛 ・A,S2A2m
64u(1十4a2‐a4
(1-a2)3)+KR{1+(1そ 粤 織 捨 謝 ρ2)-Q,4p2}
+・(1T)
ψ33一麺 偽 一(、v,26u2(1+ap)‐a )(1‐p2)(1_。,)・(1T)一ψ・・-Td4SLd4
ψ34-Td,'鰄 一(σ,2σ 。2(α+ρ)1-a2)(1-p2>(1-ap)・(1T)
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ψ13一参偽'蜘 一K{a!l+ap1‐a2)・ 、P-ap+・㈲
ψ23-Tda'蜘 一K牌+、ap ‐a,}+・(1T)一ψ1・一参畆 窺
ψ・・一参φ・Ωゑ・-K{2a+a2p1‐a2+P+a+p1‐ap}・・(1T)・
ここにK-(、U2_p・)(、Q2u--X・)(11-。,)であ る・
キ ュムラソ トの次数 が低い ときには ψ`ゴ*はlimの計算 に よって も求 め
ることがで きるが,次 数の高い場合 は,1imの計算 は困難 であろ う.最 後
にlimに よる計算例 を ψ13*の場合に示 してお こ う.Ω の(2,丿)要素 を
ω(h),h=i一丿で示せ ば,
ψ13*-Tds'ΩA。m-1T(xl,xs,…,xr,・)Ω@繭 … ・物 一…)'
～1T{x。m。ω(・)+xomlm(・)・…+x・mT-・ωの
+x、偽 ω(0)+xlmlm(1)+...+x、mT-・ω(T-1)
+x,mom(1)+x,物ω(0)+…+x2mT-・ω(T-2)
十¢3〃Zoω(2)十コ匚3η21ω(1)十… 十x3mT_lm(T-3)
十¢τηZoω(T-1)十xTmlm(T-2)十…十xTmT_1ω(0)}.(C1)
ここで{}の 中の第1行 は人工的 に追 加された ものである.こ の よ うに拡
張 された和を考 えると,こ の追加 された部 分はT→ 。・ の とき無視で きる
か ら,以 下 のli皿 の演算 は,拡 張 された和 についてお こな う.(c1)式の
{}の 中の対角 線か ら上の部分(以 後 「上側三角部 分」 とい う)の 和 と,
それ以下の部分 の和 に分 けて考 える.最 初に上側三角部 分を計算 しよ う.
ここでxtとxt_hの 自己共 分散 をrS(h)で,苅 とmt+hの共分散を
rxm(h)で表わす ことにす る.い まxt=pxr-i+etを仮定 して いるか ら
γ(h)=σ、2ρ1川/(1-P2)であ る.ま た 定 義 よ りmr=E(.vtIx)=β謬oa'xt-i
であ る.こ れ らの ことに注意すれ ば,容 易 に
γ.。㈹=rs(h)+a3'x(h-1)+α2γ.(h-2)+…+ah-lrs(1)
補論⑥ 補題の応用例 一165-
ah
と表 わされ る.こ の ことを用いれば,上 側三角部分の和は,次 の よ うY'計
算 され る.な おrs(h)は,以 後 γ(ゐ)と表 わ し,β=1と す る.
lim1{・(・)Ex'tme
E+・(・)Exrmr+・+・(・)甼 堪 ・・+…}
1=ω(1)γ(0)
1-ap
+・(・){・(・)+・(・)、a‐ap}
P
+・(・){・(・)+・・( )+a2r(・)・( )、茎羨
,}
十...
一 ・(・){・(・)+αω(・)+α2ω(・)+α3ω(・)+…}
、1。,
十 γ(1){ω(2)十αω(3)十α2ω(4)十α3ω(5)十…}
十 γ(2){ω(3)十αω(4)十α2ω(5)十α3ω(6)十…}
十r(3){ω(4)十一aw(5)十α2ω(6)十…}
十...,
ここで ・(h)一、籌 砲 ・(h)一、6E`
PzPihtを代入 し{}の 中の等比
級 数の和を とれぽ
一
¥1-p2¥1-a2¥1-a21¥1-ap/
を得 る.対 角線 よ り下の部分 の和 も同様 に計算すれ ば
6,2(6u2(1p
¥1-p2¥1-a2/1-ap¥1-ap/
となる.し たが って全体の和は両 者を加えて
撫 蝋 、62_pz)(、Q.2u--X2)(、1。,){a!l+ap1‐a2)・、P-a,}
とな り,補題と留数定理の応用か ら求め られた結果と一致す る.
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第10章ARMAXモ デ ル に お け る最 小
2乗 推 定 量 の 漸 近 展 開(g)
-2次 形式 の比 の分布 と してみた場 合一
1は じ め に
前章では,最 も単純 なARMAXモ デルにおける最小2乗 推定量の漸近
展開を扱った.そ こでの接近法を,よ り一般的なARMAXモ デルに適用
することは原理的には可能である.SarganandTse(1979)はSargan
(1976)を拡張した形でそのような場合に対する数値計算のアルゴリズムを
述べている.それは当然,非 常に複雑なものになっている.複雑化する理
由は,ARMAXモ デルにおけるyrの ラグ付変数の数 と,外生変数 の数
が増えるため,推 定量を構成する確率変数の種類が飛躍的に増xる か らで
ある.
例えぽ,Tse(1982)が扱っているモデル
ン・=・+αツM+β・£1・+β・x・r+ui,ur～iidN(0,62u)(1)
においては,亀 εを構成す る確率変数は,次の8個 である.
ρ、≒ 越 恆 ρ、一麺 一1
p、一払p4一 券x1汐
ps-TXz',v,p・-1UTy-1
ρ,-X・,y.i,ρ,-X・'y-・・
こ こ にXノ=(xkl,xkz,…,xo-z),ツ_1'=◎。,ツ1,…,yT_i),y=(ツ1,…,yT),
Zノ=(1,1,…,1)で あ る.こ の よ う に 基 本 的 な 確 率 変 数 の 数 が 増 え る と 当
然 エ ッ ジ ワ ー ス 係 数 を 式 の 形 で 表 わ す こ とは 非 常 に 困 難 に な る.事 実Tse
(1982),Phillips(1980)にお い て も,ま た わ れ わ れ の 前 章 に お い て も,エ ッ ジ
ワ ー ス 係 数 の 最 終 的 な 式 の 形 は 与xら れ て い な い.そ こ で はyiの キ ュ ム
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ラン トの公 式 と誤差 関(e(P)=a一α の偏微係数の公式を求 め,そ れ らを
用 いて,三 ッジワース係数 を数値計算 に よって求めてい る.と ころが(1)
式の ようにyrの ラグ付変数 がyr_1だけであ る場合 には,外 生変数 の数
がい くつであ って もazsに 関す る限 り,エ ッジ ワース係数 の最終的 な式
の形 は明示的 に示 され る(Maekawa1983b,c).それはaLsを 構成す る
確 率変数 の と り方を か}xることによ り可能 になる.す な わ ちatsが
ッ'4y/v'B.vとい う2次 形式の比 にな っているこ とに着 目し,そ の分母分子
それぞれをひ とつの確率変数 とみなせば,aLsはわずか2つ の確率変数 に
よって構成 されてい ると見 ることがで きる.こ の ように,確 率変数の数が
少 なければ,エ ッジワース係 数は非常 に計算 しやす くな る.
2モ デ ル と推 定 量
次の よ うなk個 ρ外生変数 を含む単純 なARMAXモ デルを取 り上げ
る.
ツ夛=αツ,_1+xtiNi+π夛+rut-1,`冨1
彦=…,-1,0,1,…;1α1,図 く1.(2)
こ こ にut～iidN(0,62u)であ る.(2)式 は ベ ク トル で 表 現 す れ ば
y=ay_1十Xβ 十u十ru-i(3)
で あ る,こ こ に
.v'=(ッ2,ッ3,…,yT),y-1'《ッ1,ッ2,…,yT-,),u'=(u2,u3,…,uT)
u_1'_(ul,u2,…,uT_1)
で あ る.ま たXは(T-1)×kの 非 確 率 的 外 生 変 数 の 観 察 値 行 列 で あ る.
さ らに ッ*'=(1ソ1,コレ2,9°°,こyT)とお け ば,y*～N(m,SZ)で あ る.こ こ に Ω は
ω0ω1ω2"ωT-1
ω1ω ・
..・… ω・一・ml一 α2(i+r2+ear1-a2)
Ω=・ °・.,°・._α2(1+ar)(α+r)w
1-a2
ω7-1wT-2'°'"° ω1ω
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で 与 え られ,ω 々=αω胴,ん>2で あ る.ま たmはyの 平 均 ベ ク トル で,
そ のt番 目 の 要 素 は,
E(ツ')=mt=amt_i+Σ ¢,∫βf
f冨1
と書 くことがで きる.こ こでxrに 関 して次の仮定をお く.
(i)ix,♂1<○○
(u)憮 撃 一s,・ は正齪 符号行列・
い・行列1XT(X'XT)噛の(切 蠹 を … とす漁 上の仮定から
C{广0(T一 り と な る こ と が 容 易 に 示 さ れ る(Theil(1971,P.379)).この こ
と・ ・行列M-・-X(X/X)一・X'=1-TX(對 →X・一・+OT(T-・)と表
わ さ れ る.こ こ に 記 号0(丁 鱒1)はT×Tの 行 列 で,そ の 要 素 は0(T-i)
の 大 き さ で あ る こ とを 意 味 す る,こ こ でZ=(y,X)と お け ば,B=(α,β1,
… ,Rk)'の最 小2乗 推 定 量 θ は,θ=(Z/Z)-1あ で あ る か ら,こ の 式 か ら
aに 対 応 す る 要 素 を 取 り出 せ ぽ,
≪-y・'D・'ルの 伽_ツ ・'A,y・
y*ノD、'MD1ツ*ツ*'A2y*
と な る.こ こ に
101(01
0110
D1=㌔.,D2=° ・.
oII _0
10J!Ol
A・一去(D・ノMD・+D・・MD,),A・-D・ノMD・
で ある.こ こで
91-TCv。恥 。一μ1),μ、-E(y*1鰯)
・・一 券 ◎ 絢 。一 ・,),・,=E(y。'A,y。)
と定義すれば
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a-・-91藷4・ 耋+…
となる.こ こに ろ=角/Tで あ る.な おdは 次 の ように導 出され る.(3)
式 の両辺 の左側か ら ッ_1'Mを乗 じ,期 待値 を とれば
E(ツー・'My・)=αE(y-1/My_、)+E(ツーノMXb)+E(y'一、M(u+ru-、))
となるか ら,MX=Oを 代入す れば,
μ・一αμ2=E[y-1'M(u+ru_i)]=d
を得 る・ここで両辺をTで 害撚 ・1-…__dTとな・.・ の駘 も鱆
におけ るの と同様にaは 一致性 を持た ないか ら誤差関数eを 漸近的 な偏
りで調 整 して,
鵡(4i>4z)一〆ア(・… 義)
に よって定義す る.こ の とき θ(0,0)=0であ る.こ の よ うに標 準化 され
たaの 分布 の漸近展開を,第1章 のアル ゴ リズ ムを用 いて0(T-1)まで
求 め ることがで きる.
3分 布 の 漸 近 展 開
まず誤差 関数e(4i,Q2)の偏微 係数を求 めるために,eを 原点 の回 りで
テイ ラー展 開す る.そ の結果は,
・(4i,Q2)=a-・一 蠡
2
_4i-≪42+dd
Qs+λ2T22
一隻計%媛 傷)一 繋 ・・ノ俵 母)
+穿 頭 暴 喙)+…dT,t、
と な る か ら,こ れ に よ りeの 偏 微 係 数 の 原 点 で の 値 は
el=1/λ2,62=一ノ7え2,θ11=0,eiz=θ2、=-1/え22
ezz=〃γλ22,θ111=0,eus=ezu=θ121=0,ezzz=一彰 γλ23.
こ こ に ∫=え1/λ2であ る.
次Y'あ=,/Tp=の キ ュ ム ラ ン トを 求 め る,積 率 母 関 数 は
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φ(t,,彦2)=E[・xp(t,y。・A,y。+t2y,・Aay。)]
_1Ω 一η1/2
1Ω 一L2Cl1/2
×exp(-1/2(m'Ω 一工)(Ω一1-2C)_1(,fZ-lm)).
ただ しc一 鴒アA・+タ 掃 であ・.・ たキ 。ム ラン,母 蠍 ま
ψ(t,・・)一麦1・glΩ一・r-'Ω一・一 麦1Ω一L・q
・泡 Ω一・(-1_・C)-IS2-im
であ る.こ れ よ リキ ュム ラン トは下 の ように求 め られ る
.
以下 の結果は前章 の補論 の結果の一部 と形式的 には同 じであるが
,異 な
る点は・ ここで蛎 字i,j,k・Zは ・又は2の2値 のみを とる。とと>A、
の定義 であ る.
ψ・・-2T・・(/1`Ω∠LゴΩ)・ 券 醐,Ω 助
ψ…-丁 書、,[tr(AkSLAブΩ4Ω)…(A;SZAkS2A;SL)]
・8T3、,〃[A叫餓 囎 孟、ΩA、織 Ω4蝴m
ψ'・ビ タ,[tr(A・Ω4Ω 五ブΩAΩ)…(君 、ΩA、ΩA,Ω4Ω)
+t・(君たΩAノΩ 為 Ω4Ω)+t・(孟,ΩA、 Ω 五 、Ω4Ω)
+t・(A;SZA,SZAk,fZA;S2)+t・(A;S2A
kS2A,ΩAΩ)]
・ 募 〃(A,SZAkS2A;SZA=+A,,fZA;12AkS2Aゴ
+A,,fZA;S2.A,SZAk+A'Ω釦 ・ Ω 君
、+A,Ω4Ω 君 、ΩA、
+A,S2.A;S2A;S2.Ak)m・甚 細 ・ΩA'Ω 君
、Ω 君、
+Ak1ZA・ΩA・Ω五… ・Ω孟・S2A、Ω五… 、餓 ΩA,ΩA∫
+AゴΩ五'Ω4ΩA・+4ΩAΩ 五,Ω五∂勉.
これ らの式 にお いてA∫ ,mはXの 影響 を受け てい るので,以 上 のキ ュム
… お・び義 ・・醐 歓 き・のオーダーを持 。てい。かどうかは自
明 で は な い.こ の 点 に 関 して 次 の 補 題 が 成 立 す る .
〔補 題1〕4i,4aのk次(k=2,3 ,4)の キ ュ ム ラ ン トの 大 き さ は
0(7'1-k/2)であ る .
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〔補題2〕 ζ≡ 鬆 ,一・(・)であ ・・
証 明:補 論 を 見 よ.
以 上 で,エ ッ ジ ワ ー ス 係 数 の 構 成 要 素es,e;;,etiik,ψψ ψ崩,ψf劃 が 求
ま っ た の で,エ ッ ジ ワ ー ス 係 数ai,…,αio,ω2を 定 義 に 従 っ て 計 算 す る こ
と が で き る.そ の 結 果 は,次 の よ うに な る.
・・-1Ta
,,(…(ΩA・-fS2A・)2+輔 　 μ ・)Ω(A・-fA・)m)
1_w*2Tλ
2
alT・ 姜・、
,3(…(SLAT-fSLA・)3
+24m'(A、-fA,)Ω(A、-fA,)Ω(A・-fA・)m)-T・}・、23α1*
・・ 一 黄 、
,・(48・・(SZA,‐fSbA・)4+194解'(AI-fA・)Ω
。(A,-fA,)Ω(A一fA2)SZ(A1一μ ・)m)一 盡 、、・α・*
・、一 一 丁ち
,2γ・*ω・い … 嶺22γ ・*as‐_T3・ ・ λ23β・*
・・一 盡 、
26ω*2・・*2.
・・一 毒((・ ・rSLA・ΩA・+8叨'A・SZA2m)・・*+(2t「(ΩA・)2
十4z彫'ノ生2ΩA2ηz)(γ1*-sfr2*))
・・一 盡 、
26((2tr(Ωノ弓L2)2+・m'A・SZA2m)(r1*γ・*-Zfr・*2)(1-2f)
+(2t・ΩA1ΩA,+4湘 、ΩA・m)(γ・*-fr・*)2+γ・*2
+(2t・(Ω△ 、)2+4〃AΩA・m)r・*γ・*)
・・-Tみ
24(Ys*+(2tr(S2A2)2+4"A・ΩA・m)m*2)
…-T、1・ 、
,・(ω*2β・*+a1*γ・*)・
ここに
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γ・*=2t・(SZA,)2+4醐1ΩA1循!(2・Ω 五、Ω 温,+4〃A1ΩA、m)
γ・*=2t・Ω 五・ΩA・+4醐 Ω 君・m-f(2t・(Ω君,)・+4m/A2,fZAIm)
β・*=8t・(SZA,)'-16ft・(Ωみ )2(ΩA,)+畍t・(Ω丑、)(Ω且 、)・
-16fm'ノ41Ωノ12Ω・A12η一3筝72ノ∠41Ωノ11Ωノ12焜
+1(ザ2"且・Ω 五 ・S2Alm+解 〃 君、S2AIS2.A2m
十24m/AiSZAIS2,Alm
β・*;8t・(S2,Al)2(Ω君 ・)-16ft・(Ω君、)(ΩA,)・+8f・t・(Ω孟 、)・
→-16m/AzSLAIS2Atm十8刀¢ノ!生1Ωノ42Ω∠41魏'
-32fm/A2S2∠4zS2Alm-16fmノ∠42Ω∠4112A2m
+24尸ガ ム 、SLA2S2A2m.
こ れ ら の 係 数 の 導 出 は ・ 長 く て 飜 な の で
,次 に ・・ と ・、 噂 出 を 例 示
す る の み に と ど め る.ま ず ω2を 計 算 す る .
♂一幅/T-@のじ::1:北:]/?'
一(1/η22)(レのP膿 潔濃 溜:]
・・鷹 雛 二:コL]
=(2/η ・2)(t・(SZA,)z-2ft・Ω 五
1Ω五,+f・t・(S2A2)・)
+(4/7`22)(鵬 Ω 君1伽 物'君1ΩA ,m+,fzm・A212A2rn)
e(2/η22)(・・(SLAT-fSLA
・)2+2m・(A,-fA,)Ω(A一.fAs)m).
次 にalを 計 算 す る.
α・;ψ伽6/ekem/T3/2
=(1/T3/2)(ψ1・leleiel+ψ・・2・1・1・,+ψ1,2・、e、e,+ψ222,、,、e2
+ψ121・… θ・+ψ・・2θ・ 1・・+ψ211θ,θ、el+ψ221θ,・、θ1)
=(1/T3/2λ・3){8t・(Ω君
・)3+24m'(A,S2A、Ω )m
-8ft・ΩA ・Ω 君・ΩAr{晦'(A,Ω 君1Ω孟 、+A、Ω 五,Ω孟、
+A・Ω 且 ・Ω 君・)m+解t・Ω 君 ・Ω 孟、Ω ゑ,+解 彿'(A
、ΩA,Ω ム、
+A・Ω 孟1ΩA・+A・ΩA・SZA,)m-8f3t・(SZA
2)・
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-24f・m'(AzSZA、ΩA,)m-8ft・ΩAΩ ム ・ΩA
-8fm・(A、ΩA1ΩA,+AISbA・ΩA・+A・SZA,12A1)m
+8f・t,Ω五,ΩA1Ω五、+解 〃(A・ΩA・S2A1+A・Ω 五1Ω五 ・
+A、ΩA,ΩA,m-8ftrS2A、ΩA・SZAI-{吻'(A・ΩA1ΩA・
一}-AIS2A、SLAI+A,ΩAΩA・)m+8f2t・Ω 盃1ΩA・Ω ん
一8fm'(AISLA,Ω孟,+A・ΩA・ΩA・+A・ ΩA・SZA,)m}
=(1/T・/2λ32){8t・(SZAI-fSZAz)3
+24解'(Al-f.42)Ω(Al-fA・)Ω(A,-fA2)m}・
他 の 係 数 も 同 様 の 計 算 に よ.て 得 ら れ る.こ こ で,補 題1と 補 論(A)の 結
果 を 用 い て,各 係 数 の 大 き さ を 呼 価 す る と α3,α4,α6,a7,aK,α・,ω2,λfは
0(・),。、,。,,・、。 は0(T-・/2),・・ は0(丁 一1)であ る ・以 上 の 係 数 を 第
1章 の(7)式V'代入 す れ ば,〆 死(g1,Qz)の 分 布 の 漸 近 展 開
p{/7(&-a-d/Tえ ・)<x}
一・(x
w)・・㈲{・ ・+・㈲+・ ・(話)2+C・㈲3
・C・㈲5}+・(T-s/2)(4)
が得 られる.こ こにC1,…,Cgは第1章(7)式で定義 された係数で ある.
4結 果 の 解 釈
以上 の よ うにエ 。ジ ワース係数を ともか く式の形 セ譲 わす ことがで きは
したが,そ の結果は あま りに複雑であ る.そ こか ら解釈を引 き出す こ とは
容易 ではないが,全 く不可能 とい うわけで もない.モ デルを単純化す るな
どして,い くつかの含意 の要点を 述べ ておこ う.そ れ らは前章で述べた こ
とと部 重複す るけれ ど,既 知 の結 果に1帚着 させ られ ることは・鰤 の結
果 の検証 にもなるので重複をあ えて避けない ことに した.
まずモデル(2)式をARMA(1,1)に 単純化 してみ よう・ そ うす る と
E(y:)哂 一・ となるか ら,キ ・ム ・川 ・含 ま泌2次 形式の部分は ゜
となる.さ らに行列A,,A2は
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と な り,エ ッ ジ ワ ー ス 係 数 ω2は
ω2-・一α2-…+(そ矧 δ2+聖誓,+、咎,
S=rl‐a2)r/(1+ear+r2)
と な る(TanakaandMaekawa(1984)).また こ の 場 合 に は,エ ッ ジ ワ ー ス
係 数 か ら σ2が,後 に 見 る理 由 に よ り消 え る こ と も示 され る.
次 に モ デ ルARMA(1,1iβ),す な わ ち,yt=ayt、+β+ut+%ut_1と 単
純 化 し て み よ う.こ の と きE(yt);β/(1一α),M=1-〃/T,〃=(1,1,…,
1)と な る.そ う し て 〃DIM=0と な る こ と が 容 易 に 示 さ れ る の で ,再 び
2次 形 式 の 部 分 は 消 え る(た だ しA,,A2の 中 に 定 数 項 の 影 響 は 残 さ れ る
こ と に 注 意).ま た ω2は 一 般 に は
2_σ4tr(A)十σ2ηZ'B7πω一 a4tr(C)+σ2〃D彫
とい う形 で表 わされ るが,上 に述べた よ うに この場合,2次 形式mノ ロm
は0で あ るか らm2=tr(A)/tr(C)とな り σ2は約 分 されて しまい,係 数の
中に現われない.す なわち;
要 点1:モ デル が外生変数を含 まないか,ま たは定数項 しか含 まない場
合 にのみエ ヅジワース係数は σ2に依 存 しない.y`外 生変数が含まれ
る場 合は,σ2は 分布 のエ ッジ ワース展開に効果を持つ.
次に/7域91,Q2)の0(丁薦1/2)までの分布を
P{/7@一 蠡
,)<十P{/T(α一α)〈z}
一・(z一θ
m)・・(z-B){・・+ (z-Bw)2}+・(1T)
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・書 繰 ・・ここに一 針 毒 一+・ であ・・ここで ・-d　Td
、
であるか ら補題2よ りθ=0(〆7')であ る.こ の とき;
要点2:
z=・ の ・き>P{/71(&-a)〈・}一・(≠)・ ・(1
,/T)
であるか ら,aは 漸近的中央不偏では ない.し たが って γ≠0の とき γ=0
とい う誤 った 想定の もとに,aの 漸近的正規性 にもとついて統 計的推論 を
行 うと,重 大 な誤 りを犯す ことになる,ま た γ=0の とき(す なわち撹 乱
項 が ホワイ トノイズの とき)に のみ θ=0と な り,費 は一致性,漸 近 的中
央不偏性を もつ.
3節で得 られた漸近分布を微 分す れば密度関数の近似式 として
!(z)=2(z){1‐coz十`1(1-2:2)十CZ(2z--2:3)十Cg(3z2-24)
十C;(5z'-xs)}十〇(丁一1)
を得 る.こ れに よ り漸近的偏 りと平均2乗 誤 差を計算すれぽ,
E(・一・)一ζ一-X42T・・(㍗1)・ζ一孟
,(・)
E(&一・)2-2ζE@・)一ζ2+wT(・-2c一6・・-3°C・)+・(T-1)(6)
を得 る.し た が って;
要 点3:r≠0の とき ζ濡0(1)であ るか ら,rは 偏 りと平均2乗 誤差 に
無視 しえない効果を持つ.
ここでARMA(1,1)の 場合 に もどれ ば,こ の とき
E(a)=a+・ 一 爿 一・・+4(3a2-11‐az)・+16ai‐a,δ・+、8。 、δ・}(・)
E(・一・)・一 ・・一爿 一…+4(3a2-11--X2)・ +、16a‐a,δ・+、8。 ・a4}
(a>
とな る(TanakaandMaekawa(1984)).これ らの式か ら;
要点4:偏 りと平均2乗 誤 差はrの 複雑 な 非線型 な 関数で あるのでr
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の増加に比例 して偏 りと平均2乗 誤差が増加す るわけの ものではない.ま
た これ らの式は γ=0の とき 凌 は不偏性,一 致性を もつ とい うよ く知 ら
れた結果 を包含 してい る.
次に(5)式に ζ とa4の 定義を代入す る ことに よってE(a)を 書 きかえ
てみ ・う・2鯲 示 された ・ うに ・・一… 一舞 あ ・か ら,・+ζ 一・・/・,
で あ る.ま た キ ュ ム ラ ン トの 計 算 結 果 よ り,Cov(y*'Aッ*,y*ノA;y*)=
Cov(/Tg」・,/Tqノ)=2trS2A;S2A;+4"AΩ4規 で あ る .さ ら に,α4の
定 義 か ら
a4
T-→1,[歳{・ ・Ω畑 ・+・m・AISZA2m}
一・・-2{(tr12,A・)2+・鵬 Ω鋼]・
これ らの関係 を用 いれ ぽE(a)の0(T-1)ま での近似式は
E(&)=E[綴会嬲]一,?11
,2-a42T
一 畿;会 嬲[・ 一 驚 舞 篆1謄 綴 瓮 嬲
+笠 畿 農 鋼1]]+o(T-・)
-trS2A,
Li_2trSLAISZA2trSZA2TtrSZAZtrS2A1+tr(,(2,A2)zT[trS2As],]・・(T-2)(・)
で与えられることが容易に導かれる.同様の計算を行なえげ・Var(のは
V・(の一隈 鰡 叢1]2
X」V叢 篝嬲2] ・V嬲 鋼2]
一 貔 蛋 鵲 雛 識 篝笥)]
一[Cov(ツ*ノ・41ツ*,ツ*ノA2ツ*)_Var[(y*ノA2y*)2
E(ッ*1君1ッ*)・E(ッ*'ノ靭*)E2(ッ*'ノ1蝦*)]]2}
+O(T-2)(10)
となる.
上 に得 られた近似公式(9)は,Kendall(1954)のそれ と,ま た,(10)は
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DeGooijer(1980)のそ れ と,そ れ ぞ れ 同 等 の も の で あ る.こ れ ら の 近 似
の 精 度 は,極 め て 良 い こ と が 示 さ れ て い る(Sawa(1978),DeGooijer
(1980)).以上 要 約 す れ ば;
要 点5:エ ッ ジ ワ ー ス 展 開 に よ っ て 得 ら れ た 近 似 式(9)と(10)は,そ れ
ぞ れKendall(1954)とDeGooijer(1980)の近 似 公 式 に 帰 着 さ せ られ る ・
真 の モ デ ル がAR(11β)の 場 合,Kendallの 近 似 はE(a)_一(3α+1)/
Tと な る こ と が 知 ら れ て い る.こ れ は 前 節 で 留 数 計 算 に よ っ て 求 め た 結
果 と も 一 致 し て い る.他 屶Sawa(1978)は こ のE(a)を 精 密 に 計 算 し て
い る の で,そ の 結 果 と 上 の 近 似 式 に よ る 結 果 と の 比 較 を 行 な っ て み た.そ
の 結 果 は 次 の 表1に 示 さ れ て い る.
表1
鈎;β 十α黄_1十π,,助～iidN(0,σ2)にお け るaasの 偏 よ り・
q'a=0.4a=0.S
(a)‐.2199‐:3592
10(b)‐.22‐.34
(c)‐.2092‐.342
(a)‐.1113‐.1868
20(b)‐.ii‐.i7
(c)一.107-・1786
(a)‐.0741‐.1238
30(b)‐.0733‐.1133
(c)‐.0724‐.1195
Tは 標 本 サ イ ズ,(a)は(9)式 に よ る 近 似(b)はKendallの 近 似:
一(3α十1)/T,(c)はSawa(19741の精 密 な 偏 り.
最 後 にAR(1,11P)に 対 す るp(&<x)の0(T-1)ま で の 漸 近 展 開 の
数 値 計 算 結 果 の グ ラ フ を 下 に 示 す.こ れ に 対 応 す る グ ラ フ は 前 章 で す で に
示 さ れ て い る が,こ こ で は 精 密 分 布 をImhof(1961)の方 法 に よ っ て 計 算
し た の で 参 考 ま で に そ の グ ラ フ を 図1に 示 し て お こ う.
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図1
-一一一;(4)式による近似,;Imhofの 方法による精密分布
_一一;正規近似
Imhofの方 法の計算 プ ログラムは,KoertsandAbrahamse(1969)に
示 されてい るものを 使用 した.こ の方法の他の応用 例 と して,Maekawa
(1983b)のxt=sintとしたAR(lax)モデルにおけ るazsの 分 布 の計
算 を下に掲 げてお く.こ れ らの経験 において,Imhofの方法 は非常 にコン
ピュータの使用時間を,従 って費用 を要す る方法で あった.
表2と 表3に は,エ ッジ ワース近似式(4)を0(T-1/2)まで と0(7▼-1)
まで評価 した値 が示 されてい る.ま た正規近似の欄 には,エ ッジワース近
似 の第1項,す なわち標準正規分布の値 が,精 密分 布の欄にはImhofの
方法 による精密分布の計算値 が示 され ている.こ れ らの表の中か ら,最 も
近似精 度が高い場合 が図2に,最 も低い場合 が図3に 示 されてい る.
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表2/五(4i,4z)の 分 布1.4,Xr=sin(t)
T=21T=61
X
w正 規 近 似 一 。 ジ 。.ス 近 似 工 。 ジ 。.ス 近 似
1/1/71/T精 密 分 布1/γ!T1/T精 密 分 布
一3 .0.0014.0039.0057.0056.0028.0035.0037
-2 .8.0026.0060.0088.0087.0050.0057.0061
-2 .6.0047.0108.0134.0133.0083.0092.0097
-2 .4.0082.0169.0199.0199.0134.0144.0151
-2 .2.0139.0259.0289.0293.0210.0220.0231
-2 .0.0228.0383.0413.0422.0320.0330.0345
-1 .8.0359.0552.0580.0599.0474.0482.0505
-1 .6.0548.0776.0799.0832.0683.0690.0722
-1 .4.0808.1063.1083.1135.0959.0964.1009
-1 .2.1151.1423.1440.1516.1312.1316.1375
-1 .0.1587.1864.1878.1984.1752.1754.1830
-0 .8.2119.2390.2403.2542.2280.2282.2376
-0 .6.2743.3001.3011.3186.2897.2898.3010
-0 .4.3446.3689.3696.3906.3591.3592.3721
-0 .2.4207.4438.4442.4682.4345.4346.4488
0.0.5000.5226.5226.5489.5135.5135.5286
0.2.5793.6023.6019.6294.5931.5930.6083
0.4.6554.6797.6790.7062.6699.6698.6847
0.6.7258.7516.7506.7764.7412.7410.7548
0.8.7881.8153.8141.8372.8043.8041.8164
1.0.8413.8691.8677.8873.8578.8576.8680
1.2.8850.9122.9105.9262.9011.9008.9091
1.4.9193.9448.9428.9545.9344.9339.9403
1.6.9452.9680.9656.9738.9587.9580.9627
1.8.9641.9834.9806.9860.9755.9747.9779
2.0.9773.9928.9898.9931.9865.9855.9876
2.2.9861.9981.9950.9968.9932..9922.9935
2.4.99181.0006.9974.9987.9970.9960.9968
2.6.99531.0014.9988.9995.9990.9981.9985
2.8.99741.0015.9993.9998.9998.9991.9994
3.0.99871.0012.9995.99991.0002.9996.9997
4.結 果 の 解 釈 一181一
表3}/Te(4、,4z)の 分 布 α=o.8,Xt=sin(t)
T=21T=61X
万 正 規 近 似 エ ッ ジ」乙一 ス 近 似 エ ツ ジ ワ ー ス 近 似
1ん/T1/T精 密 分 布1/〆7「1/T精 密 分 布
一3.0,0014,0101.0272.0250 .0067,0127.0124
-2 .8.0026.0163.0371.0327.0110 .0182.0175
-2 .6,0047.0253.0488.0426.0174 .0253.0244
-2.4.0082.0378.0621.0551.0264.0344.0337
-2 .2.0139.0544.0770.0706 .0388.0459.0460
-2 .0.0228.0753.0939.0900 .0552.0605.0620
-1 .8.0359.1009.1135.1136.0761 .0790.0825
-1 .6.0548.1311.1371.1424.1022 .1024.1083
-1.4.0808.1659.1660.1768.1338.1318.1404
-1 .2.1151.2055.2014.2175 .1716.1683.1795
-1 .0.1587.2502.2444.2652.2162 .2125.2261
-0 .8.2119.3007.2953.3199.2682 .2649.2807
-0 .6.2743.3579.3540.3819.3377.3253 .3430
-0 .4.3446.4224.4202.4506 .3947.3933.4125
-0 .2.4207.4941.4932.5253.4683 .467?.4878
0.0.5000.5716.5716.6041.5466 .5466.5669
0.2.5793.6526.6535.6846.6268 .6275.6471
0.4,6554,7333,7355.7634.7056,7070.7249
0.6.7258.8094.8133.8360 .7792.7816.7970
0.8.7881.8770.8824.8976 .8444.8478.8599
1.0.8413.9328.9386.9439.8989 .9027.9110
1.2.8850.9753 .9794.9732.9415.9448.9491
1.4.91931.00441.0044.9882 .9723.9742.9745
1.6.94521,02151.0155.9948 .9926.9923.9892
1.8.96411.02911.0164.99771 .00431.0014.9923
2.0.97731.02981.0113.99901.00971 .0045.9990
2.2.98611.02661.0039 .99951.01101.0040.9998
2.4.99181.0214.9971 .99981.01011.0021.9999
2.6.99531.0160.9925.99991 .00811.0001.9999
2.8.99741.0112.9903.99991.0059 .998?1.0000
3.0.99871.0074.9903.99991.0040 .99801.0000
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1.O
-0
図21.4,T=61,xt=sin(の
Approx.0(T一+)
-0
図3α=0.8,T=21,xt=sin(t)
5む す び
先 に述べた ように,こ こで扱わ れた最小2乗 推定量aは,2次 形式 の比
の形を とるので,以 上 の議論はただちY'他の2次 形式の比 の分布 の漸近 展
開や,モ ーメン トの近似Y'応用す る ことができる.た とえばARMA(p,
4)過程か らの実現値{yt:t=1,…,T}が与 え られた ときの標 本 自己相関
係数は,
5む す び 一183一
遡 黔 ヂ)・圃
_y*'A1*ツ*
y*'.A2*ツ*
で 与 え ら れ る.こ こY'
Al*_(・一券〃)Qk(・-TZU)°A2*一(・一ナ〃)(・一券〃)
〃髷(1,1,…,1)
k個
o.........oio....................0
1
0
1
Qk=2・ ・.°'・ ・..° °・ ・
°畠 ・.1
0
1
0.....................oio.........o
で あ る.こ のrkの 分 布 や モ ー メ ン トの 漸 近 展 開 は,本 章 で の 議 論 に お い
て11`をA;*に,Ω を Ω*に 符 号 の 変 換 を 行 う こ と に よ り求 め る こ と が
可 能 で あ る.こ こ に Ω*はytの 分 散 共 分 散 行 列 で あ る.ARMA過 程 の
次 数p,4の 値 が 大 き い と き は,エ ッジ ワ ー ス 係 数 を 明 示 的 に 求 め る こ と
は,非 常 に 困 難 に な る が,そ の 場 合 に も 数 値 計 算 に よ る分 析 は 可 能 で あ る .
ま た 検 定 統 計 量 の 中 に は,2次 形 式 の 比 と し て 表 わ さ れ る も の が 多 い
(た と え ば ダ ー ビ ン=ワ ト ソ ン検 定 量)の で,本 章 の 結 果 は そ れ ら の 分 布
の 分 析 に も有 効 で あ る か も し れ な い.こ れ ら の 応 用 に つ い て は ,他 の 機 会
に 譲 りた い.
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補 論(A)補 題1の 証 明
2節 で定義 された記号07(丁一1)を用 いれば,次 の関係式が成 立す る.
補題A1.
(A.1)Ω0τ(T-i)=OT(T-1)
(A.2)OT(1)=07(1)
(A.3)Ω7=0(1)
(A.4)m'OT(丁需1)m=0(T)
証 明.い ずれ の関係 も,直 接計算 に よって検証す る ことがで きる.た と
えぽ(A.1)は,次の よ うに証 明され る.k/Tをg7(T卩i)の最 大の要素 と
す る.ま た行列間 の大小関係A≦Bは,2つ の行列の全ての(2,ブ)要素
に対 してQiノ<b;;が成立す ることを意味す る.こ の とき,
ω。 ω1ω7-1111
ω、 ω。wT-2111
Ω9T(T-・)≦kT∵ ・・..㌔ ・・..
ωOm1° ・
の。-1ω 。一、 … … … ω、 ω。111
=TCbr;7
と書 くことがで きる.こ こにbijは
b;;_・一・+・;一・+…+・ ・+・・+・・+…+・T-i<2ζ 。ω・
離2ω。+2ω、(1+α+α2+…+a'_2)r=max[Z-1,T-i]
で あ る.ゆ え に
limb;,
T-im<…+・ ω1(、1。)
とな るか ら・Tb"一 ・(T-1¥得 ・・
(A.2)～(A.3)の証明 も同様 である.ま た(A.4)においては,
補 題1の 証 明 『 ・r-185一
彿 ・-Eω 一 β1萬 ・`婦 β・W
f_。a'x2t_;-1-…+β義 ・xke-t
か つIaIGI・¢〃<。。(仮定(i))で あるか ら,mr=0(1)であることに
注意す れぽ,容 易 に証 明され る. .
補 甲A2.q,'=y*ノA;y*,(i=1,2)とお き,9f〆 の キ ュ ム ラ ン トを ψ,ノ,
ψ崩ノ・ψ`ゴノ とすれ ば・ これ らのキ ュムラン トの大 きさは δ(T)で あ る.
証 明.ψ、2、2'を例に とって証 明す る.3節 で求め られた4rの キ ュムラ
ン ・ ψ・212を用 ・・鳳 ψ・212-
Tラ7ψ12・2・で あ ・ か ら ψ・2、2・ま
trSZA21ZAIS2A2SZA,とい う タ イ プ の ト レ ー ス(t2iziで 表 わ そ う)と
魏'ノ42Ω・41Ω.A2Ω・41〃3とL・うタ イ プ の2次 形 式(8
212、で 表 わ そ う)の 和 で
あ る.
さ て(2)式,ん の 定 義 式,お よ び(A .1)を ΩA、 と Ω 且、 に 代 入 す る
と 次 の 関 係 を 得 る.
(A・)ΩA1一 去 ΩC・・9。(T-・)
(A.7)S2,A2=SLC2十 〇T(T-').
こ こY'
01
.10… …00
.o
C1='・. .° ・..'・..,C2="・.
00111 ..10
で あ る.(A.6)と(A.7)を12121に代 八 す れ ば ,
(A.8)tarsi=trlZAQ12AIS2A2S2A1
一去 ・鵬 ΩC1ΩC、Ωq+9。(T-・)}齟
4tr(122Cl1Z2C1)+O(1)
=4trOT(・)・・(・)一・(η
と な る.他 方21'=〃 ・4212Al,w1=A21ZAImとお げ ぽ ,g21212あ上 限 は
921212=@,A・SZAIS2A,Ω五 、m)・
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=(21'Ω"1)2
〈(zl'SZzl)@1'Ω"1)
≦ え。2(z、'乏)@1/wl)
に よ っ て 与 え られ る.こ こY'えoは,Toeplita行 列 Ω の 最 大 の 固 有 値
qλ。1≦1)で あ る.ま1の 式 に お い て 第1の 不 等 式 妹 コ ー シ ー ・シ ュ ワ ル"/
の 不 等 式,第2の そ れ は,よ く知 ら れ た2次 形 式 の 上 限 を 与 え る 不 等 式 で
あ る.さ ら に 嘶 劬1の 大 き さ は
(A.9)wl'叨1=〃 孟1Ω2A1叨≦ λ02〃AIAμ
一20
4m'(D脚 ・+D・'MD・)zyyy
_20m'(D、'D,D、の,+D,'D、+D,の,
4
十D2'DID2'D1)m十m'OT(T-1)m
-
=0(T)
と評価 される.同 様 に
(A.・)z・ノ・1一去〃qΩ ・C・m・m'9・(丁卩1)m
〈2報'C、C、m+m'0。(T-・)m=0(T)-4"
と な る.(A.9)と(A.10)か ら結 局
(A.11)2121-12121十Q2121-Q(T)
を 得 る.他 の 場 合 も 同 様Y'証 明 さ れ る.
こ こ でm・ ・1・'A;y・ 一 ・・)-1,/T(・・L・ ・)で あ ・
。とと樋A・ を用 ・・れ ば/i7一ナ ψ4-・(・)・ψ…-丁 渉 ψ…'
一・(1
,/T)・ψ…'一歩 ψ…/一・(1T)とな・・よ・て黼 ・力糊 され ・
た.
補 論(B)補題2の 証 明
dの 定義式を変形すれば,
補 題2の 証 明 ・-i87-
(B・・)dT一ナ恥 な1漁)+参E◎'-1漁一・)
一参E◎ ・_lu)+IET(.v'一・妄・)+TE(y・-iu-i)
+rET(y'一・CTu-・)
一ナ@+d2+ds+d,)
とな る.こ こにdl,…,d4は 上の式の第2～3行 の各項を表わ している.
また行列Cは
/-1/
TTX¥XTJX
に ・・てmさ れ る・1'(ll)より 琴X-0(・)で あ・か ら,Cの 要素
C;;は0(1)で あ る.
さ ら に 次 の 関 係 は 明 ら か で あ る.
(B.2)d,=E(y-lu)=0,ds=rE(ッ_1,u_1)=σ2γ(T-1)
(B.3)E(.vtur)=62,E(5'eue-=)=az(as十ras-1),ECv:ut+=)=0.
ま たd2は,次 の よ う に 評 価 さ れ る.
dz-E(y_1C%)
榔%一 嚇 三2CT-1,12CT-1,2
C2,T-1...CT-1,T-1」(1)}
-1ET[QIC、1+。 、C、2+…+yT .、C、,。.、)u、+(y、C、、+。IC、、+...
十 」'zCz,T-1)ug十… 十(ツ1Cτ一1,1十y2CT_1,2十…yT_1CT-1,T_1)uT]
-a2
TE{[C・2+慧W-・+・ ・一・γ)]
{.q
-a2
T・(Q・+・ ・+…+aT-、).
こ こ に α・=C…+・Cki
irk+1(・i+1+ai-k-21.)・(k=1・ ・…T-2)お よ び
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RT_1=で あ る.そ し て,1αi, .IrIG1;qノ=g(pで あ る か らQkは 有 界
で あ る.こ こ でa=maxqα 々Lk=1,…, .T-1)と お け ば,
(・.・)d2=TE(y-,'Cu)≦券(T-・5彦 『幽'-一
を得 る.同 様に
(B,5)d,-1ET(・一 'Cu-1)〈b.
とな る.こ こにbは 有界 な定 数である.
以上 の φ の評価 を総合す れば
独 チ ー厩(-d1T+d2T+d3T+d4T)
一癬 ・d2
T・(T-1T)62]'+CZ4T)-62r
とな ・.・ の結果 … 一・(・)・り ζ一 蟲 、一・!・)を得 ・・
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