Abstract-We present a new decomposition approach for dual-energy computed tomography (DECT) called SIRZ that provides precise and accurate material description, independent of the scanner, over diagnostic energy ranges (30 to 200 keV). System independence is achieved by explicitly including a scanner-specific spectral description in the decomposition method, and a new X-ray-relevant feature space. The feature space consists of electron density, , and a new effective atomic number, , which is based on published X-ray cross sections. Reference materials are used in conjunction with the system spectral response so that additional beam-hardening correction is not necessary. The technique is tested against other methods on DECT data of known specimens scanned by diverse spectra and systems. Uncertainties in accuracy and precision are less than 3% and 2% respectively for the ( , ) results compared to prior methods that are inaccurate and imprecise (over 9%).
image cannot produce accurate estimates of and Z. Spectral differences between scans can be due to a variety of issues such as source or detector energy shifts caused by aging, detector nonlinearities, X-ray scatter and blur, filtration materials, direct conversion, absorption edges, calibration errors, electronic noise, and other anomalies. Additionally, these X-ray spectral changes are difficult to measure, calibrate and rectify. Dual-energy computed tomography (DECT) has emerged as a better way to estimate density and effective atomic number, or as defined in [10] , by scanning an object with two different X-ray spectral ranges [1] , [2] , [11] - [24] . Depending on the spectra used, the low-( ) and high-energy ( ) attenuation coefficients from a DECT scan provide crude small-volume ( m to mm ) estimates of electron density ( ) and , which are roughly proportional to and the ratio of to , respectively. Still, while and values may be precise and repeatable on a well-calibrated system, these features suffer from the same CT energy-spectrum dependence leading to inaccuracies in the estimates of compositional makeup. Typical DECT results are weakly correlated to the material and Z, and they can vary as the spectral responses change between systems or over time.
This paper studies the extent to which existing and new ways of processing DECT data for metrology of physical material properties can produce system-independent results. ("System" or "scanner" are used interchangeably here, though spectrum independence is the main goal.) That is, we are exploring how closely (accuracy) and repeatably (precision) the DECT results match those properties regardless of scanner or spectrum used to near the uncertainty level of the X-ray measurements themselves (a few percent). To that end, we introduce in Section II an alternate feature space, or basis set, which is based on known X-ray properties of materials in the energy range of most medical, NDC and checked-baggage DECT scanners. A corresponding DECT processing method called SIRZ is presented in Section III and it is described relative to prior art that uses other feature spaces. Like other methods, SIRZ employs scans of carefully-chosen reference materials to estimate and correct for the system spectral response. To assess the system-and/or spectral-independence of the results, Section IV describes a set of experiments performed using multiple pairs of energy ranges on two separate DECT systems. Results and comparative analyses of measuring material properties with these methods are presented in Section V, including accuracy, precision, and sensitivity to spectral model mismatches. Sections VI and VII present a discussion of the results and future research areas followed by concluding remarks.
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II. X-RAY FEATURE SPACES
In this section we describe common X-ray features that can be used as basis variables for DECT processing.
A. Conventional DECT Feature Space-( , )
The simplest and most common way to process DECT values of and into material properties is to recognize that the higher-energy contributions to X-ray attenuation for common spectra up to 200 keV and higher are dominated by Compton scatter, which causes the observed to trend with the density of the material. The ratio of the low-to high-energy attenuation coefficients, on the other hand, trends monotonically with the effective atomic number of the specimen to first order [1] . Then, a common way to use and values at these DECT energies is with the "Ratio" method where the feature space is ( , ). However, this two-component characterization is limited. Because of the spectral dependencies of the values, the ratio values depend not only on Z, but also on the spectrum. Specifically, DECT systems typically use X-ray tube sources that generate a wide spectrum of radiation. Lower-energy X-rays tend to be preferentially absorbed over higher-energy X-rays, which leads to spectral changes (beam-hardening) through the object. Along with scatter, this beam-hardening results in the common "cupping artifact" [4] . Beam-hardening compensation (BHC) [4] based on a reference material such as water may be applied, but the resulting attenuation coefficient value is then tuned to that reference material. No single BHC reference is universally applicable across a wide range of specimen or Z values. Incorrect BHC is an important source of error in determining the absolute chemical makeup of materials.
B. Photoelectric-Compton Decomposition-( , )
Alvarez and Macovski [1] showed that dual-energy attenuation in the 30 to 200 keV energy range can be approximately decomposed into two components-photoelectric absorption and Compton scatter-that describe the energy-dependence of the X-ray attenuation coefficients as follows: (1) where and are material-dependent photoelectric and Compton attenuation coefficients, is the X-ray energy of interest in keV, and is the Klein-Nishina formula [25] for free-electron Compton scattering given as (2) where and is the rest mass of the electron (510.999 keV according to NIST). They showed that and could be approximated with two mono-energetic scans that could provide useful independent pieces of information.
C. Effective Atomic Number and -( , )
Ying, Naidu and Crawford (YNC) [2] further extended this technique to produce a measure of from DECT, using the ( , ) feature space to improve material characterization relative to at least three reference materials. YNC also proposed additional scatter, streak and spectral corrections for explosives detection in aviation security. is used in many DECT applications, and software exists to calculate it [26] . The commonly-used definition of that stems from a 1937 paper [10] is (3) where N is the number of constituent elements in the material and, for each element , is its atomic number and is its "relative electron fraction" contribution. The relative electron fraction of a constituent element is defined as: (4) where is the number of atoms having atomic number . The exponent (originally set to 2.94, although other values have been used) should be optimized depending on the materials, spectral region and system specifics. For this paper, is set to 3.80, per the sponsor's direction. As we will show, a fundamental problem with the formulation is that (3) is not specifically tied to the absorption properties. Thus, optimizing its value for one calibration set does not guarantee a match to other materials not in that set.
Manipulating the equations presented in [1] , YNC calculates an approximate image from photoelectric and high-energy attenuation images by the following equation: (5) where and are constant coefficients found by calibration against a set of reference materials with known values. Then YNC uses a feature space of ( , ) where, like the Ratio method, is used as a surrogate for the density of the material.
is an improvement on the low/high-energy attenuation ratio, but it is still limited because of its ill-defined connection to a material's X-ray properties. Materials with identical can often demonstrate different X-ray attenuation. This problem occurs regardless of the selected value of exponent in (3), which cannot be chosen to fit all compounds and mixtures to their X-ray responses equally well. Also, this method does not overcome the same limitations found in the Ratio method of using as an approximation to density.
D. Electron Density and Effective Atomic Number-( , )
A new feature space of ( , ) can be derived where the two parameters reflect the X-ray transmission properties of materials in the energy and Z range of interest. By being directly associated with X-ray cross sections, this feature space is closer to actual material properties so that the results will be less dependent on system or spectrum.
1)
Definition and Estimation : X-ray absorption is directly proportional to a material's electron density, [27] . In contrast, the material's mass density, , does not directly govern how X-rays are attenuated, even though it is easily calculated from weight and volume measurements [28] . The electron density of a material, given as the number of electrons per unit volume (electron-mole/cm or moles-), can be derived from its mass density as follows: (6) where is the atomic mass and is the atomic number for element as in (4) . Because of its direct proportionality to the Compton component, which dominates X-ray attenuation at these energies, an estimate of can be calculated as follows from [1] : (7) where is a constant coefficient that can be calibrated from the reference materials as is done for .
2)
Definition and Estimation : The effective atomic number model describes an arbitrary material by its total X-ray cross section, which is what affects the attenuation of impinging X-rays. Elemental cross section values have been measured and tabulated in [29] . From these values, we derive the total electronic cross section (the sum of photoelectric, incoherent and coherent) for pure elements up to and at photon energies from 10 keV to 500 keV. We denote as the total electronic X-ray cross section (cm electron-mole) of the element for X-ray energy . Then the X-ray transmission value for a specified material , which could be a molecular compound or a mixture of compounds consisting of elements, follows the Beer-Lambert law (8) where is the areal electron density of , and and are the relative electron fraction and atomic number, respectively, for element as in (4) .
Then the of material can be defined as a fractional (noninteger) "atomic number" of an artificial element whose cross section and transmission would be optimally close to that of . Define the transmission for this artificial element in terms of a calculated cross section, , and the areal electron density of the material , , as in (8): (9) where the simulated electronic cross section is based on two adjacent elements and in the periodic table: (10) and is a fractional part of between 0 and 1 (e.g., if , is 8 and is 0.3). A least-squares optimization of the X-ray transmission error compared to the tabulated values in [29] finds the best-fit value that minimizes the following equation over all E in the spectral range of interest: (11) In this way, the artificial material will have X-ray attenuation properties that are optimally (in the least squares sense) close to a mixture of the pure elements that are nearest in the periodic table.
One caution in using or any other effective-Z estimate is that it becomes spectrally sensitive near material absorption edges. A material with a strong absorption edge in the energy range of interest is not accurately described by any type of effective-Z.
The estimation of from photoelectric and Compton attenuation images can be performed with the same calibration relative to reference materials as is done for in (5), but instead using in the denominator,
where and are different constant coefficients than in (5) as they are calibrated against the known values (not ) of the reference materials. A Java application called ZeCalc [30] (available from LLNL under limited license by DHS) calculates optimal estimates of and for a material of known chemical composition with known density and a specified energy range (10 to 500 keV). ZeCalc also displays the system spectral response compared to the transmission spectrum so that the user is made aware of possible spectral fit inaccuracies near absorption edges.
3) Differences between and : Unlike as defined in (3), which contains no cross section component, the model can be thought of as one whose radiographic response to narrow-beam polyenergetic X-rays is most similar to the material of interest. Two materials with identical will have closer X-ray cross sections than materials with identical . Also, can be tailored to the spectrum of interest so it is well-suited to radiographic applications such as DECT where absolute material characterization accuracy is often needed.
To demonstrate these differences, values of (at 100 kV and 160 kV endpoint voltages) and (using ) for some common materials are listed in Table I . In this report, polyoxymethylene (POM) is an acetyl copolymer resin that is similar to the acetyl homopolymer known by the brand name Delrin by DuPont Co. Polytetrafluoroethylene (PTFE) is a synthetic fluoropolymer of tetrafluoroethylene that is identical in composition to Teflon by DuPont Co, and PVC is polyvinyl chloride. The last two materials in the table, lithium bromide (LiBr) and rubidium bromide (RbBr), provide a way to create aqueous alkali-halide solutions that have repeatable, known, adjustable, and precise ( , ) values over a range of values. For the lower effective-Z materials, the sets of and values are very similar. However, for higher-Z materials (e.g., the last two rows in Table I) diverges by over 10%. For example, the 19% RbBr solution demonstrates X-ray attenuation that is very close to pure calcium ( ) as estimated by , and very different from titanium ( ) as estimated by . As pointed out in Section II-C, one could select a value for the exponent in (3) that will improve the numbers for a limited range of materials and energies. However, there is not one value that will work for all cases.
III. SIRZ METHOD
A new method called System-Independent Rho-e/Z-e ( ) or SIRZ is a way to compute the ( ) features and is an extension of the method proposed by YNC [2] . SIRZ starts with the sinograms of low-and high-energy logarithmic projections, and respectively, produced by DECT scanners. These sinograms can be reconstructed by convolution-backprojection (CBP) or other CT algorithms into linear-attenuation-coefficient images used by the Ratio method ( and ) [31] . For SIRZ, the sinograms are decomposed into photoelectric and Compton parts using estimates of the system spectral response followed by conversion to the ( , ) space.
A. Photoelectric-Compton Decomposition
The and sinograms are related to photoelectric and Compton contributions through (1) and by extension of the Beer-Lambert law to polychromatic sources (13) (14) where and are line-integral sinograms of photoelectric and Compton radiographic attenuation coefficients, respectively, and and are the low-and high-energy X-ray system spectral responses (source and detector) as a function of energy (in keV) described in the next section.
To solve for and , we use a constrained minimization method that employs modeled system spectral responses in (13) and (14) . Each and projection value is computed using a two-dimensional Newton-Raphson technique with non-negativity constraints on the solution. If a low-or high-energy projection value is less than or equal to zero, suggesting the absence of an attenuating region, the resulting photoelectric and Compton projection values are set to zero. When optimization yields a negative photoelectric or Compton projection value, which describes a non-physical outcome, a Newton-Gauss optimization is performed under the added constraint that either or is equal to zero, which guarantees the complementary value to be positive. The resulting pair that minimizes the mean squared error between back-computed projection values and observed projection values is preserved.
The resulting and sinograms are reconstructed into photoelectric ( ) and Compton ( ) attenuation-coefficient images, again using CBP or equivalent.
B. System Spectral Response Estimation
The SIRZ algorithm relies on knowledge of the "system spectral responses," of (13) and of (14) , which are defined as the product of the X-ray source spectrum and the detector spectral response for low-and high-energy spectra, respectively. In the experiments below, models of the system spectral responses are calculated for each energy-spectrum pair employed by each of the two DECT scanners. Since each scanner has similar yet different X-ray source, filtration and detector hardware, each system spectral response model is also unique.
Detector spectral response models are estimated by building detailed MCNP6 [32] models of the detectors using full electron-photon transport to simulate energy deposition in the detector. The two DECT scanners employed in the experiments below utilize flat-panel array detectors from two different vendors, but the modeling process is done the same way. Using vendor-supplied specifications, the models include all detector materials and thicknesses that the X-rays pass through. The energy deposition in the scintillator for all relevant photon energies is computed for incident photon pencil-beams of a selected energy. MCNP6 calculations are then performed over forty energy bands to provide coverage of the spectral range. This same method would also apply to other detector types and configurations such as linear detector arrays.
The X-ray source spectral models used to describe the two scanner systems in our experiments were based on different semi-empirical models even though the physical X-ray tube sources are the same type (Yxlon 450 kV D09 tube-head with tungsten target, 11-degree takeoff angle, 0.4-mm spot size, and 5.0-mm beryllium window). The systems are abbreviated as "HE" (for one housed at a High-Explosives Application Facility) and as "TB" for testbed because it is reconfigurable (located in a different building). For HE, we used a model by Finkelshtein and Pavlova [33] whereas for TB we used a model by Poludniowski and Evans [34] . Both models are adequate and comparable in accuracy to MCNP6 models while being simpler and faster to implement. The models assume tungsten-anode sources with beryllium windows and with adjustable endpoint voltages, X-ray filtration materials and thicknesses. Each modeled spectrum is optimized by making small adjustments in the modeled source filtration such that the transmission for the overall system spectral response, including the detector, matches the experimentally-measured transmissions for the specimens as a group.
C. Conversion to ( , ) with Reference Materials
The final steps of SIRZ involve computing quantitative estimates of and from the decomposed and values using (7) and (12) respectively. To compute the constant coefficients , and , calibration is done on a per-scan basis with a set of four reference materials that have known and values and are scanned with the same spectral pairings as the specimens. Newton-Gauss optimization is used to estimate these coefficients in the minimum-mean-squared-error sense. [Note that for YNC, we use this same method to calculate and coefficients in (5) for calibrating the estimation. In this way, the same data can be processed by both SIRZ and YNC for comparison purposes.] The reference materials were chosen to span the ( , ) feature space of interest to security, medical and NDC applications. They were high-purity (typically of a single element or of well-known elemental and molecular composition) such that actual and values can be reliably calculated using ZeCalc [30] . Table II lists the reference materials and their chemical and physical properties. The values were from 0.56 to molescm , and the values were from 6 to 14. Like the specimens in our experiments, they were independently certified with purity and trace element analyses. The four reference materials are plotted in ( , ) feature space in Fig. 1 .
Full image estimates of and can be calculated with SIRZ for heterogeneous specimens. However, for homogeneous materials (like the reference materials and some specimens in the experiments below) the calculation need only be performed on scalar mean values for and in the object region. That way, the coefficient estimation above is done once per scan on the mean values inside each material region rather than calculating different estimates for each voxel.
IV. EXPERIMENTS TO TEST SYSTEM INDEPENDENCE
This section describes a series of experiments designed to test the system independence of results from Ratio, YNC and SIRZ methods of DECT processing. Using the HE and TB scanners and five pairs of spectral ranges with endpoint energies from 80 to 200 keV, we scanned several well-characterized specimens so our study could focus on the extent of sensitivity to the spectral differences by comparing to ground truth.
TABLE III HOMOGENEOUS SPECIMENS USED IN THE DECT EXPERIMENTS
The water was contained in a high-density polyethylene bottle with inner and outer diameters listed; density and numbers are for water alone. values were supplied by ZeCalc [30] using a 160 keV endpoint spectrum and a nominal areal density of g cm .
A. Specimens
The specimens were chosen such that they (1) had known , and so we could test the extent of system independence of the DECT results and (2) were of suitable size and composition to be imaged (transmitted) by all the test spectra and scanners without being dominated by noise, scatter and other CT issues. This second restriction means that we attempted to keep the maximum X-ray transmission values (ln( )) near 2 as suggested by [35] , where is the thickness of the specimen. Our preferred transmission range is 1 to 2, and artifacts and poor statistics make analysis difficult beyond 4. In the end, the specimens fell into three different classes-homogeneous, heterogeneous and high-Z-and of them all, only the 80-keV-endpoint scan of the high-Z specimen (defined in IV-A3 below) exceeds 3 at 3.58. Still, beam hardening artifacts were observed in the high-Z specimen even in the highest-keV scan suggesting that any DECT processing would be challenged by this specimen (as intended).
1) Homogeneous Specimens:
A set of homogeneous specimens were fabricated as listed in Table III . Notice that the graphite specimen density is about 7% less than that of the graphite reference material in Table II , which will be important in the Results section. The 1.27-cm homogeneous regions in the heterogeneous specimen (shown next) are also considered homogeneous specimens in order to have more samples for analysis.
2) Heterogeneous Specimens: A more difficult challenge is to measure the ( , ) values of multiple materials in heterogeneous specimens. In this case, the two heterogeneous specimens are 5-cm (outer diameter) cylinders of PTFE and POM that have four machined half-inch holes (1.27-cm diameter) filled with other inserted materials or air (empty). The PTFE-based heterogeneous specimen is schematically shown in Fig. 2 along with its CT reconstruction. The POM-based heterogeneous specimen (not shown) has the same inserts as Fig. 2 except that PTFE replaces the POM insert. All materials are well-characterized and have similar values to corresponding reference materials and homogeneous specimens.
3) High-Z Specimen: To test the extrapolation limits of the SIRZ algorithm, a high-Z specimen was designed to fall outside the ( , ) calibration range of the reference materials. This high-Z specimen is a 19% (by weight) rubidium bromide (RbBr) aqueous solution (prepared in a specimen Fig. 2 . Design (left) and CT reconstruction (right) at 100 keV (endpoint; 1.96-mm Al filter) of the PTFE-based heterogeneous specimen with 5-cm outer diameter. The PTFE base has four 1.27-cm diameter holes filled with inserts of magnesium, POM, water and air (empty). All holes have floors to contain the insert or liquid, so no separate container was used for the water "insert".
bottle) that exhibits a composite of and of molescm as calculated by ZeCalc [30] . Compared to the reference materials depicted in Table II and Fig. 1 , this specimen lies much higher in (off the chart) and it has a between water and POM.
B. DECT Systems Used
We used two similar industrial CT systems [36] - [38] designed to characterize small (up to 30-cm outer diameter) material specimens. The HE and TB systems (defined in Section III-B) had similar fixed geometries, identical rotating specimen holders or "carousels," and the same type of X-ray tube source. The main difference between the two CT systems was the different flat-panel amorphous-silicon detectors used; the HE system had a Thales Flashscan 33 detector, and the TB system had a PerkinElmer XRD 1620 detector. The Thales detector contained detector elements of size mm mm. Detector elements were binned for the data acquisition to at mm mm. The scintillator to convert the X-rays to visible light was a Lanex Fine . The PerkinElmer panel contained detector elements of size mm mm, so no pixel-binning was applied. The scintillator was a DRZ Plus . The CT geometry of both systems is shown schematically from the side in Fig. 3 . For each stepped angle of the carousel, a 2D projection image on the detector is processed down to two linear (1D) slit projections of X-ray transmission-one for the specimen (upper level) and another for the half-inch-diameter (1.27 cm) reference materials (lower level). The two narrow slits in the second collimator define these two projection regions and serve to reduce out-of-plane scatter and detector blur. A complete 360-degree carousel rotation of stepped projections with one energy spectrum produces upper and lower sinograms that are reconstructed into the two cross-sectional ( ) images as shown in Fig. 4 . This process is repeated for each source spectrum to be acquired. An identical set of carousel, specimens and reference materials was used on both HE and TB systems.
C. Scans Performed
Experiments involved scanning all of the three types of specimens of different sizes on the two CT systems (HE and Fig. 3 . HE and TB CT system schematic viewed from the side. The carousel rotates about the vertical axis to expose the specimen and reference materials (in two different slits) from all angles. The detector is a flat-panel array, which is only illuminated by the slits in two horizontal rows (into the page). Fig. 4 . Example CT reconstructions of a 5.09-cm diameter graphite specimen (left) and the 1.27-cm diameter reference materials (right). The X-ray source had 100-keV-endpoint energy and a 1.96-mm-thick aluminum filter. Cupping artifacts are visible in the magnesium and silicon references. Note that data from POM and PTFE reference materials were not used in calibration.
TABLE IV CT SCANNERS, SPECTRA AND FILTERS USED IN EXPERIMENTS
The shaded boxes indicate the scans that were not acquired. TB) using multiple pairs of energy spectra [39] . The endpoint voltages and X-ray source filters employed are shown in Table IV . On the TB scanner, all of the specimens were scanned and CT data were acquired using all five spectra. Due to scanner availability, the specimens were scanned with only two spectra (100 keV and 160 keV) on the HE scanner. These two spectral ranges are most commonly used in medical and security DECT. Due to the spectral response differences of the two detectors involved, the source filters also differed in order to optimize the total spectral responses of each scanner.
The same data acquisition procedures were performed for each spectrum on each scanner and with the same starting rotation angle to ensure image registration. The steps included system alignment, source quality checks, detector calibration, background and dark-current measurement, and acquisition of specimen and reference-material sinograms. In each case, 720 equi-angular 1D projections were acquired over 360 degrees of rotation. The specimens are in keyed holders that keep registration error below one-quarter of a voxel ( m). The CT preprocessing algorithms performed after acquisition were consistent for all experiments [38] . To compare with commonly-used methods, the data were reconstructed into lowand high-energy -images such as the 100-keV -images in Fig. 4 using a convolution backprojection algorithm. For the Ratio method only, the 100-keV projections that were reconstructed into 100-keV -images were processed for beam-hardening compensation using water-referenced BHC coefficients. For YNC and SIRZ methods, no BHC steps were performed.
All values reported in this paper are given in "Modified Hounsfield Units" commonly used in security CT, where air is set to a value of zero and water is set to 1000.
D. DECT Processing Methods
Because many spectral data sets were acquired on TB of the same specimens, several dual-energy pairings could be defined and processed as different DECT scans. For ease of notation, we denote each pairing by the two-letter scanner name followed by the low and high endpoint voltages used. Five particular pairings were compared against one another: HE100/160, TB100/ 160, TB80/125, TB125/200, and TB80/200. These five pairings can each be considered as a different dual-energy scanner with widely-varying spectral ranges (except for the first two, which are different physical scanners) so that we can test for system and spectral independence of the results.
The three different DECT processing methods we have discussed were performed and compared:
• Ratio -feature space is ( , ); • YNC -feature space is ( , ) as in [2] ; • SIRZ -feature space is ( , ). The YNC method we implemented is our best understanding of the published method with one difference; we used all four reference materials for calibration, whereas YNC used three different reference materials. The coefficients in (5), (7) and (12) were recalculated for each spectral pairing using the same four reference materials.
The feature values were calculated from the means and standard deviations of the hundreds of voxels representing the specimen or reference materials by the following method. Starting with the Compton images, which had the lowest noise and were co-registered with the others, a threshold was selected to establish binary segmentation masks for each image region. The binary segmentation masks were then sent to an active-contour segmentation algorithm to generate a secondary binary mask [40] , [41] . In order to remove partial-volume and container voxels at the edges, multiple iterations of a -square morphological erosion function were applied to the secondary binary mask. Specimens were subjected to 15 iterations, whereas the solid and liquid reference materials were subjected to four and 13 iterations, respectively. The resulting segmented and eroded Compton binary masks were used to extract the material voxels from both photoelectric and Compton images. The mean and standard deviation values of the extracted (masked) voxels for each material were tabulated and analyzed in this study. The numbers of DECT extracted regions analyzed varied by specimen from five (for graphite, silicon and RbBr) to ten (for POM) to fifteen (for water, PTFE, and magnesium). All sample uncertainties are reported as one standard deviation root-mean-square (RMS).
For the heterogeneous specimens, the three non-air regions were segmented and processed individually; those results were included with the others of like homogeneous materials. We also defined a fourth circular region in the centers of the heterogeneous specimens and of the same size as the inserts (1.27-cm), which were included with the others of like homogeneous materials-i.e., PTFE for the PTFE-based specimen and POM for the POM-based specimen. By including these regions with the homogeneous specimens, we can investigate how the presence of diverse materials in the X-ray plane affects robustness to heterogeneity in specimens.
V. RESULTS
In this section, we display the feature-space plots for Ratio, YNC, and SIRZ. Then we explore the precision and accuracy of each method, and the spectral stability of SIRZ.
A. Feature-space Plots for All Specimens
The feature-space plots for Ratio, YNC, and SIRZ are shown in Figs. 5-7. The error bars are one standard deviation, or onesigma (RMS variation), about the calculated mean values of all measurements for each material.
Since ground-truth and values are known for all the specimens, the SIRZ plot in Fig. 7 displays the "Actual" values (as open diamonds). Note that the graphite specimen in Fig. 7 is shifted left from the graphite reference material in Fig. 1 because the two physical objects have slightly different bulk densities as noted before. The other two plots do not display "Actual" values because the and Ratio quantities differ between spectra and scanners so the ground truth is unknown.
B. Precision Results
The Ratio method results in Fig. 5 demonstrate that the and features have broad error bars that are even larger at higher densities and Z (e.g., for silicon and RbBr). The YNC method in Fig. 6 shows improvement for the lower Z materials (below magnesium), but it suffers from the same wide range in as does Ratio, which limits the system-independence of the YNC results. SIRZ results demonstrate tight clusters around each specimen material with the exception of RbBr. The standard deviations in percent for each of the relevant features and each specimen material are shown in Table V.  This table shows numerically what can be seen visually in the three prior figures. The large errors for the Ratio method (8.9% for graphite to 24.5% for RbBR) are expected given the widely-varying spectra we used, which exaggerate the system differences and show that the Ratio features are problematic for dissimilar or changing DECT systems. Yet the Ratio method is still commonly in use. The standard deviations of , , and estimates are much lower than the -based features-they are all and consistent across specimens (with the exception of RbBr). That is, the YNC clusters in Fig. 6 are compact in the direction but not in , and the SIRZ clusters in Fig. 7 are compact in both and .
The RbBr specimen has an uncertainty spread that is visibly larger than the others within each method's feature space for two (2) it is higher attenuating, so there is lower X-ray transmission leading to higher noise. Still, SIRZ generates precision numbers of 6.2% and 3.3% in estimated and , respectively, compared to greater than for used in Ratio and YNC.
C. Accuracy Results
The difference between a feature estimate and its groundtruth or "actual" value is a measure of accuracy. Since the at- tenuation coefficients change with scanner and spectrum, only the estimates of , (from SIRZ) and (from YNC) have baseline actual values for accuracy comparisons across spectra and materials. The maximum and mean values of absolute errors (in percent) for these features are listed in Table VI for each of the specimen materials. The accuracy errors are below 3% except for the RbBr outlier. The accuracy errors are often larger but comparable to those of while the RbBr outlier is much larger (over 20%) because, as we saw in Table I , is ill-defined in that region. Note that we used in (3) for ground-truth values of . Accuracy errors for are larger in general, but the means are still below 3% for all but RbBr. These errors in are from a consistent bias visible in Fig. 7 (the actual values lie to the left of each cluster). This bias may be due to several factors including differences in the upper (specimen) and lower (reference) slit measurements or to approximations inherent in the basis functions of (1) used to represent the total cross section.
In actuality, the two CT systems we used are very stable and similar in measuring despite their different detectors. (The values are more different depending on the spectrum.) The RMS variation in and ratio for the common 100/160 keV scans alone were less than 0.6% between HE and TB. We attribute this observation to the comparable spectral designs of the two systems even if the detectors differ. Some of the other spec- 
D. Sensitivity to the System Spectral Response Models
Given the spectral uncertainty for X-ray tube sources and detectors, we were interested to determine what happens to SIRZ if the system spectral response model is incorrect. Would the SIRZ performance be unstable or degrade with an inaccurate system spectral response model?
In order to answer this question, we used the above set of controlled measurements to test the sensitivity of SIRZ (not Ratio or YNC) to inaccuracies in system spectral response models. We performed two types of model perturbations when processing the 100-kV and 160-kV endpoint data-either the modeled endpoint voltage was changed by kV or the filter thickness of one of the spectral models was varied by up to . We varied only one of the spectral response models (either the 100-kV or the 160-kV spectrum) individually, while the other was kept at the nominal spectrum and processed normally through SIRZ. Note that these perturbations are large compared to most manufacturers' specifications (which are in the range), so our sensitivity tests are conservative measurements. The maximum absolute error results (in percent of actual) are shown in Table VII (for SIRZ only) .
For each perturbation, the SIRZ calculations were carried out to produce the ( , ) feature space and uncertainties were measured in the same way as before, and then aggregated over all specimens. We computed the absolute difference between the perturbed and unperturbed results, and then calculated the maximum percent difference. Table VII shows that a 5% filter thickness change on the 100-kV spectrum causes little effect ( ) even for RbBr. However, for the 160-kV spectrum, the effect is larger, up to 4.2% for RbBr. For the kV endpoint voltage change without RbBr (top two rows), the errors are larger (up to 2.7%), and they are worse for than . When the high-Z specimen (RbBr) is included (bottom two rows), the errors grow significantly (up to 11%) as was seen on the baseline SIRZ results. From these results, it appears that the system spectral response model needs to be known to roughly the same percentage error as the measurements themselves. Tuning the response to the known reference materials, as is done with SIRZ, can provide that kind of accuracy.
VI. DISCUSSION
The above results demonstrate how, using five different DECT data pairings from two different scanners, SIRZ shows precision errors of and accuracy errors of for test specimens whose Z is . By contrast, the Ratio and YNC methods on the same data show precision numbers of up to 20% and 8% respectively.
For objects whose X-ray properties lie outside the span of the reference materials in the feature space (as with the RbBr solution that has effective Z of around 20) there is some loss in SIRZ performance as seen in Fig. 7 where accuracy and precision jump to 8.4% and 6.2%, respectively, which is still tighter than Ratio or YNC.
The DECT systems we used are able to scan the specimen and the reference materials simultaneously, but that is not a requirement. The reference material scans could be part of a periodic calibration procedure much like what is currently done in NDC, hospitals and airports. During the roughly nine weeks of intermittent scanning, in fact, we found that the standard deviation of the reference-material mean values averaged for all scans, except for the higher-Z references of magnesium and silicon that edged closer to 0.8 and 0.9%, respectively. A single set of reference values from one calibration procedure could have been used in our experiments and produced similar SIRZ accuracy and precision numbers.
We expect that the SIRZ technique can be extended and improved to a broader DECT domain. To validate such extensions, more thorough testing in ( , ) feature space would be required. The choices of reference materials can be modified to extend SIRZ to, say, higher-energy regimes or higher-Z materials. These cases may require extension of the definition to account for absorption edges and pair production. Algorithm speed and the effects of image artifacts and scatter also need to be studied. Further tests using other types of DECT scanners (including commercial industrial, NDC, security and medical DECT scanners) with varied different materials are necessary to demonstrate that SIRZ and the ( , ) feature space should be more broadly considered for DECT applications.
VII. CONCLUSION
Accurate and precise X-ray characterization of objects has been an important goal for NDC, security and medical applications. For X-ray characterization to be truly independent of the DECT scanning device, a technique and a feature space are required that encompass the physics of the measurement. We have introduced the SIRZ technique that can produce X-ray-relevant ( , ) features that are accurate to and precise to when measured with different systems and spectra (at energies from 80 to 200 keV). To achieve these results, the SIRZ method relies on known reference materials that span the ( , ) space and on accurate models of the source X-ray spectra and detector responses (that are calibrated to the known reference materials). Because the system spectral response is included, the X-ray beam-hardening is also inherently modeled in the process, so the standard correction methods are not needed. We also show that SIRZ is insensitive to imperfect estimates of the source spectrum and detector response. be analyzed and described in this paper. They would like to thank the Thales Group and PerkinElmer, Inc., for providing details about their respective detector array panels. They would also like to thank J. Candy, C. Crawford, C. Divin, S. Glenn, R. Panas, W. T. White, G. Zarur, and C. Logan for their help in editing the manuscript.
