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We report a search for the charmless vector-vector decay B0 → ωK∗0 with 520 × 106 BB pairs
collected with the Belle detector at the KEKB e+e− collider. We measure the branching fraction in
units of 10−6: B(B0 → ωK∗0) = 1.2+0.9−0.8 ± 0.2 (< 2.7), where the first error is statistical, the second
systematic, and the upper limit is at the 90% confidence level.
Recently, b→ sqq penguin decays have received much
attention in the literature. These decays proceed via an
internal loop diagram and thus are potentially sensitive
to new types of propagators and couplings. Such de-
cays have sometimes yielded unexpected results, e.g., the
b → suu decay B0 → K+pi− exhibits substantial direct
CP violation [1, 2], and the b → sss decay B → φK∗
exhibits large transverse polarization [3, 4]. This latter
observation implies that non-factorizable contributions
to the decay amplitude play a significant role. Here we
search for the b → sdd decay B0 → ωK∗0 (Fig. 1),
which has not yet been observed [5, 6]. The expected
standard model (SM) rate is small [7], and observing an
enhancement above this rate could indicate new physics.
Furthermore, B0 → ωK∗0 decays can be useful for de-
termining the Cabibbo-Kobayashi-Maskawa (CKM) [8]
angle φ3(= γ) [9].
This analysis uses 479 fb−1 of data containing 520×106
3BB pairs. The data was collected with the Belle detec-
tor [10] at the KEKB [11] e+e− asymmetric-energy (3.5
GeV on 8.0 GeV) collider with a center-of-mass (CM)
energy at the Υ(4S) resonance. The production rates of
B0B0 and B+B− pairs are assumed to be equal.
The Belle detector is a large-solid-angle spectrometer.
It consists of a silicon vertex detector (SVD), a 50-layer
central drift chamber (CDC), an array of aerogel thresh-
old Cherenkov counters (ACC), time-of-flight scintilla-
tion counters (TOF), and an electromagnetic calorime-
ter comprised of CsI(Tl) crystals located inside a super-
conducting solenoid coil that provides a 1.5 T magnetic
field. An iron flux return located outside the coil is in-
strumented to detect K0L mesons and to identify muons
(KLM).
The B-daughter candidates are reconstructed through
their decays ω → pi+pi−pi0, K∗0 → K+pi− and pi0 →
γγ [12]. A charged track is identified as a pion or kaon
by combining information from the CDC, ACC and TOF
systems. We reduce the number of poor quality tracks by
requiring that |dz| < 4.0 cm and dr < 0.2 cm, where |dz|
and dr are the closest approach of a track to the interac-
tion point in the z-direction and in the transverse plane,
respectively. In addition, we require that each charged
track have a transverse momentum pT > 0.1 GeV/c and
a minimum number of SVD hits. Tracks matched with
clusters in the ECL that are consistent with an electron
hypothesis are rejected.
Candidate pi0 mesons are reconstructed from pairs of
photons, where the energy of each photon in the labora-
tory frame is required to be greater than 100 MeV for the
ECL endcap regions (17◦ < θ < 32◦ or 129◦ < θ < 150◦)
and 50 MeV for the ECL barrel region (32◦ < θ < 129◦),
where θ denotes the polar angle with respect to the beam
axis. We select pi0 mesons with an invariant mass in the
range 0.1178 GeV/c2 < Mγγ < 0.1502 GeV/c
2 and a mo-
mentum in the laboratory frame ppi0 > 0.39 GeV/c.
We define ω and K∗0 signal regions 0.73 GeV/c2 <
Mpipipi < 0.83 GeV/c
2 and 0.755 GeV/c2 < MKpi <
1.050 GeV/c2, respectively. In the maximum-likelihood
(ML) fit described below, the K∗0 fit region extends
to 0.755 GeV/c2 < MKpi < 1.250 GeV/c
2 to allow for
greater discrimination between signal B0 → ωK∗0 and
non-resonant B0 → ωK+pi− decays. To reduce combina-
torial background arising from low-momentum kaons and
pions, we require that cos θKpi > −0.8, where θKpi is the
angle between the direction of the K+ and the direction
opposite to the B0 momentum in the K∗0 rest frame.
Candidate B0 → ωK∗0 decays are identified using the
energy difference (∆E) and the beam-energy-constrained
mass (Mbc). They are defined as ∆E ≡ EB −Ebeam and
Mbc ≡
√
E2beam − p
2
B, where Ebeam denotes the beam
energy and EB and pB denote the energy and momen-
tum, respectively, of the candidate B-meson, all evalu-
ated in the e+e− CM frame. We select events satisfying
|∆E| < 0.2 GeV and 5.20 GeV/c2 < Mbc < 5.29 GeV/c2,
and define signal regions −0.10 GeV < ∆E < 0.06 GeV
and 5.27 GeV/c2 < Mbc < 5.29 GeV/c
2.
The dominant source of background arises from ran-
dom combinations of particles in continuum e+e− → qq
events (q = u, d, s, c). To discriminate spherical-like BB
events from jet-like qq events, we use event-shape vari-
ables, specifically, 16 modified Fox-Wolfram moments
combined into a Fisher discriminant, F [13]. Additional
discrimination is provided by θB, the polar angle in the
CM frame between the B direction and the negative di-
rection of the positron beam axis. True B mesons follow
a 1−cos2 θB distribution, while candidates in the contin-
uum are approximately uniformly distributed in cos θB.
The displacement along the beam axis between the sig-
nal B vertex and that of the other B, ∆z, is also used.
This variable provides discrimination against continuum
events, whose tracks typically have a common vertex.
Further discrimination against continuum background
is achieved through the use of b-flavor tagging informa-
tion. The flavor of the B meson accompanying the signal
candidate is identified via its decay products: charged
leptons, kaons, and Λ’s. The Belle tagging algorithm [14]
yields the flavor of the tagged meson, q (= ±1), and a
flavor-tagging quality factor, r. The latter ranges from
zero for no flavor discrimination to one for unambiguous
flavor assignment. For signal events, q is usually consis-
tent with the flavor opposite to that of the signal B, while
it is random for continuum events. Thus, the quantity
qrFB is used to separate signal and continuum events,
where FB is the flavor of the signal B as indicated by
the charge of the final state kaon: FB = +1(−1) for B
0
(B0).
We use Monte Carlo (MC) simulated signal [15] and
data sideband events (defined as 5.20 GeV/c2 < Mbc <
5.26 GeV/c2, |∆E| < 0.2 GeV) to form F and obtain
the cos θB , ∆z and qrFB distributions. Our signal MC
is generated to be 50% longitudinally polarized (fL =
0.5). Probability density functions (PDFs) derived from
F , the cos θB distributions, and the ∆z distributions
are multiplied to form signal (LS) and continuum back-
ground (Lqq) likelihood functions. These are combined
to form a likelihood ratio R = LS/(LS + Lqq). We di-
vide the events into six bins of qrFB and determine the
optimum R selection criteria for each bin by maximizing
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FIG. 1: Penguin diagram for B0 → ωK∗0 decays.
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FIG. 2: Projections of ∆E (a), Mbc (b), Mpipipi (c) and MKpi
(d) for events in the signal region of the other three variables.
The solid curve is the fit function, the dashed curve is the
B0 → ωK∗0 component, the dot-dashed curve is the B0 →
ωK+pi− component, and the dotted curve is the sum of the
qq, b→ c and b→ s, u, d components.
NS/
√
NS +NBG, where NS is the number of signal MC
events in the signal region, and NBG is the number of
background events estimated to be in the signal region
by extrapolating from the data sideband. This optimiza-
tion preserves 50% of the signal while rejecting 99% of
the continuum background.
After all selection requirements, 12% of events in the
signal MC have more than one candidate. We choose the
best candidate in an event to be the one that minimizes
the quantity |Mγγ −Mpi0|. From MC simulation, we find
that 8.5% of signal decays have at least one particle incor-
rectly identified but pass all selection criteria. We refer
to these as “self-cross-feed” (SCF) events. The remaining
signal events, from correctly reconstructed B0 → ωK∗0
decays, are referred to as “true-signal” decays.
We obtain the signal yield using a four-dimensional ex-
tended unbinned ML fit to ∆E, Mbc, Mpipipi and MKpi.
The likelihood function consists of the following com-
ponents: true-signal decays, SCF events, non-resonant
ωKpi decays, continuum background (qq), charm B-
decay background (b→ c), and charmless B-decay back-
ground (b→ s, u, d). For all components, no sizable cor-
relations are found among the fitted quantities. The PDF
for event i and component j is defined as
P ij = Pj(∆E
i)Pj(M
i
bc)Pj(M
i
pipipi)Pj(M
i
Kpi). (1)
For the true-signal, non-resonant, and peaking com-
ponents of the qq and b → s, u, d backgrounds, the K∗0
and ω resonances are modeled with Breit-Wigner func-
tions whose widths are fixed to their PDG [16] values.
The Breit-Wigner used to describe the ω resonance is
convolved with a Gaussian of σ = 5.7 MeV to account
for the detector resolution. This value, along with the
means for both resonances and the fraction of peaking qq
background events, are obtained from one-dimensional
fits to MKpi and Mpipipi for events in the data sideband
region.
All other parameters are obtained from MC simula-
tion. For the true-signal and non-resonant components,
the sum of a Crystal Ball line shape (CBLS) [17] and
Gaussian with a common mean is used to describe ∆E,
and the sum of two Gaussians with a common mean is
used to describe Mbc. To take into account small differ-
ences between the MC and data, the Mbc- ∆E shapes
for the true-signal and non-resonant PDFs are corrected
according to calibration factors determined from large
B0 → D−ρ+, D− → K+pi−pi− control samples in data
and MC. To describe the non-resonantMKpi component,
we use a second-order Chebyshev polynomial. The SCF
events are modeled with non-parametric PDFs using Ker-
nel Estimation [18].
The Mbc PDF for qq background is modeled by a
threshold ARGUS [19] function. A first-order Chebyshev
polynomial is used to model ∆E and the combinatorial
components of Mpipipi and MKpi. The PDF for b → c is
the product of an ARGUS function for Mbc, and second-
order Chebyshev polynomials for ∆E, MKpi and Mpipipi.
To model the b→ s, u, d background we use a fifth-order
Chebyshev polynomial for ∆E and a Gaussian plus AR-
GUS function for Mbc. For the non-peaking component
of Mpipipi and MKpi we use first- and second-order Cheby-
shev polynomials, respectively.
The following parameters are allowed to vary in our
final fit to the data: the true-signal, non-resonant, b→ c
and qq yields, and the qq PDF parameters describing the
∆E, Mbc and combinatorial shapes of Mpipipi and MKpi.
The fraction of SCF events is fixed to be 8.5% of the
signal. The fraction of b → s, u, d events is very small
(0.7%) and thus is also fixed in the fit according to the
predictions of MC simulation.
The likelihood function for event i is given by
L =
e−(
P
Yj)
N !
N∏
i=1
∑
j
YjP
i
j , (2)
where Yj is the yield of events from component j and N
is the total number of events in the sample.
The results of the fit are shown in Fig. 2. We find
strong peaking in ∆E,Mbc andMpipipi, which have shapes
consistent with those observed in MC simulations. How-
ever, we do not observe a strong K∗0 resonance. Instead,
we observe a high density of events in the upper side-
band of the MKpi distribution, which the fit assigns to
non-resonant decays. The branching fraction is evalu-
5TABLE I: Systematic errors for B(B0 → ωK∗0).
Type Fractional error (%)
+σ −σ
Track reconstruction efficiency 4.80 −4.80
pi0 reconstruction efficiency 4.00 −4.00
K±pi± idenfication efficiency 1.33 −1.33
∆E PDF shape calibration 3.46 −3.62
Mbc PDF shape calibration 2.12 −2.19
Shape of K∗0 and ω PDFs 3.45 −3.69
Shape of true-signal PDF 0.69 −0.69
Shape of B0 → ωK+pi− PDF 9.02 −5.80
Shape of b→ c PDF 1.50 −1.60
Shape of b→ s, u, d PDF 1.02 −1.09
Shape of qq PDF 6.65 −6.16
Fraction of b→ s, u, d background 2.59 −5.04
SCF fraction 5.66 −5.17
Possible fitting bias 1.50 0.00
Effect of higher K∗0 resonances 1.30 0.00
B0 → ωK∗0 acceptance 0.63 −0.63
Longitudinal polarization 2.61 −2.61
R requirement 2.80 −2.80
NBB¯ 1.31 −1.31
Total 16.1 −14.7
ated using the following quantities: YωK∗0 = 15.1
+11.1
−10.0,
the signal yield; ε = (4.48± 0.03)× 10−2, the signal effi-
ciency; εtrack = 0.94±0.01, an efficiency correction for the
charged track selection that takes into account small dif-
ferences between MC and data; (520±6)×106, the num-
ber of BB pairs produced; and
∏
Bi = 0.59 ± 0.01 (i =
K∗0, ω, pi0), the product of daughter branching fractions.
The sources of systematic error are listed in Table I.
The errors on the PDF shapes are obtained by varying
all fixed parameters by ±1σ. To obtain the error on the
SCF and b → s, u, d fractions, we vary the normaliza-
tions by ±50%. The effect of a possible fit bias due to
floating the non-resonant ωKpi normalization is obtained
by fitting ensembles of simulated experiments contain-
ing varying sets of signal and non-resonant events. We
consider the effects of higher K∗0 resonances by calcu-
lating the fractional change in our signal yield when we
include a PDF for B0 → ωK∗0(1430), whose yield is
fixed to 1.0 event, as determined by extrapolating from
a higher-mass region. The dependance of the acceptance
on fL is obtained by varying fL from 0 to 1.0. To ob-
tain the uncertainty on the selection efficiency of the R
requirement, we vary the R thresholds, and we also cal-
culate the data/MC efficiency ratio for the B0 → D−ρ+,
D− → K+pi−pi− control sample.
Our final result for the branching fraction based on
520× 106 BB pairs is
B(B0 → ωK∗0) = [1.2+0.9
−0.8 ± 0.2 (< 2.7)]× 10
−6, (3)
where the first error quoted is statistical, the second sys-
tematic, and the upper limit is taken to be the branch-
ing fraction corresponding to 90% of the total integral
)2 (GeV/cpiKM
0.8 0.9 1 1.1 1.2
2
Y
ie
ld
s/ 
50
 M
eV
/c
0
10
20
30
2
Y
ie
ld
s/ 
50
 M
eV
/c
FIG. 3: Signal yields obtained from the ∆E-Mbc distribution
in bins of MKpi for events in the ω signal region. The solid
curve is the fit function, the dashed curve is the B0 → ωK∗0
component, and the dot-dashed curve is the B0 → ωK+pi−
component.
of the likelihood function in the positive branching frac-
tion region. The systematic error is included by con-
volving the likelihood function with a Gaussian hav-
ing a standard deviation equal to the systematic uncer-
tainty. The statistical significance of the signal, defined
as
√
−2ln(L0/Lmax), where Lmax (L0) is the value of the
likelihood function when YωK∗0 is allowed to vary (set to
0), is 1.6σ.
To verify the large non-resonant contribution, we fit
the background-subtracted MKpi distribution to extract
the signal yield. To obtain this distribution, we bin the
data in MKpi from [0.75, 1.25] GeV/c
2 and, for each bin,
perform a two-dimensional extended unbinned ML fit to
∆E and Mbc. The likelihood function consists of three
components: signal + non-resonant, qq + b → c, and
b → s, u, d. We use a single PDF to describe the signal
+ non-resonant component, since their individual shapes
are almost identical in ∆E andMbc. A single PDF is also
used to model qq + b → c, since in several of the bins,
the statistics are too low to model them independently.
The ∆E and Mbc PDFs for the signal + non-resonant
and b→ s, u, d components are identical to those used in
the four-dimensional fit, with the exception that here, we
do not model the true-signal and SCF events separately.
For the qq + b→ c PDF, we use a first order Chebyshev
polynomial for ∆E and an ARGUS function forMbc. We
fix the shapes of the signal + non-resonant and b→ s, u, d
components from MC simulation. In the final fit, we fix
the fraction of b → s, u, d, while allowing the other two
normalizations, and the ∆E and Mbc shapes of the qq +
b→ c PDF, to vary.
The results are shown in Fig. 3. We perform a χ2 fit
to this background-subtracted MKpi distribution. The
Breit-Wigner shape is obtained in the same way as for
the four-dimensional fit. For the non-resonant compo-
nent, we use a fourth-order Chebyshev polynomial. In
6the final fit, we float the non-resonant shape parame-
ters along with the fractional signal yield. We obtain
YωK∗0/(YωK∗0+YωKpi) = (9.3±10.6)%, which is very sim-
ilar to the result of the four-dimensional fit: (10.3+7.7
−7.0)%.
In summary, we present a measurement of the branch-
ing fraction of B0 → ωK∗0 decays using 520 × 106
BB pairs. The statistical significance of our signal
yield is only 1.6σ, and thus we set an upper limit of
B < 2.7×10−6 at the 90% C.L. Our result is in agreement
with theoretical estimates [7]. The limit obtained is be-
low the previous constraint from BaBar [6] by a factor of
1.6. In addition, we observe a large rate for non-resonant
B0 → ωK+pi− decays.
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