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RESUMO
A noc¸a˜o de estrutura tem aplicac¸a˜o em diversos campos do conheci-
mento, notadamente na matema´tica, na lo´gica e na filosofia da cieˆncia.
Na matema´tica, o trabalho do coletivo franceˆs Bourbaki evidenciou
o aspecto estrutural da matema´tica buscando, por interme´dio deste
conceito, uma sistematizac¸a˜o de praticamente toda a matema´tica pura.
No campo da lo´gica, estruturas espec´ıficas fornecem uma semaˆntica a`
linguagens formais. Na filosofia da cieˆncia, ela faz parte da resposta de
alguns filo´sofos a` questa˜o da natureza das teorias cient´ıficas.
Nesta dissertac¸a˜o, tratamos o tema das estruturas a partir do trabalho
realizado por Newton da Costa e Alexandre Rodrigues e desenvolve-
mos uma abordagem das linguagens formais baseada na definic¸a˜o de
estrutura proposta por esses pesquisadores. Em seguida, discutimos
a relac¸a˜o de alguns dos chamados me´todos formais com a filosofia da
cieˆncia, principalmente no que tange a` ana´lise filoso´fica das teorias
cient´ıficas, e nos fixamos sobre a chamada abordagem semaˆntica, que
busca compreender as teorias cient´ıficas atrave´s do conceito de modelo
que, no sentido que empregamos neste trabalho, esta´ vinculado a` noc¸a˜o
de estrutura matema´tica. Ademais, como mostramos, a axiomatizac¸a˜o
de teorias cient´ıficas pode ser enxergada de maneiras alternativas, de-
pendendo das ferramentas que utilizamos para tal fim. Apontamos
que, deste fato, podemos compreender de maneiras distintas a ide´ia
de modelo, e que varia tambe´m a quantidade de classes de estrutu-
ras que podemos axiomatizar. Por fim, tratamos da relac¸a˜o entre os
modelos empregados na pra´tica cient´ıfica e os modelos no contexto da
matema´tica e na lo´gica.




The notion of structure is useful in several fields of knowledge, mostly
in mathematics, logic and in the philosophy of science. In mathema-
tics, Bourbaki’s work emphasized the structural aspect of mathematics,
seeking from this concept a base for pure mathematics. In the field of
logic, specific structures give a semantic to formal languages. In the
philosophy of science, it is part of the answer from some philosophers
to the question of the nature of scientific theories.
In this thesis, we consider the notion of structure from the point of
view of the ideas developed by Newton da Costa and Alexandre Ro-
drigues, and we develop an approach to formal languages based on the
definition of structure put forward by them. After that, we discuss the
relationship between formal methods and the philosophy of science, and
we fix ourselves on the so called semantic approach, according to which
we can understand scientific theories through the concept of model,
which in this work is linked to the notion of mathematical structure.
Moreover, as we argue, the axiomatization of scientific theories can be
seen in two different ways, according to the tools we use to axiomatize
them. We point out that from this fact we can understand in distinct
ways the concept of model and we can axiomatize a different number of
classes of structures. Finally, we discuss the relationship between the
models employed in the scientific practice and the models employed in
the fields of mathematics and logic.
Keywords: Structures, semantic approach, axiomatic method, models
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A ide´ia de estrutura matema´tica desempenha, desde o se´culo pas-
sado, importante papel em va´rias a´reas do conhecimento. Se moderna-
mente, o conceito de estrutura pode ser identificado com o trabalho do
coletivo franceˆs Bourbaki1, uma ide´ia na˜o-formal de estrutura permeia
a matema´tica, em geral de modo impl´ıcito, desde ha´ algum tempo. Mas
foi decididamente no se´culo XX que essa ide´ia tomou corpo e forma na
matema´tica e chegou a disseminar-se para outras a´reas. Podemos situar
em 1930, com o influente livro Moderne Algebre do matema´tico alema˜o
van der Waerden, o in´ıcio dessa trajeto´ria. Sua abordagem a` a´lgebra
e´ baseada no reconhecimento de que certas noc¸o˜es como grupos, ane´is,
ideais, corpos etc sa˜o, na verdade, realizac¸o˜es de uma mesma ide´ia que
subjaz a todas elas, a saber, a de estrutura alge´brica, e o objetivo da
pesquisa em a´lgebra se resume na total elucidac¸a˜o dessas noc¸o˜es (Corry
2001; para um trabalho amplo sobre o surgimento e estabelecimento do
conceito de estrutura na matema´tica, ver Corry 1996). Ainda que todos
esses conceitos ja´ fossem conhecidos pelos matema´ticos da e´poca, van
der Waarden adotou uma abordagem u´nica para definir e estudar cada
um deles, dando uma unidade a conceitos que eram vistos como apenas
vagamente relacionados, o que configurou enorme inovac¸a˜o. Mas como
dito, na˜o ha´ nome mais associado ao conceito de estrutura do que o
de Bourbaki, que a partir de 1939 iniciou a publicac¸a˜o de um tratado
composto por va´rios volumes chamado E´le´ments de mathe´matique, que
abarca praticamente todas as principais a´reas da matema´tica pura. A
principal inspirac¸a˜o para o trabalho do grupo franceˆs foi o modelo pro-
posto pelo livro de a´lgebra de van der Waerden. De fato, o projeto de
Bourbaki em sua totalidade pode ser definido como uma tentativa de
estender para toda a matema´tica a abordagem dispensada a` algebra em
Moderne Algebra, a saber, o reconhecimento de que os diversos campos
da matema´tica como a a´lgebra, a topologia, a ana´lise funcional etc., sa˜o
realizac¸o˜es de uma mesma ide´ia subjacente a todas elas: a de estrutura
matema´tica. O projeto bourbakista buscou apresentar uma visa˜o unifi-
cada do que o grupo via como sendo as principais a´reas da matema´tica,
a partir de um sistema de notac¸a˜o comum, propondo questo˜es semel-
1Nicolas Bourbaki e´ o pseudoˆnimo de um grupo de matema´ticos, principalmente
franceses, que formaram um grupo a partir de 1935 tendo como objetivo redigir
um tratado sobre os alicerces da ana´lise matema´tica. Os membros que fundaram
o grupo foram: Henri Cartan, Claude Chevalley, Jean Delsarte, Jean Dieudonne´,
Andre´ Weil, Jean Coulomb, Charles Ehresmann, Szolem Mandelbrojt e Rene´ de
Possel.
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hantes aos va´rios campos investigados e utilizando te´cnicas e me´todos
similares em domı´nios matema´ticos aparentemente distantes (ibid.).
A ascensa˜o da abordagem estruturalista na matema´tica possui
como reflexo a consolidac¸a˜o do me´todo axioma´tico, de sorte que pode-
mos considera´-lo como a caracter´ıstica fundamental desta abordagem.
E´ sintoma´tico disso o fato de que van der Waerden tenha apresentado
as teorias alge´bricas em seu livro de uma maneira totalmente abstrata e
axioma´tica, como nenhuma outra exposic¸a˜o ta˜o abrangente da a´lgebra
fizera antes (ibid.). O filo´sofo Jaakko Hintikka expressou-se assim, em
recente artigo:
“[T]he structuralist orientation of modern mathematics na-
turally leads to the use of axiomatization. To understand a kind
of structure, for instance the structure of a group, is to have an
overview over all its instantiations. In an axiomatic system, this
is accomplished by capturing all those structures as the models
of the system”(Hintikka 2009, p. 02).
A compreensa˜o de que tanto o me´todo axioma´tico quanto a ide´ia de
estrutura poderiam ser usados para abordar, de um ponto de vista fi-
loso´fico, as teorias cient´ıficas, trouxe-os para a arena da filosofia da
cieˆncia. Talvez a mais nota´vel aplicac¸a˜o desses instrumentos deˆ-se
no interior da concepc¸a˜o filoso´fica denominada abordagem semaˆntica
das teorias cient´ıficas. Essa concepc¸a˜o filoso´fica dificilmente pode ser
vista como um movimento u´nico e integrado, e mais como um ro´tulo
que agrega uma se´rie de filo´sofos de diversas orientac¸o˜es. Podemos,
contudo, situar um nu´cleo em torno do qual movem-se esse filo´fosos.
“This core is marked out by a commiment to the view that scientific
theories can be caracterized by what their linguistic formulations refer
to when the latter are interpreted semantically, in the model-theoretic
sense”(da Costa, French 2003, p. 22). Apesar de esta u´ltima for-
mulac¸a˜o na˜o ser a mais usual, ela espelha o famoso slogan dessa abor-
dagem: uma teoria cient´ıfica e´ caracterizada por uma classe de mode-
los. No caso do filo´sofo Patrick Suppes, considerado um dos precursores
da abordagem semaˆntica, o instrumento de axiomatizac¸a˜o das teorias
cient´ıficas e´ a teoria de conjuntos e os modelos sa˜o justamente estrutu-
ras conjuntistas que satisfazem esses axiomas.
Nesta dissertac¸a˜o abordamos principalmente estruturas matema´-
ticas, o me´todo axioma´tico e a abordagem semaˆntica das teorias cient´ıfi-
cas, ale´m de outros to´picos relacionados.
O primeiro cap´ıtulo desta dissertac¸a˜o e´ dedicado a apresentar a
teoria de conjuntos ZFC, sobre a qual todo o nosso trabalho posterior
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sera´ erigido.
No segundo cap´ıtulo, a partir da base ja´ estabelecida, introdu-
zimos o conceito de estrutura, basicamente um constructo conjuntista
formado por um domı´nio na˜o-vazio e relac¸o˜es sobre os elementos do
domı´nio, mas tambe´m sobre subconjuntos de elementos do domı´nio, e
relac¸o˜es de ordem mais alta, num sentido que se vera´ mais a` frente.
Apresentamos uma versa˜o bastante geral do conceito de estrutura, se-
guindo a definic¸a˜o proposta por Newton da Costa e Alexandre Ro-
drigues (da Costa, Rodrigues 2007). No contexto da teoria de estru-
turas apresentada, podemos selecionar algumas destas estruturas, as
a´lgebras livres, para desempenhar o papel de linguagens formais. Dis-
cutimos a relac¸a˜o entre linguagem e estruturas, especificando como se
pode estabelecer uma linguagem que “fale” de modo natural dos ele-
mentos e relac¸o˜es em uma estrutura, sendo assim conveniente para que
se formule os axiomas de uma teoria da qual a estrutura em questa˜o
e´ um dos modelos. A ligac¸a˜o entre a linguagem e as estruturas, como
vemos, pode ser ser feita atrave´s do famoso predicado de Suppes, uma
fo´rmula da linguagem da teoria de conjuntos que serve para relacionar
estruturas e axiomas da seguinte forma: as estruturas que satisfazem o
predicado sa˜o os modelos desses axiomas. Finalizando o cap´ıtulo, um
to´pico importante e´ o da definibilidade em uma estrutura. Veremos
que conceitos distintos e aparentemenre distantes como o de definibili-
dade em uma estrutura (intuitivamente, um elemento e´ defin´ıvel numa
estrutura quando existe uma fo´rmula que o define, isto e´, quando al-
guma fo´rmula da linguagem, quando interpretada nesse elemento da
estrutura, e´ verdadeira) e o de definibilidade absoluta (intuitivamente,
um elemento do domı´nio de uma estrutura e´ absolutamente defin´ıvel
quando invariante sob os automorfismos da estrutura), sa˜o equivalentes,
no tocante a linguagens infinita´rias, resultado de um teorema cuja de-
monstrac¸a˜o apresentaremos.
No terceiro cap´ıtulo entramos propriamente na discussa˜o filo´sofica.
Tratamos das duas principais concepc¸o˜es filoso´ficas a` questa˜o das teo-
rias cient´ıficas, a semaˆntica e a sinta´tica, e o papel que me´todos formais
como o axioma´tico, a lo´gica cla´ssica, a teoria de modelos desempenha-
ram na elaborac¸a˜o dessas concepc¸o˜es.
Dentro da concepc¸a˜o semaˆntica discutimos duas abordagens, de-
nominadas abordagem de Suppes e abordagem de da Costa-Chuaqui.
Ambas as abordagens esta˜o relacionadas entre si: a suppesiana esta´
inserida no seio de seu grandioso projeto de pesquisa de axiomatizac¸a˜o
de teorias cient´ıficas, iniciado na de´cada de cinquenta; a abordagem da
Costa-Chuaqui e´ fruto dos esforc¸os desses dois pesquisadores em produ-
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zir uma versa˜o formalizada da primeira abordagem. Como procuramos
evidenciar, sa˜o maneiras diferentes de proceder a axiomatizac¸a˜o de uma
teoria. O que nos leva a maneiras diferentes de se compreender a noc¸a˜o
de modelo, conceito que ocupa destacada posic¸a˜o dentro da concepc¸a˜o
semaˆntica. Por fim, discutiremos as relac¸o˜es entre a palavra modelo em
filosofia da cieˆncia (considerando-se a acepc¸a˜o usual dentro lo´gica) e a
ide´ia de modelo cient´ıfico, que comparece na pra´tica e no discurso do
cientista.
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2 A TEORIA DE CONJUNTOS ZFC
A teoria de conjuntos surgiu nas u´ltimas de´cadas do se´culo XIX
com Georg Cantor (1845-1918), e a despeito de certa resisteˆncia de al-
guns matema´ticos proeminentes da e´poca, como Kronecker e Poincare´,
a` ide´ia de infinito “atual” ou “completo” introduzida pela teoria, ela foi
adotada pelos matema´ticos e revelou-se um instrumento extremamente
poderoso a`s investigac¸o˜es matema´ticas. Um para´ıso, nas palavras de
Hilbert (Hilbert 1967, p. 376).
Entretanto, o surgimento de alguns paradoxos, entre eles o de
Burali-Forti e o de Russell acusaram falhas na teoria e colocaram-
na sob suspeic¸a˜o. O matema´tico alema˜o Ernst Zermelo (1871-1953),
em vista das cr´ıticas recebidas pela sua demonstrac¸a˜o do teorema da
boa ordenac¸a˜o, buscou axiomatizar a teoria de conjuntos a fim de
esclarecer aspectos de sua demonstrac¸a˜o (que fazia uso do chamado
axioma da escolha).1 Percebeu-se que um dos problemas associados
a` teoria era uma suposic¸a˜o impl´ıcita conhecida por princ´ıpio da com-
preensa˜o (ou pr´ıncipio da abstrac¸a˜o) que pode ser expressa da seguinte
forma: para toda condic¸a˜o φ(x), a colec¸a˜o ou classe {x : φ(x)} e´ um
conjunto. Tal princ´ıpio conduzia a colec¸o˜es demasiado abrangentes
para serem conjuntos, ensejando os paradoxos acima citados. Por-
tanto, uma das preocupac¸o˜es da axiomatizac¸a˜o de Zermelo foi a de
limitar a abrangeˆncia dos conjuntos atrave´s do esquema de axiomas da
separac¸a˜o, cuja utilizac¸a˜o, para a formac¸a˜o de um conjunto, pressupo˜e
a existeˆncia de um conjunto previamente formado. A esse esquema de
axiomas juntaram-se mais seis (extensionalidade, axioma dos conjun-
tos elementares, conjunto das partes, axioma da unia˜o, do infinito e
o poleˆmico axioma da escolha), formando a primeira versa˜o da teoria
axiomatizada de Zermelo.
Aos axiomas propostos por Zermelo foram adicionados o es-
quema de axiomas da substituic¸a˜o, proposto de forma independente
por Abraham Fraenkel (1891-1965), Thoralf Skolem (1887-1963) e Nels
Lennes (1874-1951), e o axioma da regularidade, proposto por Skolem,
Dimitry Mirimanoff (1861-1945) e John von Neumann (1903-1957).
A teoria axioma´tica assim concebida ficou conhecida como teoria de
conjuntos de Zermelo-Fraenkel com o axioma da escolha (ZFC). Ha´,
entretanto, nessa designac¸a˜o, uma pequena injustic¸a que nos parece
1O teorema da boa ordenac¸a˜o nos diz que todo conjunto pode ser bem ordenado,
ou seja, dado um conjunto e´ poss´ıvel definir uma ordem sobre seus elementos de tal
forma que todo subconjunto possua um menor elemento.
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digna de nota. Zermelo na˜o apresentou sua axiomatizac¸a˜o numa lin-
guagem formal espec´ıfica, o que trouxe certa imprecisa˜o a` formulac¸a˜o
do esquema de axiomas da separac¸a˜o, que Zermelo formulou da seguinte
maneira: para qualquer condic¸a˜o “definida” φ(x) e conjunto A previa-
mente dado, existe o conjunto dos elementos de A com a propriedade
φ(x). Para Zermelo, o fato de que a condic¸a˜o fosse “definida” diria
essencialmente que para cada objeto a do universo, o valor lo´gico da
proposic¸a˜o φ(a) e´ bem determinado. No entanto, esse conceito mostrou-
se algo amb´ıguo e na˜o ta˜o preciso como seria deseja´vel. Foi Skolem,
em 1922, quem propoˆs considerar a linguagem da teoria de conjun-
tos como uma linguagem de primeira ordem, onde uma “condic¸a˜o em
x” e´ perfeitamente defin´ıvel; a proposta de Skolem acabou sendo uni-
versalmente adotada (ver, por exemplo, Krause 2002, pp. 113-115).
Posteriormente, foram desenvolvidas outras axiomatizac¸o˜es da teoria
de conjuntos como, por exemplo, a de von Neumann-Bernays-Go¨del
(NBG); a de Kelley-Morse (KM); a de Quine-Rosser (NF), dentre ou-
tras (mais informac¸o˜es em Krause 2002, cap. 5).
Neste primeiro cap´ıtulo nos dedicamos a explorar um pouco a
teoria de conjuntos ZFC, visto que ela e´ a base de todo nosso desenvol-
vimento posterior. Ecoando Zermelo, podemos dizer que
“[S]et Theory is that branch of mathematics whose task is to
investigate mathematically the fundamental notions “number”,
“order”, and “function”, taking them in their pristine, simple
form, and to develop thereby the logical foundations of all of
arithmetic and analysis; thus it constitutes an indispensable com-
ponent of the science of mathematics” (Zermelo 1967, p. 200)
A teoria de conjuntos, portanto, afigura-se como grande ferramenta a`
matema´tica, em especial no estudo de seus fundamentos, ja´ que esta
pode ser baseada naquela, no sentido de que todos os conceitos e objetos
da matema´tica cla´ssica podem ser reduzidos a conjuntos (Kunen 2009,
p. 14).
Vejamos primeiramente a sintaxe de ZFC.
2.1 A SINTAXE DE ZFC
Neste trabalho, adotaremos a teoria de conjuntos ZFC de pri-
meira ordem, que pode ser formulada da seguinte maneira. A lin-
guagem de ZFC e´ uma linguagem de primeira ordem com identidade
contendo um u´nico s´ımbolo de predicado na˜o-lo´gico, o s´ımbolo de pre-
dicado bina´rio ∈. Essa linguagem e´ chamada L∈. A lo´gica subjacente
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a` ZFC e´ a lo´gica de primeira ordem cla´ssica com identidade.
Os axiomas de ZFC sa˜o os seguintes:
1. Extensionalidade: ∀x∀y(∀z(z ∈ x↔ z ∈ y)→ x = y)
2. Regularidade: ∀x(∃y(y ∈ x)→ ∃y(y ∈ x ∧ ¬∃z(z ∈ x ∧ z ∈ y)))
3. Par: ∀x∀y(∃z(∀w(w ∈ z ↔ w = x ∨ w = y)))
Atrave´s desse axioma obtemos ∀x(∃z(∀w(w ∈ z ↔ w = x), o
conjunto unita´rio {x}. Pelo axioma da extensionalidade, ele e´
u´nico para cada x.
4. Esquema da separac¸a˜o: Seja α uma fo´rmula de L∈ na qual a
varia´vel y na˜o ocorre livre, enta˜o para cada fo´rmula α o seguinte
e´ um axioma: ∀w∃y∀x(x ∈ y ↔ x ∈ w ∧ α(x))
Atrave´s do esquema da separac¸a˜o, podemos obter o conjunto va-
zio. Consideremos a lei lo´gica ∃x(x = x), que nos garante a
existeˆncia de algum conjunto, que chamamos de w. Tomemos,
agora, a fo´rmula x 6= x. Utilizando o esquema de axiomas da
separac¸a˜o, temos ∀w∃y∀x(x ∈ y ↔ x ∈ w ∧ x 6= x), ou seja,
∃y∀x(x /∈ y). Pelo axioma da extensionalidade, ele e´ u´nico. Esse
conjunto e´ representado por ∅.
5. Unia˜o: ∀x∃y∀z(z ∈ y ↔ ∃w(z ∈ w ∧ w ∈ x)). O conjunto unia˜o






6. Poteˆncia: ∀x∃y∀z(z ∈ y ↔ z ⊆ x), onde u ⊆ v := ∀w(w ∈ u →
w ∈ v).
7. Esquema da substituic¸a˜o: Seja φ(x, y) uma fo´rmula de L∈ na
qual as varia´veis x e y sa˜o distintas e ocorrem livres. Seja u e v
varia´veis distintas de x e y. Enta˜o para cada fo´rmula φ, a seguinte
expressa˜o e´ um axioma:
∀x∃!y(φ(x, y)→ ∀u∃v∀y(y ∈ v ↔ ∃x(x ∈ u ∧ φ(x, y))))
8. Infinito: ∃x(∅ ∈ x ∧ ∀y(y ∈ x→ y ∪ {y} ∈ x))
9. Escolha: ∀x(∀y(y ∈ x → y 6= ∅) ∧ ∀t∀z(t ∈ x ∧ z ∈ x ∧ t 6= z →
t ∩ z = ∅)→ ∃t(t ⊆ x ∧ ∀u(u ∈ x→ ∃v(t ∩ u = {v})))
Findada a exposic¸a˜o da sintaxe de ZFC, nos atemos a` sua semaˆntica.
24
2.2 A SEMAˆNTICA DE ZFC
Numa passagem famosa, o lo´gico Alfred Tarski escreveu que “a
possible realization in which all valid sentences of a theory T are sa-
tisfied is called a model of T” (Tarski 1953, p. 11). Um modelo de
uma teoria e´ um par formado por um domı´nio (um conjunto na˜o vazio)
e uma func¸a˜o que interpreta os s´ımbolos na˜o-lo´gicos da teoria neste
domı´nio, de tal maneira que os axiomas da teoria sejam verdadeiros
nesta estrutura. Portanto, dar uma semaˆntica a` linguagem de ZFC e´
prover um domı´nio na˜o vazio para as varia´veis desta linguagem, jun-
tamente com uma relac¸a˜o bina´ria sobre esse conjunto, justamente a
interpretac¸a˜o do s´ımbolo ∈.
Esta discussa˜o pode ser relacionada com a questa˜o da consisteˆncia
de ZFC que, segundo Ebbinghaus et al (Ebbinghaus, Flum, Thomas
1994, p. 112), e´ um dos problemas chave dos estudos fundacionais.
Atrave´s daquele conhecido como segundo teorema da incompletude de
Go¨del, para um sistema formal consistente S recursivamente axioma-
tiza´vel e contendo uma certa porc¸a˜o da aritme´tica - condic¸o˜es estas
satisfeitas por ZFC - na˜o ha´ demonstrac¸a˜o da consisteˆncia de S forma-
liza´vel em S (sendo a consisteˆncia adequadamente representada).2 Em
outras palavras, assumindo-se a consisteˆncia de ZFC, tal consisteˆncia,
se expressa adequadamente, na˜o pode ser provada em ZFC. Por ou-
tro lado, pelo teorema da completude, uma teoria de primeira ordem
(como o e´ ZFC), se consistente possui modelos. Ora, assumiremos como
e´ praxe que ZFC e´ consistente, logo, que possui modelos, e estes, como
indicados anteriormente, sa˜o constructos conjuntistas. Portanto, uma
maneira de entender o segundo teorema da incompletude no contexto
da teoria de conjuntos ZFC e´ que ele pro´ıbe que provemos a existeˆncia
desses modelos (que tem que existir, assumida a consisteˆncia de ZFC)
no sistema axioma´tico ZFC, pois se o fize´ssemos estar´ıamos provando
a consisteˆncia de ZFC dentro de ZFC.
2.2.1 O modelo pretendido de ZFC
Procuramos formular aqui uma ide´ia geral daquela que e´ consi-
derada, num sentido intuitivo, a interpretac¸a˜o pretendida dos axiomas
de ZFC. Conhecida na literatura como modelo pretendido ou inten-
cional da teoria de conjuntos, ele nos fornece uma visa˜o intuitiva da
2Como nos mostra Solomon Feferman (Feferman 1960)
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“verdade” dos axiomas de ZFC. A noc¸a˜o de modelo da qual falamos
aqui na˜o corresponde a` ide´ia de modelo apresentada acima. Aqui, fa-
lamos de um modelo intuitivo, cujo domı´nio na˜o e´ um conjunto, mas
uma classe pro´pria, a saber, a classe universal V = {x : x = x}. Na
interpretac¸a˜o intuitiva pretendida, x ∈ y sera´ interpretado como signi-
ficando “x e´ elemento de y”, mas o domı´nio desse modelo e´ algo mais
dif´ıcil de ser descrito.
Se considerarmos, como e´ usual, a teoria de conjuntos ZFC como
o fundamento da matema´tica cla´ssica, nosso domı´nio deve ser capaz de
capturar toda a matema´tica atrave´s de conjuntos. Nessa direc¸a˜o, se de-
sejamos falar apenas em conjuntos, devemos poder falar dos elementos
de um conjunto qualquer, e todos esses elementos devem ser conjuntos
tambe´m. Numa primeira aproximac¸a˜o, nosso domı´nio consiste de todos
aqueles x tais que x e´ um conjunto, e ∀y(y ∈ x→ y e´ um conjunto), e
∀z∀y(y ∈ x∧ z ∈ y → z e´ um conjunto) e assim por diante. Um tal x e´
denominado um conjunto heredita´rio. Uma importante caracter´ıstica
de nosso domı´nio e´ que todo elemento de um conjunto heredita´rio e´
tambe´m um conjunto heredita´rio. Um modo de conceber esse universo
e´ imaginar que um conjunto x so´ pode ter como elementos conjuntos
que ja´ tenham sido previamente formados, e a formac¸a˜o desses conjun-
tos ocorre em etapas (para uma descric¸a˜o mais precisa desse processo
ver, por exemplo, Shoenfield 1977). Para cada etapa α ha´ certas etapas
que precedem α — com a excec¸a˜o da primeira —, e havera´ etapas que
sucedem α. Em cada etapa α, qualquer colec¸a˜o x de conjuntos for-
mados em etapas anteriores constitui um conjunto, que se diz formado
na etapa α. Resulta disso que se a etapa β precede α, um conjunto x
que e´ formado em β podera´ ser formado tambe´m na etapa α, pois x
e´ uma colec¸a˜o de conjuntos formados em etapas que precedem α. Por
fim, em nosso domı´nio, uma colec¸a˜o de conjuntos so´ e´ um conjunto se
for formado em alguma etapa. Isso nos da´ uma visa˜o, ainda que intui-
tiva e parcial, de nosso domı´nio: um universo de conjuntos formados
em etapas. As etapas, dessa maneira, sa˜o cumulativas, raza˜o pela qual
esse universo e´ conhecido como Hierarquia Cumulativa de Conjuntos.
Procedemos agora um refinamento do universo intuitivo de conjun-
tos esboc¸ado acima. Isso se da´ especificando os conceitos de etapa e
sucessa˜o e precedeˆncia de etapas de uma maneira matematicamente
precisa. Para tanto, utilizamos o conceito de nu´mero ordinal para de-
signar as etapas e a relac¸a˜o de ordem usual entre os ordinais para a
relac¸a˜o de precedeˆncia entre etapas.
Os nu´meros ordinais podem ser classificados em treˆs tipos: pri-
meiramente temos ∅, chamado de zero. Em seguida temos os ordi-
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nais da forma α+, para um ordinal menor α; este e´ chamado ordinal
sucessor. Por fim, ha´ aqueles ordinais que na˜o sa˜o sucessores de nen-
hum outro, os chamados ordinais limites.
Agora, por recursa˜o transfinita sobre os ordinais, definimos Vα,
onde α e´ um ordinal.
V0 = ∅





onde α e´ um ordinal limite.





onde α e´ um nu´mero ordinal.
WF e´ a chamada classe dos conjuntos bem fundados. Intuitiva-
mente, WF e´ a classe dos conjuntos constru´ıdos atrave´s do processo
iterativo, a partir do ∅. Portanto, os conjuntos bem fundados sa˜o de-
finidos como aqueles que pertencem a algum Vα. Estamos agora em
condic¸o˜es de caracterizar o universo conjuntista V , visto que o axioma
da regularidade, previamente exposto, e´ equivalente a:
V = WF
Diferentemente dos outros axiomas de ZFC, o axioma da regula-
ridade na˜o possui aplicac¸o˜es na matema´tica cla´ssica, mas evita certas
“patologias” como, por exemplo, um conjunto x tal que x = {x}. (Para
mais detalhes, Kunen 1980, cap. 3).
Para finalizar este to´pico, consideremos a seguinte questa˜o: dado
um ordinal α, quais sa˜o os axiomas de ZFC satisfeitos em 〈Vα,∈〉,
onde ∈ e´ relac¸a˜o de pertineˆncia em Vα (Isto e´, x ∈ y significa que
x ∈ y e x, y ∈ Vα)? Os seguintes resultados podem ser provados (as
demonstrac¸o˜es desses resultados podem ser encontrados em Franco de
Oliveira 1982, p. 298ss; Enderton 1977, p. 249ss).
1. Para um ordinal α qualquer, Vα e´ modelo dos axiomas da exten-
sionalidade, unia˜o, esquema de separac¸a˜o, regularidade e escolha;
2. Os axiomas do par e da poteˆncia sa˜o satisfeitos em um Vα qual-
quer, onde α e´ ordinal limite;
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3. O axioma do infinito e´ satisfeito em Vα para todo ordinal α, com
α > ω;
Disso, podemos concluir que se α e´ um ordinal limite maior que
ω, Vα e´ um modelo para todos os axiomas de ZFC, com excessa˜o
do esquema de axiomas da substituic¸a˜o.
4. Todos os axiomas do esquema da substituic¸a˜o sa˜o satisfeitos em
Vκ , se κ for um cardinal inacess´ıvel.
Uma teoria como ZFC, - formulada em primeira ordem e em
uma linguagem enumera´vel - se consistente, possui modelo e, em de-
correˆncia dos axiomas da extensionalidade, da separac¸a˜o e do par pos-
sui um modelo infinito. Estas caracter´ısticas fazem de ZFC uma teoria
na˜o-catego´rica, ou seja, uma teoria que possui modelos na˜o isomorfos.
Apesar dos grandes feitos ja´ realizados em teoria de conjuntos, na˜o
ha´ du´vida que ainda temos muito o que avanc¸ar na compreensa˜o dos
modelos de ZFC. Nossa compreensa˜o do que sa˜o conjuntos tambe´m e´
incerta. O lo´gico W. Hodges possui uma passagem muito interessante
que ilustra bem o ponto que queremos abordar. Ele escreve:
“It was Hilbert and his school who first exploited axioms,
higher-order as well as first-order, as a means of defining classes
of structures. Hilbert was horrifically inaccurate in describing
what he was doing. When he set up geometric axioms, he said
that they defined what was meant by a point. (...) Hilbert had
simply confused defining a class of structures with defining the
component relations and elements of a single structure. In this
matter Hilbert was a spokesman for a confusion which many
people shared. Even today one meets hopeful souls who believe
that the axioms of set theory define what is meant by “set”’
(Hodges 2001, p. 69)
O que Hodges, de maneira bastante espirituosa, esta´ dizendo, e´
que uma teoria axioma´tica como ZFC, constru´ıda como um ca´lculo na˜o
interpretado, especifica apenas a classe de modelos que satisfazem seus
axiomas. Os axiomas por si so´ na˜o nos dizem o que sa˜o conjuntos. Do
ponto de vista filoso´fico, a questa˜o sobre o que sa˜o conjuntos, assim
entendemos, configura importante questa˜o a ser explorada. Ademais,
ela parece estar relacionada a uma maior compreensa˜o dos modelos de
ZFC; e talvez seja nesse contexto, o dos modelos de ZFC, que a questa˜o
pode vir a ser iluminada.3
3Como assinala K. Kunen, “[s]et theory is the study of models of ZFC” (Kunen
2009, p. 7)
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No final dos anos trinta do se´culo passado, Kurt Go¨del desenvol-
veu, em suas investigac¸o˜es sobre a teoria de conjuntos, o chamado uni-
verso construt´ıvel 〈L,∈〉, onde L ⊆ V e´ a classe pro´pria dos conjuntos
construt´ıveis. Deve-se ressalvar que o termo “construt´ıvel” aqui empre-
gado tem um significado distinto dos usuais em filosofia da matema´tica.
A definic¸a˜o da hierarquia dos conjuntos construt´ıveis de Go¨del ocorre
de forma semelhante a` da hierarquia de Von Neumann, e a diferenc¸a
fundamental esta´ nas etapas sucessoras. Nestas, em vez da operac¸a˜o
irrestrita do conjunto poteˆncia, usamos uma operac¸a˜o conjunto das
partes descrit´ıveis, onde descrit´ıvel significa descrit´ıvel por uma fo´rmula
de L∈ com paraˆmetros no n´ıvel precedente (ver, por exemplo, Kunen
1980, cap. 6). Os trabalhos de Go¨del sobre o universo construt´ıvel
deram origem ao estudo dos modelos internos, que permitiram obter os
primeiros resultados de consisteˆncia relativa do axioma da escolha e da
hipo´tese generalizada do cont´ınuo.4
Finalizando nossa discussa˜o sobre a semaˆntica de ZFC, vamos
nos fixar sobre um modelo bastante peculiar da teoria que, dentre outras
coisas, nos mostra que a noc¸a˜o de cardinalidade na˜o e´ absoluta, sendo
relativa ao modelo fixado.
2.2.1.1 Um estranho modelo de ZFC
E´ importante observar como ZFC pode ser visto, por um lado,
como a teoria que fornece as “ferramentas” para a matema´tica e, por
outro, como objeto de investigac¸o˜es matema´ticas. A fim de na˜o se
cometer enganos e´ sempre necessa´rio distinguir esses dois n´ıveis. O
paradoxo de Skolem e´ bastante ilustrativo nesse ponto.
Segundo o teorema de Lo¨wenhein-Skolem, uma teoria T de pri-
meira ordem com linguagem enumera´vel que possui um modelo infinito,
possui um modelo enumera´vel. Como ZFC e´ uma teoria de primeira
ordem que, se consistente, devido aos axiomas da extensionalidade, do
par e da separac¸a˜o possui modelos infinitos, ZFC, pelo teorema, deve
possuir um modelo enumera´vel. Este fato, a` primeira vista, pode pa-
recer bastante estranho, tanto que, apesar de na˜o se configurar num
paradoxo propriamente dito, ele recebeu essa alcunha devido a` estran-
heza do que assevera pois, como pode ZFC, com o axioma da poteˆncia,
ter um modelo enumera´vel? E´ sabido que pelo axioma da poteˆncia,
sendo poss´ıvel obter o conjunto de todos os subconjuntos de ω, obteˆm-
4A hipo´tese do cont´ınuo assevera que na˜o ha´ nenhum cardinal entre o cardinal
do conjunto dos nu´meros naturais e o do conjunto dos nu´meros reais.
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se um conjunto na˜o enumera´vel. Vejamos como podemos tornar mais
compreens´ıvel esse fato (seguiremos aqui, de perto, os desenvolvimentos
em Ebbinghaus, Flum, Thomas 1994, p. 112).
E´ poss´ıvel derivar a seguinte sentenc¸a φ em ZFC:
φ = ∃x¬∃y(FUN(y) ∧ INJ(y) ∧DOM(y) = x ∧ IMG(y) ⊆ ω)
A sentenc¸a φ5 expressa, no universo conjuntista (o modelo intencional,
identificado com a hierarquia de von Neumann), a existeˆncia de um
conjunto na˜o enumera´vel.
Pelo teorema de Lo¨wenhein-Skolem, seja U = 〈A,∈A〉 um mo-
delo enumera´vel de ZFC. Portanto U |= φ, ou seja, existe a ∈ A tal
que
U |= ¬∃y(FUN(y) ∧ . . . ∧ IMG(y) ⊆ ω)[a] (∗)
O conjunto {b ∈ A|b ∈A a}, e´ o conjunto dos elementos b de A, vistos
como parte do universo conjuntista tal que b ∈A a dentro do modelo
U . Esse conjunto e´ no ma´ximo enumera´vel, por ser um subconjunto de
A. Portanto, no universo conjuntista, ou seja, fora do modelo U , existe
uma func¸a˜o injetiva cujo domı´nio e´ {b ∈ A|b ∈A a} e cuja imagem
e´ um subconjunto de ω. Entretanto, isso na˜o contradiz (∗), pois o
que (∗) esta´ dizendo e´ que dentro de U na˜o existe tal func¸a˜o injetiva
definida sobre a em ωA ou, mais exatamente, que na˜o existe b ∈ A tal
que FUNA(b), DOMA(b) = a, INJA(b), IMGA(b) ⊆A ωA; em outras
palavras, o conjunto a e´ na˜o enumera´vel em U .
5Essa fo´rmula nos diz, intuitivamente, que existe x tal que na˜o existe y que




3 ESTRUTURAS E LINGUAGENS
Neste cap´ıtulo, desenvolvemos uma teoria das estruturas baseada
em trabalhos realizados por Newton da Costa e Alexandre Rodrigues.
Essa teoria e´ toda desenvolvida no escopo da teoria de conjuntos ZFC,
apresentada no cap´ıtulo anterior.
As estruturas desempenham um papel central na matema´tica
desde meados do se´culo passado, quando o coletivo franceˆs Bourbaki
buscou reescrever a matema´tica evidenciando seu cara´ter estrutural.
Para Bourbaki, a matema´tica cla´ssica pode ser vista como o estudo
das estruturas ma˜es (alge´bricas, de ordem e topolo´gicas), e das estru-
turas oriundas da combinac¸a˜o destas (Bourbaki 1999, pp. 1273, 1274).
Com a teoria das estruturas desenvolvida, buscamos, com o aux´ılio
de recursos oriundos da a´lgebra universal, caracterizar as linguagens
formais dentro desse arcabouc¸o como um tipo particular de estrutura,
mais especificamente como uma a´lgebra livre. Os desenvolvimentos
desse cap´ıtulo teˆm como um de seus objetivos produzir uma concepc¸a˜o
rigorosa de um to´pico que e´ explorado com mais pormenor no pro´ximo
cap´ıtulo: o conceito de modelo. Esse conceito ocupa um papel central
dentro daquela que e´ conhecida como concepc¸a˜o semaˆntica das teorias
cient´ıficas. No entanto, em geral na˜o ha´ uma caracterizac¸a˜o precisa
desse conceito. Dentro da teoria das estruturas que aqui desenvolvemos
emergira˜o, portanto, duas linhas: a das linguagens formais, que sera˜o
vistas dentro de uma concepc¸a˜o alge´brica e a dos modelos, que sera˜o
estruturas espec´ıficas constru´ıdas na teoria. Nossa abordagem busca,
portanto, estabelecer uma mesma base conceitual para esses to´picos,
promovendo, ao mesmo tempo, uma caracterizac¸a˜o mais rigorosa dos
mesmos.
3.1 UMA DEFINIC¸A˜O DE ESTRUTURA
Nesta primeira sec¸a˜o, seguimos os desenvolvimentos de da Costa
e Rodrigues (da Costa, Rodrigues 2007), fazendo pequenas alterac¸o˜es a
fim de permitir que o domin´ıo da estrutura seja composto por mais de
um conjunto base, e tambe´m algumas simplificac¸o˜es que sa˜o explicadas
mais a frente.
Nossa primeira definic¸a˜o e´ a do conjunto τ de tipos. Esse conjunto
e´ tambe´m importante para o desenvolvimento das linguagens formais
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na pro´xima sec¸a˜o.
Definic¸a˜o 3.1.1 O conjunto τ de tipos e´ o menor conjunto satisfa-
zendo as seguintes condic¸o˜es:
1. Os s´ımbolos 0, 1, . . . n− 1, com 1 ≤ n < ω, pertencem a τ ;
2. Se a0, a1, . . . , an−1 ∈ τ , enta˜o 〈a0, a1, . . . , an−1〉 ∈ τ , 1 ≤ n < ω,
onde 〈a0, a1, . . . , an−1〉 e´ a sequeˆncia finita de n termos, composta
por a0, a1, . . . , an−1.
Definimos agora a ordem de um elemento de τ .
Definic¸a˜o 3.1.2 Se a ∈ τ , a ordem de a, denotada por ord(a), e´ defi-
nida como:
1. ord(k) = 0, para k = 0, 1, . . . , n− 1;
2. ord(〈a0, a1, . . . , an−1〉) = max{ord(a0), ord(a1), . . . , ord(an−1)}+
1.
Ou seja, ord e´ uma func¸a˜o do conjunto τ no conjunto ω dos
nu´meros naturais.
A definic¸a˜o seguinte nos permite construir, de uma famı´lia de
conjuntos bases D0, D1, . . . , Dn−1, o domı´nio da estrutra, as relac¸o˜es e
proprieades sobre essa famı´lia. Nesta definic¸a˜o, as operac¸o˜s conjuntis-
tas de conjunto poteˆncia e produto cartesiano sa˜o usadas, sendo deno-
tadas, respectivamente, por “×” and “P”.
Definic¸a˜o 3.1.3 Seja {D0, D1, . . . , Dn−1} uma famı´lia de conjuntos
na˜o vazios. Definimos uma func¸a˜o t, chamada de escala baseada em
{D0, D1, . . . , Dn−1}, tendo τ como domin´ıo, da seguinte forma:
1. t(k) = Dk, para k = 0, 1, . . . n− 1;
2. Se a0, a1, . . . , an−1 ∈ τ , enta˜o t(〈a0, a1, . . . , an−1〉) = P(t(a0) ×
t(a1)× . . .× t(an−1)).
A func¸a˜o t, intuitivamente, nos proveˆ um universo em etapas,
tendo como base os elementos da famı´liaDn, isto e´, {D0, D1, . . . , Dn−1},
e, com o crescimento das ordens dos tipos, os objetos atribu´ıdos a eles
crescem em complexidade tambe´m. Dado a ∈ τ , os elementos de t(a)
sa˜o ditos do tipo a. Os elementos de tipo k = 0, 1, . . . n− 1, por exem-
plo, (isto e´, elementos de Dk, ja´ que t(k) = Dk, para k = 0, 1, . . . n− 1)
33
sa˜o chamados indiv´ıduos. Os elementos de t(〈〈1〉〉) sa˜o propriedades
de propriedades de indiv´ıduos, como podemos ver da definic¸a˜o acima.
Como outro exemplo, consideremos relac¸o˜es entre objetos de tipo 0 e 1.
Os elementos de t(〈0, 0, 1〉) sa˜o relac¸o˜es terna´rias nas quais os primeiros
dois relata sa˜o de tipo 0 e o terceiro e´ de tipo 1; ja´ os elementos de
t(〈〈0, 1〉, 1〉) sa˜o relac¸o˜es entre uma relac¸a˜o e um objeto.
O conjunto
⋃
(range(Dn)), a escala baseada na famı´lia Dn, e´
denotado por ε(Dn).
Uma sequeˆncia e´ uma func¸a˜o cujo domı´nio e´ um nu´mero ordinal,
finito ou infinito. Em nosso tratamento, famı´lia tera´ o mesmo sentido
que sequeˆncia. A sequeˆncia a0, a1, ... cujo domı´nio e´ o ordinal λ, sera´
escrita (aι)ι∈λ ou aι, ι ∈ λ, ou simplesmente aι, se o domı´nio estiver
claro pelo contexto.










Dk)|, . . .}
.
Aqui, |⋃n−1k=0 Dk| denota o cardinal do conjunto ⋃n−1k=0 Dk.
Definimos agora a estrutura e sobre a famı´lia Dn.
Definic¸a˜o 3.1.5 Uma estrutura e baseada na famı´lia Dn e´ um par
ordenado da forma
e = 〈Dn, Rι〉
.
Aqui, Rι e´ uma sequeˆncia de elementos de ε(Dn), e supomos que
o domı´nio dessa sequeˆncia e´ estritamente menor que KDn . Dizemos que
KDn e ε(Dn) sa˜o o cardinal e a escala associados a e, respectivamente.
Como ja´ dito, cada elemento de ε(Dn) tem um certo tipo. A
ordem de uma relac¸a˜o e´ definida como a ordem de seu tipo, ou seja,
a ordem do tipo dos elementos que formam a relac¸a˜o. A ordem de e,
denotada ord(e), e´ a ordem do maior dos tipos das relac¸o˜es da famı´lia
Rι, se houver alguma, caso contra´rio, ord(e)=ω.
A definic¸a˜o que exibimos acima capta na˜o somente estruturas
elementares, como tambe´m aquelas de ordem superior, de maneira que
as estruturas usuais da matema´tica cla´ssica podem ser reduzidas a es-
truturas de acordo com a definic¸a˜o apresentada. Em alguns casos, essa
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reduc¸a˜o e´ uma tarefa complexa, por exemplo, a que envolve variedades
diferencia´veis, mas e´ sempre poss´ıvel, normalmente de maneiras alter-
nativas (da Costa, Rodrigues 2007, p. 5).
No in´ıcio desta sec¸a˜o, assinalamos que a nossa apresentac¸a˜o
conteria algumas simplificac¸o˜es em relac¸a˜o a de da Costa e Rodrigues
(da Costa, Rodrigues 2007). Divergimos do trabalho original permi-
tindo que indiv´ıduos e operac¸o˜es ocorram nas estruturas, ao passo que
da Costa e Rodrigues reduzem operac¸o˜es a relac¸o˜es e identificam in-
div´ıduos com seus conjuntos unita´rios. A principal raza˜o dessa mu-
danc¸a e´ simplificar a exposic¸a˜o neste trabalho, ja´ que do ponto de vista
matema´tico essas diferenc¸as sa˜o apenas uma questa˜o de convenc¸a˜o.
Portanto, na definic¸a˜o de estruturas aqui proposta os objetos da famı´lia
Rι podem ser na˜o somente relac¸o˜es, mas operac¸o˜es tambe´m, isto e´,
relac¸o˜es satisfazendo a bem conhecida condic¸a˜o funcional, ou mesmo
elementos distintos do domı´nio, os quais tomamos como sendo operac¸o˜es
0-a´rias.
3.2 LINGUAGENS FORMAIS
Apresentamos agora uma abordagem das linguagens formais de-
senvolvida a partir da noc¸a˜o da estutura acima delineada. Aqui, lin-
guagens sa˜o um tipo especial de estrutura, as a´lgebras livres. Nesta
sec¸a˜o apresentamos to´picos de a´lgebra universal necessa´rios a nossa ex-
posic¸a˜o. Seguimos, com modificac¸o˜es, o exposto em Barnes e Mack
(Barnes, Mack 1975), e nossa abordagem e´ totalmente desenvolvida
dentro do arcabouc¸o da teoria de estruturas apresentada na sec¸a˜o an-
terior.
Definic¸a˜o 3.2.1 O tipo de similaridade de uma estrutura e = 〈D,Rι〉
e´ uma famı´lia sλ<ι de tipos, tal que, para cada λ < ι, sλ e´ o tipo de
Rλ.
Dizemos que duas estruturas teˆm o mesmo tipo de similaridade
quando a famı´lia s e´ igual em ambas, ou seja, quando suas relac¸o˜es
teˆm o mesmo tipo. Como uma famı´lia e´ sempre ordenada, dado duas
estruturas com o mesmo tipo de similaridade, as relac¸o˜es em ambas
ocorrem sempre na mesma ordem, a ordem dos tipos da famı´lia.
Definic¸a˜o 3.2.2 Uma s-a´lgebra A e´ uma estrutura 〈A,Rι〉 tal que
ord(Rn) ≤ 1 para cada n e A tem tipo de similaridade s.
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A restric¸a˜o a` ordem das relac¸o˜es a 1 ou menos, serve para fazer
cada s-a´lgebra uma a´lgebra no sentido usual, isto e´, uma estrutura
composta de um conjunto (o domı´nio) com uma famı´lia de operac¸o˜es
definidas sobre esse conjunto.
Definic¸a˜o 3.2.3 Sejam A,B s-a´lgebras com A = 〈A,Rι〉 e B = 〈B,R′ι〉.
Um homomorfismo de A em B e´ uma func¸a˜o ϕ : A→ B tal que, para
todo Rλ<ι da s-a´lgebra A cujo tipo e´ 〈01, . . . , 0k〉, temos:
ϕ(Rλ<ι(a1, . . . , ak)) = R′λ<ι(ϕ(a1), . . . , ϕ(ak))
Definic¸a˜o 3.2.4 Sejam A, B s-algebras e ϕ : A → B um homomor-
fismo. Se ϕ e´ uma bijec¸a˜o dizemos que a func¸a˜o ϕ : A → B e´ um
isomorfismo entre A e B
Definic¸a˜o 3.2.5 Seja X um conjunto, seja F uma s-a´lgebra com domı´nio
F e seja σ : X → F uma func¸a˜o. Dizemos que 〈F, σ〉 (tambe´m deno-
tado por F ) e´ uma s-a´lgebra livre sobre o conjunto X de livres geradores
se, para toda s-a´lgebra A e func¸a˜o τ : X → A, existe um u´nico homo-
morfismo ϕ : F → A tal que ϕσ = τ .
Teorema 3.2.1 Para todo conjunto X e todo tipo de similaridade s,
existe uma s-a´lgebra livre sobre X. Essa s-a´lgebra livre sobre X e´ u´nica
a menos de isomorfismo.
Demonstrac¸a˜o[Unicidade] No´s mostramos primeiramente que se
〈F, σ〉 e´ livre sobre X, e se ϕ : F → F e´ um homomorfismo tal que
ϕσ = σ, enta˜o ϕ = 1F , a func¸a˜o identidade sobre F . Para mostrar isso,
tomemos A = F e τ = σ nas condic¸o˜es definidas. Enta˜o 1F : F → F
tem a propriedade requerida por ϕ, e, pela sua unicidade, ela e´ a u´nica
func¸a˜o que satisfaz ϕσ = σ .
Sejam agora 〈F, σ〉 e 〈G, ς〉 s-a´lgebras livres sobre X. Ja´ que
〈F, σ〉 e´ livre, existe um homomorfismo ϕ : F → G tal que ϕσ = ς.
Ja´ que 〈G, ς〉 e´ livre, existe um homorfismo φ : G → F tal que φς =
σ. Portanto φϕσ = φς = σ, e pelo resultado acima, φϕ = 1F . De
modo similar, ϕφ = 1F . Portanto ϕ, φ sa˜o isomorfismos mutuamente
inversos, e a unicidade esta´ provada.
[Existeˆncia] Uma a´lgebra F sera´ constru´ıda como uma unia˜o de
conjuntos Fn (n ∈ ω), os quais sa˜o definidos indutivamente da seguinte
maneira:
1) F0 = X
2) Consideremos Fr definido para 0 ≤ r < n. Enta˜o, defina-
mos Fn = {(st, a1, . . . , ak)|st um termo de s, st = 〈01, . . . , 0k〉, ai ∈
Fri ,
∑k







Obtemos, com isso, o conjunto F . A fim de torna´-lo uma s-
a´lgebra, devemos especificar a ac¸a˜o das operac¸o˜es correspondentes aos
tipos da famı´lia s.
4) Se st = 〈01, . . . , 0k〉, seja st(a1, . . . , ak) = (st, a1, . . . , ak).
Isso torna F uma s-a´lgebra. Alguns esclarecimentos sa˜o impor-
tantes neste ponto. No processo para se construir uma s-a´lgebra, deve-
mos especificar as operac¸o˜es desta a´lgebra. Como um abuso de lingua-
gem, permitimos que as operac¸o˜es sendo constru´ıdas sejam nomeadas
exatamente como o tipo do elemento da sequeˆncia s, a qual determina o
tipo de similaridade da a´lgebra que esta´ sendo constru´ıda. Pode-se ob-
servar isso mais claramente no item 4 acima, em que, do lado esquerdo
da igualdade, st denota a operac¸a˜o, e, do lado direito, ela denota um
tipo da sequeˆncia s. A raza˜o para essa identificac¸a˜o adve´m do fato de
que ainda na˜o temos, propriamente, uma estrutura com operac¸o˜es. As
operac¸o˜es esta˜o sendo constru´ıdas a partir dos elementos dos conjun-
tos Fn. Para completar a construc¸a˜o, devemos especificar a aplicac¸a˜o
σ : X → F .
5) Para cada x ∈ X, seja σ(x) = x ∈ F0.
Por fim, precisamos mostrar que F e´ livre sobre X, isto e´, deve-
mos mostrar que se A e´ s-a´lgebra qualquer e τ : X → A uma aplicac¸a˜o
qualquer de X em A, enta˜o existe um u´nico homomorfismo ϕ : F → A
tal que ϕσ = τ . Fazemos isso construindo indutivamente a restric¸a˜o
ϕn de ϕ a Fn e mostrando que ϕn e´ completamente determinada por
τ e por ϕk para k < n.
Temos que F0 = X. Para x ∈ X, a condic¸a˜o de homomorfismo
requer ϕσ(x) = τ(x), e como σ(x) = x ∈ F0, devemos ter ϕ0(x) = τ(x).
Portanto, ϕ0 : F0 → A esta´ definida, e e´ determinada unicamente pelas
condic¸o˜es a serem satisfeitas por ϕ.
Suponhamos que ϕk esta´ definida e unicamente determinada
para k < n. Um elemento de Fn(n > 0) e´ da forma (st, a1, . . . , ak)
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com st = 〈01, . . . , 0k〉 ai ∈ Fri , e
k∑
i=1
ri = n− 1.
Portanto, ϕri(ai) esta´ unicamente definida para i = 1, . . . , k. Ale´m
disso como (st, a1, . . . , an) = st(a1, . . . , ak) e como a condic¸a˜o de ho-
momorfismo de ϕ requer que ϕ(st, a1, . . . , ak) = st(ϕ(a1), . . . , ϕ(ak)),
definimos ϕn(st, a1, . . . , ak) = st(ϕri(a1), . . . , ϕri(ak)).
Isso determina ϕn unicamente, e como cada elemento de F per-
tence a exatamente um subconjunto Fn, colocando-se ϕ(α) = ϕn(α)
para α ∈ Fn (n ≥ 0), vemos que ϕ e´ um homomorfismo de F em A
satisfazendo ϕσ(x) = ϕ0 = τ(x) para todo x ∈ X como requerido, e
que ϕ e´ o u´nico tal isomorfismo, e isso completa a prova.
A partir dos desenvolvimentos acima realizados passamos, agora,
ao desenvolvimento das linguagens formais.
3.3 A LINGUAGEM DA TEORIA DE TIPOS SIMPLES
Apresentamos nesta sec¸a˜o, como uma s-a´lgebra espec´ıfica, a lin-
guagem da teoria de tipos simples. Isso nos permite, ao considerar
fragmentos dessa linguagem, formular linguagens espec´ıficas para uma
determinada teoria, como a teoria dos grupos, por exemplo.
Para cada tipo a ∈ τ , temos:
1. Um conjunto enumera´vel Va, dito o conjunto de varia´veis de tipo
a.
2. Um conjunto Ra de s´ımbolos de constante de tipo a, que even-
tualmente pode ser vazio para alguns elementos de τ .
Definimos agora o conjunto de todas as varia´veis e constantes da
linguagem.
Definic¸a˜o 3.3.1 Para todo a ∈ τ :
1. V =
⋃
Va, o conjunto das varia´veis;
2. R =
⋃
Ra, o conjunto das constantes.
Como podemos observar, ha´ varia´veis para cada conjunto do
domı´nio, isto e´, para cada conjunto da famı´lia Dk ha´ uma famı´lia de
varia´veis restrita a Dk.
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Para cada elemento de τ , definimos o termo deste tipo:
Definic¸a˜o 3.3.2 Seja a ∈ τ , o conjunto T de termos e´ definido por:
Ta = Va ∪Ra
Como estamos tratando as linguagens formais como a´lgebras, o
pro´ximo passo e´ especificar o conjunto de geradores para formar nossa
a´lgebra livre. Vamos tomar X como sendo o seguinte conjunto:
X = {T a(t0, . . . , tn−1)|T a ∈ Ta, a = 〈a0, . . . , an−1〉 ∈ τ, tk ∈ Tk}
Como se pode ver nesta definic¸a˜o, a 6= 0, 1, . . . , n − 1. A ide´ia
intuitiva disso e´ que os termos individuais na˜o devem, por si mesmos,
formar fo´mulas atoˆmicas.
Seja s = {¬,→, (∀x)|x ∈ Va, a ∈ τ}, tal que ¬ = 〈0〉, →= 〈0, 0〉,
e (∀x) = 〈0〉. Neste ponto, e´ necessa´rio atentar a` identificac¸a˜o feita
previamente, na demonstrac¸a˜o do teorema 3.2.1, entre as operac¸o˜es na
s-a´lgebra livre e os elementos da sequeˆncia de tipos s. Os conectivos
e quantificadores na˜o sa˜o de fato tipos, mas, como a construc¸a˜o feita
na prova do teorema, eles sa˜o constru´ıdos a partir dos correspondetes
tipos da sequeˆncia s, e, seguindo a convenc¸a˜o feita, o mesmo s´ımbolo e´
usado para nomear ambos. P (V,R) e´ a s-a´lgebra livre sobre o conjunto
X acima, com V e R como acima definidos. Uma vez mais, o leitor na˜o
deve confundir os s´ımbolos que representam as relac¸o˜es definidas sobre
a a´lgebra com seus tipos, que nos informam sobre os objetos que elas
relacionam e o peso da relac¸a˜o.
Um elemento w de P (V,R) e´ chamado fo´rmula.
Definic¸a˜o 3.3.3 Seja w ∈ P (V,R), o conjunto V (w) e´ o conjunto de
varia´veis da fo´rmula w, assim definido:
V (w) =
⋂
{U |U ⊆ V,w ∈ P (U,R)}
As varia´veis que ocorrem numa fo´rmula podem ser livres ou li-
gadas. Definimos o conjunto das varia´veis livres da seguinte maneira:
Definic¸a˜o 3.3.4 Seja w ∈ P (V,R). O conjunto var(w) de varia´veis
livres de w e´ indutivamente definido:
1. var(Ra(t0, . . . , tn−1)) = {ti : ti ∈ Vi};
2. var(Xa(t0, . . . , tn−1)) = {ti : ti ∈ Vi} ∪ {Xa};
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3. var(¬w) = var(w);
4. var(w1 → w2) = var(w1) ∪ var(w2);
5. var(∀xw) = var(w)− {x}.
Isso conclui a nossa construc¸a˜o das linguagens formais como
a´lgebras livres. O pro´ximo passo e´ definir a ordem de uma linguagem.
Da teoria de tipos acima exposta podemos agora considerar frag-
mentos dela. Em seguida, mostramos como podemos obter aquelas que
sa˜o conhecidas como linguagens de primeira, segunda ou n-e´sima or-
dem. Consideremos agora a seguinte definic¸a˜o:
Definic¸a˜o 3.3.5 A ordem de um termo e´ a ordem de seu tipo.
Para obtermos linguagens de segunda ordem, por exemplo, temos
de nos restringir a termos cujos tipos sejam de ordem 1 ou menos, e, em
particular, a variave´is cujas ordens de seus tipos sejam 1 ou menos (ou
seja, varia´veis de ordem 1 ou menos). Ale´m disso, temos de considerar,
ao construir o tipo de similaridade s, somente quantificadores sobre
varia´veis de tipos dispon´ıveis a no´s, ou seja, nesse caso, a`quelas cujas
ordens sa˜o 1 ou menos. Assim, quantificamos somente sobre indiv´ıduos
ou propriedades e relac¸o˜es sobre indiv´ıduos. Da mesma maneira, po-
demos obter linguagens de n-e´sima ordem restringindo o conjunto de
termos a` ordem n− 1 ou menos, e, da mesma forma, permitindo quan-
tificac¸a˜o apenas sobre varia´veis de ordem n− 1 ou menos. Resumimos
esse racioc´ınio na seguinte definic¸a˜o:
Definic¸a˜o 3.3.6 A ordem de uma linguagem £ e´ definida como ord(£) =
max{ord(xa) : xa ∈ Va}+ 1.
Esta definic¸a˜o capta, em nossa opinia˜o, a noc¸a˜o intuitiva de que
a ordem de uma linguagem nos informa sobre os conjuntos que quan-
tificamos, ou, mais precisamente, a ordem dos objetos sobre os quais
quantificamos.
3.4 A LINGUAGEM DE UMA ESTRUTURA
Nesta sec¸a˜o, relacionamos os dois desenvolvimentos feitos ate´
aqui: a teoria das estruturas e as linguagens vistas como a´lgebras livres.
Como ja´ dissemos, uma questa˜o importante e´ se, dada uma estrutura,
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existe uma linguagem mais adequada para se usar associada a ela. De
acordo com a abordagem aqui desenvolvida, associada a cada estru-
tura e podemos construir uma linguagem formal adequada para falar
dos elementos desta estrutura. Linguagem esta que tem como s´ımbolos
de constante exatamente um s´ımbolo para cada relac¸a˜o presente na es-
trutura, com ambos, o s´ımbolo de constante e a correspondente relac¸a˜o,
sendo de mesmo tipo.
Em nossa abordagem, dada uma estutura e, para construirmos
uma linguagem adequada a esta estrutura devemos considerar a sua
ordem e restringirmos os termos da linguagem a essa ordem ou menos.
Assim, o conjunto X de livres geradores da a´lgebra livre, como definido,
e´ restrito a esses termos, isto e´, ao construirmos uma linguagem formal
como uma a´lgebra livre, o conjunto de livres geradores e´ constituido
pelas fo´rmulas atoˆmicas constru´ıdas atrave´s dos s´ımbolos dispon´ıveis.
Como consequeˆncia desta discussa˜o, as linguagens nas quais po-
demos tratar mais adequadamente os elementos de uma estrutura sa˜o as
linguagens £ tais que ord(e) ≤ ord(£).1 Por exemplo, para estruturas
de primeira ordem devemos usar, no mı´nimo, linguagens de primeira
ordem. Tomemos, como um exemplo simples, a teoria de grupos, que
lida com grupos (estruturas de primeira ordem). Estas estruturas, pela
abordagem aqui desevolvida, sa˜o tratadas de forma mais natural por
linguagens de segunda ordem, pois assim podemos falar sobre subgru-
pos e quantificar sobre subconjuntos do domı´nio. Isso, naturalmente,
na˜o significa que seja imposs´ıvel usar linguagens de primeira ordem
nesse caso. Na realidade, a linguagem mais comumente usada para
desenvolver a teoria de grupos e´ uma linguagem de primeira ordem,
a linguagem da teoria de conjuntos ZFC, que tambe´m e´ usada para
tratar de outras teorias que na˜o sa˜o de primeira ordem, como estrutu-
ras bem-ordenadas e corpos de Dedekind completos (Kunen 2009, pp.
89,90).
Esta e´ uma discussa˜o que atualmente e´ bastante v´ıvida em filoso-
fia e fundamentos da matema´tica. Devemos nos restringir a linguagens
de primeira ordem ou devemos adotar linguagens de ordem superior?
Seria uma linguagem de segunda ordem a mais apropriada para se fun-
damentar a matema´tica? (Para uma defesa da lo´gica de segunda ordem
ver, por exemplo, Shapiro 1991). No pro´ximo cap´ıtulo, abordamos com
um pouco mais de pormenor essas e outras questo˜es relacionadas.
Apresentada uma linguagem apropriada (no sentido acima discu-
tido) para se falar dos elementos de uma estrutura e, podem ser defini-
das, da maneira padra˜o, para essa linguagem, a noc¸a˜o de uma estrutura
1Seguimos aqui sugesta˜o feita por da Costa em comunicac¸a˜o pessoal.
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satisfazendo uma sentenc¸a α dessa linguagem no sentido tarskiano, isto
e´, e |= α (da Costa, Rodrigues 2007, p. 6).
3.5 O PREDICADO DE SUPPES
Dada uma estrutura e uma linguagem adequada para esta estru-
tura, discutimos nesta sec¸a˜o como formular o predicado de Suppes para
essa estrutura usando essa linguagem (seguimos aqui da Costa, Chuaqui
1988). A proposta suppesiana de axiomatizac¸a˜o de teorias cient´ıficas,
dentro daquela que e´ conhecida como abordagem semaˆntica das teorias
cient´ıficas, e´ tratada com algum pormenor no cap´ıtulo seguinte. Nesta
sec¸a˜o, expomos os desenvolvimentos te´cnicos do trabalho de da Costa e
Chuaqui, que deram uma formulac¸a˜o precisa da ide´ia suppesiana de que
axiomatizar uma teoria e´ dar-lhe um predicado conjutista, ao identifi-
carem esse predicado com o conceito de espe´cie de estruturas oriundo
do trabalho do coletivo franceˆs Bourbaki.
Recordemos, incialmente, a definic¸a˜o de tipo de similaridade de
uma estrutura e: uma famı´lia de tipos que determina as relac¸o˜es pre-
sentes na estrutura. De acordo com esta definic¸a˜o, duas estruturas teˆm
o mesmo tipo de similaridade se os tipos de suas relac¸o˜es formam a
mesma famı´lia, e se as estruturas teˆm o mesmo nu´mero de conjuntos
em seus domı´nios.
Sejam e = 〈Dn, Rι〉 e g = 〈En, Lι〉 estruturas de mesmo tipo de
similaridade, podemos estender uma dada func¸a˜o f : Dk 7→ Ek com
k < n para uma func¸a˜o da escala ε(Dn) na escala ε(En).
Definic¸a˜o 3.5.1 Seja f uma func¸a˜o como a descrita acima, para cada
tipo a ∈ τ definimos:
1. Para os objetos de tipo k, com 0 ≤ k < n, temos f(Dk) = {f(x) :
x ∈ Dk)};
2. Para a ∈ τ tal que a = 〈a0, . . . , an−1〉, e R o conjunto de objetos
de tipo tipo a, temos f(R) = P(f(ta0)× f(ta1)× . . .× f(tan−1))
Essa func¸a˜o associa objetos de tipo a em ε(Dn) a objetos de tipo
a em ε(En). O caso mais interessante e´ quando a seguinte definic¸a˜o e´
verificada:
Definic¸a˜o 3.5.2 Sejam e = 〈Dn, Rι〉 e g = 〈En, Lι〉 estruturas de
mesmo tipo de similaridade sλ<ι, e seja f uma func¸a˜o bijetora de Dk
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em Ek com 0 ≤ k < n, dizemos que a famı´lia f ′ = fsλ<ι e´ um isomor-
fismo entre e e g quando fa(Ra) = La, onde Ra e La significam que R
e L teˆm tipo a.
Definic¸a˜o 3.5.3 Uma sentenc¸a Φ da linguagem apropriada para a es-
trutura e e´ dita transporta´vel se para toda estrutura g isomo´rfica a e
temos que
e |= Φ⇔ g |= Φ.
Definic¸a˜o 3.5.4 Um predicado de Suppes e´ uma fo´rmula P(e) da lin-
guagem da teoria de conjuntos que diz que e e´ uma estrutura de tipo de
similaridade s satisfazendo Γ, um conjunto de sentenc¸as transporta´veis
Φ da liguagem adequada a e.
Quando ocorre P(e), isto e´, quando e satisfaz P, e e´ dita uma P -
estrutura. De acordo com da Costa e Chuaqui (da Costa, Chuaqui 1988,
p. 104), essa definic¸a˜o captura o sentido no qual podemos dizer que
uma teoria e´ uma classe de modelos, precisamente a classe de modelos
que sa˜o P -struturas para algum predicado P adequado.
Consideremos agora exemplos de predicados de Suppes para duas
teorias: a teoria de grupos e a mecaˆnica cla´ssica de part´ıculas.
Exemplo 1 O predicado de Suppes para a teoria de gru-
pos.
Seja G um conjunto; como definido previamente, introduzimos a
func¸a˜o tG, ou simplesmente t, cujo domı´nio e´ o conjunto τ de tipos, para
criar a escala ε(G). Escolhemos, enta˜o, a relac¸a˜o ◦ de tipo 〈0, 0, 0〉, isto
e´, ◦ ∈ P(G×G×G), uma relac¸a˜o − de tipo 〈0, 0〉, isto e´, − ∈ P(G×G)
e um elemento i de tipo 0, isto e´, i ∈ G. De acordo com as definic¸o˜es
estabelecidas anteriormente, a ordem de cada uma das relac¸o˜es e´ 1 e
a ordem de i e´ 0. Lembrando o fato de que uma func¸a˜o n-a´ria e´ uma
relac¸a˜o n+1-a´ria, a operac¸a˜o usual de composic¸a˜o se torna uma relac¸a˜o
terna´ria, e a operac¸a˜o inverso se torna uma relac¸a˜o bina´ria.
A estrutura de grupo e´ G = 〈G, ◦,−, i〉 e a ordem desta estrutura
e´ a maior ordem de suas relac¸o˜es, logo, ord(G) e´ 1. O pro´ximo passo e´
escrever os postulados e dar o predicado conjuntista.
Como definido anteriormente, a linguagem para G e´ uma lin-
guagem de segunda ordem. O conjunto T de termos e´ formado por
um conjunto de varia´veis V =
⋃
Va, tal que ord(a) ≤ 1 e o conjunto
{◦〈0,0,0〉,−〈0,0〉, i0} de s´ımbolos de constante. O tipo de similaridade s
para essa linguagem e´ s = {¬,→, (∀x)|x ∈ Va, a ∈ τ}, com a restric¸a˜o
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feita acima de que ord(a) ≤ 1. Para o conjunto X de livres geradores
tomamos
X = {T a(t0, . . . , tn−1)|T a ∈ Ta, a = 〈a0, . . . , an−1〉 ∈ τ, tk ∈ Tk}, por-
tanto, pelo teorema 3.2.1 existe uma a´lgebra livre sobre o conjunto de
geradores X, e essa e´ a linguagem para a estrutura G.
Com a linguagem especificada, podemos escrever os axiomas
usuais para a teoria de grupos. Denominando-os 1, 2 e 3, escrevemos:
1. ∀x∀y∀z(((x ◦ y) ◦ z) = (x ◦ (y ◦ z)))
2. ∀x∃y(x− y = i)
3. ∀x(x ◦ i = x)
Enta˜o, o predicado de Suppes para a teoria de grupos e´ escrito
da seguinte maneira:
G(X)⇐⇒ ∃G∃ ◦ ∃ − ∃i(X = 〈G, ◦,−, i〉 ∧ 1 ∧ 2 ∧ 3)
Exemplo 2 O predicado de Suppes para a mecaˆnica cla´ssica
de part´ıculas.
Inicialmente, precisamos apresentar algumas estruturas matema´ticas:
a primeira delas e´ o corpo dos nu´meros reais R. Nesta estrutura ha´
apenas um conjunto base, o conjunto R dos nu´meros reais. Os objetos
desse conjunto sa˜o de tipo 0. As operac¸o˜es sa˜o +, ·, 0, 1, <, que sa˜o
de tipos 〈0, 0, 0〉, 〈0, 0, 0〉, 0, 0 e 〈0, 0〉, respectivamente. Fazemos um
pequeno alerta aqui para que o leitor na˜o confunda o s´ımbolo de tipo 0
com o elemento 0 do corpo. De maneira usual, essas sa˜o as operac¸o˜es
de adic¸a˜o, multiplicac¸a˜o, o elemento neutro da adic¸a˜o, o elemento neu-
tro da multiplicac¸a˜o e a relac¸a˜o “menor que” entre os nu´meros reais.
A linguagem do corpo dos nu´meros reais, de acordo com a nossa abor-
dagem, e´ uma linguagem de segunda ordem. Os axiomas para o corpo
dos reais sa˜o bem conhecidos e sa˜o fo´rmulas transporta´veis.
A pro´xima estrutura e´ a de espac¸o vetorial sobre o corpo dos reais
R. Nesse estrutura ha´ dois conjuntos base, o conjunto V de vetores
e o conjunto R dos nu´meros reais. Os objetos de V sa˜o do tipo 1.
Junto com as operac¸o˜es do corpo R, teremos aqui as operac¸o˜es +, ·,
0 que sa˜o de tipos 〈1, 1, 1〉, 〈0, 1, 1〉, 1, respectivamente. Um espac¸o
vetorial euclidiano e´ um espac¸o vetorial com produto interno e produto
vetorial, denotados por (x,y) e [x,y] e cujos tipos sa˜o 〈1, 1, 0〉 e 〈1, 1, 1〉,
respectivamente. As ordens das linguagens de espac¸o vetorial e de
espac¸o vetorial euclidiano sa˜o, de acordo com nossa abordagem, 2, isto
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e´, uma linguagem de segunda ordem. Os axiomas para essas estruturas
sa˜o bem conhecidos e claramente transporta´veis.
A pro´xima estrutura que apresentamos e´ de espac¸o afim real, que
e´ um espac¸o vetorial com a adic¸a˜o de um domı´nio A, cujos elementos
sa˜o de tipo 2. A nova operac¸a˜o e´ a diferenc¸a de pontos, a qual para
p, q ∈ A e´ denotada por q − p, e cujos tipos sa˜o 〈2, 2, 1〉. O pro´ximo
axioma necessa´rio e´ aquele que diz que a diferenc¸a de pontos e´ um
vetor e o da lei da adic¸a˜o de pontos, que diz que p, q, r ∈ A, q − p +
r − q = r − p. Um espac¸o afim em que o espac¸o vetorial e´ euclidiano
e´ um espac¸o euclidiano. E neste no´s podemos definir a distaˆncia entre
pontos p, q ∈ A da seguinte maneira: d(p, q) = |q − p| = √(q-p,p-q).
Definimos agora a estrutura de espac¸o-tempo galileano, o qual
tambe´m podemos chamar de espac¸o-tempo cla´ssico. Adicionamos ao
espac¸o afim quadridimensional apresentado acima adicionando um novo
universo V1 que e´ um subconjunto de V , e as operac¸o˜es t de A em R
de tipo 〈2, 0〉 e relac¸o˜es de tipo 〈3, 3, 1〉 e 〈3, 3, 3〉 denotadas (, ) e [, ]
respectivamente. t representa a medida do tempo. Os dois axiomas
seguintes devem ser satisfeitos:
1. V1 e´ um espac¸o vetorial tridimensional que e´ subespac¸o de V e (, )
e [, ] sa˜o seu produto escalar e produto vetorial, respectivamente;
2. t e´ uma func¸a˜o de A em R tal que para cada P ∈ A o conjunto
{Q : t(Q) = t(P )} e´ um espac¸o vetorial euclidiano com espac¸o
vetorial V1. O espac¸o afim para t(P ) = r e´ denotado por A(r).
Para a mecaˆnica cla´ssica de part´ıculas, adicionamos um novo
universo P, o conjunto de part´ıculas e o conjunto N dos nu´meros natu-
rais, para fins de indexac¸a˜o. Logo, a famı´lia de universos pode ser dada
pela sequeˆncia R, V , A, V1, P e N . As operac¸o˜es sobre esses conjun-
tos sa˜o aquelas necessa´rias para tornar R, V , A, V1 uma estrutura de
espac¸o-tempo galileano adicionadas das seguintes novas relac¸o˜es:
1. Uma func¸a˜o a de tipo 〈0, 2〉 que nos fornece a origem de cada
tempo;
2. Uma func¸a˜o s de tipo 〈4, 0, 2〉 para a posic¸a˜o de uma part´ıcula
em cada tempo. Denotamos essa func¸a˜o por sp(t);
3. Uma func¸a˜o massa m de tipo 〈4, 0〉;
4. Uma func¸a˜o forc¸a f de tipo 〈4, 4, 0, 1〉 que representa as forc¸as
internas;
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5. Uma func¸a˜o forc¸a g de tipo 〈4, 0, 5, 1〉 que representa as forc¸as
externas.
Para os axiomas espec´ıficos da mecaˆnica precisamos de algumas
conceitos da ana´lise, como o de derivada e o de convergeˆncia de se´ries.
O corpo dos nu´meros reais deve ser completado com as correspondentes
operac¸o˜es de diferenciac¸a˜o, integrac¸a˜o e adic¸a˜o de se´ries. Como a di-
ferenciac¸a˜o, por exemplo, leva func¸o˜es reais em func¸o˜es reais, a ordem
dessa operac¸a˜o sera´ 2. Portanto, em nossa abordagem, a linguagem
adequada para se falar sobre essa estrutura e´, no mı´nimo, uma lingua-
gem de terceira ordem.
Axiomas cinema´ticos
1. A imagem de t e´ um intervalo I de nu´meros reais;
2. P e´ um conjunto finito e na˜o vazio;
3. a e´ uma func¸a˜o de I em A tal que, para cada i ∈ I, a(i) ∈ A(i);
4. s e´ uma func¸a˜o de P × I em A tal que para cada p ∈ P e i ∈ I
temos que sp(i) ∈ A(t);
5. m e´ uma func¸a˜o de P em R;
6. f e´ uma func¸a˜o de P×P× I em V1;
7. g e´ uma func¸a˜o de P× I ×N em V1;
8. Para todo p ∈ P e i ∈ I a func¸a˜o vetorial sp(i)−a(i) e´ duas vezes
diferencia´vel em i.
Axiomas dinaˆmicos
9. Para p ∈ P, m(p) e´ um nu´mero real positivo;
10. Para p, q ∈ P e i ∈ I, f(p, q, i) = −f(q, p, i);
11. Para p, q ∈ P e i ∈ I, [s(p, i)− s(q, i), f(p, q, i)− f(q, p, i)] = 0;
12. Para p ∈ P e i ∈ I, a se´rie Σng(p, i, n) e´ absolutamente conver-
gente;
13. Para p ∈ P e i ∈ I, m(p)D2(sp(i)) = Σq∈Pf(p, q, i) + Σng(p, i, n).
Onde D2 representa a segunda derivada com relac¸a˜o a i.
Essas fo´rmulas sa˜o transporta´veis, no sentido definido previa-
mente. A motivac¸a˜o para elas pode ser encontrada, por exemplo, em
Suppes 2002.
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3.6 DEFINIBILIDADE EM ESTRUTURAS
Um to´pico interessante a ser explorado sobre estruturas e´ o da
definibilidade. A questa˜o de se saber quais subconjuntos do domı´nio de
uma estrutura sa˜o defin´ıveis nesta estrutura esta´ intimamente ligada a`
ordem da linguagem que usamos para falar da estrutura. Vejamos a
seguinte definic¸a˜o:
Definic¸a˜o 3.6.1 Seja L uma linguagem de primeira ordem e e uma
estrutura para L. Seja D o domı´nio de e. Seja k ∈ N+ e X ⊆ Dk. O
conjunto X e´ defin´ıvel em e se, e somente se, existe uma fo´rmula ϕ de
L tal que todas as varia´veis livres de ϕ ocorrem em a1, a2, ..., ak e
X ={(a1, a2, ..., ak) ∈ Dk : e |= ϕ(a1, a2, ..., ak)}
Uma pergunta pertinente e´ se existe uma noc¸a˜o absoluta de de-
finibilidade. Segundo H. Rogers (Rogers 1965), os lo´gicos, preocupados
com sistemas formais particulares, passaram ao largo dessa questa˜o,
ao passo que uma noc¸a˜o natural de definibilidade absoluta tem sido
corrente em matema´tica. Trata-se da noc¸a˜o de invariaˆncia sob au-
tomorfismos. Um automorfismo em uma estrutura e e´ uma func¸a˜o
bijetora de A em A (onde A e´ o domı´nio da estrutura) na qual cada
relac¸a˜o da estrutura e´ preservada. Por exemplo, a func¸a˜o f(n) = n+ 1
e´ um automorfismo da estrutura 〈Z,≤〉, pois para x, y quaisquer de Z,
x ≤ y ⇔ x + 1 ≤ y + 1, mas essa func¸a˜o na˜o e´ um automorfismo da
estrutura 〈Z,+〉, pois f(x+ y) 6= f(x) + f(y) para x, y quaisquer. Um
subconjunto do domı´nio de uma estrutra e, V ⊆ A, e´ invariante sob
todos os automorfismos se f(V ) = V para todo automorfismo f da es-
trutura. Em 〈Z,+〉 o u´nico automorfismo na˜o trivial (os automorfismo
triviais sa˜o as func¸o˜es identidade) e´ f(n) = −n, logo, o conjunto {1}
na˜o e´ absolutamente defin´ıvel ja´ que ele na˜o e´ preservado pelo auto-
morfismo, mas o conjunto {−1, 1} o e´. Em 〈Z,≤〉, f(n) = n+ k e´ um
automorfismo para todo k ∈ Z. Os u´nicos conjuntos absolutamente
defin´ıveis sa˜o Z e ∅
Posto isso, o passo seguinte e´ o de se perguntar acerca da relac¸a˜o
entre o conceito de definabilidade e o de definabilidade absoluta. Os
automorfismos de uma estrutura preservam as relac¸o˜es defin´ıveis nessa
estrutura, portanto, se um subconjunto do domı´nio de uma estrutura
e´ def´ınivel nessa estrutura, ele sera´ invariante sob todos os automorfis-
mos dessa estrutura. Contudo, a noc¸a˜o de definabilidade absoluta na˜o
implica a de definabilidade. Vejamos um exemplo ilustrativo: consi-
deremos a estrutura 〈ω,+, ·〉, onde ω denota o conjunto dos nu´meros
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naturais e os s´ımbolos + e · a adic¸a˜o e multiplicac¸a˜o usuais nos natu-
rais. O u´nico automorfismo de 〈ω,+, ·〉 e´ a func¸a˜o identidade f(n) = n,
para todo nu´mero natural n; temos, enta˜o, que todos os subconjuntos
de ω sa˜o invariantes sob este automorfismo e, portanto, que todo sub-
conjunto de ω e´ absolutamente defin´ıvel em 〈ω,+, ·〉. Mas os conjuntos
defin´ıveis em 〈ω,+, ·〉 o sa˜o por uma fo´rmula da linguagem associada
a` 〈ω,+, ·〉. E como essa e´ uma linguagem enumera´vel, o nu´mero de
fo´rmulas da linguagem tambe´m sera´ enumera´vel, ou seja, apenas um
nu´mero enumera´vel de subconjuntos de 〈ω,+, ·〉 sera´ defin´ıvel. Ora,
como o conjunto dos subconjuntos de ω tem e´ um conjunto na˜o enu-
mera´vel, ha´ muitos subconjuntos de ω que na˜o sera˜o defin´ıveis em
〈ω,+, ·〉. Ha´, portanto, muito mais subconjuntos absolutamente de-
fin´ıveis de 〈ω,+, ·〉 do que defin´ıveis. Ainda que usa´ssemos linguagens
de segunda ordem ou ordens superiores o mesmo problema persisti-
ria, pois continuar´ıamos com uma totalidade enumera´vel de fo´rmulas.
Disso, podemos concluir que a noc¸a˜o de definibilidade absoluta e´ abso-
luta no sentido de ela na˜o ser relativa a` linguagem associada a` estrutura,
seja ela de qual ordem for.
A situac¸a˜o e´ diferente para as linguagens infinita´rias. De fato,
como e´ explicitado no teorema a seguir, definibilidade absoluta cor-
responde a` expressibilidade em linguagens infinita´rias. Consideremos
uma lo´gica infinita´ria de primeira ordem Lαβ , onde α e β sa˜o ordinais.
Sendo Lαβ de primeira ordem, quantificac¸o˜es sobre objetos, da forma
(∃x0, x1, ..., xλ) para λ < β sa˜o permitidas; assim como disjunc¸o˜es da
forma ϕ0∨ϕ1∨...∨ϕµ para µ < α, e conjunc¸o˜es da forma ϕ0∧ϕ1∧...∧ϕµ
para µ < α. Se α e β sa˜o maiores que ω, essas quantificac¸o˜es, disjunc¸o˜es
e conjunc¸o˜es podem ter comprimento infinito. A atribuic¸a˜o de significa-
dos a`s formulas de Lαβ , com α e β maiores que ω apenas estende o que
ocorre no caso finito. Por simplicidade, limitamos o teorema a seguir
a estruturas da forma 〈U,R〉 onde R e´ uma relac¸a˜o bina´ria sobre U , e
a linguagens infinita´rias Lαβ contendo um u´nico s´ımbolo de predicado
bina´rio P .2
Teorema 3.6.1 Seja 〈U,R〉 uma estrutura e V ⊆ U . V e´ absoluta-
mente defin´ıvel em 〈U,R〉 se, e somente se, para algum ordinal α e al-
gum ordinal β, existe uma fo´rmula de Lαβ (com o s´ımbolo de predicado
P ) que define V , onde P e´ interpretado como R e os quantificadores
sa˜o interpretados como variando sobre U .
Prova: (⇐) Suponhamos por hipo´tese que V e´ defin´ıvel em
〈U,R〉 atrave´s de uma fo´rmula de Lαβ , enta˜o existe uma fo´rmula ϕ(x),
2O teorema e sua demonstrac¸a˜o encontram-se em Rogers 1965, p. 197.
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tal que u ∈ V ⇔ ϕ(u) e´ verdadeira em 〈U,R〉 (onde “ϕ(u)” indica a
fo´rmula ϕ(x) com a varia´vel x interpretada como um objeto u ∈ U).
Seja f um automorfismo de 〈U,R〉. Pela definic¸a˜o de automorfismo,
para u1, u2 de U , 〈u1, u2〉 ∈ R ⇔ 〈f(u1), f(u2〉 ∈ R. Temos, enta˜o,
que ϕ(u) e´ verdadeira se, e somente se ϕ(f(u)) e´ verdadeira (a demons-
trac¸a˜o desse fato no caso de linguagens finitas e´ feito com induc¸a˜o sobre
o comprimento das fo´rmulas; para fo´rmulas de Lαβ simplesmente se es-
tende o caso finito). Portanto, u ∈ V ⇔ f(u) ∈ V , ou seja, f(V ) = V
e, portanto, V e´ absolutamente defin´ıvel.
(⇒) Suponhamos por hipo´tese que V e´ absolutamente defin´ıvel
em 〈U,R〉. Suponhamos tambe´m que U e´ infinito (o caso com U finito
pode ser obtido com simples mudanc¸as na construc¸a˜o abaixo). Seja
γ um nu´mero ordinal de mesma cardinalidade que U . Sejam α e β
ordinais de cardinalidade maior que γ. Seja {eλ}λ<γ uma enumerac¸a˜o
de U sem repetic¸o˜es. Seja J = {λ|eλ ∈ V }. Para todo par λ, µ < γ, seja
ψλµ a fo´rmula Pxλxµ se 〈eλ, eµ〉 ∈ R e seja ψλµ a fo´rmula ¬Pxλxµ se
〈eλ, eµ〉 /∈ R.(x0, x1, ..., xλ, ... sa˜o as varia´veis individuais de Lαβ). Seja
enta˜o a seguinte fo´rmula ϕ(x):














Mostremos agora que a fo´rmula ϕ(x) acima define o conjunto V
em 〈U,R〉, isto e´, que u ∈ V ⇔ ϕ(u) e´ verdadeira em 〈U,R〉.
Se u ∈ V , enta˜o u = eλ0 para algum λ0 ∈ J . Interpretando
x0, x1, ..., xλ, ... como e0, e1, ..., eλ, ... a fo´rmula ϕ(u) e´ verdadeira em
〈U,R〉, pois:
cada xλ 6= xµ para todo λ, µ < γ e´ verdadeira, pois e0, e1, ...eλ, ...
e´ uma enumerac¸a˜o sem repetic¸o˜es de U .





e´ verdadeira pois como e0, e1, ...eλ, ... e´ uma enumerac¸a˜o de U , cada




e´ verdadeira pois, pela definic¸a˜o do conjunto J, como e0, e1, ...eλ, ...
enumera os elementos de U , enumera tambe´m os elementos de V ⊆ U ,
logo, um elemento de V sera´ algum componente dessa enumerac¸a˜o.
Portanto, se u ∈ V , ϕ(u) e´ verdadeira em 〈U,R〉.
Reciprocamente, suponhamos que ϕ(u) e´ verdadeira. Seja d0, d1, ..., dλ, ...
uma interpretac¸a˜o para as varia´veis x0, x1, ..., xλ, ... que torna ϕ(u) ver-
dadeira em 〈R,U〉.
Enta˜o, sob essa interpretac¸a˜o, como cada xλ 6= xµ para todo
λ, µ < γ e´ verdadeira e, para cada y ∈ U , y = xµ para algum µ < γ e´
verdadeira, {dλ}λ<γ e´ uma enumerac¸a˜o de U sem repetic¸o˜es.
Seja f : U → U uma func¸a˜o tal que f(eλ) = dλ para todo λ < γ.
Como e0, e1, ...eλ, ... e d0, d1, ...dλ, ... sa˜o enumerac¸o˜es sem repetic¸o˜es
de U , temos que f e´ bijetora.
Como ϕ(u) e´ verdadeira quando interpretamos x0, x1, ..., xλ, ...
como d0, d1, ..., dλ, ..., temos que com essa interpretac¸a˜o cada ψλµ e´
verdadeira, isto e´, f preserva R e o complementar de R, ou seja, f e´
um automorfismo.
Como V e´ absolutamente defin´ıvel em 〈U,R〉, isto e´, invariante
sob os automorfismos de 〈U,R〉 e V = {eλ}λ∈J , temos V = {dλ}λ∈J .
E, pelo fato de ϕ(u) ser verdadeira com a interpretac¸a˜o espe-
cificada acima, podemos concluir que a quarta parte da fo´rmula ϕ e´
verdadeira, ou seja, que u = dλ0 para algum λ0 de J . Logo, u ∈ V .




4 A FILOSOFIA E AS TEORIAS CIENTI´FICAS
Uma ana´lise apropriada da cieˆncia deve compreender, ao menos,
os seguintes to´picos:
1. Dimensa˜o lo´gica
E´ a que trata da ana´lise e explicitac¸a˜o do aspecto lo´gico da cieˆncia.
A cieˆncia e´ uma atividade eminentemente racional, em que sa˜o
realizadas infereˆncias. De sorte que, impl´ıcita ou explicitamente,
ha´ uma lo´gica subjacente a` atividade cient´ıfica. 1 Esta lo´gica sub-
jacente e´, comumente, a lo´gica cla´ssica. Isto, contudo, na˜o pode
ser tomado como regra, ja´ que nada nos garante que, em cer-
tos contextos, lo´gicas heterodoxas na˜o sejam as mais adequadas
para a investigac¸a˜o cient´ıfica, como propo˜em alguns autores (mais
sobre isso em da Costa 1999, cap. 5). Ademais, esta dimensa˜o
trata de explicitar as teorias matema´ticas que comparecem em
determinada investigac¸a˜o cient´ıfica.
2. Dimensa˜o metodolo´gica
E´ a que trata dos me´todos utilizados na observac¸a˜o, experimentac¸a˜o
e medic¸a˜o, por exemplo, a teoria dos erros e a estat´ıstica. A me-
todologia delimita as interconexo˜es entre teoria e experieˆncia, e a
atividade cient´ıfica e´ circunscrita pelas normas metodolo´gicas.
3. Dimensa˜o sinta´tica
E´ a que trata dos aspectos sinta´ticos de uma teoria cient´ıfica,
em particular com a preocupac¸a˜o de axiomatizar e formalizar
uma teoria cient´ıfica. Esta dimensa˜o, em certo sentido, engloba
a dimensa˜o lo´gica;
4. Dimensa˜o semaˆntica
E´ a que nos permite tratar os conceitos de verdade, de denotac¸a˜o,
de consequeˆncia semaˆntica e de outros conceitos similares de uma
maneira rigorosa; tambe´m e´ a dimensa˜o na qual esta˜o inseridos
os modelos (no sentido da teoria de modelos); desta forma, esta´
conectada com a dimensa˜o sinta´tica;
1Muito oportuno aqui e´ lembrarmos do primeiro princ´ıpio pragma´tico da raza˜o




E´ a que trata das limitac¸o˜es e possibilidades de conhecimento ori-
ginadas por me´todos e te´cnicas quando utilizados na investigac¸a˜o
de determinado campo do saber.
6. Dimensa˜o pragma´tica
E´ a que trata, entre outras coisas, da psicologia, da economia e
da sociologia da cieˆncia;
7. Dimensa˜o metassemio´tica
E´ aquela na qual se produz uma cr´ıtica filoso´fica da cieˆncia, que
apesar de informal, pois “constitui-se essencialmente em cr´ıtica de
ide´ias, de pressupostos, da linguagem (...), consiste em atividade
de elucidac¸a˜o de conceitos, na dialetizac¸a˜o de concepc¸o˜es teo´ricas
e na ana´lise de conceitos fundamentais.”(da Costa 1999, p. 208);
tambe´m trata do aspecto metaf´ısico e ideolo´gico da cieˆncia;
8. Dimensa˜o histo´rica
E´ a que trata da evoluc¸a˜o histo´rica de conceitos, paradigmas e
me´todos que nortearam a cieˆncia em cada e´poca.
Neste cap´ıtulo tratamos das dimenso˜es sinta´tica, semaˆntica e
epistemolo´gica, relacionadas a` ana´lise filoso´fica das teorias cient´ıficas.
4.1 O SEXTO PROBLEMA DE HILBERT
Podemos afirmar, prescindindo de maior rigor histo´rico, que o
uso de me´todos formais no estudo de teorias cient´ıficas, mais especi-
ficamente do me´todo axioma´tico como o concebemos hoje, teve um
grande incentivo a partir do famoso sexto problema de Hilbert. Em
palavras hoje ce´lebres, Hilbert apresentou esse problema da seguinte
forma:
“As investigac¸o˜es dos fundamentos da geometria sugerem o
problema: tratar, de maneira semelhante, por meio de axiomas,
aquelas cieˆncias f´ısicas nas quais a matema´tica desempenha um
papel importante; em primeiro plano esta˜o a teoria das proba-
bilidades e a mecaˆnica.
“Investigac¸o˜es relevantes, feitas por f´ısicos, sobre os funda-
mentos da mecaˆnica, ja´ existem; eu me refiro aos escritos de
Mach, ... Hertz, ... Boltzmann ... e Volkmann ... . E´, portanto,
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deseja´vel que a discussa˜o dos fundamentos da mecaˆnica seja le-
vada a efeito tambe´m por matema´ticos. Assim, o trabalho de
Boltzmann sobre os princ´ıpios da mecaˆnica sugere o problema de
se desenvolver matematicamente os processos-limites, nele me-
ramente indicados, que levam de um ponto de vista atomı´stico
a`s leis do cont´ınuo. Inversamente, poder-se-ia tratar de derivar
as leis do movimento dos corpos r´ıgidos por um processo limite,
a partir de axiomas envolvendo a ide´ia de variac¸a˜o cont´ınua das
condic¸o˜es de um material que encha o espac¸o de forma cont´ınua,
condic¸o˜es essas definidas por paraˆmetros. Porque a questa˜o da
equivaleˆncia de diferentes sistemas de axiomas e´, sempre, de
grande interesse teo´rico.
“Se a geometria deve servir de modelo para o tratamento dos
axiomas da f´ısica, conve´m que se tente primeiramente, por meio
de pequeno nu´mero de axiomas, delimitar uma classe, ta˜o ex-
tensa quanto poss´ıvel, de fenoˆmenos f´ısicos, e, enta˜o, pela adic¸a˜o
de novos axiomas, chegar-se gradualmente a`s teorias mais espe-
ciais. Ao mesmo tempo, o princ´ıpio de Lie da subdivisa˜o talvez
possa ser deduzido de uma teoria profunda dos grupos infinitos
de transformac¸o˜es. O matema´tico tera´ de levar em conta na˜o
apenas as teorias pro´ximas da realidade, mas, tambe´m, como
na geometria, todas as teorias logicamente poss´ıveis. Ele pre-
cisa estar alerta para obter um inventa´rio completo de todas as
concluso˜es que sa˜o consequ¨eˆncias do sistema de axiomas assu-
mido.
“Mais ainda, o matema´tico tem o dever de testar exatamente,
em cada instaˆncia, se os novos axiomas sa˜o compat´ıveis com os
axiomas previamente admitidos. O f´ısico, quando suas teorias se
desenvolvem, muitas vezes se encontra forc¸ado, pelos resultados
de suas experieˆncias, a formular hipo´teses novas; ele se baseia,
para garantir a compatibilidade dessas hipo´teses com os axiomas
anteriores, somente nas experieˆncias efetuadas ou em certa in-
tuic¸a˜o f´ısica, pra´tica essa que na construc¸a˜o rigorosamente lo´gica
de uma teoria na˜o e´ aceita´vel. A demonstrac¸a˜o desejada de com-
patibilidade de todas as pressuposic¸o˜es parece-me, tambe´m, de
relevaˆncia, pela circunstaˆncia de que o esforc¸o para se obter tal
demonstrac¸a˜o sempre nos conduz, mais efetivamente, a uma for-
mulac¸a˜o exata dos axiomas.” (original de 1900 apud da Costa
1987, pp. 1-3)
Parece-nos claro que, apesar de alguma alterac¸o˜es, esse esp´ırito
— a aplicac¸a˜o de me´todos formais 2 — imbuiu boa parte da filosofia da
2Entre os me´todos formais, naturalmente, consideramos ale´m do me´todo
axioma´tico, toda a lo´gica que veio a desenvolver-se no se´culo XX, como a teoria
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cieˆncia no se´culo XX, especialmente os campos em que trabalharam os
filo´sofos e lo´gicos rotulados como partida´rios das abordagens semaˆntica
e sinta´tica.
Embora o me´todo axioma´tico tenha sempre sido considerado,
desde os antigos gregos ate´ os dias atuais, como um me´todo fundamen-
tal de codificac¸a˜o e sistematizac¸a˜o das disciplinas lo´gico-matema´ticas,
foi apenas no se´culo XX que ele disseminou-se de fato, logrando atingir
em profundidade na˜o so´ a matema´tica como as cieˆncias emp´ıricas, mar-
cadamente a f´ısica. 3 Nesse sentido, a proposta de Hilbert de tratar
a f´ısica por meio de axiomas pode ser vista como bastante inspiradora
desse movimento.
Algumas das razo˜es que podemos elencar em favor da axioma-
tizac¸a˜o das cieˆncias f´ısicas sa˜o: 1) atrave´s da axiomatizac¸a˜o, os concei-
tos ba´sicos da teoria em estudo tornam-se mais claros e se pode fa-
zer uma ide´ia mais perfeita do alcance e do significado da mesma; 2)
a parte teo´rica e a parte observacional da teoria, embora dif´ıceis de
serem separadas, se tornam mais n´ıtidas; 3)As interconexo˜es entre a
teoria axiomatizada e outras que ela pressupo˜e ou nas quais e´ utilizada
volvem-se mais precisas; 4)A axiomatizac¸a˜o permite que se fale, rigo-
rosamente, dos modelos da teoria e que se empreguem resultados da
lo´gica e da matema´tica na sua investigac¸a˜o metateo´rica (por exemplo,
lanc¸ando ma˜o de teoremas de representac¸a˜o e imersa˜o, como proposto
por Suppes) (da Costa 1987, pp. 3,4; ver tambe´m Suppes 1968).
Contudo, devemos atentar tambe´m a`s limitac¸o˜es do me´todo axio-
ma´tico. Enquanto ele nos parece um instrumento poderoso de ana´lise
e investigac¸a˜o de determinado campo do saber, e´ bem menos natural
veˆ-lo como uma ferramenta propositiva de teorias cient´ıficas, ou seja,
como algo a que se recorra quando da busca por novas teorias, ainda
que isso na˜o se aplique a` matema´tica, como os casos da topologia e da
a´lgebra deixam transparecer. Essa visa˜o, segundo Leo Corry, e´ tambe´m
compartilhada por Hilbert, para quem o me´todo axioma´tico era, acima
de tudo, uma ferramenta para a investigac¸a˜o retrospeciva da estrutura
lo´gica de teorias cient´ıficas bem estabelecidas e consolidadas, e as difi-
culdades encontradas no estudo delas (Corry 2006, pp. 1701,1702).
Os inu´meros avanc¸os das disciplinas formais no se´culo XX ser-
viram de est´ımulo e apoio a muitos matema´ticos, lo´gicos e filo´sofos
da prova, teoria da recursa˜o, teoria de modelos.
3Devemos ressalvar aqui, no entanto, o emprego do me´todo axioma´tico em obras
marcantes da cieˆncia de se´culos passados, como o Principia de Isaac Newton e a
Mecaˆnica Anal´ıtica de Joseph Louis Lagrange.
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em suas perquiric¸o˜es sobre a cieˆncia e, mais especificamente, sobre o
conceito de teoria cient´ıfica. Duas das grandes concepc¸o˜es filoso´ficas
que emergiram no se´culo passado e buscaram analisar e compreender
as teorias cient´ıficas sa˜o as chamadas abordagem sinta´tica, tambe´m
conhecida como Received View, e a abordagem semaˆntica.4
A abordagem sinta´tica tem origem entre os membros e as ide´ias
do ce´lebre grupo de pensadores conhecido como C´ırculo de Viena. Re-
sumidamente, nesta abordagem, uma teoria cient´ıfica T pode ser ca-
racterizada, segundo Muller 2009, da seguinte maneira:
1. Erigindo-se uma linguagem formal LT, cujo vocabula´rio, VOC (LT),
inclua todos os predicados que expressam conceitos fundamentais
de T. O conjunto SENT (LT) das sentenc¸as de LT e´ definido in-
dutivamente da maneira usual.
2. Erigindo-se um aparato dedutivo formal que permita raciocinar
rigorosamente em LT, isto e´, provar teoremas (isso fixa uma
relac¸a˜o de deduc¸a˜o entre as sentenc¸as, geralmente abreviada por
`).
3. Separando-se um certo nu´mero de sentenc¸as de SENT (LT) para
formar o conjunto AX(T) dos axiomas de T; eles devem ser for-
malizac¸o˜es dos postulados, princ´ıpios e leis que caracterizam T e
na˜o sa˜o dedut´ıveis de outros postulados, princ´ıpios e leis de T.
A qu´ıntupla FT ≡ 〈VOC (LT),SENT (LT), AX(T), T,`〉, e´ a
formalizac¸a˜o de T, onde T e´ o fecho dedutivo dos axiomas (que
deve ser consistente):
T ≡ {α ∈ SENT (LT)|AX(T) ` α}
Os 3 primeiros passos podem ser tomados tanto para teorias ma-
tema´ticas quanto para teorias emp´ıricas; os dois passos seguintes
sa˜o tomados apenas para teorias emp´ıricas.
4. Distinguindo-se no vocabula´rio de LT os termos teo´ricos e os ter-
mos observacionais, a fim de conectar FT aos resultados de expe-
rimentos e observac¸o˜es. Os axiomas que conteˆm somente termos
teo´ricos sa˜o chamados postulados teo´ricos, e aqueles contendo
4Apesar de a abordagem semaˆntica e a abordagem sinta´tica serem historicamente
consideradas como opostas, e´ necessa´rio ressalvar que essa divisa˜o na˜o e´ ta˜o clara
como alguns filoso´fos (principalmente os identificados com a abordagem semaˆntica)
buscaram apontar, e que considerac¸o˜es semaˆnticas e pragma´ticas entraram nas ela-
borac¸o˜es dos membros do C´ırculo de Viena. Mais sobre isso em Mormann 2007.
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ambos termos teo´ricos e observacionais - e portanto, conectando-
os - sa˜o chamados postulados de correspondeˆncia. As sentenc¸as de
LT compostas apenas por termos observacionais sa˜o, em princ´ıpio,
abertas a` verificac¸a˜o ou a` falsificac¸a˜o, isto e´, e´ poss´ıvel, em princ´ıpio,
determinar se uma sentenc¸a observacional e´ verdadeira ou falsa
atrave´s de observac¸o˜es relevantes. Para tornar isso poss´ıvel, a
sub-linguagem observacional de LT e´ interpretada (no sentido
lo´gico padra˜o) num domı´nio espec´ıfico DT de objetos observa´veis
relevante para T; isso proveˆ tambe´m, atrave´s dos postulados de
correspondeˆncia, a chamada interpretac¸a˜o parcial das sentenc¸as
teo´ricas.
5. Seja Ot(T) ⊂ SENT (LT) o conjunto de sentenc¸as observacionais
verificadas pelos cientistas num determinado tempo t e que sa˜o
relevantes para T; sendo estas membros de DT. Uma forma-
lizac¸a˜o FT e´ considerada empiricamente adequada num determi-
nado tempo t se, e somente se, T for consistente e toda verdade
relevante para T empiricamente estabelecida, isto e´, toda sen-
tenc¸a observacional verificada em Ot(T), for membro de T . Em
outras palavras se, e somente se
Ot(T) ⊂ T ⊂ SENT (LT)
Esse esquema, correndo o risco da generalizac¸a˜o, configura o es-
queleto daquilo que ficou conhecido como abordagem sinta´tica (ver,
por exemplo, Suppe 1977). No entanto, no decorrer do se´culo pas-
sado, essa abordagem foi perdendo adeptos e hoje, pelo menos na
forma como foi concebida, e´ considerada anacroˆnica. Nesse processo,
a abordagem semaˆntica, por mais que na˜o esteja isenta de cr´ıticas, se
impoˆs na filosofia da cieˆncia contemporaˆnea. Sugerimos treˆs fatores
que contribu´ıram fortemente para a passagem da abordagem sinta´tica
a` abordagem semaˆntica a partir de fins dos anos 40 do se´culo passado:
1) as contundentes cr´ıticas recebidas. Dentre elas, duas das principais
eram que o foco nas linguagens formalizadas acarretaria em extrema
artificialidade e dificuldade na reelaborac¸a˜o das teorias; e que a eˆnfase
na linguagem poderia ter como consequeˆncia que, ao se indentificar
uma teoria com um conjunto de enunciados, toda diferenc¸a nos axio-
mas implicaria uma diferenc¸a na teoria, o que entraria em choque com
o fato de que podemos ter duas axiomatizac¸o˜es diferentes da, intuitiva-
mente dizendo, mesma teoria. Essas e outras tantas cr´ıticas presentes
na literatura sobre o tema acabaram minando a posic¸a˜o sinta´tica; 2) as
ferramentas te´cnicas a` disposic¸a˜o. Na˜o podemos deixar de situar his-
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toricamente a abordagem sinta´tica, ou seja, entender esta abordagem
dentro do contexto dos desenvolvimentos te´cnicos de sua e´poca, pois,
como sugeriu Steven French (French 2010), no esforc¸o de representar as
teorias cient´ıficas, os filo´sofos da cieˆncia se voltam para as ferramentas
que eles dispo˜em. No caso dos positivistas lo´gicos, essas ferramen-
tas eram os recursos proporcionados pela lo´gica de primeira ordem (e
podemos incluir tambe´m a teoria dos tipos), e, no caso de Suppes e
seguidores, as ferramentas eram aquelas da nascente teoria de modelos.
Posto isso, parece claro que novas ferramentas, quando incorporadas a`
ana´lise filoso´fica, possam vir a tornar obsoleta a concepc¸a˜o que atual-
mente se afigura hegemoˆnica; 3) a evoluc¸a˜o do me´todo axioma´tico. Esse
e´ um ponto que desenvolvemos mais longamente na pro´xima sec¸a˜o. Fa-
zemos, portanto, apenas uma pequena menc¸a˜o aqui: como argumen-
taremos, o modo de lidar com o me´todo axioma´tico que esta´ inserido
principalmente nos trabalhos de P. Suppes, na˜o e´ exatamente a mesma
utilizada pelos positivistas lo´gicos — em geral uma noc¸a˜o de cara´ter
lo´gico-lingu´ıstico, extra´ıda dos trabalhos de Hilbert, Peano, entre ou-
tros. O que emerge dos trabalhos de Suppes e´ uma concepc¸a˜o que
primeiramente aparece nos trabalhos de N. Bourbaki, onde o me´todo
axioma´tico assume um cara´ter conjuntista-estrutural (da Costa 1987, p.
18,19). Como vemos adiante, essa na˜o e´ uma mudanc¸a inocente e traz
interessantes consequeˆncias a` ana´lise filoso´fica das teorias cient´ıficas.
4.2 MODELOS
Provavelmente uma das questo˜es mais centrais de toda a filosofia
da cieˆncia e´ ‘O que e´ uma teoria cient´ıfica?’. Uma tentativa de resposta
a essa questa˜o, a abordagem sinta´tica nos moldes do C´ırculo de Viena,
apesar de seus interessantes desenvolvimentos, praticamente na˜o e´ mais
considerada como um programa de pesquisa promissor. Atualmente,
muitos dos filo´sofos que arriscam uma resposta empregam, de uma
maneira ou de outra, a palavra modelo.
A ide´ia de modelo tem uso em diversos campos do saber e no
discurso coloquial, com variadas acepc¸o˜es e func¸o˜es diversas, muitas
das quais incompat´ıveis entre si. Dentro da filosofia da cieˆncia, uma
abordagem das teoria cient´ıficas denominada abordagem semaˆntica da´
aos modelos um papel de protagonista na resposta a` pergunta formu-
lada acima. A abordagem semaˆntica surgiu entre fins da de´cada de 40 e
comec¸o da de´cada de 50, e hoje e´ amplamente utilizada por filo´sofos de
diferentes escolas, tanto realistas quanto anti-realistas. Segundo essa
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abordagem, para caracterizarmos uma teoria na˜o devemos nos concen-
trar na particular linguagem que utilizamos para formula´-la mas, antes,
nos modelos dos axiomas dessa teoria. Assim, os axiomas de uma teoria,
se consistentes, possibilitam que se especifique uma classe de estrutu-
ras que sa˜o os modelos desses axiomas, e mesmo que diferentes axiomas
venham a caracterizar uma mesma classe, isso na˜o gerara´ problemas,
pois a eˆnfase e´ dada a`s estruturas designadas, e na˜o ao modo como
elas sa˜o selecionadas (para mais informac¸o˜es sobre essa abordagem ver,
por exemplo, Suppe 1989). Dentre os debates em torno desta posic¸a˜o,
podemos destacar aquele que trata da relac¸a˜o entre teoria e modelos.
Basicamente, as posic¸o˜es variam entre aquela que atribui aos modelos
um papel representacional e aquela que lhes atribui um papel consti-
tucional de uma teoria. No primeiro caso, abstem-se de dizer o que e´
uma teoria, e busca-se ta˜o somente representa´-la atrave´s de uma classe
de modelos, enquanto, no segundo caso, argumenta-se em favor de uma
identificac¸a˜o entre teorias e classes de modelo (para uma boa discussa˜o
sobre o tema ver da Costa, French 2003, cap. 2 e 3). Outra questa˜o
em torno dessa abordagem se refere a` pro´pria utilizac¸a˜o da palavra
“semaˆntica” para designa´-la pois, como discute Ota´vio Bueno (Bueno
1999, cap. 3), na˜o e´ totalmente claro em que sentido podemos dizer que
a proposta daqueles filo´sofos identificados com essa abordagem pode ser
dita semaˆntica.
Como um desdobramento natural desta posic¸a˜o, podemos arti-
cular algumas perguntas cujas respostas sa˜o fundamentais para a boa
compreensa˜o da dita abordagem semaˆntica:5 o que sa˜o modelos? Como
os obtemos? Modelos em que sentido desta palavra?
A primeira destas perguntas afigura-se essencial, visto que na˜o
ha´ consenso sobre o que sa˜o os modelos. Ao buscarmos por esse conceito
em livros e artigos e ao observarmos o discurso cient´ıfico, nos defron-
tamos com as noc¸o˜es de modelo icoˆnico, modelo por analogia, modelo
lo´gico, entre outras. Contudo, se restringirmos nossa ana´lise aos mo-
delos enquanto estruturas podemos ainda nos perguntar: que tipo de
aparato conceitual e´ empregado para apresentar os modelos? Eles sa˜o
simplesmente estruturas conjuntistas de primeira ordem, ou seja, aque-
las nas quais se pode aplicar as ferramentas da teoria de modelos?
Afirma-se, geralmente, que a abordagem semaˆntica teve como
5Ainda que hoje o nome abordagem semaˆntica seja mais um ro´tulo que agrega
uma grande quantidade de filo´fosos de diferentes orientac¸o˜es que um programa
unificado de pesquisa, mantemos aqui essa designac¸a˜o por ela estar consagrada na
literatura sobre o tema, ale´m de acreditarmos que as questo˜es e colocac¸o˜es aqui
desenvolvidas interessem a` maioria daqueles que trabalham dentro dessa tradic¸a˜o
de pesquisa.
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grande inspirac¸a˜o os trabalhos de Alfred Tarski na de´cada de 50 do
se´culo passado, quando ele deu in´ıcio aos desenvolvimentos de um ramo
da lo´gica matema´tica denominado teoria de modelos que, grosso modo,
lida com as relac¸o˜es entre linguagens formais de primeira ordem e estru-
turas que as interpretam. Podemos observar, da literatura existente,
que muitos filo´fos consideram os modelos nessa acepc¸a˜o tarskiana; e
ainda que a proposta de P. Suppes, como a entendemos, fac¸a um uso
diferente do conceito de modelo ele pro´prio, em trabalhos e livros, da´ a
entender que esta´ se referindo a` noc¸a˜o tarskiana de modelo 6 (Suppes
2002, pp. 20-21).
No entanto, ha´ mais aqui. De fato, na˜o e´ o caso simplesmente
de que teorias cient´ıficas sa˜o, de alguma forma, classes de estruturas
no sentido da teoria de modelos, e que os filo´fosos devem empregar
as ferramentas desse ramo da lo´gica matema´tica para tirar concluso˜es
sobre elas. Naturalmente, se se quer especificar rigorosamente o que
se entende por modelo no contexto filo´fico da pergunta sobre o que
sa˜o teorias cient´ıficas, devemos ser cuidadosos. Como vemos adiante,
baseado no trabalho de Suppes (Suppes 1957, Suppes 2002) e na for-
mulac¸a˜o rigorosa de sua ide´ia chave por Newton da Costa e Rolando
Chuaqui (da Costa, Chuaqui 1988), podemos compreender que as teo-
rias de alguma forma sa˜o representadas ou constitu´ıdas por uma classe
de modelos de duas maneiras diferentes (e isto esta´ relacionado com
duas maneiras diferentes de se compreender o me´todo axioma´tico).
Analisamos nas pro´ximas pa´ginas duas abordagens que deno-
minamos abordagem de Suppes e abordagem de da Costa-Chuaqui. 7
Como procuramos evidenciar, sa˜o maneiras diferentes de se efetuar a
axiomatizac¸a˜o de uma teoria. E isso nos leva a maneiras diferentes de
se compreender a noc¸a˜o de modelo. Ambas as abordagens esta˜o rela-
cionadas entre si: a abordagem suppesiana esta´ inserida no seio de seu
grandioso projeto de pesquisa de axiomatizac¸a˜o de teorias cient´ıficas,
iniciado na de´cada de cinquenta do se´culo passado; a abordagem de
da Costa-Chuaqui e´ fruto dos esforc¸os desses dois pesquisadores em
produzir uma versa˜o formalizada da primeira abordagem. Ambas sa˜o,
como as denominamos, axiomatizac¸o˜es internas, na medida em que
se realizam dentro da teoria de conjuntos ZFC, e ambas expressam
a axiomatizac¸a˜o de teorias atrave´s de um predicado conjuntista, isto
e´, atrave´s de uma fo´rmula da linguagem de ZFC. As abordagens se
6Por modelo na acepc¸a˜o tarskiana, queremos dizer uma estrutura na qual e´
interpretada os s´ımbolos na˜o-logicos de uma linguagem formal, satisfazendo um
conjunto de sentenc¸as dessa linguagem e empregando a correspondente noc¸a˜o de
verdade.
7Essa distinc¸a˜o foi primeiramente proposta em Krause, Arenhart, Moraes 2011.
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diferenciam nos limites de cada uma (ha´ classes de estruturas que po-
dem ser axiomatizados por uma abordagem, mas na˜o por outra) e na
maneira como em cada uma delas trabalhamos com estruturas de or-
dem superior (em geral, as mais utililizadas em teorias cient´ıficas). A
abordagem de da Costa-Chuaqui ja´ tem toda a sua parte te´cnica de-
senvolvida no cap´ıtulo anterior. Dedicaremos, portanto, mais espac¸o a`
discussa˜o da abordagem suppesiana sem, contudo, deixar de apontar
as diferenc¸as entre ambas e a discussa˜o da´ı resultante.
4.3 AXIOMATIZAC¸O˜ES INTERNAS
Como apontamos, geralmente se diz que a abordagem semaˆntica
possui como vantagem sobre a a sinta´tica o fato de na˜o focar sobre
uma particular linguagem ou, pelo menos, de na˜o considera´-la como
um ponto essencial; ela tem como foco os modelos. Na˜o podemos,
no entanto, ignorar completamente a linguagem, na medida em que
ao considerar uma classe de estruturas, devemos prover um conjunto
de axiomas que essa classe modela. Devemos, portanto, empregar o
me´todo axioma´tico, e isso envolve a estipulac¸a˜o de uma linguagem e de
um aparato dedutivo.
De maneira um tanto geral, podemos dizer que uma teoria T
compreende treˆs n´ıveis de postulados. Primeiramente, deve-se apresen-
tar uma linguagem formal, geralmente enumera´vel e, enta˜o, seguem-se:
1. Os postulados lo´gicos, em geral aqueles do ca´lculo de predicados
de primeira ordem com identidade. E´ poss´ıvel, no entanto, o uso
de lo´gicas de ordem superior ou, ate´ mesmo, lo´gicas na˜o-cla´ssicas;
2. Um grupo de postulados “matema´ticos”, em geral aqueles de ZFC
de primeira ordem;
3. Os postulados espec´ıficos da teoria, que dependem do campo es-
pec´ıfico que sera´ analisado.
As duas abordagens que tratamos a seguir sa˜o o que podemos
denominar axiomatizac¸o˜es internas, visto que sa˜o realizadas dentro da
teoria de conjuntos ZFC. Isso nos permite focar apenas no passo treˆs,
ja´ que a lo´gica subjacente (ca´lculo de predicados de primeira ordem
com igualdade) e os postulados matema´ticos (os axiomas de ZFC) ja´
esta˜o pressupostos.
Notemos que as estruturas que sa˜o modelos dos axiomas sa˜o
entidades conjuntistas que apenas modelam os axiomas espec´ıficos da
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teoria e na˜o os axiomas de ZFC, pois estar´ıamos neste caso demons-
trando a consisteˆncia de ZFC dentro da pro´pria teoria (condic¸a˜o proi-
bida pelo segundo teorema de Go¨del), supondo, e´ claro, que ZFC seja
consistente. E ainda que estejamos neste trabalho considerando ZFC
de primeira ordem para definir as estruturas, ha´ maneiras alternativas
de apresenta´-las. As mais nota´veis sa˜o atrave´s de lo´gicas de ordem
superior (Carnap 1958), cuja grande diferenc¸a e´ podermos interpretar
os elementos ba´sicos de uma estrutura como predicados e na˜o como
conjuntos e da teoria das categorias (da Costa, French 2003).
Em distinc¸a˜o ao que estamos chamando de axiomatizac¸a˜o in-
terna, denominamos de “externa” uma formulac¸a˜o que na˜o pressu-
ponha, em princ´ıpio, uma teoria de conjuntos ou aparato similar. Pres-
supo˜e-se apenas uma “certa capacidade intuitiva, de idealizac¸a˜o constru-
tiva, cujas regularidades esta˜o catalogadas pela aritme´tica intuicio-
nista” (da Costa 2008, p. 74) ou, como denomina Kunen, um finitistic
reasoning (Kunen 2009, pp. 28, 186), isto e´, uma metateoria infor-
mal, com a qual possamos construir s´ımbolos, compreender e elaborar
sequeˆncias de nu´meros, relac¸o˜es etc. Nesse processo, podemos erigir
linguagens satisfazendo os passos (1)-(3) acima ate´ obtermos teorias
formais como, por exemplo, ZFC. Uma vez de posse de uma teoria for-
mal, reconstru´ımos, dentro dela, nossas intuic¸o˜es iniciais. Em outras
palavras, a lo´gica (e isso se aplica a outras teorias) deve ser constru´ıda
duas vezes (Kunen 2009, p. 191), ainda que, e´ importante salientar,
na˜o possamos provar que as nossas contruc¸o˜es formais correspondam
exatamente a`s nossas intuic¸o˜es. Na verdade, ha´ inu´meros exemplos de
que a esfera intuitiva e a formal na˜o podem ser justapostas. Para citar
um, consideremos o conjunto intuitivo dos nu´meros naturais, os quais
podem ter um conjunto correspodente completamente diferente em al-
gum modelo da aritme´tica de primeira ordem (ver, por exemplo, Kaye
1991).
Com isso na˜o se esta´ querendo dizer, naturalmente, que o que
denominamos axiomatizac¸a˜o interna prescinda da intuic¸a˜o em sua uti-
lizac¸a˜o, mas enquanto ela se vale, logo de partida, de todo um aparato
conceitual previamente elaborado, a externa ampara-se, de in´ıcio, ta˜o
somente na intuic¸a˜o. No entanto, ressalvemos, a intuic¸a˜o comparecera´,
na primeira abordagem, no momento de se estabelecer os axiomas es-
pec´ıficos de alguma teoria, processo no qual uma certa semaˆntica infor-
mal — que, em geral, na˜o corresponde a` semaˆntica formal — de certa
forma nos guia na elaborac¸a˜o dos axiomas que, idealmente, buscam
capta´-la. Contudo, os axiomas, apo´s elaborados, sa˜o vistos de uma
perspectiva formal, destitu´ıdos de significado. Sobre a importaˆncia da
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intuic¸a˜o para as cieˆncias formais, da Costa escreve:
“na elaborac¸a˜o de linguagens formais, no estudo finitista e
metateo´rico de teorias formalizadas e na edificac¸a˜o de novos sis-
temas de lo´gica, ha´ necessidade de uma atividade racional sub-
jacente, de natureza construtiva e intuitiva; e´ universalmente
aceito, hoje, o fato o´bvio de que na˜o pode haver aritme´tica
formalizada sem a aritme´tica intuitiva. No cerne deste to´pico,
encontra-se a velha disputa entre Russell e Poincare´: o primeiro
acreditava que se poderia reduzir a aritme´tica a` lo´gica, de confor-
midade com o desejo de Frege, definindo-se a noc¸a˜o de nu´mero
natural em func¸a˜o de ide´ias lo´gicas mais simples, por um sim-
bolismo lo´gico-formal apropriado. Poincare´, por sua vez, acen-
tuava que a aritme´tica ja´ se encontrava impl´ıcita quando Russell
escrevia seus s´ımbolos, quando tratava de diferencia´-los, de orga-
niza´-los em expresso˜es simbo´licas, de isola´-los, enfim ao elaborar
sua linguagem artificial e passigra´fica. Hoje se sabe que ambos
tinham certa dose de raza˜o. Alia´s, Bourbaki, por exemplo, ao
apresentar a definic¸a˜o de nu´meros naturais em seu sistema, diz
claramente que eles na˜o devem ser confundidos com os inteiros
intuitivos, na˜o formalizados, que aparecem na metamatema´tica.”
(da Costa 2008, p. 73)
4.4 A ABORDAGEM DE SUPPES
Segundo uma passagem bastante conhecida do filo´sofo Patrick
Suppes, para axiomatizar uma teoria devemos prover um predicado
conjuntista, isto e´, uma fo´rmula da linguagem da teoria de conjuntos
(geralmente informal, ou seja, sem a preocupac¸a˜o de justificar todas as
entidades conjuntistas utilizadas), e as estruturas conjuntistas que sa-
tisfazem esse predicado sa˜o chamadas de modelos da teoria. Em Suppes
1957, cap. 12; Suppes 2002 cap. 2 sa˜o apresentados e discutidos alguns
exemplos de como podemos axiomatizar teorias cient´ıficas atrave´s de
predicados conjuntistas. Suppes na˜o fornece uma definic¸a˜o rigorosa de
como se pode escrever tal predicado; seu objetivo e´ elucidar atrave´s de
exemplos o que esta´ envolvido na definic¸a˜o de tais predicados.
Suppes, como dissemos, trabalha dentro de uma teoria de conjun-
tos informal, e podemos tambe´m situar nossa discussa˜o no escopo de
ZFC ao n´ıvel informal. A primeira vantagem de comec¸armos com ZFC
(ou outra teoria de conjuntos similar) e´ a possibilidade de pressupormos
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toda a matema´tica a` nossa disposic¸a˜o,8 sem que tenhamos de nos preo-
cupar em axiomatizar cada uma das teorias matema´ticas necessa´rias
para nosso estudo. Outra vantagem e´ prescindirmos de considerac¸o˜es
metamatema´ticas que aparecem na axiomatizac¸a˜o tradicional, que pro-
cede atrave´s da elaborac¸a˜o de sistemas formais, e trabalharmos di-
retamente no ambiente matema´tico usual, ainda que, na abordagem
semaˆntica estejam presentes considerac¸o˜es metamatema´ticas.
A abordagem suppesiana consiste, basicamente, em descrever
uma classe de estruturas que “modela” algum domı´nio cient´ıfico es-
pec´ıfico. Na˜o nos interessa, para a discussa˜o que queremos promover,
os detalhes sobre a maneira como essa classe de estruturas pode ser
obtida, maneira essa que, em geral, pode envolver a experieˆncia acu-
mulada do cientista, a experimentac¸a˜o emp´ırica, insights etc. O passo
seguinte e´ escrever os postulados da teoria desse domı´nio cient´ıfico na
linguagem de ZFC (L∈), possivelmente enriquecida com s´ımbolos adi-
cionais. Esses s´ımbolos adicionais podem ser introduzidos de va´rias
maneiras como, por exemplo, pela abreviac¸a˜o de fo´rmulas de L∈ na
metalinguagem, ou atrave´s de alguma teoria da definic¸a˜o (basicamente
obedecendo-se as condic¸o˜es de Lesniewski, ver Suppes 1957, cap. 8).
Esses axiomas sa˜o enta˜o abreviados atrave´s de um predicado conjun-
tista, uma fo´rmula de L∈ (possivelmente ampliada), que representa a
conjunc¸a˜o desses axiomas.
Suppes, ao comentar seu famoso slogan invocado acima, nos diz
que “[P]erhaps the most important point of confusion to clear up about
this slogan is the intimate relation between axiomatization and defini-
tion”(Suppes 2002, p. 30). Esclarec¸amos um pouco esse ponto, mos-
trando como e´ poss´ıvel exprimir o predicado “e´ um grupo”.
Suppes apresenta, inicialmente, a formulac¸a˜o padra˜o dos axio-
mas de grupo:
1. x ◦ (y ◦ z) = (x ◦ y) ◦ z
2. x ◦ e = x
3. x ◦ x−1 = e
Em que ◦ e´ a operac¸a˜o bina´ria, e e´ o elemento neutro e x−1 o ele-
mento inverso de x relaticamente a` operac¸a˜o ◦. A dificuldade com
esses axiomas, nos diz Suppes, e´ que, se tomados de forma isolada,
na˜o nos permitem entender como eles se relacionam com axiomas de
outras teorias ou como, exatamente, eles se relacionam com os objetos
8Quando fazemos refereˆncia a toda a matema´tica, estamos nos referindo a` pos-
sibilidade, ja´ aludida, de se erigir toda a matema´tica cla´ssica dentro de ZFC.
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matema´ticos. Segundo Suppes, estas dificuldades sa˜o superadas pelo
reconhecimento de que, em esseˆncia, esses axiomas sa˜o parte de uma
definic¸a˜o, a saber, a do predicado “e´ um grupo”. Os axiomas sa˜o a
parte mais importante dessa definic¸a˜o, eles nos dizem quais sa˜o as pro-
priedades mais relevantes que um objeto matema´tico deve possuir para
satisfazer o predicado “e´ um grupo”.
Suppes, enta˜o, apresenta algumas definic¸o˜es ate´ obter um “one-
place predicate”, de forma que ele escreve: “[A]n algebra G = (A, ◦, e,−1 )
is a group if and only if for every x, y and z in A the three axioms given
above are satisfied.”(Suppes 2002, p. 32) Segundo Suppes, essa carac-
terizac¸a˜o da estrutura conjuntista de grupo responde a` questa˜o sobre
qual tipo de objeto matema´tico e´ um grupo.
Podemos ainda exprimir esse predicado atrave´s de uma fo´rmula
de ZFC. Isso na˜o foi feito por Suppes, que se utiliza, para seus propo´sitos,
da teoria ingeˆnua de conjuntos.
Um grupo G, portanto, e´ uma qua´drupla ordenada 〈G, ◦, e,−1 〉,
satisfazendo os axiomas 1, 2 e 3 acima. Em s´ımbolos, o predicado para
G pode ser expresso da seguinte maneira:
P (G)↔ ∃G∃ ◦ ∃e∃−1(G = 〈G, ◦, e,−1 〉 ∧ 1 ∧ 2 ∧ 3)
Suppes chama de grupo qualquer estrutura G = (A, ◦, e,−1 ) que sa-
tisfac¸a esse predicado. Em outras palavras, G = (A, ◦, e,−1 ) e´ um
modelo dos axiomas da teoria de grupos. Mas o e´ em que sentido?
Observemos que nada nos e´ dito sobre o conceito de satisfac¸a˜o. Uma
caracter´ıstica dessa abordagem e´ que mostrarmos que uma estrutura
satisfaz determinados postulados, significa provarmos que os objetos e
as relac¸o˜es desta estrutura possuem as propriedades estabelecidas por
esses postulados. E isso e´ feito dentro de ZFC. Enta˜o, de que maneira
mostramos que alguma estrutura pertence a` classe caracterizada por
um determinado predicado conjuntista, por exemplo, que a estrutura
〈Z,+〉 e´ um grupo? Nesse caso, simplesmente derivamos como teorema
de ZFC que os elementos de Z, juntamente com a operac¸a˜o +, possuem
as propriedades requeridas para serem um grupo. Dizemos, enta˜o, que
〈Z,+〉 satisfaz os axiomas da teoria de grupos e, portanto, que essa
estrutura e´ um modelo desses axiomas de grupo.
Notemos, contudo, que as noc¸o˜es de “satisfac¸a˜o” e “modelo”
diferem do usual em lo´gica. De fato, na˜o ha´, neste caso, uma lin-
guagem formal espec´ıfica da teoria de grupos sendo interpretada em
alguma estrutura, nem uma func¸a˜o interpretac¸a˜o que associa elemen-
tos da estrutura a elementos da linguagem. Em sua acepc¸a˜o tars-
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kiana padra˜o, modelos sa˜o estruturas que satisfazem (num sentido bem
conhecido) certas sentenc¸as de uma determinada linguagem formal (ver,
por exemplo, Mendelson 1979, pp. 50-55). Ja´ na abordagem de Suppes,
restringindo-se ao caso ora em tela, basta mostrarmos, por exemplo, que
`ZFC ∀x, y, z ∈ Z(x + (y + z) = (x + y) + z), para afirmarmos que a
estrutura 〈Z,+〉 satisfaz o axioma da associatividade da adic¸a˜o. Pode-
mos provar esse resultado da seguinte forma: consideremos a expressa˜o
(a+Z b) +Z c = a+Z (b+Z c), que nos diz que a operac¸a˜o +Z , isto e´, a
operac¸a˜o soma no conjunto dos inteiros, e´ associativa. Os inteiros a, b e
c podem ser vistos no contexto de ZFC como classes de equivaleˆncia de
nu´meros naturais, ou seja, sa˜o o mesmo que [〈m,n〉], [〈p, q〉] e [〈r, s〉],
respectivamente, com m,n, p, q, r, s nu´meros naturais. Podemos escre-
ver enta˜o (a+Z b) +Z c = ([〈m,n〉] +Z [〈p, q〉]) +Z [〈r, s〉]. A u´ltima ex-
pressa˜o e´ igual a [〈(m+p)+r, (n+q)+s〉], em que + designa a soma entre
os nu´meros naturais. Agora, nos valendo do fato de que a operac¸a˜o +
e´ associativa entre os nu´meros naturais (propriedade esta que e´ facil-
mente provada com o princ´ıpio da induc¸a˜o), o restante da demonstrac¸a˜o
e´ simples: a u´ltima expressa˜o, enta˜o, e´ igual a [〈m+(p+r), n+(q+s)〉] =
([〈m,n〉] +Z ([〈p, q〉]) +Z [〈r, s〉]) = a+Z (b+Z c). E o mesmo se aplica
aos outros axiomas. Essa e´ a ide´ia, como a compreendemos, por tra´s
da sugesta˜o de Suppes de que a ferramenta para a filosofia da cieˆncia e´
a matema´tica, e na˜o a metamatema´tica (van Fraassen, p. 221). Ade-
mais, visto que Suppes atribui um papel especial aos isomorfismos entre
estruturas e teoremas de representac¸a˜o (no caso da teoria de grupos,
temos o famoso teorema de Cayley9), parece razoa´vel que ele siga esse
tipo de abordagem, em detrimento das preocupac¸o˜es usuais dos lo´gicos,
que envolvem to´picos como relac¸o˜es de consequeˆncia, definibilidade e
condic¸o˜es de aplicabilidade de ferramentas da teoria de modelos. Para
nos ajudar a compreender melhor de que maneira esta abordagem e´
a mais consoante com a pra´tica matema´tica, vejamos outro exemplo:
consideremos o modo como a aritme´tica de Peano e´ desenvolvida nos
textos usuais de teoria de conjuntos (ver, por exemplo, Enderton 1977).
Neles, prova-se que em ZFC existe uma estrutura 〈ω, 0, σ〉, comumente
denominada estrutura de Peano, em que ω e´ o conjunto dos ordinais
finitos de von Neumann, 0 e´ o conjunto vazio que, por definic¸a˜o, per-
tence a ω, e σ e´ a func¸a˜o sucessor que, para cada n ∈ ω, atribui n∪{n},
o seu sucessor por definic¸a˜o. Em seguida, prova-se que os axiomas es-
pec´ıficos de Peano sa˜o satisfeitos diretamente em ZFC; por exemplo,
9Esse teorema diz, sucintamente, que todo grupo e´ isomorfo a um particular
grupo de permutac¸a˜o, ou seja, qualquer grupo, por mais variada que seja a natureza
de seus elementos, pode ser representado como um grupo de permutac¸o˜es.
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que σ e´ injetora e que ω e´ indutivo. Assim, os axiomas de Peano sa˜o
teoremas de ZFC quando entendidos como propriedades desta estrutura
particular. Neste caso, novamente, na˜o esta´ envolvida uma linguagem
espec´ıfica da aritme´tica que deve ser interpretada nesta estrutura, a
fim de mostar que a estrutura satisfaz os axiomas formulados nesta
linguagem. Ja´ quando apresentamos uma linguagem para a aritme´tica,
por exemplo, de primeira ordem £AR = {0, s,+, ·}, e a interpretamos
em uma estrutura de Peano em ZFC, precisamos de uma atribuic¸a˜o de
objetos na estrutura para os s´ımbolos da linguagem, frequentemente
realizada por uma func¸a˜o interpretac¸a˜o, e de uma relac¸a˜o de satisfac¸a˜o
entre sequeˆncias de elementos do domı´nio e fo´rmulas escritas nesta lin-
guagem. Em particular, para as fo´rmulas que representam a versa˜o
em primeira ordem dos axiomas de Peano, temos que na interpretac¸a˜o
usual a estrutura de Peano acima, com as devidas modificac¸o˜es, e´ mo-
delo, no sentido de Tarski, da aritme´tica de Peano, quando esta for
formulada em linguagem de primeira ordem.
Buscando aprofundar um pouco mais esse ponto, e seguindo a
ide´ia de se utilizar a matema´tica e na˜o a metamatema´tica nesse tipo
de ana´lise, observemos que o que estamos chamando de axiomatizac¸a˜o
no sentido de Suppes tambe´m difere da acepc¸a˜o padra˜o. Como disse-
mos, no caso suppesiano estamos lidando com os objetos matema´ticos
diretamente. Visto que Z e´ um termo da linguagem da teoria de
conjuntos que denota o conjunto dos nu´meros inteiros (constru´ıdo em
ZFC), quando dizemos que a estrutura formada por esse conjunto com
a operac¸a˜o + (tambe´m um termo dessa linguagem, denotando uma
operac¸a˜o em Z) possui determinada propriedade, no´s a estabelecemos
diretamente na linguagem de ZFC; na˜o se trata, primeiramente, de
enunciar essa propriedade numa linguagem formal espec´ıfica da teo-
ria de grupos, por exemplo, e, enta˜o, coordenar esses s´ımbolos com
aqueles presentes no conjunto para enta˜o mostrar que a fo´rmula que
expressa determinada propriedade e´ satisfeita pela estrutura 〈Z,+〉.
Neste u´ltimo procedimento, estamos operando no n´ıvel da metama-
tema´tica. Na abordagem suppesiana, pelo menos como a entendemos,
nos mantemos sempre na matema´tica, ou seja, nos referindo direta-
mente a` teoria de conjuntos, sem a mediac¸a˜o de uma linguagem formal
espec´ıfica da teoria que queremos tratar. Devemos salientar que a ar-
gumentac¸a˜o aqui apresentada pode, talvez, na˜o conformar-se com a
maneira como o pro´prio Suppes entende seu trabalho, ja´ que ha´ passa-
gens em sua obra em que ele parece comprometer-se com a concepc¸a˜o
tarskiana de modelo 10 mas, ao mesmo tempo, nos parece claro que a
10“I claim that the concept of model in the sense of Tarski may be used without
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argumentac¸a˜o acima reflete o modo como Suppes executa seu trabalho.
Seguindo a discussa˜o, e´ importante assinalar que do ponto de
vista metateo´rico, a classe de modelos selecionada por um determi-
nado predicado conjuntista e´ dependente do modelo de ZFC em que
estivermos trabalhando, e esse fato, em determinados casos, pode ter
importantes consequeˆncias. Um exemplo que ilustra essa situac¸a˜o e´
o seguinte: suponhamos que determinada teoria fac¸a uso do conjunto
A = {2ℵ0 ,ℵα}, onde α e´ um nu´mero cardinal. Ao nos perguntarmos
sobre a quantidades de elementos desse conjunto, nossa resposta depen-
dera´ do modelo de ZFC que estivermos considerando, visto que a noc¸a˜o
de cardinalidade na˜o e´ absoluta, isto e´, varia de acordo com o modelo.
Podemos, portanto, ter situac¸o˜es em que A possui dois elementos, por
exemplo, quando α = ℵω; em outros modelos, contudo, A pode ter
apenas um elemento, se considerarmos algum em que valha a hipo´tese
do cont´ınuo e α = 1 (ver Kunen 2009, p. 160). Ale´m disso, como ZFC e´
uma teoria de primeira ordem, se for consistente na˜o pode ter seus mo-
delos constru´ıdos dentro da pro´pria teoria. Em particular, assumindo-
se sua consisteˆncia, ZFC possui um modelo enumera´vel, e nesse mo-
delo, por exemplo, o conjunto dos nu´meros reais e´ enumera´vel. Esse
fato pode trazer consequeˆncia interessantes ou grandes complicac¸o˜es
para a filosofia da cieˆncia ao se buscar relacionar, por exemplo, teorias
e experimentos. Em poucas palavras: o que podemos dizer sobre teo-
rias emp´ıricas quando consideramos um modelo enumera´vel de ZFC?
E´ poss´ıvel conduzir uma ana´lise das teorias cient´ıficas na qual busque-
se “capturar” fatos emp´ıricos do mundo em tais modelos? Como po-
der´ıamos conceber o mundo de acordo com uma teoria como uma classe
de estruturas nesse modelo espec´ıfico? Quais seriam as consequeˆncias,
por exemplo, do uso de modelos enumera´veis para algumas das prin-
cipais concepc¸o˜es filoso´ficas erigidas na abordagem semaˆntica? Como
isso afetaria, por exemplo, as subestruturas emp´ıricas dos modelos das
teorias na abordagem de van Fraassen? Na˜o tratamos neste trabalho
destas questo˜es, mas estamos certos de que elas merecem, no futuro,
ser analisadas e elucidadas.
O u´ltimo to´pico que tratamos da proposta que denominamos
abordagem de Suppes e´ uma comparac¸a˜o dessa maneira de efetuar a
axiomatizac¸a˜o de teorias com a axiomatizac¸a˜o padra˜o em linguagens
formais de primeira ordem. Apesar de sua simplicidade, a abordagem
suppesiana e´ bastante poderosa. Enquanto a axioma´tica padra˜o em pri-
meira ordem da teoria de grupos (para continuar com o nosso exemplo)
caracteriza como modelos desses axiomas a classe de todos os grupos e
distortion as a fundamental concept [...]”, Suppes 2002, pp. 20,21
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apenas ela, o predicado conjuntista suppesiano nos permite axiomati-
zar classes mais restritas de estruturas. Um exemplo t´ıpico e´ axioma-
tizarmos todos os grupos exceto alguma classe espec´ıfica. Por simplici-
dade, suponhamos que desejamos axiomatizar todos os grupos com ex-
cessa˜o do grupo aditivo dos inteiros, 〈Z,+〉 (o procedimento e´ o mesmo
para classes maiores). Podemos realizar isso com a simples adic¸a˜o, ao
predicado conjuntista para grupos apresentado anteriormente, de uma
quarta condic¸a˜o (outro axioma), a saber, um axioma restrigindo as
estruturas que satisfazem o predicado, ou seja, impondo que entre as
estruturas que satisfazem o predicado, todas elas sejam diferentes de
〈Z,+〉, o que pode ser facilmente expressado no predicado atrave´s da
condic¸a˜o G 6= Z. Tomando outro exemplo, consideremos a estrutura
de Peano P = 〈ω, 0, σ〉, com os axiomas usuais da aritme´tica escritos
na linguagem de ZFC. E seja, agora, a estrutura 2P = 〈2ω, 0, 2σ〉, onde
2ω e´ o conjunto dos nu´meros naturais pares e 2σ representa a adic¸a˜o
de 2, que tambe´m e´ um modelo desses axiomas. Podemos escrever um
predicado de Suppes com os postulados de Peano mais a condic¸a˜o de
que o domı´nio seja diferente de 2ω, por exemplo, e, enta˜o, essa estru-
tura na˜o pertence a` classe de modelos desses postulados. Isso e´ poss´ıvel
pois, na linguagem de ZFC, podemos fazer refereˆncia a um particular
elemento que desejemos excluir da classe de estruturas determinada
pelo predicado. Nesse ponto reside uma diferenc¸a fundamental entre a
abordagem de Suppes e a de da Costa-Chuaqui e mesmo da aborda-
gem de Bourbaki (cuja concepc¸a˜o de estrutura e a noc¸a˜o de espe´cie de
estrutura serviram de inspirac¸a˜o para o trabalho de Newton da Costa
e Rolando Chuaqui). Nas duas u´ltimas, o predicado (ou os axiomas,
no caso de Bourbaki) possui duas partes principais: a tipificac¸a˜o e os
axiomas. Uma tipificac¸a˜o e´ uma fo´rmula ou conjunc¸a˜o de fo´rmulas que
especifica as particulares relac¸o˜es, operac¸o˜es e elementos distinguidos
que estamos considerando na axiomatizac¸a˜o (para a definic¸a˜o formal,
ver Bourbaki 1968, p. 261). Exemplifiquemos: no caso dos grupos, a ti-
pificac¸a˜o e´ ◦ ∈ P (G×G×G), isto e´, ◦ e´ uma operac¸a˜o do conjunto G×G
no conjunto G, consistindo num conjunto de triplas ordenadas. No caso
dos espac¸os vetoriais, no´s temos + ∈ P (V ×V ×V )∧· ∈ P (K×V ×V ).
Ale´m disso, nessas abordagens, os axiomas devem ser fo´rmulas trans-
porta´veis. Intuitivamente, isso significa que a definic¸a˜o das fo´rmulas
na˜o deve depender de nenhuma propriedade espec´ıfica da construc¸a˜o
feita a partir dos conjuntos ba´sicos e auxiliares, mas apenas fazer re-
fereˆncia ao modo como essas propriedades se relacionam (Ibid.). Em
outras palavras, como coloca Marshall e Chuaqui (Marshall, Chuaqui
1991, p. 932), uma fo´rmula φ e´ transporta´vel se ela e´ verdadeira em
69
uma estrutura A e se e, somente se, ela e´ verdadeira em toda estru-
tura B isomorfa a A. Na abordagem de Suppes na˜o ha´ essa restric¸a˜o,
isto e´, as fo´rmulas na˜o precisam ser transporta´veis, o que amplia as
possibilidades de axiomatizac¸a˜o.
Como um exemplo que ilustra esse ponto, consideremos um pre-
dicado para uma estrutura composta por um conjuntoD e uma operac¸a˜o
σ tomada de t(〈0, 0〉) (isto e´, uma operac¸a˜o bina´ria sobre D) satisfa-
zendo as seguintes condic¸o˜es (axiomas): (a) ∅ ∈ D; (b) σ e´ injetiva;
(c) ∅ na˜o pertence a` imagem de σ; (d) D e´ o menor conjunto que sa-
tisfaz as condic¸o˜es anteriores. Nesse caso, estamos fazendo menc¸a˜o a
um objeto particular, o conjunto ∅, e dizendo nos axiomas que ele deve
pertencer ao domı´nio da estrutura. Devido a isso, os axiomas na˜o sa˜o
transporta´veis, ou seja, apesar de eles serem satisfeitos em alguma es-
trutura, existem estruturas isomorfas a esta em que estes axiomas na˜o
sa˜o satisfeitos, e as fo´rmulas transporta´veis sa˜o justamente aquelas que
sa˜o invariantes sob isomorfismos. Nesse exemplo, em particular, na˜o e´
poss´ıvel axiomatizar a estrutura M = 〈D,σ〉 com esses axiomas na ma-
neira padra˜o, ou seja, fixando um vocabula´rio e fazendo uso da lo´gica
de primeira ordem. Ainda que essas dificuldades possam ser contor-
nadas com modificac¸o˜es e adaptac¸o˜es ao nosso exemplo, o ponto aqui
e´ que na abordagem suppesiana na˜o ha´ restric¸o˜es ao tipo de fo´rmulas
que podemos usar para axiomatizar uma teoria.
Essa discussa˜o pode ser resumida num interessante resultado.
Quando nos restringimos a linguagens de primeira ordem, para axio-
matizar uma classe de estruturas de primeira ordem, devemos prover
um conjunto Γ de sentenc¸as tal que todas as estruturas desta classe se-
jam modelos (no sentido de Tarski) de Γ; ale´m disso, todos os modelos
de Γ devem pertencer a` classe axiomatizada. Uma condic¸a˜o necessa´ria
e suficiente para que uma classe de estruturas seja axiomatizada por
um conjunto de sentenc¸as de primeira ordem e´ que essa classe seja fe-
chada por equivaleˆncia elementar e ultrapodutos. Enta˜o, nos valendo
dos exemplos pre´vios, nesse tipo de axiomatizac¸a˜o, quando lidamos
com os grupos e os axiomas usuais dessa teoria escritos em linguagem
de primeira ordem, na˜o e´ poss´ıvel que 〈Z,+〉 fique fora da classe axio-
matizada se, por exemplo, 〈2Z, 2+〉 estiver na classe (nesse caso, 2Z
denota o conjuntos dos nu´meros inteiros pares e 2+ a operac¸a˜o de adi-
cionar 2), ja´ que ambas as estruturas sa˜o elementarmente equivalentes.
O mesmo se aplica a`s estruturas P = 〈ω, 0, σ〉 e 2P = 〈2ω, 0, 2σ〉. Mas,
como vimos, dentro da abordagem suppesiana podemos, atrave´s de um
predicado conjuntista, definir classes de modelos formadas por estrutu-
ras de primeira ordem que na˜o sa˜o fechadas por equivaleˆncia elementar.
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Nessa abordagem, portanto, a axiomatizac¸a˜o e´ mais “forte” que a usual,
ja´ que nela podemos axiomatizar um nu´mero maior de classes de estru-
turas do que no procedimento usual, e os exemplo apresentados acima
confirmam isso. Podemos, portanto, estabelecer o seguinte resultado:
Existem classes de estrutruras de primeira ordem axiomatiza´veis
atrave´s de um predicado conjuntista a` maneira de Suppes que na˜o o
sa˜o atrave´s de um conjunto de fo´rmulas de uma linguagem de primeira
ordem.
Esse resultado pode ser generalizado para linguagens de ordem
superior atrave´s do mesmo procedimento (podemos tomar a classe de
todas as estruturas bem ordenadas exceto 〈ω, 〉, por exemplo).
Para compreendermos perfeitamente esse resultado devemos aten-
tar ao seguinte: para axiomatizarmos uma classe de estruturas de pri-
meira ordem, se procedermos edificando uma linguagem formal de pri-
meira ordem espec´ıfica (como na abordagem de da Costa-Chuaqui) e
estabelecendo um conjunto de fo´rmulas como axiomas, as classes de
estruturas axiomatiza´veis sera˜o aquelas que estiverem de acordo com
as restric¸o˜es apontadas acima. Mas se escrevermos esses axiomas dire-
tamente na linguagem de ZFC (que, lembremos, e´ uma linguagem de
primeira ordem tambe´m), podemos axiomatizar toda a sorte de classes
de estruturas que quisermos, mas atendo-se ao seguinte ponto: essas es-
truturas na˜o sera˜o modelos na acepc¸a˜o tarskiana, mas sim no contexto
da abordagem de Suppes que explicitamos nesta sec¸a˜o.
4.5 A ABORDAGEM DE DA COSTA-CHUAQUI
No segundo cap´ıtulo desta dissertac¸a˜o, apresentamos uma teoria
das estruturas; mostramos como, atrave´s dos recursos da a´lgebra uni-
versal, podemos construir rigorosamente linguagens formais, em parti-
cular a linguagem da teoria de tipos simples (linguagens estas que sa˜o
representadas por a´lgebras livres), e apresentamos o que e´ denominado
predicado de Suppes, justamente a formalizac¸a˜o da noc¸a˜o de predicado
conjuntista apresentada na sec¸a˜o anterior, e tudo isso foi realizado den-
tro do escopo da teoria de conjuntos ZFC. Essa e´ a abordagem que
denominamos da Costa-Chuaqui.
Recordemos, rapidamente, alguns pontos que sa˜o apresentados
no cap´ıtulo anterior. Dada uma estrutura e = 〈D,Rι〉, podemos as-
sociar, canonicamente, uma linguagem a essa estrutura da seguinte
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forma: para cada tipo a ∈ τ , temos i) um conjunto enumera´vel Va,
dito o conjunto de varia´veis de tipo a; ii) um conjunto Ra de s´ımbolos
de constante de tipo a. A unia˜o das varia´veis e constantes de todos
os tipos formam os termos da linguagem. Apo´s isso, especificamos o
conjuntos de livres geradores e o tipo de similaridade da estrutura. De
posse disso, o teorema 3.2.1 nos garante a existeˆncia de uma a´lgebra
livre sobre o conjunto de livres geradores que e´ u´nica, a menos de iso-
morfismo (para os detalhes, ver o cap´ıtulo 2 desta dissertac¸a˜o).
Apo´s elaborada a linguagem formal escreve-se, nessa linguagem,
os axiomas da teoria que se pretende axiomatizar e define-se um pre-
dicado conjuntista (que representa a conjunc¸a˜o desses axiomas), uma
fo´rmula P (e) da teoria de conjuntos que diz que e e´ uma estrutura de de-
terminado tipo de similaridade satisfazendo um conjunto de sentenc¸as
transporta´veis (os axiomas da teoria) Γ de uma linguagem adequada a
e.
Quando ocorre P (e), isto e´, quando a estrutura e satisfaz o pre-
dicado P , dizemos que e e´ uma P -estrutura. De acordo com da Costa
e Chuaqui (da Costa, Chuaqui 1988, p. 104) essa definic¸a˜o captura
o sentido no qual podemos dizer que uma teoria e´ caracterizada por
uma classe de modelos, precisamente a classe de modelos que sa˜o P -
estruturas para algum predicado P adequado. Quando tratamos, na
sec¸a˜o anterior, daquilo que denominamos abordagem de Suppes, em
va´rios momentos mencionamos as diferenc¸as entre esta abordagem e a
de da Costa-Chuaqui. Parece-nos, agora, apo´s essa pequena explanac¸a˜o
sobre a u´ltima abordagem, que e´ interessante que sistematizemos e
enfatizemos essas diferenc¸as. Comecemos, contudo, pelo que ambas
possuem em comum. As duas sa˜o o que chamamos de abordagens in-
ternas, ou seja, todos os desenvolvimentos sa˜o feitos dentro da teoria de
conjuntos ZFC. Portanto, nesse caso, ao axiomatizarmos uma teoria,
temos de nos preocupar apenas com os axiomas espec´ıficos da teoria em
questa˜o, e podemos pressupor tanto os postulados lo´gicos, por exemplo
os da lo´gica de primeira ordem com identidade, como os postulados
matema´ticos, por exemplo, os de ZFC de primeira ordem.
Todas as distinc¸o˜es entre as duas abordagens derivam de uma
diferenc¸a ba´sica: a maneira como em cada uma realizamos a axioma-
tizac¸a˜o de teorias. Na abordagem de Suppes, como ja´ dissemos, escre-
vemos os axiomas diretamente na linguagem de ZFC, isto e´, utiliza-
mos uma linguagem de primeira ordem, em geral estendida pela adic¸a˜o
de alguns s´ımbolos, na qual, quando formulamos os axiomas, fazemos
menc¸a˜o direta aos objetos conjuntistas (quando falamos do conjunto
dos nu´meros naturais, dos nu´meros inteiros, sa˜o eles mesmos que apa-
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recem nos axiomas). Na abordagem de da Costa-Chuaqui, podemos ter
uma linguagem formal, a` qual o predicado conjuntista faz refereˆncia,
fazendo um papel de intermediac¸a˜o; neste caso na˜o temos os pro´prios
objetos conjuntistas nos axiomas, mas fo´rmulas. Ademais, nessa abor-
dagem podemos construir linguagens de qualquer ordem, aquelas que
sera˜o as mais adequadas dependendo da ordem da estrutura que esta-
mos tratando. Disso decorre que na primeira abordagem os axiomas
sa˜o sempre escritos numa linguagem de primeira ordem, e as estruturas
que sa˜o modelos destes axiomas, como exaustivamente enfatizamos na
sec¸a˜o anterior, o sa˜o numa acepc¸a˜o diferente da tarskiana. Ao passo
que, na segunda abordagem, pela maneira como, dada uma estrutura,
constru´ımos uma linguagem adequada para ela, as estruturas que satis-
fazem um determinado conjunto de sentenc¸as Γ sa˜o modelos na acepc¸a˜o
lo´gica usual.
No segundo cap´ıtulo, apresentamos a construc¸a˜o da linguagem
da teoria de tipos simples como uma a´lgebra livre, mas, em muito casos,
na˜o e´ necessa´rio empregar todos os recursos da teoria de tipos. Uma
interessante questa˜o e´ investigar que classes de modelos podem ser de-
terminadas se os axiomas sa˜o escritos em uma ou em outra linguagem,
ou seja, quais sa˜o os efeitos de restringir a apresentac¸a˜o dos axiomas
a uma linguagem de uma ordem espec´ıfica. Sabemos, por exemplo,
que a classe de modelos definida pelo predicado para a aritme´tica, se
empregarmos uma linguagem formal de primeira ordem na formulac¸a˜o
dos axiomas, conta, entre seus elementos, com os chamados modelos
na˜o-standard. Se empregarmos, contudo, linguagens de segunda ordem
ou maiores, tais modelos na˜o sera˜o selecionados. 11 Os desenvolvi-
mentos que efetuamos previamente acerca das distinc¸o˜es entre as duas
maneiras de se axiomatizar uma teoria podem nos ajudar a aprofundar
a discussa˜o deste to´pico. Um argumento que pode ser tomado em favor
das linguagens de primeira ordem e´ a possibilidade de com elas lidar-
mos com estruturas de ordem superior usuais da matema´tica como, por
exemplo, as estruturas bem ordenadas ou os grupos c´ıclicos. Embora
essas estruturas na˜o possam ser formalizadas como teorias de primeira
ordem (pois, para definir a noc¸a˜o de boa ordem, por exemplo, temos
que dizer que todos os subconjuntos na˜o vazios possuem um menor ele-
mento) podemos lidar com elas dentro da linguagem de primeira ordem
da teoria de conjuntos ZFC, isto e´, podemos constru´ı-las atrave´s da lin-
11Note o leitor que esse resultado, contudo, e´ relativo a um determinado modelo de
ZFC, isto e´, dado um modelo de ZFC, todas as estruturas que satisfazem os axiomas
de Peano, quando estes sa˜o formulados numa linguagem de segunhda ordem, sa˜o
isomorfos. Mais sobre isso em Ebbinghaus, Flum, Thomas 1994, p. 113.
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guagem de ZFC. Devemos perceber, no entanto, que, nesses casos, essas
estruturas de ordem superior devem ser encaradas a` luz da abordagem
de Suppes. Se, ao contra´rio, empregarmos linguagens de primeira or-
dem no sentido da abordagem de da Costa-Chuaqui, essas linguagens
na˜o tera˜o poder expressivo suficiente para caracterizar essas estrutu-
ras de ordem superior (nesse caso, linguagens de ordem superior sera˜o
as mais adequadas). Nessa abordagem, no tocante a` classe de mode-
los selecionada, como apontamos com o exemplo da aritme´tica acima,
ha´ considera´veis diferenc¸as se adotarmos, por exemplo, linguagens de
primeira ou segunda ordens.
Outra questa˜o interessante para o filo´sofo da cieˆncia, seria es-
pecificar (se isso for poss´ıvel) as condic¸o˜es sob as quais os axiomas
espec´ıficos de determinada teoria poderiam ser escritos exclusivamente
em linguagens de primeira ordem, pois, juntamente a` sua alegada clari-
dade e evideˆncia, quando nos restringimos a essas linguagens, podemos
empregar as ferramentas da teoria de modelos (lembremos que na˜o ha´
uma teoria de modelos bem desenvolvida para linguagens de ordem su-
peior). Aqui, no entanto, devemos ser cautelosos, pois podem haver
diferenc¸as entre uma teoria axiomatizada atrave´s de recursos de ordem
superior, numa versa˜o, por assim dizer, completa, e uma axiomatizac¸a˜o
em primeira ordem da mesma teoria. A t´ıtulo de exemplo, podemos
citar a geometria elementar de Tarski que na˜o e´ ideˆntica a` geometria
euclidiana, mas, antes, uma versa˜o em primeira ordem desta, que na˜o
possue todas as propriedades da teoria “completa”.
Ha´ tambe´m uma interessante posic¸a˜o com relac¸a˜o a` ordem das
linguagens que difere das que apresentamos acima e atribue pouca im-
portaˆncia a esse tipo de debate, por considera´-lo motivado de forma
errada (essa e´, basicamente, a posic¸a˜o expressa por Wilfrid Hodges
em (Hodges 2001, pp. 70-73)). A base desta posic¸a˜o e´ o conhecido
procedimento com o qual e´ poss´ıvel escrever sentenc¸as de uma lingua-
gem de ordem superior numa conveniente linguagem de primeira ordem
polia´dica. Por exemplo, tomando o caso de uma linguagem de segunda
ordem, devemos introduzir dois tipos de varia´veis. As de primeiro tipo
sa˜o varia´veis para os indiv´ıduos, enquanto as de segundo tipo sa˜o para
as relac¸o˜es e propriedades. Introduz-se uma relac¸a˜o de pertineˆncia que
ira´ relacionar as varia´veis do primeiro a`s do segundo tipo, ou seja, no
lugar em que, dentro da linguagem de segunda ordem, havia uma pre-
dicac¸a˜o, ha´, agora, uma relac¸a˜o de pertineˆncia entre varia´veis de dois
tipos. Em vista desse procedimento de traduc¸a˜o poder´ıamos imaginar
que, em u´ltimo caso, na˜o importa muito o tipo de linguagem que utili-
zamos. E, realmente, Hodges aponta que, do ponto de vista sinta´tico,
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a situac¸a˜o e´ essa mesma. Contudo, como dissemos, ha´ diferenc¸as, em
relac¸a˜o a` classe de modelos selecionada, entre as aritme´ticas de primeira
e segunda ordens; e e´ justamente nessa questa˜o, a dos modelos, que po-
demos apontar as diferenc¸as. O pro´prio Hodges nos diz que o que de
fato distingue os ca´lculo de predicado de primeira e segunda ordem e´
somente sua interpretac¸a˜o pretendida (Hodges 2001, p. 72). Ademais,
devemos observar que na˜o e´ simplesmente o caso de traduzirmos todas
as teorias de segunda ordem em teorias de primeira ordem e concluir-
mos disso que as linguagens de primeira sa˜o tudo o que precisamos. Se
traduzirmos, por exemplo, a aritme´tica de segunda ordem numa lingua-
gem de primeira ordem, na˜o obtemos a aritme´tica de primeira ordem,
mas uma versa˜o mais sofisticada desta, com diferentes tipos de varia´veis
e complicac¸o˜es adicionais. Tambe´m deve ser notado que essa passagem
de teorias de ordem superior para teorias de primeira ordem e´ sempre
relativa a uma estrutura: dada uma estrutura de ordem superior, po-
demos encontrar uma estrutura de primeira ordem associada a ela e
uma respectiva linguagem de primeira ordem canonicamente associada
a esta estrutura; podemos, enta˜o, efetuar investigac¸o˜es, e se algum in-
teressante resultado for encontrado nessa estrutura de primeira ordem,
podemos fazer o caminho de volta, retornando a` estrutura de ordem
superior com a sua linguagem associada e reinterpretar esse resultado
(essa te´cnica e´ apresentada em da Costa, Rodrigues 2007, pp. 8-9 em
que ela e´ utilizada para tratar problemas de definibilidade).
Esse tipo de discussa˜o sobre linguagens e´ um to´pico presente
nos debates atuais, principalmente em filosofia da matema´tica, mas
na˜o nos estendemos mais sobre o assunto, pois foge aos objetivos desta
dissertac¸a˜o
4.6 MODELOS EM CIEˆNCIA
Por fim, nos parece importante abordar um tema que aparente-
mente e´ tratado sem muita problematizac¸a˜o na filosofia da cieˆncia: os
modelos cient´ıficos. O que se busca questionar aqui e´ uma certa identi-
ficac¸a˜o aceita logo de partida por parte dos filo´sofos da cieˆncia em geral,
especialmente por aqueles envolvidos com a abordagem semaˆntica.
Como dissemos, muitos daqueles filo´sofos que atualmente se preo-
cupam em conduzir uma ana´lise das teorias cient´ıficas, ou seja, que
buscam compreender em que consiste o tipo de conhecimento teo´rico
que e´ veiculado pelas teorias cient´ıficas,12 utilizam a palavra modelo
12Como observa Muller (Muller 2009, p. 5), a cieˆncia abriga outros tipos de conhe-
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em suas ana´lises e respostas. Devido a isso, e´ importante que esteja
sempre claro qual o conceito de modelo que esta´ sendo invocado pelo
filo´sofo em suas ana´lises e reflexo˜es. Na sec¸a˜o anterior, como e´ pa-
tente, o conceito de modelo empregado e´ o de estrutura conjuntista e,
como argumentamos, podemos compreender de duas formas distintas
a maneira como essas estruturas modelam os axiomas de determinada
teoria. No entanto, e´ importante observar que o conceito de modelo
tem tambe´m largo emprego no discurso e na pra´tica cient´ıfica desde ha´
muito. Esta “coincideˆncia” nos leva a` seguinte questa˜o: se os cientistas
em seu discurso e em sua pra´tica se utilizam de modelos e os filo´sofos
em suas ana´lises das teorias cient´ıficas tambe´m se valem de modelos,
esta˜o eles falando das mesmas coisas e as utilizando da mesma ma-
neira? Segundo a abordagem semaˆntica, sim. Essa na˜o e´ uma questa˜o
muito discutida atualmente, mas, em nossa opinia˜o, possui reflexos im-
portantes na pesquisa que hoje se faz. Primeiramente, devemos dizer
que na˜o e´ nosso intuito, ao tocar nessa questa˜o, promover uma cr´ıtica
da abordagem citada; esperamos apenas promover alguns questiona-
mentos acerca da relac¸a˜o entre os modelos empregados na cieˆncia e os
modelos enquanto estruturas conjuntistas.
No per´ıodo logo posterior ao surgimento da abordagem semaˆntica,
P. Suppes, em um hoje ce´lebre artigo, afirmou que o conceito de modelo
na matema´tica e nas cieˆncia emp´ıricas seria essencialmente o mesmo
(Suppes 1960, p. 289), ou seja, que os modelos (isto e´, estruturas
conjuntistas) poderiam ser tomados como aquilo que os cientistas que-
rem dizer com “modelo”. Apesar de soar um tanto exagerada, essa
afirmac¸a˜o, segundo entendemos, tornou-se uma espe´cie de dogma na
filosofia da cieˆncia.
Tentamos brevemente responder a duas questo˜es: 1)Por que os
modelos utilizados na pra´tica cient´ıfica na˜o podem ser identificados com
os modelos utilizados na lo´gica e na matema´tica?; 2)Qual o ganho, na
ana´lise da cieˆncia, ao se considerar que modelos cient´ıficos e modelos
lo´gicos na˜o podem ser identificados?
Numa primeira observac¸a˜o, nos parece l´ıcito dizer que, pelo me-
nos aparentemente, estruturas conjuntistas sa˜o bastante diferentes da-
quilo que e´, em geral, denominado modelo pelos cientistas. Ainda que
em alguns casos, por exemplo, dentro da f´ısica teo´rica quando falamos
dos modelos das equac¸o˜es da relatividade geral, possamos dizer que
os modelos apresentadas sa˜o, de alguma forma, estrututras, ha´ uma
gama gigantesca de exemplos que tornam bastante inveross´ımel essa
cimento, como aquele resultante dos dados experimentais, conhecimentos sobre
como projetar e conduzir experimentos cient´ıficos, de como aplicar as teorias etc.
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suposic¸a˜o. Um dos grandes problemas de se assumir essa identificac¸a˜o
e´ que ter´ıamos que aceitar que todos os modelos cient´ıficos deveriam
estabelecer, de alguma forma, uma relac¸a˜o de satisfac¸a˜o com aquilo
que e´ modelado, mas, enquanto no domı´nio da lo´gica essa relac¸a˜o e´
totalmente clara e compreens´ıvel, no caso dos modelos cient´ıficos —
dada sua extrema diversidade — na˜o ha´ uma maneira clara, afora um
uso metafo´rico da palavra satisfac¸a˜o, de estabelecermos essa relac¸a˜o.
Ademais, ainda que se consiga estabelecer uma relac¸a˜o de satisfac¸a˜o
com um conjunto de sentenc¸as numa linguagem formalizada como e´
usualmente concebida em lo´gica, na˜o e´ isso que determina o sucesso ou
na˜o de um modelo dentro da pra´tica cient´ıfica.
Em Suppes 1960, 2002, o autor nos diz que a diferenc¸a entre
os modelos cient´ıficos e os modelos lo´gicos e´ apenas de uso e na˜o de
significado, ou seja, os modelos, a despeito de utilizados de diferentes
maneiras (em diferentes contextos), manteriam o seu significado ori-
ginal, a saber, aquele da acepc¸a˜o tarskiana de verdade. No entanto,
temos que conceder que, em geral, a distinc¸a˜o entre significado e uso
na˜o e´ nem o´bvia nem facilmente realiza´vel; ademais, mesmo que su-
ponhamos sempre poss´ıvel essa distinc¸a˜o, e´ dif´ıcil aceitar que usos da
noc¸a˜o de modelo em contextos que sejam muito distantes da ana´lise
filoso´fica das teorias possam manter o mesmo significado do uso em
lo´gica e matema´tica.
Naturalmente na˜o estamos aqui procurando negar que se possa
dar um tratamento aos modelos cient´ıficos atrave´s de estruturas conjun-
tistas. Propostas como a de estruturas parciais e isomorfismo parciais
13 (ainda que o propo´sito dos autores parec¸a na˜o ser esse) podem talvez
ser utilizadas para esse fim. Mas devemos atentar ao seguinte ponto: e´
poss´ıvel representar os modelos cient´ıficos como estruturas conjuntistas
assim como e´ poss´ıvel representar os nu´meros naturais como conjuntos.
Mas, da mesma forma que este fato na˜o implica que os nu´meros sejam
conjuntos, na˜o podemos inferir da´ı que os modelos cient´ıficos sejam
estruturas conjuntistas.
Podemos enumerar algumas das principais caracter´ısticas que os
modelos e a ide´ia de modelagem ocupam na cieˆncia (Bailer-Jones 2002):
1. Modelagem e´ amplamente concebida como sendo central ao fazer
cient´ıfico.
2. Ha´ considera´vel diversidade entre definic¸o˜es e descric¸o˜es de mo-
delos cient´ıficos.
13ver, por exemplo, da Costa, French 1990, 2003
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3. Modelos sa˜o comumente caracterizados por simplicac¸o˜es e omis-
so˜es com o objetivo de “capturar a esseˆncia” daquilo que e´ mo-
delado.
4. Modelos sa˜o pensados para prover insights e eles na˜o fazem isso
simplesmente combinando dados experimentais.
5. E´ esperado que modelos sejam submetidos a testes emp´ıricos.
O ponto aqui e´ que os contextos nos quais geralmente e´ empre-
gada a palavra modelo em cieˆncia simplesmente na˜o sa˜o contemplados
pela ana´lise filoso´fica (por exemplo, contextos de descoberta cient´ıfica
ou produc¸a˜o de teorias). Na˜o queremos dizer, e´ claro, que a filosofia
na˜o possa contemplar e analisar a produc¸a˜o de teorias, por exemplo,
mas na˜o e´ atrave´s da filosofia que se produz teorias f´ısicas ou se da˜o
descobertas cient´ıficas. Portanto, parece-nos importante distinguir o
estudo dos modelos dentro de uma perspectiva filoso´fica da afirmac¸a˜o
de que os modelos usados em contextos totalmente estranhos a` filosofia
possam ser os mesmos empregados por esta, ou seja, que os modelos
cient´ıficos sejam essencialmente modelos a` la Tarski.
Mas se os modelos cient´ıficos na˜o podem ser identificados com
estruturas conjuntistas e´ natural que nos perguntemos o que afinal sa˜o
esses modelos. Essa e´ uma questa˜o complexa, pois na˜o nos parece que
cabe ao filo´sofo determinar o que o cientista deve ou na˜o considerar
como modelo, numa atitude normativista que so´ dificulta o dia´logo
entre ambos. Mas o importante papel que os modelos veˆm desempen-
hando na cieˆncia principalmente nas u´ltimas de´cadas originou uma se´rie
de questo˜es pro´prias que talvez merecessem um tratamento mais ade-
quado. E e´ justamente nesse ponto, acreditamos, que reside o principal
desdobramento de se negar uma identificac¸a˜o entre modelos lo´gicos e
cient´ıficos: a possibilidade de se produzir uma “teoria sobre os mode-
los” ou, nos termos usados pela filo´sofa Daniela M. Bailer-Jones, uma
philosophy of modeling (Bailer-Jones 2002). Dada a imensa diversidade
dos modelos cient´ıficos, e´ praticamente imposs´ıvel que se produza uma
definic¸a˜o ampla o suficiente que os abarque todos. O que, claro, na˜o
impede o filo´sofo de procurar definic¸o˜es para grandes grupos de tipos
de modelos e de poss´ıveis relac¸o˜es entre eles.
Questo˜es como essas, nos parece, ultrapassam as preocupac¸o˜es e
o escopo do estudo dos fundamentos da cieˆncia e da ana´lise filoso´fica
das teorias cient´ıficas, ainda que naturalmente interessem a` filosofia da
cieˆncia. Em vista disso, seria interessante, dada a distinc¸a˜o que fize-
mos, propor talvez uma divisa˜o de tarefas dentro da filosofia da cieˆncia:
de um lado, o estudo dos fundamentos lo´gicos das teorias cient´ıficas,
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via teoria de conjuntos e estruturas, por exemplo; de outro, o estudo
da pra´tica cient´ıfica e daquilo que ela compreende, em que comparece-
riam reflexo˜es sobre os modelos cient´ıficos e outros temas. Ainda que
na˜o seja poss´ıvel - e nem deseja´vel - uma separac¸a˜o estrita dessas ta-
refas, a simples admissa˜o dessas duas zonas de reflexa˜o pode ajudar a
enderec¸ar melhor as questo˜es de cunho fundacional e aquelas oriundas
da pra´tica cient´ıfica. Talvez fosse o caso de nos lembrarmos dos positi-
vistas lo´gicos, os quais, em suas investigac¸o˜es, buscavam realizar uma
reconstruc¸a˜o lo´gica das teorias que na˜o necessariamente envolvesse a
pra´tica cient´ıfica, e que, no fundo, configurava uma visa˜o idealizada
da cieˆncia. Nas suas investigac¸o˜es, contudo, eles sabiam que estavam
fazendo algo distinto do que fazem os cientistas, e assumiam isso (ver
Mormann 2007). Como e´ sabido, a abordagem semaˆntica buscou subs-
tituir a concepc¸a˜o dos positivistas lo´gicos pois — entre outros motivos
— as discusso˜es empreendidads por esta “did not have much to do with
real science” (Suppe 1989, p. 14). O filo´sofo, contudo, deve sempre es-
tar ciente de que — e ate´ pode parecer trivial dizeˆ-lo — sua tarefa, suas
preocupac¸o˜es e suas indagac¸o˜es na˜o sa˜o — e nem devem ser — as do
cientista. No afa˜ de dar conta da pra´tica cient´ıfica, alguns proponentes
da abordagem semaˆntica podem talvez ter alargado demasiadamente
o escopo de atuac¸a˜o desta abordagem, olvidando-se que o propo´sito
inicial dela foi a ana´lise da estrutura das teorias cient´ıficas14. Nesse
caso, uma divisa˜o de tarefas como a proposta acima permite, em nossa
opinia˜o, um estudo filoso´fico da pra´tica cient´ıfica que possa tratar, entre
outras coisas, dos modelos cient´ıficos em toda a sua variedade e com-
plexidade.
Como um interessante exemplo de questa˜o filoso´fica envolvendo
modelos, podemos citar o seguinte: como dissemos, uma caracter´ıstica
dos modelos cient´ıficos e´ a busca pela representac¸a˜o da “esseˆncia” da-
quilo que e´ modelado. Neste processo, detalhes sa˜o desconsiderados e
o modelo resulta, portanto, de simplificac¸o˜es do fenoˆmeno modelado,
em que sa˜o perdidas precisa˜o e acura´cia de dados e ate´, poder´ıamos
dizer, encetam du´vidas sobre se o modelo final conforma-se ou na˜o a`
“realidade” do fenoˆmeno. Destarte, compreender e analisar dicotomias
como essas, ou seja, captar a esseˆncia versus acura´cia e captar a esseˆncia
versus conformar-se a` realidade sa˜o exemplos t´ıpicos de questo˜es que
deveriam interessar a todos aqueles que se engajassem numa philosophy
of modeling.
Naturalmente, desdobrar questo˜es como essa vai muito ale´m das
14“The Semantic Conception of Theories is a philosophical analysis of the nature
of scientific theories” (Suppe 1989, p. 1).
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intenc¸o˜es e possibilidades desta dissertac¸a˜o. Se ha´ algum me´rito na
maneira como abordamos a questa˜o, e´ chamar a atenc¸a˜o, acompanhado
de alguns argumentos, de um to´pico pouco discutido na filosofia da




Esta dissertac¸a˜o na˜o buscou responder alguma pergunta espec´ıfica
ou simplesmente apresentar de maneira pormenorizada algum to´pico
da filosofia. O tema geral deste trabalho, contudo, e´ facilmente identi-
fica´vel: os desdobramentos de praticamente um se´culo de aplicac¸o˜es de
alguns dos chamados me´todos formais na ana´lise filoso´fica das teorias
cient´ıficas e seus fundamentos. Naturalmente tal questa˜o, se exausti-
vamente respondida, demandaria tempo e espac¸o indispon´ıveis em um
mestrado e seu corresponente trabalho de conclusa˜o. De sorte que nos
ocupamos apenas de alguns poucos pontos, buscando questionar certas
ide´ias arraigadas e lanc¸ar um olhar, em nossa opinia˜o original, sobre
aspectos fundacionais da denominada abordagem semaˆntica das teorias
cient´ıficas.
A teoria de conjuntos, ZFC, exposta no primeiro cap´ıtulo serviu
de base para todo o trabalho realizado, e em particular para a definic¸a˜o
do conceito de estrutura. Poder´ıamos agora nos perguntar se era ne-
cessa´rio que assim fosse. A resposta e´ simples: na˜o. Como assinalamos
no terceiro cap´ıtulo, e´ poss´ıvel, alternativamente, introduzir o conceito
de estrutura por meios na˜o conjuntistas, por exemplo, atrave´s de lo´gicas
de ordem superior, como o fizeram Russell e Carnap. Mas na˜o ha´ ainda
um estudo aprofundado da equivaleˆncia das duas abordagens. Mais:
poder´ıamos, pelo menos em princ´ıpio, ter optado por uma outra teoria
de conjuntos, como von Neumann-Bernays-Go¨del (NBG), ou uma teo-
ria de conjuntos paraconsistente (ver da Costa, Bueno, Be´ziau 1996),
ou ainda a teoria de quase-conjuntos (ver, por exemplo, French, Krause
2006). Uma questa˜o que se coloca e´ que para alguns propo´sitos pode
ser interessante analisar como determinadas teorias podem ser axioma-
tizadas a partir de diferentes teorias de conjuntos e as consequeˆncias
filoso´ficas disso.
A teoria de estruturas desenvolvida no segundo cap´ıtulo teve
como objetivo primeiro possibilitar o tratamento de treˆs importantes
to´picos: estruturas, linguagens formais e teorias cient´ıficas atrave´s de
uma mesma base. E isso, em nossa opinia˜o, e´ consequeˆncia deseja´vel da
busca por clarificac¸a˜o conceitual em discusso˜es em torno dos fundamen-
tos da filosofia da cieˆncia. O exemplo exibido no segundo cap´ıtulo sobre
a mecaˆnica de part´ıculas e´ esclarecedor nesse sentido. A` primeira vista,
a abordagem proposta pode parecer deveras complexa, e a abordagem
de Suppes, como aparece em seu trabalho e de seus colaboradores, mais
simples e pro´xima do estilo informal do trabalho matema´tico cotidiano.
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Embora estejamos cientes de que o me´todo por no´s proposto envolve
complicac¸o˜es adicionais se comparado a` abordagem suppesiana original,
creditamos como de grande importaˆncia a precisa˜o e o rigor proporcio-
nados por ele, sempre importantes em discusso˜es de cunho fundacional.
Ademais, os esforc¸os extras sera˜o compensados se considerarmos os in-
teressantes resultados que podem ser alcanc¸ados. Para citar apenas
um, consideremos a teoria de Galois generalizada, desenvolvida por da
Costa e Rodrigues (da Costa, Rodrigues 2007). Se estamos interessa-
dos em precisa˜o e claridade conceitual, e´ necessa´rio utilizar um me´todo
rigoroso como o que, em nossa opinia˜o, propusemos neste trabalho.
No entanto, em algumas situac¸o˜es podemos naturalmente proceder de
maneira mais ou menos informal, dando menos atenc¸a˜o ao formalismo.
A filosofia da cieˆncia ainda e´ uma a´rea de estudos relativamente
nova. No que concerne ao estudo das teorias cient´ıficas, muitas dis-
putas ainda na˜o esta˜o resolvidas. Como esperamos ter deixado claro
neste trabalho, acreditamos que a busca por maior rigor e clareza so´
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