Assuming the Unique Games Conjecture, we show that existing approximation algorithms for some Boolean Max-2-CSPs with cardinality constraints are optimal. In particular, we prove that Max-Cut with cardinality constraints is UG-hard to approximate within ≈ 0.858, and that Max-2-Sat with cardinality constraints is UG-hard to approximate within ≈ 0.929. In both cases, the previous best hardness results were the same as the hardness of the corresponding unconstrained Max-2-CSP (≈ 0.878 for Max-Cut, and ≈ 0.940 for Max-2-Sat).
Introduction
Constraint satisfaction problems (CSPs) are one of the most fundamental objects studied in complexity theory. An instance of a CSP has a set of variables taking values over a certain domain and a set of constraints on tuples of these variables as an input. Probably the best known CSP is 3-Sat, in which the constraints are clauses, each clause is a disjunction of at most three literals, and each literal is either a variable or negation of a variable. In the satisfiability version of CSP problems, we are interested whether there is an assignment to the variables which satisfies all the constraints. Hardness of deciding satisfiability of CSPs is well understood, due to the dichotomy theorem [32] of Schaefer which shows that each CSP with variables taking values in a Boolean domain is either in P or NP-complete, and due to the more recent results of Bulatov [8] and Zhuk [35] which settle this question on general domains.
Another well-studied version is the Max-CSP, which is the optimization version in which we are interested in maximizing the number of constraints satisfied. This type of problem is NP-hard in most cases and we typically settle with finding a good estimate of the optimal solution, for which we rely on approximation algorithms. A common example of a constraint satisfaction problem in this setting is Max-Cut, in which the input consists of a graph G, and the goal is to partition the vertices into two sets such that the number of edges between the two parts is maximized. Approximability of Max-CSPs has been a major research topic which inspired many influential breakthroughs. One of the first surprising results was an algorithm of Goemans and Williamson [13] , which uses semidefinite programming (SDP) to approximate the optimal solution to within a constant of α GW ≈ 0.878. The SDP approach is also useful in approximating many other well known Max-CSPs, such as Max-3-Sat [19] within a constant of 7/8 and Max-2-Sat [23] within α LLZ ≈ 0.9401.
On the hardness of approximation side, the first NP-hardness results are based on the celebrated PCP theorem [1, 2] which provided a strong starting point for studying inapproximability. For example, a direct corollary of the PCP theorem shows that the Max-3-Sat problem cannot be approximated within 1 − δ for some universal constant δ > 0. By using the PCP theorem and parallel repetition [31] as a starting point, Håstad [17] proved optimal inapproximability for Max-3-Sat by showing that it cannot be approximated better than 7/8 + for any > 0.
However, despite further works relying on the similar techniques which improved our understanding of inapproximability for several additional CSPs, the progress on closing the gap between the best algorithm and the best hardness was at a standstill for some fundamental problems such as Max-Cut, until the Unique Games Conjecture (UGC) was introduced by Khot [20] . In particular, by assuming the UGC, optimality of the α GW -approximation algorithm for Max-Cut and the α LLZapproximation algorithm for Max-2-Sat was shown in [21, 26] and [3] , respectively. The strength of semidefinite programming for approximating Max-CSPs was corroborated in a breakthrough result of Raghavendra [28] , which showed that assuming the UGC, a certain SDP relaxation achieves optimal approximation ratios for all Max-CSPs.
Locality of the constraints was of crucial importance in studying CSPs and Max-CSPs since their inception. Therefore, it is not a surprise that typical techniques fail when we work with CSPs for which feasible assignments need to satisfy some additional global constraints, and these problems almost always become harder. For example, while the satisfiability of a 2-Sat instance can be checked by a straightforward algorithm, Guruswami and Lee recently showed [14] that when the satisfying assignment needs to have exactly half of its variables set to true, this problem becomes NP-hard. Hardness of deciding satisfiability of CSPs in which we prescribe how many variables are assigned to certain values is well understood due to the dichotomy theorem of Bulatov and Marx [9] , which shows that these problems are either NP-hard or in P, and gives a simple classification. Another type of global constraint is studied by Brakensiek et al. [7] , who consider hardness of deciding CSPs in presence of modular constraints, which restrict cardinality of values in an assignment modulo a natural number M .
In this paper we are interested in optimization variants of CSPs with global cardinality constraints, i.e., constraints which specify the number of occurrences of each value from the domain in the assignment. We refer to these problems as CC-Max-CSPs. It is not hard to see that these problems are at least as hard to approximate as their unconstrained counterparts. CC-Max-CSPs have been actively studied in the past. For example the Max-Bisection problem, i.e., Max-Cut where the two partitions need to be of the same size, has been of a particular interest, with a series of papers [12] , [34] , [16] , [11] , [30] obtaining improved approximation algorithms, until the most recent result which achieves an approximation ratio of 0.8776 [4] , which is only ≈ 10 −3 below the UG-hardness bound α GW . The state-of-the-art algorithm [30] for the more general CC-Max-Cut problem achieves an approximation ratio of α cc cut ≈ 0.858. Another related CC-Max-CSP actively studied is CC-Max-2-Sat, and its monotone variant (a version in which negated literals are not allowed) Max-k-VC 1 . The best algorithm [30] up to date for general CC-Max-2-Sat achieves an ap-proximation ratio of α cc 2sat , where α cc 2sat ≈ 0.929, which improved on a series of increasingly stronger algorithms presented in [33] , [6] , and [18] . Manurangsi [25] showed that it is UG-hard to approximate Max-k-VC within a factor α AKS ≈ 0.944 (note that this is slightly larger than the hardness of α LLZ ≈ 0.940 for general Max-2-Sat).
Yet another well-studied CC-Max-CSP is the Densest k-Subgraph (Max-k-DS) problem, in which we are given a graph and the objective is to find a maximally dense induced subgraph on k vertices. Analogously to the Max-k-VC problem, Max-k-DS can be viewed as the monotone CC-Max-2-And problem. Max-k-DS is qualitatively very different from the previously discussed problems. It is not known to be approximable within a constant factor, and is in fact known to be hard to approximate to within almost polynomial factors assuming the Exponential Time Hypothesis [24] , or to within any constant factor assuming the Small-Set Expansion Hypothesis [29] .
Obtaining tight approximability results for CC-Max-CSPs presents an important research topic. Qualitatively, it is also interesting to determine whether adding a cardinality constraint to a nontrivial Max-CSP makes approximation strictly harder. For example, we know that CC-Max-2-Sat is as hard as Max-2-Sat, but it is still conceivable that they are equally hard. In particular, it would be interesting to answer the following question:
"Can CC-Max-2-Sat be approximated within α LLZ ?" So far the only result in this direction comes from [4] which shows that the "bisection version" (where the cardinality constraint is that exactly half of the variables must be set to true) of CC-Max-2-Sat can be approximated within α LLZ . However, the approach taken in that algorithm does not immediately extend to handle general cardinality constraints. A similar question arises for the CCMax-Cut problem, but here even the basic Max-Bisection problem is not known to be approximable within the Max-Cut constant α GW ≈ 0.878. As far as we are aware, prior to this paper, the only examples of cardinality-constrained Max-CSPs being harder than their unconstrained counterparts were examples where the unconstrained version is easy (e.g. unconstrained Max-k-VC is monotone Max-2-Sat, and unconstrained Max-k-DS is monotone Max-2-And, which are both trivial).
Our results In this paper, we answer the above question negatively, by giving improved UGhardness results for CC-Max-Cut and Max-k-VC. Moreover, in Section 3 we give refined statements of Theorem 1.1 and Theorem 1.2 which describe inapproximability of these problems as a function of the cardinality constraint q ∈ (0, 1), which specifies the fraction of variables that need to be set to true. For now, we provide a visualization of these results in Figure 1 . We also use × to highlight the approximation ratio known for Max-Bisection on the left plot, while × represents the optimal approximation constant for the CC-Max-2-Sat problem in the special case q = 1/2.
Overview of proof ideas
The main observation behind the hardness results is that the reduction used to prove hardness of approximation for the Independent Set and Vertex Cover problems in bounded degree graphs [5] gives very strong soundness guarantees. In particular it shows that in the "no" case of the reduction, all induced subgraphs of the graph contain many edges, which in turn gives useful upper bounds on the number of edges cut by a bipartition of a given size, or the number of edges covered by a subgraph. This is also how [25] obtained the previous hardness of ≈ 0.944 for Max-k-VC. Thus our results use essentially the same reduction as [5] (which is in turn similar to the reduction for Max-Cut [21] ). Note however that even though the graph produced by that reduction has a small vertex cover in the "yes" case, using that small vertex cover is not necessarily the best solution for the Max-k-VC problem on the graph. In particular for q < 1/2, it makes more sense to instead use the large independent set as the Max-k-VC solution in the yes case (the intuition being that since it is independent, it covers many edges relative to its size).
Another difference is that we have somewhat greater flexibility in choosing the noise distribution of our "dictatorship test" (the key component of essentially all UG-hardness results) The reason is that for Independent Set/Vertex Cover, the reduction needs "perfect completeness", i.e., in the "yes" case it needs to produce graphs with large independent sets/small vertex covers, whereas for e.g. Max-k-VC we are perfectly happy with graphs where there are sets of size k covering many, but not necessarily all, edges. This increased flexibility turns out to improve the hardness ratios for some range of the cardinality constraint q. For example, for the CC-Max-Cut problem with q = 1/2, this allows us to recover the α GW -hardness for the Max-Bisection problem using the same reduction. However, at q further away from 1/2, and in particular at the local minima in Figure 1 , it turns out that this flexibility does not help. Thus in the global minimum at q ≈ 0.365 for Max-k-VC, the reduction outputs a graph with a large independent set containing a q fraction of the vertices, and choosing that independent set is the optimal solution for the Max-k-VC instance. Similarly, at the local minimum with q > 1/2, the optimal solution to the Max-k-VC instance in the yes case is to pick an actual vertex cover of size q, and this point of the curve corresponds exactly to the hardness of 0.944 from [25] .
Organization This paper is organized as follows. In Section 2 we fix the notation, recall some well-known facts, and formally introduce the problems of interest. In Section 3 we give our improved inapproximability results. In Section 4 we give a brief overview of the algorithm of Raghavendra and Tan [30] in order to observe that the hardness ratios we get match the approximation ratios of the algorithm. Finally, in Section 5 we propose some possible directions for future research.
Preliminaries

Notational Conventions
In this paper we work with undirected (multi)graphs G = (V, E). For a set S ⊆ V of vertices we use S c to denote its complement S c = V \ S, and write U V for a disjoint union of sets U and V . The graphs are both edge and vertex weighted and the weights of vertices and edges are given by functions w : V → [0, 1], and w : E → [0, 1]. For subsets S ⊆ V and K ⊆ E we interpret w(S) and w(K) as the sum of weights of vertices contained in S and edges in K, respectively. Furthermore, weights are normalized so that w(V ) = w(E) = 1 and the weight of each vertex equals half the weight of all edges adjacent to it. Therefore, the weights of edges and vertices can be interpreted as probability distributions, and sampling a vertex with probability equal to its weight is the same as sampling an edge and then sampling one of its endpoints with probability 1/2. For S, T ⊆ V , we write w(S, T ) for the total weight of edges from E which have one endpoint in S, and other in T . Note that, since we work with undirected graphs, the order of endpoints is not important, and therefore w(S, T ) = w(T, S). In other words, the weight of an edge e = (u, v) contributes to w(S, T ) if either (u, v) ∈ T × S or (u, v) ∈ S × T . We also have the identity
The set of all neighbours of a vertex v including v is denoted by N (v), and the set of all neighbours of a set S ⊆ V including S is denoted by N (S). Let us also introduce the following definition.
2 /2 to denote the density function of a standard normal random variable, and Φ(x) = x −∞ φ(y)dy to denote its cumulative distribution function (CDF). We also work with bivariate normal random variables, and to that end introduce the following function. 
We also write Γ ρ (x) = Γ ρ (x, x). We have the following basic lemma (for a proof see Appendix A of [4] ). 
Problem Definitions
This paper is concerned with Max-Cut, Max-2-Lin, Max-2-Sat, and Max-k-VC problems with cardinality constraints. Let us give the definitions of these problems as integer optimization programs now. In these definitions instead of {0, 1} we represent Boolean domain as {−1, 1}, and for that reason instead of cardinality constraint q we consider a balance constraint r = 1 − 2q. Definition 2.4. An instance F of the cardinality constrained Max-2-Lin (CC-Max-2-Lin) problem with balance constraint r ∈ (−1, 1) over variables X = {x 1 , . . . , x n } taking values in {−1, 1} is given by the following integer optimization program
where P ∈ {−1, 1} and the term (1 + P x i x j )/2 corresponds to the XOR constraint x i x j = P . In case P = −1 for all , the integer optimization program is an instance of CC-Max-Cut problem.
Definition 2.5. An instance F of the cardinality constrained Max-2-Sat (CC-Max-2-Sat) problem with balance constraint r ∈ (−1, 1) over variables X = {x 1 , . . . , x n } taking values in {−1, 1} is given by the following integer optimization program
where (P 1 , P 2 , P 3 ) ∈ {(−1, −1, −1), (1, −1, 1), (−1, 1, 1), (1, 1, −1)} corresponds to one of the four possible clauses
In case (P 1 , P 2 , P 3 ) = (−1, −1, −1) for all , the integer optimization program is an instance of Max-k-VC problem.
The objective in the problems given by Definitions 2.4 and 2.5 is to find an assignment z : X → {−1, 1} which satisfies a (hard) global cardinality constraint and maximizes the number of satisfied soft constraints represented by the objective function. For an assignment z that satisfies global constraint of an instance F we use Val z (F) to denote the value of the objective function under the assignment z. Furthermore, we use OptVal(F) = max
to denote the maximum value of the objective function over all assignments z satisfying the cardinality constraint. The starting point of the hardness results in this paper is the Unique Games problems, which is defined as follows.
and π e is a bijection} of permutation constraints, and a set [L] of labels. The value of Λ under the assignment z : U V → [L] is the fraction of edges satisfied, where an edge e = (u, v), u ∈ U, v ∈ V is satisfied if π e (z(u)) = z(v). We write Val c (Λ) for the value of Λ under z, and Opt(Λ) for the maximum possible value over all assignments z.
The Unique Games Conjecture [20] can be formulated as follows ([22] , Lemma 3.4).
Conjecture 2.7 (Unique Games Conjecture). For every constant γ > 0 there is a sufficiently large L ∈ N, such that for a Unique Games instance Λ = (U, V, E, Π, [L]) with a regular bipartite graph (U V, E), it is NP-hard to distinguish between
Analysis of Boolean Functions
One of the ubiquitous tools in the hardness of approximation area is Fourier analysis of Boolean functions. We now recall some of the well-known facts which are used in the paper. For a more detailed study, we refer to [27] .
For q ∈ [0, 1] and n ∈ N we write π q : {0, 1} → [0, 1] for the probability distribution given by π q (1) = q, π q (0) = 1 − q. We also write π ⊗n q for the probability distribution on n-bit strings x ∈ {0, 1} n where each bit is distributed according to π q , independently. We use L 2 (π ⊗n q ) to denote the space of random variables f : {0, 1} n → R over the probability space {0, 1} n , P ({0, 1} n ), π 
Minimal correlation between two q-biased bits is max(−q/(1 − q), −(1 − q)/q). For notational convenience, let us introduce the function κ which assigns to each value q ∈ (0, 1) an interval I ⊆ (−1, 0) as
Definition 2.9. For a fixed x ∈ {0, 1}, q ∈ (0, 1) and ρ ∈ κ(q) we write y ∼ N ρ (x) to indicate that y is a ρ-correlated copy of x. In particular each bit y i is equal to 1 with probability q + ρ(1 − q) if x i = 1, and y i = 1 with probability q − ρq when x i = 0, independently. Definition 2.10. Consider q ∈ (0, 1) and ρ ∈ κ(q). The noise operator T ρ :
The following lemma gives a useful bound on the number of influential variables of T ρ f .
Lemma 2.11. Consider q ∈ (0, 1), a function f ∈ L 2 (π ⊗n q ), and ρ ∈ κ(q). Then, for any τ > 0 we have that
For a proof we refer to Lemma 3.4 of [15] . We also need to introduce the notion of noise stability, defined as follows.
Definition 2.12. Let q ∈ (0, 1), ρ ∈ κ(q) and f ∈ L 2 (π ⊗n q ). The noise stability of function f at ρ is defined as
Let us also recall the following variant of the "Majority is Stablest" theorem in the form that appeared in [5] , and which follows from Theorem 3.1 in [10] . Theorem 2.13. Let q ∈ (0, 1) and ρ ∈ κ(q). Then for any ε > 0, there exist τ > 0 and δ > 0 such that for every function f ∈ L 2 (π
we have
Hardness Reduction
In this section we give our main hardness reduction. As discussed in the introduction, it is a generalization of the reduction of Theorem III.1 from [5] .
Theorem 3.1. For every q ∈ (0, 1), ε > 0, and ρ ∈ κ(q), there exists a γ > 0 and a reduction from Unique Games instances Λ = (U, V, E, Π, [L]) to weighted multigraphs G = (V, E) with the following properties:
• Completeness: If Opt(Λ) ≥ 1 − γ, then there is a set S ⊆ V such that w(S) = q and w(S, S c ) ≥ 2q(1 − q)(1 − ρ) − 2γ.
• Soundness:
Moreover, the running time of the reduction is polynomial in |U|, |V|, |E|, and exponential in L.
Proof. Let ν : {0, 1} 2 → [0, 1] be the probability distribution over two ρ-correlated q-biased bits. In other words, letting t = (q − q 2 )(1 − ρ), we have
Let us now describe how the multigraph G can be constructed from Λ. We define the vertex set of G to be
In particular, for every vertex v ∈ V we create 2 L vertices of G, which we identify with L-bit strings in {0, 1} L . We also write v x for a vertex (v, x) of the graph G. The weights of vertices in G are given by
The edges of G are constructed in the following way. For every u ∈ U, and for every two v 1 , v 2 ∈ N (u), we create an edge between vertices v 
Expressed formally, the edge set E is
Since the marginal of the distribution ν over either the first or the second argument is a q-biased distribution on {0, 1} L , the weight of all edges adjacent to a vertex v x equals two times the weight of the vertex v x . Furthermore, it is trivial to check that w(V ) = w(E) = 1. The number of vertices in G is |V|2 L , and the number of edges is |U|D 2 2 L , so the construction is indeed polynomial in |U|, |V| and |E|.
Let us now prove completeness and soundness.
The weight of the set S is obviously q. Let us consider a set consisting of pairs of edges in E which have a common vertex in U, i.e. the set
and its subsetÊ good consisting of edge pairs which are satisfied under the assignment z, or formallŷ
Since at least fraction 1−γ of edges in E are satisfied under z, at least fraction (1−γ) 2 of edge pairs in E is satisfied under z, i.e. |Ê good | ≥ (1−γ) 2 |Ê|. For every (e 1 , e 2 ) ∈Ê good , e 1 = (u, v 1 ), e 2 = (u, v 2 ), the edges between S and S c created through the pair of edges (e 1 , e 2 ) have the total weight of
Let us assume by contradiction that G is not (r, Γ ρ (r) − ε)-dense, and therefore that there is a set S ⊆ V of weight w(S) = r for which w(S, S) < Γ ρ (r) − ε. For each v ∈ V, let us define a function S v ∈ L 2 (π ⊗L q ) to be the indicator function of S restricted to the vertex v. In particular, we have that S v (x) = 1 if and only if v x ∈ S. Furthermore, for all u ∈ U let us define
We have that
Let us define
, and remark that due to regularity of Λ we have Eu∈U [S u ] = r. We claim that there is a set U ⊆ U, |U | ≥ ε|U|/2 such that for every u ∈ U we have S ρ (S u ) < Γ ρ (µ u ) − ε/2. Otherwise, we reach a contradiction by noticing that
where in the last inequality we used the fact that Γ ρ is convex.
By Theorem 2.13 there is τ > 0 and δ > 0 such that for every u ∈ U there is a significant coordinate i ∈ [L] for which Inf i [T 1−δ S u ] ≥ τ . For each u ∈ U and for its significant coordinate i, by using the fact that Inf i is convex and Markov's inequality we conclude that for at least τ /2 of v ∈ N (u) we have
By Lemma 2.11 we have that (1/(1−δ) ) . Let us now pick an assignment z : U V → [L] of Λ using the following randomized procedure. For each v ∈ V, pick i ∈ [L] v randomly, and set
randomly. Then, for each u ∈ U, we set z(u) = i for the i that maximizes the number of edges satisfied. From the previous discussion we conclude that this labeling satisfies Ω ετ 4 ln 2 (1/(1 − δ)) of constraints of Λ in expectation. But since this constant does not depend on γ this would be a contradiction if we started with a sufficiently small γ.
Hardness for CC-Max-Cut
Now that we have proven Theorem 3.1, it is straightforward to prove the following theorem which gives a hardness result of CC-Max-Cut. Theorem 3.2. For any q ∈ (0, 1) and ρ ∈ κ(q) it is UG-hard to approximate CC-Max-Cut with cardinality constraint q within β cc cut (q, ρ) + ε where ε > 0 is arbitrary small and β cc cut (q, ρ) is given by
Proof. By Theorem 3.1 there exists a family of multigraphs G = (V, E) for which it is UG-hard to decide between the following two statements:
• There is a set S ⊆ V, w(S) = q, such that w(S, S c ) ≥ 2q(1 − q)(1 − ρ) − 2γ.
• For any r ∈ [0, 1] and every set T ⊆ V, w(T ) = r we have w(T, T ) ≥ Γ ρ (r) − ε.
The second statement implies that for any S ⊆ V, w(S) = q, we have w(S,
. Therefore, by setting γ sufficiently small this shows UG-hardness of approximating CC-Max-Cut with cardinality constraint q within
where ε > 0 is arbitrarily small. This reduction yields a weighted graph, which can be easily converted into an unweighted multigraph, using e.g. a simple reduction from Step 1 of Theorem 4.1. in [5] .
Hardness for Max-k-VC
Next we give the hardness result for Max-k-VC.
Theorem 3.3. Consider q ∈ (0, 1) and let ρ ∈ κ(q). Then, it is UG-hard to approximate Max-k-VC with cardinality constraint q within β cc vc (q, ρ) + ε where ε > 0 is arbitrary small and β cc vc (q, ρ) is given by
.
Proof. As we have shown in Theorem 3.1, there is a family of multigraphs G = (V, E) for which it is UG-hard to decide between the following two statements:
By (1), the first item implies that w(S, V ) = q(1 + q(1 − q)(1 − ρ)) − γ. The second statement implies that for any S ⊆ V, w(S) = q, we have w(S, V ) = w(V, V ) − w(S c , S c ) ≤ 1 − Γ ρ (1 − q) + ε. Therefore, by letting γ → 0 this shows UG-hardness of approximating Max-k-VC with cardinality constraint q within
where ε > 0 is arbitrarily small. As in the CC-Max-Cut case, this reduction yields a weighted graph, which can be converted into an unweighted multigraph by using the reduction from [5] .
Hardness as a Function of the Cardinality Contraint
As we have concluded in Theorems 3.2 and 3.3, it is UG-hard to approximate CC-Max-Cut and Max-k-VC with cardinality constraint q ∈ (0, 1) to within
respectively. For a fixed q it is not clear for which ρ the functions β cc cut (q, ·) and β cc vc (q, ·) are minimized. For the plots of the inapproximability curves in Figure 1 , the optimization over ρ was done numerically. Interestingly, numerical calculations show that the worst-case value of the cardinality constraint q < 1/2 (the value of q at which the hardness ratio meets the approximation ratio) is the same for Max-k-VC and CC-Max-Cut, and in particular its value is q * ≈ 0.365. The value of the correlation parameter ρ for which this worst-case hardness is achieved is extremal, i.e., ρ = −q * /(1 − q * ) ≈ −0.575. However, the local minima at q > 1/2 in the two curves do not occur at the same value of q. For CC-Max-Cut the curve is symmetric around 1/2 and the minimum occurs at 1 − q * ≈ 0.635, but for the less symmetric Max-k-VC problem it occurs at ≈ 0.574. Furthermore, for all q ≤ q * and also for q > 1/2 greater than the respective local minimum, the ρ minimizing both β cc cut (q, ρ) and β cc vc (q, ρ) is the minimum value of κ(q). On the other hand, when q is close to 1/2, the best choice of ρ does not equal min κ(q). For example, when q = 1/2, the hardness we obtain for CC-Max-Cut is the same as for the Max-Cut problem, attained using the value ρ ≈ −0.689.
Approximation Algorithm
In this section we recall the algorithm of Raghavendra and Tan [30] , somewhat reformulated in order to obtain explicit expressions for the approximation ratios that match the hardness results we obtain. We keep the exposition at a high level and skip over certain technical details, and refer the reader interested in the details to [30] or the follow-up work [4] .
In order to find a good approximation for NP-hard integer optimization problems given in Definitions 2.4 and 2.5 we use semidefinite programming (SDP) relaxations. In particular, we extend the domain of variables {x i } n i=1 from {0, 1} to vectors on an n-sphere, which we denote by v i ∈ S n . We also introduce a vector v 0 ∈ S n which represents the value false (corresponding value is 1 in the integer program). Then, we replace x i by the scalar product v 0 , v i and x i x j with v i , v j . For example, the semidefinite relaxation of the CC-Max-Cut program is given as
we also demand from the vectors v i to satisfy the triangle inequalities
. In order to relax the notation we define µ i = v 0 , v i , ρ ij = v i , v j , and write triangle inequalities as
The triples (µ 1 , µ 2 , ρ) satisfying triangle inequalities will be called configurations. We denote the set of all configurations as Conf ⊆ [−1, 1] 3 . We can solve a semidefinite program up to desired accuracy in polynomial time. Then, the main challenge is finding a rounding algorithm which translates the vectors {v i } n i=0 back to {−1, 1} so that they satisfy the balance constraint, and such that the rounding does not incur a big loss in the objective value. Raghavendra and Tan used a randomized rounding procedure, which rounds vectors {v i } n i=0 to ±1 integers {y i } n i=1 in the following way. First, let us define w i = v i − µ i v 0 , and let 2 w i = w i / w i . Then, we draw a vector g from the Gaussian distribution N (0, I n+1 ) and set the values of y i as
It is trivial to check that E[y i ] = µ i , so we have E n i=1 y i = rn, and therefore the solution
satisfies the balance constraint in expectation. Furthermore, as shown in [30] , using additional levels of the Lasserre hierarchy we can guarantee that with probability 1 − δ the sampled solution
is O(δ)-far away from satisfying the balance constraint, where δ > 0 can be chosen arbitrarily small. Therefore, we can change the values of at most O(δ)n variables y i to get a solution y i exactly satisfying the balance constraint, while losing only an additional small factor O(δ) in the objective value. Thus, it is sufficient to show that the objective value of the y i 's is large.
Consider now the SDP relaxation for any of the integer programs F given in either Definition 2.4 or Definition 2.5, and let SDPVal(F) be the optimal value of the SDP relaxation for the instance F. We have that SDPVal(F) ≥ OptVal(F). Finally, let us define RndVal(F) to be the expectation of the value of the objective function after randomized rounding procedure. The analysis of the approximation ratio for the algorithm boils down to proving RndVal(F) ≥ α SDPVal(F), where α is a constant that depends on the problem of interest. The way to calculate α is to look at the loss incurred by rounding at each constraint. Let us now show how this can be done for the CC-Max-Cut problem.
The expected value of each constraint 1−xixj 2 after rounding the SDP solution of CC-Max-Cut
, and therefore at each constraint the loss factor incurred by rounding is given as
Thus, in order to calculate the approximation ratio, we need to bound this expression from below. Let us first note that
where ρ is given as
2 We assume that w i = 0, since we can introduce a small perturbation to the values v i without affecting the objective value too much. Then, the approximation ratio is lower bounded by the quantity α cc cut defined as the solution of the optimization problem
Computing α cc cut is a hard global optimization problem, and therefore we resort to numerical computations to estimate it (we remark that the same approach is taken for a similar function in [23] and [3] ). Extensive numerical experiments show that the minimum is attained at µ 1 = µ 2 = µ, while the ρ is on the boundary of the polytope Conf , ρ = −1 + 2|µ|. More precisely, the minimum is attained at µ ≈ 0.27, and ρ ≈ −0.575, and it has a value of approximately 0.858.
Assuming that the minimum is attained at the configuration of the form (µ, µ, −1 + 2µ), µ > 0, constant α where in the last equality we used Lemma 2.3. Furthermore, ρ = −q/(1 − q). Similar analysis for CC-Max-2-Lin shows that the approximation ratio is the minimal value of the same function. Straightforward calculations show that β cc cut (q, −q/(1 − q)) from Theorem 3.2 equals the value of α cc cut (q). Therefore, under the (mild) assumption that worst-case configurations indeed take the special form as explained above, our hardness result is sharp and the algorithm for CC-Max-Cut of Raghavendra and Tan is optimal on general instances of CC-Max-Cut / CC-Max-2-Lin.
In completely analogous way, we can conclude that the approximation ratio for CC-Max-2-Sat and Max-k-VC problems can be calculated as the minimum of the following function 
Conclusion and Some Open Questions
We studied some of the cardinality constrained 2-CSPs, and assuming the Unique Games Conjecture derived hardness results which show that approximation ratios achieved by the algorithm described in [30] are optimal for CC-Max-2-Sat (and its special case Max-k-VC) and CC-Max-2-Lin (and its special case CC-Max-Cut). It would be interesting to derive UG-hardness for related CC-MaxCSPs of arity 2, most interestingly for the Max-k-DS problem. While super-constant hardness for Max-k-DS is currently known under the closely related Small-Set Expansion Hypothesis [29] , it is not yet known whether the UGC implies hardness of Max-k-DS.
We also think it would be valuable to study whether we can achieve better approximation ratios or derive stronger hardness results for CC-Max-2-CSP with fixed values of the cardinality constraint q. Can the hardness curves of Theorem 3.2 and Theorem 3.3 depicted in Figure 1 be matched algorithmically for every q?
Another interesting research direction would be to come up with hardness results for some other well-know Max-CSPs like Max-3-Sat, or even more ambitiously to extend the results of Raghavendra [28] and obtain tight hardness for all cardinality-constrained Max-CSPs.
