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Abstract. Although the performance of popular optimization algorithms such as Douglas-
Rachford splitting (DRS) and ADMM is satisfactory in small and well-scaled problems, ill
conditioning and problem size pose a severe obstacle to their reliable employment. Expand-
ing on recent convergence results for DRS and ADMM applied to nonconvex problems,
we propose two linesearch algorithms to enhance and robustify these methods by means
of quasi-Newton directions. The proposed algorithms are suited for nonconvex problems,
require the same black-box oracle of DRS and ADMM, and maintain their (subsequential)
convergence properties. Numerical evidence shows that the employment of L-BFGS in the
proposed framework greatly improves convergence of DRS and ADMM, making them ro-
bust to ill conditioning. Under regularity and nondegeneracy assumptions at the limit point,
superlinear convergence is shown when quasi-Newton Broyden directions are adopted.
1. Introduction
Due to their simplicity and versatility, the Douglas-Rachford splitting (DRS) and the
alternating direction method of multipliers (ADMM) have gained much popularity in the
last decades. Although originally designed for convex problems, their generalizations and
extensions to nonconvex problems have recently attracted much attention, see e.g. [16, 5,
6, 15, 22, 20, 41] for DRS and [21, 17, 14, 13, 43, 41] for ADMM. The former algorithm
addresses the following composite minimization problems
minimize
s∈p
ϕ(s) ≡ ϕ1(s) + ϕ2(s), (1.1)
for some ϕ1, ϕ2 : p →  ( B  ∪ {∞} denotes the extended-real line). Starting from
some s ∈ p, one iteration of DRS applied to (1.1) with stepsize γ > 0 and relaxation
λ > 0 amounts to 
u ∈ proxγϕ1 (s)
v ∈ proxγϕ2 (2u − s)
s+ = s + λ(v − u).
(DRS)
Here, proxh denotes the proximal mapping of function h; cf. Section 1.3.
The ADMM addresses optimization problems that can be formulated as
minimize
(x,z)∈m×n
f (x) + g(z) subject to Ax + Bz = b, (1.2)
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for some f : m → , g : m → , A ∈ p×m, B ∈ p×n and b ∈ p. Equivalently,
problem (1.2) amounts to the minimization of Φ : m ×n →  given by
Φ(x, z) B
{
f (x) + g(z) if Ax + Bz = b,
∞ otherwise.
Starting from a triplet (x, y, z) ∈ m × p × n, one iteration of ADMM applied to (1.2)
with penalty β > 0 and relaxation λ > 0 amounts to
y+/2 = y − β(1 − λ)(Ax + Bz − b)
x+ ∈ arg minLβ( · , y+/2, z)
y+ = y+/2 + β(Ax+ + Bz − b)
z+ ∈ arg minLβ(x+, · , y+),
(ADMM)
whereLβ is the β-augmented Lagrangian of (1.2), namely
Lβ(x, z, y) B f (x) + g(z) + 〈y, Ax + Bz − b〉 + β2 ‖Ax + Bz − b‖2 (1.3)
Although apparently more general, ADMM is known to be equivalent to DRS applied
to the Fenchel dual of (1.1) when the problem is convex; the identity of the two algorithms
has been recently shown to hold in general through a simple change of variable [44, 41]
(see Fact 2.5 for the details). In both algorithms the relaxation λ serves as an averaging
factor. The core of the respective iterations, independent of λ, can instead be summarized
in the following oracles:
DRSγ(s˜) =
{
(u, v) ∈ p ×p | u ∈ proxγϕ1 (s˜)v ∈ proxγϕ2 (2u − s˜)
}
(1.4)
and
ADMMβ(y˜, z˜) =
(x, y, z) ∈ m ×p ×n |
x ∈ arg minLβ( · , y˜, z˜)
y = y˜ + β(Ax + Bz˜ − b)
z ∈ arg minLβ(x, y, · )
. (1.5)
One of the main advantages of DRS and ADMM is their “splitting” nature, in the sense
that they exploit the additive structure of the respective problems (1.1) and (1.2) by per-
forming operations involving only either one component. For this reason, these methods
typically involve simple operations and are thus amenable to address large-scale problems.
On the other hand, although every iteration is relatively cheap, whenever the problem is
not well scaled convergence up to a satisfactory tolerance may require prohibitively many
iterations. Aware of these pros an cons, in this paper we propose linesearch variants that
allow us to integrate DRS and ADMM with fast update directions, stemming for instance
from quasi-Newton schemes, yet maintaining the same operational simplicity and worst-
case convergence properties of the original methods. This is done by leveraging on fa-
vorable properties of the Douglas-Rachford envelope [28, 41], a continuous, real-valued,
exact penalty function for problem (1.1), in a similar fashion to the predecessors forward-
backward-based PANOC [36] and alternating-minimization-based NAMA [35] algorithms.
1.1. Contributions. In contrast to an open-loop preconditioining approach, we propose
two linesearch algorithms that integrate DRS and ADMM with an on-line scaling based on
Newton-type update directions. These are the first that (1) are compatible with fully non-
convex problems, (2) maintain the complexity of the original DRS and ADMM iterations,
and (3) preserve their global (subsequential) convergence guarantees. Moreover, under reg-
ularity and nondegeneracy assumptions at the limit point, they converge superlinearly when
a modified Broyden’s scheme is used to compute the update directions. Extensive numer-
ical simulations show that limited-memory quasi-Newton methods such as L-BFGS and
Anderson acceleration are also very effective in practice.
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1.2. Paper organization. After concluding this section with the notational convention
adopted throughout the paper, in Section 2 we offer a list of the key properties of the DRS
and ADMM steps. These constitute the building blocks of the proposed linesearch Algo-
rithms 1 and 2, introduced and detailed in Section 3 and which allow us to integrate DRS
and ADMM with arbitrary update directions while preserving the convergence proper-
ties; favorable update directions that can considerably improve convergence speed are also
discussed. Section 4 contains the convergence results of the two algorithms, with some
auxiliary material deferred to Appendix A. In Section 5 we provide numerical evidence
in support of the efficacy of the proposed algorithms with simulations on sparse principal
component analysis problems. Section 6 concludes the paper.
1.3. Notation and known facts. We denote as  B ∪ {∞} the extended-real line. With
id we indicate the identity function x 7→ x defined on a suitable space, and with I the
identity matrix of suitable size. The distance of a point x ∈ n to a nonempty set E ⊆ n
is given by dist(x, E) = infz∈S ‖z − x‖.
For a sequence (xk)k∈ we write (x
k)k∈ ⊂ E to indicate that xk ∈ E for all k ∈ . We
say that (xk)k∈ ⊂ n converges at R-linear rate (to a point x?) if there exists c > 0 and
ρ ∈ (0, 1) such that ‖xk − x?‖ ≤ cρk holds for every k, and at superlinear rate (to x?) if
either sk = s? for some k or
‖sk+1−s?‖
‖sk−s?‖ → 0 as k → ∞.
A function h : n →  is proper if h . ∞, in which case its domain is defined as
the set dom h B {x ∈ n | h(x) < ∞}, and is lower semicontinuous (lsc) if for any x¯ ∈ n
it holds that h(x¯) ≤ lim infx→x¯ h(x). A point x? ∈ dom h is a local minimum for h if
h(x) ≥ h(x?) holds for all x in a neighborhood of x?. If the inequality can be strengthened
to h(x) ≥ h(x?) + µ2 ‖x − x?‖2 for some µ > 0, then x? is a strong local minimum. For
α ∈ , lev≤α h is the α-level set of h, i.e., lev≤α h B {x ∈ n | h(x) ≤ α}. We say that h
is level bounded if lev≤α h is bounded for all α ∈ , a condition which is equivalent to
lim inf‖x‖→∞ f (x) = ∞. With h∗ we indicate the convex conjugate of h, pointwise defined
as h∗(y) = sup {〈y, · 〉 − h}.
We denote by ∂ˆh the regular subdifferential of h, where
v ∈ ∂ˆh(x¯) ⇔ lim inf
x¯,x→x¯
h(x) − h(x¯) − 〈v, x − x¯〉
‖x − x¯‖ ≥ 0. (1.6)
The (limiting) subdifferential of h is ∂h : n ⇒ n, where v ∈ ∂h(x) iff there exists a
sequence (xk, vk)k∈ with v
k ∈ ∂ˆh(xk) such that (xk, h(xk), vk) → (x, h(x), v) as k → ∞. A
necessary condition for local minimality of x for h is 0 ∈ ∂h(x), see [33, Thm. 10.1].
The proximal mapping of h : n →  with parameter γ > 0 is the set-valued mapping
defined as
proxγh(x) B arg min
w∈n
{
h(w) + 12γ ‖w − x‖2
}
. (1.7)
The value function of the corresponding minimization problem, namely the Moreau enve-
lope with stepsize γ, is denoted as
hγ(x) B inf
w∈n
{
h(w) + 12γ ‖w − x‖2
}
. (1.8)
The necessary optimality condition for the problem defining proxγh together with the cal-
culus rule of [33, Ex. 8.8] imply
1
γ
(x − x¯) ∈ ∂ˆh(x¯) ∀x¯ ∈ proxγh(x). (1.9)
2. The building blocks: DRS and ADMM
DRS and ADMM are nowadays considered textbook algorithms of the realm of convex
optimization, and their properties are well documented in the literature. For instance, it is
common knowledge that both algorithms are mutually equivalent when applied to the re-
spective dual formulations, and that convergence is guaranteed for arbitrary stepsize and
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penalty parameters under minimal assumptions. These algorithms are in fact well under-
stood through an elegant and powerful link with monotone operator theory, a connection in
which convexity plays an indispensable role and which can explain convergence through a
Fejér-type monotonicity of the generated sequences. This property entails the existence of
a constant c > 0 such that
‖s+ − s?‖2 ≤ ‖s − s?‖2 − c‖s − s+‖2 (2.1)
holds for every solution s?; by telescoping the inequality and with no information about
the whereabouts of any solution s? required, from the lower boundedness of the (squared)
norm it is immediate to deduce that the residual ‖s+ − s‖ vanishes.
Under some smoothness assumption, a new descent condition in the likes of(2.1) was
shown to hold even for nonconvex problems, with the squared distance ‖ · − s?‖2 being re-
placed by another lower bounded function; upon adopting the same telescoping arguments,
this led to new convergence results in the absence of convexity. In this paper we show that
the new descent condition also leads to linesearch extensions of DRS and ADMM that pre-
serve the same convergence properties and oracle complexity. In this section we present all
the preliminary material that is needed for their development. We begin with DRS, first by
offering a brief recap of the key inequalities of the nonconvex analysis developed in [41]
and then by showing through duality arguments that the needed smoothness requirement
can be replaced by strong convexity. Although convergence of DRS is well known in the
latter case, it allows us to generalize the standing assumptions of the linesearch algorithms
developed in Section 3. Finally, by means of a primal equivalence first noticed in [44] that
identifies DRS and ADMM we will obtain a similar analysis for the latter algorithm.
2.1. Douglas-Rachford splitting.
2.1.1. The nonconvex case. For convex problems, both DRS and ADMM are well known
to converge for arbitrary stepsize and penalty parameters under minimal assumptions. In
the nonconvex setting, the works [22, 20] and later [41] extended the analysis to the non-
convex case when the functions satisfy the following requirements.
Assumption I (Requirements for DRS: the smooth ϕ1 case). In problem (1.1),
a1 ϕ1 : p →  has Lϕ1 -Lipschitz continuous gradient;
a2 ϕ2 : p →  is lsc;
a3 problem (1.1) admits a solution: arg minϕ , ∅.
In the setting of Assumption I, [22, 20] pioneered the idea of employing an augmented
Lagrangian function as Lyapunov potential for DRS iterations, namely
Lc(u, v, y) B ϕ1(u) + ϕ2(v) + 〈y, v − u〉 + c2 ‖v − u‖2
for some c ∈  (not necessarily positive). It was shown that Lc(u, v, γ−1(s − u)) decreases
along the iterates generated by DRS for sufficiently small γ, and subsequential convergence
of the algorithm to stationary points was thus inferred. The results have been tightened in
[41], where c = 1/γ is shown to be an optimal choice for the Lagrangian penalty param-
eter and the augmented Lagrangian is regarded as a function of the sole variable s, thus
recovering the Douglas-Rachford envelope (DRE) of [28], namely
ϕdrγ (s) B ϕ1(u) + ϕ2(v) +
1
γ
〈s − u, v − u〉 + 12γ ‖v − u‖2, (2.2)
where u and v are the result of a DRS-update with stepsize γ starting at s (u and v are
independent of the relaxation λ). As detailed in [41, Prop. 2.3 and Rem. 3.1], when As-
sumption I is satisfied and γ < 1/Lϕ1 one has that proxγϕ1 is Lipschitz continuous and
proxγϕ2 is a well-defined set-valued mapping, in the sense that proxγϕ2 (x) is nonempty for
every x ∈ p. In fact, in order for the DRE to be well defined it suffices that proxγϕ1 is
single valued, as the expression (2.2) can easily be seen to equal
ϕdrγ (s) = ϕ
γ
1(s) − 1γ ‖s − u‖2 + ϕγ2(2u − s), with u = proxγϕ1 (s). (2.3)
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Nevertheless, under Assumption I the DRE enjoys a close kinship with the cost function
ϕ, as summarized next.
Fact 2.1 ([41, Prop. 3.2 and Thm. 3.4]). Suppose that Assumption I holds. Then, for all
γ < 1/Lϕ1 the DRE ϕ
dr
γ is real valued, locally Lipschitz, and satisfies
(i) inf ϕ = inf ϕdrγ and arg minϕ = proxγϕ1 (arg minϕ
dr
γ );
(ii) ϕdrγ is level bounded iff ϕ is level bounded.
In the same spirit of the preceding works [22, 20], the convergence analysis of noncon-
vex DRS in [41] revolves around the following result, which assesses that that the DRE
decreases along the iterations by a quantity which is proportional to the fixed-point resid-
ual ‖sk − sk+1‖2. For simplicity of exposition, we use the simplified bounds on the stepsize
γ as in [41, Rem. 4.2], which only discerns whether ϕ1 is convex or not. Tight ranges are
given in [41, Thm. 4.1], and require the knowledge of the hypoconvexity modulus of ϕ1.
Fact 2.2 (Sufficient decrease on the DRE [41, Thm. 4.1]). Suppose that Assumption I is
satisfied, and consider one DRS update s 7→ (u, v, s+) for some stepsize γ < 1/Lϕ1 and
relaxation λ ∈ (0, 2). Then,
ϕdrγ (s
+) ≤ ϕdrγ (s) − 1γC
(
γLϕ1 , λ
)‖r‖2, (2.4)
where r B u − v and
C(α, λ) B λ(1+α)2
(
2−λ
2 − α ·
{
max {α − λ/2, 0} if ϕ1 is convex,
1 otherwise
)
. (2.5)
In particular, the constant C is strictly positive provided that
γ <

1
Lϕ1
if ϕ1 is convex,
2−λ
2Lϕ1
otherwise.
(2.6)
Combined with the lower boundedness of the DRE (Fact 2.1), the vanishing of sk −
sk+1 = λ(uk − vk) for the nominal DRS algorithm was readily deduced. This is enough to
guarantee subsequential convergence of DRS to stationary points, in the sense that when-
ever a sequence (sk)k∈ satisfies u
k − vk → 0 with (uk, vk) ∈ DRSγ(sk), any accumulation
point u? of (vk)k∈ satisfies the stationarity condition 0 ∈ ∂ϕ(u?). As detailed in the ded-
icated Section 3, the analysis of the here proposed DRS-based Algorithm 1 follows the
same line of proof, revolving around the decrease condition in Fact 2.2 and the continu-
ity of the DRE in Fact 2.1. Before detailing the arguments, in the remaining subsections
we set the ground for extending the theory beyond Assumption I. First, with duality argu-
ments we replace the smoothness condition with a strong convexity requirement; then, by
means of the same change of variable adopted in [41] we express ADMM operations (1.5)
in terms of the DRS oracle (1.4), thus obtaining the ADMM-based Algorithm 2 as a simple
byproduct.
2.1.2. The convex case. As observed in [44], for convex problems DRS (or, equivalently,
its sibling ADMM) is equivalent to itself applied to the dual formulation. To see this, let
ϕ1 and ϕ2 be (proper, lsc) convex functions, and consider the following dual formulation
of (1.1):1
minimize
y∈n
ψ(y) B ψ1(y) + ψ2(y), (2.7)
where ψ1 B ϕ∗1(− · ) and ψ2 = ϕ∗2. The Moreau identity [4, Thm. 14.3(ii)] yields
proxδψ1 (y) = y + δproxϕ1/δ(−y/δ) and proxδψ2 (y) = y − δproxϕ2/δ(y/δ). (2.8)
1Specifically, (2.7) is the dual of minimizex,z∈n ϕ1(x) + ϕ2(z) subject to x − z = 0.
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Therefore, DRS applied to (2.7) produces the following triplet:
s∗ 7→

u∗ = proxγ∗ψ1 (s∗)
v∗ = proxγ∗ψ2 (2u∗ − s∗)
s+∗ = s∗ + λ∗(v∗ − u∗),
⇔

u∗ = s∗ + γ∗ proxϕ1/γ∗ (−s∗/γ∗)
v∗ = 2u∗ − s∗ − γ∗ proxϕ2/γ∗ ((2u∗−s∗)/γ∗)
s+∗ = s∗ + λ∗(v∗ − u∗),
(DRS*)
leading to the following result.
Theorem 2.3 (Self-duality of DRS). Suppose that ϕ1 and ϕ2 are (proper, lsc) convex func-
tions, and consider a DRS*-update s∗ 7→ (u∗, v∗, s+∗ ). Let s B − s∗γ∗ and consider a DRS-
update s 7→ (u, v, s+) with stepsize γ = 1/γ∗ and relaxation λ = λ∗. Then, the variables are
related as follows:
λ = λ∗
γ = 1
γ∗
s = − s∗
γ∗
u = u∗−s∗
γ∗
v = 2u∗−s∗−v∗
γ∗ ,
or, equivalently,

λ∗ = λ
γ∗ = 1γ
s∗ = − sγ
u∗ = u−sγ
v∗ = 2u−s−vγ .
(2.9)
Moreover, ψdrγ∗ (s∗) = −ϕdrγ (s), where ψdrγ∗ is the DRE with stepsize γ∗ associated to the dual
problem (2.7).
Proof. The identities in (2.9) follow by a direct application of those in (DRS*). Next,
ψ
γ∗
1 (s∗) = (((ϕ1 ◦ (− · ))∗)1/γ(−s/γ) = (ϕ∗1)1/γ(s/γ) = 12γ ‖s‖2 − ϕγ1(s),
and similarly ψγ∗2 (2u∗ − s∗) = 12γ ‖2u − s‖2 − ϕγ2(2u − s). Therefore, from (2.3) we have
ψdrγ∗ (s∗) = ψ
γ∗
1 (s∗) − 1γ∗ ‖u∗ − s∗‖2 + ψ
γ∗
2 (2u∗ − s∗)
=
︷            ︸︸            ︷
1
2γ ‖s‖2 − ϕγ1(s)
︷            ︸︸            ︷
− 1
γ
‖u‖2
︷                              ︸︸                              ︷
+ 12γ ‖2u − s‖2 − ϕγ2(2u − s)
= − ϕγ1(s) + 1γ ‖u − s‖2 − ϕγ2(2u − s)
= − ϕdrγ (s)
as claimed. 
A consequence of the self-equivalence of DRS is that, for convex problems, it makes
no difference if it is the primal formulation (1.1) or the dual (2.7) that satisfies the needed
working assumptions. In fact, since the convex conjugate of a µ-strongly convex function
is (convex and) 1/µ-Lipschitz differentiable, in parallel to Assumption I we can also include
the following.
Assumption I* (Requirements for DRS: the strongly convex case). In problem (1.1) the
following hold:
a1 ϕ1 : p →  is proper, lsc, and µϕ1 -strongly convex;
a2 ϕ2 : p →  is proper, lsc, and convex;
a3 a solution exists.
When functions are convex and without necessarily either one being strongly so, plain
DRS iterations are known to converge for any stepsize γ and relaxation λ ∈ (0, 2). Strong
convexity is instead crucial for the well definedness of Algorithm 1. This is similar to the
setting of [28], where by viewing DRS as a scaled gradient descent algorithm on ϕdrγ it was
possible to derive a Nesterov-type acceleration whenever ϕ2 is convex and ϕ1 is strongly
convex and quadratic. The same arguments were then extended to ADMM in the follow-up
work [29] by means of duality arguments.
A consequence of Theorem 2.3 is the following dual version of Fact 2.2.
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Corollary 2.4. Suppose that Assumption I* holds and consider one (DRS) update s 7→
(u, v, s+) applied to the primal formulation (1.1) with stepsize γ > 1/µϕ1 and relaxation
λ ∈ (0, 2). Then,
ϕdrγ (s
+) ≥ ϕdrγ (s) + 1γC
(
1/γµϕ1 , λ
)‖r‖2
where r B u − v and C is a strictly positive constant defined as in (2.5).
2.2. Alternating direction method of multipliers. Although apparently more general,
it is well known that for convex problems ADMM coincides with DRS applied to the
dual formulation, and vice versa. More generally, problem (1.2) can be reduced to a DRS-
compatible form as
minimize
s∈p
(A f )(s) + (Bg)(b − s), (2.10)
where for h : n →  and C ∈ p×n we indicate with (Ch) the epicomposition
(Ch) : p → , defined as (Ch)(s) B inf {h(x) | Cx = s}.
It was shown in [44, Thm. 1] and later generalized in [41, Thm. 5.5] that one iteration of
ADMM applied to (1.2) is equivalent to one step of DRS applied to this new reformulation
with stepsize γ = 1/β, as stated next.
Fact 2.5 (Primal equivalence of DRS and ADMM [41, Thm. 5.5]). Starting from a triplet
(x, y, z) ∈ m ×p ×n, consider an ADMM-update applied to problem (1.2) with relax-
ation λ and penalty β > 0. Let
s B Ax − y/β
u B Ax
v B b − Bz
and, similarly,

s+ B Ax+ − y+/β
u+ B Ax+
v+ B b − Bz+.
Then, the variables are related as follows:
s+ = s + λ(v − u)
u+ ∈ proxγϕ1 (s+)
v+ ∈ proxγϕ2 (2u+ − s+),
where

ϕ1 B (A f )
ϕ2 B (Bg)(b − · )
γ B 1/β.
Moreover,
(i) −A>y+ ∈ ∂ˆ f (x+), and
(ii) dist(−B>y+, ∂ˆg(z+)) ≤ β‖B‖‖Ax+ + Bz+ − b‖.
This enabled the possibility to infer the convergence of nonconvex ADMM from the
simpler analysis of that of DRS, when the reformulation (2.10) complies with the needed
DRS requirements.
Assumption II (Requirements for ADMM: the smooth (A f ) case). In problem (1.2), A ∈
p×m, B ∈ p×n, b ∈ p, f : m →  and g : n →  are such that
a1 A is surjective (full row rank) and (A f ) : p →  has L(A f )-Lipschitz gradient;
a2 (Bg) : p →  is lsc;
a3 a solution exists: arg min Φ , ∅, where Φ(x, z) = f (x) + g(z) + δAx+Bz=b(x, z).
Similarly, in parallel to Assumption I* we may also consider the strongly convex case
for ADMM. As shown in [41, Prop. 5.4], for any matrix A the function ϕ1 B (A f ) is
strongly convex whenever so is f , in which case the strong convexity modulus is µ f/‖A‖2.2
Assumption II* (Requirements for ADMM: the strongly convex case). In problem (1.2),
the following hold
a1 f : m →  is lsc, proper, and µ f -strongly convex;
a2 (Bg) : n →  is lsc, proper, and convex (e.g. when g is proper, convex and coercive);
a3 a solution exists (equivalently, dom Φ is nonempty).
2In the limiting case A = 0, one has that (A f ) = f (0) + δ{0} is lsc and ∞-strongly convex for any f , and
properness amounts to the condition 0 ∈ dom f .
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Fact 2.6. Starting from a triplet (x, y, z) ∈ m × p × n, consider an ADMM-update
applied to problem (1.2) with relaxation λ and penalty β > 0. If
(A) either Assumption II holds and β > L(A f ),
(B) or Assumption II* holds and β < µ f/‖A‖2,
then ϕdrγ (s
+) = Lβ(x+, z+, y+) for s+ = Ax+ − y+/β and γ = 1/β, with ϕdrγ being the DRE
associated to the equivalent problem formulation (2.10).
The following is a straightforward consequence of Facts 2.2 and 2.6.
Corollary 2.7. Starting from a triplet (x−, y−, z−) ∈ m × p × n, consider the ADMM
updates (x−, y−, z−) → (x, y, z) → (x+, z+, y+) with penalty β and relaxation λ. Let r =
Ax + Bz − b and C be as in (2.5).
(i) If Assumption II holds and β > L(A f ), then
Lβ(x+, z+, y+) ≤ Lβ(x, z, y) − βC(L(A f )/β, λ)‖r‖2,
with the constant C being strictly positive provided that
β >
L(A f ) if f is convex,2L(A f )
2−λ otherwise.
(2.11)
(ii) If Assumption II* holds and β < µ f/‖A‖2, then
Lβ(x+, z+, y+) ≥ Lβ(x, z, y) + βC(β‖A‖2/µ f , λ)‖r‖2,
and C is strictly positive.
3. The linesearch algorithms
As shown in [22, 20, 41], both DRS and ADMM converge under mild assumptions that
do not entail convexity of either functions. As a consequence, a wide range of nonsmooth
and nonconvex problems can be addressed by iterating relatively simple operations. On
the other hand, it is well known that even for convex problems the convergence can be
prohibitively slow unless the problem is well scaled, which is rarely the case in practice.
In contrast, fast local methods such as Newton-type exist that by exploiting higher-order
information can suitably reshape the problem into a more convenient geometry. The major
hindrance against their employment is their local nature, in the sense that convergence is
guaranteed only if the starting point is already close enough to a solution, on top of some
regularity criteria around such solution. For this reason, fast local methods are typically
paired with a linesearch that globalizes convergence by ensuring a decrease condition on
the cost or on a surrogate merit function.
The purpose of Algorithms 1 and 2, presented in Section 3 (page 9), is exactly to com-
plement the global (subsequential) convergence and operational simplicity of DRS and
ADMM with the fast local convergence of Newton-type schemes by means of a tailored
linesearch. It should be noted that the proposed method differs considerably from classi-
cal linesearch strategies, which can only cope with directions of descent and thus heavily
hinge on differentiability requirements. Differently from the convex setting of [28], where
the envelope function is differentiable, in the setting dealt here it can only be guaranteed to
be (locally Lipschitz) continuous (cf. Fact 2.1), and thus not suitable for a standard back-
tracking based, e.g., on the Armijo condition. For this reason, Algorithms 1 and 2 here
proposed adopt the novel linesearch protocol of the umbrella Continuous-Lyapunov De-
scent method (CLyD) [37, §4] already benchmarked with the PANOC [36] and NAMA
[35] solvers, respectively based on the forward-backward splitting and the alternating min-
imization algorithm.
The chosen linesearch allows us to discard differentiability requirements and merely ex-
ploit continuity of the DRE and the sufficient decrease property. Before elaborating on the
details in the next subsection, we first prove that Algorithms 1 and 2 are linked through the
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Algorithm 1. Linesearch DRS
Require
initial point s0 ∈ p; tolerance ε > 0; relaxation λ ∈ (0, 2); max # backtracks imax ≤ ∞
under Assumption I (set pi B 1)
stepsize γ as in (2.6)
constant 0 < c < C
(
γLϕ1 , λ
)
as in (2.5)
under Assumption I* (set pi B −1)
stepsize γ > 1/µϕ1
constant 0 < c < C
(
1/γµϕ1 , λ
)
as in (2.5)
1.0: k = 0; (u0, v0) ∈ DRSγ(s0); compute ϕdrγ (s0) using u0 and v0 as in (2.2)
1.1: rk = uk − vk; if ‖rk‖ ≤ ε then return; end if
1.2: Set s¯k+1 = sk − λrk .Nominal DRS step
1.3: Select an update direction dk ∈ p and set τk = 1 and ik = 0
1.4: Define the candidate update as sk+1 = (1 − τk)s¯k+1 + τk(sk + dk)
1.5: Compute (uk+1, vk+1) ∈ DRSγ(sk+1) and use it to evaluate ϕdrγ (sk+1) as in (2.2)
1.6: if piϕdrγ (sk+1) ≤ piϕdrγ (sk) − cγ ‖rk‖2 then .Update accepted
k ← k + 1 and go to step 1.1
1.7: else if ik = imax then .Max #backtrackings: do nominal DRS step
Set sk+1 = s¯k+1 and (uk+1, vk+1) ∈ DRSγ(sk+1); k ← k + 1 and go to step 1.1
1.8: else .Backtrack and retry
τk ← τk/2, ik ← ik + 1, and restart from step 1.4
Algorithm 2. Linesearch ADMM
Require
(x−1, y−1, z−1) ∈ n ×p ×m; tol. ε > 0; relax. λ ∈ (0, 2); max # backtracks imax ≤ ∞
under Assumption II (set pi B 1)
penalty β as in (2.11)
constant 0 < c < C(L(A f )/β, λ) as in (2.5)
under Assumption II* (set pi B −1)
penalty β < µ f/‖A‖2
constant 0 < c < C
(
β‖A‖2/µ f , λ
)
as in (2.5)
2.0: k = 0; r−1 = Ax−1+Bz−1−b; y−1/2 = y−1−β(1−λ)r−1; (x0, y0, z0) ∈ ADMMβ(y−1/2, z−1)
2.1: rk = Axk + Bzk − b; if ‖rk‖ ≤ ε then return; end if
2.2: Set y¯k+1/2 = yk − β(1 − λ)rk
2.3: Select an update direction dk ∈ p and set τk = 1 and ik = 0
2.4: Define the candidate update yk+1/2 = (1 − τk)y¯k+1/2 + τk(yk − β(rk + dk))
2.5: Compute (xk+1, yk+1, zk+1) ∈ ADMMβ(yk+1/2, zk) and evaluateLβ(xk+1, yk+1, zk+1)
2.6: if piLβ(xk+1, zk+1, yk+1) ≤ piLβ(xk, zk, yk) − βc‖rk‖2 then .Update accepted
k ← k + 1 and go to step 2.1
2.7: else if ik = imax then .Max #backtrackings: do nominal ADMM step
(xk+1, yk+1, zk+1) ∈ ADMMβ(y¯k+1/2, zk); k ← k + 1 and go to step 2.1
2.8: else .Backtrack and retry
τk ← τk/2, ik ← ik + 1, and restart from step 2.4
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same equivalence relating the underlying DRS and ADMM oracles which, for exposition
clarity, will be referred to as the nominal steps.
Proposition 3.1 (Equivalence of Algorithm 1 and Algorithm 2). Suppose that Assump-
tion II [resp. Assumption II*] holds and consider the iterates generated by Algorithm 2
with penalty β and relaxation λ, starting from (x−1, y−1, z−1). For each k ∈ , let
sk B Axk − yk/β = b − Bzk−1 − yk−1/2/β
uk B Axk
vk B b − Bzk.
(3.1)
Then, ϕ = ϕ1 + ϕ2 with ϕ1 = (A f ) and ϕ2 = (Bg)(b − · ) satisfies Assumption I [resp.
Assumption I*], and (sk, uk, vk)k∈ is a sequence generated by Algorithm 1 with stepsize
γ = 1/β, relaxation λ, starting from s0 B b − Bz−1 − y−1/2/β and with the same sufficient
decrease constant c and choice of directions (dk)k∈. Moreover, ϕ
dr
γ (s
k) = Lβ(xk, zk, yk)
and Axk + Bzk − b = uk − vk hold for every k, hence both sequences (rk)k∈ and (τk)k∈
coincide in the two algorithms at every iteration.
Proof. Clearly, Assumption I [resp. Assumption I*] is satisfied if Assumption II [resp.
Assumption II*] holds. It follows from Facts 2.5 and 2.6 that for any y˜, z˜ such that s =
−y˜/β − Bz˜ + b one has
DRSγ(s) =
{
(Ax, b − Bv) | (x, y, z) ∈ ADMMβ(y˜, z˜)
}
, (3.2a)
ϕdrγ (s) = Lβ(x, z, y) ∀(x, y, z) ∈ ADMMβ(y˜, z˜). (3.2b)
In particular, the entire claim will follow once we prove that sk and (yk−1/2, zk−1) are related
as in (3.1) for every k. We proceed by induction. The case k = 0 follows from the definition
of the initital iterate s0 as in the statement. Suppose now that the identity holds up to
iteration k, and let rk = Axk + Bzk − b be as in Algorithm 2; then, observe that
s¯k+1 = sk + λ(vk − uk) (step 1.2)
= Axk − yk/β − λ(
rk
Axk + Bzk − b) (induction)
= b − Bzk − yk/β + (1 − λ)rk
= b − Bzk − y¯k+1/2/β. (step 2.2) (3.3)
For τ ∈ , let s˜k+1τ B (1 − τ)s¯k+1 + τ(sk + dk) and y˜k+1/2τ B (1 − τ)y¯k+1/2 + τ(yk − β(rk + dk))
be the candidate updates with stepsize τ at step 1.4 and step 2.4, respectively. We have
s˜k+1τ = (1 − τ)s¯k+1 + τ(sk + dk)(3.3)
= (1 − τ)(b − y¯k+1/2/β − Bzk) + τ( skAxk − yk/β + dk) (induction)
= b − Bzk −
[
(1 − τ)y¯k+1/2/β + τ(yk/β − Axk − Bzk + b − dk)
]
= b − Bzk −
[
(1 − τ)y¯k+1/2/β + τ(yk/β − rk − dk)
]
= b − Bzk − y˜k+1/2τ /β.
It then follows from (3.2) that ϕdrγ (s˜
k+1
τ ) = Lβ(x˜
k+1
τ , z˜
k+1
τ , y˜
k+1
τ ) for any (x˜
k+1
τ , z˜
k+1
τ , y˜
k+1
τ ) ∈
ADMMβ(y˜
k+1/2
τ , zk). Combined with the fact that rk = uk − vk holding by induction (that is,
rk is the same in both algorithms), we conclude that stepsize τ = τk is accepted at the k-th
iteration of Algorithm 2 iff so happens in Algorithm 1. In particular, one has
sk+1 = s˜k+1τk = b − Bzk − y˜k+1/2τk = b − Bzk − yk+1/2,
which completes the induction argument. 
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Figure 1. Main steps of Algorithm 1. One call to the DRS oracle at s yields the pair (u, v) and the nominal
DRS update s¯+ = s + λ(v − u). On the DRE, this implies a decrease by at least 1γC‖ v−uγ ‖2. Since ϕdrγ is
continuous and c  C, all points close enough to s¯+ belong to the sublevel set
[
ϕdrγ ≤ ϕdrγ (s) − c‖u − v‖2
]
(cyan-shaded region). Therefore, for any direction d, all points close to s¯+ in the line segment [s¯+, s + d] ={
(1 − τ)s¯+ + τ(s + d) | τ ∈ [0, 1]} belong to this set, hence the linesearch is accepted for small enough τ.
3.1. A continuity-based linesearch. We now discuss the core of Algorithms 1 and 2,
namely the linesearch strategy starting at steps 1.6 and 2.6, respectively. Remarkably, not
only is it flexible to any update direction d (and not only of descent type), but it will
be shown in Theorem 4.6 that it also accepts unit stepsize whenever d is “good”, in a
sense that will be made precise in Section 4.2. In other words, the proposed linesearch is
robust against the Maratos effect [24], see also [19, §6.2], a pathology typical of linesearch
methods in nonsmooth optimization such as sequential quadratic programming that inhibits
the achievement of fast convergence rates.
Owing to the equivalence proven in Proposition 3.1, we limit the preliminary discussion
to the DRS-based Algorithm 1, as the rationale of the ADMM counterpart uses the same
arguments. Similarly, we may limit the discussion to the case in which Assumption I holds,
as the complementary case of Assumption I* only differs from a change of sign in the
DRE (cf. Theorem 2.3), covered by the initialization pi = −1, and a choice of stepsize γ
and decrease constant c consistent with Corollary 2.4, whence the different initialization
prescribed in Algorithm 1.
Suppose that the current iterate is s ∈ p, and let d ∈ p be an arbitrary candidate
update direction at s. What d is, and how it is retrieved is irrelevant at the moment and will
be discussed in detail in the dedicated Section 3.3; suffice it to say that the choice of an
update direction d represents our degree of freedom for extending DRS while maintaining
its (subsequential) convergence properties, and that “ideally” we would like to replace the
nominal DRS update with the chosen s+ = s + d, for we have reason to believe this choice
will lead us closer to a solution.
Let the nominal update be s¯+ = s +λ(v− u) as in step 1.2. Due to the sufficient decrease
property on ϕdrγ (cf. Fact 2.2), it holds that
ϕdrγ (s¯
+) ≤ ϕdrγ (s) − 1γC
(
γLϕ1 , λ
)‖r‖2
where C is as in (2.5) and r = u − v. However, nothing can be guaranteed as to whether
ϕdrγ (s + d) is also (sufficiently) smaller than ϕ
dr
γ (s) or not, nor can we hope to enforce the
condition with a classical backtracking s + τd for small τ > 0, as no notion of descent is
known to ϕdrγ (which is continuous but not necessarily differentiable, on top of the fact that
the direction d is even arbitrary). Nevertheless, for any c  C, not only does s¯+ satisfy the
sufficent decrease with constant c, but due to continuity of ϕdrγ so do all the points around:
loosely speaking,
ϕdrγ (s
′) ≤ ϕdrγ (s) − cγ ‖r‖2 for all s′ close to s¯+. (3.4)
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The idea is then to “push” the candidate update s + d towards the “safe” update s¯+ until the
relaxed decrease condition (3.4) holds. One way to do so is through a linesearch along the
segment connecting the “ideal” update s + d and the “safe” nominal update s¯+, as done in
step 1.4. The procedure is synopsized in Figure 1 for the toy problem of finding a point in
the intersection of a line ` and a circumference C, cast in the form (1.1) as
minimize
s∈2
ϕ(s) B 12 dist
2(s, `)︸        ︷︷        ︸
ϕ1(s)
+ δC(s)︸︷︷︸
ϕ2(s)
.
The contour levels correspond to those of ϕdrγ ; notice that, since proxγϕ1 ≡ id on ` and that
arg minϕ ⊂ `, for this problem it holds that arg minϕ = arg minϕdrγ , cf. Fact 2.1(i).
3.2. Iteration complexity. In both the proposed algorithms, a step of the nominal method
is required for the evaluation of ϕdrγ orLβ, where with “nominal method” we indicate DRS
for Algorithm 1 and ADMM for Algorithm 2. Therefore, the number of nominal steps
performed at iteration k corresponds to the number of backtrackings ik. In other words, the
k-th iteration of the proposed algorithm is, in general, as expensive as ik many nominal
iterations. In order to bound complexity, a maximum number of backtrackings imax can be
imposed, say imax = 5, so that whenever the linesearch condition fails imax many times, one
can discard the direction dk and proceed with a nominal update.
Whenever function ϕ1 is quadratic (not necessarily convex), however, the linearity of
the u-update can conveniently be exploited to save computations in the linesearch. In fact,
if ϕ1 is quadratic, then proxγϕ1 is affine and the u-update at step 1.4 can be expanded to
uk+1 = proxγϕ1
[
(1 − τk)s¯k+1 + τk(sk + dk)] = (1 − τk) proxγϕ1 (s¯k+1) + τk proxγϕ1 (sk + dk).
Then, for τk = 1/2 instead of computing directly uk+1 one can evaluate proxγϕ1 (s¯
k+1) and
obtain uk+1 by linear combination, and similarly all subsequent trials for smaller values of
τk will not require any additional evaluation of proxγϕ1 . That is, in case ϕ1 is quadratic, the
number of calls to proxγϕ1 at iteration k will be min {1 + ik, 2} ≤ 2, where ik is the number
of failures of the linesearch condition at step 1.6, regardless of whether or not a maximum
number of backtrackings imax is set. This is particularly appealing when, additionally, eval-
uating proxγϕ2 is cheap (projections on simple sets, thresholding, . . . ), in which case each
iteration is, at most, roughly twice as expensive as one of DRS. Such an example is dis-
cussed in Section 5; similar arguments also apply to the ADMM-Algorithm 2.
3.3. Choice of direction. Although the proposed algorithmic framework is robust to any
choice of directions dk, its efficacy is greatly affected by the specific selection. This last
part of the section provides an overview on some convenient choices of update directions
dk. Specifically, we propose a generalization of Nesterov extrapolation that is suited for
nonconvex problems (although merely heuristical, without optimal convergence guaran-
tees), and then discuss three popular quasi-Newton schemes. Although true higher-order
information, when available, can also be considered, we prefer to limit our overview to
methods that preserve the simple oracle of the original DRS and ADMM. In the convex
case, the interested reader can find an extensive collection of generalized Jacobians of
proximal mappings in [38, §15.6], useful for deriving directions based on linear Newton
approximation schemes [11, §7.5.1].
3.3.1. Nesterov acceleration. It was shown in [28] that when ϕ2 is convex and ϕ1 is convex
quadratic, then ϕdrγ is convex and continuously differentiable for γ < 1/Lϕ1 . This enabled
the possibility, for this specific case, to extend the employment of the optimal Nesterov
acceleration techniques [25] to DRS. By using duality arguments, this fact was extended
in [29] where, under due assumptions, an accelerated ADMM scheme is proposed.
Although not supported by the theory, extensive numerical evidence suggests that such
extrapolations perform quite effectively regardless of what function ϕ2 or g in problems
(1.1) and (1.2) are, while convexity of ϕ1 and f seems instead to play an important role.
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The main limitation in a direct employment of the acceleration is that convergence itself
is not guaranteed. However, thanks to the arbitrarity of dk in Theorems 4.3 and 4.4, we
can enforce these updates into Algorithms 1 and 2 and thus obtain a (damped, monotone)
extrapolation that is guaranteed to be globally (subsequentially) convergent.
♠ Fast DRS: in Algorithm 1, start with d0 = 0, and for k ≥ 1 select
dk B k−1k+2 (s¯
k+1 − s¯k) − λrk
♠ Fast ADMM: in Algorithm 2, start with d0 = 0, and for k ≥ 1 select
dk B − λrk − k−1k+2
(
Bzk − Bzk−1 + (y¯k+1/2 − y¯k−1/2)/β).
These extensions differ from the approach proposed in [23] for the proximal gradient
method, as we do not discard the candidate fast direction when sufficient decrease is not
satisfied but rather dampen it with a backtracking.
3.3.2. Quasi-Newton methods. The termination criterion for both Algorithms 1 and 2 is
based on (the norm of) the fixed-point residual of the underlying splitting schemes, namely
u − v = 1
λ
(s¯ − s¯+) for DRS, which corresponds to Ax + Bz − b in ADMM. Under some as-
sumptions such as prox-regularity [33, §13.F], eventually the updates s 7→ s+ are uniquely
determined, that is, the inclusion v ∈ proxγϕ2 (2u − s) in DRS becomes an equality. It then
turns out that one ends up solving a system of nonlinear equations, namely finding s such
that s − s+ = 0 in DRS, and similarly for the residual Ax + Bz − b = 0 in ADMM.
Parallel to what done in [42] for (nonconvex) forward-backward splitting, we may
then consider directions stemming from fast methods for nonlinear equations, namely
dk = −HkR, where R is the fixed-point residual map (Rdrγ (s) = u − v for DRS and
Radmmβ (y
−/2, z−1) = Ax + Bz − b for ADMM), and Hk is some approximation to the inverse
of its (generalized) Jacobian. To maintain the simplicity of the original DRS and ADMM,
this can be done efficiently by means of quasi-Newton methods, which, starting from an
invertible matrix H0 perform low-rank updates based on available quantities. Such quan-
tities are pairs of vectors (pk, qk), where pk is the difference between consecutive iterates
and qk the difference of the fixed-point residuals. Namely,
♠ quasi-Newton DRS: in Algorithm 1 use
dk = − Hkrk and
{
pk = dk
qk = rk+10 − rk
(3.5a)
where rk+10 = u
k+1
0 − vk+10 with (uk+10 , vk+10 ) ∈ DRSγ(sk + dk) is the residual computed in the
first linesearch trial.
♠ quasi-Newton ADMM: start with H0 = µI for some µ > 0, and in Algorithm 2 use
dk = − Hkrk and
{
pk = dk
qk = rk+10 − rk
(3.5b)
where rk+10 is the residual computed in the first linesearch trial, as in the DRS case.
As it will be clear in the proof of Theorem 4.8, this particular choice of pk and qk rather
than the conventional pk = sk+1− sk and qk = rk+1− rk is suited for the proposed innovative
linesearch.
We will now list a few update rules for Hk based on the indicated pairs (pk, qk).
a. BFGS. Start with H0  0 and update as follows:
Hk+1 = Hk +
〈pk, qk〉 + 〈Hkqk, qk〉
(〈pk, qk〉)2 pk p
>
k−
Hkqk s>k + skq
>
kHk
〈pk, qk〉 .
Whenever 〈pk, qk〉 ≤ 0, one can either set Hk+1 = Hk or use a different vector pk as
proposed in [32]. The limited-memory variant L-BFGS [26, Alg. 7.4], which does not
require storage of full matrices Hk or matrix-vector products but only storage of the
last few pairs and scalar products, can conveniently be considered.
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Although very well performing in practice, to the best of our knowledge fast con-
vergence of BFGS can only be shown when the Jacobian of R at the limit point is
symmetric, which hardly ever holds in our framework. We suspect, however, that the
well performance of BFGS derives from the observation that, when it exists, the Jaco-
bian of R is similar to a symmetric matrix.
b. Modified Broyden. Fix ϑ¯ ∈ (0, 1), e.g., ϑ¯ = 0.2, an invertible matrix H0, and update
as follows:
Hk+1 = Hk +
pk − Hkqk
〈pk, (1/ϑk − 1)pk + Hkqk〉 p
>
kHk (3.6a)
where
ϑk B
1 if |δk | ≥ ϑ¯1−sgn(δk)ϑ¯
1−δk if |δk | < ϑ¯
and δk B
〈Hkqk, pk〉
‖pk‖2 , (3.6b)
with the convention that sgn 0 = 1. The original Broyden formula [9] corresponds to
ϑk ≡ 1, while ϑk as in (3.6b) ensures nonsingularity of all matrices Hk [31].
c. Anderson acceleration. Fix a buffer size m ≥ 1 and start with H0 = I. For k ≥ 1, let
Hk = I + (Pk − Qk)(Q>kQk)−1Q>k,
where the columns of matrix Pk are the last vectors pk−M , · · · , pk−1 and those of Qk
are the last vectors qk−M , · · · , qk−1, with M = min {k,m}. If Qk is not full-column rank,
for x ∈ M the product (Q>kQk)−1x is meant in a least-square sense. This is a limited-
memory scheme, as it requires only the storage of few vectors and the solution of a
small M × M linear system. Anderson acceleration originated in [1]; here we use the
interpretation well explained in [12] of (inverse) multi-secant update: Hk is the matrix
closest to the identity (in the Frobenius norm) among those satisfying HkQk = Pk.
3.4. Adaptive variants. One drawback of Algorithms 1 and 2 is that both the stepsize γ
in the former and the penalty β in the latter have to be chosen offline based either on a
Lipschitz constant or on a strong convexity modulus. In practice, the estimation of these
quantities is often challenging and prone to yield very conservative approximations, doom-
ing the algorithms to slow convergence in early iterations (that is, in the globalization stage
when the effect of the fast local directions is not triggered yet). Moreover, even when such
constants are known the algorithms may potentially work also with less conservative esti-
mates which better reflect the local geometry.
In order to circumvent these issues and allow for out-of-the-box implementations, we
may resort to the adaptive variants of the DRS and ADMM oracles as described in [41,
§4.1 and §5.3], where γ and β are tuned online in such a way to ensure the needed sufficient
decrease conditions and preserve convergence.
3.4.1. Adaptive Algorithm 1. For the DRS-based Algorithm 1, it suffices to initialize γ
according to an estimate of Lϕ1 or µϕ1 , and simply add the following routine after step 1.2:
1.2a: Evaluate ϕdrγ (s¯
k+1) using (u¯k+1, v¯k+1) ∈ DRSγ(s¯k+1) as in (2.2)
1.2b: if piϕdrγ (s¯k+1) ≥ piϕdrγ (sk) − cγ ‖rk‖2 or piϕdrγ (s¯k+1) < piϕlb then
γ ← 2−piγ, (uk, vk) ∈ DRSγ(sk), recompute ϕdrγ (sk) and go to step 1.1
Here, recall that pi ∈ {±1} is set at algorithm initialization according to whether As-
sumption I or Assumption I* holds. The only new term is ϕlb, to be set offline equal to a
known quantity that lower bounds inf ϕ, which in practice is typically easily estimable. Its
role is however a pure technicality that the not-too-fussy user can neglect; the interested
reader can instead find the reasoning for the additional condition it enforces in [41, §4.1].
As documented in the reference, this backtracking on γ can happen only a finite number of
times, as eventually the condition at step 1.2b is never satisfied.
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3.4.2. Adaptive Algorithm 2. The same arguments as in the previous paragraph apply to
the ADMM-based Algorithm 2, in which case it suffices to initialize β according to an es-
timate of L(A f ) or µ(A f ), setting offline a lower bound Φlb ≤ inf { f (x) + g(z) | Ax + Bz = b}
(if known), and adding the following check after step 2.2:
2.2a: Evaluate Lβ(x¯k+1, z¯k+1, y¯k+1) where (x¯k+1, z¯k+1, y¯k+1) ∈ ADMMβ(y¯k+1/2, zk)
2.2b: if piLβ(x¯k+1,z¯k+1,y¯k+1)≥piLβ(xk,zk,yk)−βc‖rk‖2 or piLβ(x¯k+1,z¯k+1,y¯k+1)<piΦlb then
β←2piβ, (xk,zk,yk)∈ADMMβ(yk−1/2,zk−1), recomputeLβ(xk,zk,yk) and go to step 2.1
4. Convergence results
This section is dedicated to the convergence properties of the proposed Algorithms 1
and 2. We begin by addressing their well definedness, namely, that the iterations cannot get
stuck in an infinite backtracking loop at steps 1.8 and 2.8. We also show that for any strictly
positive tolerance ε > 0 the termination criterion is satisfied after finitely many iterations,
and provide properties of the output quantities.
Theorem 4.1 (Well definedness and finite termination of Algorithm 1). Suppose that ei-
ther Assumption I or Assumption I* is satisfied. Then, the following hold for the iterates
generated by Algorithm 1:
(i) at every iteration the number of backtrackings at step 1.8 is finite (regardless of
whether imax is finite or not);
(ii) the algorithm terminates in K ≤ γ|ϕdrγ (s0)−minϕ|cε2 iterations;
(iii) the last iterate of the algorithm yields
• a point z B vK satisfying dist(0, ∂ˆϕ(z)) ≤ 2ε/γ if Assumption I holds,
• a triplet (x, y, z) B (uK , γ−1(uK − sK), vK) satisfying the approximate KKT
−y ∈ ∂ϕ1(x), dist(y, ∂ϕ2(z)) ≤ ε/γ, ‖x − z‖ ≤ ε,
if Assumption I* holds.
Proof. We first consider the case in which Assumption I holds, so that pi = 1 and conse-
quently piϕdrγ = ϕ
dr
γ .
♠ 4.1(i) Testing the condition at step 1.6 assumes ‖rk‖ > 0, for otherwise the entire algo-
rithm would have stopped at step 1.1. Let C = C
(
γLϕ1 , λ
)
be as in (2.5), so that the nominal
DRS-update s¯k+1 satisfies
piϕdrγ (s¯
k+1) ≤ piϕdrγ (sk) − Cγ ‖rk‖2.
Since c < C by construction, one has
piϕdrγ (s
k) − c
γ
‖rk‖2 > piϕdrγ (sk) − Cγ ‖rk‖2.
Continuity of ϕdrγ at s¯
k+1 thus entails the existence of  > 0 such that piϕdrγ (s) ≤ piϕdrγ (sk) −
c
γ
‖rk‖2 holds for every point s -close to ϕdrγ (sk). Since (1 − τk)s¯k+1 + τk(sk + dk)→ s¯k+1 as
τk → 0, by halvening enough times τk at step 1.8,
• either the candidate point sk+1 is eventually -close to s¯k+1 so that the needed condition
at step 1.6 holds,
• or the maximum number of backtrackings imax is reached (provided that imax is finite),
in which case sk+1 = s¯k+1.
Either way, only a finite number of backtrackings is performed, and the inequality
piϕdrγ (s
k+1) ≤ piϕdrγ (sk) − cγ ‖rk‖2 (4.1)
holds for every k ∈ .
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♠ 4.1(ii) By combining the decrease condition (4.1) with the termination criterion at step
1.1, we have that K iterations of the algorithm result in a decrease of the DRE by at least
piϕdrγ (s
K+1) ≤ piϕdrγ (s0) − cγ
∑K
k=0 ‖rk‖2.
Since piminϕ = min piϕdrγ and ‖rk‖ ≥ ε, we conclude that
piϕdrγ (s
0) − piminϕ ≥ c
γ
∑K
k=0 ‖rk‖2 ≥ c(K+1)ε
2
γ
, (4.2)
resulting in the claimed bound on K. Finally, the bound on dist
(
0, ∂ˆϕ(z)
)
follows from [41,
Thm. 4.3(ii)].
Suppose now that Assumption I* holds. Then, since pi = −1, it follows from Theorem 2.3
that piϕdrγ (s) = ψ
dr
γ∗ (s∗), where γ∗ = 1/γ and s∗ = −s/γ. Moreover, one has that u − v = u∗−v∗γ∗ ,
where u∗ and v∗ are as in Theorem 2.3. The previous arguments can thus be replicated in
terms of the dual formulation (2.7) to prove assertion 4.1(i) and the bound on the number
of iterations K.
To conclude, let the triplet (x, y, z) = (uK , u
K−sK
γ
, vK) be as in the statement. From (1.9) it
follows that −y ∈ ∂ϕ1(x) and that y + 1γ rK ∈ ∂ϕ2(z), hence that dist(y, ∂ϕ2(z)) ≤ ε, owing to
the termination criterion ‖rK‖ ≤ ε. Finally, ‖x − z‖ = ‖rK‖ ≤ ε, completing the proof. 
Theorem 4.2 (Well definedness and finite termination of Algorithm 2). Suppose that ei-
ther Assumption II or Assumption II* is satisfied. Then, the following hold for the iterates
generated by Algorithm 2:
(i) at every iteration the number of backtrackings at step 2.8 is finite (regardless of
whether imax is finite or not);
(ii) the algorithm terminates in K ≤ |Lβ(x0,z0,y0)−min Φ|cβε2 iterations and yields a triplet
(x, y, z) B (xK , yK , zK) satisfying the approximate KKT conditions
‖Ax + Bz − b‖ ≤ ε, −A>y ∈ ∂ˆ f (x), dist(−B>y, ∂ˆg(z)) ≤ ‖B‖βε.
Proof. Assertion 4.2(i) and the bound on the number of iterations K follow from The-
orem 4.1, owing to the equivalence of Algorithms 1 and 2 stated in Proposition 3.1. In
turn, the conditions −A>y ∈ ∂ˆ f (x) and dist(−B>y, ∂ˆg(z)) ≤ ‖B‖βε follow from Facts 2.5(i)
and 2.5(ii), since for every k and independently of the choice of the direction dk the triplet
(xk, yk, zk) is the result of an ADMM-step with penalty β. 
4.1. Subsequential convergence. The remainder of the section is dedicated to asymptotic
analysis where the tolerance is set to ε = 0 and the algorithms may thus run infinitely many
iterations. In this first subsection, without imposing additional requirements other than
one among Assumptions I, I*, II and II*, we show that every limit point of the generated
sequences are stationary, and also give a sufficient condition ensuring boundedness. Some
results are based on auxiliary material presented in Appendix A.
Theorem 4.3 (Subsequential convergence of Algorithm 1). Suppose that either Assump-
tion I or Assumption I* is satisfied, and consider the (possibly infinite) iterates generated
by Algorithm 1 with tolerance ε = 0. Then, the sequence of squared residuals (‖rk‖2)k∈
has finite sum. Moreover,
under Assumption I:
(i) the sequences (uk)k∈ and (v
k)k∈ have the same cluster points, all of which are sta-
tionary for ϕ and on which ϕ and ϕdrγ have the same (constant) value, this being the
limit of the monotonic sequence (ϕdrγ (s
k))k∈;
(ii) if ϕ is level bounded, then (sk, uk, vk)k∈ remains bounded.
under Assumption I*:
(iii) ϕdrγ (s
k) ↗ minϕ as k → ∞, (uk)k∈ and (vk)k∈ converge to the unique (global)
minimizer x? of ϕ;
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(iv) if the dual cost ψ as in (2.7) is level bounded, then (sk)k∈ remains bounded.
Proof. To rule out trivialities we may assume that the stopping criterion ‖rk‖ = 0 is never
reached, hence that the algorithm generates infinitely many iterates. That the squared resid-
uals (‖rk‖2)k∈ have finite sum follows by letting K → ∞ in (4.2). In turn, this implies that
uk − vk → 0 as k → ∞. We now consider the two separate cases.
♠ Assumption I. Having shown the vanishing of the residual, the proof is identical to that
of [41, Thm. 4.3(ii)-(iii)].
♠ Assumption I*. In this case, the dual formulation (2.7) satisfies Assumption I. In partic-
ular, adopting the ∗-notation of Theorem 2.3 we have that ψdrγ∗ (sk∗) = −ϕdrγ (sk) is decreasing
and bounded below by inf ψ = −minϕ (cf. (A.2)). In particular, ψ(vk∗) ≤ ψdrγ∗ (sk∗) is also
bounded (the inequality following from Fact A.1), and since rk = uk−vk = uk∗−vk∗
γ∗ → 0, from
Lemma A.4 we conclude that ψ(vk∗) → inf ψ. From Lemma A.2 we have that ψdrγ∗ (sk∗) ≤
ψ(vk∗)+
1+γLψ1
2γ∗ ‖rk∗‖2, implying that ψdrγ∗ (s∗k)→ inf ψ, and from (A.3) we conclude that (uk)k∈
and (vk)k∈ converge to the unique minimizer of the primal function ϕ, hence assertion
4.3(iii). Finally, since (sk∗)k∈ is contained in the sublevel set
{
x | ψdrγ∗ (x) ≤ ϕdrγ (s0∗)
}
, if ψ is
coercive (and thus so is ψdrγ∗ owing to Fact 2.1(ii)) the sequence (s
k∗)k∈ is bounded. Bound-
edness of (sk)k∈ then follows from the identity s
k = −sk∗/γ∗. 
Theorem 4.4 (Subsequential convergence of Algorithm 2). Suppose that either Assump-
tion II or Assumption II* is satisfied, and consider the (possibly infinite) iterates generated
by Algorithm 2 with tolerance ε = 0. Then, the sequence of squared residuals (‖rk‖2)k∈
has finite sum. Moreover,
under Assumption II:
(i) all cluster points (x, y, z) of (xk, yk, zk)k∈ satisfy the KKT conditions
− A>y ∈ ∂ f (x), −B>y ∈ ∂g(z), Ax + Bz = b, (4.3)
and attain the same (finite) cost f (x) + g(z), this being the limit of (Lβ(xk, zk, yk))k∈;
(ii) the sequence (Axk, yk, Bzk)k∈ is bounded provided that the cost function Φ is level
bounded. If, additionally, f ∈ C1,1(m), then the sequence (xk, yk, zk)k∈ is bounded.
under Assumption II*:
(iii) (Lβ(xk, zk, yk))k∈ ↗ min Φ as k → ∞, (Axk)k∈ and (Bzk)k∈ are convergent, and
all cluster points (x, y, z) of (xk, yk, zk)k∈ are KKT-optimal triplets (satisfying (4.3));
(iv) if the dual cost
Ψ(y) B f ∗(−A>y) + g∗(−B>y) + 〈b, y〉
is coercive, then (xk, yk, zk)k∈ remains bounded.
Proof. We shall again invoke the equivalence of Algorithms 1 and 2 stated in Proposi-
tion 3.1, and import the same notation for convenience. Note that no clash occurs in using
rk to express the residual in both algorithms, having rk = uk−vk = Axk +Bzk−b through the
relations of Proposition 3.1. In particular, that the squared residuals (‖rk‖2)k∈ have finite
sum is a direct consequence of Theorem 4.3. We now consider the two separate cases.
♠ Assumption II. Having shown the vanishing of the residual, the proof is identical to that
of [41, Thm. 5.6].
♠ Assumption II*. It follows from Theorem 4.3(iii) that ϕdrγ (sk) = Lβ(xk, zk, yk) ↗ inf Φ,
and that (Axk = uk)k∈ and (b − Bzk = vk)k∈ are convergent. Suppose now that a subse-
quence (xk, yk, zk)k∈K converges to a triplet (x, y, z). Since r
k → 0, necessarily Ax + Bz = b.
Moreover,
inf Φ = lim
K3k→∞
Lβ(xk, zk, yk) = lim
K3k→∞
f (xk) + g(zk) ≥ f (x) + g(z) = Φ(x, z) ≥ inf Φ,
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where the second equality follows from the fact that (yk)k∈K is bounded (since it converges),
the first inequality from lsc of f and g, and the last equality from the fact that Ax+Bz−b = 0.
In fact, notice that having f (xk) + g(zk) → f (x) + g(z) implies that f (xk) → f (x) and
g(zk)→ g(z). Therefore, the attentive outer semicontinuity of the subdifferential [33, Prop.
8.7] together with Facts 2.5(i) and 2.5(ii) implies the sought inclusions −A>y ∈ ∂ f (x) and
−B>y ∈ ∂g(z), which completes the proof of assertion 4.4(iii). Finally, assertion 4.4(iv) is a
direct consequence of Theorem 4.3(iv), after observing that
ϕ∗1 = f (−A>· ) and ϕ∗2 = g(−B>· ) + 〈b, · 〉
for ϕ1 and ϕ2 as in (2.10), see [4, Prop.s 13.23(iii) and 13.24(iv)]. 
4.2. Superlinear convergence. We now provide sufficient conditions that ensure super-
linear convergence of the proposed algorithms. For the sake of simplicity we limit the
analysis to Algorithm 1 under Assumption I; the other cases can be inferred through the
equivalence between Algorithm 1 and Algorithm 2 and the self-duality of DRS proven in
Theorem 2.3 and Proposition 3.1.
As a measure of “quality” of the oracle producing the update directions, borrowing
the terminology of [11, §7.5], we say that (dk)k∈ is a sequence of superlinear directions
(relative to a sequence (sk)k∈ converging to s?) if
lim
k→∞
‖sk + dk − s?‖
‖sk − s?‖ = 0. (4.4)
The next theorem shows that whenever the algorithm converges to a strong local minimum
and the directions comply with the qualitative criterion (4.4), the linesearch condition at
step 1.6 is eventually always passed at the first trial, and the iterates reduce to sk+1 = sk +dk
and converge superlinearly. To do so, we will use the following lemma showing how strong
local minimality on the original cost reflects on the DRE.
Lemma 4.5. Suppose that Assumption I holds, and consider the iterates generated by
Algorithm 1 with ε = 0, and let ϕ? be the limit of the sequence (ϕdrγ (s
k))k∈. Suppose that
(uk)k∈ converges to a strong local minimum u? of ϕ. Then, there exists δ > 0 such that
ϕdrγ (s
k) − ϕ? ≥ δ2‖sk − s?‖2 holds for every k large enough.
Proof. We begin by observing that for every k ∈  and ε > 0 it holds that
1
(1+γLϕ1 )
2 ‖sk − s?‖2 ≤ ‖uk − u?‖2 ≤ ε+1ε ‖uk − vk‖2 + (1 + ε)‖vk − u?‖2, (4.5)
where the first inequality follows from (1+γLϕ1 )-strong monotonicity of proxγϕ1 [41, Prop.
2.3(ii)] and the second one uses the Young’s inequality. As ensured by Theorem 4.3(i),
uk − vk → 0 and ϕ(u?) = ϕ?. Therefore, vk → u? and because of strong local minimality
there exists µ > 0 and K ∈  such that ϕ(vk) − ϕ? ≥ µ2 ‖vk − u?‖2 for all k ≥ K. For all
ε > 0 and k ≥ K we thus have
ϕdrγ (s
k)
A.1
≥ ϕ(vk) + 1−γLϕ12γ ‖vk − uk‖2
≥ ϕ? + µ2 ‖vk − u?‖2 +
1−γLϕ1
2γ ‖vk − uk‖2
(4.5)
≥ ϕ? + µ2(1+ε)(1+γLϕ1 )2 ‖s
k − s?‖2 +
(
1−γLϕ1
2γ − µ2ε
)
‖vk − uk‖2
= ϕ? +
1−γLϕ1
(1−γ(Lϕ1−µ))(1+γLϕ1 )2
µ
2 ‖sk − s?‖2,
where the last equality uses ε = γµ1−γLϕ1 . 
Theorem 4.6 (Acceptance of the unit stepsize). Suppose that Assumption I holds, and
consider the iterates generated by Algorithm 1. Suppose that (uk)k∈ converges to a strong
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local minimum u? of ϕ and that (dk)k∈ are superlinear directions as in (4.4). Then, even-
tually unit stepsize τk = 1 is always accepted, hence the iterates reduce to sk+1 = sk + dk
and converge superlinearly.
Proof. Let s? B u? − γ∇ϕ1(u?) be the limit point of (sk)k∈. In light of Lemma 4.5, by
possibly discarding the first iterates we may assume that
ϕdrγ (s
k) − ϕdrγ (s?) ≥ δ2 ‖sk − s?‖2 for all k’s
for some δ > 0. Combined with Lemma A.2, we obtain that
εk B
ϕdrγ (s
k + dk) − ϕdrγ (s?)
ϕdrγ (sk) − ϕdrγ (s?)
≤ 1 + γL f
γδ
‖sk + dk − s?‖2
‖sk − s?‖2 → 0.
Since uk − vk → 0, we have that s¯k → s?. Therefore, eventually ϕdrγ (s¯k) ≥ ϕdrγ (s?) and
εk ≤ 1. Then, denoting C = C(γLϕ1 , λ) as in (2.5) we have
ϕdrγ (s
k + dk) − ϕdrγ (sk) = − (1 − εk)
(
ϕdrγ (s
k) − ϕdrγ (s?)
)
≤ − (1 − εk)(ϕdrγ (sk) − ϕdrγ (s¯k))
(2.5)
≤ − (1 − εk)Cγ ‖rk‖2.
Since εk → 0 and c < C as required in Algorithm 1, eventually 1 − εk ≥ cC , resulting in
ϕdrγ (s
k + dk) ≤ ϕdrγ (sk) − cγ ‖rk‖2, proving that τk = 1 passes the condition at step 1.6. 
Although the DRS-update s 7→ s+ is not uniquely determined owing to the multi-
valuedness of proxγϕ2 , under some regularity assumptions not only is it single valued,
but even differentiable, when close to solutions. To see this, observe that
Rdrγ = R
fb
γ ◦ proxγϕ1 ,
where Rdrγ B proxγϕ1 −proxγϕ2 (2 proxγϕ1 −id) is the Douglas-Rachford residual and
Rfbγ (u) B u − proxγϕ2 (u − γ∇ϕ1(u))
is the residual of forward-backward splitting (FBS), see e.g., [2, 8, 42]. By combining
[33, Prop. 13.24 and Ex. 13.35] and [30, Thm. 4.4(c)-(f) and Cor. 4.7], it follows that
proxγϕ1 (s) is continuously differentiable around s? provided that ϕ1 is twice continuously
differentiable around s?. Thus, under this assumption from the chain rule of differenti-
ation we conclude that Rdrγ is (strictly) differentiable at s? provided that R
fb
γ is (strictly)
differentiable at u? = proxγϕ1 (s?). Sufficient conditions for this latter property to hold are
documented in [42, Thm. 4.10], namely twice (Lipschitz-) continuous differentiability of
ϕ1 around u?, and prox-regularity and (strict) twice epi-differentiability of ϕ2 at u? for
−∇ϕ1(u?) [33, §13.B and 13.F].
Theorem 4.7 (Dennis-Moré criterion for superlinear directions). Suppose that Assump-
tion I holds, and consider the iterates generated by Algorithm 1. Suppose that (sk)k∈ con-
verges to a point s? at which Rdrγ is strictly differentiable and with nonsingular Jacobian
JRdrγ (s?). If the Dennis-Moré condition
lim
k→∞
‖Rdrγ (sk) + JRdrγ (s?)dk‖
‖dk‖ = 0 (4.6)
holds, then (dk)k∈ are superlinear directions and the claims of Theorem 4.6 hold.
Proof. Since JRdrγ exists and is nonsingular at s?, for k large enough R
dr
γ (s
k) is single
valued and satisfies ‖Rdrγ (sk)‖ ≥ α‖sk − s?‖ for some α > 0. Due to strict differentiability,
lim
k→∞
‖Rdrγ (sk + dk) − Rdrγ (sk) − JRdrγ (s?)dk‖
‖dk‖ = 0,
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and from the Dennis-Moré condition (4.6) it then follows that
‖Rdrγ (sk+dk)‖
‖dk‖ → 0. Since
‖Rdrγ (sk + dk)‖ ≥ α‖sk + dk − s?‖ we conclude that ‖s
k+dk−s?‖
‖dk‖ → 0 too. Therefore,
‖sk + dk − s?‖
‖sk − s?‖ ≤
‖sk + dk − s?‖
‖dk‖∣∣∣1 − ‖sk+dk−s?‖‖dk‖ ∣∣∣ → 0,
proving that (dk)k∈ are superlinear directions with respect to (s
k)k∈. 
We conclude by showing that the modified Broyden scheme described in §3.3.2b en-
ables superlinear rates when some regularity requirements are met at the limit point. These
include Lipschitz semidifferentiability of the residual Rdrγ , a condition that entails classical
differentiability at the limit point but not necessarily around it, see [18].
Theorem 4.8 (Superlinear convergence with Broyden directions). Suppose that Assump-
tion I holds, and consider the iterates generated by Algorithm 1 with directions being se-
lected with the modified Broyden method (§3.3.2b). Suppose that the sequence of Broyden
matrices (Hk)k∈ is bounded, and that (s
k)k∈ converges to a strong local minimum s? of
ϕ at which Rdrγ is Lipschitz-semidifferentiable and has a nonsingular Jacobian JR
dr
γ (s?).
Then, the Dennis-Moré condition (4.6) holds, and in particular the unit stepsize τk = 1 is
eventually always accepted and (sk)k∈ converges superlinearly.
Proof. Let pk and qk be as in (3.5a), Hk be as in (3.6), and denote G? B JRdrγ (s?). Since
Rdrγ is differentiable at s? with nonsingular Jacobian and since s
k → s?, for k large enough
Rdrγ (s
k) is single valued and satisfies ‖Rdrγ (sk)‖ ≥ α‖sk − s?‖ for some α > 0. Moreover, it
follows from [18, Lem. 2.2] that an L > 0 exists such that
‖qk −G?pk‖
‖pk‖ =
‖Rdrγ (sk + dk) − Rdrγ (sk) −G?dk‖
‖dk‖ ≤ L max
{
‖sk + dk − s?‖, ‖sk − s?‖
}
≤ L(‖sk − s?‖ + ‖dk‖) (4.7)
for k large enough. Since proxγϕ1 is
1
1−γLϕ1 -Lipschitz continuous [41, Prop. 2.3(ii)], denot-
ing u? B proxγϕ1 (s?) we have that
‖Rdrγ (sk)‖2 ≥ α2‖sk − s?‖2 ≥ α2(1 − γLϕ1 )2‖uk − u?‖2
A.2
≥ α′(ϕdrγ (sk) − ϕ?)
for some α′ > 0. Therefore,
ϕdrγ (s
k+1) − ϕ? ≤ ϕdrγ (sk) − ϕ? − c‖Rdrγ (sk)‖2 ≤ (1 − cα′)(ϕdrγ (sk) − ϕ?),
and invoking Lemma 4.5 we conclude that (‖sk − s?‖)k∈ converges R-linearly and thus
has finite sum. Since Rdrγ is differentiable at s?, there exists α
′′ > 0 such that ‖Rdrγ (sk)‖ =
‖Rdrγ (sk) − Rdrγ (s?)‖ ≤ α′′‖sk − s?‖. Therefore, also (‖Rdrγ (sk)‖)k∈ has finite sum, and in
turn so does (‖dk‖)k∈ owing to boundedness of (Hk)k∈ and the fact that dk = −HkRdrγ (sk).
From (4.7) we conclude that ( ‖q
k−G?pk‖
‖pk‖ )k∈ has finite sum as well, and the claimed Dennis-
Moré condition follows by verbatim importing the conclusions of the proof of [40, Thm.
VI.8], after observing that
‖Rdrγ (sk)+G?dk‖
‖dk‖ =
‖(H−1k −G?)pk‖
‖pk‖ . Finally, the acceptance of the unit
stepsize and superlinear convergence of (sk)k∈ follow from Theorems 4.6 and 4.7. 
5. Simulations
In this section we show the effectiveness of the proposed Algorithm 1 and Algorithm 2,
for different choices of the linesearch direction, compared to the standard DRS and ADMM.
The implementations in Julia of all the algorithms are available online as part of the Prox-
imalAlgorithms.jl package.3 All experiments were run using Julia 1.4.1.
3https://github.com/kul-forbes/ProximalAlgorithms.jl
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5.1. Sparse PCA. Given a dataset of points inn, the goal of sparse principal component
analysis (SPCA) is to explain as much variability in the data as possible by using only
k  n variables. Let the data matrix be W ∈ m×n (this can be assumed to be centered, i.e.,
with zero mean columns), then the problem can be formulated as follows:
maximize
x∈n
1
m ‖Wx‖2 subject to ‖x‖ = 1, ‖x‖0 ≤ k, (5.1)
where the `0-quasi-norm ‖x‖0 denotes the number of nonzero elements of vector x. Being
1
m W
>W ∈ n×n the covariance matrix of W, (5.1) amounts to a variance maximization
problem. The formulation (5.1) was first introduced in [10], where the authors propose
solving an SDP relaxation. Here, we consider tackling directly the nonconvex problem
(5.1) instead.
Denoting the set of feasible points by
S B {x ∈ n | ‖x‖ = 1, ‖x‖0 ≤ k},
problem (5.1) takes the form (1.1) once we set ϕ1(x) = − 1m ‖Wx‖2 and ϕ2(x) = δS(x).
So formulated, the problem complies with Assumption I, therefore DRS can be readily
applied. Note that, in this case,
proxγϕ1 (x) = arg min
z
{
− 1m‖Wz‖2 + 1γ ‖z − x‖2
}
=
(
I − γm W>W
)−1
x
= x −W>
(
m
γ
I −WW>
)−1
Wx,
where last equality uses the Woodbury identity. Whenever γ < L−1ϕ1 =
1
m ‖W‖2, evaluating
proxγϕ1 amounts to solving square, positive definite linear system of dimension n or m,
depending on which one is smaller: this can be done by computing the Cholesky factor
offline once, and caching the factorization throughout the iterations. On the other hand,
evaluating proxγϕ2 = ΠS amounts to setting to zero the n − k smallest coefficients of x
(in magnitude), and normalizing the resulting vector to project it on the `2-sphere: this has
therefore a negligible cost.
Figure 2 shows the results when the algorithm is applied using a small subset of the
20newsgroup dataset,4 which only retains 100 features from the original dataset: n = 16242
and m = 100. This is the same dataset that was used in the experiments in [10]. Here, the
initial point was chosen as the vector (1/n, . . . , 1/n) ∈ n, which in our experiments gave
consistently better results compared to random initialization, in terms of the objective value
reached. In the DRS-Algorithm 1, we used λ = 1, γ = 0.952 L
−1
ϕ1
, c = 12C(γLϕ1 , λ), cf. (2.5),
and the directions given by the modified Broyden, L-BFGS and Anderson acceleration (the
latter two with memory 5). From this experiment, these directions in Algorithm 1 greatly
improve the convergence over DRS, both in terms of the fixed point residual norm as well
as the objective value. We did not include results with Nesterov directions, as these did not
perform well on this problem (see remarks in Section 3.3.1).
5.2. Sparse PCA: consensus formulation. However, as the problem size grows, a big
limitation is the need to store and operate with large matrices. To account for this issue,
we consider the following consensus formulation: having fixed a number of agents N ≥
1, decompose matrix W into N row blocks W1, . . . ,WN , so that W> = [W>1 · · · W>N] and
‖Wx‖2 = ∑Ni=1 ‖Wix‖2, introduce N copies x1, . . . , xN of x (stacked in a vector x ∈ nN),
and solve
minimize
x∈Nn,z∈n
N∑
i=1
− 1m ‖Wixi‖2 subject to ‖z‖ = 1, ‖z‖0 ≤ k, xi = z, i = 1 . . .N.
4The dataset is available at: https://cs.nyu.edu/~roweis/data.html.
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Figure 2. Comparison between DRS and the linesearch variant Algorithm 2, using the modified Broy-
den, L-BFGS, and Anderson acceleration directions, when applied to the sparse PCA problem (5.1). The
dataset used here is a small subset of the 20newsgroup dataset, with 100 features only. We used a memory
parameter of 5 for L-BFGS and Anderson acceleration.
This problem is equivalent to (5.1), and can be expressed in ADMM form (1.2) as
minimize
x∈Nn, z∈n
N∑
i=1
− 1m ‖Wixi‖2︸            ︷︷            ︸
f (x)
+ δS(z)︸︷︷︸
g(z)
subject to x =

I
...
I
z. (5.2)
Apparently, the ADMM matrix A is the nN×nN identity, B ∈ nN×n is the vertical stacking
of N many n × n (negative) identity matrices, and b is the zero nN vector. Notice that
Assumption II is satisfied, as (A f ) = f has Lipschitz-continuous gradient with modulus
L(A f ) = 1m maxi=1...N ‖Wi‖2 ≤ 1m ‖W‖2 and A has clearly full row rank.
The z-update as prescribed by ADMM comes at negligible cost, since
arg min
z∈n
{
δS(z) +
β
2 ‖Bz − x‖2
}
= ΠS
( 1
N
∑N
i=1 xi
) ∀x ∈ nN ,
The x-update amounts to solving (in parallel) N (small) linear systems:
arg min
xi∈n
{
− 1m ‖Wixi‖2 + β2 ‖xi − z‖2
}
=
(
I − 1mβW>i Wi
)−1
z = z + W>i (mβI −WiW>i )−1Wiz,
for i = 1 . . .N, where the second equality uses the Woodbury identity. The Cholesky factors
of the mi×mi matrices mβI−WiW>i , i = 1, . . . ,N, can be computed once offline to efficiently
solve the linear systems at each z-update, resulting in O
(∑N
i=1 m
2
i
)
memory requirement, as
opposed to O(N2) = O
(∑N
i=1 mi
)2 (let alone the operational cost) needed for the original
single-agent problem expression.
This consensus formulation, however, increases the problem size and thus the ill condi-
tioning, and for moderate values of m, n and N the convergence of plain ADMM is already
prohibitively slow, cf. Figure 3. On the contrary, the adoption of L-BFGS directions in
the ADMM-Algorithm 2 robustifies the performance at the negligible cost of few scalar
products per iteration. Notice that f is quadratic, hence linearity can be exploited in the
linesearch as discussed in Section 3.2.
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Figure 3. Comparison between ADMM (in blue) and the L-BFGS enhancement (in red) for the con-
sensus sparse PCA problem (5.2), using the full 20newsgroup dataset, for different number of agents
N = 10, 20, 50. On the x-axis, the number of linear systems solved (needed for the x-update), which in
the case of plain ADMM coincides with the number of iterations. This is the unique expensive operation, as
the x-update is negligible. On the left is the ADMM residual, on the right is the value of the cost function.
Apparently, ADMM is severly affected by N, whereas using L-BFGS directions in Algorithm 2 consistently
results in faster convergence.
Figure 3 shows the result of running the proposed algorithm, with L-BFGS directions, to
the full 20newsgroup dataset:5 this consists of the frequencies of n = 26214 words in m =
18846 documents. We split the data in N subsets (by row) of approximately equal size, for
N ∈ {10, 20, 50}, to put the problem in the form (5.2). In each experiment we used λ = 1, the
penalty parameter in both Algorithm 2 and the nominal ADMM was set to β = 20.95 L(A f ),
and c = 12C(β
−1L(A f ), λ), cf. (2.5). In this case, we only considered L-BFGS directions
with memory 5 since their computation scales better with the problem dimension. Both
algorithms were started at the same initial iterates y0 = 0 and z0 = (1/n, . . . , 1/n) ∈ n.
Apparently, Algorithm 2 using L-BFGS converges faster than the nominal ADMM, and its
convergence speed is significantly less susceptible to the number N of agents.
6. Conclusions
We proposed two linesearch algorithms that allow the employment of Newton-like up-
date directions to enhance DRS and ADMM. The choice of quasi-Newton directions main-
tains the same low complexity as the original DRS and ADMM algorithms, as it prescribes
only additional direct linear algebra. Simulations confirm that L-BFGS considerably robus-
tifies the convergence, rendering these first-order algorithms extremely fast and unaffected
5Dataset available at http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html.
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by problem size and ill conditioning. The proposed algorithms are tuning-free and out-of-
the-box, as the needed stepsizes and parameters can adaptively be retrieved without prior
knowledge. Last but not least, they are suited for fully nonconvex problems, and maintain
the same worst-case convergence properties of DRS and ADMM.
Appendix A. Auxiliary results
This appendix contains some auxiliary results needed for the convergence analysis of
Section 4. As shown in [41, Eq. (3.4)], the DRE can be expressed in terms of the forward-
backward envelope ϕfbγ [27, 34, 42] as
ϕdrγ (s) = ϕ
fb
γ (u) B minw∈p
{
ϕ1(u) + ϕ2(w) + 〈∇ϕ1(u),w − u〉 + 12γ ‖w − u‖2
}
(A.1a)
where u = proxγϕ1 (s) and the minimum is attained at any v ∈ proxγϕ2 (2u− s). Equivalently,
ϕdrγ (s) = ϕ1(u) − γ2 ‖∇ϕ1(u)‖2 + ϕγ2(u − γ∇ϕ1(u)). (A.1b)
Fact A.1 ([41, Prop. 3.3]). Suppose that Assumption I holds and let γ < 1/Lϕ1 be fixed.
Then, for all s ∈ p and (u, v) ∈ DRSγ(s) it holds that
ϕ(v) +
1−γLϕ1
2γ ‖v − u‖2 ≤ ϕdrγ (s) ≤ ϕ(u). 
Lemma A.2. Suppose that Assumption I holds. Then, for all s, u¯ ∈ p and γ < 1/Lϕ1
ϕdrγ (s) − ϕ(u¯) ≤ 1+γLϕ12γ ‖proxγϕ1 (s) − u¯‖2.
Proof. Let u B proxγϕ1 (s) for brevity. By plugging w = u¯ into (A.1a) we obtain
ϕdrγ (s) ≤ ϕ2(u¯) + ϕ1(u) + 〈∇ϕ1(u), u¯ − u〉 + 12γ ‖u¯ − u‖2
≤ ϕ2(u¯) + ϕ1(u¯) + Lϕ12 ‖u¯ − u‖2 + 12γ ‖u¯ − u‖2,
where the second inequality uses the known quadratic upper bound [7, Prop. A.24] for
functions with Lipschitz-continuous gradient. 
Lemma A.3. Suppose that Assumption I* holds and let γ > 1/µϕ1 be fixed. Then,
inf ϕ = − inf ψ = − inf ψdrγ∗ = supϕdrγ (A.2)
where γ∗ = 1/γ. Moreover, for any s ∈ p it holds that
1
2γ ‖x? − v‖2 +
γµϕ1−1
2γ ‖x? − u‖2 ≤ inf ϕ − ϕdrγ (s) = ψdrγ∗ (s∗) − inf ψ (A.3)
where x? is the unique minimizer of ϕ and (u, v) = DRSγ(s).
Proof. Due to strong convexity, the set of primal solutions arg minϕ is a singleton, ensur-
ing strong duality inf ϕ = − inf ψ through [3, Thm. 5.2.1(b)-(c)]. Since ψ1 is 1/µϕ1 -smooth,
it follows from Fact 2.1(i) that inf ψdrγ∗ = inf ψ for every γ∗ < 1/µϕ1 ; combined with the iden-
tity ϕdrγ (s) = −ψdrγ∗ (−s/γ) holding for γ∗ = 1/γ (cf. Theorem 2.3), (A.2) is obtained. Let now
s ∈ p be fixed and consider (u, v) = DRSγ(s). From the inclusion s−uγ ∈ ∂ϕ1(u) and strong
convexity of ϕ1 one has
ϕ1(x?) ≥ ϕ1(u) + 1γ 〈s − u, x? − u〉 +
µϕ1
2 ‖x? − u‖2,
where x? = arg minϕ. Similarly, since 2u−s−vγ ∈ ∂ϕ2(v) and ϕ2 is convex, one has
ϕ2(x?) ≥ ϕ2(v) + 1γ 〈2u − s − v, x? − v〉.
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Summing the two inequalities yields
inf ϕ ≥ ϕ1(u) + ϕ2(v) + 1γ 〈s − u, x? − u〉 + 1γ 〈2u − s − v, x? − v〉 +
µϕ1
2 ‖x? − u‖2
= ϕ1(u) + ϕ2(v) + 1γ 〈s − u, v − u〉 + 1γ 〈u − v, x? − v〉 +
µϕ1
2 ‖x? − u‖2
= ϕ1(u) + ϕ2(v) + 1γ 〈s − u, v − u〉 + 12γ ‖u − v‖2 + 12γ ‖x? − v‖2 +
γµϕ1−1
2γ ‖x? − u‖2
= ϕdrγ (s) +
1
2γ ‖x? − v‖2 +
γµϕ1−1
2γ ‖x? − u‖2
= − ψdrγ∗ (s∗) + 12γ ‖x? − v‖2 +
γµϕ1−1
2γ ‖x? − u‖2.
The claim now follows from the identity ψdrγ∗ (s∗) = −ϕdrγ (s). 
Lemma A.4. Additionally to Assumption I, suppose that ϕ1 and ϕ2 are convex functions.
Let (sk)k∈ be a sequence such that u
k − vk → 0 as k → ∞, where (uk, vk) = DRSγ(sk) with
γ ∈ (0, 1/Lϕ1 ). If (ϕ(vk))k∈ is bounded, then ϕ(vk)→ inf ϕ as k → ∞.
Proof. Since γ < 1/Lϕ1 = 1/L−ϕ1 , the mapping prox−γϕ1 is a Lipschitz homeomorphism on
p, characterized as u˜ = prox−γϕ1 (u) iff u = u˜ − γ∇ϕ1(u˜). Moreover, from (A.1b) we have
ϕfbγ ◦ prox−γϕ1 (u) = ϕfbγ (u˜) = ϕ1(u˜) − γ2 ‖∇ϕ1(u˜)‖2 + ϕγ2(u˜ − γ∇ϕ1(u˜))
= ϕ1(u˜) − 12γ ‖u˜ − u‖2 + ϕγ2(u)
= ϕ
γ
2(u) − (−ϕ1)γ(u).
This reparametrization of the forward-backward envelope has already been observed in
[39, §III-A] and shown to be convex and Lipschitz-differentiable. For the sake of self-
containedness we detail the proof. Since ϕ2 is convex and −ϕ1 is Lϕ1 -smooth, the function
h(x) B ϕfbγ ◦ prox−γϕ1 (x) = ϕγ2(x) − (−ϕ1)γ(x)
is (Lipschitz) differentiable, with
∇h(x) = 1
γ
(
prox−γϕ1 (x) − proxγϕ2 (x)
)
= 1
γ
(
id − proxγϕ2 (id − γ∇ϕ1)
)
◦ prox−γϕ1 (x).
Since prox−γϕ1 is invertible and inf ϕ
fb
γ = inf ϕ [42, Thm. 4.4], one has inf h = inf ϕ as
well. We now show that h is convex. Let xi ∈ p, i = 1, 2, be arbitrary, and let us denote
x˜i B prox−γϕ1 (xi) so that xi = x˜i − γ∇ϕ1(x˜i). We have
〈∇h(x1) − ∇h(x2), x1 − x2〉 = 1γ 〈x˜1 − x˜2, x1 − x2〉 − 1γ 〈proxγϕ2 (x1) − proxγϕ2 (x2), x1 − x2〉
= 1
γ
〈(x˜1 − x1) − (x˜2 − x2), x1 − x2〉
+ 1
γ
〈(id − proxγϕ2 )(x1) − (id − proxγϕ2 )(x2), x1 − x2〉︸                                                           ︷︷                                                           ︸
≥0
≥ 〈∇ϕ1(x˜1) − ∇ϕ1(x˜2), (x˜1 − γ∇ϕ1(x˜1)) − (x˜2 − γ∇ϕ1(x˜2))〉
≥
(
1
Lϕ1
− γ
)
‖∇ϕ1(x˜1) − ∇ϕ1(x˜2)‖2 ≥ 0,
proving that h is convex. Here, the first inequality follows from monotonicity of id−proxγϕ2
[4, Prop. 12.28], and the second one from 1Lϕ1
-cocoercivity of ∇ϕ1 [4, Cor. 18.17].
Let now (sk, uk, vk)k∈ be as in the statement and observe that
∇h(uk − γ∇ϕ1(uk)) = 1γ
(
uk − proxγϕ2
(
uk − γ∇ϕ1(uk)
))
= 1
γ
(uk − vk)→ 0 as k → ∞.
Since h is convex with dom h = p, we infer from [3, Thm. 4.2.2] that h(uk −γ∇ϕ1(uk))→
inf h = inf ϕ as k → ∞. Therefore,
inf ϕ ≤ ϕ(vk)
A.1
≤ ϕdrγ (sk) = ϕfbγ (uk) = h(uk − γ∇ϕ1(uk))→ inf ϕ,
hence ϕ(vk)→ inf ϕ as claimed. 
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