Introduction:
An iterative technique to solve an n×n linear system A =b starts with an initial approximation 0 to the solution * , and generates a sequence of vectors{x (k) } =0
∞ that converges to * . Most of these iterative techniques involve a process that converts the system A =b into an equivalent system of the form = S + for some n×n matrix S and vector . After the initial vector 0 is selected, the sequence of approximate solution vectors is generated by computing ( +1) = ( ) + , k=1,2,3,……The Jacobi method is based on solving for every variable locally with respect to the other variables; one iteration corresponds to solving for every variable once. It is easy to understand and implement, but convergence is slow.The Gauss-Seidel method is similar to the Jacobimethodexceptthatit uses updated valuesassoonastheyareavailable. ItgenerallyconvergesfasterthantheJacobi method, although still relatively slowly.
Jacobi Method:
The Jacobi method is a method of solving a matrix equation on a matrix that has no zeros along its main diagonal. Each diagonal element is solved for, and an approximate value put in. The process is then iterated until it converges.The Jacobi method is easily derived by examining each of the n equations in the linear system of equations A =b . If in the i−th equation =1 = solve for the value of while assuming the other entries of remain fixed. This gives
which is the Jacobi method. Note that thecomputation of ( +1) requires each component in
In this method, the order in which the equations are examined is irrelevant, since the Jacobi method treats them independently. The equation A =b, which is (L+D+U) =b, can be written asD = −(L+U) +b.This reduces to +1 =-−1 ( + ) + Note that if A is a strictly diagonally dominance matrix, then
Hence for any 0 ∈IRn, the sequence {x (k) } =0 ∞ defined by = −1 + ; (k = 1,2,···) , ≠ 0converges to the unique solution of = + . Therefore Jacobi's iterative technique will always guarantee a solution to the equation A =b whenever A is strictly diagonally dominant.
Gauss-Seidel Method:
This method is modification of the Jacobi's iteration method. It is defined on matrices with non-zero diagonals, but convergence is only guaranteed if the matrix is either diagonally dominantor symmetric positive definite.The equation A =b, which is (L+D+U) =b, can be written as (D+L) = −U +b. This reducesto = −( + ) Now for solving the system of equations we use the iterative Gauss-Seidel method as given below
<
) and only those elements of ( ) that have yet to be advanced to iteration k +1, (
. This means that no additional storage is required, and the computation can be donein place ( +1 replaces ). While this might seem like a rather minor concern, for large systems it is unlikely that every iteration can be stored.If A is a strictly diagonally dominant matrix, then as we have done above in Jacobi iteration method , we get
, ≠ 0 converges to the unique solution of = + , i.e., the Gauss-Seidel's iterative technique solves the equation Ax =b. Unlike in the Gauss-Seidel method, in Jacobi method, we can't overwrite ( +1) with ( ) as that valuewillbeneededbytherestofthe computation.
Thisisthemostmeaningful differencebetweenthe Jacobi and Gauss-Seidel methods.
II. Importance of Diagonally Dominance:
A square matrix A is diagonally dominant if ≥ = i.e., if the diagonal elements of each row exceeds in absolute value from sum of absolute values of all other entries in that row.If the inequality is strict then we say that the matrix is strictly diagonally dominant and if the inequality is greater than or equal to, then we can say that the matrix is weakly diagonal dominant .However, when these methods are combined with the more efficient methods, for example as a pre-conditioner, can be quite successful. For example see [3, 4] ,It has been proved that if A is a strictly diagonally dominant (SDD) or irreducibly diagonally dominant, then the associated Jacobi and Gauss-Seidel iterations converge for any initial guess 0 [4] .If A is a symmetric positive definite (SPD) matrix, then the Gauss-Seidelmethod alsoconvergesfor any 0 [1] .If A is strictly diagonally dominant then = -−1 ( + )is convergent and Jacobi iteration will converge, otherwise the method will frequently converge.If A is not diagonally dominant then we must check ( ) to see if the method is applicable and ( ) ≤ . If < 1 then is convergent and we use Jacobi's iteration method.But if ( ) is nearer to unity then convergence will be slow.If the matrix is not diagonally dominant then the iterative methods Jacobi and Gauss-Seidel will diverge. Example 2.1:Solve the linear system of equations 2x+y+6z=9 ; 8x+3y+2z=13 ; x+5y+z=7 Using initial approximation (x,y,z)=(0,0,0) and show that both the methods diverge . Solution: First, we rewrite the system of equations in the form x = ( 13 -8x -2z ) ; z = 7 -x -5y (iii) now by using the Jacobi iteration formula (i) with initial approximation (0,0,0) we get We can see in above table the Jacobi method become progressively worse instead of better. Thus we can conclude that the method diverges. Next we will see in Gauss-Seidel method , the given system of equations diverge faster than the Jacobi method . By using the formula (ii) with initial approximation (x,y,z)=(0,0,0) in (iii) , we get
9 -0 -6 × 0 = 4.5 ;
(1) = 7 -4.5 -5× (−7.666) = 40.833
As first approximation.. By repeated this we get the sequence of approximations as shown in the Therefore neither the Jacobi method nor the Gauss-Seidel method converges to the solution of the system of linear equations.
Convergence of Jacobi and Gauss-Seidel method by Diagonal Dominance:
Now interchanging the rows of the given system of equations in example 2.1, the system is 8x+3y+2z=13 x+5y+z=7 2x+y+6z=9 is strictly diagonally dominant i.e. 8 > 3 + 2 ; 5 > 1 + 1 ; 6 > 2 + 1 By applying Jacobi and Gauss-Seidel method we get the values given in the is (x,y,z)=(1,1,1) because the error reduces in each proceeding iteration . Therefore strict diagonal dominance is a necessary condition for convergence of the Jacobi and Gauss-Seidel methods. No doubt Gauss Seidel method is much faster than the Jacobi method , it achieves more convergence in lesser number of iterations.
III. Measurement of Reduction of Error:
We consider the solution of linear system Ax=b by the fixed point iteration Such iteration scheme can all be based on approximate inverse . By this mean any matrix C for which − < 1 in some matrix norm [2] .Corresponding to an approximate inverse C for A, we consider the iteration function g(x) = Cb+( − ) = + C − i. We see that the sequences converges to the solution (x,y,z) = (1,1,1) of the system. 
IV. Conclusion:
In this paper,we conclude that if the Jacobi iteration method converges for a given matrix A, then Gauss-Seidel method also converges and itgenerallyconvergesfasterthantheJacobi method but associated with condition that the matrix is strictly diagonal dominant.If < 1, then the iteration matrix is convergent and we use Jacobi's iteration method. But if ( ) is nearer to unity then convergence is very slow.(that is, the spectral radius of iteration matrix S should be smaller). And at the end, we see that the error reduces in each step by the factor of K = ( − )
