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1 .  INTRODUCTION 
One i n t e r e s t i n g  and impor t an t  c l a s s  of n o n d i f f e r e n t i a b l e  
f u n c t i o n s  i s  t h a t  produced by smooth compos i t ions  of  max-type 
f u n c t i o n s .  Such f u n c t i o n s  a r e  of p r a c t i c a l  va lue  and have been 
s t u d i e d  e x t e n s i v e l y  by s e v e r a l  r e s e a r c h e r s  [I-31.  W e  t r e a t  them 
a s  q u a s i d i f f e r e n t i a b l e  f u n c t i o n s  and ana lyze  them u s i n g  quas i -  
d i f f e r e n t i a l  c a l c u l u s .  
One s p e c i a l  subgroup of t h i s  c l a s s  of f u n c t i o n s  (namely, 
t h e  sum of a  max-type f u n c t i o n  and a  min-type f u n c t i o n )  has  been 
s t u d i e d  by T . I .  S i v e l i n a  [ 4 ] .  The main f e a t u r e  of t h e  a lgo r i t hm 
d e s c r i b e d  i n  t h e  p r e s e n t  paper  i s  t h a t  a t  each s t e p  it i s  neces-  
s a r y  t o  c o n s i d e r  a  bundle  of  a u x i l i a r y  d i r e c t i o n s  and p o i n t s ,  
of which o n l y  one can be chosen f o r  t h e  n e x t  s t e p .  T h i s  r e p u i r e -  
ment seems t o  a r i s e  from t h e  i n t r i n s i c  n a t u r e  of n o n d i f f e r e n t i a b l e  
f u n c t i o n s .  
2 .  THE UNCONSTRAINED CASE 
L e t  
where 
- 
x  € E n '  y .  1 ( x )  max' mi j (x ) ,  Ii = l:Ni j €1 i 
and f u n c t i o n s  F ( x r y l  r ,ym) and m i j  ( x )  a r e  con t inuous ly  d i f f e r -  
e n t i a b l e  on Entm and E n ,  r e s p e c t i v e l y .  
Take any g  E En. Then f o r  a > 0 w e  have 
- 
where 
ayi ( x )  
- 
yi (x+ag) - yi ( x )  
= l i m  = max ( 4 :  - ( X I  t g )  I 
a9 a++ 0 a jERi ( x )  1 7  
This  l e a d s  t o  
where 
and 
It is  c l e a r  t h a t  convergence i n  ( 2 )  and ( 4 )  is  uniform wi th  r e s p e c t  

* + 
For x €En to be a local minimum point of f it is sufficient 
that 
- * * 
-af(x ) cint - af(x ) . 
The following lemmas can be derived from the above necessary and 
sufficient conditions: 
Lemma 1 .  For any set of coefficients 
there exists another set of coefficients 
such that 
* 
* 
(I£ aF(y(x ) = o put iij = o Y j  E R ~ ( X  ) . I  
ay: 
Condition (6) is a multipliers rule - note the difference between 
it and the Lagrange multipliers rule for mathematical programming. 
* 
It follows from (6) that x is a stationary point of the 
smooth function 
* 
and if - af(x ) consists of more than one point then the set { A  } i j 
is not unique. (Of course, it may not be unique even if (x*) 
is a singleton.) 
+ 
For an arbitrary quasidifferentiable function condition (7) 
is sufficient for a minimum only with certain additional assumptions. 
However condition (7) is sufficient for functions described by ( 1 ) .  
* 
Lemma 2. I f  f o r  any w ~ B ( x  ) t h e r e  e x i s t  s e t s  
r. n+ 1 i € l : n + l  and a  0 1 a i = l  i= 1 ? 
such t h a t  t h e  v e c t o r s  i v i l  form a  simplex ( i . e . ,  v e c t o r s  {vi-vncl 1 
n+ 1 * 
i € l : n )  a r e  l i n e a r l y  independent)  and w = 1 aivi, then  x  i s  a  
i= 1
l o c a l  minimum p o i n t  of f  on En. 
We s h a l l  now in t roduce  t h e  fo l lowing  s e t s ,  where E - > 0, 1-1 - > 0: 
i aF ( y  ( x )  ) + C a = co  V E E ~ / V =  a F ( y ( X ) )  $ ! . ( x ) , ~ E R ~ ~  -E ax i E I +  ( x )  ayi 1 3 
* 
Let  f  be de f ined  by ( 1 ) .  A p o i n t  x  €En w i l l  be c a l l e d  an E-inf- 
stationary point of f  on E i f  
n  
We s h a l l  now d e s c r i b e  an a lgor i thm f o r  f i n d i n g  an E- in f -  
s t a t i o n a r y  p o i n t ,  wi th  E > 0  and p > 0  f i x e d .  
Choose an a r b i t r a r y  xo E E ~ .  Suppose t h a t  xk has  been found. 
then  xk i s  an E - i n f - s t a t i o n a r y  p o i n t  and t h e  p roces s  t e rmina t e s .  
I f ,  on t h e  o t h e r  hand, ( 7 )  i s  n o t  s a t i s f i e d  then  f o r  every  W E B  ( x  ) 
1-I k  
we f i n d  
min l l  w+vll = I w+vk ( w )  I I  . 
~ € 2 ~ ~  (xk )  
w+vk ( W )  
I f  w + vk ( w )  f 0  t h e n  l e t  gk(w)  = - and compute I I  W+Vk ( w )  I I  
min f  (xk+agk ( w )  ) = f (xk+ak ( w )  gk ( w )  
a > o  
I f  w + vk ( w )  = 0  t h e n  t a k e  a k  ( w )  = 0  and f i n d  
W e  t h e n  set 
X k+ 1 = Xk + c% (w ) g  ( w  ) . k k k k  
I t  i s  c l e a r  t h a t  
By r e p e a t i n g  t h i s  p rocedure  w e  o b t a i n  a sequence o f  p o i n t s  {xk}.  
I f  it i s  a  f i n i t e  sequence  ( i . e . ,  c o n s i s t s  of  a f i n i t e  number of  
p o i n t s )  t h e n  i t s  f i n a l  e l ement  i s  an E - i n £ - s t a t i o n a r y  p o i n t  by 
c o n s t r u c t i o n .  Otherwise  t h e  f o l l o w i n g  r e s u l t  h o l d s .  
T h e o r e m  I .  I f  t h e  set  D ( x o )  = { x  E En 1 f  ( x )  - < f  ( x o )  1 i s  bounded 
t h e n  any l i m i t  p o i n t  of  t h e  sequence  {xk} i s  an E - i n f - s t a t i o n a r y  
p o i n t  o f  f  on En. 
P r o o f .  The e x i s t e n c e  of  l i m i t  p o i n t s  f o l l o w s  from t h e  bounded- 
* * 
n e s s  of  D ( x o ) .  L e t  x  be a l i m i t  p o i n t  of i x k } ,  i . e . ,  x  = l i m  xk . 
I t  i s  c l e a r  t h a t  kS+w s 
* 
Assume t h a t  x  i s  n o t  an  &-in£ s t a t i o n a r y  p o i n t .  Then t h e r e  
* * 
e x i s t s  a  w EBo ( x  ) such  t h a t  
* 
min Ilw+vll = a  > 0  . 
vEa f  (x*)  
-E 
* 
We s h a l l  denote  by wk t h e  p o i n t  i n  B (xk)  which i s  n e a r e s t  t o  
* * * lJ * 
w and by p (wk)  t h e  d i s t a n c e  of wk from w . I t  i s  obvious t h a t  
* 
P(W; 1 > G. It may a l s o  be seen t h a t  t h e  mapping a f ( x )  
s kS+m -E 
i s  upper-semicontinuous. From ( 1 0 )  and t h e  above s t a t emen t s  it 
fo l lows  t h a t  t h e r e  e x i s t s  a K such t h a t  
* * * a 
min llwk +vll llwk +v(wk ) I l  = ak 2 2 Yks > K .  ( 1 1 )  
v € a E f ( x k )  s S S S 
S 
Now we have 
where 
* 
* i + I I ~ ~ ( ~ ( ~  ) I  * * Xk -X + agk n i n  +!. ( X  xk -x + a g k  j. (131 s S ;  i E 1  - (x*)  ~ E R ~  (x*) ,, ayi 1 I s s 
Since 
max a + min bi 5 max [ a . + b . l  < max a + max bi 
i E 1  i i ~ 1  i € I  1 1 -  i i ~ 1  i~ I
min ai  + rnin bi 5 rnin [ai+bi] < rnin a + max bi 
- 
i ~ 1  i ~ 1  i ~ 1  i ~ 1  i i~ I
it fo l lows  from ( 1  3 )  t h a t  

3. THE CONSTRAINED CASE 
Let us consider the set 
where 
- yi(x) = max 4 (x) I I = 1 :  I iE(m+l):p I 
jEIi ij 
and the functions H ( ~ , y ~ + ~ ~ . . . ~ y ~ )  and mij(x) are continuously 
differentiable on En-m+p and En, respectively. Let the function 
f be of the form (1). The function h is quasidifferentiable and 
its quasidifferential can be 'described analogously to that of f 
in Section 2. The set R defined by (15) is called quasidiffer- 
entiable. 
The problem is to find min f (x) . As in (3) we have 
XER 
where 
Let 
Now we have 
aH(?(x)  aH(F(x)  ) 1 
h (x+ag )  = h ( x )  + a 1 max ( + 
i€I ;  ( x )  j€Ri ( x )  ax ayi 
where 
W e  now i n t r o d u c e  t h e  sets 
where E - > 0 ,  ~ 1 0 .  
S e v e r a l  e q u i v a l e n t  n e c e s s a r y  c o n d i t i o n s  f o r  a  minimum have 
been o b t a i n e d  [ 6 , 7 , 8 ] .  Here we t a k e  t h e  n e c e s s a r y  c o n d i t i o n  i n  
t h e  form proposed by A. Shap i ro  [8]  : 
* 
I n  o r d e r  t h a t  x  E R  be a  minimum p o i n t  o f  a  q u a s i d i f f e r e n t i -  
a b l e  f u n c t i o n  f d e f i n e d  on a  q u a s i d i f f e r e n t i a b l e  s e t  R ,  it i s  
n e c e s sa ry  t h a t  
- * 
- a f ( x  c a f ( x * )  * 
- f o r  h ( x  ) < o (16)  
8 - *  * *  
- [ a f c X * )  + ~ h ( x * ) l  C C O { ~ ( X  - ah (x  ) , a h ( x  ) - a f ( x  1 1  
(17)  
* 
f o r  h ( x )  = 0 . 
* 
Take E - > 0 ,  T - > 0. W e  s h a l l  c a l l  x  E R  an  ( E , T ) - i n f - s t a t i o n a r y  p o i n t  
of  f  on R i f  
* f o r  -T < h  (x  ) < 0  
- - 
W e  s h a l l  now d e s c r i b e  an a l g o r i t h m  f o r  f i n d i n g  an ( ~ , ~ ) - i n f -  
s t a t i o n a r y  p o i n t  w i t h  E > O I  p > 0  and T > 0  f i x e d .  
Choose an a r b i t r a r y  x o E R .  Suppose t h a t  x k E R  has  been found. 
I f  c o n d i t i o n  (16)  o r  (17)  i s  s a t i s f i e d  a t  xk t hen  xk i s  an ( E , T )  - 
i n £ - s t a t i o n a r y  p o i n t  and t h e  p roces s  t e r m i n a t e s .  There a r e  two 
o t h e r  p o s s i b i l i t i e s :  
( a )  h ( x k )  < - T  
( b )  -T  - < h ( x k )  - < 0  . 
I n  c a s e  ( a )  w e  perform one s t e p  i n  t h e  min imiza t ion  o f  t h e  
f u n c t i o n  fr us ing  t h e  same a l g o r i t h m  a s  i n  S e c t i o n  2 excep t  t h a t  
min f  (xk + agk ( w )  ) 
a>O 
must be r e p l a c e d  by 
min f (xk + agk ( w )  ) 
a > o  
- 
xk+agk ( w )  En 
I n  c a s e  ( b )  w e  have t o  f i n d  
- - 
miniIIwl+w2+vlI ( v  E co{aEf  (xk )  - aEh (xk)  (xk)  - a E f  (xk )  
= I I W l + W  +v (w +W ) I I  2 k 1 2  
I 
f o r  every  w l  E B ( x k )  and w2 E B (xk )  . 
1-1 1-I 
Compute 
min f  ( x k ( a )  ) = f  (xk(wl , w 2 )  ) 
a>o 
- 
h(xk  ( a )  )(0 
where 
xk ( a )  = xk - a  (w,+w +V ( W  + W 2 )  ) 2 k l  
We then  f i n d  
S e t t i n g  x ~ + ~  = x  (w k l l ~ k 2 )  , it i s  c l e a r  t h a t  
Repeating t h i s  procedure ,  we c o n s t r u c t  a  sequence of p o i n t s  {xk}.  
I f  it i s  a  f i n i t e  sequence then  t h e  f i n a l  element i s  an ( E , T ) -  
i n f - s t a t i o n a r y  p o i n t  of f  on R; otherwise  it can be shown t h a t  
t h e  fo l lowing  theorem holds .  
T h e o r e m  2. If t h e  s e t  D (xo )  = {x E Q 1 f  ( x )  - < f  (xo)  1 i s  hounded 
then  any l i m i t  p o i n t  of  t h e  sequence {xk} i s  an ( E . T )  - i n f - s t a t i o n -  
a r y  p o i n t  of  f  on Q. 
Proof .  Theorem 2 can be proved i n  t h e  same way a s  Theorem 1 .  
Remark 1 .  I f  t h e  i n i t i a l  p o i n t  x  does n o t  belong t o  Q it i s  0  
necessary  t o  t a k e  a  few pre l iminary  s t e p s  i n  t h e  minimization 
of func t ion  h  u n t i l  a  p o i n t  belonging t o  Q i s  ob ta ined .  
Remark 2 .  To f i n d  an i n f - s t a t i o n a r y  p o i n t  ( i . e . ,  an ( E , T ) -  
i n f - s t a t i o n a r y  p o i n t  where E = T = 0) it i s  necessary  f o r  E t o  
tend t o  zero  ( t h i s  can be achieved us ing  t h e  s t anda rd  mathematical  
programming t e c h n i q u e s ) .  
Remark 3 .  I t  i s  p o s s i b l e  t o  extend t h e  proposed approach t o  
t h e  ca se  where 
max H. (x,z (x) ,..., z. (XI) 
jEJ I j 1 I mj 
and the functions Fi(x,yil1...,yim ) , H.(x,z ,..., z. ) , 
i I j 1 7mj 
@ikR(~) are continuously differentiable. 
Remark 4. Instead of the one-dimensional minimization proposed 
in (18) it is possible to take 
where 
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