We describe an optical atomic clock based on quantum-logic spectroscopy of the 1 S0 ↔ 3 P0 transition in 27 Al + with a systematic uncertainty of 9.5 × 10 −19 and a frequency stability of 1.2 × 10 −15 / √ τ . A 25 Mg + ion is simultaneously trapped with the 27 Al + ion and used for sympathetic cooling and state readout. Improvements in a new trap have led to reduced secular motion heating, compared to previous 27 Al + clocks, enabling clock operation with ion secular motion near the three-dimensional ground state. Operating the clock with a lower trap drive frequency has reduced excess micromotion compared to previous 27 Al + clocks, leading to a reduced time-dilation shift uncertainty. Other systematic uncertainties including those due to blackbody radiation and the second-order Zeeman effect have also been reduced.
In 1973, Hans Dehmelt proposed a frequency standard based on a single trapped ion, dubbed the "mono-ion oscillator", based on the 1 S 0 ↔ 3 P 0 transition in Tl + [1, 2] . Sideband cooling was later added to this proposal [3] and, in 1982, was expanded to include B + , Al + , Ga + and In + [4] . In [4] the possibility of a clock with a fractional frequency uncertainty of 10 −18 was first discussed, setting the stage for a series of experiments that continue to push the limits of measurement science. For trappedion systems, the systematic uncertainty was predicted to be limited by uncertainty in second-order Doppler (timedilation) shifts due to the ion motion.
Since the original optical frequency standard proposals, significant experimental progress has been made in both systematic uncertainty and stability [5] [6] [7] [8] [9] . However, the systematic uncertainty of several of the highest performance trapped ion clocks has been limited by Doppler shifts [5, 8, 10] that arise from ion trap imperfections that cause excess micromotion (EMM) and thermal (secular) motion.
Here, we report the systematic uncertainty evaluation of an optical atomic clock based on quantum-logic spectroscopy of 27 Al + with a fractional frequency uncertainty of ∆ν/ν = 9.5×10 −19 , which is the lowest systematic uncertainty reported for any clock to date. This is achieved by operating the clock close to the three-dimensional (3D) motional ground state utilizing a new trap design that reduces secular heating and with lower trap drive and secular frequencies to reduce EMM compared to previous 27 Al + systems, resulting in an order-of-magnitude reduction in uncertainty due to Doppler shifts [5, 10] . In addition, we report a measurement of the clock stability, σ(τ ) = 1.2 × 10 −15 / √ τ . The experimental setup, including the trap design and ground-state cooling (GSC) sequence, is described in detail elsewhere [11] [12] [13] . A simplified schematic of the laser beams used to address 27 Al + is shown in Fig. 1 . The trap operates with a radiofrequency (RF) drive frequency of Ω RF /2π = 40.72 MHz and a differential drive amplitude of approximately ± 30 V. The average radial secular frequency (motion perpendicular to the trap axis) of a single 25 Mg + ion is ω r /2π ≈ 3.8 MHz. The clock operation sequence begins with preparation of the 27 Al + state in either | 1 S 0 , m F = ±5/2 by optical pumping on the 1 S 0 ↔ 3 P 1 transition. Next, the 25 Mg + / 27 Al + pair is cooled to near the 3D motional ground state using 1 ms of far-detuned (∆/2π = −415 MHz) laser cooling, 2 ms of Doppler cooling (∆/2π = −20 MHz), and ≈ 12 ms of pulsed Raman sideband cooling applied to the 25 Mg + ion [11] [12] [13] . Finally, a 150 ms clock interrogation pulse is applied to the 27 Al + ion, followed by quantum-logic readout [14, 15] . The clock is operated using Rabi spectroscopy with a Fourier-limited linewidth and ≈ 70 % contrast (Fig. 3) .
The
27 Al + ion is interrogated alternately on the
transitions to generate a clock frequency that is to first-order insensitive to external magnetic fields [16] . In addition to clock interrogation, auxiliary operations are interleaved to stabilize the orientation of the ion pair, track the 1 S 0 ↔ 3 P 1 frequency, and compensate excess micromotion (EMM) in real-time. The clock duty cycle is ≈ 50 %, with ≈ 5 % devoted to auxiliary operations and ≈ 45 % to cooling, state preparation, and readout.
Systematic frequency shifts and associated uncertainties are listed in Table I . In previous 27 Al + clocks, the dominant systematic uncertainty was due to EMM [5, 10] . To evaluate the EMM shift and uncertainty we use the resolved-sideband technique [17, 18] . The timedilation shift ∆ν/ν due to EMM is given by
where v EMM is the velocity of the ion in the direction of the probe beam k-vector, c is the speed of light, ω L = 2πc/λ L is the probe laser frequency, and
EMM ) is the carrier (micromotion sideband) Rabi rate of the atomic transition. Measurements of the EMM were made on the 27 Al + ion using the 1 S 0 ↔ 3 P 1 transition at λ L = 267 nm, with three nearly orthogonal beams (see Fig. 1 ).
In addition to the time-dilation shift, there exists an AC Stark shift due to the trap RF drive field. The timedilation shift and the RF drive AC Stark shift add to give the total frequency shift due to EMM [5] ,
where the second term contributes approximately 1 % to the total shift at Ω RF = 40.72 MHz. The total EMM has been measured over a period of approximately one year and the results are shown in Fig. 2 . Based on these measurements, a histogram of possible time-dilation shifts ( Fig. 2(b) ) has been generated using a Monte-Carlo approach, which includes the statistical spread in the EMM measurements, uncertainty in k of the 27 Al + 3 P 1 beams, and ambiguity in the relative phase of the EMM components [13] . These results, combined with additional systematic uncertainties including the sampling of intrinsic micromotion [13] , indicate an averaged EMM-induced frequency shift of ∆ν/ν = −(45.7 ± 5.9) × 10 −19 . To mitigate the first-order Doppler shift due to motion of the ion that is correlated with the interrogation cycle, the clock transition is alternately interrogated with two laser beams that are approximately counterpropagating. Both beams are switched on during every probe cycle, with one of the beams detuned by 100 kHz from the transition so as to interact negligibly with the ion. Under these conditions, we expect that any stray electric fields caused by photo-electrons generated by the clock laser light will be uncorrelated with the probe light. Charging of surfaces inside the vacuum chamber due to 280 nm cooling light applied before the clock interrogation can also lead to time-dependent stray electric fields which cause ion motion. We observe an average firstorder Doppler shift of |∆ν/ν| = 4.6 × 10 −17 , by comparing the center-frequency offset between the two opposing probe directions, as shown in Fig. 3(a) .
For exactly counterpropagating beams and identical (but frequency shifted) lineshapes for the two probe directions, the first-order Doppler shift does not shift the clock frequency. If the spectroscopy lineshapes are different due to unequal intensity or phase noise on the two beams, the gain of the clock servo error signal will be different for the two probe directions. For servo algorithms in which the two directions are probed with the same laser frequency, as used in previous 27 Al + clocks and shown in Fig. 3(a) , this causes the output of the servo to be pulled closer to the probe direction that has higher contrast. To eliminate this as a potential source of systematic uncertainty, we use a clock servo algorithm in which the resonance frequencies of the two probe directions are tracked independently, and the servo synthe-sizes the mean of these frequencies as its output, shown in Fig. 3(b) . We have verified numerically that the servo error of our first-order Doppler tracking servo is much less than the statistical clock instability for all measurement times > 100 s.
For perfectly counterpropagating probe beams, ion motion in any direction is exactly cancelled and does not contribute a systematic shift to the clock frequency. However, in the case of misalignment of the two beams, the Doppler shift due to motion along the bisector of their k-vectors is not suppressed. The two counterpropagating beams originate from UV fibers and are mode-matched on either side of the vacuum chamber to give approximately 60 % transmission through each opposing fiber. This contrains the angle between the wavefronts of the two clock beams at the location of the ion to be ≤ 3 mrad. We impose a bound on the maximum possible ion velocity that is consistent with EMM measurements made of the ion displacement at various times during the clock interrogation sequence (Fig. 3(c) ). From the average radial mode frequency and the EMM amplitude we deduce the average ion displacement away from the fully compensated location and corresponding speed [13] . Based on this velocity constraint, we assign a first-order Doppler shift and uncertainty of ∆ν/ν = (0.0 ± 2.2) × 10 −19 . The clock is operated with a bias magnetic field B ≈ 0.12 mT. The quadratic Zeeman shift is given by ∆ν/ν = C 2 B 2 , where C 2 is the quadratic Zeeman coefficient and
AC [5, 10] . Here B DC is the static magnetic field measured in real-time and B AC is constrained based on microwave frequency measurements made on the 25 Mg + ion as well as the uncertainty in the hyperfine constant A hf s [19] . We recently made improved measurements of both C 2 and A hf s that are presented elsewhere [20] . The mean quadratic Zeeman shift for a day of operation is ∆ν/ν = −(9241.6 ± 3.7)× 10
, where the exact value of the shift depends on the measured B DC , but the uncertainty is not affected at the stated level of precision.
To reduce the frequency shift and uncertainty due to secular motion, the clock is operated close to the 3D motional ground state [11, 12] . The sideband cooling sequence is chosen to ensure at least 90 % of the remaining kinetic energy after Doppler cooling is removed [12] . The characterization of the energy after sideband cooling is accomplished by comparing a numerical simulation of the cooling dynamics with experimental measurements of the ion temperature [11] . The average occupation numbers of each motional mode estimated in [13] are used to calculate the time-dilation shift due to secular motion. At a clock interrogation time t i , the fractional time-dilation shift due to secular motion is ∆ν
where (∆ν p /ν) is the fractional time-dilation shift per quantum of motion in a particular secular mode p, and n p,0 andṅ p are the average occupation number after cooling and the heating rate, respectively. The heating rate of each mode is measured using sideband thermometry [21, 22] and the results are summarized in [13] . For 150 ms clock interrogation time, the time-dilation shift due to secular motion is ∆ν/ν = −(17.3 ± 2.9) × 10 −19 . The 27 Al + clock is operated in an apparatus held near room temperature (≈ 295 K) and the presence of blackbody radiation (BBR) leads to an AC Stark shift on the clock transition. The clock frequency shift due to BBR depends on the sensitivity of the transition to thermal radiation, determined largely by the static differential polarizability, ∆α clock (0) = (7.02 ± 0.95) × 10 −42 Jm 2 /V 2 , and the temperature of the BBR at the position of the ion, T BBR [13, 23] . For an uncertainty in T BBR below 9 K, the uncertainty in ∆α clock (0) is the dominant uncertainty in the BBR shift evaluation. The temperature environment is characterized using seven thermocouple sensors; three located on the trap wafer and support structure and four located on the surrounding vacuum chamber [13] . These measurements constrain the temperature at the ion to be T BBR = (294.8 ± 2.7) K. The corresponding BBR induced frequency shift is evaluated Al + ion pair with background gas molecules cause both phase shifts and secular motion heating. Here, we summarize the background gas collision shift and uncertainty; details are presented in [24] . We measure the pressure of H 2 background gas at the position of the ions to be (3.8 ± 1.9) × 10 −8 Pa by monitoring the rate of collisions that cause the two ions to swap positions. Collisions of H 2 with either ion excite the secular motion into a non-thermal distribution with a tail extending out to near room temperature. This high energy tail is too small to detect with sideband thermometry heating rate measurements, but Monte-Carlo simulations of the clock interrogation indicate that it contributes a time-dilation shift ∆ν/ν = −0.6(
which for bookkeeping purposes we do not include in our secular motion shift. When H 2 collides with 27 Al + during the Rabi interrogation, the phase of the 27 Al + superposition state is shifted, resulting in a spectroscopic frequency shift. Since the magnitude of this phase shift is unknown for H 2 / 27 Al + collisions, we bound the collisional frequency shift by assuming the worst case ±π/2 phase shift for Langevin spiraling collisions that penetrate the angular momentum barrier. In this way, we constrain the collision shift to be ∆ν/ν = −(0.6 ± 2.4) × 10 −19 . A possible AC stark shift due to the clock probe beams has previously been investigated [5] and for the operating conditions used here, this leads to a clock laser induced AC stark shift of ∆ν/ν = (0.0 ± 2.0) × 10 −19 . Other possible frequency shifts include those due to a phase chirp in the clock beam AOMs and an electric quadrupole shift due to the (static) axial trapping potential. Uncertainties due to these shifts have been bounded below 1 × 10 −19 [25] .
The 27 Al + clock stability, measured by comparing with the NIST Yb lattice clock, is shown in Fig. 4 . The Yb clock has a stability of σ(τ ) = 1.4 × 10 −16 / √ τ ; therefore, a measurement of the ν Al + /ν Yb frequency ratio provides a direct measure of the 27 Al + clock stability [9, 26] . to σ(τ ) = 1.2 × 10 −15 / √ τ , consistent with the expected quantum projection noise [30] . In the future, it should be possible to increase the probe time to achieve a single ion clock stability near 10 −16 / √ τ with the use of a more stable clock laser [31] .
In conclusion, we have developed an 27 Al + quantumlogic clock with a total systematic uncertainty of ∆ν/ν = 9.5 × 10 −19 , fulfilling the vision of Dehmelt that a "mono-ion oscillator" achieve a systematic uncertainty of 10 −18 . The systematic uncertainty is limited by the uncertainty in the time-dilation shift due to excess micromotion. Further improvements in trap design, uncertainty in the static differential polarizability, and a reduction in background gas pressure may lead to an improvement in the systematic uncertainty of the clock in the future. At this level of systematic uncertainty it is possible to measure clock frequency ratios (i.e. ν Al + /ν Yb , ν Al + /ν Sr ) that could lead to improved limits on the timevariation of fundamental constants, investigate dark matter composition, and probe physics beyond the standard model [32] .
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ION TRAP AND LASER BEAM GEOMETRY
The ion trap and laser beam geometry are described in detail in [1] . Here, we discuss details relevant to the evaluation of the systematic uncertainties associated with the first-order Doppler shift, time-dilation shift due to secular motion and excess micromotion (EMM), and the blackbody radiation (BBR) shift. A simplified schematic of the trap wafer and endcaps is shown in Fig. S1 . The trap wafer is constructed from a laser-machined 300 µm thick diamond wafer that has been sputtered with gold to generate the radiofrequency (RF) trap electrodes and DC compensation electrodes. As indicated in Fig. S1 , the RF drive is applied differentially to generate the radial trapping potential and the endcap electrodes are held at positive DC potential relative to the trap wafer. The trap wafer is mounted to a copper post, which is attached to a copper heat sink that is exposed to the ambient laboratory environment. A simplified schematic of the trap wafer, vacuum chamber, and laser beam geometry is shown in Fig. S2 .
FIRST-ORDER DOPPLER SHIFT Uncertainty due to error in beam alignment
If the propagation directions of the two clock probe laser beams are not parallel, then the two beams will not see equal and opposite first-order Doppler shifts, and their average frequency will include a residual first-order Doppler shift. We define a coordinate system shown in Fig. S2 such that the propagation direction of the first beam is given byκ
and the propagation direction of the second beam is given byκ
We assume that the ion velocity during the probe is equally likely to be in any direction, such that it is given by
where θ ∈ [0, π] and φ ∈ [0, 2π]. The first-order Doppler shift seen by beam i is
The measured first-order Doppler shift is
corresponding to a 13.8 nm/s velocity along the probe direction. The residual uncancelled first-order Doppler shift as a function of the beam misalignment α and the velocity direction defined by θ and φ is given by • angle with respect to the trap wafer, or 80
• with respect to the trap axis.
Due to the divergence of this quantity when the velocity bisects the two laser beam directions, the standard deviation of the residual uncancelled Doppler shift taken over all possible ion velocity directions diverges for α = 0. To bound the ion velocity along the bisector, we use a Monte-Carlo scheme to generate distributions of possible ion velocities that are consistent with both the measured first-order Doppler shift and additional excess micromotion (EMM) measurements discussed below. We use the 95 % confidence interval of the distributions to derive the final uncertainty in the first-order Doppler shift. The distributions of possible ion velocities are shown in Fig. 3 of the main text.
Excess micromotion measurements of ion motion during the clock probe
Measurements of the excess micromotion (EMM) were made as a function of the time after ground-state cooling (GSC) and the results are shown in Fig. S3 . The cooling sequence, clock duty cycle, and readout sequence were all set to be identical to the conditions during typical clock operation. Gaussian resampling of the ion displacement at each time is used to constrain the possible velocity of the ions orthogonal to the 27 Al + 3 P 0 beams. From these measurements, we place a bound on the possible radial velocities of 16 nm/s in the vertical direction and 25 nm/s in the horizontal direction.
Summary of the first-order Doppler shift evaluation
From the average measured first-order Doppler shift, the constraint of the clock laser beam overlap, and the EMM constrained distribution of possible ion velocities during the clock probe, we evaluate a first-order Doppler shift and uncertainty of ∆ν/ν = (0.0 ± 2.2) × 10 −19 .
EXCESS MICROMOTION Measurement
The amplitude of the excess micromotion (EMM) is measured using the resolved-sideband technique [2] [3] [4] . Here we present a brief summary of this technique and measurements that have been made on the 27 Al + ion. When the ion is exposed to the radiofrequency (RF) driving field from the trap electrodes (i.e. either due to a stray field that tends to push the ion away from the RF minimum or a phase imbalance that leads to a residual RF field at the RF minimum), the ion undergoes excess micromotion at the trap drive frequency Ω RF . When the moving ion interacts with a probe laser, the ion experiences a modulated laser phase, leading to sidebands at the trap drive frequency with the amplitude of the laser + detection is roughly proportional to the 27 Al + transition probability. Here the frequency shift due to time-dilation is ∆ν/ν = −3.8 ± 0.2 × 10 −18 , where the uncertainty is given by the statistical uncertainties in the carrier and micromotion sideband fits.
field E(ω) approximately given by [2] 
where δ is the Dirac delta function, ω L is the probe laser frequency, and J i (β) is a Bessel function of the first kind corresponding to the carrier (i = 0) and first micromotion sideband (i = 1). The modulation index is given by is given by
An example of a micromotion measurement is shown in Fig. S4 . Here the measurement is performed using the vertical 3 P 1 beam. (See Fig. S2 ) There is a nominal 10
• angle of the beam with respect to the trap wafer along the z axis. In order to improve the coherence of the transitions and ensure that the measured EMM is the same as that during the clock probe, the measurements are made immediately after three-dimensional (3D) GSC of the 27 Al + / 25 Mg + pair.
Systematic uncertainty in EMM measurements
Numerical estimates of micromotion and time-dilation uncertainty due to nonorthogonal beams
An uncertainty in the k-vector directions of the three 27 Al + 3 P 1 beams coupled with an uncertainty in the relative phase of the EMM measured in three non-orthogonal directions leads to additional uncertainty in the total EMM time-dilation shift. We have carried out a MonteCarlo simulation where we randomize the relative angles of the micromotion probe beams as well as the phases of the micromotion in each direction. For the 3 P 1 σ± beam and π beam (See Fig. S2) , we constrain the k-vector direction to within ± 5
• both vertically and horizontally, while the 3 P 1 vertical-port beam nominally makes an 80
• angle with the trap axis and is constrained geometrically to be within ± 2
• . To generate an upper bound uncertainty, we choose the relative phase of the measured electric fields to be either 0 or π. The components of that field along the three measurement directions are
Defining an array of k-vectors,
we solve for the unknown electric field amplitude and direction using,
The distributions of possible micromotion amplitudes based on this Monte-Carlo treatment of the angle and phase uncertainties are shown in Fig. 3 of the main text. This numerical treatment combines uncertainties associated with beam direction, motional phase and statistical fluctuations in the calibrated value. The distributions produced by this analysis are somewhat asymmetric, primarily due to the nominal 10
• projection of the 3 P 1 vertical beam onto the trap axis. This non-orthogonality, coupled with uncertainty in the relative phase of the micromotion measured in three directions, contributes the largest uncertainty in our analysis. The total width of the distribution shown in Fig. 3 of the main text is 5.8 × 10 −19 , which we take as the combined uncertainty due to uncertainty in the relative phase, k-vectors, and statistical spread of the measurements.
Sampling of the intrinsic micromotion
In an RF trap, the ion's intrinsic micromotion (IMM) is a result of the ponderomotive potential used to confine the ion. This leads to a non-vanishing IMM contribution to the measured EMM amplitude [3, 4] . When driving the micromotion sideband transition, the measured Rabi rate is given by
where
IMM is the Rabi rate of the sampled intrinsic micromotion. The amount of IMM sampled during the measurement is a function of the temperature of the ion. For a single probe beam, oriented parallel to a single secular mode of motion with frequency ω r , the contribution to the Rabi rate ratio, to lowest order in the Lamb-Dicke parameter η is given by [4] 
where q = 2 √ 2(ω r /Ω RF ) is the Mathieu q-parameter and n is the motional state of the mode. For the case where we consider each of the six modes and each of the three beams, Eq. (S15) is modified to include the fact that each beam will have a projection onto each mode of motion. Taking the sum of the sampled IMM for each mode from each beam as the uncertainty we arrive at ∆ν/ν = 6 × 10 −21 when making measurements after ground state cooling.
Influence of vertical EMM on the σ-port and π-port measurements
Due to a phase imbalance between RF electrodes, the minimum EMM in the vertical direction is non-zero. This vertical micromotion leads to a corresponding micromotion in the horizontal plane as follows. Since the vertical micromotion is not zero at the minimum, we can think of the micromotion in the vertical direction leading to the ion sampling the horizontal RF field even when the average position is at the trap center. This resulting micromotion is similar to the IMM associated with secular motion in that it changes phase every half cycle and therefore is not detected by our measurements to first order. A worst case estimate can be made by taking the amplitude of the vertical micromotion assuming the ion spends all of its time at the turning points of the motion.
This estimate is equivalent to the case in which the ion is displaced vertically from the RF minimum and a horizontal EMM is induced. The vertical micromotion amplitude is given as β/k L where β = 0.11 is the average vertical EMM modulation index. From the measured mode frequencies we can calculate the average radial confinement and the corresponding EMM for a given displacement from the RF minimum.
For a single 3 P 1 beam (i.e. σ-port), the corresponding time-dilation shift is ∆ν/ν = −6.4 × 10 −20 . Taking the full shift as the uncertainty and adding the contribution from the π-port in quadrature we arrive at an uncertainty in the horizontal plane measurements due to the vertical micromotion of ∆ν/ν = 9.1 × 10 −20 .
EMM caused by ion displacement during the clock probe
There can be additional micromotion during the clock pulse due to displacement of the ion away from the RF minimum caused by charging of the trap electrodes during initial cooling. The magnitude of the displacement is approximately 2 nm over the typical 150 ms clock probe time. Based on measurements of ion displacement during the clock probe discussed above, the 95 % confidence bound on the excess micromotion time-dilation shift due to ion displacement during the clock probe is ∆ν/ν = −2.5 × 10 −20 . Since we cannot detect the direction of the movement, this shift is added in quadrature as an additional uncertainty to the total EMM shift uncertainty.
Summary of EMM uncertainty
The total uncertainty on the EMM evaluation is shown in Table S1 . The EMM uncertainty is dominated by the unknown relative phase of the EMM along the three measurement directions. This uncertainty can be reduced using a trap design with better control of the RF phase on each electrode and by using orthogonal 27 Al + 3 P 1 laser beams. The time-dilation shift and uncertainty due to the secular motion of the ion have been evaluated following the procedure described in [1, 5] . After Doppler cooling, the probability P (n) as a function of the motional Fock state is given by a thermal distribution
wheren is the average occupation number. For the case where η ≪ 1 and for an infinitely long sideband cooling time, the resulting population distribution is given by Eq. (S16). Under these conditions, the sideband thermometry technique is valid for determining the average occupation numbers in each motional mode after GSC [6, 7] .
In the 27 Al + clock, 342 sideband pulses are applied to the 25 Mg + to cool all six secular modes of motion (57 pulses to each secular mode). Due to the relatively large η and finite number of cooling pulses, we find that the results from a simulation of the cooling process must be described using a more complicated distribution of motional states, as opposed to a single-or double-thermal distribution described elsewhere [5] [6] [7] . Here, for the purposes of establishing a conservative upper bound on the kinetic energy, we use a three-component thermal distribution, which is motivated by the results of the numerical simulation. The resulting probability P (n) is expressed as P (n)= αP th (n|n l ) + βP th (n|n m ) + γP th (n|n h ),
where P th is given by Eq. (S16) andn l ,n m , andn h denote average occupation numbers of three different thermal distributions. To determine the secular motion kinetic energy requires more than sideband thermometry. We fit red sideband (RSB) Rabi flopping data on each of the six motional modes to a model of the population obtained after 3D-GSC. These results are shown in Fig.  S5 .
To avoid over-fitting to the experimental data, we fix n m ,n h , and the ratio β/γ, which are all derived from the simulation results. In addition to the initial ion temperature after cooling, we have measured the motional heating rates for all six modes of the 25 Mg + -27 Al + two-ion pair. These results, along with the corresponding timedilation shift are shown in Table S2 . The 95% confidence interval of the fit ton p,0 and the 2σ uncertainty of thė n p measurements are used to assign the uncertainty in the time-dilation shift. We assume a worst case scenario where the secular motion time-dilation shift in all of the motional modes is perfectly correlated when evaluating the uncertainty. Al + two-ion pair during the clock operation. The trap axis is alongẑ whilex andŷ represent two mutually orthogonal transverse directions (see Fig. S1 ). In each axis, the COM mode is the mode in which the two ions move in the same direction while the STR mode is the mode in which the two ions move in the opposite directions. TDS, time-dilation shift;ṅ, heating rate;n0, bounds of the average occupation number after 3D sideband cooling. The insets show the energy estimate from the simulation and fitting model, and the energy bounds that are used to calculate the clock uncertainty [5] .
BLACKBODY RADIATION

Stark effect
The frequency shift due to blackbody radiation (BBR) arises from off-resonant coupling of the BBR to atomic levels via the Stark effect and the Zeeman effect [8] [9] [10] .
The frequency shift of an atomic level |a due to an offresonant monochromatic radiation source, E 0 cos(ωt), via the Stark effect is
where h is the Planck constant, and α a (ω) is the scalar polarizability of the level |a defined as α a (ω) = e 2 m e j f j ω 2 j − ω 2 .
(S19)
Here ω j and f j denote the frequency and the oscillator strength of transitions that connect to the energy level |a , respectively. Therefore, the frequency shift of the transition |a → |b due to an off-resonant radiation field is given by
where ∆α a→b (ω) is the differential polarizability between two atomic states. When an 27 Al + ion is exposed to the BBR field from an environment at temperature T , the resulting shift of the clock transition due to the Stark effect can be calculated by integrating over the power spectrum of the BBR, 
where k B and ǫ 0 are the Boltzmann constant and vacuum permittivity, respectively. The characterization of the BBR temperature environment that the ion experiences and the differential polarizability are both required to evaluate the frequency shift due to the BBR via the Stark effect.
Zeeman effect
The oscillating magnetic field from the BBR can also shift the clock transition frequency via the quadratic Zeeman effect. The dominant source of the quadratic Zeeman shift is from the M1 transition 3 P 0 ↔ 3 P 1 . Although the transition frequency ≃ 1.8 THz is close to the mean BBR photon energy, the induced Zeeman shift due to BBR is small [11] . The BBR frequency shift of the 27 Al + clock transition related to the M1 transition 3 P 0 ↔ 3 P 1 is estimated to be less than 10 µHz (≈ 9×10 −21 ) and is negligible at the current clock systematic uncertainty [12] .
Differential polarizability
The differential polarizability was determined by measuring the frequency shift of the clock transition due to illumination of the ion with a 976 nm fiber-pigtailed diode laser. The parameters required to calculate the polarizability are summarized in Table S3 . The beam size at the position of the ion was characterized by measuring the frequency shift while translating the laser beam. The beam profile is assumed to be elliptical to calcu
