Adaptive, or self-aware, computing has been proposed to help application programmers confront the growing complexity of multicore software development. However, existing approaches to adaptive systems are largely ad hoc and often do not manage to incorporate the true performance goals of the applications they are designed to support. This paper presents an enabling technology for adaptive computing systems: Application Heartbeats. The Application Heartbeats framework provides a simple, standard programming interface that applications can use to indicate their performance and system software (and hardware) can use to query an application's performance. The PARSEC benchmark suite is instrumented with Application Heartbeats to show the broad applicability of the interface and an external resource scheduler demonstrates the use of the interface by assigning cores to an application to maintain a designated performance goal.
Introduction
As multicore processors become increasingly prevalent, system complexities are skyrocketing. It is no longer practical for an average programmer to balance all of the system constraints and produce an application that performs well on a variety of machines, in a variety of situations. One approach to simplifying the programmer's task is the use of adaptive software [5] and hardware [4] . Adaptive systems take some of the burden off of programmers by monitoring themselves and adapting as necessary to meet their goals. Adaptive techniques apply to a broad range of systems including: embedded, real-time, desktop, server, and cloud systems.
As described in [5] adaptive systems must be able to monitor themselves and their environment as well as detect significant changes. Unfortunately, there are no standardized, universal ways for applications and systems to measure and report how well they are meeting their goals. Existing approaches are largely ad hoc: either hand-crafted for a particular computing platform or reliant on system-specific features like performance counters. Not only are these approaches fragile and unlikely to be portable to other systems, they frequently do not capture the actual goal of the application. For example, measuring the number of instructions executed in a period of time does not tell you whether those instructions were doing useful work or spinning on a lock. Measuring CPU utilization or cache miss rates have similar drawbacks. The problem with these Copyright is held by the author/owner(s). PPoPP '10, January 9-14, 2010, Bangalore, India. ACM 978-1-60558-708-0/10/01. mechanisms is that they attempt to infer high-level application performance from low-level machine performance. What is needed is a portable, universal method of monitoring an application's actual progress towards its goals. This paper introduces a software framework called Application Heartbeats (or just Heartbeats for short) that addresses some of the challenges of monitoring and detection in adaptive systems by providing a simple, standardized way for applications to measure their performance and make that information available to external actors. The framework allows programmers to express their application's goals and the progress that it is making using a simple API. As shown in Figure 1 , this progress can then be observed by either the application itself or an external system (such as the OS or another application) so that the application or system can be adapted to make sure the goals are met. Application-specific goals may include throughput, power, latency, output quality, or combinations thereof. Application Heartbeats can also help provide fault tolerance by providing information that can be used to predict or quickly detect failures. This work makes the following contributions: 1) A simple, standardized Heartbeats API for monitoring application specific performance metrics. 2) Experimental results showing how the framework can be used by an external service to optimize application behavior.
Application Heartbeats API
Having a simple, standardized API makes it easy for programmers to add Heartbeats to their applications and is crucial for portability and interoperability between different applications, runtime systems, and operating systems. Registering goals with external systems enables optimizations that are unavailable within an application (e.g., modifying scheduling decisions or adjusting hardware parameters). When running multiple Heartbeat-enabled applications, it also allows system resources (e.g., cores, memory, or I/O bandwidth) to be allocated to provide the best global outcome.
The key functions of the Application Heartbeats API are listed in Table 1 . The Heartbeats framework measures application progress toward goals using a simple abstraction: a heartbeat. At significant points, applications make a call to the HB heartbeat Returns the timestamp, tag, and thread ID for the last n heartbeats function to indicate a heartbeat. Intervals between heartbeats provide key information about progress for the purpose of application auto-tuning and externally-driven optimization. The API allows applications to communicate their goals by setting a target heart rate (i.e., number of heartbeats per second) using HB set target rate. External systems can learn these goals by making calls to the HB get target max and HB get target min functions. The operating system, runtime system, hardware, or the application itself can monitor progress by making additional API calls using the HB current rate and HB get history functions.
Case Studies
We present several results demonstrating the simplicity and efficacy of the Heartbeat API. These results all make use of our reference implementation of the API which uses file I/O for communication.
Results were collected on an Intel x86 server with dual 3.16 GHz Xeon X5460 quad-core processors.
To demonstrate the broad applicability of the Heartbeats framework across a range of applications, we apply it to the PARSEC benchmark suite (v. 1.0). For each benchmark, we find the outermost loop used to process inputs and insert a call to register a heartbeat in that loop. In some cases, the application is structured so that multiple inputs are consumed during one iteration of the loop. Table 2 shows both how the heartbeats relate to the input processed by each benchmark and the average heart rate (measured in beats per second) achieved running the "native" input data set 1 . The Heartbeat interface is found to be easy to insert into an application, as it requires adding less than half-a-dozen lines of code per benchmark, and only requires identifying the loop that consumes input data. In addition, the interface is low-overhead, resulting in immeasurable overhead for 9 of 10 benchmarks and less than 5% for the remaining benchmark. In a deployed system, users may want to adjust the placement of the heartbeat calls to give underlying adaptive services more or less time to respond to changes in heart rate. To demonstrate the use of the API by an external system we de- velop an adaptive scheduler which assigns cores to a process to keep performance within the target range. The Heartbeat-enabled application communicates performance information and goals to 1 freqmine and vips are not included as the unmodified benchmarks did not compile on the target system with our installed version of gcc.
the scheduler which attempts to maintain the required performance using the fewest cores possible. The behavior of bodytrack un- der the external scheduler is illustrated in Figure 2 , which shows the average heart rate as a function of time measured in beats. The scheduler quickly increases the assigned cores until the application reaches the target range using seven cores. Performance stays within that range until heartbeat 102, when performance dips below 2.5 beats per second and the eighth and final core is assigned to the application. Then, at beat 141 the computational load decreases and the scheduler is able to reclaim cores while maintaining the desired performance.
Additional case studies are described in [2] , [1] , and [3] .
[2] has more information on our adaptive scheduler and studies using heartbeats to develop adaptive video encoders. [1] describes the use of Heartbeats to adapt locking protocols and acquisition policies to optimize performance. [3] describes the SpeedGuard run-time system which can be automatically inserted into applications by the SpeedPress compiler. SpeedGuard uses heartbeats to monitor application performance and trade quality-of-service for performance in the presence of faults such as core failures or clock-frequency changes.
