II. Problem Description
Consider an aircraft flying at constant high altitude in a realistic wind field assuming a spherical model of the Earth. In order to account for the curvature of the Earth and for the effects of its shape on the motion of the aircraft, traveling speeds and times need to be comparable to those of medium and long-haul flights.
Also, realistic flow fields are represented by spatially varying winds based on real data. These winds are only spatially varying since it is assumed that meteorological data is not updated continuously but rather at various time cycles, such as 1, 3 or 6 hours. 
whereū and ψ are the airspeed and the heading angle of the aircraft, respectively, and r is the Earth's radius (3, 959 miles). The control input is represented here by ψ, while the initial and terminal conditions are represented by the following variables:
where t f is the (free) final time of arrival.
The problem previously described is set up as a minimum-time control problem, which will be henceforth called the Zermelo navigation problem on a sphere (ZNPS). Specifically, the problem can be stated as follows:
Given an aircraft traveling with constant airspeed in a flow field on the surface of a sphere, determine the time history of all heading angles such that traveling time is minimized. A solution to this problem that exploits the structure of the optimal control for the kinematic model described by (1) is determined using a systematic numerical procedure. This allows one to generate the family of globally optimal trajectories and the minimum-time function.
A. Structure of the Optimal Heading Control
It can be shown by using standard optimal control techniques such as those used in Ref. [1] that the candidate optimal control that solves the ZNPS satisfies the following equation:
The initial condition for the above equation, ψ(0) = ψ 0 ∈ [0, 2π], corresponds to the control input of the system described by (1) at time t = 0. It is interesting to note that equation (3) can be resolved with a coordinate rotation that shifts the position of the poles when solutions are needed in their proximity. Since the method used for this rotation has already been presented in Ref. [1] , it will not be further investigated here.
B. Formulation of the Extremal Front and the Minimum-Time Function
Next, the fact that the structure of the candidate optimal input ψ satisfies (3) will be used to determine the extremal trajectories of the optimal control problem. Specifically, the extremal trajectories are computed by solving simultaneously the control input differential equation (3) and the kinematic differential equations (1) with initial conditions ψ 0 ∈ [0, 2π], t ∈ [0, t f ] and boundary conditions (2). As such, the trajectory starting from initial position q 0 = [φ 0 , θ 0 ] T at time t = 0, is generated by the kinematic model with the application of a control input that solves (3) for a particular value of ψ 0 and t ∈ [0, t f ]. This control input is called an extremal control input and is denoted by ψ ⋆ (t; ψ 0 ). Next, consider a mapping ϕ(·;
that maps the flight time, t ∈ [0, t f ], to a reachable position, q ∈ S, where q = ϕ(t; q 0 , ψ(·)), for a given time history of the heading angle ψ(·), and a given initial state q 0 . Then, the trace of the extremal trajectory emanating from q 0 and generated with the application of the candidate optimal input, ψ ⋆ (·; ψ 0 ), in the time
The extremal front can now be defined as the set of points which can be reached in a given time by extremal trajectories of the ZNPS. As such, the extremal front is generated by the end points of the extremal trajectories at time t, that originate from the initial condition q 0 , and is denoted by F t (q 0 ), where
Thus, as time progresses, this front expands in a ripple-like behavior, covering regions in space that are reachable by the aircraft.
Next, the minimum-time function of the ZNPS is defined by F : S → R ≥0 , where R ≥0 denotes the set of non-negative real numbers (here, representing travel times). In particular, F (q; q 0 ) gives the minimum time that the aircraft takes to reach destination q ∈ S from a given point of departure q 0 ∈ S; that is,
III. Numerical Method for the Computation of the Minimum-Time Function
In this section, a systematic method for the numerical solution of the minimum-time function is presented.
Following this result, (approximated) minimum-time trajectories can be determined. The backbone of this method is the extremal front expansion. Using the definition given in Section II, the extremal front consists of an infinite number of states at each time t > t 0 . Therefore, an approximation with an appropriate finite set is required for practical reasons. To this end, a finite discretization of the unit circle is introduced.
This uses a partition C of the compact interval [0, 2π − ǫ], where C := {ψ
This implies that C = {0, ǫ, 2ǫ, . . . , Hǫ}, where ǫ is the heading angle step size. Note that the superscript k, where k ∈ {1, 2, . . . , H}, denotes the index of the discretized initial condition for the control input. Consequently, the extremal front is approximated by the set F t (q 0 ; C) := {q ∈ S : q = ϕ(t; q 0 , ψ ⋆ (·; ψ 0 )), ψ 0 ∈ C}, for any t > t 0 .
It is well known that dynamical systems can exhibit unpredictable behavior far away from initial conditions. As such, the resolution of the heading angle step size may cause large separations between the end-points of trajectories, which may lead to poor approximations of the extremal front. This implies that any computational constants, such as ǫ or H, cannot be optimally set a priori. To resolve this issue, an adap-tive bisection algorithm is used whenever the distance between the end-points of two trajectories, obtained from consecutive initial headings, is larger than a predefined upper boundd. The distance is measured by computing the Euclidean norm for the two end-points. In this way, the extremal front takes into account the sensitivity of extremal trajectories to initial heading angles. A similar method was also used by Bijlsma.
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Next, the expansion of the extremal front is performed by integrating forward the extremal trajectories over a predefined time step t s , using as initial conditions the values of their current end-points. For computational purposes, this expansion may stop when a specific destination or a time limit is reached. In the proposed algorithm, the latter condition will be used for the termination of the extremal front expansion procedure. The time limit is defined by the user and is denoted here by T max .
Furthermore, in order to form the minimum-time function, global optimality of the obtained numerical solutions needs to be ensured. This is challenging because complex behaviors of dynamical systems can lead to the appearance of anomalies in the extremal front of the minimum-time function, as was noted in Refs.
[15] and [19] . In other words, the dynamical system may generate extremal trajectories which reach the same position at different times and cause discontinuities in the extremal front. To avoid this issue, a criterion for "filtering out" sub-optimal points from the extremal front is proposed. Sub-optimality results from the fact that q ∈ F t1 (q 0 ) does not necessarily imply F (q; q 0 ) = t 1 . This might happen, as stated above, due to the existence of another time instant t 2 < t 1 for which q ∈ F t2 (q 0 ), as well. It is obvious that, in this case, F (q; q 0 ) ≤ t 2 . However, if q ∈ F t1 (q 0 ) and q / ∈ F t2 (q 0 ), for any t 2 < t 1 , then one can conclude that
Now that a procedure is given for determining which solutions are contained in the minimum-time function, consider the following method for computing the numerical approximation of the function. Next, as the extremal front expands, it is overlaid on top of the mesh. Each unvisited mesh point found inside the interior of the closed curve approximated by F t (q 0 ; C), denoted by I t , is assigned the pair (1, t):
Note that I t represents, in other words, the reachable region enclosed by the extremal front. This process marks the mesh point as "visited" and assigns to it the time value at which the extremal front first passes over it. In this way, every mesh point is assigned only one time value that corresponds to the minimum time that the aircraft requires to reach the respective position.
Optimality is guaranteed by considering only the first crossing and capture of the mesh point by the extremal front. After all mesh points in I t are marked, the expansion of the extremal front continues and the algorithm is repeated until the time limit T max is reached.
The minimum-time function is determined by all the mesh points found inside the region covered by the expansion of the extremal front. This region, which is denoted by I, is taken to be the union of the interiors of the closed curves approximated by F t (q 0 ; C), that is, I :=
If time values are required in between mesh points, standard bilinear interpolation is used to get the interpolated time value denoted by t ⋆ . This means that the precision of the approximation to the minimum-time function depends both on the size of the mesh and on the integration time step t s . As a result, the approximation of the minimum-time function is determined by:
The main steps of the systematic procedure are summarized as follows:
Step 1: Compute the extremal front F t (q 0 ; C) by solving the ZNPS for the given time step and initial conditions;
Step 2: Check the distance between the end-points of two "consecutive" trajectories to determine if bisection is necessary:
where
)) are the end-points of two trajectories obtained from "consecutive" initial conditions for the control heading, ψ . If (6) is satisfied, perform bisection, otherwise go to step 3;
Bisection
Step 2.1: Increase the number of initial heading angles, H ← H + 1, through bisection:
)/2 and C ← C ∪ {ψ
Step 2.2: Compute the corresponding extremal trajectories
increase the fidelity of the extremal front for each time step until current time t is reached;
Step 3: Assign the current time value t to any unvisited mesh points inside the region enclosed by the extremal front : ∀ q ij ∈ I t for which q ij → (0, ∞), q ij ← (1, t). In this way, the approximation of the minimum-time function,F , is assigned the value t for all the mesh points that are contained in the region enclosed by the extremal front and have not been already assigned a value less than t;
Step 4: Repeat steps 1-3 for each time step t s until T max is reached, while updating every time the initial conditions for the integration of the ordinary differential equations (3) and (1) Lastly, minimum-time trajectories can be obtained through a simple search on the extremal front. If the target destination, denoted by q f , does not correspond to a point on the extremal front, the initial condition for the optimal heading ψ(0) is unknown, since it is not in the set C which defines the extremal front. However, knowing that the minimum time required to reach the destination is t ⋆ =F (q f ; q 0 , T max ), one can look for the points near the target destination q f only on the extremal front, F t (q 0 ; C), for which expansion time t is approximately equal to t ⋆ . The initial conditions used to obtain these extremal front points can be interpolated to approximate the initial condition ψ(0) which gives ϕ(t; q 0 , ψ
Thus, an approximation of the globally optimal trajectory to q f can be determined by solving the ZNPS with the interpolated initial condition ψ(0). Furthermore, even though there might be different times when the extremal front encloses the destination, only the minimum time will be considered due to the search restriction presented herein. By doing so, any issues that may appear due to discontinuities of the minimumtime function or singularities of the optimal synthesis can be handled, and thus only optimal solutions are obtained.
IV. Numerical Simulations and Results
In to AUH in 11 hours and 27 minutes. These times show a decrease in total flight time by more than an hour compared to the actual flight times, which can be obtained from any airline website. This is partly the result of the simplified model which does not account for landing and take off and partly the result of more complex constraints that airlines try to satisfy. Considering these facts, it can be concluded that the presented algorithm is able to exploit the structure of winds in order to produce flight routes that are at least comparable if not faster than the ones currently used by airlines. The generated results are displayed in Figures 2 and 3 .
To demonstrate the ability of the proposed algorithm to handle discontinuities of the minimum-time function or singularities of the optimal synthesis, a simulation which excludes the systematic method for eliminating sub-optimal solutions is performed. Furthermore, to increase the possibility of obtaining multiple trajectories to the same destination, the aircraft's airspeed is reduced to 90 mph such that it is smaller than the speed of the winds in which it travels. This forces the aircraft to fly only in the direction that the winds prescribe. As such, the result for an aircraft departing from Johannesburg and traveling to a destination in the Indian ocean, which is illustrated in Figures 4 and 5, indicates that overlapping extremal front instances lead to the existence of sub-optimal trajectories. Thus, for this example, two initial headings lead the aircraft to the same destination yielding two possible travel times: 5 hours and 54 minutes for the optimal trajectory, and 17 hours and 45 minutes for the suboptimal one. Figure 5 is a three-dimensional plot of the extremal front time evolution, which shows the existence of multiple solutions caused by the intersection Further, to test the accuracy of these solutions, the optimization software GPOPS 21 was used to generate minimum-time trajectories of the Zermelo navigation problem on the sphere. This software is able to compute accurate solutions to the optimal control problem. However, without sufficient effort on tuning the initial guesses for each different scenario, GPOPS cannot easily compute globally the minimum-time function.
In other words, GPOPS is more suitable for the computation of optimal trajectories for a given set of boundary conditions than the characterization of the optimal synthesis, which typically requires a dynamic programming approach. As such, only trajectories were compared for the first presented scenario and the results were plotted against the minimum-time trajectories obtained with the proposed algorithm in Figures   2 and 3 . The mean squared error (MSE) between these trajectories is averaged to 0.005489%. This close agreement demonstrates the ability of the proposed algorithm to produce accurate optimal solutions.
Lastly, to illustrate the efficiency of the presented algorithm, consider the times required for the computation of the paths presented in Figures 2 and 3 . The minimum-time function was computed in 251 seconds. While this might appear as a long time, one must consider the fact that this function provides minimum time values for the entire reachable set within the specified time limit of T max = 14 hours. Having the minimum-time function computed, the 4 specific paths were obtained in times comparable to GPOPS.
These times are presented in Table 1 . 
V. Conclusions
This Note presents a new method for computing globally the minimum-time function of the Zermelo navigation problem on a sphere, in the presence of a spatially varying wind field. One of the distinctive features of the method is the ability to handle discontinuities in the minimum-time function and singularities of the optimal synthesis. The proposed algorithm exploits the structure of the solution to the optimal control problem and uses a systematic method to "filter out" sub-optimal solutions. This allows for the computation of the minimum-time function using a discretized mesh of points that are assigned minimum time values specific to their respective positions. In general, the use of a mesh may lead to slow computational times if the mesh size is very large. However, the mesh size depends on the desired application, which in this case does not require an extremely fine resolution. Furthermore, with the minimum-time function already generated, minimum-time trajectories can be obtained with minimal computational effort.
