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摘要 
電子新聞的盛行，爲訊息檢索(information retrieval)的技術帶來新挑戰。 
傳統的查狗驅動檢索系統 ( q u e r y - d r i v e n )並不適用於一般的提問。因 
此，一個能夠從一連 _的新聞故事中自動地確認出與題目相關的事件的 
智能系統是非常重要的。這就是題目探測 ( t o p i c detection)的目的。題目 
探測是 Defence Advanced Research Projects Agency ( D A R P A )的其中一 
個研究計劃。 
我們提出一個由多種語言的新聞故事中去完成題目探測的新方法。 
有別於傳統只利用重要字眼的配對方法，我們會利用概念詞語 ( c o n c e p t 
terms)，命名實體(named entities)及故事詞語(story terms)去完成題目探 
測的工作。一個故事的概念詞語是從内容分析及一個獨立的概念資料 
庫(concqDt database )而來的。具體來説，概念詞語是根據概念資料庫内 
的故事與新聞故事内的句子相關性，從概念資料庫中提取出來。 
命名實體是由一個基於轉換的詞性標注(transformation-based part-of-
speech t a g g e r )從故事中提取出來。我們會利用一個演變了的凝集中心 
i 
聚類(agglomerative centroid c l u s t e r i n g )去自動地探測題目。此過程所產 





The rapidly growing amount of newswire stories stored in electronic device 
raises new challenges for information retrieval technology. Traditional query-
driven retrieval is not suitable for generic queries. It is desirable to have an 
intelligent system to automatically locate topically related events or topics 
in a continuous stream of newswire stories. This is the goal of automatic 
topic detection. Topic detection is also one of the major tasks investigated 
by Defense Advanced Research Projects Agency (DARPA). 
We propose a new approach to performing topic detection from multi-
lingual newswire stories. Unlike traditional methods which employ simple 
keyword matching, our method makes use of concept terms and named en-
tities such as person, location, and organization names. Concept terms of a 
story are derived from statistical context analysis between sentences in the 
news story and stories in the concept database. Named entities are extracted 
from the story content by a transformation-based part-of-speech tagger. A 
iii 
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modified agglomerative centroid clustering is employed as the method for 
generating events or topics automatically. Each cluster formed after the pro-
cess is converted to an event or a topic for the output. We have conducted 
a set of experiments on 43,666 news stories to study the effectiveness of our 
approach. The results show that the performance of detection using concept 
terms, named entities and story keywords is better than traditional methods 
which only use keyword representation. 
iv 
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Newswire stories are created and stored electronically everyday at many news 
agencies. Users may receive news streams from multiple sources. Traditional 
query-driven retrieval is useful when you know precisely the nature of the 
events or facts you are seeking. Generic queries such as "What happened?" or 
"What's new?” are not suitable. Browsing in large-scale information spaces 
without guidance is not effective. Suppose, for example, a person who has 
returned from a long vacation and wants to find out what happened during 
the period. It is impossible for him to read the whole news collection and it 
is unrealistic to generate specific queries about unknown facts. As a result, 
it is difficult to retrieve or check all the potentially relevant stories. 
Clearly, it is beneficial to have an intelligent agent to automatically locate 
topically related stories in a continuous stream of news articles. The Topic 
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Detection and Tracking (TDT) project, sponsored by the Defense Advanced 
Research Projects Agency (DARPA) in USA, is also investigating such area 
1；. 
TDT's first pilot study, named TDTl , was first conducted in 1997 to 
establish baselines for intelligent processing of news. The latest Topic De-
tection and Tracking Phase 3 (TDT3) is a continuation and extension of 
previous TDT projects. TDT3 works with multiple channels of television 
news, radio broadcasts and newswire stories. The news are multi-lingual, 
presently in English and Chinese. TDT3 defines five main tasks as follows: 
• Segmenting the stream of data from audio (radio and TV) sources into 
news stories. 
• Detecting topically related stories from news streams. [ 
• Finding the first story discussing an event or a topic in a chronologically 
ordered stream of news. 
• Tracking incoming stories based on user-identified topics. 
• Determining whether two stories discussing the same topic. 
Each task requires different techniques. Our research focuses on the sec-
ond task, namely, topic detection. The objective of topic detection is to 
detect topically related stories from a continuous stream of news. A topic 
2 
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is defined to be a seminal event or activity, along with all directly related 
events and activities and their supporting discussions. For example, a story 
on the outbreak of bird flu or its treatment, will be considered to be a topic. 
Topics are not pre-defined in the system and they are discovered online dur-
ing the processing of news stories. Figure 1.1 illustrates the system process. 
A stream of stories written in different languages is arriving in chronolog-
ical order. The system should be able to identify each story whether it is 
discussing a new topic that has not been discussed by earlier stories or is 
discussing a topic that has been previously detected. ； 
The detection results can be used in different applications. For example, 
•i 
t 
it can be used for generating a temporal evolution of different topics. It is i 
also useful for producing structured guidelines for story navigation of the 
whole news collection. Finally it can be used for analyzing the content shifts ‘ 
of a particular event or topic. 
The TDT3 news corpus consists of English and Chinese news. One issue 
for topic detection is to deal with multi-lingual news content. In this research, 
multi-lingual news actually refer to English and Chinese news. English and 
Chinese are quite different in grammatical style and structure. Determining 
whether an English story and a Chinese story report the same topic becomes 
a great challenge in multi-lingual settings. 
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Figure 1.1: Topic detection process 
terms appeared in the story. Our method also considers the concept terms 
and named entities such as person, location, and organization names. Con-
cept terms of a story are derived from statistical context analysis and a 
separate concept database. Named entities are derived from a part-of-speech 
tagger. Specifically, concept terms are extracted from the concept database 
according to the relevance between stories in the concept database and sen-
tences in the news story. 
4 
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1.1 Our Contributions 
The contributions achieved by our research are summarized as follows: 
• Existing methods mainly deal with mono-lingual English news or Chi-
nese news articles. We explore topic detection task for multi-lingual 
settings, in particular, English and Chinese. 
• We investigate the use of named entities, concept terms together with 
the key terms of the story content to perform topic detection. These 
terms provide special characteristics of the stories, which are very im-
portant in finding the similarity between stories. 
• We develop a modified agglomerative clustering algorithm capable of 
performing incremental clustering which is useful in the detection pro-
cess. 
1.2 Organization of this Thesis 
The rest of this thesis is organized as follows: Chapter 2 presents the works 
of some research groups or centers which are investigating the topic detection 
task. Chapter 3 shows the outline of our approach which consists of gross 
translation of Chinese stories to English, generating concept terms by using 
a concept database and detection of topics. Chapter 4 presents the detailed 
5 
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procedure of generating concept terms. Chapter 5 discusses our modified 
agglomerative clustering algorithm for topic detection. Chapter 6 presents 







In this chapter, we will discuss some related works on the topic detection 
task. 
•j 
2.1 Dragon Systems 
The Dragon Systems used unigram distributions for document representa-
tion and applied A;-means clustering for grouping related documents [1, 45 . 
The first story in the corpus represents the seed of an initial cluster. The 
subsequent stories are compared to the existing clusters one by one. A story 
is inserted to the most similar cluster or formed as a seed of a new cluster. 
In TDTl, the distance between a story and a cluster is computed based 
on two distances. One is the distance between the story and the cluster 
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after the story has been inserted to it. Another is the distance the cluster 
moved. In order to solve the problem of a cluster being 'dragged' by the story 
distribution, two improvements have been proposed. The first improvement 
is that a story background distance was subtracted from the story-cluster 
distance. The second improvement is to introduce a decay term to cause 
clusters to have a limited duration in time [1 . 
In TDT3, the cluster-story distance measure is based on a tracking score 
45]. The tracking score of a test story is defined as the log ratio of its score 
in two models: One is topic model which is built from the supplied topic ; 
training stories. Another is discriminator model which is built from TDT3 
development data (background material) . Therefore, the cluster can be | 
treated as a story collection for building a topic model. Given a discriminator 
I I 
model built from background material, the tracking score can be used to find ‘ 
the cluster-story distance. 
The Dragon Systems also introduced a new measure which use beta-
binomial distribution for document representation [21, 22]. However, due to 




2.2 Carnegie Mellon University (CMU) 
In TDTl project, CMU used a variant of vector space weighting model for 
cluster representation [48]. Each story is represented by a vector of weighted 
terms. Terms in stories are weighted using the term frequency (TF) and 
the inverse document frequency (IDF) • They used cosine-similarity measure 丨 
for computing the distance between stories and clusters and applied Group 
Average Clustering (GAG) approach to combine related stories. They also 
applied a time penalty scheme to reduce the influence of old stories on the 
I I 
I current decision. 
Later in TDT3, CMU used the combined agglomerative and single-pass 
I 
i 
clustering systems called BORG.det with different term-weighting schemes 
(TF-IDF and language modeling) to perform topic detection [47]. One of the | 
systems is a cosine-similarity clustering engine called GACIncr. It optionally 
applies agglomerative clustering algorithm when encountering a new story. 
In generating the output, this option was turned off and, therefore, only 
singleton clusters are obtained. During processing, each cluster containing 
the earliest group of stories is compared to existing clusters. This cluster will 
be combined to the most similar existing cluster if a suitable match is found. 
Another system is called Incr.LM. It uses language models trained with 
Expectation Maximization (EM) [17, 30, 46, 7] on member documents for 
9 
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clustering representation. The models are smoothed by historical data. When 
making a hard decision, the similarity between clusters just generated and 
existing clusters are computed. Again, if a suitable match is found, the 
cluster will be merged to the corresponding existing cluster. 
They conducted a set of experiments to investigate the performance of the 
system under intra-corpus (the same data collection for dry-run and evalua-
tion) and inter-corpus (different data collections for dry-run and evaluation) 
conditions. Their combined system improved the topic tracking result by 
reducing Ctrk- However, they could not justify the results for topic detection 
by using combined system. 
I 
2.3 University of Massachusetts (UMass) 
In TDTl, UMass employed a modification of a single pass clustering algo-
rithm [3]. It uses a query to represent a story's content and makes comparison 
against earlier queries in the memory. An initial threshold is determined by 
evaluating the new story with the query. The final threshold for a query is 
calculated as a percentage of the initial threshold and a time penalty. The 
time penalty increases the threshold for a query based on the time between 
the query and the story. The list of queries can be updated by adding the 
current story's query. 
10 
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In TDT3, they proposed a detection system which supports two kinds of 
clustering algorithm [2]. One is agglomerative centroid clustering and another 
is k-nearest neighbor method. The aim of their approach is to find the right 
similarity function and the right weighting scheme of the words that occur in 
the stories for topic detection. After running some experiments, they found 
that the optimal combination was 1-NN, IDF weighting with threshold 0.2. 
They also presented a technique which requires an explicitly time tagged 
corpus for determining the relative importance of the occurrence of extracted 
words within text [33, 34]. Extracted features such as named entities and 
noun phrases can be analyzed and ranked according to how likely they are 
to be high content bearing. Then these features can be grouped into clusters 
to represent a topic. 
2.4 IBM T.J. Watson Research Center 
In IBM's topic detection system, each cluster is comprised of several micro-
clusters. They called this a two-tiered clustering algorithm [13 . 
During processing, each story is grouped to the most similar microcluster. 
A symmetrized version of the Okapi formula [32] is used to score the similarity 
of two documents. At the end of the deferral period, similar microclusters 
are merged to form a cluster or formed a new cluster. Only high-level clusters 
11 
are regarded as topics in the output. 
Each microcluster is actually the centroid of the stories contained in the 
microcluster and the score of the story to the microcluster is the mean of 
the scores of that story to the stories in the microcluster. The distance 
calculation between microclusters is easy because all the microclusters are 
represented by a centroid. Similar microclusters are merged while unlike 
microclusters are formed to become new clusters. They obtained better per-
formance when their weighting scheme for words in stories are both time-
dependent and microcluster-dependent. They added the similarity of two 
sets of stories (a set of stories containing the word and a set of stories in 
microcluster) in word weighting. 
In order to reduce the dependency of cluster assignments upon source 
documents, they used 2-tier clustering and mm-IDF to lower the weight of 
words that are disproportionately common in the source news. Mm-IDF 
approach is to compute source-specific IDFs and choose the minimum across 
all the sources of the source-specific IDFs. 
2.5 BBN Technologies 
BBN's detection system uses the tracking score to measure the distance be-
tween a story and a cluster [18]. The tracking score basically represents how 
12 
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probable a story is on the topic compared with how probable it is not un-
der the topic [40, 30]. Two-level normalization for the score to compare the 
distance is used. The first normalization is to find the score with respect to 
stories certain to be off-topic. The normalized score for second normalization 
with respect to clusters of various sizes which are unlikely to be on the same 
topic of the test story is computed. 
BBN translated all the Mandarin stories to English using a bilingual dic-
tionary and ran their system on mono-lingual language. Simple matching 
method by a bilingual dictionary in translation cannot provide good result. 
They choose a ‘segmentation that increases dictionary coverage and maintains 
the total iiuinber of words of English translation the same as the original Chi-
nese content. They used pinyiii spelling for Chinese names and introduced an 
rilgoritliin for n�i)(�at(�(lly refining a translation based on (.o-o('cum�ii(,(�statis-
tics with a paralk l^ corpus of aligned seiitence. \Vh(�ii there ar(> alt(�mativ(i 
ways of translations for a Chiii(\s(' word, it t(�iids to clioosr those that arc 
(•()iisist(�iit with tlH� rest of thv story. 
2.6 National Taiwan University (NTU) 
XT I fc)cus(Ml only on Chinese stories for topic (Ir'trrt i(>n [l 1 j. Thrv cxt ractfd 
proper nouns in additional to (lat(�/tim(、，moiK�tmy aiul percenta^c cxpros-
13 
sions from the stories and used vectors for story and cluster representation. 
They applied a variant of incremental clustering method to group related 
stories with a two-threshold algorithm. If the similarity of a story to the 
most similar cluster is in between these two thresholds, it is not decidable 
until the next 10 news stories are read. 
Their results were not satisfactory because they have a rather high miss 
despite a low false alarm. Their extracted features are only proper nouns 
and named entities. However many useful terms in story content should also 
provide useful information of the story for detection purpose. 
2.7 Drawbacks of Existing Approaches I 
Most of the existing methods mainly use simple keywords to represent news i 
articles. Hence the similarity measure used in the clustering algorithm is 
based on the keyword representation. However, if there are two documents 
describing similar topic but using different styles and words, the system is 
difficult to make a correct decision that they belong to the same topic. This 
is the problem of vocabulary switching, in which traditional text processing 




Overview of Proposed 
Approach 
This chapter presents an overview of our topic detection system on multi-
lingual news stories. In general, our proposed system consists of several 
modules, as shown in Figure 3.1. 
3.1 News Source 
The corpus is provided by Linguistic Data Consortium (LDC) [15]. It con-
tains news data collected daily from 9 news sources in two languages (Amer-
ican English and Mandarin Chinese), over a period of four months (January 
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• New York Times Newswire Service 
• Associated Press Worldstream Service (English content only) 
• Cable News Network, "Headline News" 
• American Broadcasting Company, "World News Tonight" 
• Public Radio International, "The World" 




• Xinhua News Agency 
• Zaobao News Agency 
• Voice of America, Mandarin Chinese news programs 
The news data is in two different forms. The first form is "tkn" which in-
dicates that the reference text data (original newswire text or human-created 
broadcast transcripts) is in tokenized form. Each English word or Mandarin 
GB character is assigned a unique identifier (a sequential "redd" number). 
An example of "tkn" format is shown in Table 3.1. Another form is "asO" 
which comes from broadcast sources. The broadcast news has been pre-
processed by a speech recognition system from the Dragon Systems. Each 
17 
A 
word is shown in tokenized form, without story boundaries or punctuation. 
Each English or Mandarin word is assigned a unique record ID (i.e. recid), 
with information on starting time and duration (in sec), speaker cluster, and 
speech recognition confidence score. All periods of silence are also provided. 
3.2 Story Preprocessing 
i 
i 
We need to group the tokens into sentence format for subsequent processing. 
Each sentence contains string of words delimited by the silence or a punctu-
i 
ation mark like period. Table 3.2 shows an example of a sentence generated 
from the tokens in Table 3.1. The procedure for transforming tokens into 
sentence format for each story is as follows: 
1. Get the starting recid number and the ending recid number of the story. 
2. Repeatedly get the token according to recid number till the ending of 
recid number. A new sentence is detected if a punctuation mark or a 
period of silence is retrieved. 
For Chinese stories, we perform word segmentation upon the sentences by 
using dynamic programming [36]. This software is provided by the Linguistic 
Data Consortium (LDC) and the University of Pennsylvania. An example of 
word segmentation is shown in Table 3.3. 
18 
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< W r e c i d = l � 在 
< W r e c i d二2 �度 
< W r e c i d = 3 �过 
< W recid=4> 了 
< W r e c i d = 5 �非 
< W recid=6> 凡 
< W r e c i d = 7 �而 
< W r e c i d = 8〉辉 ： 
I 
< W r e c i d二9 �爐 
< W r e c i d = 1 0 �的 
< W r e c i d = l l � 一 
< W recid=12> 九 
< W r e c i d = 1 3 �九 
< W r e c i d = 1 4 �七 
< W r e c i d = 1 5 �年 
Table 3.1: An example of tokenized terms in original TDT3 corpus 
在度过了非凡而辉爐的一九九七年 




Table 3.3: An example of segmented Chinese sentence for Table 3.2 
3.3 Concept Term Generation 
The purpose of concept term generation is to determine appropriate concept 
terms for a news story. A major resource is a separate concept database. 
The concept database contains potential concept terms derived from a con-
cept generation corpus. The concept generation corpus is actually a separate 
collection of news stories. The corpus consists of two collections, namely, As-
sociation Press (AP) 1990 and Wen Wei Po. The AP corpus contains 78,304 
English news and the Wen Wei Po corpus contains 6,127 Chinese news. When 
the detection system receives a new story, these potential concept terms will 
be evaluated to get the degree of relevance to the current story. Concept 
terms with high relevance will be selected for the story. The concept repre-
sentation of a news story will involve in computing the similarity during the 
detection process. We will describe in detail the idea of concept generation 
in Chapter 4. 
20 
A 
3.4 Named Entity Extraction 
The stories in sentence format are also processed by the named entity extrac-
tion module. The objective of this module is to extract named entities such 
as people, location and organization from the story. We employ a language 
learning approach using a trainable tagger. Our tagger is a transformation-
based part-of-speech tagger which tags a story according to the rules learned 
from training example containing named entities [6, 24]. Basically, the unan-
notated text is first passed through the initial-state annotator. After text 
has been passed through the initial-state annotator, it is compared to the 
true tagging as specified in the manually annotated corpus. Transformation 
rules are then learned. After tagging a story, the words which are tagged as 
named entities are extracted to represent the story. 
3.5 Gross Translation of Chinese to English 
The news stream contains English as well as Chinese stories. Direct compar-
ison between Chinese and English stories is not possible. We perform gross 
translation for all Chinese concept terms, named entities and key words of 
story content into English such that each Chinese story is represented by 
a set of English words. The multi-lingual problem can then be reduced to 
mono-lingual problem. 
21 
Since our final goal is to perform topic detection task but not the trans-
lation task, it is not necessary to have a full-fledged translation which may 
require an expensive translation process. Yet the start-of-the-art translation 
performance is still not good. We observe that all we need is a rough transla-
tion which is sufficient for topic detection purpose. Hence, gross translation 
which demands less resources will suffice. 
3.6 Topic Detection method 
3.6.1 Deferral Period 
The topic detection system may defer its identification of topics and the sto-
ries associated until a limited amount of subsequent source data is processed. 
The TDT project introduces a parameter called the deferral period, which is 
the number of source files for which the detection system processes before a 
story-topic association needed to be made. Because of the deferral period, 
not all stories read are necessary to identify their topics at one time. Only the 
stories at the first group coming from a source file in the story list are needed 
to make hard decision at every iteration. Section 5.4 gives more details on 
it. 
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3.6.2 Detection Approach 
Given that each topic usually contains a large number of stories, combining 
stories into specific clusters appears to be a natural approach of topic de-
tection. We have developed a modified agglomerative centroid clustering for 
grouping related stories. Our clustering algorithm produces hierarchically 
organized story clusters. The upper level cluster may contain several lower 
level clusters that are related to each other. Only the clusters in the most 
upper level will be returned as topics at the end of the detection task. 
Source files containing stories are read into the system for processing 
based on the deferral period. After making hard decision for the first group 
of stories, those stories are removed and we make the decision for the stories 
in the next group of stories. 
As stories and clusters are represented by vectors, we perform similarity 
measure by using cosine-angle formula. In order to reduce the influence of old 
stories, time adjustment scheme is applied when calculating the story-cluster 
and the cluster-cluster similarity score. The details of the approach will be 
discussed in Chapter 5. 
In topic tracking task, the topics are known to the system in advance 
and the stories are classified to these topics. In contrast, for topic detection, 
topics are unknown to the system in advance. The system needs to generate 
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new topics on its own by grouping similar stories. 
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Chapter 4 
Concept Term Model 
4.1 Background of Contextual Analysis 
The purpose of concept term generation is to determine appropriate concept 
terms for a news story. A major resource in this task is a separate concept 
database. The concept database contains the potential concept terms de-
rived from a concept generation corpus. The concept generation corpus is 
actually a separate collection of news stories, called concept generation news 
stories. Potential concept terms are key terms contained in the stories. In 
our experiments, the corpus consists of two collections, namely, Association 
Press (AP) 1990 and Wen Wei Po. The AP corpus contains 78,304 English 
news and Wen Wei Po corpus contains 6,127 Chinese news. When the detec-
tion system receives an incoming story, these potential concept terms will be 
25 
evaluated according to the degree of relevance between the incoming story 
and the concept generation news. Concept terms with high relevance will be 
selected to represent the story. This concept representation of a new story 
will be involved in computing the similarity during the detection process. 
Figure 4.1 shows the outline of the algorithm. We will describe in details the 
idea of concept generation in the next subsection. 
Concept terms can be used for dealing with the problem of vocabulary 
switching [43]. The idea of using concepts has been applied for query expan-
sion [44]. It combines the technique of global analysis [4] and local feedback 
between a query and documents[29]. Concepts are selected based on the 
co-occurrence with the query terms. This idea has been extended and used 
for text segmentation [27]. Using cluster analysis to generate concept spaces 
has been applied to support the searching of scientific literature, where two 
biological fields used two different sets of vocabularies to describe the same 
thing [10]. Combination of natural language parsers, concept space, and cat-
egory map have been applied to overcome the vocabulary switching problem 
in medical information retrieval [16]. To link stories that use different sets 
of vocabularies together, the approach of concept association has been ap-
plied to improve the quality of searching [9]. Evaluation on the performance 
of using category map and concept space techniques in supporting internet 
browsing and searching has been conducted and results indicated that the 
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Start ^ ^ 
I 
Partition the new coming story into 
sentences 
For each sentence, get the terms of most 
relevant stories from concept database 
Calculate the co-occurence of all the 
concepts with each query term 
Yes 
Calculate the sentence weighting and 
multiply with the co-occurence for K ^ sentence? / 
each concepts in this sentence \ Z 
N o 
^ 
Yes Mere For each concept, sum all the score 
〈 of this concept in each sentence of 
\ story? / the story 
No 
End ^ ^ 
Figure 4.1: Flowchart of the concept generation method 
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precision has improved [8 . 
4.2 Concept Term Generation 
4.2.1 Concept Generation Algorithm 
The concept database stores all the potential concept terms derived from 
a concept generation corpus. The concept generation corpus is actually a 
separate collection of news stories. The potential concept terms basically are 
key words coming from the concept generation stories. As mentioned above, 
the concept generation corpus consists of two collections, namely, Associa-
tion Press (AP) 1990 containing English news and Wen Wei Po containing 
Chinese news. Words in English AP stories are stemmed and stop words 
are filtered out. Chinese stories are segmented into meaning words. These 
words, in their native language, form the basis for potential concept terms. 
In particular, potential concept terms are extracted and associated with the 
concept generation stories in the corpus. These extracted terms form two 
concept databases, one for English and one for Chinese. 
When an incoming news story, D, arrives for detection, we break it into 
sentences for subsequent processing. The concept term determination for 




Table 4.1: An example of a query to the concept database 
周二，俄罗斯技术人员在莫斯科东南面‘星’研究中心检查宇航员的太空服。 
俄罗斯宇航员将於明年穿这件太空服与美国宇航员一起在‘和平’号太空站工 
Table 4.2: The most relevant story to the query in Table 4.1 
1. Each sentence in the current story, D, is posed as a query Q. The 
concept generation stories will be compared with the query Q and 
the terms of top n relevant stories will be retrieved from the concept 
database. We use vector space model to determine the relevance. Thus, 
each sentence in D and stories in the concept database are transformed 
to vector representation for comparison. Table 4.1 shows an example 
of a query and its most relevant story is shown in Table 4.2. 
2. The potential concept terms are the terms in the top n relevant stories 
in concept database. Table 4.3 shows the potential concept terms for 
the story in Table 4.2. A score is computed for each concept term to 
reflect the degree of relevance to the sentence. The concept frequently 
co-occurring with the query terms and infrequently occurring in the 







俄 罗 斯 一 起 
技术人员宇航 
莫斯科 太空 
Table 4.3: Potential concept terms for Table 4.2 
calculated as follows: 








ft-, is the number of occurrences of ti in story j {s j ) 
fcj is the number of occurrences of c in sj 
N is the number of stories in the collection 
Nc is the number of stories containing c 
5 is 1 for avoiding the score of the concept to be zero 
3. Concept terms for each sentence will be weighed according to the lo-
cation of the query sentence in the story. In most news stories, the 
first few lines are the summary of each story. They are more important 
than the remaining part of the story. A weighting scheme is, therefore, 
applied to deal with this situation. The weighting of each concept term 
is related to the location of the sentence from which the concept is as-
sociated. For example, concept terms retrieved by the first sentence 
will have a higher weight than the concept terms from other sentences. 




Ns is the number of sentences in this story 
s is the 5-th sentence in the story retrieved by the concept c 
Lb is the weighting of the concepts retrieved by the last sentence and 
it should be set in [0,1 
Therefore, the W{Q, c) should be bounded by [Lj,,!]. Note that W{Q, c) 
of concept terms retrieved by the first sentence is 1 whereas the weight 
of concept terms retrieved by the last sentence is Lb. 
4. After all sentences have been processed for the current story D, the 
total score of each concept term to D can be computed as follows: 
T ( A c ) - 5 ] ( r ( Q , c ) * T y ( Q , c ) ) (4.3) 
QED 
Top concept terms with the highest total scores are used to represent 
the story. Table 4.4 shows an example of an original story and Table 4.5 
shows the highest concept terms for this story. 
From the example, we discover that some concept terms like，云南省，do 
not appear in the original story but very related to the story content. The 






Table 4.4: An example of a original Chinese story 
with the original sentences since the method favors the co-occurrence with 
multiple query terms in the sentence. Those concept terms can provide extra 
information for the story. 
4.2.2 Concept Term Representation for Detection 
After processing all the stories, each story is associated with a number of 
top relevant concept terms and their weights. These concept terms become a 
part of story information for topic detection. Similar to traditional keyword 
representation of story contents, concept terms and their weights are recorded 
for each story. 
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昆明 1260.181763 云南省 294.445190 
越野 277.965240 西南 250.608826 
运动会 217.269150 云南 146.948563 
接壤 92.794609 宣传部 63.658455 
天然 45.024376 经贸 42.977352 
潜力 39.672085 田赛 36.468018 
少年 35.845299 揭幕 35.283073 
游泳 33.227982 贸易 26.160017 
市政局 25.133614 机构 22.434792 
年华 21.695694 条件 20.561026 
比赛 20.439396 
Table 4.5: Concept terms generated for the story in Table 4.4 
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Chapter 5 
Topic Detection Model 
In this chapter, we will discuss the text representation, the gross translation 
method and the topic detection model. A variant of term weighing scheme 
is applied for text representation to capture the importance of terms. 
5.1 Text Representation and Term Weights 
5.1.1 Story Representation 
We employ a modified vector-space model to represent a story. Traditionally, 
every story is represented by a vector of weighted terms. In our approach, 
we extract three kinds of elements from a story. Each story is represented by 
three kinds of vectors, namely, the concept feature vector, the named entity 
feature vector and the story feature vector. Whenever a story is received, it is 
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converted into such representation. The terms contained in these vectors are 
in the same native language as the original story. Precisely, the terms are in 
English for English stories and they are in Chinese for Chinese stories. In vec-
tor representation, stories can be regarded as instances in multi-dimensional 
space. The similarity between two stories, called similarity score, captures 
the closeness of the content of the stories. Basically, this score can be cal-
culated based on the term weights of these three vectors found in the story 
representation. 
For each story S, its concept representation is expressed by a concept 
feature vector as follows: 
C i ) , w{S, C 2 ) ， … ， w { S , Cm)} (5.1) 
where each component w{S, Ci) represents the weight of the corresponding 
concept term q among the top m concept terms extracted. 
In traditional story vector representation, the weightings are related to 
term frequencies and inverse document frequencies. In our concept feature 
vector, however, those weightings are the scores of the concept terms in the 
story. This concept score measures the degree of relevance of the concept to 
the story. The highest the score, the more important the concept term is. 
The second element of story representation is the named entity feature 
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vector. This vector contains named entities of a story. Section 3.4 describes 
how we extract the named entities from the content of a story. The named 
entity feature vector for a story S is represented as: 
{w{S, ei), w�S, e2),…，w{S, en)} (5.2) 
where each component w[S, e^ ) represents the weight of the corresponding 
named entity e^ . The higher the weight, the more important the named en-
tity is. Table 5.1 shows an example of a partial story and Table 5.2 shows the 
named entities and their corresponding weights in the named entity feature 
vector. In this example, the terms enclosed by < O R G > represent organiza-
tion terms in the story. Similarly, the terms enclosed by <PLACE> represent 
the location term and the terms enclosed b y � P E R S O N � r e p r e s e n t person 
names in the story. 
The weights of the terms in named entity feature vectors are determined 
by the traditional TF-IDF scheme. The 'TF' is the term frequency while 
'IDF' represents the inverse document frequency. This formulation enhances 
the term which appears in fewer stories while penalizes the term which ap-
pears in many stories. The weight of a named entity e in story S is calculated 
by the following formula: 
e) = t f e ^idfe ( 5 . 3 ) 
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A subdued Hong Kong on Wednesday marked the first anniversary of its 
return to China, confident that the mainland would let it manage its own 
affairs but increasingly uncertain of its ability to do so. A harbor-side flag-
raising ceremony on the site of last year's handover ceremony and an all-star 
variety show offered Hong Kong's 6.5 million people a colorful spectacle. 
Chinese President Jiang Zemin was to attend an evening banquet in honor 
of the anniversary. 
Table 5.1: An example of an English story 
where 
idfe = k>giQ (N/dfe) is the inverse document frequency of the term e 
N is the number of stories currently processed 
dfe is the number of stories among the N stories that containing the term e 
tfe is the number of occurrences of e in the current story 
As we can see, the named entity can get a higher weight if it frequently 
occurs in the current story and infrequently occurs in the past stories. The 
top ranked named entities with corresponding weights are used to form the 
named entity feature vector of the story. 
The third element of story representation is the story feature vector. A 
story feature vector, similar to a named entity feature vector, is represented 
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<ORG> 









< / P L A C E � 
<PERSON> 





Martin Lee 3.489155 
Lee 5.618416 
< /PERSON> 
Table 5.2: Top ranked named entities for the story in Table 5.1 
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handov 0.309129 econom 0.295747 
territ 0.289123 confid 0.245764 
year 0.232134 freedom 0.226972 
annivers 0.216274 
Table 5.3: Top ranked story terms in Table 5.1 
as: 
,w{S,tk)} (5.4) 
where each component w{S, U) represents the weight of the term U among 
the k terms extracted. These weights represent the importance of the corre-
sponding terms to the story. The higher the weight, the more important the 
term to the story is. Table 5.3 shows the story terms and their corresponding 
weights in the story feature vector for the story in Table 5.1. For English 
term, each term is converted to its word term by a stemming algorithm [28 . 
The calculation of the weights in a story feature vector is similar to that 
in a named entity feature vector except that the location of the story term 
in the story is also considered. The use of the location of the story term 
in calculating the story term weight is to handle the fact that the first few 
lines are usually more important in most news stories. The first paragraph is 
usually the summary of the news content. For instance, Table 5.4 shows an 
example of a English story. Note that the first few sentences usually contain 
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Manchester City, fighting off relegation to England's second division, has 
fired manager Frank Clark and replaced him with former Everton manager 
Joe Royle. The club, lodged in the lowest spot in the standings in its 118-
year history, is second from the bottom in the first division with 30 points 
in 31 games. Clark, the former manager at Nottingham Forest, was named 
manager in December 1996 and led the club to 14th in the first division last 
season. The manager's spot has been a merry-go-round at Manchester City, 
lacking the stability and success of cross-town rival Manchester United. 
Table 5.4: An example of an English story 
the summary of the whole story. The subsequent paragraphs give the details 
and additional information of the news. We give higher weights for the terms 
located in the earlier sentences of the story and give lower weights for the 
terms in the remaining sentences. Calculating the sentence weighting of the 
term t in sentence E is similar to that in concept term generation. The 




Ns is the number of sentences in this story 
s is the 5-th sentence in the story retrieved by the story term t 
Lb is the sentence weight of the story terms extracted from the last sentence and 
it should be set in [0,1 
Therefore, the sentence weighting should be bounded by in which the 
weighting of story terms extracted from the first sentence is 1 whereas the 
weighting of story terms extracted by the last sentence is Lb. 
The weight of the story term t in each sentence E is computed as follows: 
e[E,t) = idft*L[E,t) (5.6) 
where 
idft is the inverse document frequency of t 
Therefore, the total weight of the story term t in the story S is the summa-
tion of all the weights of that term in each sentence of the story: 
U) 
The denominator of Equation 5.7 is the normalization factor, which is the 
maximum value of all the story term weights in the story. Top ranked story 
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terms are selected with the corresponding weights to form the story feature 
vector of the story. 
5.1.2 Topic Representation 
In our approach, a topic is represented in a similar way as a story. Specifically, 
a topic is represented by three vectors, namely, the concept feature vector, 
the named entity feature vector and the story feature vector. 
The dimension of the topic vectors can be expanded when a new term 
from a relevant story is inserted. The weight of an existing term can be 
updated by computing the mean of the existing term weight in the topic 
with the term weight in the story vector. For example, assume that the 
story feature vector of topic C contains four terms with corresponding term 
weights: {(ti，1.0)，（力2,0.8)，（t3,0.3),(力4，0.1)}. A story with the story fea-
ture vector {(力3,1.0), (,i’ 0.7),(力5, 0.2)} is to be assigned to the topic. Then 
the updated story feature vector of topic is the mean of the two vectors : 
{(力 1,0.85)，（力3,0.65), (t2,0.4)，(ts, 0.1), {U, 0.05)}. 
5.1.3 Similarity Score 
With the concept feature vector, the named entity feature vector and the 
story feature vector defined for stories and topics, we can estimate the simi-
43 
larity score between a story and another story, as well as a story and a topic 
through a similarity function. This similarity function basically consists of 
three scores, namely, the concept relevance score, the named entity relevance 
score and the story feature relevance score. In addition, we introduce a time 
adjustment scheme when calculating topic-related similarity. We do not use 
the time adjustment scheme to reflect the fact that stories happened far apart 
in time unlikely belong to the same topic. 
In our approach, stories and topics are represented by vectors. Given vec-
tor Vi = {w{Si, ti), • • •, w[Si, tn)} and vector Vj = {w{Sj,力i), • • •, w[Sj, t^)} , 
the most straight-forward way to calculate the similarity score is the cosine 
of the angle between the vectors, called the angular separation: 
Em s^n 
叫 = 身 k h 叫 二 ( 5 . 8 ) 
where 
w�Si , tk) * w � S j , ti) when tk = ti, 
aki = < 
0 when tk ^ ti. 
\ 
The similarity score s^ is in the range of [0,1]. When Sij is 0, it means 
that the two vectors are totally dissimilar. When Sij is 1, it means that 
the two vectors are totally equal. Three scores are first computed from 
corresponding vectors by using Equation 5.8. For example, if we want to 
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compute the distance between two stories, the story feature relevance score 
Ss is computed by comparing the story feature vectors of the stories. The 
named entity relevance score Sn is computed by comparing the named entity 
feature vectors of the stories. The concept relevance score Sc is computed by 
comparing the concept feature vectors of the stories. The final similarity score 
Sf between the two stories is the summation of these three scores weighted 
by the corresponding parameters as shown below: 
Sf = Ss ^Ws + Sn^ ( l - Ws - Wc) (5.9) 
The parameters, Ws, w � a r e in the range of [0,1]. These parameters control 
the degree of emphasis on the corresponding vectors. For example, if we want 
to put more emphasis on story terms and less emphasis on concept terms, 
we set Ws higher and Wc lower. 
Our proposed method based on three vectors instead of traditional single 
vector for the story representation allows us to use three different kinds of 
features to represent the story. Story terms represent the general content of 
the story. Concept terms represent the concept related to the story. Named 
entities represent some specialized items of the story. We will see in Chapter 
6 that all these information will benefit for the topic detection task. 
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5.1.4 Time adjustment scheme 
News topics are sometimes very time dependent. Bird flu, for example, is 
such kind of topic. A lot of news are talking about such kind of topics in a 
small time interval. However, before or after that time interval, the number of 
stories discussing this topic decreases drastically. A time adjustment scheme 
is therefore introduced to cope with this situation. 
When comparing story to topic, if one of the topics contains many old 
stories, the similarity score will be lower according to how 'old' it is. The 
degree of how 'old' depends on the dates of the stories. Suppose a topic 
contains two stories with the dates '1998_02_06' and '1998_05_03'. Another 
topic contains three stories with the dates '1998_01_03' and '1998_04_02' and 
'1998_03_04'. The following steps show how to find the adjustment between 
them: 
1. '02-06，is the 37th day of the year. 
2. '19980503' is converted to 123rd day. The first topic has an average of 
80 days. 
3. Similarly, the second topic has an average of 56 days. 
4. The adjustment is calculated by a linear function (Figure 5.1). Lp is 




•丑 Lp ^ 
cS I 
0 360 
time difference (days) 
Figure 5.1: The linear relationship of the time adjustment scheme 
is \datei — date2\. The adjustment will be: 
f 
^^ 360 |ctoei — (iate21 + 1.0 when \datei — date2\ < 360, 
adjustment = “ 
Lp when \datei — date21 > 360 
V 
(5.10) 
By setting the parameter for the time adjustment, Lp, say, 0.7, we 
apply the formula to our example: 
adjustment = ^^——^^^ 80 — 56 + 1.0 
360.0 
= 0 . 9 8 
Assume that the similarity score between these two topics is 5, the final 
score between these topics becomes S 氺 adjustment. This score is used to 
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经营 /engage in/mn/operate/ 
经营费用 /business cost/business expense/ 
经营管理和维护 /Operations Administration and Maintenance/0AM/ 
经由 / v i a / 
井 /warn/well/ 
井里坟 /Cirebon/ 
警 / to alert/to warn/ 
警报 /alarm/alert signal/alarm/alert/warning/ 
Table 5.5: A bilingual dictionary 
determine whether the two topics are similar enough to merge together or 
they are discussing two different topics. 
5.2 Gross Translation Method 
After a story is represented by vectors, we conduct a gross translation for 
the Chinese terms into English terms and generate news vectors. Here, full-
fledged translation is not needed since our purpose is to translate the terms 
suitable for conducting the topic detection. A bilingual dictionary and a 
pin-yin file are used when necessary to perform translation. The bilingual 
dictionary contains English translations for each Chinese word as shown in 









Table 5.6: A pin-yin file 
character as shown in Table 5.6. The translation algorithm actually is a 
simple search and match procedure described below: 
1. Look up each Chinese term in the bilingual dictionary. 
2. If there exists corresponding English words in dictionary. 
(a) Get the corresponding English word sets. 
(b) Filter out the stop words. 
(c) Stem each English term. 
3. Else if the Chinese term represents the name of a person, get the pin-yin 
for it. For example,,江泽民，will become 'Jiang Zemin'. 
4. Else, throw it away. 
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As a result, each Chinese story is now represented by a set of English terms 
contained in three kinds of vectors. 
Translation based on bilingual dictionary has been applied to other infor-
mation retrieval systems. For instance, it is used in topic tracking and query 
expansion [19, 5, 20, 23，25, 26；. 
5.3 The Detection System 
5.3.1 Detection Requirement 
The topic detection task processes sequentially stories contained in source 
files in chronological order [38]. Table 5.7 shows an example of a sequence of 
source file names to be processed. The source files come from 9 news sources 
as discussed in Section 3.1. Each source file contains 25-40 stories and rep-
resents a contiguous collection of stories from a given source on a given date 
over a specific period of time. For example, 19980101_0016_1116_XIN_MAN 
corresponds to Xinhua News Agency and the news spans a period from 00:16 
am to 11:16 am on Jan. 1，1998. 
When the topic detection system receives a batch of stories from a source 
file, it needs to decide, for each story, whether it is related to some existing 


















Table 5.7: An example of a sequence of source file names to be processed 
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defer its identification of topics until some amount of subsequent batch of 
stories are read into the system. This amount is controlled by a parameter 
called the deferral period which is the number of batch of stories which the 
system has seen before the topic identification decisions need to be made. 
Whenever a new topic is found, the system will assign a unique topic ID 
to it. The detection system should return the topic ID for each story as the 
output. The system will also output the confidence score which indicates 
how confident the story is on-topic. The details of the output result will be 
discussed in Chapter 6. 
5.3.2 The Top Level Model 
Figure 5.2 shows the top level model of our system. In general, our detection 
system consists of three main components, namely, Similarity Calculation, 
Grouping Related Elements and Topic Identification. These three compo-
nents will be discussed in details in later sections. 
At the beginning of the detection task, the system will read a number of 
batch of stories up to the deferral period. The stories are stored in a story 
list. Figure 5.3 shows an example of 130 stories loaded into the story list. 





Read the source files until the / 
deferral period / 
Similarity Calculation 
Grouping Related Elements 
Topic Identification 
^ ^ ^ ^ Yes / 7 
source file? y Read a new source file / 
Yes Any 
have not identified^^ 
/ 7 
/ Output result / 
Figure 5.2: Flowchart of our top level detection method 
The next step is to conduct clustering on the stories in the story list. The 
stories in the first batch in the story list are examined and their topics are 
extracted according to the clusters to which they belong. After the topics 
of those stories in the first batch are obtained as output, these stories are 
cleaned up and new stories are loaded from the next incoming batch. Then 
the second batch of stories in the story list becomes the first batch. The 
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story no. 1 2 3 24 25 26 40 41 129130 
•參眷 . . . . . .參 i X X......X I X X X 
t z ^ n r ‘ 
first group 
參 ：Stories in the first batch 
X : Stories in the remaining list 
Figure 5.3: An example of a story list 
above procedures will be repeatedly proceeded until no more batch exists. 
As a result, the system will output the detection result for each story with 
the corresponding topic ID and a confidence score. 
A major component of our topic detection approach is the clustering 
method. In general, clustering is a technique to find appropriate groupings 
for a set of data [41, 14, 31]. The data in each cluster should be similar to one 
another while the data in different clusters should be dissimilar. We employ 
a modified agglomerative clustering as the core algorithm. 
Agglomerative clustering is a hierarchical clustering algorithm [42]. At 
the beginning, each data is regarded as a singleton cluster containing one 
element. Then we compute all pairwise similarity between clusters. The 
clusters are then merged based on the similarity between the clusters. There 
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are different methods to find the distance between two clusters. For instance, 
in Group Average Clustering, the distance between two clusters is defined as 
the average of the distances between pairs of data in the clusters [12, 39, 42 . 
In Centroid Clustering, the distance between two clusters is defined as the 
distance between the centroid of the two clusters. 
In our modified agglomerative clustering approach, we adopt the cen-
troid clustering since the number of stories in a cluster could be very large. 
We introduce a kind of clusters, called temporary clusters, in the clustering 
process in order to handle the incremental nature of the detection problem. 
In addition to the ordinary cluster merge procedure, a specially designed 
merge procedure is developed to handle temporary clusters. A more detailed 
description is given in Section 5.4.2. 
5.4 The Clustering Algorithm 
5.4.1 Similarity Calculation 
There are two kinds of similarity matrices maintained during the detection 
process. One is the story-story similarity matrix. Its purpose is to store 
the pairwise similarities between stories. The second one is the story-cluster 
similarity matrix. Its purpose is to store the similarity between stories and 
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clusters. 
The calculation of pairwise similarities of stories has been discussed in 
Section 5.1.3. However, not all the stories in the story list are required to 
calculate the pairwise similarities. Only the stories in the first group in the 
story list are necessary to calculate pairwise similarities. For example, in 
Figure 5.3, we compute the similarities of Story 1 with all the stories in the 
story list. We perform similar calculation up to Story 24. The story-story 
similarity matrix will contain the similarity scores between the stories. The 
story-cluster similarity matrix will contain the similarity scores between the 
stories and the clusters. 
During the merge process, some clusters are labeled as real clusters. At 
the end, the stories in the first group in the story list should be assigned to the 
real clusters. The Topic Identification module, as described in Section 5.4.3， 
will determine the appropriate topic for those stories. 
5.4.2 Grouping Related Elements 
After calculating the similarities between stories and clusters, the most sim-
ilar elements are grouped together. Figure 5.4 shows the flowchart of the 
Grouping Related Elements module. The main steps of Grouping Related 
Elements are described below: 
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Find out the next highest value (sim) 
between comparison between stories and 
r E n t e r ^ temi)oraiyckters，stoiy-stoiymaitkand ‘ 
story-cluster maitix 
Find out the largest value (sim) between Group the stoiy to corresponding real 
stoiy-story matrix and stoiy-cluster Combine two stories — cluster. 
matrix T k content of the real cluster is updated 
Yes Yes 
Z Yes / i s c i i N ^ N o / ^ i s c ^ i ^ N ^ N o 一也e_tocoms_iiig 
siin> t h r e s h o l d ? � story-story mat i ix j^ kmoihi story-cluster m a t n ^ • tenforaiy cluster, TTie content of the 
y / temporaiy cluster is updated 
No 
Treat the remaiiiig stories in the first 
group source file as a seed of a new 
real cluster 
Figure 5.4: Flowchart of Grouping Related Elements module 
1. The story-story similarity matrix and the story-cluster similarity ma-
trix store the similarity scores between stories and clusters. We first 
search for the highest score among the two matrices. This score indi-
cates that, up to now, which two elements are the most similar. If the 
score comes from the story-story similarity matrix, it means that the 
corresponding two stories are very similar. If the score comes from the 
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Form a new temporary cluster by 
combining the two relevant stories 
Compare this new temporary cluster 
with other temproary clusters and 
real clusters 
Find the highest similarity (sim) 
and the corresponding element (type) 
from the scores 
Merge the corresponding tempoary ^ ^ 
cluster to this temporary cluster. Yes ^ ^ ^ ^ Yes ^ ^ ^ 
A higher level temporary cluster is " “ ~ 
No No 
Combine this temporary cluster to the 
corresponding real cluster. This 
tempoary cluster is deleted 
Figure 5.5: Flowchart of the Combination algorithm 
story-cluster similarity matrix, it means that the corresponding story 
and the real cluster are very similar. 
2. If the score is higher than a user-defined threshold, h, we invoke the 
Combination algorithm. Otherwise, this module terminates. 
The Combination algorithm is described as follows: 
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1. If the highest score comes from the story-cluster similarity matrix, we 
group the related story to the corresponding real cluster. Then the 
content of the real cluster is updated by taking the average of the 
vectors in the cluster and the story. 
2. If the highest score comes from the story-story similarity matrix, we 
merge the corresponding two stories and form a temporary cluster. To 
determine the representation of a new temporary cluster, we take the 
average of the respective vectors of the corresponding two stories as 
described in Section 5.1.2. The temporary cluster, T, will be further 
processed by either grouping to another temporary cluster or an exist-
ing real cluster as follows: 
(a) We compare this new temporary cluster, T, to other existing tem-
porary clusters and real clusters. The similarity measure has been 
discussed in Section 5.1.3 and Section 5.1.4. 
(b) If the highest score exceeds the threshold, h, T is merged with the 
most similar element. The element can be a temporary cluster or 
a real cluster. 
• If another temporary cluster, Ta, is merged, a higher level 
temporary cluster, 丁丨” is formed. The content of is found 
by computing the average of the corresponding vectors of T 
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and Ta. 
• If an existing real cluster, % is merged with T, we take the 
average of the corresponding vectors of T and Tr 
(c) If the highest score comes from the comparison between a story 
and a temporary cluster, the content of the temporary cluster is 
updated by taking the average of the vectors in the cluster and 
the story. 
We include the temporary cluster in the story-cluster similarity matrix. 
Then the main steps of Grouping Related Elements are repeated. When it 
terminates, each story in the first batch of the story list becomes a seed of a 
new real cluster. The Event Identification module will be invoked. 
5.4.3 Topic Identification 
The purpose of this module is to identify the associated topics for the stories 
in the first group of the story list. After the Grouping Related Elements 
module, each story in the first batch should have been assigned to either a 
real cluster or a temporary cluster. 
Figure 5.6 shows the procedure of transferring temporary clusters to real 
clusters and maintaining the story list. Each temporary cluster contains a 
certain number of stories. Some of them belong to the first group while some 
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I No 
(^^^Exit 
Figure 5.6: Flowchart of Topic Identification 
of them do not. We check each story in the temporary cluster and only stories 
which belong to the first group are transferred to a real cluster. We compute 
the average of the corresponding vectors of the stories to be transferred in the 
temporary cluster. The resultant vectors are used to represent the content 
of the real clusters formed. The temporary clusters are then removed. At 
the end of this step, only real clusters are remained and stories in the first 
group will be associated with the appropriate real clusters. 
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丨 
new first batch of stones from the f^ ext batch of stories 
• : Stories become the first batch 
X : Stories in the remaining list 
:Stories removed from the story list 
Figure 5.7: Story list after a detection cycle 
The next step is to remove the stories in the first batch from the story list 
and receive stories from the next batch. Figure 5.7 illustrates the structure 
of the story list after a detection cycle. The second batch of stories in the 
story list becomes the first batch of stories. If there exists a new batch, this 




Experimental Results and 
Analysis 
Several sets of experiments have been conducted to evaluate our topic detec-
tion system. In this chapter, we present the evaluation method, the design of 
the experiments as well as the results obtained. We also present the analysis 
of the results. 
6.1 Evaluation Model 
Topic detection is one of the tasks of the TDT3 project. The TDT3 project 
has released a set of news corpus and a evaluation method for the task [38, 37 . 
The corpus covers the first four months of 1998 and is annotated for 100 topics 
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(see Appendix A). 
6.1.1 Evaluation Methodology 
We follow the topic detection evaluation methodology designed in the TDT3 
Project [38, 37]. In general, the performance of the detection system is 
based on the probabilities of misses and false alarms. A "miss" means that 
the target is not detected when it is actually present. A "false alarm" means 
that the target is falsely detected when it is actually not present. In other 
words, the topic detection performance will be evaluated by measuring how 
well the stories belonging to each of the hypothesized topic (topic returned 
as the output of the system) matches with the stories belonging to the most 
likely evaluation topic (topic that have been manually annotated). 
After our system processes all news stories, a set of hypothesized topics 
are generated. Table 6.1 shows an example of a sample output of our system. 
The output format follows the specification of TDT3. We need to determine 
the link between each of the hypothesized topic to an evaluation topic. In 
order to determine the link, each evaluation topic will be mapped to one 
hypothesized topic that it best matches. The best match is defined as the 
match with the lowest detection cost. The detailed description of the match 
and the definition of the detection cost have been given in [37], A suirirnary 
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<topic id> <source file��location��decision�Cconfidence s ore> 
5 tkn/19980101_0016_1116JX:iN_MAN.tkn 1 YES 0.222784 
4 tkn/19980101_0016_1116JCIN_MAN.tkn 828 YES 1.000000 
9 tkn/19980101_0016_1116JCIN_MAN.tkn 863 YES 0.521392 
11 tkn/19980101_0016_1116_XIN_MAN.tkn 1476 YES 0.352163 
8 tkn/19980101_0016_1116_XIN_MAN.tkn 1978 YES 0.534955 
5 tkn/19980101_0016_1116JX:iN_MAN.tkn 2287 YES 0.163156 
1 tkn/19980101_0016_1116_XIN_MAN.tkn 2392 YES 1.000000 
5 tkn/19980101_0016_1116JX:iN_MAN.tkn 2871 YES 0.669700 
15 tkn/19980101_0016_1116_XIN_MAN.tkn 3434 YES 0.200529 
10 tkn/19980101_0016_1116_XIN_MAN.tkn 3654 YES 0.396813 
Table 6.1: An example of system output result 
is given in Appendix B. In the mapping task, the null topic (i.e., the topic 
with no stories) will be added to the set of hypothesized topics to avoid 
nonsensical mappings. Note that different evaluation topics may map to the 
same hypothesized topic. 
The calculation of miss and false alarm probabilities may be done in 
two ways, namely, story-weighted method and topic-weighted method. The 
story-weighted method computes the error probabilities for decisions pooled 
without the topic consideration while the topic-weighted method computes 
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the error probabilities for decisions so that all topics have equal weights. Since 
the topic-weighted method has the advantage of minimizing the variance of 
the estimates caused by topic difference, most of the researchers prefer this 
method. Let E be the set of stories in the evaluation topics, Eb be the 
best match hypothesized topic, and S be the set of stories in the evaluation 
corpus being processed. The miss and false alarm probabilities computed by 
the topic weighted method are as follows: 
PMiss = ^ E {1^-^61/1^1} 
^non-null rp 
^non — null 
PpalseAlarm = — 一 丑|} (6.1) 
where 
Ne is the total number of E 
X\ is the number of stories in the set X 
These error probabilities are then combined into a single detection cost, Coet 
by assigning costs to miss and false alarm probabilities: 





Cmiss 二 1 is the cost of a Miss 
Cfa = 1 is the cost of a False Alarm 
Puiss is the conditional probability of a Miss 
Pfa is the conditional probability of a False Alarm 
Ptarget IS a priori target probability 
Pnon—target ~ 1 — Ptarget 
Since Cnet is associated with costs or errors, smaller values correspond to 
better performance. In TDT3, the official setting for Ptarget is 0.02. Coet is 
the bottom-line performance measure of the detection task. Nevertheless, the 
value of Cnet is also a function of some application parameters. It is a function 
of the costs of detection errors and a priori target probabilities. Therefore, in 
order to provide a more meaningful measure of system performance, Coet will 
be normalized so that {CDet)Norm can be no less than one without extracting 
information from the source data. {CDet)Norm is defined as follows: 
�Cd t�N = CDet (6 3) 
min(CMi55 . Ptarget) CpA . Pnon-target) 
As a result, the absolute value of (Coet)Norm is adopted for comparing perfor-
mance in our experiment. Similar to Coet^  the smaller the value, the better 
67 
is the performance. 
6.2 Experiments on the effects of tuning the 
parameter 
A set of experiments have been conducted to investigate the detection per-
formance by varying the threshold h. We investigate how the probabilities 
of misses and false alarms are affected in our system. 
6.2.1 Experiment Setup 
We obtained the official development set (January to April 1998) which con-
tains 43,666 stories to conduct our experiment. We conducted the experiment 
under the required condition of the TDT3 project as shown in Table 6.2. The 
condition corresponds to multi-lingual topic detection based on original lan-
guages. 
We chose top 50 story terms, top 15 named entities and top 15 concept 
terms to represent a story. The parameter for time adjustment, is set to 
0.949. We varied the term weightings Wg and Wc for calculating the similarity 
score by conducting a set of experiments. 
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Parameter Value 
Source Language English and Mandarin together 
Source data type text sources and the TDT3 
automatic transcription of audio sources 
Maximum decision deferral period 10 source files 
Table 6.2: Required Condition for topic detection experiments 
6.2.2 Results and Analysis 
Figure 6.1 shows the detection performance measured in {CDet)Norm when we 
vary the threshold, h. Figure 6.2 shows the plot of miss probability against 
false alarm probability when we vary the threshold, h. This kind of plot is 
also called a DET curve. 
The results show that, the best [CDet)Norm of 0.3083 is obtained when 
the threshold h is 0.13. In general, the system can achieve relatively small 
false alarm probability. One reason is that we always compare the stories in 
the first batch to existing clusters so that similar stories can be grouped as 
far as possible. However, the undesirable effect is that relatively large miss 
probabilities are obtained. 
Figure 6.3 shows the detection performance when varying Wg and fixing 
Wc at 0.2�Figure 6.4 shows the detection performance when varying w � a n d 
fixing Ws at 0.7. The result shows that the best values of Wg and w � a r e 0.7 
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Figure 6.3: The detection performance of different story term weightings Ws 
and 0.2 respectively. 
Table 6.3 compares the performance of our system with the evaluation 
results of other detection systems participating in TDT3. Their experiments 
were conducted based on the evaluation set (October to December 1998) of 
the TDT3 corpus i. 
iWe are in the process of obtaining this evaluation corpus. 
72 
0.36 1 1 1 1 1 
0.35 
g 0.34 - -
§ 
U 
？ 一 \ -— : 
j A O Q ……一. 




H 0.32 \ + -
\ / 
\ 乂 
0.31 � t . 7 Z 
-——Cnorm value 
0.3 1 ‘ 1 ‘ I 
0 0.05 0.1 0.15 0.2 0.25 0.3 
Concept terms weighting 
Figure 6.4: The detection performance of different concept term weightings 
Wc 
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Systems Topic weighted )norm 
My system 0.3083 
CMU , BORG.det 0.3093 
IBM official 0.2645 
UMass official 0.3025 
Table 6.3: The detection performance for different participants in TDT. 
6.3 Experiments on the effects of named en-
tities and concept terms 
The purpose of this experiment is to investigate the effect of named entities 
and concept terms on the detection performance. Traditionally, only story 
terms are used to represent story. In our approach, in addition to story 
terms, named entities and concept terms are also used to represent stories. 
We have conducted some experiments to see whether they contribute to the 
detection task. 
6.3.1 Experiment Setup 
We used the same development set as previous experiments (see Table 6.1). 
We chose top 50 story terms, top 15 named entities (if they are used) and 
top 15 concept terms (if they are used) to represent a story. The parameters 
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Ws, Wc are set to 0.7 and 0.2 respectively. The threshold h is varied to test a 
range of values. Lp, the parameter for the time adjustment, is set to 0.949. 
We run the experiments on four conditions: 
1. All story terms, named entities and concept terms are used to represent 
a story. 
2. Only story terms and named entities are used to represent a story. 
3. Only story terms and concept terms are used to represent a story. 
4. Only story terms are used to represent a story. 
6.3.2 Results and Analysis 
Figure 6.5 shows the DET curve for different conditions. Table 6.4 shows the 
best detection result of each condition. The result shows that using story 
terms, named entities and concept terms improve the detection performance. 
The combination of all features provides more useful characterization of the 
stories and thus a better result is obtained. 
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Terms used Topic weighted {CDet)norm 
Only story terms 0.3287 
Story terms + concept terms 0.3342 
Story terms + named entities 0.3269 
Story terms + concept terms + named entities 0.3083 
Table 6.4: The best detection performance of different combination of terms 
6.4 Experiments on the effect of using time 
adjustment 
The purpose of this experiment is to investigate the effect of using time 
adjustment on detection performance. Time adjustment scheme is used to 
reduce the influence of the 'old' stories. 
6.4.1 Experiment Setup 
The settings of parameters are the same as the previous experiments except 
that the parameter for time adjustment, Lp, is varied to test the detection 
performance. Note that the time adjustment scheme is disabled when Lp is 
set to 1. 
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6.4.2 Results and Analysis 
Figure 6.6 shows the changes of {CDet)norm values for different Lp. Table 6.5 
shows the {CDet)norm values in some of Lp settings. The best Lp is a relatively 
large number (0.949) and it gives the lowest {CDet)norm value of 0.3083. It 
shows that the result improves when compared with the experiment with the 
time adjustment scheme disabled which gives the performance of 0.3343. 
However, the performance of the system becomes worse when we decrease 
Lp. The reason is that the corpus we used was extracted from multiple 
channels of news sources during the period of January to April of 1998. Due 
to the short range of time period of the corpus, the time adjustment to the 
similarity weighting should not be too severe. As a result, a relatively large 
Lp will result in better performance. 






Table 6.5: The effect of Lp on detection 
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6.5 Experiments on mono-lingual detection 
The purpose of the experiment is to test the performance of the system ap-
plied on different detection conditions. The basic requirement of TDT3 for 
topic detection is to detect the stories in both English and Chinese stories. 
We further apply our system to mono-lingual stories in the corpus to inves-
tigate the detection performance in different languages. 
6.5.1 Experiment Setup 
All parameter settings are the same as the previous experiments except that 
we use news from different languages as follows: 
• The whole development set which contains multi-lingual stories in nat-
ural languages. (MUL) 
• Only Chinese news in the development set. (Chinese) 
• Only English news in the development set. (English) 
6.5.2 Results and Analysis 
Figure 6.7 shows the performance of the system applied in different language 
settings at different threshold values and Table 6.6 shows the best (CDet)norm 
value in the different language combination. The detection performance is 
80 
0.75 1 1 1 I 丨丨 
multilingual 
— english 
Q 7 : : : : . : : : : : : � Chinese 
0.65 ::.�. :,:�:.””.."”.””:::�: 
N y 、. 
. � � - � 
. � � - � 
g 0.6 :、::；；:>•<: b 
0 fi U 
-0 0.55 念 A M •s 
^ 0.5 




^ ..,-•....• — 
. . � 
0.3 ‘ ‘ ‘ ‘ 
0.09 0.1 0.11 0.12 0.13 0.14 
Thresholds 
Figure 6.7: The detection performance of different language combination for 
different threshold values 
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good when we use both English and Chinese news. It is also quite good 
when we conduct detection for English news only. However, the performance 
is not good when we perform detection on Chinese stories only. One possible 
reason is that the sets of English words representing the Chinese stories 
cannot provide good enough information. 




Table 6.6: The best detection performance of different language combination 
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Chapter 7 
Conclusions and Future Work 
7.1 Conclusions 
This chapter concludes our research. It also suggests a few extensions for our 
proposed detection system. 
The goal of topic detection is to develop an intelligent system to de-
tect events or topics automatically from an incoming source of news stories. 
Topic detection is one of the major tasks in Topic Detection and Tracking 
(TDT) project sponsored by Defense Advanced Research Projects Agency 
(DARPA). We focus on topic detection in multi-lingual news stories in par-
ticular, Chinese and English stories. 
Traditionally, each story or topic is represented by a set of story keywords 
and the corresponding term weights. In our proposed system, each story or 
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topic is represented by a combination of three kinds of features, namely, 
concept terms, named entities and story terms. Concept terms are extracted 
from a concept database according to related stories in a concept generation 
corpus against a sentence. Named entities are extracted from the story by a 
transformation-based error-driven part-of-speech tagger. 
Gross translation on Chinese stories is performed so that each Chinese 
story is represented by a set of English words. Then, we perform agglom-
erative clustering to group related stories together. Each cluster formed is 
represented as a topic. The aim of our clustering method is to group related 
stories in the window of deferral period as much as possible. Based on the 
characteristics of temporary cluster and real cluster, similar stories and tem-
porary clusters are merged to form a higher level temporary cluster. Time 
adjustment scheme has been proposed during the calculation of similarity 
score between clusters. The aim of the time adjustment is to reduce the 
influence of old stories on the current decision. 
Experimental result shows that our clustering approach can minimize the 
false alarm probability. The result also demonstrates the strength of the 
combined feature representation over the traditional story keyword represen-
tation. The concept terms and named entities can provide useful character-
ization of the stories and they bring benefits for the detection task. 
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7.2 Future Work 
Although the system performs quite well, it has some limitations. Our next 
goal is to further study the limitations and improve the system performance. 
• A larger lexicon may be used to provide more accurate segmentation 
on Chinese stories especially for names and locations. A more accurate 
tagger may help a lot in extracting suitable named entities. 
• The translation algorithm can be improved so that each Chinese word 
can be translated into a set of more meaningful English terms. 
• Incremental inverse document frequency which has been shown useful 
in other information retrieval systems. 
• A more sophisticated clustering algorithms can be developed to reduce 
the miss probability. 
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Appendix A 
List of Topics annotated for 
TDT3 Corpus 
Table A.l: List of 100 topics annotated for TDT3 corpus [35 
No. Topic 
1 Asian Economic Crisis 
2 Monica Lewinsky Case 
3 Peruvian Anti-torture Laws 
4 McVeigh's Navy Dismissal k Fight 
5 Upcoming Philippine Elections 
6 Israeli Palestinian Raids 
7 Fossett's Balloon Ride 
8 Casey Martin Sues PGA 
9 Karla Faye Tucker 
10 Mountain Hikers Lost 
11 State of the Union Address 
12 Pope visits Cuba 
13 1998 Winter Olympics 
14 African Leaders and World Bank Pres. 
15 Current Conflict with Iraq 
16 $1 million Stolen at WTC 
17 Babitt Casino Case 
18 Bombing AL Clinic 
19 Cable Car Crash 
20 China Airlines Crash 
21 Tornado in Florida 
to be continued... 
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continued from previous page... 
No. Topic 
22 Diane Zamora 
23 Violence in Algeria 
24 Shevardnadze Assassination Attempt 
25 Shoplifter's Hand Amputated 
26 Oprah Lawsuit 
27 Pharoah's Tomb 
28 Mary Kay LeTourneau 
29 Buffett buys Silver 
30 Pension for Ms. Schindler 
31 John Glenn 
32 Sgt. Gene McKinney 
33 Superbowl'OS 
34 David Satcher confirmed 
35 Holocaust Museum Resignation 
36 Rev. Lyons Arrested 
37 Quality of Life, NYC 
38 LaSalle Boat FOUND! 
39 India Parliamentary Elections 
40 Tello (Maryland) Murder 
41 Grossberg baby murder 
42 Asteroid Coming?? 
43 Dr. Spock Dies 
44 National Tobacco Settlement 
45 Mt. Cook Climbing Accident 
46 Great Lake Champlain?? 
47 Viagra Approval 
48 Jonesboro shooting 
49 BoehnerGingrich chat taped 
50 JJ the Whale 
51 Thai Police Lt. Arrested 
52 Strike in Germany 
53 Capps Replacement Elections 
54 Albright to Canada 
55 Boeing Discrimination Suit 
56 James Earl Ray's Retrial? 
57 World Figure Skating Champs 
58 Guiness Gag 
59 UCONN Spring Weekend 
to be continued... 
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continued from previous page... 
No. I Topic — 
60 POW Memorial Museum 
61 Kenya Boosts Tourism 
62 Mandela visits Angola 
63 Bird Watchers Hostage 
64 Race Relations Meetings 
65 Rats in Space! 
66 Marcus Allen Retires 
67 Spanish Dam Broken 
68 Debella Treatment CURES Cancer? 
69 Carter reunion 
70 India, A Nuclear Power? 
71 Israeli-Palestinian Talks (London) 
72 Tony Awards 
73 Mother-Tongue Teaching 
74 Nigerian Protest Violence 
75 Food Stamps 
76 Anti-Suharto Violence 
77 Unabomber 
78 Denmark Strike 
79 Akin Birdal Shot & Wounded 
80 Human Rights.Ethiopia 
81 Bad juice 
82 Abortion clinic acid attacks 
83 World AIDS Conference 
84 Job incentives 
85 Saudi Soccer coach sacked 
86 GM Strike 
87 NBA finals 
88 Anti-Chinese Violence in Indonesia 
89 Afghan Earthquake 
90 Unwed Fathers' Law 
91 German Train derails 
92 No Fat Drug 
93 Puerto Rico phone strike 
94 Nazi-plundered Art 
95 Turkish Military Officers Fired 
96 Clinton-Jiang Debate 
97 Martin Fogel's law degree 
to be continued... 
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continued from previous page... 
No. Topic 
98 Cubans returned home 
99 Oregon bomb for Clinton? 
100 Goldman Sachs - going public? 
89 
Appendix B 
Matching evaluation topics to 
hypothesized topics 
Each evaluation topic will be mapped to one hypothesized topic that it best 
matches [37]. The best match will be the match with the lowest detection 
cost, where the detection cost is defined as: 




CMiss (the cost of a Miss) = 1 
CFA (the cost of a False Alarm) = 1 
PMiss{E,H)^NMiss{E,H)/\E\ 
PFA = NFA{E,H)/\S-E\ 
E is the set of stories in an evaluation topic. 
H is the set of stories in a hypothesized topic. 
Ptarget prioH probability of a story beging on some given topic) =0.02 
NMiss{E, H) is the number of stories in E that are not in H. 
N F A { E , H) is the number of stories in H that are not in E. 
X\ is the number of stories in the set X of stories. 
S is the set of stories to be scored in the corpus being processed. 
Thus the mapping task is to determine H(五)for all evaluation topics, where 
^{E) = ^IGMMH{CDet{E,H)} 
Each evaluation topic is then linked to the best match hypothesized topic 
with corresponding miss and false alarm probabilities. 
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