Procedimiento automático de reducción de variables basado en ACP para el reconocimiento de formas con ultrasonido by Restrepo Girón, Andrés David et al.
Procedimiento automático de reducción 
de variables basado en ACP para el 
reconocimiento de formas con ultrasonido 
Automatic Procedure tor Variables Reduction Based on peA Applied 
to Object Shapes Recognizing with Ultrasound 
A NDRÉs D AVID RESTREPO GIRóN 
Ingeniero Electrónico y Magíster en Automática de la Universidad del Valle . En la ac-
tualidad se desempeña como profesor de tiempo completo en la Universidad Santiago 
de Cali, en donde está vinculado al Grupo de Instrumentación Electrónica (GIE). Sus 
áreas de interés son el diseño análogo y digital, la instrumentación inteligente y el pro-
cesamiento de señales acústicas. 
adareg378@yahoo .com 
andres .restrepoOO@usc.edu.co 
H UMBERTO L OA IZA C ORREA 
Ingeniero Electricista y Magíster en Automática de la Universidad del Valle. PhD . en 
Robótica y Visión Artificial de L'Université d'Evry, Francia. En la actualidad se de-
sempeña como profesor titular de la Escuela de Ingeniería Eléctrica y Electrónica de 
la Universidad del Valle . Dentro del grupo de investigación en Percepción y Sistemas 
Inteligentes trabaja en las líneas de procesamiento de imágenes y señales, percepción 
inteligente y robótica móvil. 
hloaiza@univalle.edu.co 
E DUARDO F RANCISCO C AICEDO B RAVO 
Ingeniero Electricista de la Universidad del Valle (1984). Magíster en Infomlática In-
dustrial (1993) y Doctor Ingeniero en Infonnática Industrial (1995) de la Universidad 
Politécnica de Madrid. En la actualidad se desempeña como profesor titular en la Es-
cuela de Ingeniería Eléctrica y Electrónica de la Universidad del Valle. Asimismo, está 
vinculado al grupo de investigación en Percepción y Sistemas Inteligentes, su trabajo se 
centra en el área de los microprocesadores y los sistemas inteligentes . 
ecaicedo@univalle .edu .co 
Clasificación del arlfculo invesligación 
Fecha de recepción: 11 de sepl iernbre de 2006 Fecha de aceplacióll: 30 de abri l de 2007 
Palabras clave: reducción de variables, clasificación de patrones, análisis en componentes principales, 
pseudovisión ultrasónica, ACP. 
Keywords: variables reduction, pattem classification, principal component analysis, ultrasonic pseudo-
vision, PCA. 
. . 
con-CienCias 
RESUMEN 
En algunos casos de desarrollo de un sistema de 
clasificación de patrones, la elección de las caracte-
rísticas a partir de los datos capturados puede llevar 
a disponer de un conjunto bastante numeroso de 
variables; en tales circunstancias, es fundamental 
disponer de una técnica para definir las caracteristicas 
muy ruidosas que aportan muy poca infoffilación 
o llevan información redundante, con el objetivo 
de eliminarlas y trabajar con un número total que 
reduzca el esfuerzo computacional. En este artículo 
se presentan los resultados preliminares de una 
metodología para eliminar sistemáticamente las va-
riables muy correlacionadas mediante un algoritmo 
informático; ésta se basa en los resultados obtenidos 
del Análisis en Componentes Principales (ACP) [1] 
sobre un conjunto de datos estadísticos. La presen-
tación se basa en tUl grupo de variables extraídas 
de las señales de eco ultrasónico captadas por un 
Sistema Ultrasónico de Reconocimiento de Formas 
(SURF) de objetos. 
ABSTRACT 
Sometimes, when a classification system is de-
veloped, the choice of characteristics from saved 
data can lead to a great number of variables. At 
these circumstances, the use of a tool like Princi-
pal ComponentAnalysis (PCA) is required, so the 
noisy, meaningless or redundant variables can be 
determined and eliminated latero Then, it is possible 
to work with a less number of variables and reduce 
computational effort. This paper shows preliminary 
results about a method to eliminate those highly 
correlated variables through an algorithm, based 
on application of Principal Component Analysis 
(PCA) over a set of statistical data. The explanation 
is based on a set of characteristics from ultrasonic 
signals used in an Object Shape Recognizing 
System. 
* * * 
1. Introducción 
En el sistema ultrasónico de reconocimiento pre-
viamente desarrollado [2] pueden llevarse a cabo 
cinco análisis diferentes de los ecos ultrasónicos, 
para así obtener un conjunto de caracteristicas o 
variables por cada uno: 
• Análisis en el tiempo: 24 características. 
• Análisis de los coeficientes de la Transformada 
Discreta de Fourier [3]: 16 características. 
• Análisis del espectro de F ourier tomado como 
un histograma: 16 características. 
• Análisis de los coeficientes de la Transfonnada 
Discreta Wave let [4]: 112 caracterísitcas. 
• Análisis de las envolventes Wavelet tomadas 
como histogramas: 112 características. 
Las caracteristicas generadas en cada análisis co-
rresponden a un número menor de mediciones que 
se repiten sobre cuatro señales de eco resultantes 
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de una exploración ultrasónica, la cual utiliza un 
montaje sensorial conformado por dos emisores 
y dos receptores [2] [5] [6]. Dadas las cualidades 
del sistema, puede darse el caso de disponer un 
conjunto de 152 variables en total ; este número 
implica un aumento en el esfuerzo de cálculo y, 
probablemente, diferentes variables están diciendo 
prácticamente lo mismo. Para determinar la rele-
vancia de las variables se eligió la técnica del ACP, 
como se revisa en el apartado 2. Posteriormente, en 
el apartado 3 se exponen los pasos del algoritmo de 
reducción automática de variables, cuyos resultados 
se reStU11en en el apartado 4; por último, en el quinto 
se muestran las conclusiones del trabajo. 
2. Análisis en Componentes Principales 
(ACP) 
2.1. Generalidades 
El ACP hace uso de la Transformada de Karhunen-
Loeve (TKL) que tiene por objetivo transformar un 
espacio P de representación de datos, patrones o 
unidades estadísticas [1] de dimensión NCAR (en el 
cual cada eje coordenado representa una variable 
o caractenstica y cada dato resulta formado por un 
vector de NCAR caractensticas y representado por un 
punto en el espacio P), a un nuevo espacio vecto-
rial P ' en el cual los datos presenten una varianza 
máxima (gráfica 1). Esta maximización se consigue 
mediante la transformación lineal de la ecuación (1) 
[7], en la cual X representa el conjunto de patrones 
originales (en forma matricial , cada dato o patrón 
corresponde a un vector columna, como en la grá-
fica 2), Y el conjunto de patrones transfom1ados, y 
Wla Matriz de Transformación: 
(1) 
La matriz de transformación W se obtiene conside-
rando que para que los datos en el nuevo espacio 
P ' exhiban máxima varianza debe realizarse una 
operación de maximización sobre la matriz de 
covarianza de los datos en Y (COVy). 
s 
5 
y? 4 
\ 3 
2 
Xi 
(2.2) 
(2,3) 
(3,4) 
(4,3) 
(5,4) 
(5,5) 
123455 
Figura 1. Maximización de la varianza 
al pasar del espacio P al P ' . Fuente [7] 
Vi 
(2.78.0.00) 
(3.35, 1.32) 
(4.74, 1.57) 
(4-99,0.18) 
(6.38, 0.43) 
(5.95, 1.25) 
Además de tener una varianza máxima, en la TKL 
existe una intención adicional: conseguir que todas 
las caractensticas transformadas estén descorre la-
cionadas entre sí, es decir, que no exista redundan-
cia en la información; para ello, la matriz COVy 
debe ser diagonal. Con estos requerimientos se 
deduce [7] y que la matriz W debe cumplir con: 
(COVx-AI) W= O (2) 
. . 
COn-CienCiaS 
En (2) , CO~r es la matriz de covarianza de los da-
tos X (en el espacio P). A la vez, el vector A debe 
satisfacer: 
Icovx - AlI = O (3) 
Cada elemento A. sobre la diagonal de la matriz de 
¡ 
covarianzade los datos en Y (matriz diagonal COVy) 
corresponde al valor de la varianza maximizada 
que exhiben los patrones con respecto a la variable 
transfonnada i. Estas varianzas están ordenadas 
numéricamente: 
La ecuación (4) significa que la primera caracte-
rística transformada porta la mayor cantidad de 
información y que ésta va disminuyendo a medida 
que se avanza hacia variables de mayor orden. Por 
tanto, el ACP tiene dos objetivos principales [1]: 
• Formar gmpos homogéneos de patrones que 
eventualmente permitan hacer wm clasificación 
de los datos. 
• Analizar las correlaciones entre las variables 
originales en X para luego reducir su conjunto 
a aquellas que aporten la información más 
relevante, ya sea a partir de las variables trans-
fom1adas [8] [9], o de las variables originales 
a través del círculo de correlación [2]. 
2.2 Nube de puntos y círculos de correlación 
Cada patrón caractenstico puede ser representado 
como l.ID punto en el espacio P', gracias a los valores 
de las caractensticas que han sido transformadas 
por la TKL y que actúan como coordenadas. La 
nube de puntos o plano principal (gráfica 2a) se 
forma cuando se dibujan todos estos puntos con 
respecto a dos ejes. Al igual que con los datos, a 
cada variable original también se le puede asignar 
un punto en el espacio P' cuyas coordenadas co-
rrespondan a los valores de correlación entre dicha 
variable y las variables transformadas; en conse-
cuencia, a través de la cercanía entre una y otra se 
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puede visualizar el grado de correlación entre las 
características originales. Cuando involucra sólo 
dos ejes principales, el diagrama así generado se de-
nomina círculo de correlación (gráfica 2b). Aunque 
variable o 
caracterlsticiI 
\ 
a) 
'~1""S --"-10~~-~O-~--';1O--:'\S' 
(i'!tPt~l _~_ 
en algunos casos el ACP se restringe a los primeros 
dos ejes principales, se adoptó una estrategia que 
considerara más ejes. 
o,a 
var;lJb/e o o 
c8,act&ristica~o 
original o 
cfrculo unItario \,,/ 
~'. b) '-- ........ 
" .1 .os 
Gráfica 2. a) Ej emplo real de una nube de puntos sobre el primer plano principal. b) Ejemplo real de un círculo de correlación 
3. Metodología de reducción automática 
de variables 
3.1 Aspectos generales de la reducción de 
variables 
Cuando se trabaja con el grupo de variables trans-
formadas o principales se estudian los \ y se partió 
de un porcentaje de infomlación P inJo que se desea 
conservar después del proceso de eliminación. La 
relación entre P inJo y el número entero de variables 
Nc que se conservan está dado por la ecuación 
(5): 
(5) 
En este caso se quisieron reducir las variables origi-
nales x .. Para esto inicialmente se define el número 
1 
de planos principales requeridos para satisfacer P inJo; 
visto desde (5); esto equivale a reemplazar Nc por el 
parámetro ejepmax, que indicará el número de ejes 
principales para tener en cuenta. La estrategia con-
tinúa definiendo parejas de variables fuertemente 
correlacionadas en el primer plano principal, para 
luego investigar qué ocurre con ellas en los demás 
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planos: sólo las parejas que permanezcan fuerte-
mente correlacionadas en cada uno de los planos 
principales involucrados serán catalogadas como 
tal. Con el propósito de evitar un mayor esfuerzo 
computacional, los planos estudiados siempre serán 
consecutivos, es decir, construidos con los ejes prin-
cipales k y k+ l. En consecuencia, es probable que 
dos variables fuertemente correlacionadas bajo este 
criterio no lo sean en algún plano no consecutivo, 
aunque se puede demostrarse que tampoco estarán 
considerab lemente descorrelacionadas. 
3.2. Algoritmo de reducción de características 
A continuación se enuncian los pasos del proce-
dimiento propuesto. Para su ejecución se desa-
rrollaron rutinas basadas en funciones propias del 
programa MATLAB. 
1) Mediante la función prestdO de MATLAB se 
nomlaliza el conjunto de patrones originales, 
de tal modo que los valores adoptados por cada 
característica a través de todos los datos tengan 
una media de O y una varianza igual a l. La no-
tación X representará la matriz normalizada. 
2) Transfonnación en componentes principales 
(TKL) sobre los patrones nomlalizados me-
diante lafunciónprincompO de MATLAB [10]. 
Los resultados son la matriz de transformación 
W, las varianzas maximizadas A¡ y los datos 
transfofilados en forma de una matriz yr cuyas 
filas son los nuevos patrones. 
3) Cálculo de la matriz de correlación entre las 
variables o características originales de los 
datos en X y las variables principales o carac-
con{x¡, x,) con(x¡, X,. I ) 
Xi+1 con{XI+1' x, ) con(x¡+I' X,+I) 
.lvl{·l)rr :=: . ... . __ . 
. . 
COn-CienCiaS 
terísticas de los datos transfofilados en Y. En la 
matriz resultante M CORR' las filas y las columnas 
aparecen de tal fOfila que las variables X i se con-
catenan con las variables Yi; por tanto, si ésta se 
divide en cuatro partes iguales, la submatriz de 
interés MCORREJES pertenece a la sección superior 
derecha, en la cual las filas corresponden a las 
X i y las columnas a las Yi (cuadro 1). 
Y i+1 
Subma/rlzde 
interés. 
... i ... I 
I I 
••• 1 ... 
I 
... , ... 
I 
... 1 ... 
con (x¡, y j ) 
cor{\ +I' Y I ) 
COf'~X¡ ' Yj+l ) 
con {ri+J' YI+I) 
... ' 
I 
, 
, 
, 
. . ~ __ '_"_._. __ "-" "_-_ -_._"_ ' _ - _ ._-_ . __ J 
conG'¡'Yj ) conG",y¡. J 
con(y,."yJ COrfG'rpYj+J 
Cuadro 1. Matriz de correlación general entre los datos enXy Y 
4) Generación de una matriz M CORR2EJES' que con-
tiene las correlaciones entre todas las variables 
originales (filas) y los dos primeros ejes princi-
pales del espacio transformado P' (columnas). 
Es decir que, inicialmente: 
5) Separación de las dos columnas de la matriz 
M CORR2EJES y réplica de las mismas, para obtener 
dos matrices cuadradas C CORREJEl y CCORREJE2 
cuyas columnas sean idénticas entre sí e igua-
les a la columna de correlaciones entre las Xi y 
el primer eje principal para la primera matriz 
resultante, y la columna de correlaciones entre 
las X i y el seglUldo eje principal para la segunda 
matriz resultante. 
e cO'Tejel = 1M' con ejes V ' 1) . . . M cOII.jes V, 1) J (7) 
C coneje2 = ~ correjes V, 2) .. . M correjes V, 2) J 
Dado que cuando se construye el círculo de correla-
ción el primer eje principal actúa como eje de abs-
cisas y el segundo como eje de ordenadas, ahora es 
posible encontrar la separación con respecto al eje 
horizontal y al vertical entre cada par de variables y 
calcular las diferencias entre las correlaciones con 
el primer y segundo eje principal, respectivamente. 
Con las matrices en (7) se procede: 
D = C - C T Y D - C - C T (8) I correje l correjel 2 - C'orrl!}e 2 con"e¡el 
En (8), DJ y D 2 son matrices cuyos elementos D /i,j) 
y D li,j) son las distancias rectangulares entre las 
variables i y}. Estas matrices son simétricas y tienen 
ceros en sus diagonales. 
6) Cálculo del cuadrado de los elementos de las 
matrices D J Y D 2 para generar la matriz DE con 
las distancias euclidianas entre la característica x . 
. 1 
(fila i) y la característica X (columna}), aplicando 
} 
la ecuación: 
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(9) 
7) Construcción de una lista de parejas de variables 
separadas por una distancia menor o igual a una 
distancia d
max
, que define si dos variables están 
altamente correlacionadas. La lista se trabaja en 
forma de una matriz VeoRR de dos columnas: 
De esta forma, la lista contendrá todas las parejas 
de variables bastante correlacionadas y que, por 
tanto, llevan información muy similar. 
8) Puesto que la matriz DE es simétrica, en el 
arreglo VeoRR del punto anterior, cada pareja 
estará repetida dos veces. De este de modo se 
quitan todas las parejas; donde i > j. 
M COrr2 je}k ) = [Mcorrejes(i , k) 
10) Comparación para detemúnar si cada pareja de 
variables correlacionadas en el primer círculo 
de correlación siguen con esta condición en los 
demás círculos. Para ello fue implementado un 
algoritmo de búsqueda que toma una a una las 
parejas en VeoRR(J) y las compara con las parejas 
de cada lista obtenida de los círculos restantes, 
V (2) V (3) V (ejepmax) Los resultados eORR ' eORR , ••• , eORR • 
de las comparaciones se guardan en una matriz 
auxiliar M AUX 
11) Selección de las parejas que, de acuerdo con 
la matriz M AUX del punto anterior, se repitan en 
todas las listas VeoRR(k), y confomlación de una 
lista global y definitiva VeoRRx que contendrá 
todas las parejas de características originales 
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9) Repetición de los pasos 4) hasta el 9) sobre 
las correlaciones entre las características x 
I 
y cada dos ejes principales consecutivos. Lo 
anterior significa que, habiendo encontrado 
las parejas de variables correlacionadas en el 
círculo de correlación formado por el 1 er y 2do 
eje principal, se debe hacer la misma búsqueda 
a través de los círculos formados por el 2do y 
el 3er eje principal, el 3er y 4to, el 4to y )lo, y así 
sucesivamente hasta aquel fonnado por los 
dos últimos ejes principales tenidos en cuenta. 
Por consiguiente, en cada iteración se obtiene 
una lista de parejas correlacionadas (similares 
a la matriz VeoRR)' y al final se tendrán tantas 
listas como círculos de correlación se analicen. 
Matemáticanlente, si ejepmax es el número de 
ejes principales analizados, y k representa el 
índice de cada iteración, tenemos: 
M correjes (i , k + 1)] y 
(11) 
que se mantienen correlacionadas a través de 
todos los círculos de correlación consecutivos 
involucrados en el análisis : 
VCORRX = {(x¡,x) E V (k) con,Vk = 1,2, ... ,ejepmax} (12) 
12) Extracción de la lista de variables individuales 
y diferentes entre sí que se encuentran en la 
lista global de parejas correlacionadas VeoRRX Y 
conformación de un único vector. A manera de 
ejemplo, si se tiene la lista de parejas (VeoRlv,) 
de la tabla 1 a, en la que cada variable está repre-
sentada por un número entre el1 y el24 (NeAR 
= 24), el vector con las variables individuales 
seleccionadas sería el de la tabla lb . 
. . 
COn-CienCiaS 
1 5 1 
2 6 2 
3 7 3 
4 8 4 
10 11 10 
10 12 11 
11 12 14 
14 15 13 
13 16 15 
13 21 22 
14 22 16 
15 22 21 
14 23 5 
15 23 6 
22 23 7 
13 24. 8 
16 24 12 
a) 21 24 b) 23 24 
Tabla 1. a) Lista de parejas de variables cOlTelacionadas a través de los 
planos principales involucrados: V cORroe b) Lista de variables individuales 
13) Creación de grupos o racimos de variables 
correlacionadas fuertemente con una de ellas, 
la cual será la cabeza o primer elemento del 
racimo. Cada variable diferente en VCORRX se 
convertirá en cabeza de un racimo que habrá 
de ser completado con las demás variables que 
estén fuertemente correlacionadas con ella. Para 
confonnar los racimos se busca la presencia de 
Variable cabeza 
de Racimo ~ 
Racimo 1 
Racimo 2 
Racimo 3 
Racimo 4 
Rar;imo~ 
Racimo 6 
Racimo 7 
Racimo 8 
Racimo 9 
Racimo 10 
Racimo 't1 
Racimo 12 
Racimo 13 
RaCimo 14 
Racimo 15 
Racimo 16 
Racimo 17 
Racimo 18 
Racimo 19 
:--.... 1 
..... \ 2 
3 
4 
10 
11 
14 
13 
15 
22 
16 
21 
5 
6 
7 
8 
12 
23 
24 
cada cabeza de racimo en las parejas del arreglo 
VCORR • X Cada vez que ella aparezca se escoge 
la variable que la acompafia en VCORRX para 
ir constituyendo el racimo respectivo. Como 
ejemplo, en la tabla 2 se muestra la confonna-
ción de un conjunto de racimos a partir de los 
arreglos de la tabla l. 
5 
6 
7 
8 
11 12 
1.2 10 
15 22 23 
16 21 24 
22 23 14 
23 14 15 
24 13 
24 13 
'1 
2 
3 
4 
10 111 
14 15 221 
13 161 21 1 
Tabla 2. Organización de las variables correlacionadas en racimos 
14) Cuando se han llenado todos los racimos, éstos 
se organizan de acuerdo con la distancia desde 
el origen del círculo de correlación para el pri-
mer plano principal hasta las variables que son 
cabeza de los mismos, de modo que el primer 
racimo que aparezca sea aquel cuya cabeza 
esté más alejada del origen que las cabezas del 
resto. Después de esta organización, vuelven a 
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ordenarse, esta vez de acuerdo con el número 
de variables que confonnan cada racimo, de 
tal manera que ahora el primero será aquel que 
reúna más variables correlacionadas. 
El número de variables que confoffilan el racimo 
es el criterio más importante para el ordenamiento 
porque así, probablemente, estos grandes racimos 
absorberán a otros más pequeños, lo que asegura 
una reducción más eficiente; sin embargo, gracias 
al primer criterio, cuando existan dos o más racimos 
con el mismo número de variables correlacionadas 
RadmoNo. ftcM v.".torbkr,um DJstancf;¡ r:/e 1" c4dlf~admo "~~'''M odQerr 
1 2 0.84417 
2 2 0.92681 
3 2 0.67093 
4 2 o ogaSa 
5 3 0,84411 
6 3 0.86023 
7 4 095525 
8 4 0,90176 
9 4 0,95555 
10 4 09705 
" 
3 0.67553 
12 3 0.90388 
13 2 0.64222 
14 2 0,92453 
15 2 0,66647 
16 2 0.69661 
17 3 0,82536 
16 4 098004 
19 4 0.90426 
tendrán prelación aquellos cuyas cabezas corres-
ponden a las variables más alejadas del origen 
del primer círculo de correlación, con lo que se 
da preferencia a las características que presenten 
una correlación más grande con las dos variables 
transfonnadas de mayor varianza. Para realizar lo 
descrito, de cada racimo se extrae la infonnación 
que se observa en la tabla 3a, y al aplicar los cri-
terios de reordenamiento se obtiene la lista de la 
tabla 3b; así, los racimos mostrados en la tabla 2 
quedarían dispuestos como enseña la tabla 4. 
b) 
RiHJJfflONo. 
(l.tJaVov/;¡W¡IQstJn OJ$'lOmCfitcsnla 
c&d:a FiKimo "c-,,be.u- a1 0I"1g«l 
18 4 0 .9606 
10 4 0,976 
9 4 09555 
7 4 095525 
19 4 0 .90426 
8 4 0.90176 
12 3 0 .90388 
11 3 0 .87553 
6 3 096023 
5 3 0 .84411 
17 3 0.82536 
2 2 0.92681 
14 2 0 .92453 
3 2 0,87093 
15 2 0.96847 
1 2 0.84417 
13 2 0 ,84222 
4 2 0.69858 
16 2 0,69661 
Tabla 3. a) Infonnación de los racimos. b) Reorganización de acuerdo con la infonnación de los racimos 
15) Elección de las características que se quedan y 
las que se eliminan. La primera variable o carac-
terística que se conserva es la cabeza del racimo 
de mayor prioridad, de acuerdo con el orden 
final definido en el punto anterior. Enseguida, 
interativamente se observa si las variables que 
Racimo 18 23 
Racimo 10 22 
Racimo 9 15 
Racimo 7 14 
RacImo 19 24 
Racimo 8 13 
Racimo 12 21 
RacImo 11 16 
RaelmoS 11 
RacimoS 10 
R¡;cimo 11 12 
Racimo 2 2 
Racimo 14 6 
Racimo 3 3 
Racimo 15 7 
Racimo ·1 1 
Racimo 13 5 
Racimo 4 4 
Racimo 16 8 
acompañan a la cabeza de este racimo aparecen 
a la vez como cabezas de otros racimos; si es 
así, entonces se inhiben los racimos correspon-
dientes a dichas variables, escribiendo un cero 
en la posición de sus cabezas. 
14 15 22 
23 14 15 
22 23 14 
15 22 23 
13 16 21 
16 21 24 
24 13 
24 13 
12 10 
11 12 
10 11 
6 
2 
7 
3 
5 
1 
a 
4 
Tabla 4. Nueva organización de los racimos de variables de acuerdo con los criterios del punto 15 
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16) Cuando se tennina de reVisar el racimo de 
mayor prioridad se continúa con el racimo no 
inhibido que le siga; el proceso se repite con los 
demás racimos que no sean inhibidos durante 
la ejecución del proceso (puntos 16 y 17). Al 
final , las variables cabeza de los racimos que 
no fheron inhibidos se convierten en las carac-
terÍsticas seleccionadas, dado que ellas aportan 
la mayor parte de la infonnación de las que se 
eliminan. En la tabla 5 se muestran los racimos 
inhibidos y no inhibidos, y en el diagrama 1 el 
algoritmo general del procedimiento de reduc-
ción descrito. 
No 
Entradas: 
1 . Matriz de Patrones normalizados X 
2 . No . de ejes Principales a analizar ejepmax 
3 . Distancia euclidiana máxima entre variables ~ 
Se crea una Matriz De simétrica con las Distancias euclidianas 
entre las correlaciones del Circulo de Correlación k, generado 
con los ejes principales k y 1<+ 1 
Se define una Lista VCORR de parejas de variables 
originales fuertemente correlacionadas en el Circulo de 
Correlación k 
Si 
.. 
Se obtiene entonces una Usta VCORRX de parejas de variables originales 
fuertemente correlacionadas a través de los primeros ejepmax ejes principales 
consecutivos 
Para cada variable diferente en VCORRXse conforma un grupo o racimo con las 
variables que estén fuertemente correlacionadas con ella; la primera variable del 
racimo es la cabeza del mismo 
Ordenamiento de los racimos de mayor a menor de acuerdo a los siguientes 
criterios en su orden : 
1 Distancia desde el punto de correlación correspondiente a la cabeza de cada 
racimo hasta el origen del Primer cfrculo de correlación. 
2 . Número de variables de cada racimo. 
El racimo de prioridad más alta se conserva , y todos aquellos racimos, cuyas 
cabezas no hagan parte de ningún racimo previamente conservado de mayor 
prioridad. 
Variables seleccionadas = ( Salida: cabezas de los racimos conservados 
( FIN 
Diagrama 1. Algoritmo para el procedimiento de reducción 
Procedimiento automático de reducción de variables basado en ACP para el reconocimientode formas con ultrasonido 
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Racimo 18 23 14 15 22 
Racimo 10 O 23 14 15 
Racimo 9 O 22 23 14 
Racimo 7 O 15 22 23 
Racimo 19 i(;¡~ 24 13 1'''' 16 ... é~ " 21 
Rae/mo8 O 16 21 24 
Racimo 12 O 24 13 
Racimo 11 O 24 13 
Racimo 6 11 12 10 
RacimoS O 11 12 
Racimo 17 O 10 11 
Rac/mo2 2 6 
Racimo 14 O 2 
Racimo 3 3 7 
Racimo 15 O 3 
Racimo 1 1 5 
Racimo 13 O 1 
Racimo 4 
" 
8 
Racimo 16 O 4 
Tabla 5. Racimos inhibidos (en blanco) y no inhibidos (en gris) 
4. Resultados 
Para revisar los resultados de la aplicación de la 
reducción automática de variables propuesta, se ha 
elegido como ejemplo una combinación de análisis 
que reúne las características de las señales en el 
Figul'a 10. Circulo de correlación para las variables 
del anál isis en el Tiempo 
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FigUl'a 12. Círculo de correlación para las variables 
del análisis de las envolventes Wavelet 
como histogramas 
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tiempo del espectro de frecuencia con la Transfor-
mada Rápida de Fourier (FFT) y de las envolventes 
Wavelet como histogramas . Las gráficas 3, 4 Y 5 
muestran los primeros círculos de correlación para 
cada análisis respectivo. 
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Figura 11. Círculo de correlación para las 
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Figura 13. Resultados de la reducción de variables en la 
combinación de análisis Tiempo -FFT- histo-
grama Wavelet 
Cuando se trata de varios análisis combinados, 
el sistema SURF realiza la reducción sobre las 
características pertenecientes a cada uno de los 
análisis, para luego tomar las variables conservadas 
de cada eliminación (relevantes) y concatenarlas 
en un único vector de características que tanlbién 
se someterá a un proceso nuevo de reducción; de 
esta forma, para el ejemplo mostrado se realizan 
en total cuatro procesos de reducción automática. 
El resultado de ellos se muestra sobre el primer 
plano principal y el primer círculo de correlación 
en la gráfica 6. 
En este ejemplo, de 152 variables resultantes del 
análisis combinado sobre las señales de ultrasonido 
se llega a un conjunto reducido de 48 variables 
para un porcentaje de información conservada del 
95%. Entonces, se obtiene un 68,4% de reducción, 
esto es aproximadamente las dos tercios partes del 
conjunto original de características. 
Es destacable que en el grupo de las 48 variables 
sobrevivientes del ejemplo existen cinco caracterís-
ticas temporales, cuatro prov~nientes del espectro 
discreto de Fourier, y 39 de las envolventes Wave-
let. Esto significa que se conservan las característi-
cas correspondientes a los tres análisis, a pesar de 
que en un principio pueda pensarse que en el caso 
de la FFT sea más probable que no existe informa-
. . 
COn-CienCiaS 
ción suficientemente relevante para una aplicación 
ultrasónica con transductores de reducido ancho de 
banda como para pasar el proceso de reducción. 
En otras combinaciones de análisis que emplean el 
espectro de Fourier sucede lo mismo. Además, es 
importante anotar que para diferentes selecciones 
de variables y configuraciones del clasificador, el 
sistema SURF alcanzó un porcentaje promedio de 
éxito entre 90 y 95%. En algunas pruebas, cuando 
se utilizó un umbral de reconocimiento del 50%, el 
acierto es mayor del 95%, lo cual confirma que el 
procedimiento de reducción de variables caracterís-
ticas propuesto se desempeña con efectividad. 
Por último, se llevó a cabo una comparación entre 
la metodología propuesta con las variables origina-
les extraídas únicamente del análisis en el tiempo 
de las señales de ultrasonido, y el procedimiento 
clásico de tomar las primeras características trans-
formadas a partir de la aplicación del ACP, para 
un porcentaje de información conservada del 90% 
aproximadamente en ambos casos, sin aplicar um-
bral de reconocimiento y la misma estructura para 
las redes neuronales empleadas en la clasificación1. 
Los resultados presentados en la tabla 6 muestran 
que el desempeño de la metodología propuesta es 
mejor que su contraparte a pesar de que la reducción 
es ligeramente menor. 
Reducción por selección de Reducción de variables originales 
variables transformadas de mayor (no transformadas) mediante la 
varianza a partir del ACP metodología propuesta 
Porcentaje de reducción 83% 75% 
Porcentaje promedio de 
58% 96% 
éxito en la clasificación 
Tabla 6. Comparación entre los resultados de clasificación empleando la metodología propuesta 
y la reducción por selección de variables transformadas de mayor varianza a partir del ACP 
5. Conclusiones 
1 El número de neuronas ocultas del perceptrón multicapa se 
ajusta según el número de variables de entrada a la red de 
acuerdo con el criterio planteado en [2]. 
• Se ha desarrollado un procedimiento algo-
rítmico que reduce en forma automática un 
Procedimiento automático de reducción de variables basado en ACP para el reconocimientode formas con ultrasonido 
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conj wlto de variables o características extraídas 
de señales de eco-ultrasónico y que parte de 
la aplicación del ACP sobre ellas. El método 
podría ajustarse a otras aplicaciones diferentes 
al uso del ultrasonido. 
• La metodología propuesta reviste importancia, 
porque la reducción del número de caracte-
rísticas en un conjunto inicial bastante grande 
es lm proceso dispendioso; un procedimiento 
automático agrega objetividad al proceso de 
reducción y es importante para cualquier sistema 
de clasificación de patrones, porque desecha 
aquellas variables que sólo aportan mido o son 
redundantes, con la consecuencia directa de dis-
minuir el esfuerzo de cálculo y la probabilidad de 
confundir al clasificador. Además, la reducción 
sobre las variables originales (no transformadas) 
ayuda a definir las mediciones reales que son 
suficientes sobre las señales de interés. 
• La reducción se desarrolla seleccionando y elinli-
nando las variables menos relevantes en función 
de la cantidad de información que portan. Para 
ello se generan racimos de variables suficiente-
mente correlacionadas entre sí a través de todos 
los círculos de correlación generados con los 
ejes principales consecutivos necesarios para 
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