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ABSTRACT 
In this dissertation, we present and evaluate a novel approach for incorporating 
machine learning and inferencing into the time-frequency decomposition of speech 
signals in the context of speaker-independent multi-speaker pitch tracking. The pitch 
tracking performance of the resulting algorithm is comparable to that of a state-of-the-art 
machine-learning algorithm for multi-pitch tracking while being significantly more 
computationally efficient and requiring much less training data.  
Multi-pitch tracking is a time-frequency signal processing problem in which 
mutual interferences of the harmonics from different speakers make it challenging to 
design an algorithm to reliably estimate the fundamental frequency trajectories of the 
individual speakers. The current state-of-the-art in speaker-independent multi-pitch 
tracking utilizes 1) a deep neural network for producing spectrograms of individual 
speakers and 2) another deep neural network that acts upon the individual spectrograms 
and the original audio’s spectrogram to produce estimates of the pitch tracks of the 
individual speakers. However, the implementation of this Multi-Spectrogram Machine-
Learning (MS-ML) algorithm could be computationally intensive and make it impractical 
		 vii 
for hardware platforms such as embedded devices where the computational power is 
limited.  
Instead of utilizing deep neural networks to estimate the pitch values directly, we 
have derived and evaluated a fault recognition and diagnosis (FRD) framework that 
utilizes machine learning and inferencing techniques to recognize potential faults in the 
pitch tracks produced by a traditional multi-pitch tracking algorithm. The result of this 
fault-recognition phase is then used to trigger a fault-diagnosis phase aimed at resolving 
the recognized fault(s) through adaptive adjustment of the time-frequency analysis of the 
input signal. The pitch estimates produced by the resulting FRD-ML algorithm are found 
to be comparable in accuracy to those produced via the MS-ML algorithm. However, our 
evaluation of the FRD-ML algorithm shows it to have significant advantages over the 
MS-ML algorithm. Specifically, the number of multiplications per second in FRD-ML is 
found to be two orders of magnitude less while the number of additions per second is 
about the same as in the MS-ML algorithm. Furthermore, the required amount of training 
data to achieve optimal performance is found to be two orders of magnitude less for the 
FRD-ML algorithm in comparison to the MS-ML algorithm. The reduction in the number 
of multiplications per second means it is more feasible to implement the MPT solution on 
hardware platforms with limited computational power such as embedded devices rather 
than relying on Graphics Processing Units (GPUs) or cloud computing. The reduction in 
training data size makes the algorithm more flexible in terms of configuring for different 
application scenarios such as training for different languages where there may not be a 
large amount of training data.   
		 viii 
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CHAPTER 1 INTRODUCTION 
1.1 Motivation 
A typical scenario faced in many signal processing applications involves an input 
signal that may consist of a mixture of signals from different sources. For example, in the 
case of multi-speaker speech applications, the signal captured on a microphone typically 
is a superposition of multiple voices whose harmonics overlap each other both in time 
and in frequency. To identify individual characteristics (such as pitch) of the 
simultaneous voices, one has to consider the overlap between the signals in both time and 
frequency. 
Over the past decades, we have experienced increasing popularity of incorporating 
machine learning into the design of signal processing algorithms. The capability of 
extracting patterns from data enables machine learning algorithms to provide substantial 
performance improvement in complex tasks where explicitly designing the signal 
processing algorithms could be potentially difficult. For example, for the task of tracking 
the fundamental frequencies ($%) of multiple simultaneous speakers from their mixture, 
known as the multi-pitch tracking (MPT) problem, the time-varying interaction of 
individual speakers’ harmonics make it challenging to design reliable MPT algorithms. 
As can be seen in the example given in Figure 1.1, the harmonics of the two speakers 
may come close in frequency (region at around 0.25s) and may cross each other (region 
at around 0.475s). In these situations, it is challenging for MPT algorithms to accurately 
estimate the pitch tracks.   
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Figure 1.1 Spectrogram of a speech mixture containing two simultaneous speakers. Top figure: 
Waveform of an audio signal that contains a mixture of two speakers speaking simultaneously. 
Middle figure: The spectrogram of the audio signal. Bottom figure: The ground-truth pitch tracks 
of the two speakers.  
In recent years, machine-learning-based MPT algorithms have shown significant 
performance improvements [1] [2]. However, one major concern is that complex machine 
learning models are usually required to capture the time-frequency interactions of the 
harmonics from multiple speakers. In [1], the MPT algorithm is built on two deep neural 
network models where the first deep neural network model performs speech separation 
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by estimating the spectrograms of the individual speakers from their mixture. This is 
followed by another deep neural network model that utilizes the individual spectrograms 
as well as the spectrogram of the audio mixture to produce pitch estimates. This Multi-
Spectrogram Machine-Learning (MS-ML) algorithm consists of more than 67 million 
parameters. By summing up the operations in each layer of the neural networks, the total 
number of multiplications per second is over 4.7 × 10,  along with around the same 
amount of additions when performing MPT. On the contrary, a non-machine-learning-
based MPT algorithm may require significantly fewer multiplications. This would be 
more favorable for hardware platforms with limited computational power. In addition, 
training the deep neural networks requires a large amount of data (e.g., over 60,000 
utterances used in MS-ML), which may lead to significant training time even on 
dedicated Graphics Processing Units (GPU). This brings up the question of whether there 
is another way of incorporating machine learning into MPT algorithms without 
significant computational complexity.  
 
1.2 Problem formulation 
In this dissertation, we introduce and evaluate a different way of using machine 
learning techniques to improve the performance of MPT algorithms. The high-level idea 
of our approach is to design a framework that combines machine learning with 
inferencing to improve the pitch tracking accuracy. That is, instead of building complex 
machine-learning models to estimate the pitch values directly, we utilize machine-
learning techniques to recognize potential faults in the pitch tracks produced by a state-
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of-the-art non-machine-learning-based MPT algorithm and attempt to correct the faults. 
In our framework, a machine learning model is trained to detect and classify potential 
faults in the pitch tracks. Based on the type of the fault, an inferencing process, called 
fault-diagnosis phase, adaptively analyzes and adjusts the signal processing procedure, 
such as adjusting the MPT algorithm’s settings or examining the harmonics in the 
spectrogram, in attempts to extract information in the time-frequency plane to recover the 
correct pitch tracks.   
This fault recognition and diagnosis (FRD) framework is designed based on an 
inferencing architecture called Integrated Processing and Understanding of Signals (IPUS) 
[3]. The IPUS architecture consists of the following steps: Discrepancy detection, 
Discrepancy diagnosis, and Reprocessing and differential diagnosis. The purpose of the 
discrepancy detection step is to detect any discrepancies between the observed data and 
the expectations of the data. Any discrepancy is diagnosed by the discrepancy diagnosis 
step to infer the possible causes for the discrepancy. In the reprocessing and differential 
diagnosis step, based on the diagnosis results, the input signal is reprocessed using 
different signal processing algorithms with different parameter settings in attempts to 
recover the correct signal processing output. IPUS has been utilized for a variety of signal 
processing problems which include decomposition of EMG signals [4] and surface EMG 
(sEMG) signals [5], tracking of tremor and dyskinesia from surface EMG signals and 
accelerometric sensor signals [6] [7] [8], transcription of music signals [9] [10], etc. 
There are uses of incorporating machine learning techniques into IPUS which include 
using machine learning models to detect the presence of signals of interest and select the 
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appropriate signal processing algorithms accordingly [6] [7] [8]. Our framework differs 
from the previous approaches as machine learning models are used to recognize potential 
faults in the initial signal processing results. The detected faults are used to trigger a 
fault-diagnosis phase aimed at resolving the recognized fault(s) through adaptive 
adjustment of the time-frequency analysis of the input signal. This framework is, 
therefore, named Fault Recognition and Diagnosis (FRD).   
A rule-based version of the fault recognition and diagnosis (FRD) framework was 
proposed and implemented by Özdemir [11] and has shown superior performance over 
state-of-the-art non-machine-learning-based MPT algorithms. However, its fault 
recognition phase was formulated based on empirical rules and it is not generalized 
enough to accurately recognize some of the more complicated faults in the initial pitch 
tracking results. We have built the framework in this dissertation by modifying the rule-
based framework such that 1) a machine learning model is incorporated to perform the 
recognition of faults, 2) alternative signal processing techniques are utilized to provide 
complementary information for recognizing faults, and 3) the inferencing of fault 
diagnosis is designed based on the different categories of faults recognized by the 
machine learning model. In this dissertation, we refer to the fault recognition and 
diagnosis framework in [11] as FRD-RB, where RB stands for rule-based, and our 
framework as FRD-ML, where ML stands for machine learning.  
 A high-level diagram of our framework is shown in Figure 1.2. In the beginning, 
the input signal undergoes a time-frequency processing stage where the signal is passed 
through a filterbank (Gammatone filterbank, STFT, etc.) to obtain its time-frequency 
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representation. This time-frequency representation is then used by a base MPT algorithm, 
namely Two-Dimensional Average Magnitude Difference Function (2D-AMDF) [12], to 
provide an initial estimate of the pitch tracks. Alternative signal processing techniques 
are also utilized to extract additional information about the input signal. The pitch tracks, 
along with alternative signal processing results, are then fed to a fault-recognition model 
to detect places where the pitch tracks could be potentially faulty. The fault-recognition 
model also classifies any potential fault into one of the pre-defined categories of faults 
that could occur in MPT applications. The fault is then handled by an inferencing process 
called fault-diagnosis that begins with hypothesizing possible ground-truth pitch tracks. 
Based on each hypothesis, techniques, such as reprocessing the input signal with adjusted 
MPT algorithm settings, are utilized to gather evidence that may help to decide whether 
each hypothesis is valid or not. In the next step, the evidence is analyzed to eliminate 
invalid hypotheses. There will be one hypothesis remaining and its hypothesized pitch 
tracks are used as the output.  
In order to accurately detect and categorize any potential faults in the signal 
processing results, we investigated the use of machine learning for building our fault 
recognition model. Specifically, we investigated the use of a Recurrent Neural Network 
(RNN) [13] due to its capability of capturing temporal dependencies of speech signals. 
The Long Short-Term Memory (LSTM) [14] type RNN is used to construct a machine 
learning model that detects and categorizes any potential faults in the initial MPT results. 
Our model consists of around 8 × 10.  parameters and is trained on over just 1000 
utterances, comparing to the 6.6 × 100 parameters and 60,000 training utterances used in 
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MS-ML. The resulting model is integrated into the fault-recognition phase of our 
framework. Any recognized fault will be passed to the fault-diagnosis phase in attempts 
to recover the ground-truth pitch tracks.  
	
Figure 1.2 A high-level diagram of our FRD framework. There are mainly two phases. A fault-
recognition phase that identifies potential errors in the initial pitch tracking results. A fault-
diagnosis phase that attempts to recover the ground-truth pitch tracks through hypothesizing the 
possible pitch tracks and gathering evidence to select the valid hypothesis. 
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1.3 Main Research Results 
The evaluation of our framework was conducted on a database that consists of 420 
two-speaker utterances with an average duration of around three seconds. The recordings 
were generated by synthetically mixing single-speaker recordings from the TIMIT 
database [15]. The ground-truth pitch tracks were formulated by combining the 
corresponding single-speaker ground-truth pitch tracks available from [16]. The 
evaluation criteria include two metrics. The first one is the pitch insertion/deletion error 
rate that measures the errors associated with overestimating or underestimating the 
number of voiced speakers. The other metric is the average pitch deviation which is 
calculated as the average deviation percentage between the estimated pitch values and the 
ground truth. In order to ensure our framework can improve the performance regardless 
of voicing situations (i.e., whether there is no voiced speaker, one voiced speaker, or two 
voiced speakers in the ground truth), different voicing conditions are simulated during the 
evaluation process.  
Our approach, namely FRD-ML, along with 2D-AMDF [12] and FRD-RB [11], 
were evaluated on the database. The evaluation results show that FRD-ML improved 
over the 2D-AMDF algorithm with an overall reduction of (26 	±	 9)% in pitch 
insertion/deletion errors and a reduction of (51 ± 11)% in average pitch deviation. It also 
improved over FRD-RB [11] with a reduction of (20	±	7)% in pitch insertion/deletion 
errors and a reduction of (21 ± 12)% in average pitch deviation. In order to compare with 
MS-ML, the total error rate1 [17] is calculated from the evaluation results. Our approach, 	
1 Total Error Rate is the sum of Deletion Error Rate, Insertion Error Rate, Gross Error Rate, and 
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FRD-ML, scored a total error rate of 21.2%, which is comparable to the total error rate of 
17.5% reported by MS-ML. The number of multiplications of our approach is on the 
order of 103  comparing to the 104%  of MS-ML. The number of additions in both 
approaches is on the order of 104%. 
 
1.4 Thesis Contributions 
The first major contribution is the introduction of a novel way of utilizing 
machine learning for MPT. Instead of using machine learning models to directly produce 
the estimated pitch values, which may be computationally expensive, we proposed to use 
machine learning techniques for a fault-recognition step in the pitch tracking process. The 
resultant machine learning model requires significantly less training data and 
computational power. The total number of multiplications of our framework, which 
include the multiplications in the machine learning as well as in the pitch tracking, is 
significantly less than the state-of-the-art machine-learning-based MPT algorithm with 
comparable number of additions. The utilization of machine-learning techniques also 
brings two major benefits to the formulation of the fault-recognition model in comparison 
to the handcrafting method used in FRD-RB [11]. The first benefit is the performance 
improvement since using machine learning techniques to learn a fault-recognition model 
from a large dataset may yield better results than hand-building the model from 
examining a limited amount of data. The second benefit is the reduction in design effort 
since it would be very time consuming to manually go through a large dataset to 	
Fine Error Rate, as defined in [17].  
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formulate the rules. In our evaluation results, we have shown that our machine-learning-
incorporated framework demonstrated superior performance comparing to FRD-RB [11].   
The second contribution is the formulation of an inferencing framework for 
adaptively adjusting the processing of speech mixtures based on the potential faults in the 
initially estimated pitch tracks. As demonstrated by the evaluation results, this framework 
is able to significantly improve the performance of a state-of-the-art non-machine 
learning based MPT algorithm. It is important to note that this framework can be 
extended to applications other than multi-pitch tracking. Depending on the application 
scenario, the fault-recognition module can be designed to recognize different categories 
of potential faults in the signal processing results. Given a database that consists of 
ground truths, one may train a model to detect and categorize the different types of faults 
that could occur in the signal processing results. The following inferencing stage that 
hypothesize the possible ground truths and adaptively adjust the time-frequency 
processing can be implemented for each type of fault.   
The third contribution of this dissertation is the formulation of a multi-pitch 
tracking algorithm with superior performance. Pitch tracks are used in a variety of 
applications such as speech segregation, speech enhancement, tonal language 
transcription, etc. It is crucial to have a reliable multi-pitch tracking algorithm that could 
accurately estimate the pitch tracks. The evaluation results demonstrate that our multi-
pitch tracking algorithm can improve the state-of-the-art non-machine-learning-based 
MPT algorithms under different voicing situations, which make it suitable for different 
application scenarios.   
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1.5 Organization of the Dissertation 
The rest of the dissertation is organized as follows. CHAPTER 2 provides a 
literature review on the topic of pitch tracking. The definition of pitch is given along with 
the popular approaches for single-pitch and multi-pitch tracking. The use of machine 
learning in pitch tracking is also reviewed. In CHAPTER 3, we start with an analysis of a 
state-of-the-art non machine learning based MPT algorithm and demonstrate how faults 
can occur in the pitch tracking results. We then review how FRD-RB [11] is built to 
identify and attempt to correct potential faults. The limitations of FRD-RB [11] are 
highlighted. Then, we introduce our framework and explain how it is designed to 
improve the performance of FRD-RB. CHAPTER 4 starts by reviewing the use of 
machine learning in pitch tracking, followed by an overview of RNN and LSTM. A 
detailed description of the machine learning model used in our framework, as well as the 
training and optimization process, are provided. CHAPTER 5 provides details regarding 
the fault-diagnosis phase of our framework. The dataflows of the fault-diagnosis phase 
and the inferences in the individual steps are discussed. In CHAPTER 6, the evaluation 
process is presented. The evaluation methodology is described along with information on 
the dataset as well as the evaluation criteria, followed by the evaluation results. 
CHAPTER 7 concludes the dissertation and provides directions for future research.  
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CHAPTER 2 BACKGROUND 
The task of extracting individual voices from a speech mixture involving multiple 
people talking over each other has been a research topic that attracts a lot of interest. 
When multiple people speak at the same time, their voices overlap in time and frequency 
and result in mutual interference. This mutual interference impairs speech perception of 
humans [18] and also degrades the performance of automatic speech recognition systems 
[19] [20]. This problem is commonly known as the “cocktail party problem” [21]. Over 
the past decades, there have been numerous approaches proposed to extract the voices of 
individual speakers. Among these approaches, a common feature that is widely used is 
the pitch tracks of the individual speakers [22] [23] [24] [25] [26]. The pitch track, which 
stands for the trajectory of how a speaker’s fundamental frequency ($%) varies with time, 
can be used to perform speech segregation through techniques such as bandpass filtering 
[27] [28] or time-frequency masking [29] [30] [31] [32]. However, it is difficult to extract 
the pitch tracks as the pitch cues of the individual speakers are weakened due to mutual 
interference. In this chapter, the problem of MPT is introduced, along with a review of 
approaches for addressing the MPT problem and discussions on how pitch tracks are used 
for speech separation.  
This chapter starts with the definition of pitch in Section 2.1, followed by an 
overview of single speaker pitch tracking in Section 2.2. A literature review of the multi-
pitch tracking techniques is given in Section 2.3. How machine learning techniques have 
been used for pitch tracking is discussed in Section 2.4. In Section 2.5, an overview on 
the use of pitch tracks for speech separation is provided.   
		
13 
2.1 Definition of Pitch 
The term pitch is often used interchangeably with “fundamental frequency” or “$%” 
to denote the rate of vibration of the vocal cords. When voiced speech (vowel sounds and 
parts of consonants) is being spoken, the vocal cords vibrate in a periodic fashion, which 
can be observed from the audio waveforms. Figure 2.1 shows an example of a speech 
signal waveform. In regions where voiced sound is being produced, the waveform 
exhibits a quasi-periodic structure (lower plot of Figure 2.1). The fundamental frequency 
is calculated as the inverse of the period of this quasi-periodic signal.  
	
Figure 2.1 Waveform of an audio clip. The top plot shows the waveform of an audio utterance 
where a female speaker says, “Highway and freeway mean the same thing.” The bottom plot 
shows the periodic structure when voiced sound (“i” of “highway”) is being spoken. The 
fundamental frequency can be calculated from the inverse of the period (denoted as T in the 
figure). 
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The periodicity in the audio waveform can also be observed from the harmonic 
structure in the frequency domain. Figure 2.2 shows the corresponding spectrogram of 
the same audio clip in Figure 2.1. The bottom plot of Figure 2.2 demonstrates that in a 
voiced region, there are harmonics located at integer multiples of the fundamental 
frequency. 
It is important to note that pitch tracking is also commonly referred to as the 
problem of estimating the frequencies of music notes for applications on music 
information retrieval. In this dissertation, we focus on the problem of estimating the 
fundamental frequencies of speech signals.  
	
Figure 2.2 Spectrogram of an audio clip. The top panel shows the waveform of an audio utterance 
where a female speaker says, “Highway and freeway mean the same thing.” The bottom panel 
demonstrates the harmonic structure when voiced sound (“i” of “highway”) is being spoken. The 
fundamental frequency can be calculated from the frequencies of the harmonics. 	
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2.2 Single-pitch Tracking  
When tracking the pitch of a single speaker, it is common to divide the speech 
signal into short time segments where the pitch of each segment can be extracted by 
examining the periodicity in the time domain or the harmonic structure in the frequency 
domain. The time-domain methods are usually based on the Autocorrelation Function 
(ACF), shown in Eq. (2.1), or the Average Magnitude Difference Function (AMDF) [33], 
shown in (2.2).  
ACF: 56[8] = 1; < =[> +@] × [> + @ − 8]BC4DE%  (2.1) 
AMDF: F6[8] = 1; <|=[> + @] − =[> + @ − 8]|BC4DE%  (2.2) 
where 56[8] and F6[8] are the ACF and AMDF result at the nth sample, respectively, =[>] 
is the speech signal, ; is the size of the analysis window. 
The idea is by shifting the short-time signal in time and calculating the 
autocorrelation or the difference function between the shifted signal and the original 
signal, due to the quasi-periodic nature of voiced speech, results in peaks in the ACF 
result or dips in the difference function located at integer multiples of the signal period. 
Therefore, the pitch can be calculated from the locations of the peaks or the minima. 
Some of the widely used time-domain based pitch tracking algorithms are RAPT [34], 
YIN [35], and PRAAT [36] [37]. RAPT utilizes the ACF and selects the pitch candidates 
from the ACF peaks. It then uses Dynamic Programming (DP) to produce the pitch track. 
YIN produces pitch tracks using squared difference function with temporal constraint 
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between neighboring frames. PRAAT determines the pitch candidates using a modified 
version of the ACF. Viterbi algorithm [38] is then used to produce continuous pitch 
tracks.  
On the other hand, the frequency-domain methods estimate the pitch from the 
harmonics in the spectrum. The frequency-domain methods utilize the fact that there are 
harmonics correspond to integer multiples of the pitch. The pitch can be determined by 
locating the frequency of the first harmonic or a combination of the harmonics. One class 
of approaches that utilize the frequencies of harmonics is the so-called “harmonic sum” 
algorithm [39] or “harmonic product” algorithm [40] [41]. The idea is to add or multiply 
multiple copies of the spectrum that are compressed by a sequence of integer factors. As 
a result, the highest peak should be located at the fundamental frequency. Another 
approach is to use a comb filter with variable frequency intervals to filter the signal [42] 
[43] [44]. The output power is maximized when the comb interval matches the pitch. The 
fundamental frequency can also be estimated via the cepstrum [45]. The idea is given the 
fact that voiced speech exhibits a quasi-periodic waveform, there will be a dominant peak 
at the pitch frequency in the cepstrum.  
Recently, there are several approaches [46] [47] [48]	 that incorporated supervised 
machine learning especially different variants of deep neural networks (DNN), to help 
estimating the pitch frequencies. These approaches involve training neural network 
models to predict the pitch values based on features extracted from the raw audio. A 
review of the recent use of machine learning for pitch tracking is given in Section 2.4.  
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2.3 Multi-pitch tracking  
Pitch trajectories of simultaneous speakers have been utilized in various 
applications [49] [32] [50] to extract the voices of individual speakers. There are a 
number of algorithms that address the multi-pitch tracking problem. These algorithms 
may be broadly classified into two categories: parametric methods and non-parametric 
methods. The basic idea of parametric methods is to define a parametric model where the 
pitch values are incorporated as the model’s parameters. The pitch can be estimated by 
minimizing some cost function between the observed signal and the model. For example, 
Chazan et al. [51] propose a comb filter model where the pitch is estimated by 
maximizing the model’s energy output. McAulay et al. [52] define a sinusoidal model 
that consists of a set of harmonic sine waves to fit the audio signal. The pitch is 
calculated by minimizing the mean-squared-error (MSE) between the model and the 
signal. Radfar et al. [53] also utilize sinusoidal modeling to model the signal while the 
pitch is obtained by minimizing the log spectral distance between the sinusoidal model 
and the signal. Wohlmayr et al. [54] utilize the mixture-maximization model [55] to fit 
the speech signal and a factorial Hidden Markov Model (HMM) to produce continuous 
pitch tracks. The limitation of model-based techniques is that the performance may 
degrade in cases where the model assumptions are not satisfied [56]. A comprehensive 
review of model-based algorithms can be found in [56].  
The non-parametric approaches intend to estimate the pitch from acoustic features 
such as the periodicity in the time domain or the harmonic structure in the frequency 
domain. For example, Tolonen et al. [57] divide the signal into a high-frequency band 
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and a low-frequency band and calculate the ACF at each band. The ACF results are 
combined to estimate the pitch. Wu et al. [17] filter the signal with a Gammatone 
filterbank and calculate the ACF for each subband over short temporal segments. The 
candidate pitch values extracted from the ACFs are passed to an HMM to build 
continuous pitch contours. Vishnubhotla et al. [12] extend the AMDF using the dual 
difference function [58] to account for two simultaneous speakers. This so-called 2D-
AMDF algorithm extracts the coordinates of the local minima in the dual difference 
functions for different frequency channels and converts the most occurring coordinates to 
pitch values. Jin et al. [59] modified the ACF calculation of Wu et al. [17] by calculating 
the ACF between neighboring frequency bands. Gerlach et al. [60] calculate the cross 
power spectral density (CPSD) and use harmonic sieve to obtain estimations of the pitch 
tracks.  
Similar to the case of single-pitch tracking, there are a few multi-pitch tracking 
algorithm [61] [2] [1] proposed lately that utilize DNN as part of their pitch tracking 
algorithms. These algorithms are reviewed in section 2.4. 
 
2.4 Machine learning for pitch tracking 
An early work of using machine learning for pitch tracking can be found in [62], 
where Barnard et al. utilized a neural network to decide whether the current frame is 
voiced or unvoiced in order to remove pitch estimates in unvoiced regions. Recently, 
given the increasing popularity of using deep learning for speech-related applications, 
there have been a number of approaches that apply deep learning to the task of pitch 
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tracking. Han et al. [46] investigated the use of feedforward deep neural network (DNN) 
as well as recurrent neural network (RNN) for producing the pitch estimates for single 
speakers. The DNN and RNN are applied to the filtered periodogram [63] to extract pitch 
candidates for each frame, while the Viterbi algorithm [38] is used to produce pitch 
trajectories. It was shown that both the DNN and the RNN produce lower error rates 
comparing to some of the popular pitch tracking algorithms [59] [63], with RNN’s error 
rates being slightly lower. Liu et al. [47] proposed to model the long-term temporal 
dependencies of fundamental frequency through the use of the Long Short-Term Memory 
(LSTM) type RNN. The LSTM was used to produce pitch estimates from the filtered 
periodogram [63] feature. The evaluation results demonstrated that the LSTM based 
approach outperforms the RNN approach by Han et al. [46]. In [48], Liu et al. presented 
a deep learning-based approach that utilizes both DNN and LSTM. In the beginning, 
bottleneck features are extracted from the activations of a bottleneck layer in a DNN that 
is applied to classify phones for Automatic Speech Recognition (ASR) Systems [64]. The 
bottleneck features, alongside with the filtered periodogram [63], are passed to a Bi-
directional LSTM (BLSTM) neural network [65] to produce pitch estimates. 
 The pitch tracking methods mentioned above are designed for single speakers. 
There are also applications of machine learning to the problem of MPT. Zhang et al. [61] 
used BLSTM to produce pitch trajectories from speech mixtures assuming there is a male 
speaker and a female speaker. The BLSTM was applied to the filtered periodogram [63] 
to simultaneously produce pitch estimates of the male speaker and the female speaker. In 
[66], Liu et al. introduced a speaker-dependent MPT algorithm that utilizes prior 
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knowledge of the speakers to perform speaker-dependent pitch tracking. It was found that 
training speaker-specific DNNs provide significant performance improvements over [54] 
and [59]. Recently, a deep-learning-based speaker-independent multi-pitch tracking 
algorithm is proposed by Liu et al. in [1]. In this approach, a speech separation step is 
first conducted where an LSTM-based speech separation algorithm, originally proposed 
by [67], is utilized to estimate the spectrograms of the two speakers in the spectrogram. 
These individual spectrograms, along with the spectrogram of the raw audio, are fed to 
another LSTM-based neural network to generate the pitch estimates of the individual 
speakers. This Multi-Spectrogram Machine Learning (MS-ML) based algorithm reported 
superior performance over the non-machine learning based algorithm by Wohlmayr et al. 
[54].  
Despite the significant performance improvement obtained by MS-ML, utilizing 
two deep learning networks poses the problem of high computational complexity. In the 
speech separation stage of this approach, a neural network model containing three 896-
unit BLSTM layers is used. This corresponds to around 50,000,000 parameters in the 
model. In the pitch tracking stage, a three-layer BLSTM network is formulated where 
each layer contains 500 units. This corresponds to around 17,000,000 parameters. As a 
result, there is a total of around 67 million parameters. By taking into account all the 
matrix calculations in the neural networks, more than 4.7 × 10,  multiplications2, and 
around the same amount of additions, are computed for every second of speech to 
produce the pitch estimates. Furthermore, a very large dataset is needed to train these 	
2 The calculation was done by summing up the multiplications in the matrix multiplications in the 
BLSTM networks. Detailed calculation procedure is provided in section 6.3.1. 
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deep networks. In the training stage of MS-ML, over 60,000 utterances are utilized for 
training both neural network models. This would require significant training time, even 
on dedicated GPUs. In this dissertation, we introduce a novel way of utilizing machine 
learning techniques for MPT where the ML model requires significantly less 
computations than MS-ML. Details regarding out approach will be discussed in 
CHAPTER 3. The rest of this chapter focuses on one of the most popular applications of 
MPT which is speech separation.   
 
2.5 How pitch tracking relates to speech separation 
 Multi-pitch tracking is commonly applied to the task of speech separation. As 
illustrated by the diagram in Figure 2.3, the pitch cues of individual speakers could be 
used to locate the voices of the speakers in the time-frequency (TF) plane. The individual 
voices could be separated by extracting their individual TF units and resynthesize the 
speech signal [49] [68] [69] [70]. Different pitch-based methods, as well as non-pitch-
based methods, have been proposed for performing speech separation. In order to 
demonstrate the importance of pitch tracks for speech separation, we first provide an 
overview of the general speech separation problem and specify the focus of this 
dissertation in Section 2.5.1. It is followed by a discussion on the different categories of 
approaches for speech separation in Section 2.5.2. The use of pitch tracks for speech 
separation is discussed in Section 2.5.3.   
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Figure 2.3 Diagram of typical speech separation procedure using pitch tracks of individual 
speakers. 
 
2.5.1 Overview of speech separation problem  
 Speech separation is generally considered as the problem of separating target 
speech from interferences which may include speech or noise. Depending on the 
assumptions on the input signal, speech separation can be divided into different sub-
problems. For example, separating a speech signal from background noise is usually 
referred to as the speech enhancement problem. In addition, depending on the number of 
microphones used to capture the input signal, the problem can also be divided into 
monaural speech separation and microphone array speech separation. For microphone 
array speech separation problems, the spatial information may be utilized by techniques 
such as beamforming to extract the speech of individual speakers. However, the 
performance of these techniques could be limited in situations such as when the number 
of sources is larger than the microphones. In those situations, spatial information may not 
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×	
×	
TF	mask	1	
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be enough to distinguish individual speakers from their mixture. As a result, techniques 
designed for single microphone situations are needed to perform speech separation.  
 In this dissertation, we focus on one of the most challenging speech separation 
problem which is to separate two overlapping speakers from their speech mixture 
captured by a single microphone. This is commonly referred to as the co-channel speech 
separation problem.  
 
2.5.2 Approaches for co-channel speech separation 
 Among the different techniques for co-channel speech separation, the general 
procedure involves mainly two steps. The first step is to divide the speech mixture into 
individual time-frequency (TF) units and attempt to label the TF units in terms of 
contributions from the two speakers. The labels for all the TF units formulate TF masks 
(binary masks or ratio masks) that could be multiplied with the TF representation of the 
speech mixture to isolate individual speaker’s TF representations. The speech signals can 
be reconstructed from the TF representations. It was shown that speech intelligibility can 
be significantly improved by utilizing this masking process [71] [72] [73]. 
 The techniques used for generating the masks could be divided into two 
categories. The first category is the model-based approach that captures the energy 
distribution of speakers in the TF plane by training speaker-specific statistical models 
(e.g., Gaussian Mixture Models (GMMs)) [74]. The trained model is capable of mapping 
acoustic features extracted from the speech mixture to TF masks. However, the limitation 
of the model-based approach is that prior training is required for creating the models for 
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target speakers. As a result, its practicality is limited. The second category is the feature-
based approach that generates TF masks based on acoustic features. For feature-based 
approach, pitch cues of the individual speakers are commonly used to label the TF units. 
Therefore, it is crucial for the MPT algorithm to accurately estimate the pitch trajectories 
of the individual speakers. For example, if the MPT algorithm’s estimated pitch values 
for a certain speaker are inaccurate, incorrect TF units may be selected from the TF 
representation which could result in distortions in the reconstructed voice. If MPT 
algorithm misses pitch estimates, the voice of that speaker could be partially missing. 
Any distortion to the voice could potentially impact the intelligibility of the separated 
speech and may result in degraded performance when used for tasks such as automatic 
speech recognition [73]. A detailed review of how pitch cues are used by the feature-
based approach to perform speech separation is given in Section 2.5.3.   
 
2.5.3 Use of pitch tracks for co-channel speech separation 
 As mentioned earlier, feature-based speech separation approaches involve 
labeling the individual TF units based on the contributions from different speakers. The 
pitch cues of the individual speakers are commonly used for labeling voiced sound in the 
TF plane [29] [30] [31] [32] [75]. The voices of the individual speakers can then be 
extracted from the masked time-frequency representations. The idea is to go through the 
pitch track of an individual speaker, generate a TF mask based on whether each TF unit is 
considered belonging to that speaker.  
 Different methods have been proposed for generating TF masks from pitch 
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trajectories. For example, Hu et al. [49] divide the input signal into TF units by applying 
a 128-channel Gammatone filterbank to the signal and extract local time regions at 
different frequency channels. Then, autocorrelation is calculated for each TF unit. If the 
pitch calculated from the autocorrelation result is within a pre-defined range of the pitch 
(calculated using MPT algorithm) of the target speaker, this TF unit is labeled as one in 
the corresponding TF mask. The resultant binary marks can then be used to extract the 
voice from the TF plane. Han et al. [76] introduced their method by using speaker 
identification techniques for labeling TF units. The idea is to first perform initial labeling 
using Hu’s method. The separated speech signals are used to train a speaker identification 
model. The speaker identification model is then used to re-assign the TF units to the 
corresponding speakers. Shao et al. [77] extended Hu’s method [49] with unvoiced 
sounds separation. Recently, pitch tracks have been incorporated into deep learning 
models to perform speech separation. Wang et al. [23] proposed their speech separation 
algorithm by training a deep learning model to separate speech signals with pitch tracks 
as part of the input to the model. It was shown that this method is able to achieve state-of-
the-art speech separation performance.  
 To summarize, the use of pitch tracks for speech separation has attracted 
continuous research interest and has shown promising results. In this dissertation, we 
focus on improving the separation performance by reducing the errors in the estimated 
pitch tracks. 
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CHAPTER 3 ADAPTIVE TIME-FREQUENCY DECOMPOSITION  
In the previous chapter, we have reviewed the recent development on the topic of 
multi-pitch tracking. Despite the recent machine-learning-based MPT algorithms have 
shown promising results, their practicalities may be hindered by the computational 
complexity. In this dissertation, we introduce a different way of using machine learning 
techniques to improve the performance of MPT algorithms. Our approach involves 
building a framework where a machine learning model is utilized to detect potential 
errors in the pitch tracks produced by a non-machine-learning-based MPT algorithm. The 
potential errors, which are referred to as faults in our framework, are dealt with through a 
fault-diagnosis phase that hypothesizes possible ground-truth pitch tracks and attempts to 
find evidence for the hypotheses by reprocessing the raw signal. A rule-based version of 
this framework was proposed by Özdemir [11]. We build our framework by modifying 
the rule-based framework [11] in three ways: 1) incorporating a machine learning model 
to perform the recognition of faults, 2) utilizing alternative signal processing techniques 
to provide complementary information for recognizing faults that may not be detectable 
by [11], and 3) performing fault-diagnosis inferencing based on the different categories 
of faults recognized by the machine learning model. 
In this chapter, we begin in Section 3.1 with analyzing the performance of a state-
of-the-art non-machine-learning-based MPT algorithm and demonstrate how errors may 
occur as a result of inappropriate time-frequency analysis settings. It is followed by 
Section 3.2 with a review of the rule-based framework proposed in [11]. The framework 
structure, as well as its limitations, are explained. Then, in Section 3.3, we introduce our 
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version of the framework. A high-level overview of our framework is presented. The 
details regarding the machine learning model will be provided in CHAPTER 4. The 
detailed inferencing procedure regarding how the potential faults are diagnosed by the 
fault-diagnosis phase will be discussed in CHAPTER 5. 
 
3.1 Cause of errors in multi-pitch tracking 
 In this section, we analyze the performance of a state-of-the-art non-machine-
learning-based MPT algorithm and demonstrate how errors may occur as a result of 
inappropriate time-frequency analysis settings.  
 
3.1.1 Importance of window length in pitch tracking 
Pitch tracking algorithms typically involve a time-frequency (TF) transformation 
process where the signal is divided into different frequency channels, and a TF analysis 
process is applied to extract the pitch tracks. For example, the raw signal first undergoes 
a Gammatone filterbank, followed by time-domain methods such as ACF or AMDF 
applied to short-time segments (a.k.a., frames) of the filtered signal to extract pitch 
estimates. The duration of the frames, which is determined by the window length 
parameter of the pitch tracking algorithm, is usually chosen to be in the range of 20ms to 
60ms. The reasoning behind it is first, the window length should be long enough to cover 
at least two to three periods of the signal to provide reliable estimates of the pitch 
frequency [78]. The window length also needs to be short enough to ensure the pitch 
frequency stays constant within the frame.  
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If the window length is too short, the segmented signal may not be long enough 
for the pitch tracking algorithm to reliably estimate the pitch frequency. It may result in 
the pitch tracking algorithm not being able to distinguish pitch tracks that are close in 
frequency. On the other hand, if the window length is too long, the assumption on the 
stationarity of the pitch within the analysis window may become invalid. In such case, the 
pitch tracking algorithm may not be able to accurately follow the temporal evolution of a 
specific track, which may result in overestimating or underestimating the number of 
voiced speakers. In order to demonstrate the effect of inappropriate window length on the 
performance of pitch tracking, we select an MPT algorithm as an example and show how 
its behavior may differ under different window lengths. 
 
3.1.2 Overview of 2D-AMDF Multi-pitch tracking algorithm 
In CHAPTER 2, we have reviewed a number of multi-pitch tracking algorithms. 
Among the non-machine-learning-based MPT algorithms, the Two-Dimensional Average 
Magnitude Difference Function (2D-AMDF) [12] algorithm has shown comparable 
performance improvement over Wu et al. [17] compared to other methods, including 
those reported in [59] [54] [53] [79]. The equation for 2D-AMDF is given in Eq. (3.1). 
The incoming signal is first divided into different frequency channels using a Gammatone 
filterbank [80]. For each short time interval, Eq. (3.1) is calculated for different lags at 
each frequency channel. At each channel, the result of Eq. (3.1) is added with the results 
from all lower frequency channels to produce the so-called summary AMDF. The 
coordinates of the local minima in the summary AMDF result correspond to the potential 
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pitch values of the two speakers. The candidate pitch values are then sorted according to 
how often each occurs across all the summary AMDFs. A fixed threshold is applied to 
the occurrence-histogram to produce the final pitch values. 	 F6[8, I] = <|=[> + @] − =[> + @ − 8] − =[> + @ − I]BC4DE%+ =[> + @ − 8 − I]| F6[8, I] is the 2D-AMDF result at the nth sample at lag 8 and I. =[>] is one of the gammatone signal at the nth sample, ; is the window 
size. 
(3.1) 						
 
3.1.3 Performance analysis of 2D-AMDF  
The performance of 2D-AMDF is affected by its window length settings. If the 
window length is too long or too short, errors may occur in the output pitch tracks. Figure 
3.1 and Figure 3.2 give examples of how the 2D-AMDF algorithm [12] performs when 
the window length may be inappropriate. In Figure 3.1, the 2D-AMDF algorithm 
produces only one track in the region of 0.2 seconds to 0.25 seconds while there are two 
tracks in the ground truth. This is because as the two pitch trajectories come closer in 
frequency, the 2D-AMDF algorithm lacks enough signal data to separate the two 
individual tracks. As a result, it only produces one track. A potential solution would be to 
increase the window length to capture more periods of the signal. On the other hand, 
Figure 3.2 demonstrates a situation where the 2D-AMDF is affected by window length 
being too long. In this case, the 2D-AMDF algorithm mistakenly produces two tracks 
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while there is only one track in the ground truth. The reason is in regions where the pitch 
track exhibits strong temporal variations, the assumption that the speech remains 
stationary within the window may no longer be valid. In this case, the 2D-AMDF 
algorithm may mistakenly decide that there are two pitch tracks that are close to each 
other. As shown in the time region from 2.64 seconds to 2.72 seconds, two tracks are 
produced by 2D-AMDF while there is only one track in the ground truth. In this case, a 
shorter window may resolve the issue.  
In addition, there are situations where both tracks exhibit strong temporal 
variation while also being close in frequency. In this case, there is no correct window 
length that would allow the algorithm to retrieve both tracks accurately. An example is 
given in Figure 3.3. In the ground truth shown in Figure 3.3 (a), there are two tracks 
changing rapidly while being close to each other in frequency. Figure 3.3 (b) and (c) 
demonstrate that the 2D-AMDF algorithm cannot accurately produce the correct pitch 
tracks with a long window or a short window.  
	
Figure 3.1 Example where the 2D-AMDF algorithm [12] fails to correctly produce the pitch 
tracks because the window length is too short. (a)The ground truth. The blue line with triangles 
indicates one pitch track. The red line with circles is another pitch track. (b) The pitch tracks 
produced by 2D-AMDF. Because the window length is too short, there is not enough data in the 
windowed signal, and the 2D-AMDF algorithm was not able to distinguish the two pitch tracks 
when they get close in frequency. As a result, the 2D-AMDF produces only one pitch track 
between 0.2 seconds and 0.25 seconds when the two pitch tracks are close in frequency.  
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Figure 3.2 Example of pitch tracking results of the 2D-AMDF algorithm [12] when the window 
length is too long. (a) The ground truth. (b) The pitch tracks produced by 2D-AMDF. When the 
window length is too long, the pitch may be changing within the window. In this case, 2D-AMDF 
may mistakenly produce two pitch tracks when there is only one track in the ground truth. As 
shown in the interval of 2.64 seconds to 2.72 seconds. 
	
Figure 3.3 Example of pitch tracking results with different window length. (a) Ground Truth (b) 
Pitch tracking result using 2D-AMDF with a short window (40ms) (c) Pitch tracking result using 
2D-AMDF with a long window (50ms).  As the pitch tracks changing rapidly in time and also 
come close in frequency, there may not be a perfect window length that would allow the 2D-
AMDF algorithm to produce the pitch tracks correctly.  
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3.2 Adaptive TF analysis framework for multi-pitch tracking  
Özdemir [11] proposed a rule-based framework that adaptively adjusts the TF 
analysis of the 2D-AMDF algorithm. Figure 3.4 provides a high-level block diagram of 
this framework, which is referred to as FRD-RB (Fault Recognition and Diagnosis 
framework, Rule-Based). The idea of this framework is to analyze the results of an initial 
estimate of the pitch tracks and recognize patterns in the estimates that could indicate 
potential errors, then attempt to recover the ground truth by adjusting the TF analysis. 
This framework can be divided into two phases, the fault-recognition phase, and the 
fault-diagnosis phase. In the fault-recognition phase, the raw signal first undergoes a TF 
transformation where a Gammatone filterbank is used to divide the signal into different 
frequency channels. Then, the 2D-AMDF algorithm is applied to provide an initial 
estimate of the pitch tracks. The pitch tracks are then examined to detect any prototypical 
behaviors. Prototypical behaviors are pitch track patterns that may indicate faults in the 
pitch tracking results. Figure 3.5 provides an example of a prototypical behavior. This 
particular prototypical behavior is associated with patterns where two pitch tracks 
converge toward each other in frequency, and at some point, one of the tracks stops and a 
little later restarts (see Figure 3.5). What might have happened is the two tracks actually 
crossed each other, and the pitch tracking algorithm failed to detect both tracks when they 
get too close in frequency. In the framework proposed in [11], there is a collection of 
such prototypical behaviors that correspond to different patterns of pitch tracks. 
Handcrafted rules, such as the one shown on the right of Figure 3.5, are used as the basis 
for detecting each of the prototypical behaviors.  
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Once a prototypical behavior is detected, it triggers the fault-diagnosis phase that 
attempts to recover the actual pitch tracks. The fault-diagnosis phase begins with 
generating hypotheses of possible ground-truth pitch tracks. For each of the prototypical 
behaviors, there are several pre-defined hypotheses. If we consider the example in Figure 
3.5, the corresponding hypotheses include 1) the pitch tracks cross each other and 2) the 
original results are correct. Based on the hypotheses, the framework adjusts the TF 
analysis by changing the 2D-AMDF settings and reprocesses the raw signal. For example, 
the framework may increase or decrease the analysis window of 2D-AMDF in order to 
accommodate situations such as pitch tracks close in frequency or pitch tracks changing 
rapidly. The reprocessed result is then compared with the hypothesized pitch tracks. The 
matched hypothesized track is sent to the output.  
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Figure 3.4 Block diagram of the framework in [11].  
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Figure 3.5 Example of prototypical behavior. The prototypical behavior in the pitch tracking 
results is detected based on handcrafted rules. 
 
3.2.1 Limitations of fault-recognition phase 
One limitation factor of FRB-RB [11] is its fault-recognition phase fails to trigger 
in some situations where the output is incorrect. An example is shown in Figure 3.6. In 
the ground truth (top figure of Figure 3.6), there are two pitch tracks that are close in 
frequency. The two tracks are incorrectly merged into one track in the 2D-AMDF output 
(middle figure of Figure 3.6). The resulting pitch track appears to be normal, and it does 
not match any of the pre-defined prototypical behaviors. As a result, the fault-recognition 
phase was not carried out for this region. Hence, the framework failed to recover the 
correct pitch tracks (result shown in the bottom figure of Figure 3.6).  
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Figure 3.6 Example of situations where a fault is not recognized by the fault-recognition phase of 
[11]. (a) Ground Truth (b) 2D-AMDF result (c) FRD-RB [11] result.   
 Another limitation of FRD-RB is its fault-recognition phase is built entirely based 
on rules that are handcrafted by manually studying the different cases that could occur in 
multi-pitch tracking applications. This handcrafting methodology results in three inter-
related problems. The first problem is that it is very time-consuming to design the fault-
recognition phase because the designer needs to examine a lot of data in order to 
generalize the rules for all the different cases. The second problem is that the formulated 
		
37 
rules may only yield good performance on the data that was studied by the designer 
because it would be unrealistic for the designer to manually go through a very large 
amount of data. The third problem is that the designer may not be able to utilize 
alternative signal processing techniques when designing the fault-recognition phase, as 
that could result in a combinatorial explosion for the number of rules.  
 
3.3   Proposed TF analysis framework  
3.3.1 Proposed modifications to address the limitations 
 In order to address these limitations, we introduce our version of the framework 
with three major modifications. The first major modification is to utilize alternative 
signal processing techniques in the fault-recognition phase to collect complementary 
information about the raw signal. The reason is that complementary information may 
allow us to detect potential faults in the initial signal processing results that may not be 
detectable by FRD-RB. The second major modification is to incorporate machine 
learning techniques into the design of the fault-recognition phase. The incorporation of 
machine learning techniques makes it feasible to handle the complexity of examining a 
large amount of data as well as the additional information provided by the alternative 
signal processing. Details regarding how machine learning techniques are utilized to 
design the fault-recognition phase are provided in CHAPTER 4. The third modification is 
the redesign of the fault-diagnosis phase. Instead of performing diagnosis for different 
prototypical behaviors, diagnosis of the faults in our framework is designed based on the 
different categories of faults defined for the machine learning model.  
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 The rest of this chapter focuses on providing a high-level overview of our 
framework as well as the fault-recognition phase and fault-diagnosis phases. The details 
regarding the machine learning model used for fault-recognition, and the inferencing for 
diagnosing the potential faults will be provided in CHAPTER 4 and CHAPTER 5, 
respectively. In this dissertation, our modified version of the framework is referred to as 
FRD-ML, where ML stands for machine learning.  
 
3.3.2 Overview of FRD framework 
A high-level diagram of our proposed framework is shown in Figure 3.7. This 
framework consists of two phases: the fault-recognition phase that detects and 
categorizes potential faults in the initial signal processing results, and the fault-diagnosis 
phase that attempts to recover the ground truth. In this section, we provide an overview of 
the structure of our framework. 
The fault-recognition phase in our framework starts with processing the raw audio. 
In addition to just applying 2D-AMDF with its default settings to obtain the initial pitch 
tracking results, we introduce alternative signal processing techniques that would provide 
complementary information that could be used to identify potential faults in the pitch 
tracking results. A detailed discussion is given in section 3.3.3. The initial pitch tracking 
results, as well as the complementary information, are used to recognize any potential 
faults. Instead of detecting prototypical behaviors like in FRD-RB, our framework 
identifies four categories of possible faults in the pitch tracking results. The four 
categories include deletion, insertion, fluctuation, and association. Examples of the four 
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categories are given in Figure 3.8. Deletion and insertion correspond to situations where 
the pitch tracking algorithm underestimates or overestimates the number of voiced 
speakers in the ground truth, which are demonstrated by the examples in Figure 3.8 (a) 
and Figure 3.8 (b), respectively. Fluctuation, such as the example in Figure 3.8 (c), 
corresponds to unexpected jumps between consecutive pitch values. Association is 
related to situations where the speaker assignment could be incorrect, as shown by the 
example in Figure 3.8 (d). Detailed explanations of the four categories are given in 
section 3.3.3.1. The category information is then sent to the fault-diagnosis phase. 
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Figure 3.7 FRD framework for multi-pitch tracking. There are two phases, the fault-recognition 
phase that identify and classify any potential faults in the initially estimated pitch tracks, followed 
by the fault-diagnosis phase that hypothesize the possible ground truth and reprocess the signal to 
seek evidence for the hypotheses.  
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Figure 3.8 Examples of fault categories. (a) Example of Deletion. In the pitch tracking result track 
1 is partially missing (0.2s to 0.25s). (b) Example of Insertion. In the pitch tracking result, there is 
an additional pitch track segment (0.27s to 0.31s) in track 1. (c) Example of Fluctuation. There is 
a jump in pitch value between the two segments of track 2, which is the result of halving of the 
second segment of track 1. (d) Example of Association. The right pitch track segment of track 1 is 
mistakenly assigned to track 2 in the pitch tracking result. 
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The fault-diagnosis phase starts with generating hypotheses about the possible 
ground-truth pitch tracks based on the category of fault. For example, a hypothesized 
ground-truth for a deletion-type fault could be a new pitch track with values linearly 
interpolated in the presumed missing region. Based on the hypothesis, evidence that may 
support or is in opposition to the hypothesis is gathered by reprocessing the raw signal. 
Different techniques, such as modifying the window length of 2D-AMDF or examining 
the magnitude spectrum, are utilized. The evidence is then examined to eliminate 
hypotheses that do not match the evidence. In the end, there will be one hypothesis 
remaining. Its hypothesized pitch tracks will be used as the output. A high-level overview 
regarding hypotheses for each category of fault is provided in section 3.3.4. The evidence 
gathering step is explained in section 3.3.5. The hypothesis elimination procedures are 
discussed in section 3.3.6. The detailed inferencing procedures of the fault-diagnosis 
phase will be discussed in CHAPTER 5. 
In order to further improve the possibility of recognizing and correcting potential 
faults in the initial pitch tracking results, this framework will run for more than just one 
iteration. In other words, this framework takes the result of the previous iteration as input 
in an attempt to gradually improve the pitch tracking results. This iteration process will 
terminate if either the pitch tracks stay unchanged after an iteration or the maximum 
number of iterations is reached. The maximum number of iterations is empirically 
selected to be six because no significant performance improvement was found after six 
iterations.  
 
		
43 
3.3.3 Fault recognition  
FRD-RB identifies potential faults in the pitch tracking results by detecting 
prototypical behaviors from the 2D-AMDF output with default settings. As we have 
demonstrated in section 3.2.1, FRD-RB’s fault recognition phase may not be able to 
capture some of the errors. In the fault-recognition phase of our modified framework, we 
incorporate alternative signal processing techniques that provide complementary 
information about the raw signal in order to better recognize potential faults in the pitch 
tracking results.  
 One mechanism we introduced is to process the raw audio with different window 
lengths. Figure 3.9 shows an example of processing a signal using the 2D-AMDF 
algorithm with two different window lengths. In the ground truth (top figure) of Figure 
3.9, there are two pitch tracks that are close in frequency. However, in the 2D-AMDF 
output show in the middle figure, the two tracks are incorrectly merged into one track. 
FRD-RB failed to detect this fault because there is no matching prototypical behavior. 
One way to detect the fault in this region is to process the signal using the 2D-AMDF 
algorithm but with a different window length. The bottom figure of  Figure 3.9 shows the 
result of processing the signal with a longer window (60ms). Clearly, the pitch tracks are 
different from the 2D-AMDF output with the original window length. It suggests that 
there could be errors in the pitch tracking output, which could be passed to the fault-
diagnosis phase to seek out the ground truth. In the fault-recognition phase of our 
modified framework, we utilize 2D-AMDF with three different sets of empirically 
selected window lengths: 40ms, 50ms (default of 2D-AMDF), and 60ms.   
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Figure 3.9 Pitch tracking results of using different window lengths. (a) Ground Truth. (b) Original 
2D-AMDF result. (c) 2D-AMDF result using longer window length (60ms). By using a longer 
window length, the 2D-AMDF algorithm is able to detect part of the red track. The discrepancy 
between the original 2D-AMDF result and the new 2D-AMDF result would indicate a fault. 
 
 Another useful mechanism is the voicing indicator, or Voice Activity Detector 
(VAD). The voicing indicator indicates whether there are voiced speech components in a 
given frame or not. The reason why it would be helpful is that in situations where the 
pitch tracking algorithm incorrectly detects zero voiced speaker, the voicing indicator 
result may contradict the decision. Figure 3.10 provides an example of such situation. By 
comparing the ground truth in Figure 3.10 (a) and the 2D-AMDF result in Figure 3.10 (b), 
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we can see that part of the track 2 is missing in the region of 1.8 seconds to 1.88 seconds. 
The voicing indicator in Figure 3.10 (c) indicates that the voice in the input audio signal 
is continued until around 1.88 seconds. This result contradicts the pitch tracks given in 
the 2D-AMDF output. Therefore, the discrepancy between the pitch tracks and the VAD 
result indicates there could be a deletion type fault in the 2D-AMDF result.  
In our work, we used the VAD from [63]. This VAD takes the raw signal as input 
and produces the voicing probability in the range [0, 1]  of each frame. This voicing 
probability is fed directly as an input feature to the machine learning based fault-
recognition model which will be discussed in CHAPTER 4.  
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Figure 3.10 Example of voicing indicator. (a) Ground Truth. (b) 2D-AMDF result. (c) Voicing 
indicator result. In this case, 2D-AMDF failed to detect the pitch tracks at around 1.8 sec to 1.87 
sec. But the voicing indicator indicates that the pitch track should be present in this region. The 
discrepancy between the results would indicate there could be a mistake in the pitch tracking 
result. 	
There is another algorithm that has been used by multiple pitch tracking 
algorithms [63] [46] [61] to extract information from the signal to perform pitch 
estimation. This algorithm is originally proposed by Gonzalez et al. [63] as part of their 
pitch tracking algorithm. It was later adopted by others [46] [61] to compute features for 
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their pitch tracking algorithms. The high-level procedure for this algorithm can be 
represented by the following steps: 
1. Obtain the power spectrogram JD(L)  of the input signal =  using STFT, 
where @ is the frame index, L is the frequency.  
2. For each frame, interpolate the periodogram onto a log-spaced frequency 
grid, JD(N), where N = IOP(L). 
3. Obtain the smoothed version of the periodogram, JQD(N), using a moving 
average filter. 
4. Normalize the periodogram:  	  JRD(N) = JD(N) S(N)JQD(N) (3.2) 
where S(N) represents the long-term average spectrum calculated based on 
[81].  
5. Filter the normalized periodogram: 	  TD(N) = JRD(N) ∗ ℎ(−N) (3.3) 
where ∗ denotes convolution, ℎ(N) is a filter calculated as:  	  ℎ(N) = 1W − cos(2\]^) − _ (3.4) 
where W is a parameter that controls the shape of the filter with a value equal 
to 1.8, _ is chosen so that ∫ ℎ(N) aN = 0. 
 
 Gonzalez et al. [63] extract pitch information from the location of the peaks in the 
filtered periodogram, TD(N). We use part of the filtered periodogram (from 60hz to 
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400hz as suggested by [46] [61]) to from a feature vector bD = [TD(N4), 	TD(Nc),. . .		 , TD(N6)]d, which will be used by the machine learning based fault-recognition model.  
Another signal processing technique utilized in our framework is the log energy 
[82] of the signal. The log energy is calculated as the logarithm of the energy of the 
windowed signal, as shown in Eq. (3.5).  	
Log energy: IOPe = I> f<=[>]cg6E4 h (3.5) 
where i is the window length, =[>] denotes the raw audio signal at the >th sample. 
Log energy has been used in different applications such as speech recognition 
[83] [84], environmental sound analysis [85], speaker recognition [86] [87]. It is shown 
that the information embedded in the temporal variations of the log energy can improve 
the performance of automatic speech recognition (ASR) systems [88]. Accordingly, we 
also added the temporal derivatives of the log energy to our feature set. Specifically, we 
calculate the delta and delta-delta of the log energy. The formula for calculating delta 
coefficients is given in Eq. (3.6): 	 Delta: a[>] = ∑ @(k[> + @] − k[> − @])lDE4 2∑ @clDE4  (3.6) 
where k[>] denotes the signal of interest (e.g., log energy) at the >th sample, m  is a 
coefficient with a typical value of 2. The delta-delta is calculated by performing the delta 
operation on the delta coefficients.  
 When seeking for faults in the pitch tracks, it is important to examine any sudden 
change in the trend of the pitch trajectories since human’s pitch does not change abruptly. 
Figure 3.11 demonstrates an example where changes in the trend of the pitch tracks 
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would reveal problems in the pitch tracking results. In Figure 3.11 (a), the ground truth 
shows that track 2 descends and comes close to track 1. The two tracks are mistakenly 
merged into one track in the output of 2D-AMDF algorithm. However, there is a 
significant change in the slope of the pitch track at the place where the two tracks join 
together. This could be a fault as it is unusual for a pitch track to have a sudden change in 
its trend.  
 
Figure 3.11 Example of inconsistency in the trend of pitch tracks may reveal mistakes. (a) 
Ground Truth. (b) Pitch Tracking results. When the red track meets the blue track at around 1.7 
sec, the 2D-AMDF algorithm mistakenly connected the two tracks and produced one track 
instead. But the inconsistency of the trend would indicate that there could be a mistake in the 
pitch tracking results. 
 An intuitive way of incorporating the trend of the pitch track into the fault-
recognition phase would be to derive measurements such as the slope, variation of the 
pitch tracks. However, it may be difficult to know in advance how long we should trace 
back in the pitch tracks in order to produce those measures. For example, whether we 
should calculate the slope of the pitch track over a short period of 20ms or a long period 
of 100ms. In order to deal with such problem, we decided that using a recurrent neural 
network (RNN) structure where the temporal dependencies can be learned by examining 
a large amount of data would spare us from explicitly making those design decisions. 
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Therefore, instead of explicitly calculating the slope of the pitch track, we feed the pitch 
tracks as inputs to the RNN. 
 The information extracted using these techniques, along with the initially 
estimated pitch tracks, are used to recognize potential faults in the pitch tracks and 
categorize the faults into the pre-defined categories.  
 
3.3.3.1 Fault categories 
As mentioned in the overview, the fault-recognition phase of our modified 
framework is designed to label each fault using one of the four predefined categories: 
deletion, insertion, fluctuation, and association. Brief explanations of each category are 
given in Table 3.1. As the name suggests, deletion or insertion corresponds to situations 
when the pitch tracking algorithm may have underestimated or overestimated the number 
of pitch values. Fluctuation is when it is suspected that there is a jump in frequency 
between consecutive pitch values. Due to the fact that pitch is constantly changing, 
detecting a fluctuation is subtler than just setting up a fixed threshold, as will be 
demonstrated later on. Association occurs when the pitch tracking algorithm incorrectly 
assigned a pitch track segment to a different track.  
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Fault category Explanation 
Deletion Suspecting the pitch tracking algorithm underestimated the number of 
pitch values. 
Insertion Suspecting the pitch tracking algorithm overestimated the number of 
pitch values. 
Fluctuation Suspecting there is a sudden jump in frequency between two 
consecutive pitch values or between two consecutive pitch segments. 
Association Suspecting there is a mistake in assigning the pitch estimates to the 
corresponding pitch tracks.   
Table 3.1 Explanations of fault categories. 
  
Corresponding examples of each category are given in Figure 3.12 to Figure 3.16. 
Figure 3.12 demonstrates an example of a deletion. Comparing to the ground truth (top 
figure of Figure 3.12), track 1 is partially missing in the pitch tracking results (bottom 
figure of Figure 3.12). On the other hand, Figure 3.13 shows an example of insertion. In 
the region of 0.25s to 0.3s, the MPT algorithm mistakenly produced two pitch tracks 
while there is only one track in the ground truth. An insertion label should be triggered 
for this region.  	  
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Figure 3.12 Example of Deletion. Top: Ground Truth Bottom: Pitch Tracking result. 
	
Figure 3.13 Example of Insertion. Top: Ground Truth Bottom: Pitch Tracking result. 
Fluctuations happen in the pitch tracking output due to errors in the pitch tracking 
algorithm, such as octave errors where the algorithm incorrectly produces pitch estimates 
at double or halve of the true value [78]. In Figure 3.14, we have an example of a 
fluctuation. The right segment of track 1 is mistakenly halved and result in it being 
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assigned to the track 2. This in turn creates a jump in frequency between the start of the 
second segment and the end of the first segment in track 2. A fluctuation label should be 
created so that the octave error could potentially be corrected in the fault-diagnosis phase. 
However, the fault-recognition phase must not label a normal jump in the pitch track as a 
fluctuation. For example, in the ground truth pitch track shown in Figure 3.15, the 
frequency difference between the first and second pitch track segment of track 1 is much 
larger than the frequency difference between two pitch segments of track 1 in Figure 3.14. 
Yet this is a normal behavior of the pitch track, which is not caused by errors of any sort. 
A simple thresholding solution may mistakenly detect it as a fluctuation. Designing a 
more sophisticated solution may require significant effort due to the complexity of how 
pitch tracks would behave. Our solution is to incorporate machine learning techniques 
such as the RNN so that the criteria for fluctuation can be learned from data.  
	
Figure 3.14 Example of Fluctuation. Top: Ground Truth Bottom: Pitch Tracking result. 
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Figure 3.15 Example of a jump in the ground truth pitch track. Between the first and second pitch 
track segments of track 1 there is a jump of about 50hz. But this is not a fluctuation.  
An association error occurs when the pitch tracking algorithm incorrectly 
assigned a pitch track segment to a different track. It could happen as a result of other 
types of faults. In the example given in Figure 3.16, the track 1 segment started at around 
2.25 seconds was mistakenly assigned to the track 2 because the pitch values at the 
beginning of this segment were not detected, which result in the starting value of this 
segment to be closer to track 2. In this case, the fault-recognition phase should notify the 
fault-diagnosis phase that there could be an association error.  
	
Figure 3.16 Example of Association. Top: Ground Truth Bottom: Pitch Tracking result. 
		
55 
3.3.4 Hypothesizing ground-truth pitch tracks 
 Once a fault is identified, hypotheses on the possible ground-truth pitch tracks are 
generated according to the what category the fault belongs to. The high-level ideas of 
how to generate the hypotheses for each fault are listed in Table 3.2. Explanations of the 
hypotheses for each fault category are given in section 3.3.4.1 to section 3.3.4.4.  
Fault label Possible Hypotheses 
Deletion 1. If a deletion is detected between two pitch track segments, generates a 
hypothesized pitch track with pitch values linearly interpolated in the 
assumed deleted region.  
 
2. If a deletion is detected after a pitch track segment has ended, 
generates a hypothesis that the pitch track continues.  
 
3. Original pitch tracks. 
Insertion 1. If an insertion is detected when two pitch tracks are present and close 
in frequency, generates a hypothesized pitch track with pitch values 
equal to the mean of the two tracks. 
 
2. If an insertion is detected when one pitch track is present or the other 
track is not close in frequency, generates a hypothesized pitch track 
with no pitch values in the assumed inserted region.  
 
3. Original pitch tracks. 
Fluctuation 1. Generate hypothesis pitch tracks by doubling or halving the pitch track 
segment labeled as faulty.  
 
2. Original pitch tracks.	
Association 1. Flip the speaker assignment of pitch tracks.  
 
2. Original pitch tracks. 
Table 3.2 Hypotheses for each fault category.  	
3.3.4.1 Hypothesizing for Deletion 
 Before starting the hypothesizing process for deletion, we first check the “validity” 
of the deletion. That is, depending on the fault label of the current pitch track segment 
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and its neighboring pitch track segment, it may be helpful to first resolve other faults 
before examining the deletion. For example, there could be situations where the previous 
pitch segment is labeled as fluctuation. Attempting to address a deletion may mistakenly 
connect the current pitch track segment with the previous segment, which was mistakenly 
doubled or halved in the first place. Therefore, before carrying out the diagnosis phase for 
deletion, we ensure the following conditions are satisfied: 
• No fluctuation label for the current pitch track segment. 
• No insertion label for the current pitch track segment. 
 Once these conditions are satisfied, we start the hypothesizing process. There 
could be mainly two possible reasons for a deletion 1) the two tracks are close in 
frequency, and the pitch tracking algorithm is not able to separate the tracks, 2) one of the 
pitch track is changing rapidly, and the pitch tracking algorithm is not able to keep up 
with the pitch. Examples of the situations are given in Figure 3.17, where the figures on 
the left correspond to reason 1, and the figures on the right correspond to reason 2.  
 The hypothesized tracks are generated based on whether the potentially missing 
pitch values can be estimated through interpolation. The two situations are represented by 
the examples in Figure 3.17 (a) and (b). The first situation is when the deletion is 
suspected between two pitch track segments, as demonstrated by Figure 3.17 (a). In this 
case, the hypothesized tracks can be generated by linearly interpolating the pitch values 
in the gap, as demonstrated by the example in Figure 3.18. In the other situation where 
the pitch values cannot be estimated by interpolation, such as Figure 3.17 (b), the pitch 
values are hypothesized to be within $%(n) ± _∆n (where $%(n) is the pitch value at the 
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edge of the pitch segment, and ∆n is the time difference between the hypothesized pitch 
value and the edge of the pitch segment, _ is the maximum rate of pitch variation, _ =900 is used3 in our framework). In the evidence gathering step, any pitch values that fall 
within the bound will be used to reconstruct the pitch track. The detailed inferencing 
procedure for generating hypotheses for a deletion-type fault is provided in Section 5.5.1. 
	
Figure 3.17 Example of different situations for deletion. (a) Top: Ground Truth. Bottom: Pitch 
tracking result. A deletion occurs between the two segments of track 2. The hypothesized pitch 
tracks can be generated by linearly interpolate track 2 values in the presumed missing region. (b) 
Top: Ground Truth. Bottom: Pitch tracking result. A deletion occurs after 0.66s of track 2. The 
hypothesized pitch tracks cannot be generated by linear interpolation. Instead, we put a constraint 
on the value of track 2 in the presumed missing region.  
 
	
3 The value of _ is selected based on the maximum rate of pitch variation suggested by [78]. 
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Figure 3.18 Example of hypothesized pitch tracks for a deletion. Left: Pitch tracking results. 
Right: Hypothesized pitch tracks. The hypothesized pitch tracks can be generated by linearly 
interpolating between the two track segments of track 2.  	
3.3.4.2 Hypothesizing for Insertion 
 There are two common reasons for 2D-AMDF to produce insertion errors. The 
first reason is that 2D-AMDF may mistakenly produce two pitch estimates instead of one 
when the pitch is changing rapidly. The second reason is that there could be background 
noise in the input signal that may result in 2D-AMDF mistakenly produces redundant 
pitch estimates. Examples of the two reasons are shown in Figure 3.19 (a) and (b), 
respectively. There could also be cases where the insertion faults result in association 
errors as well, such as the example shown in Figure 3.20. The general rule of creating 
hypothesized tracks is to merge the two tracks into one by taking the mean of their values. 
In cases where an association error is also suspected, the speaker assignment is adjusted 
in the hypothesized tracks, accordingly, as shown in the example in Figure 3.20. If the 
insertion fault is suspected to be caused by background noise, the corresponding 
hypothesis would be to assume the suspected redundant pitch track segment does not 
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exist. The detailed inferencing procedure for generating hypotheses for an insertion-type 
fault is provided in Section 5.5.2. 
 
Figure 3.19 Examples of insertion. Top: ground truth pitch tracks. Bottom: Pitch tracking result.   
	
Figure 3.20 Example of insertion. (a) Ground Truth. (b) Pitch tracking result. (c) Hypothesized 
pitch tracks. Top: Original pitch tracks. Bottom: Hypothesized pitch track by merging two tracks 
into one track.  
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3.3.4.3 Hypothesizing for Fluctuation 
 Fluctuation could happen as a result of octave errors where a pitch track segment 
may be mistakenly doubled or halved, and sometimes even tripled or third. The 
hypothesizing process begins in two directions 1) assuming the estimated pitch tracks are 
incorrect, 2) assuming the estimated pitch tracks are correct. To start with, the ratios 
between the pitch values of the starting and ending points of the pitch track segments are 
measured, which is illustrated in Figure 3.21.   
	
Figure 3.21 Ratios between consecutive pitch track segments. 
 If there is potentially an octave error that results in any of the ratios being close to 
any number in q = {1/3, 1/2, 2, 3} , a hypothesis is generated by modifying the 
potentially faulty pitch track segment. The procedure of determining whether a ratio is 
close to any number in q is the followings: 
1. Determine which number in q = {1/3, 1/2, 2, 3} is closest to the ratio: 	  [Δw, x] = @x>(5	 − 	q) (3.7) 
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where 5  represents any ratio from {544, 54c, 5c4, 5cc} , Δw  and x  denote the 
minimum difference as well as the index of the closest number in q.   
2. Determine whether the difference falls within the threshold: 	  @y=(0, Δw − z{) < 0.03 + 0.12 ∗ Δ} (3.8) 
where z{  represents a set of thresholds on each of number in q , z = {0.015,0.015, 0.04, 0.04}, Δ} is the time duration of the gap (between two pitch track 
segments) where the ratio is calculated. Details regarding how the values for z 
and the parameters in Eq. (3.8) are selected are provided in Appendix A-1.  
 
 If any of the ratios satisfy the condition specified in Eq. (3.8), the hypothesizing 
process is carried out. For example, if it is suspected that the right segment of track 2 in 
the pitch tracking result (shown in Figure 3.22) is mistakenly halved, a hypothesis is 
generated by doubling the pitch values of the right segment of track 2 and assign it to 
track 1. This hypothesis is sent to the later stages in the fault-diagnosis phase to 
determine whether it is valid or not. The detailed inferencing procedure for generating 
hypotheses for a fluctuation-type fault is provided in Section 5.5.3. 
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Figure 3.22 Example of hypothesized tracks for fluctuation. Left: Pitch tracking results. Right: 
Hypothesized pitch tracks. 	
3.3.4.4 Hypothesizing for Association 
 Association represents situations where the MPT algorithm may have incorrectly 
assigned a pitch track segment to a different track. The hypotheses for association would 
be either flipping the speaker assignment or retaining the original speaker assignment. 
Example of an association and the corresponding hypotheses are given in Figure 3.23 
where there are two hypotheses that assign the right pitch track segment differently. The 
detailed inferencing procedure for generating hypotheses for an association-type fault is 
provided in Section 5.5.4. 
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Figure 3.23 Example of hypothesized tracks for association. Left: Pitch tracking results. Right: 
Hypothesized pitch tracks.  	
3.3.5 Evidence gathering for hypotheses 
 The purpose of the evidence-gathering step is to collect evidence that could be 
used to decide whether a hypothesis is valid or not. Different actions are designed for 
each type of fault. For example, in the case of deletion, the window length could be 
reduced to allow the pitch tracking algorithm to better follow the rapidly changing pitch 
track. In addition, the VAD result can be used to help to determine whether there should 
be pitch values or not. A summarized list of the evidence gathering actions is given in 
Table 3.3. Explanations for the different types of faults are given in Section 3.3.5.1 to 
3.3.5.4. The detailed inferencing procedure will be discussed in Section 5.6. 
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Fault label Evidence gathering actions 
Deletion 1. If it is suspected that deletion is due to the window length of 2D-
AMDF being not long enough, increase the window length and 
reprocess the signal.  
 
2. If it is suspected that deletion is due to the window length of 2D-
AMDF being not short enough, decrease the window length and 
reprocess the signal. 
 
3. Collect the voicing probability for each frame from the VAD results 
obtained in the fault-recognition phase. 
 
4. Go through the region pitch values are suspected missing, examine 
the existence of peaks in the magnitude spectrum that is associated 
with the harmonics of the assumed missing pitch values.  
Insertion 1. If there are two tracks present, decrease window length and reprocess 
the signal. 
 
2. If there is one track present, go through the pitch values, examine the 
existence of peaks in the magnitude spectrum. 
 
3. Collect the voicing probability for each frame from the VAD results 
obtained in the fault-recognition phase. 
Fluctuation 1. If suspect the actual pitch is half of the detected pitch value, go 
through the pitch values, examine the existence of peaks at odd 
multiples of $% 2⁄ , where $% is the detected pitch value. 
 
2. If suspect the pitch is third of the detected pitch value, go through the 
pitch values, examine the existence of peaks at > ∗ $% 3⁄  where > =1, 2, 4, 5, 7, 8⋯, $% is the detected pitch value.  
 
3. If suspect the pitch is double of the estimated pitch value, go through 
the pitch values from frame to frame, examine the existence of peaks 
at even multiples of the $%, where $% is the detected pitch value. 
 
4. If suspect the pitch is triple of the estimated pitch value, go through 
the pitch values from frame to frame, examine the existence of peaks 
at > ∗ $% where > = 1, 2, 4, 5, 7, 8⋯, $% is the detected pitch value. 
Association  1. Determines the mean values of the inter-track frequency difference 
of the neighboring pitch track segments.  
Table 3.3 Evidence gathering actions. 
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3.3.5.1 Evidence gathering for Deletion 
 As shown in Table 3.3, there are four evidence gathering actions that could be 
used depending on which of the deletion situation it is. If a deletion is potentially caused 
by the pitch tracks being close in frequency, the corresponding action would be to 
increase the window length in order to better separate the pitch tracks. Specifically, the 
input signal is reprocessed using 2D-AMDF with window length increased by a factor4 of 
1.2. An example is shown in Figure 3.24, as the window length increases, the 
reprocessing results demonstrate that there are pitch values in the assumed missing region.  
 
	
Figure 3.24 Example of increasing the window length. Top figure: Original pitch tracking result 
with default window length (50ms). Bottom figure: Pitch tracking result with window length 
increased by a factor of 1.2.  
 
 The reprocessed pitch tracks (using 2D-AMDF with increased window length) is 
compared with the hypothesized pitch tracks to examine whether they match each other 
	
4 The factor of 1.2 is selected such that the maximum window size is 60ms, which is within the 
range of average duration of vowels (40ms to 80ms [124]). 
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or not. The so-called pitch matching ratio (ÇÉÑÖÜá) is used as the criterion. Pitch matching 
ratio specifies the ratio of frames in the reprocessed pitch tracks that have pitch values 
match the hypothesized pitch tracks. It is important to note that the calculation of 5àxnkℎ 
excludes the frames where the frequency difference between two tracks is too small. The 
reason is that in such case it may be impossible to recover the two pitch tracks. The 
equation for pitch matching ratio (5àxnkℎ) is given in Eq. (3.9): 	  5â{}äã = ∑ På$%ç(@), $%̈(@)èlDE4 m∗  (3.9) 
where $0ç(@) is the reprocessed pitch value at index @, $%̈ is the hypothesized pitch value 
at index @ , m  is the number of frames for the suspected deletion region, m∗  is the 
number of frames where the frequency difference between two tracks is not too small. 
The calculations for m∗ is given in Eq. (3.11) where På$%ç(@), $%̈(@)è is a function that 
determines whether the hypothesized pitch value matches the reprocessed pitch value or 
not:  	
 På$%ç(@), $%̈(@)è = ê1, ë$%̈(@) −	$%ç(@)ë ≤ ìâ	0, ë$%̈(@) −	$%ç(@)ë > ìâ		O5		∆ï(@) < _â (3.10) 	  m∗ = < ê1, ∆ï(@) < _â0, ∆ï(@) < _âlDE4  (3.11) 
where ìà is a constant threshold with value selected5 to be 10ñó. ∆ï(@) is the frequency 
difference between two tracks of the hypothesized tracks at frame @. _â is the threshold 
with value selected6 to be 6ñó.  
	
5 The details regarding how the value of ìâ is selected is given in Appendix A-3. 
6 The value of _â is selected to be 6Hz as it was found during testing that it is difficult for 2D-
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 If a deletion is potentially caused by the window being not short enough to follow 
the temporal dynamics of the pitch track, the reprocessing action is to reduce the window 
length and attempt to find any pitch estimate in the region where pitch values are 
assumed missing. An example is given in Figure 3.25. As can be seen that reprocess the 
raw signal with a shorter window allow some of the originally missing pitch estimates to 
appear in track 2 for the region of 0.66s to 0.73s. In this case, the pitch matching ratio 
(5àxnkℎ) is used as the criterion to decide whether the hypothesized pitch tracks are valid 
or not.  
	
Figure 3.25 Example of reducing window length helps recover missing pitch estimates. (a) 
Ground truth pitch tracks. (b) Pitch tracking result with default window length (50ms). (c) Pitch 
tracking results with reduced window size (40ms). 
 
	
AMDF to separate pitch values from the two pitch tracks that are within 6Hz.  
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 In addition, the spectrum of the raw signal is examined to see whether there are 
matching harmonics for the hypothesized pitch values that are assumed missing. In this 
case, the so-called peak matching ratio (ÇÉòôö) is calculated. To start with, the following 
procedure7 is conducted to evaluate whether there are peaks in the spectrum that are 
associated with harmonics of the assumed missing pitch values: 
v Go through the hypothesized pitch values generated via linear interpolation, for 
each frame: 
Ø Take the Discrete Fourier Transform (DFT) of the windowed signal. (Hanning 
window with length equal to the 2D-AMDF window length and a DFT length 
of 10 * 2D-AMDF window length). 
Ø Find peaks in the power spectrum from 80hz to 2000hz, sort the peaks based 
on height. Obtain the frequencies of the top 20 peaks.  
Ø Go through the power spectrum at 8 ∗ $%̈, where $%̈ is the hypothesized pitch 
value, 8 = 1, 2, 3, 4, …   
§ If 8 ∗ $%̈ not within 20hz (frequency resolution of the STFT based on the 
window length) from any of the harmonics of the interference pitch track8: 
• Calculate the distance between 8 ∗ $%̈  and the closest peak. If the 
distance is smaller than 12hz, mark as peak found.  
	
7 The details regarding the parameter selections of this procedure are given in Appendix A-2. 
8 The interference pitch track here means the other pitch track that may or may not present. E.g., 
if track 1 consists of the hypothesized pitch values that are assumed missing, track 2 is considered 
the interference pitch track in this case.  
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 We denote this procedure for finding matching peaks in each frame as the peak 
matching function (Eq. (3.12)). The result of the peak matching function is sent to the 
hypothesis elimination stage to decide whether a hypothesis is valid or not.    	  à]y8(@) = ú1, à]y8	LOù>a	x>	nℎ]	ûà]kn5ù@							0, à]y8	>On	LOù>a	x>	nℎ]	ûà]kn5ù@ (3.12) 
 
Finally, the peak matching ratio (ÇÉòôö) is calculated as: 	  5âü†° = ∑ à]y8(@)lDE4 m  (3.13) 
where m is the number of frames where pitch values are suspected missing, à]y8(@) is 
the peak matching function given in Eq. (3.12).  
 Furthermore, for situations that there are no pitch estimates in the suspect missing 
region from both pitch tracks, the Voice Activity Detector (VAD) results can be used to 
determine whether there should be pitch estimates or not. The criterion used is the so-
called voicing matching ratio (Ç¢£ÑÜò). The voicing matching ratio (5§Oxk]) is calculated 
for regions that are detected by the pitch tracking algorithm to be unvoiced but 
hypothesized otherwise. If such a region is found to be mostly voiced, the hypothesized 
pitch track is used as the output. The voicing matching ratio (5§Oxk]) is calculated as: 	  5• = ∑ §(@)lDE4m  (3.14) 
where m is the number of frames for the suspected deletion region, §(@) is a function 
that determines whether a frame is voiced or not by thresholding the voicing probability 
provided by the VAD: 
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	  §(@) = ú1, ¶ß®(@) ≤ ì•0, ¶ß®(@) > ì• (3.15) 
where ¶ß®(@) is the voicing probability determined by the VAD discussed in section 
3.3.3, ì§ is a threshold whose value selected9 to be 0.7. 
 The pitch matching ratio (5àxnkℎ), the peak matching ratio (5âü†°), and the voicing 
matching ratio (5§Oxk] ), are passed to the hypothesis elimination stage to determine 
whether there is a deletion or not.  
 
3.3.5.2 Evidence gathering for Insertion 
 The procedures of evidence gathering for insertion depends on the possible causes 
of the insertion fault. If there are two pitch tracks present, it is possible that the insertion 
could be caused by the window length being too long. In such case, the raw signal is 
reprocessed using the base MPT algorithm with a smaller window length 10 . The 
reprocessed pitch tracks are then examined to see whether there are any changes in the 
suspected insertion region. That is, the suspected insertion region is examined frame by 
frame to identify whether there are frames where there are two pitch estimates in the 
original pitch tracks but only one pitch estimate in the reprocessed pitch tracks. An 
example is given in Figure 3.26, at around 0.27 seconds, the reprocessed pitch tracks with 
shorter window length show that there are frames where two pitch estimates become one 
pitch estimate.  
	
9 The details regarding how the value of ì• is selected is given in Appendix A-4. 
10  The window length is reduced to 40ms, which is above the lower limit suggested by 
Vishnubhotla et al. [12]. 
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 The pitch matching ratio (5àxnkℎ) is calculated by comparing the reprocessed pitch 
tracks with the originally estimated pitch tracks to identify the ratio of frames where the 
assumed redundant pitch values do not exist after reprocessing.  
	
Figure 3.26 Example of reducing window length helps reducing insertion errors. (a) Ground truth 
pitch tracks. (b) Pitch tracking result with default window length (50ms). (c) Pitch tracking results 
with reduced window size (40ms). 
 In addition, the peak matching ratio (5âü†°) is also calculated for the assumed 
redundant pitch values. The peak identification procedure mentioned in Section 3.3.5.1 is 
performed to evaluate whether there are peaks in the spectrum that are associated with the 
harmonics of the assumed redundant pitch values: 
v Go through the pitch values that are assumed redundant, for each frame: 
Ø Take the Discrete Fourier Transform (DFT) of the windowed signal. (Hanning 
window with length equal to the 2D-AMDF window length and a DFT length 
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of 10 * 2D-AMDF window length). 
Ø Find peaks in the power spectrum from 80hz to 2000hz, sort the peaks based 
on height. Obtain the frequencies of the top 20 peaks.  
Ø Go through the power spectrum at 8 ∗ $%, where $% is the detected pitch value, 8 = 1, 2, 3, 4, …   
§ If 8 ∗ $% not within 20hz (frequency resolution of the STFT based on the 
window length) from any of the harmonics of the interference pitch track11: 
• Calculate the distance between 8 ∗ $%  and the closest peak. If the 
distance is smaller than 12hz, mark as peak found.  
Similar to the case of deletion-type fault, the peak matching ratio (5âü†° ) ratio is 
calculated from the peak identification procedure results.  
 In addition, if there is only one pitch track present and it is labeled as insertion, it 
could be due to the background noise in the raw signal. In such case, the voicing 
matching ratio (5§Oxk]) is calculated. The idea is that if there should be no pitch values, the 
voicing probabilities should be small.  
 The pitch matching ratio (5àxnkℎ), the peak matching ratio (5âü†°), and the voicing 
matching ratio (5§Oxk] ), are passed to the hypothesis elimination stage to determine 
whether there is an insertion fault or not. 
 
	
11 The interference pitch track here means the other pitch track that may or may not present. E.g., 
if track 1 is assumed to inserted, track 2 is considered the interference pitch track in this case.  
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3.3.5.3 Evidence gathering for Fluctuation 
 In the case of fluctuation, the different evidence gathering options are designed 
based on the idea that if the fluctuation is a result of octave errors12 the spectrum would 
be able to provide evidence on whether the corresponding harmonics exist or not. For 
example, if the detected pitch value is $%, the spectrum should have peaks at 8 ∗ $% where 8 = 1, 2, 3, 4, 5, 6, 7, 8⋯.  If it is suspected that the pitch is mistakenly halved (i.e., true 
pitch value should be 2 ∗ $%), then in the spectrum, there should not be peaks at 8 ∗ $% 
where 8 = 1, 3, 5, 7,⋯ . If no such peaks are found in the spectrum, the pitch is 
considered to be mistakenly halved. Similarly, if it is suspected that the pitch is 
mistakenly doubled, then in the spectrum, there should be peaks at 8 ∗ $% 2⁄  where 8 =1, 3, 5, 7,⋯. If such peaks are present, the pitch is considered to be mistakenly doubled. 
The peak identification procedure mentioned in Section 3.3.5.1 is used (with minor 
modifications) to check whether the peaks are present in the spectrum or not: 
v Go through the region where the pitch track is suspected to be doubled or halved, 
for each frame: 
Ø Take the DFT of the windowed signal. (Hanning window with length equal to 
the 2D-AMDF window length and a DFT length of 10 * 2D-AMDF window 
length). 
Ø Find peaks in the power spectrum from 80hz to 2000hz, sort the peaks based 
on height. Obtain the frequencies of the top 20 peaks.  
	
12 Octave errors are when the pitch tracking algorithm produce pitch estimates that are double or 
half of the ground-truth values. 
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Ø Go through the power spectrum at 8 ∗ $%/5, where $% is the detected pitch 
value, 8 and 5 are the hypothesis parameters mentioned earlier.   
§ If 8 ∗ $%/5 not within 20hz (frequency resolution of the STFT based on 
the window length) away from any of the harmonics of the  interference 
pitch track13: 
• Calculate the distance between 8 ∗ $%/5 and the closest peak. If the 
distance is smaller than 12hz, mark as peak found. 
The peak matching ratio (5âü†° ) is calculated from the peak identification procedure 
results and sent to the hypothesis elimination stage to decide whether there is an octave 
error or not.    
 
3.3.5.4 Evidence gathering for Association 
 In the evidence gathering stage, for association-type fault, evidence is collected to 
verify whether there is an association error or not. Specifically, the mean of the frequency 
difference between the two tracks are calculated for the two set of pitch track segments 
before and after the association label, as shown in Figure 3.27. These values are referred 
to as the mean inter-track differences. The values are sent to the hypothesis elimination 
matching stage.  
	
13 The interference pitch track here means the other pitch track that may or may not present. E.g., 
if track 1is assumed to be doubled or halved, track 2 will be the interference pitch track in this 
case.  
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Figure 3.27 Mean of the frequency differences between the two tracks.  
 
3.3.6 Hypothesis elimination 
 The purpose of the hypothesis elimination stage is to examine the various 
information collected in the evidence gathering stage and identify whether each 
hypothesis is valid or not. Depending on the hypothesis, the criteria may differ. In Table 
3.4, an overview is given regarding the criteria for different types of faults. The criteria of 
each fault category are provided in section 3.3.6.1 to section 3.3.6.4. Detailed inferencing 
procedures will be discussed in Section 5.7.  
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Fault label Hypothesis elimination criteria  
Deletion 1. Compare pitch matching ratio ( 5â{}äã ) with threshold to decide 
whether there is enough evidence in the reprocessed pitch tracks that 
suggest there are pitch values missing in the initially estimated pitch 
tracks.  
 
2. Compare peak matching ratio (5âü†°) with threshold to decide whether 
there is enough evidence in the spectrum that suggest there are pitch 
values missing in the initially estimated pitch tracks.  
 
3. Compare voicing matching ratio (5§Oxk] ) with threshold to decide 
whether there is enough evidence in the VAD results that suggest 
there are pitch values missing in the initially estimated pitch tracks.  
Insertion 1. Compare pitch matching ratio (5â{}äã) with threshold to decide there is 
enough evidence in the reprocessed pitch tracks that suggest there are 
redundant pitch values in the initially estimated pitch tracks 
 
2. Compare peak matching ratio (5âü†°) with threshold to decide whether 
there is enough evidence in the spectrum that suggest there are 
redundant pitch values in the initially estimated pitch tracks. 
 
3. Compare voicing matching ratio (5§Oxk] ) with threshold to decide 
whether there is enough evidence in the VAD results that suggest 
there are redundant pitch values in the initially estimated pitch tracks.  
 
Fluctuation 1. Compare peak matching ratio (5âü†°) with threshold to decide whether 
there is enough evidence in the spectrum that suggest there are octave 
errors in the initially estimated pitch tracks. 
Association  1. Whether the signs of the mean inter-track differences calculated in the 
evidence gathering step are equal.  
Table 3.4 Hypothesis elimination criteria.  	
3.3.6.1 Hypothesis elimination for Deletion 
 The hypothesis elimination step for a deletion-type fault involves examining the 
evidence collected in the evidence gathering step to see whether pitch values are missing 
in the estimated pitch tracks. Specifically, each of the variables including pitch matching 
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ratio (5àxnkℎ ), peak matching ratio (5âü†° ), and voicing matching ratio (5§Oxk] ), are 
compared with their corresponding thresholds. For the pitch matching ratio, a threshold 
of 0.35 is utilized14 to decide whether pitch values are missing or not. For the peak 
matching ratio, a threshold of 0.625 is used15 to decide whether there are harmonics in the 
spectrum that match the hypothesized pitch values or not. For the voicing matching ratio, 
a threshold of 0.64 is used16 to decide whether there is enough voice activity or not. 
Detailed procedures on the inferencing for different hypotheses of deletion-type fault will 
be discussed in Section 5.7.1. 
 
3.3.6.2 Hypothesis elimination for Insertion 
 For insertion-type faults, the pitch matching ratio (5àxnkℎ), peak matching ratio 
(5âü†° ), and voicing matching ratio (5§Oxk] ), are compared with their corresponding 
thresholds to determine whether there are redundant pitch values in the estimated pitch 
tracks. The idea is that if there are redundant pitch values, the ratios should be lower than 
their thresholds. The thresholds values of 5àxnkℎ, 5âü†°, and 5§Oxk] are selected the same as 
the case for deletion-type fault, which are explained in Appendix A-5 and Appendix A-7. 
The inferencing procedure for selecting the valid hypothesis will be discussed in Section 
5.7.2. 
	
14 The details regarding how the threshold values of 5â{}äã  and 5•©{äü  are selected are given in 
Appendix A-5. 
15 The details regarding how the threshold value of 5âü†° is selected are given in Appendix A-
7Appendix A-5. 
16 The details regarding how the threshold values of 5â{}äã  and 5•©{äü  are selected are given in 
Appendix A-5. 
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3.3.6.3 Hypothesis elimination for Fluctuation 
 In the evidence gathering stage, the spectrum of each frame is analyzed to identify 
whether there are peaks in the spectrum that would support or against the hypotheses 
regarding octave errors in the initially estimated pitch tracks. In the hypothesis 
elimination step, the hypotheses are declared valid or invalid by thresholding on the peak 
matching ratio (5âD). The same threshold of 0.625 is used. The detailed procedures on 
the inferencing for different hypotheses of fluctuation-type fault will be discussed in 
Section 5.7.3. 
 
3.3.6.4 Hypothesis elimination for Association 
 In the case of association, the procedure conducted in the hypothesis elimination 
step involves comparing variables such as the mean inter-track frequency differences of 
the pitch track segments before and after the association label to decide whether the 
corresponding hypotheses are valid or not. The following criterion are used to decide 
whether there is an association error or not: 
1. If the association is linked with a hypothesis of an insertion fault, and the 
hypothesis is proved to be valid, it is considered as an association error.  
2. If the association is linked with a hypothesis of a fluctuation fault, and the 
hypothesis is proved to be valid, it is considered as an association error.   
3. If the signs of the mean inter-track differences of the pitch track segments 
before and after the association label are different, it is considered as an 
association error.  
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3.4 Summary 
In this chapter, we demonstrated how a fault recognition and diagnosis framework 
can be built in attempt to correct errors in the pitch tracks produced by a non-machine-
learning-based MPT algorithm. Our framework recognizes four categories of faults in the 
initial pitch tracking results and generates hypothesized pitch tracks accordingly. In order 
to evaluate each hypothesis, evidence is collected from the raw signal. The evidence is 
used to eliminate invalid hypotheses. In the next chapter, we explain a crucial part of our 
framework, which is how machine learning techniques can be incorporated to design the 
fault-recognition phase so that the different categories of faults can be accurately 
recognized.  	 	
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CHAPTER 4 MACHINE LEARNING FOR FAULT-RECOGNITION 
In the previous chapter, we have demonstrated how the fault-diagnosis phase of 
our framework would adaptively adjust the time-frequency analysis in an attempt to 
recover the ground-truth pitch tracks. On the other hand, the performance of our 
framework depends heavily on whether the fault-recognition phase is able to correctly 
recognize the faults in the initial pitch tracking results. In our framework, we propose to 
utilize supervised machine learning techniques to perform the task of fault-recognition. In 
particular, we use the Recurrent neural networks (RNN) [13] because of its capability of 
recognizing temporal patterns in sequential data such as speech signals. To be specific, 
we used a variant of RNN, named Long Short-Term Memory (LSTM) [14], to capture the 
long-term dependencies in the pitch tracks.  
In this chapter, we first review the literature on applying RNN to pitch tracking in 
Section 4.1 and highlight the novelty in our approach in Section 4.2. Then, an overview 
of the RNN and LSTM is provided in Section 4.3. The detailed description of the neural 
network structure used in our approach is given in Section 4.4. The training and 
optimization procedures are illustrated in Section 4.5.  
 
4.1 RNN for pitch tracking 
Recurrent neural networks (RNN) [13] is a type of neural network that is 
designed to capture the temporal correlations of sequential data. It is utilized widely in 
applications such as language modeling [89] [90], speech enhancement [91], acoustic 
modeling [92] [93]. In recent years, there has been an increasing interest in applying 
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RNN structure, such as LSTM, to the task of pitch tracking. Han et al. [46] investigated 
the use of feedforward deep neural network (DNN) as well as RNN for producing the 
pitch estimates for single speakers. The DNN and RNN are applied to the filtered 
periodogram [63] to extract pitch candidates for each frame, while dynamic programming 
techniques are used to produce pitch trajectories. It was shown that both the DNN and the 
RNN produce lower error rates comparing to some of the popular pitch tracking 
algorithms [63] [59], with RNN’s error rates being lower than DNN’s error rates. Liu et 
al. [47] proposed to capture the long-term temporal dependency of speech in the pitch 
tracking algorithm through the use of the Long Short-Term Memory (LSTM) type RNN. 
The evaluation results demonstrated that this LSTM based approach outperforms the 
RNN approach by Han et al. [46]. Zhang et al. [61] formulated their multi-pitch tracking 
approach using Bidirectional-LSTM (BLSTM) [65]. The BLSTM was applied to the 
filtered periodogram [63] to simultaneously produce pitch estimates of a male speaker 
and a female speaker. Recently, a deep-learning-based speaker-independent multi-pitch 
tracking algorithm was proposed by Liu et al. in [1]. In this approach, a speech separation 
algorithm, originally proposed by [67], is used to generate spectrograms of the individual 
speakers in the input signal. These individual spectrograms, along with the spectrogram 
of the raw audio, are fed to an MPT tracking algorithm to generate the pitch estimates of 
the individual speakers. The evaluation results demonstrate superior performance over 
the non-machine-learning-based MPT algorithm by Wohlmayr et al. [54]. This algorithm, 
which we referred to as Multi-Spectrogram Machine Learning (MS-ML), utilizes two 
BLSTM-based neural networks for the tasks of speech separation and pitch tracking. The 
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speech-separation neural network contains three 896-unit BLSTM layers, which 
correspond to around 50,000,000 parameters. The pitch tracking model has three 500-unit 
BLSTM layers that correspond to around 17,000,000 parameters. As a result, there is a 
total of 4.7 × 10, multiplications17, and around the same amount of additions need to be 
calculated for each second of the audio. Furthermore, a very large dataset is needed for 
the training of the neural networks. In the training stage of MS-ML, over 60,000 
utterances are utilized for training both neural network models. This would require 
significant training time, even on dedicated GPUs.  
 
4.2 RNN in proposed framework 
In this dissertation, we introduce a different way of using machine learning 
techniques to improve the performance of MPT. Instead of building a complex neural 
network for estimating the pitch values directly from acoustic features, we build a 
machine-learning model that identifies potential faults in the pitch tracks produced by a 
non-machine-learning-based MPT algorithm. This machine learning model is trained to 
detect and classify potential faults in the pitch tracks. Based on the type of fault, the fault-
diagnosis phase is conducted in attempts to recover the correct pitch tracks. 
The diagram shown in Figure 4.1 illustrates the use of supervised machine 
learning in our framework. In the training phase, the raw audio files are processed with 
the base MPT algorithm (2D-AMDF [12]), as well as the alternative signal processing 
techniques mentioned in Section 3.3.3. These data are collected to formulate a feature 	
17 The calculation was done by summing up the multiplications in the matrix multiplications in 
the BLSTM networks. Detailed calculation procedure is provided in Section 6.3.1. 
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matrix that will be used for training. Before the training starts, the pitch tracks produced 
by 2D-AMDF are compared with the ground truth pitch tracks to detect mismatched 
regions. These regions are classified into one of the four categories of faults (deletion, 
insertion, fluctuation, and association). This in turn creates a ground truth matrix that 
containing the fault labels span over the audio signals. The fault labels18 are sent together 
with the features to train a fault-recognition model. Details of the training are given in 
Section 4.5. 
In the evaluation phase, the raw signal is processed with 2D-AMDF as well as the 
alternative signal processing techniques. The results are sent to the trained fault-
recognition model to detect and classify potential faults in the initial pitch tracking results 
provided by 2D-AMDF. If a fault is recognized, the fault-diagnosis phase will attempt to 
recover the correct pitch tracks.  
	
18 The fault labels are created at the end of each faulty region. E.g., if there are 8 consecutive 
frames being detected as deletion, the 8th frame will be marked as deletion when creating the 
ground truth matrix.  
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Figure 4.1 Diagram of our use of machine learning for pitch tracking. 	
4.3   Introduction to Recurrent Neural Network and LSTM 
4.3.1 Recurrent Neural Network 
When dealing with speech signals, it is important to choose a modeling 
mechanism that takes into account the temporal dynamics of speech. The Recurrent 
neural network (RNN) [13] was designed to capture the temporal correlations of 
sequential data. Figure 4.2 shows a diagram of a typical RNN block, where ℎ} and =} 
represent the hidden state vector and input feature vector at time index n, respectively. At 
each time instance, the hidden state vector from the previous timestamp, ℎ}C4, and the 
current input feature vector, =}, are multiplied with the corresponding weights, iã and i™, and added with the bias ´ã¨. The result is then passed through an activation function, P4, to produce the new hidden state vector ℎ}. The new hidden state vector ℎ} will be 
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used as the input for the next time instance as well as be passed to the next layer of the 
neural network model. The relationships between ℎ}C4, ℎ}, and =} are also given in Eq. 
(4.1). 
 
Figure 4.2 Diagram of Recurrent Neural Network. 	 ℎ} = P(i¨ =} +iãℎ}C4 + ´ã¨)	 (4.1) 
 
However, a standard RNN may suffer from the problem of vanishing or exploding 
gradients [94] [95]. That is, during the backpropagation phase of training, the error keeps 
decreasing or increasing as they move within the backpropagation phase, which results in 
negligible or drastic changes in the weights. This phenomenon diminishes the capability 
of a standard RNN to capture long-term dependencies in the data. This shortcoming is 
undesirable for modeling long-term correlations in speech signals. There have been 
numerous attempts to address the problem. Among the proposed methods, a variant of the 
RNN, named Long Short-Term Memory (LSTM) [14], is one of the most effective 
solutions. LSTM, which is described in the next section, has been used in applications 
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including speech recognition [96] [97] [98] [99], speech enhancement [100] [101], 
language translation [102] [103] [104], music generation [105] [106], etc.  
 
4.3.2 Long Short-Term Memory (LSTM) 
The high-level structure of an LSTM block is shown in Figure 4.3. Note that for 
simplicity, the process of multiplying with the weights and adding with the bias is 
neglected in the figure. Comparing to the standard RNN shown in Figure 4.2, LSTM 
incorporates a new component called the cell state, denoted as k} , which acts as a 
memory block. Eq. (4.2) - (4.9) provides detailed procedures of how an LSTM block 
operates. At the high level, an LSTM block can be divided into three stages: forget stage, 
update stage, and the output stage. In the forget stage, the input feature vector =} and the 
previous hidden state vector ℎ}C4 are first concatenated, then multiplied by the weights 
and added with the bias, and finally passed through a sigmoid function to produce a 
vector called the forget gate, denoted as L} (Eq. (4.2)). This forget gate is used to control 
whether to pass or block information from the past by multiplying with the previous cell 
state vector, k}C4. In the update stage, the input feature vector =} and the previous hidden 
state vector ℎ}C4  are used to create an input gate x}  that controls how much new 
information is allowed to pass through (Eq. (4.3)). This is done by multiplying the input 
gate x} with the new candidate value for the cell state, k̃}, which is obtained by passing =} 
and ℎ}C4 through a tanh function (Eq. (4.5)). The multiplication result between x} and k̃} 
is then added with the previous cell state vector k}C4 in the forget stage to produce the 
new cell state vector k} (Eq. (4.6)). In the output stage, the new hidden state vector ℎ} is 
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calculated under two steps. Firstly, the so-called output gate O} is created by passing the 
weighted input feature vector =}  and the previous hidden state vector ℎ}C4  through a 
sigmoid function (Eq. (4.4)). Then, the new cell state vector k} is passed through a tanh 
function and multiplied with the output gate O} to produce the new hidden state vector ℎ} 
(Eq. (4.7)). The new cell state vector k} and new hidden state vector ℎ} will be used as 
inputs in the next round of calculations at time index n + 1. A flattened view of the 
LSTM for three consecutive time indices are shown in Figure 4.4. At each time instance, 
the cell state vector k and the hidden state vector ℎ are combined with the input feature 
vector = to produce the new cell state vector and the new hidden state vector.   
	
Figure 4.3 LSTM diagram (the process of multiplying with weights and adding with bias is 
neglected in this figure for simplicity). 
 
The operations within the LSTM is characterized by the following equations: 
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	 L} = Æåiï¨=} +iïãℎ}C4 + ï´è	 (4.2) 	 x} = Æ(i{¨=} +i{ãℎ}C4 + ´{)	 (4.3) 	 O} = Æ(i©¨=} +i©ãℎ}C4 + ´©)	 (4.4) 	 k̃} = ny>ℎ(iä̃¨=} +iä̃ãℎ}C4 + ´ä̃)	 (4.5) 	 k} = L}	⨀	k}C4 + x}	⨀	k̃}	 (4.6) 	 ℎ} = O}	⨀	ny>ℎ(k})	 (4.7) 	 ûxP@Oxa	Lù>knxO>:				Æ(ó) = 44±ü≤≥		 (4.8) 	 ny>ℎ Lù>knxO>: 			ny>ℎ(ó) = ü≥Cü≤≥ü≥±ü≤≥		 (4.9) 	
where L}, x}, O} represent the forget gate, the input gate, and the output gate, respectively. =}, ℎ}, k̃}, k} denote the input feature vector, hidden state vector, candidate cell state, and 
cell state, respectively. i  and ´  represent the weights and biases, respectively. ⨀ 
represents element-wise multiplication.  
	
Figure 4.4 Flattened view of LSTM. 
 
4.3.3 Bi-directional LSTM 
 For the problem of fault-detection at a particular time instance, it may be useful to 
look at both data from the past as well as data from the future as well. Figure 4.5 shows 
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an example of such situation. In the ground truth of Figure 4.5, track 1 stopped and 
restarted at a higher frequency and went down again. While in the pitch tracking result, 
the second part of track 1 is mistakenly assigned to track 2 because the starting pitch 
value is closer to the ending pitch value of the last track 2 segment. However, the future 
trend of the pitch trajectory shows that its average value is closer to track 1 rather than 
track 2, which means the pitch association may be wrong.   
 
Figure 4.5 Example of why it is useful to look at future data. (a) Ground Truth. (b) Pitch Tracking 
result. Because the 2D-AMDF algorithm missed the first few estimates of the track 1 segment 
starting at around 2.25 sec, it mistakenly assigned this segment to track 2 because the starting 
pitch value is closer to the ending value of track 2. But by looking at the future values of this 
segment, it would be more reasonable to assign it to track 1. 
In order to take future data into account, we utilize the Bidirectional-LSTM 
(BLSTM) [65]. The BLSTM structure, as its name suggests, allows access to both the 
preceding and succeeding contexts where the previous mentioned uni-directional LSTM 
structure can only exploit past data. A diagram of BLSTM is given in Figure 4.6. As 
shown in Figure 4.6, BLSTM utilizes two uni-directional LSTM structure for the forward 
pass and backward pass, respectively. The hidden state values of the two uni-directional 
LSTM are passed together to the next stage of the machine learning model. This 
bidirectional structure allows BLSTM to exploit future context to make predictions.  
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Figure 4.6 Diagram of BLSTM. The internals of the LSTM block are given in Figure 4.3. 	
4.4    System Description of fault-recognition model 
Our fault-recognition model is illustrated in Figure 4.7. At the bottom of the 
figure, features calculated from the audio signal alongside the initially estimated pitch 
tracks are passed to the system as inputs, denoted as =} . Details regarding how =}  is 
determined are given in Section 4.5. The input features are passed through two stacked 
BLSTM layers whose purpose is to model the temporal dynamics in the speech. The 
output of the upper BLSTM layer is given to a fully connected layer and then to a 
regression layer to produce the system output F}, which are possibilities of the different 
categories of faults. In order to avoid the problem of overfitting, techniques including L2-
regularization [107] and dropout [108] are utilized. The Adam optimization algorithm 
[109] is used to tune the weights of the neural network. The rest of this chapter focuses 
on explaining details regarding the input features, output labels, as well as the 
hyperparameter settings.  
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Figure 4.7 Diagram of the proposed structure. It consists of two BLSTM layers, a fully connected 
layer, and a regression layer. The input vector =} consists of the pitch estimates as well as features 
calculated using alternative signal processing algorithms. The output F}  is a vector that are 
numbers correspond to the possibilities of the four different types of faults. 
 
4.4.1 Input features and output labels 
The input to the model consists of the pitch tracks as well as features obtained 
from the alternative signal processing results. A summary of the features is given in 
Table 4.1. At each frame, each of these features is calculated, and the results are 
concatenated to form the feature vector =} and passed to the neural network model as 
inputs.  
BLSTM	
=}C4	
Fully	connected	
Regression	
F}C4	
BLSTM	
=}	
Fully	connected	
Regression	
F}	
BLSTM	
=}±4	
Fully	connected	
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F}±4	…	
…	
…	
…	
…	
…	
BLSTM	 BLSTM	 BLSTM	…	 …	
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Feature Explanation 
Initial pitch tracking 
results 
The pitch tracking results of processing the input signal using 
2D-AMDF with default window lengths (50ms). 
Alternative pitch 
tracking results 
The pitch tracking results of processing the input signal using 
2D-AMDF with different window lengths (40ms, 60ms). 
Voicing probability The voicing probability of the current frame. The voicing 
probability is calculated using the VAD from [63].  
Log Energy The log energy of the current frame specified in Eq. (3.5). 
Delta of log energy The delta of the log energy specified in Eq. (3.6). 
Delta-delta of log 
energy 
The delta-delta of the log energy specified in Eq. (3.6). 
Log-frequency 
Spectrogram 
The filtered periodogram in [63].  
Table 4.1 List of input features for the neural network. 
 The output labels are the four fault categories mentioned in the previous chapter: 
deletion, insertion, fluctuation, and association. For each frame, the neural network 
outputs four numbers that correspond to the probabilities of each of the four types of 
faults. That is: 	 F} = ¥F}µ F}{ F}ï F}†∂d 	 (4.10) 
where F}  is the output of the neural network at time n, F}µ ,	F}{ , F}ï , and F}†  denote the 
probabilities of deletion, insertion, fluctuation, and association, respectively.  
 Since our framework is designed for situations where there is a maximum of two 
pitch tracks, the neural network is applied to each track to determine the possibilities of 
faults of the individual tracks. The input features are fed accordingly, depending on 
which track it is. Regarding the output probabilities, a threshold is used to decide whether 
to indicate a fault or not. 
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4.5    Formulation of fault-recognition model 
 In this section, the procedure for training the fault-recognition model as well as 
the results on the training data are presented.  
4.5.1 Training data for fault-recognition model 
The weights and biases of the neural network model are trained by fitting the 
model to a set of training data. The training data is obtained by calculating the input 
features as well as the corresponding output labels on the training database. The training 
database consists of a total of 1050 two-speaker utterances19. For each frame of each 
utterance, the input features are extracted from the audio signal. The corresponding 
output labels are formulated by comparing the pitch tracks produced by 2D-AMDF 
against the ground-truth pitch tracks. Since there are four categories of faults, for each 
pair of 2D-AMDF pitch tracks and ground truth pitch tracks, a matrix of size [4,m] is 
generated where m is the number of frames for the audio file.  
 For our database, the length of speech signals is around 2-6 seconds, which 
corresponds to a total of 400-1200 frames given a frame rate of 200 frames per second 
used by the 2D-AMDF algorithm. The results across all frames are concatenated to form 
a sequence of input features and output labels. This process is repeated for all the files in 
the training database to obtain the training dataset for our fault-recognition model.  
 
	
19 The two speaker utterances are created by combining single speaker utterances from the TIMIT 
database [15]. The ground-truth pitch tracks are formulated by combining the corresponding 
single-speaker ground-truth pitch tracks obtained from an online database [16]. 
		
94 
4.5.2 Optimization of fault-recognition model 
Before the optimization process starts, a data normalization step, which has been 
found to encourage faster convergence for training neural networks [110], is conducted 
on the training data. That is, the mean and the standard deviation are calculated for each 
feature of the training data. Then, the means are subtracted from each data point, while 
the results are divided by the standard deviation. The normalized data are used for 
training our neural network model. The same normalization process is performed during 
inferencing using the mean and standard deviation calculated from the training data.   
The process of optimizing the proposed system involves tuning the parameters 
based on the results from the training database. Ninety percent of the data from the 
training database is used for training the system, while the remaining 10% is used for 
validation purposes. The weights and biases of the neural network are tuned via 
backpropagation with the Adam optimization algorithm [109]. The hyperparameters for 
the system are found by first trying out a grid of values and then narrow down to a 
specific set of values that performs the best on the validation data. The hyperparameters 
that have been tested through the grid search are listed in Table 4.2. The criterion of 
evaluating the performance of the trained model is the Mean-Squared-Error (MSE) 
between the ground truth and the model estimations. During the grid search, it was found 
that the problem of overfitting occurs when no overfitting-prevention techniques are used. 
Therefore, L2-regularization [107] and dropout [108] are utilized to mitigate the problem 
of overfitting. The hyperparameters values that are finally chosen are listed in Table 4.3.  
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Hyperparameter Tested values Description 
Number of BLSTM 
layers 
[1, 2] Number of BLSTM layers in the 
system. 
Number of hidden 
units 
[32, 64, 128, 256] Number of hidden units in each 
LSTM block. 
L2 Regularization 
parameter 
[0, 0.1, 0.01, 0.001, 
0.0001] 
L2 regularization/weight decay 
factor. 
Dropout probability [0, 0.1, 0.2] Probability for a neuron to be shut 
down during each epoch. 
Initial learning rate [0.1, 0.01, 0.001, 0.0005] Initial learning rate for training. 
Table 4.2 List of tested neural network hyperparameters during grid search. 
 
Hyperparameter Value Description 
Number of hidden units 128 Number of hidden units in each LSTM 
block. 
Number of epochs 100 Maximum number of epochs to use for 
training. 
Batch size 32 Size of a batch for each training iteration. 
L2 Regularization parameter 0.005 L2 regularization/weight decay factor. 
Dropout probability 0.2 Probability for a neuron to be shut down 
during each epoch. 
Initial learning rate 0.005 Initial learning rate for training. 
Learning rate drop factor 0.2 Drop factor for the learning rate after 
each learning rate drop period. 
Learning rate drop period 20 Number of epochs for dropping the 
learning rate. 
Table 4.3 Selected neural network hyperparameters. 	
 The results of training and validation are represented as Detection Error Tradeoff 
(DET) curves shown in Figure 4.8 and Figure 4.9, respectively. To formulate the DET 
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curves, different thresholds are applied to the predictions produced by the regression 
layer. The corresponding false negative rate (FNR) and the false positive rate (FPR) are 
evaluated at each threshold. The FNR, given in Eq. (4.11), represents the rate that the 
fault-recognition model failed to recognize a fault. The FPR, given in Eq. (4.12), 
represents the rate that the fault recognition model mistakenly claimed a fault when there 
is none. The Equal Error Rate (EER) is calculated as the error rate when FNR equals FPR. 
As shown in Figure 4.8 and Figure 4.9, the EER for training and validation are 1.45% and 
1.63%, respectively. The threshold that contributes to the EER for the validation data is 
0.14. This threshold is used in our fault-recognition model to decide whether to claim a 
fault or not.  	 $;∑ = #	OL	>On	a]n]kn]a	LyùInnOnyI	#	OL	LyùInû 	 (4.11) 
 	 $;∑ = #	OL	@xûny8]>IF	kIyx@]a	LyùInnOnyI	#	OL	>O> − LyùInû 	 (4.12) 
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Figure 4.8 DET curve for training data. The Equal Error Rate (EER) is 1.45%. 
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Figure 4.9 DET for validation data. The Equal Error Rate (EER) is 1.63%. 
 
4.6 Summary 
In this chapter, we reviewed the usage of RNN in pitch tracking and introduced a 
new way of using machine learning for improving MPT performance. We constructed a 
BLSTM-based neural network model to detect and classify potential faults in the pitch 
tracks produced by a non-machine-learning-based MPT algorithm (2D-AMDF). This 
BLSTM-based model is trained on data where the input consists of the pitch tracks 
detected by 2D-AMDF as well as features extracted from the raw audio. The ground-truth 
output labels are formulated by labeling the faults between the estimated pitch tracks and 
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the ground-truth pitch tracks. The training results show that the trained model is able to 
accurately recognize faults with an EER of 1.63% for the validation data. 
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CHAPTER 5 INFERENCING FOR FAULT DIAGNOSIS 
 A high-level overview of the fault recognition and diagnosis framework was 
provided in CHAPTER 3. In this chapter, the focus is on explaining how the inferencing 
of the fault-diagnosis phase is conducted. As mentioned in Section 3.3, there are three 
steps in the fault diagnosis phase: hypothesis generation, evidence gathering, and 
hypothesis elimination. These three steps are computed at each frame where a fault is 
detected in the fault-recognition phase. In order to understand the detailed procedures of 
the three steps, it is important to understand, at the high-level, what kind of information is 
utilized by them. In this chapter, a review of the data flow for the entire FRD framework 
is given in Section 5.1, followed by the input-output characteristics of the steps in the 
fault-recognition phase in Section 5.2 and the fault-diagnosis phase in Section 5.3. The 
order of how the different types of faults are diagnosed are explained in Section 5.4. The 
details of the individual steps in the fault-diagnosis phase (hypothesis generation, 
evidence gathering, and hypothesis elimination) are explained in Section 5.5, Section 5.6, 
and Section 5.7, respectively.   
 
5.1 Data flow of FRD framework 
 The diagram in Figure 5.1 demonstrates the data flow of the FRD framework. As 
illustrated by Figure 5.1, in the beginning, the base MPT algorithm is applied to the input 
signal to produce an initial estimate of the pitch tracks. For each frame, the base MPT 
algorithm produces two pitch values that are assigned to the two pitch tracks. If a 
particular track is unvoiced for that frame, its pitch value is represented by 0. The pitch 
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tracks of the entire signal are represented as a 2-by-m matrix where m is the number of 
frames of the raw signal. In addition to the pitch tracks, there are also the acoustic 
features that are obtained using the signal processing algorithms mentioned in Section 
3.3.3. The acoustic features are extracted for every frame. The acoustic features across 
the entire signal are represented as a π-by-m matrix, where π is the number of features 
(we use20 π = 202), m is the number of frames for the input signal. The acoustic features 
and the estimated pitch tracks are passed to the fault-recognition phase to detect faults for 
each frame. The output of the fault-recognition phase is in the form of a matrix where at 
each frame there are eight binary numbers that indicate whether there is a deletion, 
insertion, fluctuation, or an association type fault for the two pitch tracks. This matrix is 
named as the fault labels. Once the fault-recognition phase completed detecting faults for 
the entire signal, the fault labels, along with the raw signal, the estimated pitch tracks, 
and the acoustic features, are passed to the fault-diagnosis phase that attempts to correct 
any errors in the estimated pitch tracks and produces new pitch tracks. The new pitch 
tracks are represented the same way as the initially estimated pitch tracks that, for each 
frame, there are two pitch values that are assigned to the two pitch tracks. The new pitch 
tracks are used as the output of the FRD framework. The detailed descriptions of the data 
types in Figure 5.1 are given in Table 5.1.  
 The data flow for processing the entire signal is demonstrated in Figure 5.1. The 
dataflow of the individual phases (fault-recognition phase, fault-diagnosis phase) over a 
single frame is discussed in the following sections. 	
20 The sum of all the features mentioned in Section 3.3.3.  
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Figure 5.1 Flow chart that provides the input-output characteristics of different parts of the FRD framework. 
Input 
signal 
Base MPT 
algorithm 
Feature 
extraction 
Fault 
Recognition 
Phase 
Fault 
Diagnosis 
Phase 
!"0$$ "0$% ⋯"0%$ "0%% ⋯' "0()	: pitch value of the +,ℎ 
track of the .,ℎ	frame.  
/0)	: the 1,ℎ feature of 
the .,ℎ	frame.  
2/3$ /3% ⋯/$$ /$% ⋯⋮ ⋮ ⋱6 
Raw signal + 
Features + 
Estimated Pitch tracks + 
⎣⎢⎢
⎢⎢⎢
⎢⎡;$$ ;$% ⋯;%$ ;%% ⋯<$$ <$% ⋯<%$ <%% ⋯"$$ "$% ⋯"%$ "%% ⋯=$$ =$% ⋯=%$ =%% ⋯⎦⎥⎥
⎥⎥⎥
⎥⎤
 !"0ABC$$ "0ABC$% ⋯"0ABC%$ "0ABC%% ⋯' "0ABC()	: new pitch value of the +,ℎ track of the .,ℎ	frame.  
Raw signal + 
Features + 
Estimated Pitch Tracks + 
Fault labels + 
Estimated Pitch tracks 
Features 
Fault  
labels Output 
pitch 
tracks 
;(), <() , "(), =() : binary numbers indicate whether 
there is a deletion, insertion, fluctuation, or 
association fault in the +,ℎ track of the .,ℎ	frame. 
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Data Type  Description 
Input signal The audio signal represented as a vector of numbers. 
Features A !-by-" matrix that stores the values of K features across 
the total number (") of frames of the signal.  
Estimated pitch tracks A 2-by-" matrix that stores the pitch values of the two pitch 
tracks estimated by the base MPT algorithm across " frames 
of the signal. Unvoiced speech is represented as zero.  
Fault labels An 8-by-" matrix that stores the binary numbers that indicate 
4 types of faults for 2 pitch tracks across " frames of the 
signal.  
Output pitch tracks A 2-by-" matrix that stores the pitch values of two pitch 
tracks produced by FRD across " frames of the signal. 
Unvoiced speech is represented as zero. 
Table 5.1 Description of data types in Figure 5.1. 
 
5.2 Data flow of fault-recognition phase 
 The data flow of the fault-recognition phase (see Section 3.3.3) over a single 
frame is illustrated in Figure 5.2. The inputs consist of the two estimated pitch values as 
well as the features of that frame. It is important to note that the temporal dependencies 
of the pitch values and features are captured by the hidden state vectors and cell state 
vectors in the BLSTM network (see Section 4.3.2). Therefore, feeding data from 
neighboring frames is not necessary. The outputs include eight binary numbers that 
indicate whether there is a deletion, insertion, fluctuation, or association fault for the two 
pitch tracks at this frame. Details regarding the inputs and the outputs are given in Table 
5.2 and Table 5.3, respectively.  
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Figure 5.2 Data flow of fault-recognition phase for a single frame.  	
Input  Description #0%, #0& The pitch values of the two pitch tracks at a single frame.  '% ⋯') A total of !  features calculated using different signal processing 
techniques mentioned in Section 3.3.3 for a single frame. 
Table 5.2 Inputs of the fault-recognition phase for a single frame.  	
Output  Description 
Fault labels An 8-by-1 vector that stores binary numbers that indicate 4 types of 
faults for 2 pitch tracks for a single frame. 
Table 5.3 Outputs of the fault-recognition phase for a single frame. 
 
5.3 Data flow of fault-diagnosis phase  
 The data flow of the fault-diagnosis phase for a single frame is illustrated in 
Figure 5.3. The inputs include the raw signal, the acoustic features, estimated pitch tracks, 
and fault labels of the entire signal. Details of each input variable are given in Table 5.4. 
At a particular frame, the individual steps (hypothesis generation, evidence gathering, 
and hypothesis elimination) within the fault-diagnosis phase could access information of 
that frame as well as all other frames.  
⎣⎢⎢
⎢⎢⎢
⎢⎡.%.&/%/&#%#&0%0&⎦⎥⎥
⎥⎥⎥
⎥⎤
 
⎣⎢⎢
⎢⎢⎡
#0%#0&'%'&⋮') ⎦⎥⎥
⎥⎥⎤ Fault Recognition 
Model 
#05	: pitch value of the 78ℎ track.  ':	: the ;8ℎ feature. .5, /5, #5, 05 :  binary numbers indicate whether there is a deletion, 
insertion, fluctuation, or association fault in the 78ℎ track. 
Dataflow for a single frame 
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 The first step, hypothesis generation, is aimed at generating the corresponding 
hypothesized pitch tracks based on the type of fault identified. It takes the inputs and 
generates =  number of hypothesized pitch tracks of the entire signal. The number = 
depends on the type of fault. The hypothesized pitch tracks are represented in the same 
way as the estimated pitch tracks where each frame consists of two pitch values that are 
assigned to the two tracks. The hypothesized pitch tracks, as well as all the inputs of the 
hypothesis generation step, are passed to the evidence gathering step to collect evidence 
that may support or against the hypotheses. In the evidence gathering step, different 
techniques are utilized to calculate the so-called evidence variables. The evidence 
variables include the peak matching ratio (Eq. (3.13)), pitch matching ratio (Eq. (3.9)), 
voicing matching ratio (Eq. (3.14)), as well as the mean inter-track difference (see 
Section 3.3.5.4). Depending on the type of fault as well as the different situations of each 
fault (see Section 5.5), one or more of the evidence variables are calculated. Each 
variable is represented as a number. These variables are fed to the hypothesis elimination 
step where different criteria are applied to the variables to decide whether each 
hypothesis is considered valid or not. In the end there will be one hypothesis remain, the 
corresponding hypothesized pitch tracks are passed as the output. Details of the three 
steps (hypothesis generation, evidence gathering, and hypothesis elimination) are 
provided in Section 5.5, Section 5.6, and Section 5.7, respectively. Before getting into the 
details of the individual steps, the order of how the different types of faults are diagnosed 
is explained in Section 5.4.  
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Figure 5.3 Dataflow of fault-diagnosis phase of a fault for a single frame. 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels 
Hypothesis 
Generation 
⋮ 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + 
Evidence 
Gathering # $%&'	)&*+ℎ-./	0&*-1$-*+ℎ	)&*+ℎ-./	0&*-121-+%	)&*+ℎ-./	0&*-1)%&.	-.*%0 − *0&+'	4-55%0%.+%6 
Hypothesis 
Elimination 
780.%:;; 80.%:;< ⋯80.%:<; 80.%:<< ⋯> 80.%:?@	: the new pitch value of -*ℎ track at B*ℎ	frame.  
Output 
pitch 
tracks 
Evidence 
variables 
(for a single 
frame) 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + 
Hypothesized pitch tracks 1 – C + 
780;; 80;< ⋯80<; 80<< ⋯>; 
780;; 80;< ⋯80<; 80<< ⋯>D 
Hypothesized 
pitch tracks 1-E 
80?@	: the pitch value of -*ℎ 
track at B*ℎ	frame.  
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + 
Hypothesized pitch tracks 1 – C + 
Evidence variables  + 
Dataflow for a single frame 
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Data Type  Description 
Input signal The audio signal represented as a vector of numbers. 
Features A !-by-" matrix that stores the values of ! features across " 
frames of the signal.  
Estimated pitch tracks A 2-by-" matrix that stores the pitch values of the two pitch 
tracks estimated by base MPT algorithm across " frames of 
the signal. Unvoiced speech is represented as 0.  
Fault labels An 8-by-" matrix that stores the binary numbers that indicate 
4 types of faults for 2 pitch tracks across "  frames of the 
signal.  
Hypothesized pitch 
tracks 1 - N 
Total of # set of hypothesized pitch tracks. The number of # 
differs based on the type of fault. Each hypothesized pitch 
tracks are presented as a 2-by-" matrix that stores the pitch 
values of the two pitch tracks across " frames of the signal. 
Unvoiced speech is represented as 0. 
Evidence variables Variables that are calculated in the evidence gathering step. 
Include the peak matching ratio (Eq. (3.13)), pitch matching 
ratio (Eq. (3.9)), voicing matching ratio (Eq. (3.14)), as well 
as the mean inter-track difference (see Section 3.3.5.4) 
Output pitch tracks A 2-by-"  matrix that stores the pitch values of two pitch 
tracks produced by FRD across "  frames of the signal. 
Unvoiced speech is represented as 0. 
Table 5.4 Descriptions of data types in Figure 5.3. 
 
5.4 Order of how faults are diagnosed 
 As mentioned in Section 3.3.3.1, there are four types of faults: deletion, insertion, 
fluctuation, and association. In our framework, these faults are handled in a pre-defined 
order, which is 1. Fluctuation, 2. Insertion, 3. Association, 4. Deletion. This specific order 
is selected based on considering 1) how the precedence of different faults would affect 
the success of resolving faults, 2) the empirically results during evaluation.  
 The fluctuation is selected as the first one to diagnose because the pitch track 
segment that suffers from octave error could be diagnosed incorrectly if insertion is 
handled before fluctuation. For example, suppose there is a pitch track segment, which is 
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mistakenly halved by the MPT algorithm, is labeled with both a fluctuation fault and an 
insertion fault (as shown in Figure 5.4). If the insertion is handled first, the peak matching 
ratio could be low due to there are no matching harmonics at odd multiples of the pitch 
frequency. This could potentially result in the pitch track segment to be removed during 
diagnosing insertion (as shown by the diagnosed result in Figure 5.4). Therefore, the 
insertion fault should be diagnosed after fluctuation.  
 
Figure 5.4 Example of error due to insertion being diagnosed before fluctuation. 
 The reason why insertion is diagnosed before association is because we do not 
want the association diagnosed process to make incorrect judgment due to some pitch 
track segments that should not exist in the first place. Lastly, the deletion is handled once 
the other faults have been resolved. The reason why deletion is put to the last is that we 
do not want the algorithm to mistakenly connect two pitch track segments when one of 
them is suffered from errors such as insertion error or octave error. For example, if a 
deletion fault is claimed between two pitch track segments where one of them is also 
labeled with insertion fault (as shown by the example in Figure 5.5). If there are voice 
activities in the gap, the two segments will be connected after handling the deletion fault, 
Labeled as both insertion 
and fluctuation 
Ground truth 
Estimated 
pitch tracks 
Diagnosed result if 
insertion is handled first 
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as shown by the diagnosed result in Figure 5.5. Then, when diagnosing the insertion fault, 
the resultant new pitch track segment will not be claimed as redundant.  
 
Figure 5.5 Example of error due to deletion being diagnosed before insertion. 
 In addition to the reasons stated above, experiments were also conducted by 
arranging different orders for diagnosing the different types of faults. The current order 
was found to produce the lowest insertion/deletion error (see Section 6.1.2 for definitions) 
as well as average pitch deviation (see Section 6.1.2 for definition). 
 
5.5 Hypothesis Generation 
 The purpose of the hypothesis generation step is to generate the corresponding 
hypothesized pitch tracks based on the type of fault identified in the fault-recognition 
phase. For each frame, if there is a fault, the hypothesis generation step is conducted. The 
hypothesis generation step first analyzes the estimated pitch tracks and determine the 
diagnosis region. The diagnosis region represents the frames where the fault-diagnosis 
process is operated to determine how to generate the hypothesized pitch tracks. Once the 
diagnosis region is determined, corresponding hypothesized pitch tracks are generated by 
modifying pitch values in the estimated pitch tracks. For example, if there is an insertion 
deletion 
Ground truth 
Estimated 
pitch tracks 
Diagnosed result if 
deletion is handled first insertion 
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fault triggered for a pitch track segment, the corresponding diagnosis region would 
include the frames of that pitch track segment. The hypothesized pitch tracks could be 
generated by removing the potentially redundant pitch values from the initially estimated 
pitch tracks.  
 The input-output behavior of the hypothesis generation step for a particular frame 
is illustrated in Figure 5.6. The inputs include the raw signal, the acoustic features, 
estimated pitch tracks, and fault labels of the entire signal, as listed in Table 5.5. The 
outputs of the hypothesis generation step are # set of hypothesized pitch tracks, as listed 
in Table 5.6. The value of # depends on the type of fault. Details regarding how the 
hypothesis generation is conducted for each type of fault are provided in Section 5.5.1 to 
Section 5.5.4. 
	
Figure 5.6 Diagram of Hypothesis Generation step. 
 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels 
Hypothesis 
Generation ⋮ 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + &'0)) '0)* ⋯'0*) '0** ⋯,) 
&'0)) '0)* ⋯'0*) '0** ⋯,- 
Hypothesized 
pitch tracks 
1-. 
'0/0	: the pitch value of 23ℎ track at 53ℎ	frame.  
Dataflow for a single frame 
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Input  Description 
Input signal The audio signal represented as a vector of numbers. 
Features A #-by-" matrix that stores the values of # features across " 
frames of the signal.  
Estimated pitch 
tracks 
A 2-by-" matrix that stores the pitch values of the two pitch 
tracks estimated by base MPT algorithm across " frames of the 
signal. Unvoiced speech is represented as 0.  
Fault labels An 8-by-" matrix that stores the binary numbers that indicate 4 
types of faults for 2 pitch tracks across " frames of the signal.  
Table 5.5 Inputs of Hypothesis Generation step. 
 
Output  Description 
Hypothesized pitch 
tracks 1 - N 
Total of #  set of hypothesized pitch tracks. The value of # 
depends on the type of fault. Each hypothesized pitch tracks are 
presented as a 2-by	" matrix that stores the pitch values of the 
two pitch tracks across " frames of the signal. Unvoiced speech 
is represented as 0. 
Table 5.6 Outputs of Hypothesis Generation step. 
 
5.5.1 Hypothesis generation for deletion 
 Once a deletion-type fault is detected, the hypothesis generation step performs 
two sub-steps. The first sub-step is to identify the diagnosis region. The second sub-step 
is to generate the hypothesis regarding the possible ground-truth pitch tracks. In the 
hypothesis generation step, there are four types of pre-defined situations for deletion-type 
fault. These situations are defined such that the corresponding hypothesized pitch tracks 
can be generated accordingly. The detailed procedures for these two sub-steps may differ 
between the different pre-defined situations, as will be demonstrated in Section 5.5.1.1 
and Section 5.5.1.2. 
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5.5.1.1 Identifying diagnosis region for deletion 
 In the case of a deletion-type fault, the diagnosis region basically includes the 
frames where pitch values are suspected missing in the initially estimated pitch tracks. 
Examples of diagnosis regions for different types of situations are provided in Table 5.7. 
The first situation (D-1) is when it is suspected there are pitch values missing between 
two pitch track segments. In this case, a deletion-type fault would be triggered right 
before the start of a pitch track segment. The hypothesis generation step searches 
backward in time to locate the end of the previous pitch track segment. The diagnosis 
region consists of the frames between the two pitch track segments. The second situation 
(D-2) and the third situation (D-3) are similar to the first one except that the other pitch 
track is present and may be close21 in frequency at the frame where the fault is detected. 
The diagnosis region is found using the same way as in situation D-1. The fourth 
situation (D-4) is when a deletion fault is detected when there is no pitch track segment 
immediately after the fault. In this case, the hypothesis generation step examines 
backward in time to locate the end of the previous pitch track segment. The diagnosis 
region includes the frames between the end of the previous pitch track segment and the 
frame of the fault.  
	
21 Two pitch tracks are considered close in frequency if the difference between them is less than 
10Hz, which is when the 2D-AMDF algorithm starts to experience difficulty separating two pitch 
tracks. 
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Situation 
ID 
Exempler figure of pitch tracks Corresponding diagnosis region 
D-1 
 
 
A deletion-type fault is detected 
(indicate by the dashed line) before 
the start of a pitch track segment. The 
other pitch track is not present. 
 
 
The diagnosis region consists of the gap 
between two pitch track segments, as 
indicated by the greyed area. 
D-2 
 
 
A deletion-type fault is detected 
(indicate by the dashed line) before 
the start of a pitch track segment. The 
other pitch track is present but not 
close in frequency. 
 
 
The diagnosis region consists of the gap 
between two pitch track segments of the 
blue track, as indicated by the greyed 
area. 
D-3 
 
 
A deletion-type fault is detected 
(indicate by the dashed line) before 
the start of a pitch track segment. The 
other pitch track is close in 
frequency. 
 
 
The diagnosis region consists of the gap 
between two pitch track segments of the 
blue track, as indicated by the greyed 
area. 
D-4 
 
 
A deletion-type fault is detected 
(indicate by the dashed line) after the 
end of a pitch track segment but not 
right before the start of the next pitch 
track segment.   
 
 
The diagnosis region consists of the gap 
between the end of the pitch track 
segment and the position of the fault.  
Table 5.7 Diagnosis regions for different types of situations for a deletion-type fault. There are 
four pre-defined situations, labeled as D-1 to D-4, for deletion-type fault in the hypothesis 
generation step.   
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5.5.1.2  Generate hypotheses for deletion 
 Once the diagnosis region is identified, the next step is to generate hypotheses on 
the possible ground-truth pitch tracks by modifying the initially estimated pitch tracks. 
The basic idea is to generate two hypotheses for each situation. The first hypothesis 
defines the possible values or range of values of the potentially missing pitch estimates in 
the diagnosis region. The second hypothesis is simply retaining the initially estimated 
pitch tracks with no changes. In Figure 5.7, the corresponding hypotheses are provided 
for the different situations listed in Table 5.7. For situations where there could be pitch 
values missing between two pitch track segments, the potentially missing pitch values are 
generated in the hypotheses by linearly interpolating between the two segments. This is 
demonstrated in Figure 5.7 where for situations D-1, D-2, and D-3, the potentially 
missing pitch values are created via linear interpolation. If a diagnosis region is not 
located between two pitch track segments (e.g., situations D-4), the missing pitch values 
are hypothesized to be within '6(3) ± :∆3. '6(3) is the pitch value at the edge of the 
nearest pitch track segment, ∆3 is the time difference between the hypothesized pitch 
value and the edge of the pitch segment, : is the maximum rate of pitch variation which 
is equal22 to 900 in our framework.  
	
22 The value of : is selected based on the maximum rate of pitch variation suggested by [78]. 
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Figure 5.7 Hypothesized pitch tracks for different situations of deletion-type fault. 
Estimated pitch tracks  
(Situation D-1) 
Hypothesized pitch tracks assuming there are pitch values missing 
Hypothesized pitch tracks assuming there are no pitch values missing 
Estimated pitch tracks  
(Situation D-3) 
Hypothesized pitch tracks assuming there are pitch values missing 
Hypothesized pitch tracks assuming there are no pitch values missing 
Estimated pitch tracks  
(Situation D-4) 
Hypothesized pitch tracks assuming there are pitch values missing 
Hypothesized pitch tracks assuming there are no pitch values missing 
Estimated pitch tracks  
(Situation D-2) 
Hypothesized pitch tracks assuming there are pitch values missing 
Hypothesized pitch tracks assuming there are no pitch values missing 
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5.5.2 Hypothesis generation for insertion 
 Similar to the case of the deletion-type fault, the hypothesis generation step for 
insertion also consists of two sub-steps which involve identifying the diagnosis region as 
well as generating the hypothesized pitch tracks. There are four types of pre-defined 
insertion situations. Details regarding the procedures for identifying the diagnosis region 
and hypothesizing the corresponding pitch tracks are provided in Section 5.5.2.1 and 
Section 5.5.2.2.  
 
5.5.2.1 Identifying diagnosis region for Insertion 
 For an insertion-type fault, the diagnosis region includes the frames where there 
are pitch values that are suspected to be redundant in the initially estimated pitch tracks. 
Examples of diagnosis regions for different situations are provided in Table 5.8. The first 
situation (I-1) and the second situation (I-2) represent the cases where there are two pitch 
tracks that are close23 in frequency and it is suspected that one of the pitch tracks contains 
redundant pitch values. Based on the design of our fault-recognition model, an insertion-
type fault could be triggered at the end of the region where there are two pitch tracks. The 
hypothesis generation step searches backward in time to identify all the frames where 
there are two pitch tracks. The region of these frames is marked as the diagnosis region. 
The third situation (I-3) and the fourth situation (I-4) represent cases where the insertion 
could be caused by any background noise in the raw signal. In this case, the other pitch 	
23 Two pitch tracks are considered close in frequency if the difference between them is less than 
10Hz. The threshold of 10Hz is selected as it was found during experimentation that, when the 
base MPT algorithm produces redundant pitch values due to insufficiently long window length, 
the redundant pitch values are mostly within 10Hz from the other pitch track.  
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track is either not present or not close in frequency with respect to the pitch track segment 
that is suspected to be redundant. In these two situations, the hypothesis generation step 
simply marks the frames of the pitch track segment as the diagnosis region.  
Situation 
ID 
Exempler figure of pitch tracks Corresponding diagnosis region 
I-1 
 
 
An insertion-type fault is detected 
(indicate by the dashed line) at the 
end a pitch track segment. The other 
pitch track is close in frequency. 
 
 
The diagnosis region consists of the 
frames where there are two pitch 
tracks, as indicated by the greyed area. 
I-2 
 
 
An insertion-type fault is detected 
(indicate by the dashed line) at the 
end a pitch track segment. The other 
pitch track is close in frequency. 
 
 
The diagnosis region consists of the 
frames where there are two pitch 
tracks, as indicated by the greyed area. 
I-3 
 
 
An insertion-type fault is detected 
(indicate by the dashed line) at the 
end a pitch track segment. The other 
pitch track is not present. 
 
 
The diagnosis region consists of the 
frames of the pitch track segment, as 
indicated by the greyed area. 
I-4 
 
 
An insertion-type fault is detected 
(indicate by the dashed line) at the 
end a pitch track segment. The other 
pitch track is present but not close in 
frequency. 
 
 
The diagnosis region consists of the 
frames of the pitch track segment, as 
indicated by the greyed area. 
Table 5.8 Diagnosis regions for different types of situations for an insertion-type fault.  
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5.5.2.2 Generate hypotheses for Insertion 
 The basic idea for generating hypotheses for insertion-type faults is to either 
remove the suspected redundant pitch values or assume that the initially estimated pitch 
tracks are correct. For the first situation (I-1) and the second situation (I-2), the 
hypothesized pitch tracks are generated by creating a new pitch track whose pitch values 
in the diagnosis region equals to the mean of the two pitch tracks from the initially 
estimated pitch tracks, as demonstrated by the examples in Figure 5.8. The difference 
between I-2 and I-1 is that for I-2 there is an additional step of flipping the pitch tracks 
after the diagnosis region. For the third situation (I-3) and the fourth situation (I-4), the 
hypothesized pitch tracks are generated by either removing the redundant pitch values or 
retaining the initially estimated pitch tracks.  
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Figure 5.8 Hypothesized pitch tracks for different situations of insertion-type fault. 		
Estimated pitch tracks  
(Situation I-1) 
Hypothesized pitch tracks assuming there are redundant pitch values 
Hypothesized pitch tracks assuming there are no redundant pitch values 
Estimated pitch tracks 
(Situation I-2) 
Hypothesized pitch tracks assuming there are redundant pitch values 
Hypothesized pitch tracks assuming there are no redundant pitch values 
Estimated pitch tracks 
(Situation I-3) 
Hypothesized pitch tracks assuming there are redundant pitch values 
Hypothesized pitch tracks assuming there are no redundant pitch values 
Estimated pitch tracks 
(Situation I-4) 
Hypothesized pitch tracks assuming there are redundant pitch values 
Hypothesized pitch tracks assuming there are no redundant pitch values 
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5.5.3 Hypothesis generation for fluctuation 
  The process for generating hypotheses for a fluctuation-type fault varies 
depending on the different situations that could occur for a fluctuation. The first situation 
is when it is suspected that the fluctuation is due to octave errors where a pitch track 
segment is mistakenly halved or doubled. In this case, the mistakenly halved or doubled 
pitch track segment may be assigned to the wrong pitch track and result in a discontinuity 
in that track. This is demonstrated by the example in Figure 5.9 where the right segment 
of track 1 in the ground truth is mistakenly halved and assigned to track 2 in the 
estimated pitch tracking. The jump between the two segments in track 2 indicates that 
there is a fluctuation-type fault. If we measure the ratio of the pitch frequencies between 
the end of the track 1 segment and the start of the second track 2 segment, the result 
would be close to two. This indicates the fluctuation could be caused by an octave error 
and a possible hypothesis is to double the pitch values of the second track 2 segment.  
	
Figure 5.9 Example of Fluctuation. Top: Ground Truth Bottom: Estimated Pitch Tracks. 
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 The second situation is when it is suspected that the fluctuation is caused by a 
pitch track segment that the base MPT algorithm mistakenly produced due to any 
background noise in the audio signal. The pitch values of the pitch track segment are 
usually not close to any of the neighboring pitch track segments. This means the ratios of 
the pitch values with respect to neighboring pitch track segments may not be close to 
values such as 2 or 1/2, which indicate the fluctuation may not be caused by octave 
errors. In such case, there is usually an insertion-type fault labeled for that segment. If 
not, an insertion label will be flagged for that segment. This situation is then ignored in 
the process of handling fluctuation-type faults.  
 These two situations are differentiated by the ratios calculated between 
neighboring pitch track segments. The basic idea is that if any of the ratios are close to {1/3, 1/2, 2, 3}, it is considered as the first situation. Otherwise, it is considered the 
second situation. The detailed procedures for calculating the ratios and differentiating 
between the two situations were discussed in Section 3.3.4.3.  
 Similar to the case of deletion-type faults, the hypothesis generation step for 
fluctuation also consists of two sub-steps which include identifying the diagnosis region 
as well as generating the hypothesized pitch tracks. These two sub-steps are discussed in 
Section 5.5.3.1 and Section 5.5.3.2, respectively. 
 
5.5.3.1 Identifying diagnosis region for Fluctuation 
 As demonstrated by the example in Table 5.9, the diagnosis region for a 
fluctuation-type fault includes the frames from the pitch track segment that could have 
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been mistakenly doubled or halved due to octave error. The example figure in Table 5.9 
shows that the red pitch track segment on the right could have been mistakenly halved 
due to octave error because the ratio between the end of the blue pitch track segment and 
the second red track segment is close to 2. The diagnosis region includes the frames from 
the second red track segment. 
Situation 
ID 
Exempler figure of pitch tracks Corresponding diagnosis region 
F-1 
 
 
A fluctuation-type fault is detected 
(indicate by the dashed line) at the 
beginning of a pitch track segment. The 
ratio between the end of the blue pitch 
track segment and the second red track 
segment is close to 2, which suggests 
there could be an octave error for the 
second red track segment.   
 
 
The diagnosis region (indicated by the 
greyed area) consists of frames of the 
pitch track segment that is suspected to 
be mistakenly halved or doubled due to 
octave error.  
Table 5.9 Diagnosis region for fluctuation-type fault. 
 
5.5.3.2 Generate hypotheses for Fluctuation 
 The hypothesized pitch tracks for a fluctuation-type fault are generated based on 
assuming whether an octave error has or has not occurred. If it is assumed that an octave 
error has occurred, the corresponding pitch track segment is multiplied by the 
corresponding ratio (e.g., 2, 1/2). If not, it is assumed that the originally estimated pitch 
tracks are correct. As demonstrated by Figure 5.10, the two hypotheses are generated 
based on assuming whether an octave error has occurred or not.  
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Figure 5.10 Hypothesized pitch tracks for fluctuation. 			
5.5.4 Hypothesis generation for association 
 The idea of generating hypotheses for an association-type fault is to either assume 
there is an association error or there is not an association error. That is, we either assume 
the original pitch tracks are correct or we flip the two pitch tracks from where the 
association-fault is detected. The procedures for generating the hypotheses involves 
identifying the diagnosis region as well as generating the hypothesized pitch tracks. 
Details of these two steps are provided in Section 5.5.4.1 and Section 5.5.4.2, 
respectively.  
 
5.5.4.1 Identifying diagnosis region for Association 
 The diagnosis region for an association-type fault includes frames from 
neighboring pitch track segments. The purpose is to identify regions (where two pitch 
track segments exist) before and after the association fault in order to calculate the mean 
inter-track frequency difference (see Section 3.3.5.4) in the evidence gathering step. This 
Estimated pitch tracks 
(Situation F-1) 
Hypothesized pitch tracks assuming octave error occurred 
Hypothesized pitch tracks assuming octave error did not occur 
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is demonstrated by the example in Table 5.10. In the exemplar pitch tracks, an 
association-type fault is detected at the beginning of the right red track segment. The 
corresponding fault region includes the frames from neighboring pitch track segments 
where there exist two pitch tracks, as shown by the right figure in Table 5.10. The mean 
inter-track frequency differences (see Section 3.3.5.4) can be calculated from the 
diagnosis region.  
Situation 
ID 
Exempler figure of pitch tracks Corresponding diagnosis region 
A-1 
 
 
An association-type fault is detected 
(indicate by the dashed line) at the 
beginning of a pitch track segment.   
 
 
The diagnosis region (indicated by the 
greyed area) consists of the frames from 
neighboring pitch track segments where 
two pitch tracks exist.  
Table 5.10 Diagnosis region for association-type fault. 
 
5.5.4.2 Generate hypotheses for Association 
 The hypothesized pitch tracks for an association-type fault are generated by either 
assuming an association error has occurred such that the pitch tracks need to be flipped, 
or assuming the original pitch tracks are correct. This is demonstrated by the example in 
Figure 5.11. The two track segments on the right, as well as the following pitch tracks 
that are not displayed in the figure, are either flipped or not flipped depending on the 
hypothesis.  
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Figure 5.11 Hypothesized pitch tracks for association. 		
5.6 Evidence Gathering 
 The purpose of the evidence gathering step is to examine the signal and collect 
evidence from the results of multiple signal processing techniques. The results could be 
used as evidence in the hypothesis elimination step to decide which hypothesis is valid. 
The evidence gathering step is conducted for every frame where there is a fault. The 
input-output behavior of the evidence gathering step for a single frame is illustrated in 
Figure 5.12. The inputs and outputs of the hypothesis generation step are listed in Table 
5.11 and Table 5.12, respectively. At the high-level, the inputs of the evidence gathering 
step consist of the raw signal, acoustic features, estimated pitch tracks, hypothesized 
pitch tracks, and the fault labels. There are pre-defined signal processing techniques 
designed to collect evidence. The results of these techniques are sent as outputs to the 
hypothesis elimination step. The outputs of the evidence gathering step consist of 
evidence variables that include: the peak matching ratio (Eq. (3.13)), the pitch matching 
ratio (Eq. (3.9)), the voicing matching ratio (Eq. (3.14)), and the mean inter-track 
frequency difference (see Section 3.3.5.4). Depending on the type of fault as well as the 
Estimated pitch tracks 
(Situation A-1) 
Hypothesized pitch tracks assuming association error occurred 
Hypothesized pitch tracks assuming association error did not occur 
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different situations of the fault, one or more evidence variables are calculated. These 
variables are used in the hypothesis elimination step to determine whether a hypothesis is 
considered valid or not. Details regarding the evidence gathering step for each type of 
fault are provided in Section 5.6.1 to 5.6.4. 
 
Figure 5.12 Diagram of Evidence Gathering step. 
Input  Description 
Input signal The audio signal represented as a vector of numbers. 
Features A !-by-" matrix that stores the values of ! features across " 
frames of the signal.  
Estimated pitch 
tracks 
A 2-by-" matrix that stores the pitch values of the two pitch 
tracks estimated by base MPT algorithm across " frames of the 
signal. Unvoiced speech is represented as 0.  
Fault labels An 8-by-" matrix that stores the binary numbers that indicate 4 
types of faults for 2 pitch tracks across " frames of the signal.  
Hypothesized 
pitch tracks 1 - 
N 
Total of # set of hypothesized pitch tracks. The number of # 
differs based on the type of fault. Each hypothesized pitch tracks 
are presented as a 2-by-" matrix that stores the pitch values of 
the two pitch tracks across " frames of the signal. Unvoiced 
speech is represented as 0. 
Table 5.11 Inputs of Evidence Gathering step. 
Evidence 
Gathering D EFGH	IG3Jℎ2KL	MG32NE23Jℎ	IG3Jℎ2KL	MG32NON2JF	IG3Jℎ2KL	MG32NIFGK	2K3FM − 3MGJH	Q2RRFMFKJFS 
Evidence variables 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + 
Hypothesized pitch tracks 1 – # + 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + 
Hypothesized pitch tracks 1 - # 
Dataflow for a single frame 
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Output  Description 
Peak matching ratio (MTUVW) The ratio of frames that there are peak in the spectrum that match the hypothesized pitch tracks (Eq. (3.13)). 
Pitch matching ratio (MT/XYZ) The ratio of frames that the reprocessed pitch tracks match the hypothesized pitch tracks (Eq. (3.9)). 
Voicing matching ratio 
(M[\/YU) The ratio of frames that are considered as voiced (Eq. (3.14)). 
mean inter-track frequency 
difference 
The mean of the frequency differences between the two 
pitch tracks (see Section 3.3.5.4). 
Table 5.12 Outputs of Evidence Gathering step. 
 
5.6.1 Evidence gathering for deletion 
 The high-level idea of gathering evidence for a deletion-type fault is to examine 
the diagnosis region and determine whether there is evidence of pitch. As previously 
explained in Section 3.3.5.1, the techniques utilized for evidence gathering include:  
• examine the spectrum to identify peaks that could belong to the harmonics of the 
assumed missing pitch values, the ratio of frames where peaks are identified is 
called the peak matching ratio (MTUVW ) (see Eq. (3.13) in Section 3.3.5.1 for 
detailed explanations). 
• reprocess the raw signal using base MPT algorithm with different window length 
and find pitch values that are assumed missing in the initially estimated pitch 
tracks, the ratio of frames where pitch values are found after reprocessing is called 
the pitch matching ratio (MT/XYZ ) (see Eq. (3.9) in Section 3.3.5.1 for detailed 
explanations).  
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• examine the voicing probabilities to seek evidence of voice in the region where 
pitch values are assumed missing, the ratio of frames where voice is found is 
called the voicing matching ratio (M[\/YU) (see Eq. (3.14) in Section 3.3.5.1 for 
detailed explanations). 
These techniques are utilized for different situations of deletion-type fault to collect 
evidence for the hypotheses.  
 The evidence needed for different situations of a deletion-type fault is listed in 
Table 5.13. The differences in techniques used depend on factors such as whether the 
other pitch track is present or whether it is possible to guess the values of the potentially 
missing pitch estimates. For example, in the case of situations D-1 and D-4 where the 
other pitch track is not present, the voicing matching ratio can be used to decide whether 
there are pitch values missing or not. If the other pitch track is present, such as D-2 and 
D-3, peak matching ratio and pitch matching should be used to determine whether there 
are pitch values missing. The evidence collected is sent to the hypothesis elimination step 
to decide which hypothesis is valid.  
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Situation 
ID 
Hypotheses for the situation Evidence needed for the 
situation 
D-1 
 
• peak matching ratio 
(MTUVW) 
• voicing	matching	ratio	
(M[\/YU) 
D-2 
 
• peak matching ratio 
(MTUVW) 
• pitch matching ratio 
(MT/XYZ) 
 
D-3 
 
• peak matching ratio 
(MTUVW) 
• pitch matching ratio 
(MT/XYZ) 
D-4 
 
• peak matching ratio 
(MTUVW) 
• pitch matching ratio 
(MT/XYZ) 
• voicing	matching	ratio	
(M[\/YU) 
Table 5.13 Evidence needed for different situations of a deletion-type fault. 
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5.6.2 Evidence gathering for insertion 
 Similar to the case of the deletion-type fault mentioned in Section 5.6.1, the 
evidence gathering step for insertion-type fault involves collecting the different types of 
ratios that could be used to decide whether there are redundant pitch values or not. For 
example, for situations I-3 in Table 5.14 where the MPT algorithm produces redundant 
pitch tracks when the other pitch track does not exist, the voicing matching ratio can be 
used to decide whether there should be pitch values or not. If the other pitch track exists, 
the peak matching ratio calculated for the potentially redundant pitch values could reveal 
whether there are matching harmonics in the spectrum or not.   
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Situation 
ID 
Hypotheses for the situation Evidence needed for the 
situation 
I-1 
 
• peak matching ratio 
(MTUVW) 
I-2 
 
• peak matching ratio 
(MTUVW) 
I-3 
 
• peak matching ratio 
(MTUVW) 
• voicing	matching	ratio	
(M[\/YU) 
I-4 
 
• peak matching ratio 
(MTUVW) 
 
Table 5.14 Evidence gathering for different situations of an insertion-type fault. 
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5.6.3 Evidence gathering for fluctuation 
 In order to determine whether there is an octave error, the peak matching ratio is 
calculated for the pitch track segment that is assumed to be incorrect due to octave error. 
For example, if a pitch track segment is assumed to be mistakenly halved, the peak 
matching ratio can be calculated over this segment to see whether there are peaks at odd 
multiples of the originally estimated pitch values. If there are no such peaks, it would 
suggest that the pitch track segment is mistakenly halved due to octave error. This is 
illustrated by the example shown in Figure 5.13. In this example, it is suspected that the 
right segment of track 2 is mistakenly halved due to octave error. There are two 
hypotheses for this case: 1) there is an octave error and the right segment of track 2 
should be located at double of its original frequency and should be assigned to track 1, 2) 
there is no octave error and the originally estimated pitch tracks are correct. The 
corresponding hypothesized pitch tracks are shown in Figure 5.13. In order to verify 
whether an octave error has occurred or not, the magnitude spectrum is analyzed to see 
whether there are matching peaks for the two hypotheses. If there are no peaks located at 
odd multiples of the original pitch values, it suggests that the first hypothesis is valid. 
Otherwise, the second hypothesis is considered valid. The peak matching ratio is 
calculated over the pitch track segment and used by the evidence elimination step to 
decide which hypothesis is valid. Detailed procedures of how the peak matching ratio is 
calculated were explained in Section 3.3.5.3.  
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Figure 5.13 Example of finding peaks in the magnitude spectrum in order to determine whether 
there is an octave error or not. 
 Based on the above discussions, the evidence needed for fluctuation-type fault is 
the peak matching ratio, as listed in Table 5.15.  
Examine the 
spectrum to see 
evidence of 
harmonics at 
odd multiples 
of 110hz 
RMF]. 	(ℎ_) … 110 220 330 440 550 660 
magnitude 
spectrum 
Estimated pitch tracks 
Hypothesized pitch tracks 
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Situation 
ID 
Hypotheses for the situation Evidence needed for the 
situation 
F-1 
 
• peak matching ratio 
(MTUVW) 
Table 5.15 Evidence gathering a fluctuation-type fault. 
 	
5.6.4 Evidence gathering for association 
 As listed in Table 5.16, the evidence needed for an association-type fault includes 
the mean of the inter-track frequency difference of neighboring pitch tracks. This is 
illustrated by the example in Figure 5.14. The mean of inter-track frequency differences 
(∆c ) is calculated for the pitch track segments on the left of the association fault 
(indicated by the dashed line) and for the pitch track segments on the right of the 
association fault. These values, denoted as mean inter-track frequency difference (left or 
right), are sent to the hypothesis elimination step to determine whether there is an 
association fault or not.  
	
Figure 5.14 Example of an association-type fault. The mean of the frequency differences between 
the two tracks are calculated before and after the association-type fault. The location of the 
association-type fault is indicated by the dashed line.  
∆c 	(left)		 ∆c 	(right)		
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Situation 
ID 
Hypotheses for the situation Evidence needed for the 
situation 
A-1 
 
• Mean	inter-track	
frequency	difference	
left 
• Mean	inter-track	
frequency	difference	
right 
Table 5.16 Evidence gathering an association-type fault. 
 
5.7 Hypothesis Elimination 
 The purpose of the hypothesis elimination step is to examine the evidence 
collected in the previous step and eliminate hypotheses that are considered invalid. For 
every frame where there is a fault, the hypotheses elimination step is carried out based on 
the type of fault. The input-output behavior of the hypothesis elimination step is 
illustrated in Figure 5.15. The inputs and outputs of the hypothesis elimination step are 
listed in Table 5.17 and Table 5.18, respectively. The evidence variables are compared 
with the corresponding thresholds to decide whether a hypothesis is considered valid or 
not. The pitch tracks of the valid hypothesis are then used as the output of the fault-
recognition phase that replaces the initially estimated pitch tracks. Detailed discussions 
on how hypothesis elimination is conducted for each type of fault are given in Section 
5.7.1 to Section 5.7.4. 
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Figure 5.15 Diagram of hypothesis elimination step. 
 
Input  Description 
Raw signal The audio signal represented as a vector of numbers. 
Features A !-by-" matrix that stores the values of ! features across " 
frames of the signal.  
Estimated pitch 
tracks 
A 2-by-" matrix that stores the pitch values of the two pitch 
tracks estimated by base MPT algorithm across " frames of the 
signal. Unvoiced speech is represented as 0.  
Fault labels An 8-by-" matrix that stores the binary numbers that indicate 4 
types of faults for 2 pitch tracks across " frames of the signal.  
Evidence 
variables 
Includes Peak matching ratio (MTUVW), Pitch matching ratio (MT/XYZ), 
Voicing matching ratio (M[\/YU), mean inter-track difference. 
Details given in Table	5.12. 
Table 5.17 Inputs of Hypothesis elimination step. 
 
Output  Description 
Output Pitch 
Tracks 
A 2-by-" matrix that stores the pitch values of the two pitch 
tracks estimated by base MPT algorithm across " frames of the 
signal. Unvoiced speech is represented as 0. 
Table 5.18 Outputs of Hypothesis Elimination step. 
Hypothesis 
Elimination &'0KFd)) '0KFd)* ⋯'0KFd*) '0KFd** ⋯, '0/0	: the new pitch value 
of 23ℎ track at 53ℎ	frame.  
Output pitch tracks Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + 
Hypothesized pitch tracks 1 – # + 
Evidence variables 
Raw signal + 
Features + 
Estimated pitch tracks + 
Fault labels + 
Hypothesized pitch tracks 1 – # + 
Evidence variables  + 
Dataflow for a single frame 
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5.7.1 Hypothesis elimination for deletion 
 As mentioned earlier that different evidence variables are collected for different 
situations of a deletion-type fault. For each situation, there are corresponding criteria on 
the evidence variables to determine whether a hypothesis is valid or not. The idea is to 
compare the values of the evidence variables with pre-defined thresholds. The criteria for 
the evidence variables under different situations are listed in Table 5.19. For example, in 
situation D-1, two criteria are applied to ensure that there are missing pitch values 
between the two pitch track segments. That is, the peak matching ratio must be larger 
than the threshold to show that there are harmonics correspond to the hypothesized pitch 
tracks, and the voicing matching ratio also needs to be larger than the threshold to prove 
that there are voice activities. If both criteria are satisfied, the hypothesis D1-A is 
considered valid. The hypothesized pitch tracks of D1-A are sent to the output. Otherwise, 
hypothesis D1-B is considered valid. Hypotheses of the other situations are also 
distinguished by thresholds on the evidence. Details on how the threshold values are 
selected are provided in Appendix A-5 and Appendix A-7.  
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Situation 
ID 
Hypotheses for the situation Criteria for a hypothesis to 
be valid  
D-1 
 
D1-A:	MTUVW ≥ 0.625 AND M[\/YU ≥ 0.64 
 
D1-B: MTUVW <	0.625 OR M[\/YU < 0.64 
D-2 
 
D2-A:	MTUVW ≥ 0.625 
 
D2-B: MTUVW <	0.625 
D-3 
 
D2-A:	MTUVW ≥ 0.625 OR  
 MT/XYZ ≥ 	0.35 
 
D2-B: MTUVW < 0.625 AND  
 MT/XYZ < 	0.35 
D-4 
 
D1-A:	MT/XYZ ≥ 0.35 AND M[\/YU ≥ 0.64 
 
D1-B: MT/XYZ < 0.35 OR  M[\/YU < 0.64 
 
Table 5.19 Hypothesis elimination criteria for different situations of a deletion-type fault. Details 
on how the values of the thresholds are selected are provided in Appendix A-5 and Appendix A-
7.  
 
D1	
D1-B	
D1-A	
D2	
D2-B	
D2-A	
D3-B	
D3-A	D3	
D4-B	
D4-A	D4	
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5.7.2 Hypothesis elimination for insertion 
 Similar to the case of deletion, the criteria for hypotheses of different situations 
for insertion-type fault also include thresholding on the evidence variables. For example, 
for situation I-1 in Table 5.20, if the peak matching ratio is smaller than its threshold, it 
means that there is not enough evidence found for harmonics that would correspond to 
the assumed redundant pitch track segment (the red pitch track segment). Therefore, the 
hypothesis that assumes the red pitch track segment is redundant (hypothesis I1-A) is 
considered valid. The hypothesized pitch tracks are sent to the output. The hypotheses of 
other situations are also decided accordingly based on the evidence, as shown in Table 
5.20. 
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Situation 
ID 
Hypotheses for the situation Evidence needed 
I-1 
 
I1-A:	MTUVW < 0.625  
 
I1-B: MTUVW ≥	0.625  
I-2 
 
I2-A:	MTUVW < 0.625  
 
I2-B: MTUVW ≥	0.625 
I-3 
 
I3-A:	M[\/YU < 0.64 
 
I3-B: M[\/YU ≥ 0.64 
I-4 
 
I4-A:	MTUVW < 0.625  
 
I4-B: MTUVW ≥	0.625 
Table 5.20 Hypothesis elimination criteria for different situations of an insertion-type fault. 
Discussions on how the thresholds are selected are provided in Appendix A-5 and Appendix A-7. 
 
I1-B	
I1-A	I1	
I2-B	
I2-A	I2	
I3-B	
I3-A	I3	
I4-B	
I4-A	I4	
		
141 
5.7.3 Hypothesis elimination for fluctuation 
 As mentioned in Section 5.6.3 that whether there is an octave or not could be 
determined by whether there are corresponding harmonics in the spectrum. For example, 
for situation F-1 in Table 5.21, if the peak matching ratio is smaller than the threshold, it 
means there is no enough evidence found for harmonics that would correspond to the 
pitch values in the initially estimated pitch tracks. Therefore, an octave error has occurred. 
In this case, the hypothesis F-1A is correct. The pitch tracks of F-1A are then sent to the 
output. 
Situation 
ID 
Hypotheses for the situation Evidence needed 
F-1 
 
F1-A:	MTUVW < 0.625  
 
 
F1-B: MTUVW ≥	0.625 
Table 5.21 Hypothesis elimination criteria for a fluctuation-type fault. Details on how the 
thresholds are selected are provided in Appendix A-5 and Appendix A-7. 
 
5.7.4 Hypothesis elimination for association 
 The criterion for determining whether there is an association error or not is 
whether the mean inter-track frequency difference calculated before and after the 
association fault match each other. That is, the signs of the mean inter-track frequency 
difference calculated around the fault location are determined. If the signs do not equal 
each other, it is considered there is an association error. Otherwise, the original pitch 
F1-B	
F1-A	F1	
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tracks are considered correct. This is illustrated by the example in Table 5.22. 
Situation 
ID 
Hypotheses for the situation Evidence needed 
A-1 
 
A1-A: 
sign(Mean inter-track 
frequency difference left)  =  
sign(Mean inter-track 
frequency difference right) 
 
A1-B: 
sign(Mean inter-track 
frequency difference left)  ≠  
sign(Mean inter-track 
frequency difference right) 
Table 5.22 Hypothesis elimination criteria for an association-type fault.  
 
5.8 Computational Cost of Fault-Diagnosis 
 The computational cost of the fault-diagnosis phase consists of mainly the 
multiplications and additions associated with the calculations in the evidence gathering 
step. The computations can be broken down into three parts 1) computations of 
calculating the peak matching ratio, 2) computations of calculating the pitch matching 
ratio, and 3) computations of calculating the voice matching ratio.  
 Among these three parts, the first part contributes to most of the calculations due 
to the need for computing the Fast Fourier Transform. Assume the worst-case scenario 
that the FFT is computed for every frame of the signal, this corresponds to a total of 
around 4 × 10k multiplications per second. The rest of the computations such as finding 
the peaks in the spectrum contribute to around 10l multiplications. For the second part of 
A1-B	
A1-A	A1	
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calculating the pitch matching ratio, the computations are from the comparison between 
hypothesized pitch tracks and the reprocessed pitch tracks24. Assuming the worst-case 
scenario that the comparison is conducted for every frame of the signal, this contributes 
to a total of 4 × 200 = 8000 comparisons per second based on the frame rate of 200 
frames per second, the value 4 accounts for the pairwise comparison between two sets of 
pitch values. For the third part of calculating the voicing matching ratio, since the voice 
probabilities are pre-computed in the fault-recognition phase, the computations involve 
just comparing the voicing probabilities with the threshold for each frame. This 
corresponds to a total of 200 comparisons per second.   
 In addition, the processing of the rules in the fault-diagnosis also contributes to a 
small part of the total computations. In the fault-diagnosis phase, the number of rules is in 
the order of 10* and each rule involves around one to four comparisons. Assume all the 
rules are computed for each frame, the maximum number of comparisons would be 
around 10l  per second. Therefore, the total number of multiplications and the total 
number additions in the fault-diagnosis phase are in the order of 10k per second, which is 
relatively insignificant compared to the computations of the fault-recognition phase 
which is at around 10n multiplications per second and 10)6 additions per second. 	 	
	
24 The reprocessed pitch tracks are the pitch tracks calculated using the base MPT algorithm with 
longer or shorter window length, which is pre-determined in the fault-recognition phase. 
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CHAPTER 6 EVALUATION RESULTS 
This chapter provides detailed information regarding how the performance of the 
proposed framework is evaluated. Section 6.1 gives the evaluation methodology that 
specifies the evaluation metrics as well as the datasets used in the experiments. Section 
6.2 discusses the evaluation results.  
 
6.1 Evaluation methodology 
The evaluation of pitch tracking algorithms involves performing pitch tracking on 
a database of audio files and comparing the resulting pitch trajectories with the ground 
truth. The measure of merits includes how accurate are the detected pitch values versus 
the ground truth, as well as the correctness of voicing decisions. The information on the 
testing dataset is given in section 0, followed by the definitions of the figure of merits in 
section 6.1.2. The voicing situations are discussed in section 6.1.3.   
 
6.1.1 Dataset  
The two-speaker utterances, as well as the ground-truth pitch tracks, are created 
by mixing single-speaker utterances and the corresponding individual ground-truth pitch 
tracks. The single-speaker utterances are selected from the TIMIT database [15]. The 
duration of the utterances is around 2 to 6 seconds. The corresponding ground-truth pitch 
tracks are obtained from [16]. The two-speaker speech corpora are created by mixing the 
single-speaker utterances at 0 dB. Specifically, 48 female utterances from 16 female 
speakers and 48 male utterances from 16 male speakers are selected to create a total of 
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1470 two-speaker utterances. The two-speaker utterances are divided into a training 
database of 1050 utterances and a testing database of 420 utterances. The speakers in the 
training database and the speakers in the testing database are mutually exclusive. This is 
to ensure the evaluation results are representative of unseen speakers.  
 
6.1.2 Evaluation metrics 
The errors in the detected pitch tracks can be divided into two categories. The first 
category is the errors in the voicing decision. That is, whether the pitch tracking 
algorithm correctly estimates the number of voiced speakers at each frame. The second 
category is focused on the accuracy of the detected pitch values comparing to the ground-
truth pitch values. In this section, we explain how the errors in the two categories are 
measured.  
When it comes to estimating the number of voiced speakers, there could be two 
types of errors: insertion error and deletion error. An insertion error occurs when the 
number of voiced speakers in the estimated pitch tracks is more than the number of 
voiced speakers in the ground truth. Similarly, a deletion error is when the number of 
estimated voiced speakers is less than the true number of voiced speakers. It is important 
to note that depending on the number of voiced speakers in the ground truth, the number 
of possible deletion errors and insertion error differs. Figure 6.1 demonstrates the three 
possible scenarios in the ground truth: zero voiced speaker, one voiced speaker, and two 
voiced speakers. In the scenario where there is zero voiced speaker in the ground truth, 
the pitch tracking algorithm may produce zero pitch track, one pitch track, or two pitch 
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tracks. The number of possible insertion errors would be 0, 1, or 2, respectively. On the 
other hand, the number of possible deletion errors is 0. In the second scenario where there 
is one pitch track in the ground truth, the number of possible insertion errors would be 
either 0 or 1, while the number of possible deletion errors would also be either 0 or 1. For 
the third scenario where there are two tracks in the ground truth, there is no insertion 
error while the number of possible deletion errors is either 0, 1, or 2, depending on how 
many voiced speakers are detected by the pitch tracking algorithm. In order to aggregate 
the errors in the three scenarios, we define the insertion error rate and the deletion error 
rate as the number of insertion/deletion errors divided by the total number of possible 
insertion/deletion errors. The insertion error rate and the deletion error rate are given in 
Eq. (6.1) and Eq. (6.2), respectively. 	 2KoFM32NK	FMMNM	MG3F = 	 #	NR	2KoFM32NK	FMMNMo3N3Gq	#	NR	ENoo2rqF	2KoFM2NK	FMMNMo (6.1) 	 QFqF32NK	FMMNM	MG3F = 	 #	NR	QFqF32NK	FMMNMo3N3Gq	#	NR	ENoo2rqF	QFqF32NK	FMMNMo (6.2) 
where the “3N3Gq	#	NR	ENoo2rqF	2KoFM32NK/QFqF32NK	FMMNMo” is calculated by summing 
up all the possible insertion/deletion errors from the three voicing scenarios shown in Figure	6.1. 
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Figure 6.1 Insertion error and deletion error for different scenarios in multi-pitch tracking for 2 
speakers. When there is 0 voiced speaker in the ground truth, the possible number of insertion 
errors is 0, 1, or 2. There is no deletion error. When there is 1 voiced speaker in the ground truth, 
the possible number of insertion errors is 0 or 1. The possible number of deletion error is 0 or 1. 
When there are 2 voiced speakers in the ground truth, there is no insertion error. The possible 
number of deletion errors is 0, 1, or 2.  
The second category of error focuses on the accuracy of the detected pitch values.  
It is important to evaluate the accuracy of pitch tracking algorithms because a small 
deviation in the estimated pitch values would result in large errors when trying to locate 
the higher harmonics. We use deviation error to denote the percentage of deviation 
between the detected pitch values and the ground-truth values, as given in Eq. (6.3): 
EFMJFK3GLF	NR	QFO2G32NK = 100 × sEtUXUYXUt − EuXEuX s (6.3) 
where EtUXUYXUt  and EuX  is the detected pitch value and ground truth pitch value 
respectively.  
Similar to the insertion errors and deletion errors, the deviation error is calculated 
according to the three possible scenarios in the ground-truth pitch tracks. As shown in 
Figure 6.2, for the scenario where there is zero voiced speaker in the ground truth, the 
deviation error is not defined. In the scenario where there is one voiced speaker in the 
		
148 
ground truth, if the pitch tracking algorithm produces one pitch value, the deviation error 
is calculated according to Eq. (6.3). If the pitch tracking algorithm produces two pitch 
values, the one closer to the ground truth is used to calculate the deviation while the other 
one accounts for an insertion error. In the case where no pitch value is produced, it is 
considered a deletion error instead. For the scenario where there are two pitch values in 
the ground truth, if the pitch tracking algorithm outputs zero pitch value, it is considered 
as two deletion errors. If the pitch tracking algorithm produces one pitch value, the closer 
ground-truth pitch value is used to calculate the deviation percentage. If the pitch tracking 
algorithm outputs two pitch values, two different ways of speaker assignment are 
evaluated, and the way that produces the minimum total deviation percentage is used for 
error calculation. The percentage of deviation is calculated for each frame and then 
averaged to produce the average deviation. 
	
Figure 6.2 Deviation for different scenarios in multi-pitch tracking for 2 speakers.  	
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6.1.3 Voicing situation  
As mentioned in section 6.1.2, there are three voicing situations in the ground 
truth: zero voice, one voice, and two voices. Depending on the application scenario, the 
contributions of these three situations may be different. There could be applications 
where it is mostly two people speaking simultaneously, or applications that are mostly 
just one person speaks at a particular time. Or there could be applications where it is 
mostly silence. An all-purpose multi-pitch tracking algorithm should perform consistently 
well under different voicing situations. In order to demonstrate that our approach is not 
restricted to a particular scenario, we conduct the evaluation under different voicing 
situations. This is accomplished by simulating different voicing situations using the 
results obtained from the testing data. Specifically, we calculate the errors under the three 
voicing situations and combine them to produce the error rates that simulates scenarios 
with different contributions from the three voicing situations.  
 
6.2 Evaluation Results 
 In this section, the evaluation results are presented. This section begins with a 
discussion on how the behavior of the 2D-AMDF algorithm may vary based on 
parameter settings and how that would affect the insertion/deletion error rates. Section 
6.2.2 and section 6.2.3 provide evaluation results of insertion/deletion error rates and 
average deviation. A summary of the results is given in section 6.2.4. In section 6.3, we 
perform a comparison between our approach against MS-ML [1] in terms of 
computational cost as well as pitch tracking performance.  
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6.2.1 Effect of 2D-AMDF threshold 
 In the 2D-AMDF algorithm [12], the threshold for the histogram maxima affects 
the algorithm’s sensitivity of deciding whether a pitch is present in a frame or not. 
Altering this parameter results in significant changes in the behavior of the 2D-AMDF 
algorithm. For example, lowering the threshold would cause the algorithm to claim more 
region as voiced and result in less deletion error and more insertion error. Similarly, 
increasing the threshold would result in more deletion error and less insertion error. 
Figure 6.3 provides an example of how the 2D-AMDF result changes under different 
thresholds. In Figure 6.3 (b), where the pitch tracks are produced with a low threshold of 
0.5 is used, we can clearly see there are a lot of insertion errors compared to the ground 
truth in Figure 6.3 (a). When the default threshold of 0.2 is used, the 2D-AMDF produces 
a few insertion errors and deletion errors, as shown in Figure 6.3 (c). When a high 
threshold (e.g., 0.35) is selected, there are a lot of deletion errors, as demonstrated by 
Figure 6.3 (d). 
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Figure 6.3 Example of 2D-AMDF results under different threshold values. (a) Ground Truth. (b) 
2D-AMDF result (threshold = 0.05). (c) 2D-AMDF result (threshold = 0.20). (d) 2D-AMDF 
result (threshold = 0.35). When the threshold is low, 2D-AMDF is more likely to overestimate the 
number of voiced speakers, which results in higher insertion error. On the contrary, when the 
threshold is high, 2D-AMDF is likely to underestimate the number of voiced speakers, hence the 
deletion error is high. 
In order to obtain a more comprehensive view of the performance, we conduct our 
experiment by varying the threshold around the default value of 0.2 used in [12]. 
Specifically, we selected the range of 0.2 ± 0.15 because the deletion/insertion error rates 
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remain relatively unchanged beyond this range. 
The corresponding data points of insertion error rate and the deletion error rate are 
represented in the form of a Detection Error Tradeoff (DET) curve, such as the example 
shown in Figure 6.4. As demonstrated earlier, the insertion error rate drops as the deletion 
error rate increases, and vice versa. The datapoints of 2D-AMDF are represented as the 
blue curve. FRD-RB is represented by the orange curve. The proposed approach, FRD-
ML, is represented by the grey curve. Note that the data points at the two extremes (100% 
insertion error and 100% deletion error) are simulated to serve the purposes of mimicking 
the performance of the algorithms and for the completion of the curves. The zoomed-in 
figure on the right shows how the algorithm performs when the insertion error rate is 
close to the deletion error rate. The pie chart indicates the distribution of the three voicing 
situations.  
	
Figure 6.4 Example of ROC curve of Insertion Error Rate and Deletion Error Rate across 
different thresholds of 2D-AMDF. Low threshold results in high insertion error rate and low 
deletion error rate. High threshold results in low insertion error rate and high deletion error rate. 
2D-AMDF FRD-RB FRD-ML 
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6.2.2 Insertion/Deletion Error Rate under different voicing situations 
In order to evaluate the performance under different voicing situations, we have 
simulated the following scenarios:  
• 0 voice, 1 voice, 2 voices equally distributed (Figure 6.5) 
• Dominated by 0 voice situations (Figure 6.6) 
• Dominated by 1 voice situations (Figure 6.7) 
• Dominated by 2 voices situations (Figure 6.8) 
• Dominated by 0 voice and 1 voice situations (Figure 6.9) 
• Dominated by 1 voice and 2 voice situations (Figure 6.10) 
• Dominated by 0 voice and 2 voice situations (Figure 6.11) 
The corresponding ROC curves are shown as follows:  
	
Figure 6.5 ROC curve of Insertion Error Rate and Deletion Error Rate when 0 Voice situation, 1 
Voice situation, and 2 Voices situation are equally distributed. 
2D-AMDF FRD-RB FRD-ML 
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Figure 6.6 ROC curve of Insertion Error Rate and Deletion Error Rate when 0 Voice situation 
dominates. 
	
Figure 6.7 ROC curve of Insertion Error Rate and Deletion Error Rate when 1 Voice situation 
dominates. 
2D-AMDF FRD-RB FRD-ML 
2D-AMDF FRD-RB FRD-ML 
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Figure 6.8 ROC curve of Insertion Error Rate and Deletion Error Rate when 2 Voices situation 
dominates. 
	
Figure 6.9 ROC curve of Insertion Error Rate and Deletion Error Rate when 0 Voice situation and 
1 Voice situation dominate. 
2D-AMDF FRD-RB FRD-ML 
2D-AMDF FRD-RB FRD-ML 
	
	
		
156 
	
Figure 6.10 ROC curve of Insertion Error Rate and Deletion Error Rate when 1 Voice situation 
and 2 Voices situation dominate. 
	
Figure 6.11 ROC curve of Insertion Error Rate and Deletion Error Rate when 0 Voice situation 
and 2 Voices situation dominate. 
As we can see, the proposed framework is able to reduce the insertion error rate 
and the deletion error rate regardless of the voicing situations. To summarize the results 
across the various voicing situations, we use the Equal Error Rate (EER) that measures 
2D-AMDF FRD-RB FRD-ML 
2D-AMDF FRD-RB FRD-ML 
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the point on the ROC curve where the insertion error rate is equal to the deletion error 
rate. The EERs for the abovementioned voicing situations are listed in Table 6.1. If we 
average the EER across all the aforementioned voicing situations, the average EER for 
2D-AMDF, FRD-RB, FRD-ML, are 13.5%, 12.3%, and 9.7%, respectively. If we 
compare the percentage of reduction in EER, the FRD-RB reduced the EER of 2D-
AMDF by 9.2% while the FRD-ML reduced the EER of 2D-AMDF by 27.9%. When 
comparing FRD-ML directly with FRD-RB, the reduction of EER is 20.6%.  
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Description 
EER of 
2D-
AMDF 
EER of 
FRD-RB 
EER of 
FRD-ML 
Improvement 
(FRD-RB vs. 
2D-AMDF) 
Improvement 
(FRD-ML vs. 
2D-AMDF) 
Improvement 
(FRD-ML vs. 
FRD-RB) 
0 voice, 1 
voice, 2 voices 
equally 
distributed 
  
13.5% 12.1% 9.6% 10.4% 28.9% 20.7% 
Dominated by 
0 voice 
situation 
 
11.5% 10.7% 9.0% 7.0% 21.7% 15.9% 
Dominated by 
1 voice 
situation 
 
14.9% 13.6% 9.6% 8.7% 35.6% 29.4% 
Dominated by 
2 voices 
situation 
  
14.1% 13.0% 10.6% 7.8% 24.8% 18.5% 
Dominated by 
0 voice and 1 
voice 
situations 
  
13.1% 11.6% 9.0% 11.5% 31.3% 22.4% 
Dominated by 
1 voice and 2 
voice 
situations 
 
15.0% 13.0% 10.3% 13.3% 31.3% 20.8% 
Dominated by 
0 voice and 2 
voice 
situations 
 
12.6% 11.9% 9.9% 5.6% 21.4% 16.8% 
 
Average 
 
13.5% 12.3% 9.7% 9.2% 27.9% 20.6% 
Standard 
Deviation 
 
1.2% 0.9% 0.6% 2.7% 5.4% 4.5% 
Table 6.1 EER results for different voicing situations. 
 
6.2.3 Average Deviation under different voicing situations  
The average deviation is evaluated under the following voicing situations: 
• 0 voice, 1 voice, 2 voices equally distributed (Figure 6.12) 
• Dominated by 1 voice situations (Figure 6.13) 
• Dominated by 2 voices situations (Figure 6.14) 
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The corresponding figures are given in Figure 6.12, Figure 6.13, and Figure 6.14. 
We can see that FRD-ML is able to reduce the average deviation regardless of the 
voicing situation. The reduction is more prominent at the lower end (below 0.15) of the 
2D-AMDF threshold, where the deviation error is high. When the threshold increases, 
FRD-ML shows consistent improvement over the 2D-AMDF algorithm as well as FRD-
RB. Table 6.2 shows the mean of the average deviation across the abovementioned 
voicing situations. The percentage of improvements, calculated as the percentage of 
reduction in average deviation, is listed in Table 6.2. The mean average deviation across 
different voicing situations and different 2D-AMDF thresholds is 5.8% for 2D-AMDF. 
FRD-RB reduced it to 3.9% while FRD-ML reduced it to 2.7%. These correspond to 28.5% 
of reduction from 2D-AMDF to FRD-RB, and 48.8% reduction from 2D-AMDF to 
FRD-ML. When comparing FRD-ML directly with FRD-RB, the reduction of average 
deviation is 29.0%.  
	
Figure 6.12 Average Deviation when 0 Voice situation, 1 Voice situation, and 2 Voices situation 
are equally distributed. 
2D-AMDF FRD-RB FRD-ML 
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Figure 6.13 Average Deviation when 1 Voice situation dominates. 
	
Figure 6.14 Average Deviation when 2 Voice situation dominates. 	 	
2D-AMDF FRD-RB FRD-ML 
2D-AMDF FRD-RB FRD-ML 
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Threshold 2D-AMDF FRD-
RB 
FRD-
ML 
Improvement 
(FRD-RB vs. 
2D-AMDF) 
Improvement 
(FRD-ML vs. 
2D-AMDF) 
Improvement 
(FRD-ML vs. 
FRD-RB) 
0.05 9.1% 5.6% 3.5% 38.7% 61.9% 37.8% 
0.06 9.1% 5.5% 3.4% 39.2% 62.4% 38.2% 
0.07 9.0% 5.4% 3.2% 40.0% 64.4% 40.7% 
0.08 8.8% 5.2% 3.1% 40.6% 65.1% 41.3% 
0.09 8.2% 4.9% 2.9% 40.9% 65.2% 41.2% 
0.10 7.7% 4.7% 2.8% 38.6% 63.4% 40.4% 
0.11 7.3% 4.5% 2.8% 38.4% 62.3% 38.9% 
0.12 6.5% 4.2% 2.7% 35.4% 59.2% 36.9% 
0.13 5.6% 3.8% 2.4% 32.1% 57.1% 36.8% 
0.14 5.2% 3.5% 2.3% 32.7% 56.7% 35.7% 
0.15 4.9% 3.3% 2.2% 33.0% 54.6% 32.3% 
0.16 4.7% 3.3% 2.3% 30.1% 51.6% 30.8% 
0.17 4.4% 3.3% 2.3% 26.1% 47.7% 29.2% 
0.18 4.3% 3.3% 2.4% 24.4% 45.3% 27.7% 
0.19 4.4% 3.3% 2.4% 24.1% 44.8% 27.3% 
0.20 4.3% 3.4% 2.5% 22.1% 43.0% 26.9% 
0.21 4.3% 3.3% 2.4% 24.4% 44.2% 26.2% 
0.22 4.4% 3.3% 2.5% 25.0% 44.3% 25.8% 
0.23 4.5% 3.4% 2.6% 23.6% 42.7% 25.0% 
0.24 4.6% 3.5% 2.6% 24.2% 44.0% 26.1% 
0.25 4.6% 3.5% 2.7% 23.9% 42.4% 24.3% 
0.26 4.7% 3.5% 2.7% 24.7% 41.9% 22.9% 
0.27 4.7% 3.5% 2.8% 25.5% 41.5% 21.4% 
0.28 4.8% 3.6% 2.8% 25.3% 41.1% 21.1% 
0.29 4.8% 3.7% 2.9% 23.2% 40.0% 21.9% 
0.30 4.8% 3.7% 2.9% 24.0% 39.6% 20.5% 
0.31 4.7% 3.7% 3.0% 22.3% 37.2% 19.2% 
0.32 4.7% 3.7% 2.9% 20.4% 37.6% 21.6% 
0.33 4.6% 3.7% 2.9% 19.6% 37.0% 21.6% 
		
162 
0.34 4.7% 3.7% 3.0% 21.3% 37.2% 20.3% 
0.35 4.7% 3.7% 3.0% 21.3% 37.2% 20.3% 
 
Average 5.6% 3.9% 2.7% 28.5% 48.8% 29.0% 
Standard 
Deviation 
1.7% 0.7% 0.3% 7.1% 10.0% 7.6% 
Table 6.2 Average of deviation error and improvement over different voicing situations. 
 
6.2.4 Summary of insertion/deletion error rate and average deviation 
The evaluation results demonstrated that our approach is able to reduce the 
insertion/deletion error rate as well as the average deviation comparing to both 2D-
AMDF as well as FRD-RB. A summary of the averaged results is given in Table 6.3. In 
terms of the overall results, the improvements of FRD-ML from 2D-AMDF and FRD-RB 
are (27.9 ± 5.4)% and (20.6 ± 4.5)% for the insertion/deletion error rate and (48.8 ± 
10.0)% and (29.0 ± 7.6)% for the average deviation.  
 
2D-
AMDF 
FRD-
RB 
FRD-
ML 
Improvement 
(FRD-RB vs. 
2D-AMDF) 
Improvement 
(FRD-ML vs. 
2D-AMDF) 
Improvement 
(FRD-ML vs. 
FRD-RB) 
EER (Insertion Error Rate & Deletion Error Rate) 
Average 13.5% 12.3% 9.7% 9.2% 27.9% 20.6% 
Standard 
Deviation 
1.2% 0.9% 0.6% 2.7% 5.4% 4.5% 
Average Deviation 
Average 5.6% 3.9% 2.7% 28.5% 48.8% 29.0% 
Standard 
Deviation 
1.7% 0.7% 0.3% 7.1% 10.0% 7.6% 
Table 6.3 Summary of evaluation results. 
 
		
163 
6.3 Comparison with MS-ML 
 In this section, we compare our approach with the state-of-the-art machine 
learning based MPT algorithm, MS-ML [1], in terms of computational cost as well as 
pitch tracking performance.  
6.3.1 Computational cost comparison with MS-ML 
 For MS-ML, the total number of multiplications is calculated as the sum of the 
multiplications in the matrix multiplications of the LSTMs that are specified by Eq. (4.2) 
to (4.5). Since the matrix sizes are determined by the input feature dimension and the 
number of units, the number of multiplications for each matrix can be calculated 
accordingly. The number of multiplications in computing the sigmoid function and tanh 
function is relatively insignificant comparing to the matrix multiplications and therefore 
ignored. The computations of the spectrograms are also ignored. 
 The speaker separation BLSTM-network of MS-ML contributes to a total of 
around 3.4 × 10v multiplications per second and around the same number of additions. 
The multi-pitch tracking BLSTM-network of MS-ML contributes to a total of around 1.3 × 10v multiplications per second and around the same number of additions. The total 
number of multiplications is around 4.7 × 10v per second with about the same number of 
additions.  
 The majority of multiplications in our approach is from the LSTM-based fault-
recognition model, which contributes to around 1.3 × 10n  multiplications per second. 
The FFT calculations in the fault-diagnosis phase, assuming the worst-case scenario that 
the FFT is computed for the entire signal, consists of around 4.1 × 10k multiplications 
		
164 
per second. The number of multiplications in other operations such as the Gammatone 
filterbank and 2D-AMDF is on the order of 10x . Therefore, the total number of 
multiplications per second is around 1.7 × 10n , which is significantly less than the 
number of multiplications of MS-ML. The majority of the addition and subtraction 
operations are from the 2D-AMDF algorithm. There is a total of 4.3 × 10v 
addition/subtraction operations per second by the 2D-AMDF algorithm, which is 
calculated based on the following equation:  #	RMF]yFKJ	r2Ko	 × #	RMF]yFKJ	r2Ko	 × #	RMF]yFKJ	JℎGKKFqo × 'o (6.4) 
where #	RMF]yFKJ	r2Ko	 is the number of lag positions calculated in the dual difference 
equation (Eq. (3.1)), we use the same number of bins (67 bins) as in MS-ML for our 
calculation,  #	RMF]yFKJz	JℎGKKFqo is 60, 'o is the sampling rate of the signal.  
 Since we performed the 2D-AMDF operation with three different window lengths, 
the number of additions/subtractions is multiplied by three, which results in around 1.3 × 10)6. It is important to note that this calculation is based on the worst-case scenario 
that assumes there is voice activity throughout the signal at every frequency channel. In 
the 2D-AMDF algorithm, there is a preprocessing step in which an energy-based 
thresholding procedure is conducted to identify silence frames and channels. For those 
frames and channels that are considered silence, the 2D-AMDF operation is not 
conducted. A summary of the comparison results is listed in Table 6.4.   	  
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 MS-ML FRD-ML 
Number of multiplications ~4.7 × 10v ~1.7 × 10n 
Number of 
additions/subtractions 
~4.7 × 10v ~1.3 × 10)6 
Table 6.4 Computational costs of MS-ML and FRD-ML.  
 
6.3.2 Practical implications of reduction in number of multiplications and training 
data size 
 In the previous section, it was shown that the amount of multiplications per 
second for FRD-ML is about two orders magnitude less than MS-ML. In addition, FRD-
ML requires significantly less training data than MS-ML. In this section, the practical 
implications of requiring fewer multiplications and less training data are discussed.  
  
6.3.2.1 Significance of requiring fewer multiplications per second 
 The main reason why it is important to reduce the number of multiplications per 
second is to reduce the processing time. Depending on the processing power of the 
platform where the algorithm is used, the processing time could vary significantly. To 
demonstrate the impact of reducing the number of multiplications on the processing time, 
the following platforms are considered: 
• Graphics Processing Unit (GPU) 
• Desktop/Laptop Central Processing Unit (CPU)  
• Phone/Embedded Systems  
In order to show the difference in processing time, we compare FRD-ML with MS-ML in 
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terms of the theoretical processing time for completing the multiplications needed for 
performing MPT on one hour of speech data.    
 Among the different platforms mentioned above, Graphics Processing Units 
(GPUs) are most powerful due to its capability of handling large amounts of floating-
point calculations. The latest GPUs, such as NVIDIA Titan [111], are capable of 
performing more than 10)*  number of floating-point operations per second (FLOPS) 
[112]. In this case, it would take25  around 17 seconds for MS-ML to complete the 
multiplications needed for processing an hour of speech data. On the contrary, FRD-
ML’s processing time is around 0.6 seconds.  
 Modern CPUs are also powerful nowadays. The latest high-end desktop CPUs 
have processing power of more than 10))  FLOPS [113]. Laptop CPUs are usually 
slightly less powerful than desktop CPUs due to power constraints. If we calculate the 
processing time based on 10))  FLOPS, the time for completing the multiplications 
needed for processing an hour of speech data is 340 seconds for MS-ML and 12 seconds 
for FRD.  
 Nowadays, mobile devices such as smartphones are widely used for audio or 
video recordings. It would be useful if tasks such as speech separation can be performed 
directly at the mobile end rather than relying on a computer. In recent years, the 
development of mobile CPU architectures such as the ARM Cortex [114] has equipped 
mobile devices with substantial computational power that could exceed 10v  FLOPS 
	
25 Assuming the processing power of GPU is 10)* FLOPS per second.  
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[115]. The corresponding26 processing time for completing the multiplications needed for 
processing an hour of speech signal would be around 17000 seconds for MS-ML and 600 
seconds for FRD-ML. For low power embedded systems, the processing time for both 
MS-ML and FRD-ML would increase exponentially depending on the computational 
power of the system. In such case, the advantage of FRD-ML is more prominent.  
 Based on the processing time calculated, it is clear that FRD-ML’s advantage of 
requiring fewer multiplications would result in a significant reduction of processing time, 
especially for platforms where computational power is limited. 
 
6.3.2.2 Significance of requiring less training data 
 The reason why the size of training data is important is it may not be feasible to 
obtain a large amount of high-quality single-speaker ground-truth pitch tracks for 
creating the training database. This is because, in order to ensure the ground-truth pitch 
tracks are correct, manual labeling is usually needed. As a result, it is very time-
consuming to obtain a large amount of high-quality ground-truth pitch tracks.  
 Different ways have been utilized to create ground-truth pitch tracks. The first 
way is to manually calculate the pitch values by measuring the oscillation frequencies of 
the laryngograph signals. This process is time-consuming due to the need of gathering 
laryngograph signals as well as going through the signals to obtain the pitch tracks. The 
Keele database [116] (see Table 6.5) is an example of this approach.  
 The second way is to first perform initial pitch track estimation using single-	
26 Assuming the processing power of mobile CPU is around 10v FLOPS per second. 
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speaker pitch tracking algorithm(s) followed by manual inspection to correct any errors in 
the estimated pitch tracks. This approach is widely utilized for creating the ground-truth 
pitch tracks (such as the Mocha-TIMIT database [117] and Core TIMIT database [16] in 
Table 6.5). During the manual inspection step, errors such as pitch doubling/halving can 
be identified and corrected. However, since manual effort is still required, the amount of 
ground-truth pitch tracks can be created is limited.  
 The third way is to extract ground-truth pitch tracks directly from single-speaker 
pitch tracking algorithm(s) without any manual intervention. This approach has been used 
in applications when a large amount of data is needed for training machine learning 
models [1] [2]. However, there could be errors such as pitch halving/doubling in the 
extract pitch tracks. This is shown by the example in Figure 6.15. The ground-truth pitch 
track in Figure 6.15 was extracted using a single-speaker pitch tracking algorithm (RAPT 
[34]) without any manual correction. There is pitch halving errors at around 3.5sec, 
4.1sec, and 4.5sec. Training ML models on ground-truth pitch tracks like this could 
potentially lead the ML models to make similar errors during inferencing. Therefore, it is 
important to limit the amount of required training data such that high-quality ground-truth 
pitch tracks can be created for training the ML models.  
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Figure 6.15 Example of ground-truth pitch track from PTDB-TUG [118] (see Table 6.5). The 
ground-truth pitch track was extracted using single-speaker pitch tracking algorithm (RAPT [34]) 
without manual correction. There are pitch halving errors at around 3.5sec, 4.1sec, and 4.5sec.  
 
Database # single-speaker 
utterances 
# speakers Ground-truth pitch 
tracks 
Keele [116] 
 
10 (around 35 sec) 5 male speaker + 5 
female speaker 
Manually labeled 
Mocha-TIMIT 
[117] 
460 (around 3 sec) 1 male speaker + 1 
female speaker 
Extracted using 
RAPT [34] plus 
manual correction. 
Core TIMIT 
[16] 
264 (around 3 sec) 32 male speakers + 
16 female speakers 
Extracted using 
Praat [36], YIN [35], 
and RAPT [34], 
manually compared 
with spectrogram for 
error correction.  
PTDB-TUG 
[118] 
 
4720 (around 3 sec) 10 male speakers + 
10 female speakers 
Extracted using 
RAPT [34] without 
manual correction. 
Table 6.5 List of popular pitch tracking databases. 
 
 It is important to note that the databases listed in Table 6.5 consist of only English 
sentences. For other languages, there may or may not be abundant databases with ground-
truth pitch tracks. Since the characteristics of fundamental frequencies may vary between 
different languages [119] [120] [121], it would be preferred if the MPT algorithm does 
not require a large amount of training data to achieve good performance.  
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6.3.3 Pitch tracking performance comparison with MS-ML 
 The test database of MS-ML was generated by mixing 40 single-speaker 
utterances that are randomly selected from four speakers in the GRID database [122]. In 
order to compare the performance between our approach and MS-ML, we use the error 
rate calculated in our evaluation to simulate the error rate for real-life scenarios and 
compare the resulting error rate with the reported error rate in MS-ML.  
 The criterion used in MS-ML is the total error rate (|}\XV~) [17] which is the sum 
of Gross Error Rate (|Ä\ÅÅ), Fine Error Rate (|Ç/ÉU), Insertion Error Rate (|ÑÉÅUÄX/\É), 
and Deletion Error Rate (|ÖU~UX/\É):  |}\XV~ = |Ä\ÅÅ + |ÑÉÅUÄX/\É + |ÖU~UX/\É + |Ç/ÉU (6.5) 
The gross error rate (|Ä\ÅÅ) and the fine error rate (|Ç/ÉU) are related to the percentage of 
deviation between the detected pitch values and the ground truth pitch values. If the 
deviation is larger than 20%, it is considered a gross error. Otherwise, the actual 
percentage of deviation is used as the fine error. The gross error rate (|Ä\ÅÅ) is calculated 
as the percentage of frames that have a gross error. The fine error rate (|Ç/ÉU ) is 
calculated as the average percentage of deviation of the frames that do not have a gross 
error.  
 The Insertion Error Rate (|ÑÉÅUÄX/\É) is calculated as the percentage of frames 
that the pitch tracking algorithm overestimated the number of voiced speakers. Similarly, 
the Deletion Error Rate (|ÖU~UX/\É) is calculated as the percentage of frames that the pitch 
tracking algorithm underestimates the number of voiced speakers.  
 The total error rate (|}\XV~) of our approach is calculated by simulating a scenario 
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where two speakers that are constantly taking over each other. Based on the studies of 
[123], the percentage of speech and pause in oral reading is around 77% and 23%, 
respectively. In the phoneme information provided in the TIMIT database [15], the 
percentage of voiced sound27  and unvoiced sound28  are 72% and 28%, respectively. 
Therefore, at a particular time instance, the likelihood of it being a two-voice region is (77% × 72%)* = 30.7%. Similarly, the likelihoods for a one-voice region and for a 
zero-voice region are 49.5% and 20.5%, respectively. By multiplying the likelihoods with 
the total error rates calculated based on our evaluation results under different voicing 
situations (25.8% for the two-voice region, 22.4% for the one-voice region, and 11.4% 
for the zero-voice region) the resulting total error rate is 21.2%. This error rate is 
comparable to the 17.5% reported by MS-ML.  	  
	
27 Vowels, Nasals, and Approximants. 
28 Fricatives and Stops. 
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CHAPTER 7 CONCLUSION AND FUTURE WORK 
7.1 Conclusion 
 In this dissertation, we derived an adaptive time-frequency analysis framework 
for the decomposition of speech mixtures. This framework is implemented and evaluated 
for the problem of multi-pitch tracking. It starts with a fault-recognition phase that first 
processes the raw input signal with a state-of-the-art algorithm to obtain the initial pitch 
tracking results, and then recognizes different categories of potential faults in the initial 
results. Based on the type of recognized fault, a diagnostic procedure is carried out in an 
attempt to recover the ground truth. This involves first hypothesizing the possible 
ground-truth pitch tracks based on the category of the fault. Depending on the hypothesis, 
evidence is collected by means including reprocess the signal with adjusted time-
frequency analysis of the framework and utilize additional signal processing algorithms. 
The evidence is compared with the hypotheses to select the valid hypothesized result as 
the output.  
 This framework is designed as an alternative way of incorporating machine 
learning to improve multi-pitch tracking performance. Building machine learning models 
to directly estimate pitch tracks may be computationally expensive since a deep neural 
network may be required to model the complex interactions of the harmonics of the 
individual speakers. A complex model means high computation cost is needed during 
inferencing the pitch values, and a large training dataset is needed to train the model. The 
high computational cost could make it impractical to implement the algorithm on 
hardware platforms that have limited computational power. Requiring large training data 
		
173 
could reduce the flexibility of training the algorithms for specific application scenarios 
where training data is limited. Our approach integrates machine learning with a state-of-
the-art non-machine-learning-based algorithm in order to perform pitch tracking without 
the need for high order of multiplications and large training data.  
 
7.2 Contributions  
 The first major contribution of this dissertation is that it introduces a novel 
approach to utilize machine learning to improve multi-pitch tracking performance. 
Instead of training a machine learning model to directly estimate the pitch values, which 
may be computationally expensive and requires significant training time, we built a 
machine learning model for the task of fault-recognition. This model requires 
significantly less training data and computational power. The total number of 
multiplications of our framework, which include the multiplications in the machine 
learning as well as in the pitch tracking, is significantly less than the state-of-the-art 
machine-learning-based MPT algorithm with comparable number of additions. 
 The second contribution is the formulation of an inferencing framework for 
adaptively adjusting the processing of signal mixtures based on potential faults in the 
initial pitch tracking result. This framework can also be extended to other applications, 
such as signal processing for wearable sensors, where the time-frequency analysis needs 
to be dynamically adjusted in accordance with the temporal evolution of the incoming 
signal. The machine learning model can be designed to detect and classify the types of 
faults that could occur for the specific application. If there is a database where the ground 
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truth is known, a fault-recognition model can be constructed via supervised learning. If 
ground truth is not available, unsupervised learning may be used to categorize different 
types of faults that could occur. In the fault-diagnosis phase, each type of fault can be 
dealt with accordingly. The inferencing procedure for adaptively adjusting the time-
frequency processing of each type of fault can be designed based on domain knowledge.   	
7.3 Future work 
The proposed framework may be further improved by incorporating machine 
learning in the fault-diagnosis phase. In this dissertation, we have demonstrated that the 
RNN-LSTM structure can be used to distinguish between fault and non-fault regions. It 
may be possible that supervised learning can be used to provide information to help the 
decision making in the fault-diagnosis phase. For example, given a specific type of fault 
and the corresponding time-frequency processing results, a machine learning model can 
be trained to decide which hypothesis most likely resembles the ground truth, or to 
directly estimate the possible ground truth. 
The pitch tracking framework in this dissertation deals with a maximum of two 
simultaneous speakers. In real-world applications, there could be scenarios that involve 
more than two overlapping speakers. The authors of the 2D-AMDF algorithm have 
explained the possibility of extending the algorithm to take into account three or more 
speakers by introducing a third variable in the difference equation [12]. The framework 
proposed in this dissertation could also be modified to accommodate more simultaneous 
speakers. This would involve adding more speakers in the training data so the fault-
recognition model becomes capable of recognizing faults involving more than two 
		
175 
speakers. In addition, the fault-diagnosis phase needs to be modified to accommodate the 
increased complexity as a result of the additional speakers. 
Another possible route for future research would be to improve the robustness 
against background noise. Additive noise in the signal mixture would interfere with the 
features used in the framework. A potential solution would be to add noise to the training 
data for the machine learning models. A deeper neural network model may be needed to 
take into account the complexity of different varieties of noise. In addition, noise-
canceling algorithms can also be applied as a pre-processing step. 	  
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APPENDIX 
Appendix A  Parameters in Fault Diagnosis Phase 
 Parameters for fluctuation-type fault 
 The parameters in Eq. (3.8) are selected such that the equation takes into account 
the variations in pitch values as a function of time. For example, assume there are two 
consecutive pitch values that are 200Hz and 202Hz, respectively. If a halving error 
occurs and the two pitch values become 200Hz and 101Hz, the ratio of the two numbers 
is 200/101 = 1.98, which is slightly deviated from a ratio of 2. The purpose of the 
threshold values in á is to account for the variations. Increasing the values of á would 
result in more fluctuation-type faults to be diagnosed as octave errors and vice versa. 
Based on examining the ratio across different cases of octave errors in the training 
database, range of á was found to be between around 0 and 0.1. The values of á specified 
in Eq. (3.8) were empirically found by examining a range of values from 0 to 0.1 with a 
step size of 0.01. The values that achieved the best performance in terms of correcting 
octave errors for the testing database are selected for Eq. (3.8). 
 The parameters for the right side of Eq. (3.8) are selected to take into account the 
variations in pitch values between two neighboring pitch track segments that are 
separated by at least one frame shift duration (0.05ms). For example, in Figure A.1, the 
pitch value at the end of track 1 is 210Hz, the pitch value at the beginning of the second 
segment of track 2 is 109Hz. The ratio between them is 210/109 = 1.92 which has a 
deviation of 0.08 compared to 2. The parameters for the right side of Eq. (3.8) are 
selected to take into account this deviation which is the result of pitch variation as a 
		
177 
function of time. Increasing the parameters on the right side of Eq. (3.8) would result in 
more fluctuation-type faults to be diagnosed as octave errors and vice versa. The values 
of the parameters on the right side of Eq. (3.8) were empirically found by testing over the 
range of pitch variation suggested in [78] and the values that provided the best 
performance in terms of correcting octave errors for the testing database are used in Eq. 
(3.8). 
 
Figure A.1 Example of a fluctuation-type fault. 
 
 
 Parameters for peak identification procedure 
 The peak identification procedure is repeated as follows alongside explanations of 
parameter settings: 
v Go through the assumed redundant pitch values, for each frame: 
Ø Take the Discrete Fourier Transform (DFT) of the windowed signal. (Hanning 
window with length equal to the 2D-AMDF window length and a DFT length 
of 10 * 2D-AMDF window length).  
Ø Find peaks in the power spectrum from 80Hz (80Hz was selected given 
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human’s pitch value is usually higher than 80Hz [78]) to 2000Hz (an upper 
bound of 2000hz is selected since the heights of the peaks above 2000Hz are 
relatively small and could potentially be confused with peaks associated with 
background noise), sort the peaks based on height. Obtain the frequencies of 
the top 20 peaks (20 was empirically selected to avoid including small peaks 
that could be associated with any background noise in the raw signal).  
Ø Go through the power spectrum at H ∗ '6â, where '6â is the detected pitch value, H = 1, 2, 3, 4, …   
§ If H ∗ '6â not within 20hz (frequency resolution of the STFT based on the 
window length) from any of the harmonics of the interference pitch track29: 
• Calculate the distance between H ∗ '6â  and the closest peak. If the 
distance is smaller than 12Hz (the threshold of 12Hz is selected such 
that best overall pitch tracking performance is achieved during testing, 
increasing the threshold would result in more peaks being claimed as 
identified and vice versa if decreasing the threshold), mark as peak 
found.  
 
  Parameter selection for ãå 
 The value of çT  is selected from the range [0,∞] . Increasing the value of çT 
would increase the likelihood of a hypothesized pitch value being claimed as matched to 
	
29 The interference pitch track here means the other pitch track that may or may not present. E.g., 
if track 1is assumed to inserted, track 2 is considered the interference pitch track in this case.  
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the corresponding reprocessed pitch value, which could result in an increase of the 
insertion errors (see Section 6.1.2.). Decreasing the value of çT which could result in an 
increase of the deletion errors (see Section 6.1.2.). A range of threshold values has been 
tested ranging from 0 to 15Hz with a step size of 1Hz. The measure of merit used is the 
total amount of insertion errors and deletion errors of the evaluation results on the testing 
database. The threshold value of 10Hz was found to be able to achieve the minimum total 
amount of insertion errors and deletion errors. 
 
 Parameter selection for ãë 
 The range of ç[  is within [0, 1] . Increasing the value ç[  could lead to more 
deletion errors (see Section 6.1.2.) since it is less likely for fault-diagnosis to claim there 
is evidence found for a deletion-type fault. On the contrary, reducing the value of ç[ 
could lead to insertion errors (see Section 6.1.2.). A range of threshold values has been 
tested ranging from 0 to 1 with a step size of 0.1. The measure of merit used is the total 
amount of insertion errors and deletion errors of the evaluation results on the testing 
database. A value of 0.7 is empirically found for ç[ such that the total number of deletion 
errors and insertion errors are minimized during evaluation.  
 
  Parameter selection for íåìîïñ and íëóìïò 
 The threshold values of MT/XYZ  and M[\/YU  are selected from the range of [0, 1]. 
High values for MT/XYZ  or M[\/YU  would result in more deletion-type fault being left 
unresolved which could lead to more deletion errors (see Section 6.1.2.). Low values 
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could lead to more insertion errors (see Section 6.1.2.). For both MT/XYZ and M[\/YU, a range 
of threshold values has been tested from 0 to 1 with a step size of 0.1. The measure of 
merit used is the total amount of insertion errors and deletion errors of the evaluation 
results on the testing database. The values of MT/XYZ and M[\/YU are selected to achieve the 
best evaluation performance in terms of minimizing the total number of insertion errors 
and deletion errors on the testing database.  
 
 Parameter selection for hypothesis elimination of insertion-type fault 
 The threshold is selected from the range of [0, 1]. Increasing the threshold would 
reduce the likelihood of a potential insertion-type fault recognized by the fault-
recognition model to be diagnosed as an insertion-type fault. This could lead to more 
insertion errors (see Section 6.1.2.). Decreasing the threshold value could result in more 
deletion errors (see Section 6.1.2.). A range of threshold values has been tested ranging 
from 0 to 1 with a step size of 0.1. The measure of merit used is the total amount of 
insertion errors and deletion errors of the evaluation results on the testing database. The 
threshold value of 0.4 was found to be able to achieve the minimum total amount of 
insertion errors and deletion errors.  
 
 Parameter selection for íåòôö 
 The value of MTUVW is selected from the range of [0, 1]. Varying the value of MTUVW 
affects whether a pitch track segment is considered to have matching harmonics in the 
spectrum or not. This would affect the diagnosis of the insertion error rate as well as the 
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deletion error rate. Increase the threshold would result in higher deletion error rate but 
lower insertion error rate. Decrease the threshold would result in lower deletion error rate 
but higher insertion error rate. A range of threshold values have been tested range from 0 
to 1 with a step size of 0.1. The measure of merit used is the sum of the deletion error rate 
and the insertion error rate of the evaluation results on the testing database. It was found 
the threshold values of 0.6 and 0.7 result in the minimum total insertion/deletion error 
rate. In order to find the optimal value, a detailed search is conducted within the range of 
0.6 and 0.7. The threshold value of 0.625 is found to achieve the minimum total 
insertion/deletion error rate on evaluation results.  
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