Abstract -We consider the transmission of one of two messages over a Binary Symmetric Channels with perfect and instantaneous feedback. We study the situation where transmitter and receiver want to communicate reliably and quickly. We propose a simple decoding rule, and show that it minimizes the weighted combination of the probability of error and decoding delay for a certain range of crossover probabilities and combination weights.
I. STATEMENT OF THE PROBLEM
Suppose a customer wants to communicate to his stock broker either to buy or to sell a particular security. We assume that a penalty is associated to a misunderstanding, and at the same time the customer, say, in order to maximize his profit, wants to minimize the time it takes to send the message. The goals of being fast and being reliable are clearly contradictory, and we aim to investigate their tradeoff.
We formulate the simplest possible situation when the communication is carried out over a Binary Symmetric Channel with known crossover parameter E and perfect and instantaneous feedback. The transmitter chooses randomly one of two equally likely messages "0" and "1" and starts sending the all-zero sequence ~( 0 ) = O,O, . . . or the all-one sequence z(1) = 1,1,. . . respectively, until the decoder makes a decision. We assume that there is decision feedback so that the transmitter knows when to stop.
At each instant n, the receiver computes the maximum likelihood probability of error P,'(yy) given the received symbols yy = yi, . . . , yn. We define the cost of decoding at time n with the observation y; as 
TES
We shall consider only the case 0 5 E 5 i. The situation a < E 5 1 is obtained by symmetry.
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A SHORT SIGHTED OPTIMAL STRATEGY
A stopping rule satisfying (1) can formally be computed via dynamic programming (see [2] ). However this solution is difficult to characterize. The difficulty lies in the fact that, at each instant n, this stopping rule compares the current value of the objective function with values that may happen in the infinite future.
Consider now a stopping rule which compares the current value of the objective function to the expected value of the objective if it had stopped at the next step, and stops if the current value is better. This rule is in general suboptimal since it compares the current value only against a horizon that is one step ahead. The advantage of such a short sighted rule lies in its simplicity. Nonetheless, there are cases when it is best to be short sighted:
Theorem. For any (a, E , p ) , let To be the stopping time defined as 
