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ABSTRACT
 
This report analyzes the antenna characteristics of a low cost
 
mass-producible ground station to be used in broadcast satellite systems.
 
It is found that a prime focus antenna is sufficient for a low-cost but
 
not a low noise system. For the antenna feed, waveguide systems are
 
the best choice for the 12 Gz band, while printed-element systems are
 
recommended for the 2.6 GHz band. Zoned reflectors are analyzed and
 
appear to be attractive from the standpoint of cost. However, these
 
reflectors suffer a gain reduction of about one dB and a possible increase
 
in sidelobe levels. The off-axis gain of a non-auto-tracking station
 
can be optimized by establishing a special illumination function at the
 
reflector aperture. A step-feed tracking system is proposed to provide
 
automatic procedures for searching for peak signal from a geostationary
 
satellite. This system uses integrated circuitry and therefore results
 
in cost saving under mass production. It is estimated that a complete
 
step-track system would cost only $512 for a production quantity of
 
1000 units per year.
 
Protection ratios of FM television and telephone systems have been
 
analyzed and standard small antenna sidelobe pattern models have been
 
established to provide a guideline for properly choosing the satellite
 
spacings. It is found that these antenna pattern models yield about 35%
 
better orbit frequency space utilization than that of CCIR models, which
 
xiv
 
were never meant to apply to small antennas. Sidelobe suppression in only
 
one pattern plane using a two-absorber array technique is experimentally
 
evaluated and found effective in reducing the first sidelobe.
 
A design of mass-producible 12 GHz antenna feed subsystem to be
 
used in either a prime focus or a Cassegrain antenna system is also
 
presented. It consists of a multimode feed horn, a capacitive-type pin
 
polarizer, a nonuniform waveguide high-pass filter and a field-shaped
 
waveguide-to-coaxial-line coupling probe. Theories which led to minimizing
 
the length and broadening the bandwidth of these components are presented.
 
A unique design of a non-uniform waveguide high-pass filter with the
 
steepest cut-off characteristics ever reported is presented. The success
 
of the design of this filter is vital for the 12 GHz band low cost system
 
using IF signal as low as 120 N4Hz. This feed system would cost only $7.4o0
 
for a production quantity of 1000 units per year.
 
Costs of reflectors, antenna feeds and step-track systems are estimated
 
for various production quantities. This information was used to optimize
 
the cost of broadcast satellite ground terminals. The cost of a step-feed
 
tracking system is found insensitive to antenna size.
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CHAPTER I
 
INTRODUCTION
 
1.1 BACKGROUND
 
The introduction and development of satellite communication services
 
in the last decade has heralded a totally new concept of long distance
 
telecommunication. The INTELSAT global system is a prime example of
 
providing telecommunications access quickly to a transoceanic region.
 
Apart from being expensive the traditional approach to providing commu­
ication services over remote distances is also limited in application.
 
Microwave relay towers cannot be installed over the oceans, and sub­
marine cables of sufficient.capacity for transmitting both television
 
and telephone signals are extremely costly. Today, satellite communi­
cation may be said to have passed through an experimental period lasting
 
about five years, followed by an initial utilization period which now
 
has resulted in full operational status.
 
While the global communication satellite has already proven itself
 
in its present form) the regional point-to-point communication satellite
 
systems and the direct-broadcast satellite systems have aroused great
 
expectations. The inevitable rise of so-called domestic communication
 
satellites has already begun, with the Molniya system successfully
 
operating in USSR, and another system to be implemented in Canada.
 
Domestic satellite systems for the United States have been proposed and
 
are under review. As to the direct broadcast satellite systems, in 1967,
 
11
Stanford University conducted an intensive study of methods to provide
 
-1i­
educationaltelevision programs for India, Brazil and Indonesia from
 
broadcast satellites. That study recommended that a great number of
 
low-cost earth terminals be installed in schools, villages, homes, etc..
 
Since then several design studies for low-cost ground stations have been
 
initiated and supported by the National Aeronautics and Space Administra­
tion (NASA). For example, in 1970, General Electric Corporation com­
2
 
pleted designs of low-cost mass-producible receivers (excluding antenna
 
systems) for the 2.25 GHz and 12 GHz bands, and in 1971 Stanford University
 
completed design 3 of a small 2.6 GHz ground station which is also mass­
producible. NASA's ATS-F satellite will be launched in May 1973 and
 
will be employed to explore the technical and economic feasibility of
 
regular television transmissions of educational and health information
 
to low-cost ground receivers in remote areas of the United States. At
 
the present time, despite the development of technology and consequent
 
cost reductions, earth stations for the INTELSAT system still remain
 
costly-on the order of $3-4 million. Economic studies1'3 indicate
,4,5 

that for national networking point-to-point and point-to-points services,
 
and for many other services in remote areas, satellites are highly
 
competitive with other communications technologies, but only if smaller
 
(less than 20 ft.) ground station antennas can be used.
 
The success of the INTELSAT system is attributed to the develop­
ment of synchronous satellites which enables the coverage of about one­
third of the earth with one satellite and of about 90% of the earth
 
with three equidistant satellites. As more satellites reside on the
 
synchronous equatorial orbit for broadcasting and for regional point­
to-point communication, and more earth terminals are used for reception,
 
- 2 ­
the potential for mutual interference increases. Small earth stations
 
can be interfered with by adjacent satellites more easily than large
 
stations. This ultimately may limit the number of satellites that can
 
be used in synchronous orbit. Therefore, careful planning is definitely
 
needed to coordinate them into a system free from interference. This
 
stimulates us to investigate interference among satellite systems, and
 
to develop low-cost techniques to reduce interference., Earth station
 
antenna characteristics are the major factors6 in determining orbit­
frequency conservation and therefore need to be thoroughly studied.
 
After surveying the radiation pattern characteristics of some large
 
antennas such as Goldstone Station (California) and Andover Station
 
(Maine), in 1966 the International Radio Consultative Committee (CCIR)
 
suggested a reference antenna sidelobe pattern for antennas of diameter
 
greater than 100 wavelengths. This reference pattern is given as Gain
 
32-25 log e (dB), with respect to isotropic. This standard has been
 
widely used to calculate interference between satellite systems when
 
precise information concerning the antenna pattern of an earth station
 
is not available. For instance, all bidders of the U.S. domestic satellite
 
system adopted the OCIR guideline. Although CCIR derived its earth
 
station reference antenna pattern through "empirical" data, all the
 
ground stations under investigation were designed to have maximum on­
axis gain instead of low sidelobe levels. In general, these stations
 
have large blockage due to bulky tracking feeds and feed support structures,
 
which inevitably result in high sidelobes. Some of these stations even
 
have uniform illumination which intrinsically produces high sidelobes.
 
Thus, the CCIR reference sidelobe pattern has long been considered too
 
- 3 ­
conservative an estimate. A blanket adoption of the CCIR guidelines will
 
result in using large antenas, which would place satellites in a dis­
advantageous position economically in competing with alternative forms
 
of communications. Therefore, it is necessary to re-establish an earth
 
station reference antenna pattern, especially with regard to small earth
 
station antennas. This not only requires us to bring the standard
 
sidelobe suppression techniques into consideration, but also to develop
 
new low-cost sidelobe suppression techniques, such as suppression of
 
sidelobes only in the direction of the synchronous equatorial orbit,
 
where other satellites are located.
 
There are several basic antennas which have high directivity and low
 
noise characteristics as required in satellite communications. The
 
paraboloid reflector antenna is presently an economically optimized
 
approach. A true parabolic reflector is in general an expensive unit
 
and represents a major cost factor in an antenna system. On the other
 
hand a receiving aerial for satellite broadcasting does not have to be
 
installed on the extreme top of a building. It is sufficient to install
 
the reflector on the wall of a home, or on other brickwork, with an
 
unobstructed line of sight to the satellite. For these purposes, it is
 
thought that the parabolic reflector might be stepped in the manner
 
of Fresnel lenses to produce a smaller depth, planar base and rigid
 
mechanical structure. It is also expected that these characteristics
 
of a zoned reflector could result in a cost saving using stamping
 
manufacturing techniques. Furthermore the parabolic zones can be
 
approximated by a straight zone which allows the reflector to be made
 
from flat metal sheets. Thus, the RF performance of zoned reflectors
 
4­
needs to be analyzed (since this information is not available in the
 
literature) before an assessment can be made of these reflectors.
 
With the already congested frequency allocations the rapid increase
 
in space traffic volume will inevitably force the use of higher frequency
 
bands to minimize interference between satellite systems, and between
 
satellite and terrestrial systems. Aiming at this trend, in 1971, the
 
International Radio Consultative Committee (CCIR) allocated7 a 12 GHz
 
band (11.7-12.5 GHz) in addition to the orginally planned 700 MHz band
 
(620-790 MHz) and 2.6 0Hz band (2.5-2.59 GHz) for satellite broadcasting
 
service. The allocation of the 12 GHz band is widely considered8 to
 
offer a potential for greater communication capacity and to be subject
 
to less interference in future broadcast satellite systems. However,
 
both economic and technological aspects of the 12 GHz system have not
 
been fully and adequately explored, at least in the form in which it
 
will be used. Therefore, it is necessary to determine the cost of
 
various components and the optimum system choices for different appli­
cations. In parallel to system economic analysis, hardware development
 
must be undertaken to design the unavailable critical components. For
 
example, if an intermediate frequency of 120 MHz is chosen for a 12 GHz
 
receiver, an RF filter (either band-pass or high-pass) with extremely
 
steep cut-off (a separation of less than 1% between pass band and stop
 
band) to suppress image noise is definitely required; these are not
 
available at the present time.
 
Another advantage of the 12 GHz band is its ability to produce high
 
gain (narrow-beams) with relatively small aerial size. Cost could no
 
doubt be reduced for large quantity production. However, as the antenna
 
-5­
beam becomes narrower, tracking capability is required to follow the
 
satellite in its station keeping track. It cannot be expected that a low
 
cost system using a conventional automatic tracking scheme such as mono­
pulse or conical scanning can be designed. Thus, tracking poses a major
 
problem in the 12 GHz band, althrough modern technology has developed to
 
the extent that drift of a satellite in synchronous orbit can be kept
 
to within ± 0.1 degree.
 
1.2 OBJECTIVE AND SCOPE OF RESEARCH 
This research was undertaken (1) to analyze antenna characteristics 
of low cost mass-producible ground stations; (2) to determine the effect
 
of small antennas on utilization of the orbit frequency space; (3) to
 
evaluate the performances of zoned reflectors; (4)to design, fabricate,
 
and test a low cost, mass-producible antenna feed subsystem; and finally,
 
(5) to, analyze the cost of a ground station, taking into account a pro­
posed automatic tracking system.
 
The general characteristics of an antenna system are analyzed in
 
Chapter 2. From there we specify the proper illumination function to
 
maximize the off-axis gain of a prime-focus type antenna, which is nec­
essary for a low-cost, non-auto-tracking station. Comparisons bAtween
 
the 2.6 GHz band and the 12 GHz band are made wherever it is necessary
 
to do so. Antenna categories and feed components serving our purpose
 
are selected.
 
In Chapter 3 it is described how antenna pattern models, especially
 
small antennas, are set up for standard ground antennas and for antennas
 
with reduced sideblobes developed by Stanford Univeristy researchers.
 
-6­
The wanted-to-unwanted signal power ratios versus satellite spacings are
 
calculated using different pattern models and assuming a homogeneous
 
satellite system, and the results are compared with that using CCIR
 
models. Protection ratios of television and telephone systems are also
 
included. Results of subjective assessment tests of-co-channel inter­
ference on an amplitude modulated television system is included in
 
Appendix A. This test determined the viewer's awareness of interference
 
that exists when an FM television system is operated at the same fre­
quencies as an AM-VSB television station. Experiments of evaluating the
 
use of an absorber array to suppress sidelobes only in the direction of
 
the synchronous equatorial plane are also conducted.
 
In Chapter 4 designs of zoned reflectors are presented and their
 
performance evaluated in terms of gain reduction, bandwidth limitation,
 
sidelobe levels, etc.. A working model of an antenna feed suitable for
 
mass production at 12 GHz is designed in Chapter 5; this consists of a
 
multimode feed horn, a waveguide capacitive-type pin polarizer, and an
 
exponential-raised-to-cosine Taper high-pass filter. Design criteria
 
to minimize the length of these components and broaden their bandwidth
 
are developed. Special techniques of designing high-pass filters using
 
dispersive non-uniform waveguide are also devised. In order to clearly
 
and effectively present the design criteria Chapter 5 is organized so
 
that its two lengthy derivations are included as appendicies; Appendix B
 
shows mode conversion factors versus the sizes of the step discontinuity
 
for a TM mode in a circular waveguide; Appendix C derives the reflec­
tion coefficient in a non-uniform waveguide (this is rather standard but
 
*This test was conducted by R. H. Miller of Stanford University
 
in April 1972. 7
 
it is included for the convenience of the reader).
 
Finally, in Chapter 6, costs of antenna systems are investigated.
 
Reflector costs are estimated through quotes and discussion with manu­
facturers. Cost estimates on various feed systems are also made. Cost
 
of a tracking system is made based on a proposed step-track scheme, and
 
its effect on the total cost of an antenna is incidated. The cost of a
 
ground terminal (including both receiver and antenna) has been optimized
 
in reference 8. The results are included here for the sake of complete­
ness.
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CHAPTER 2
 
ANTENNA SYSTEM ANALYSIS
 
2.1 INTRODUCTION
 
The antenna system represents a major subsystem in a satellite ground
 
terminal. The configuration of the antenna system (as well as that of
 
other ground station subsystems) is determined by both technical and
 
economic aspects.
 
The development of a new system must be planned so as to relate
 
properly to the development of new technology. Technically the antenna
 
system for direct reception is conditioned by:
 
A. R.F. carrier frequency and bandwidth
 
B. I.F. signal frequency
 
C. interference and required message quality
 
D. distribution method direct reception or community reception
 
In direct reception, each user is directly linked to the satellite,
 
so that a receive ground station is required for each user. This de­
finitely ensures a large enough market to enable equipment cost to be
 
minimized. From an economic viewpoint, equipment should be:
 
A. simple, easy to transport and install
 
B. mass-producible (e. g. die casting)
 
C. designed to use existing low cost components
 
D. designed with all the circuits integrated
 
E. free from tuning or adjustment after assembling
 
F. fixed position (although a limited track is possible)
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The technical and economic factors are mutually influencing.
 
Because a relatively high gain is required and low cost is a major
 
concern the parabolic reflector type antenna was selected among many
 
candidates. It is simpler than array and lens antennas of comparable
 
performance.
 
2.2 ANTENNA GAIN AND EFFICIENCY
 
The gain of a parabolic antenna is a function of its diameter and
 
its efficiency. Taking into consideration feed losses between the feed
 
aperture and the receiver input port (point of reference), the effective
 
gain in decibels can be written as:
 
Tr D 
G = 10 log 2 -L (in dB) (2.1) 
where
 
L = feed loss
 
D = diameter of the reflector
 
X = wavelength
 
= overall antenna efficiency
 
As will be discussed in a later section, effective gain is best defined
 
as the effective off-axis gain for total target area encompassed. Sub­
sequent text briefly describes the factors influencing gain. The normal
 
definitions for loss factors and the means of-computing them as widely
 
used in the industry apply, and detailed theory is omitted.
 
The antenna efficiency (i) is defined as
 
Total Power Received
 
= Total Incident Power × 10 
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The several factors which together determine the overall efficiency of a
 
parabolic antenna are widely recognized as the items listed below: 
(A) Forward Spillover Loss: energy not intercepted by the reflector 
and attributed only to the feed pattern 
(B) 	Aperture Loss: departure from uniform illumination
 
over the reflector aperture
 
(C) 	 Cross-Polarization Loss: the fraction of energy polarized in 
a plane perpendicular to the desired 
polarization (for linear polarization)
 
or energy with a sense of rotation
 
opposing the desired sense (for
 
circular polarization).
 
(D) 	Phase Error Loss: phase front curvature across the
 
antenna aperture and defocusing.
 
(E) Blockage Loss: 	 shadowing in the illumination field
 
due to the feed horn and its support
 
structure.
 
(F) 	Surface Loss: reflector rms surface errors due to
 
manufacturing and alignment tolerances,
 
gravity, wind velocity, and normal
 
thermal gradient distortions.
 
In a conventional prime-focus 	reflecting type antenna system, a com­
promise must be made between spillover and aperture efficiency. For
 
optimized aperture efficiency, the edge of the reflector intercepts the
 
beam from the feed at a level only a few dB down from the beam peak. In
 
this case only a small illumination taper is present across the aperture
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of the reflectot, resulting in nearly uniform illumination and, hence,
 
a high aperture efficiency. However, much of the energy in the main
 
beam misses the reflector, resulting in high spillover loss., This not
 
only reduces the energy available to the reflector but also increases
 
the antenna noise temperature, particularly at low elevation angles.
 
In the case of minimum spillover loss, the edge of the reflector inter­
cepts the main beam at a level many dB down from-the beam peak (e. g.
 
near the first null). In this case, the spillover loss is relatively
 
low, with little main beam energy missing the reflector. However, a
 
large illumination taper is present across the main reflector aperture,
 
resulting in a very low aperture efficiency and a consequent reduction
 
in gain.
 
With conventional feed and reflector geometry, a compromise is thus
 
inevitable in the selection of a reflector edge illumination level that
 
will achieve a reasonable balance between spillover and aperture
 
efficiencies. A level of -8 to -10 dB is usually established as the
 
comprimise setting. Again as will be discussed in detail later, we 
expect the maximum gain over the whole target area instead of only on 
the antenna boresight axis. In this case the reflector edge illumination 
level of -8 to -10 dB does not maximize the off-axis gain. 
The primary pattern of the feed should have low sidelobe levels so
 
that the spillover, if it does occur, will not reduce the gain too signi­
ficantly. In any feed system, design characteristics and manufacturing
 
techniques cause some of the energy in the principal polarization to be
 
converted to the orthogonal sense. Circular polarization purity is a
 
function also of the phase and amplitude balance realized by the
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The graphs corresponding to three values of h are plotted in Fig. (2-1).
 
Comparing the gain at B = e it is clear that the pattern producing the
 
highest gain on the axis (0 = O) does not yield the maximum gain at
 
e = e It can be seen that the gain at 0 = e0 is a function of both
 
the peak gain and the width of the beam. Let P(e) be the normalized
 
power pattern in dB. Then it is easy to prove that
 
e(e) =( e (2. )
 
The half power beam width e can be found by setting P(O) = - 3 dB 
HP
 
in
 
G = 3.47 eo/ P(eo) (2.4) 
Now the on-axis gain (e = o) of a circular aperture is given by Eq. (2.1)
 
G(O) = i0lOlglo in dB (2.5)
 
where fl is the efficiency of the aperture and is a function of the 
aperture field distribution. The gain at e = e° is then given by 
G(e) = G(O) + P(o) (2.6)
 
From Silver we also know that
 
KX
 
E K' in degrees (2.7)
 
where K is also a function of aperture field distribution. By sub­
stituting (2.5), (2.6), (2.7) we obtain
 
G(eo) = 10 loglo ( ) 
-
+ 10 logl0 (-P(0 0 ) + P(O2) 
(2.8) 
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polarization networks and depends on the symmetry between the E- and H­
plane radiation patterns of the feed.
 
2.3 OFF-AXIS GAIN OPTIMIZATION 
For an automatic tracking ground station, the design emphasis leans
 
toward obtaining the highest possible directivity referenced to a point
 
source target. To achieve this end, large antenna diameters have been
 
widely used. However) for the low cost, unmanned earth terminals, the
 
wisdom of using high gain apertures needs to be re-examined.
 
Various factors, such as pointing inaccuracy, satellite movements,
 
wind effects, etc., will cause the antenna beam peak and the satellite
 
to drift relative to one another. These factors together produce a total 
equivalent solid angle of 0.54°9 (± 0.270 from beam axis) in which the 
satellite will drift during normal short-term operation for a moderate 
size of ground station. When a non-automatic tracking station is used,
 
the antenna gain should be optimized over the effective satellite drift
 
angle (± 0.270 in this case). For it is equally probable that the
 
at the center.
satellite will be at extremes of this off-axis angle as 
Therefore ground station antenna without tracking capability should 
consider the off-axis performance as well as on-axis performance. 
In theory there is no limit to the peak (on-axis) gain of a pencil 
beam. Surprisingly, there is a limit to the maximum gain that can be 
realized1 0 at an off-axis angle 60 . To prove this let us assume that 
the normalized power pattern of a circularly symmetric beam is represented 
by the Gaussian function 
P(e) = ehe2 (2.2) 
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The first term is a constant. The value of P(eo) which maximizes
 
G(o) can be found by writing
 
dG(e )
o
 
= 0 (2.9) 
dP(eo)
 
which leads to P(o) =- l.3h The eHP which yields maximum gain
 
at e is
 
0 
0HP = 1.665 8° in degrees (2.10)
 
The maximum gain at 0 = e is then given by0 
G(o) G(O) - 4.34
 
10 lOglo ( X ) - 4-.4 in dB (2.11) 
Thus, the off-axis gain can be maximized by varying both the diameter
 
and illumination of the reflector. If the diameter is fixed, then there
 
is an illumination taper at the edge of the reflector which will optimize
 
the off-axis gain.
 
h S
z
p(e)e­
-large h 
medium h 
bismall 
Go 
Fig. (2-1)--Illustration of off-axis gain variations.
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From the stand-point of antenna efficiency we know that the ratio
 
of the focal length to the diameter of a reflector (f/D), in conjunction
 
with the feed pattern, determines the maximum efficiency available from
 
an aperture illuminated by a prime-focus feed. In making a tradeoff
 
between efficiency and f/D . only spillover and illumination factors
 
are considered. The remaining effects (i.e., blockage, phase errors,
 
cross-polarization) change insignificantly with f/D and are not considered.
 
The on-axis gain of a reflector, is determined by optimizing the product
 
of aperture efficiency and spillover efficiency. For illustration the
 
-on-axis gain of an eight-foot antenna has been computed for several
 
values of f/D using different circular multimode waveguide (an over­
sized waveguide propagating both TE1 1  and TM11 modes) patterns and
 
the results are shown in Fig. (2-2). In this case an edge illumination
 
of approximate - 10 dB produces the highest gain, which is consistent
 
with the conventional design criteria. For example, a reflector with
 
a feed size of 1.25 X in diameter has the highest gain for a f/D = 0.48
 
(edge subtended angle is 550), which intercepts the feed pattern at
 
- 10 dB point. However, for a non-autotracking station the off-axis 
gain is more important than the on-axis gain. Taking the same computer 
outputs and plotting gain values for a target off-axis by ± 0.30 produces 
the off-axis gain curves of Fig. (2-3). It is found that the value of 
f/D which produces the highest gain in this case is not the same as in
 
the on-axis situation. For example, f/D = 0.43 instead of 0.48 gives
 
the highest gain at off-axis angle of 0.3 for the 1.25X feed, which
 
corresponds to a 13 dB edge illumination taper. Although a large taper
 
will reduce the on-axis gain, it will broaden the radiation pattern
 
and as a result increase the off-axis gain.
 
- 16 ­
47 
1. 25
 
pq 47 1.50 
Z PARAMETER GUIDE DIAMETER-TO­
4WAVELENGTH 
1. 75 RATIO 
45 
44E- 2.00 
0.35 	 0.45 0.55 0.65 0.75 
FOCAL LENGTH-TO-REFLECTOR DIAMETER RATIO(F/D) 
Fig. (2-2)--On-axis gain of an 8-foot reflector with multi­
mode feed.
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Fig. (2-5)--Off-axis (± 0.50) gain of an 8-foot reflector
 
with multimode feed.
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2.4 	NOISE TEMPERATURE
 
The noise temperature of an antenna system over the receive band
 
significantly affects the quality of a-received signal, and should be
 
kept as low as possible. The sources of noise in the band of interest
 
are the earth, the atmosphere (principally water vapor and oxygen), feed
 
losses, and the receiver. The effect of the first two items depends
 
upon the distribution of energy among the several efficiency factors
 
previously discussed; this effect is quantified in terms of the antenna
 
noise temperature. The antenna noise temperature, combined with feed
 
loss and receiver noise temperature, is defined as the system noise
 
temperature.
 
2.4.1 Antenna Noise Temperature
 
The amount of noise added to the received signal prior to amplifi­
cation is directly related to antenna system losses and the equivalent
 
sink temperature of each loss. All factors contributing noise to the
 
system can be divided into three groups:
 
A. 	 the energy radiated from the feed and scattered around the
 
reflector
 
B. 	forward beam energy projected along and immediately around
 
the antenna axis by the main lobe and principal sidelobes
 
C. 	dissipated energy within feed elements at 290°K
 
The noise temperature of the antenna (TA) is the total of all inputs from
 
these noise sources and, referred to the feed horn mouth, is given by:
 
TA(e) = PTn(e) (2.12) 
n 
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where e is the elevation angle of the antenna, Pn is the proportion
 
of power scattered or absorbed by each loss factor, and T(e) is the
 
average noise temperature of the region which absorbs P . Sincen 
the power lost by all loss factors must equal the total radiated power,
 
we have
 
Pn 1 (2.13)

n 
The average noise temperature over the sky and earth regions of interest
 
is found by integrating over the solid angle of coverage and normalizing
 
with respect to the radiated pattern. Thus,
 
I 27r7T 
T (e) = n(O')T("'V)sine'dd"' 
n 2irj7i 
f f ,n(e',V')sinO'dO'dV" 
0 0 
where
 
61,1) are polar coordinates with e' = 0 along with the antenna axis
 
*(e',') is the radiation pattern of the scattered power
 
T(B',4W) is the noise temperature distribution of the sky and
 
earth which will be discussed in the following section.
 
As a basis for computing the sky temperature and the ground tem­
perature the work of Hogg 12 and of Chen and Peake 13 respectively have
 
been widely accepted. In his determination of sky temperature, Hogg
 
assumed a simplified approximation of the International Standard Atmos­
phere as defined by International Union of Geodesy and Geophysics (IUGG).
 
He then determined the loss through this model atmosphere from a site at
 
sea level, from which the noise temperature was determined. The resulting
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curves of the sky noise temperature for 2.6 GHz and 12 GHz are plotted
 
in Fig. (2-4) for average weather. Below the horizon, the temperature
 
of the earth becomes evident and the noise level becomes relatively
 
high. Figure (2-5) shows the ground temperature as a function of antenna
 
elevation angle for a, terrain with average water content and surface
 
texture.
 
2.4.2 System Noise Temperature
 
The antenna temperature discussed in the previous paragraph includes
 
neither noise sources that exist between the feed and the receiver nor
 
the receiver. The thermal noise temperature of the antenna system, Ts,
 
referred to receiver input is given by
 
Ts = TA + (- To + TR (2.15) 
where
 
T = ambient temperature (generally 2900K)
o 
L = insertion loss of feed system (power ratio)
 
TR = receiver noise temperature
 
The receiver noise temperature is related to its noise figure (NF) by
 
the following relation
 
NF1 10 lOglo (R + I (2.16)r 
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Fig. (2-4)--Sky noise 	temperature.
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Fig. (2-5)--Ground noise temperature.
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Figure (2-6) illustrates the range of noise figures possible using various
 
devices in the 2.6 and 12 GHz bands.
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Fig. (2-6)--Receiver noise temperature vs noise figure.
 
2.4.3 Figure-Of-Merit (G/T)
 
The figure-of-merit describes the sensitivity of a ground receiving
 
station and is defined as the ratio of receiving antenna gain G to system
 
noise temperature Ts
 
G/T (in dB) = G(dB) - 10 lOglo Ts(°K)s 

The importance of figure-of-merit may be seen from its relation to
 
satellite effective isotropic radiated power (EIRP) as given in the
 
following equation
 
EIRP = C/Ts + Lp + Lm - (G/ITs) (2.18) 
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where
 
C/T = carrier-to-system noise temperature ratio
s 

Lp = path loss
 
Lm = total system loss (including design margin)
 
It is apparent that the required G/Ts of a receiving system can be reduced
 
by increasing satellite EIRP. This offers a cost trade-off between
 
satellite EIRP and ground station G/Ts. Further) G/Ts also offers a
 
trade-off in the selection of the size of antenna and the type of pre­
amplifier.
 
2.5 ANTENNA-CATEGORIES
 
There are several basic antennas which have high directivity and
 
low noise characteristics as required in satellite communication. The
 
paraboloidal reflector antenna is presently an economically optimized
 
approach. Phased arrays are more attractive when the signals in two
 
or more directions are separated by at least ten beamwidths and when
 
the signals in those widely separated directions require scan rates ex­
ceeding those which are mechanically feasible by moving a single reflector.
 
In the case of satellite communications, the reflector antenna system is
 
superior to the phased array on the basis of design simplicity, lower
 
loss and greater bandwidth potential.
 
Only the prime focus (one reflector) and the Cassegrain system
 
(two reflectors) are considered to be potential candidate for use in a
 
low cost satellite communication system. The Gregorian antenna (sub­
reflector confocal with the main reflector), horn reflector antenna
 
and offset parabola are ruled out because of difficult mechanical problems,
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such as.alignment and the immense structural size involved.
 
The Cassegrain system is more costly than a conventinal parabolic
 
antenna, due mainly to the additional reflector (a hyperboloid sub­
reflector) required. However, on the basis of efficiency, the Casse­
grain arrangement has a slight advantage even for small antennas, because
 
l4
 
the two reflectors can be shaped so that the subreflector intercepts
 
most of the feed horn energyy while the main reflector is illuminated
 
uniformly resulting in good combination of spillover and aperture
 
efficiency. For illustration, a seven-foot prime-focus antenna and a
 
seven-foot Cassegrain antenna (subreflector diameter of one foot) are
 
examined in some detail in Fig. (2-7). There is also a slight reduction
 
of noise temperature in the Cassegrain geometry because the spillover
 
energy is smaller and illunimates mainly the the "cold" sky instead of
 
the t"hot" earth, as does a prime-focus geometry. The trade-offs between
 
these antennas are tabulated in Table 2-1.
 
Table 2-1
 
COMPARISIONS OF CASSEGRAIN SYSTEM AND PRIME FOCUS SYSTEM
 
Cassegrain Antenna
 
(shaped Reflector) Prime Focus Antenna
 
- Efficiency 67% Efficiency 53%
 
+ Simple Design + Simple Design 
+ Compact + Compact 
" Flexibility in Feed Design + Restrictive Feed Design 
+ Low Noise - High Noise 
+ Easy Service - Difficult Service 
- Expensive + Less Cost
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0 
FEED ASSEMBLY
 
Hm 
-E-x 
CASSEGRAIN SYSTEM PRIME-FOCUS SYSTEM 
(NULTIMODE FEED) (WAVEGUIDE FEED) 
LOSSES(EST.) IN dB LOSSES(EST.) IN dB
 
SPILLOVER -0.25 SPILLOVER -0.50 
DIFFRACTION -0.50 APERTURE -0.70 
BLOCKAGE -0.45 CROSS POLAR. -0.25 
SURFACE -0.20 SURFACE -0.20 
CROSS POLAR. -0.15 BLOCKAGE -0.35 
PHASE -0.05 PHASE -0.10 
APERTURE -0.05 LINE -0.07 
LINE -0.02 VSWR -0.12 
VSWR -0.07 TOTAL -2.29 
TOTAL -1.74 EFFICIENCY 53 %
 
EFFICIENCY 67 %
 
Fig. (2-7)--Comparison of Cassegrain and prime-focus system.
 
2.6' 	 ANTENNA FEED 
The-antenna system under consideration requires no automatic tracking
 
capability and all the frequencies are constrained within a bandwidth no
 
greater than 10 percent. Under these circumstances the selection of
 
feed type and construction is governed by the following factors:
 
A. 	Type of Antenna System
 
In a Cassegrain system the feed illuminating the subreflector
 
usually has much narrower beamwidth (due to small subreflector
 
subtended angle) than that employed in a vrime-focus system.
 
The subreflector in general intercepts the feed pattern at a
 
total angle ranging from 20 to 40 degrees. A conical horn is
 
therefore most desirable in a Cassegrain system, since its
 
beamwidth can be made small by increasing the aperture thus
 
offering great design flexibility.
 
B. 	Operating Frequency
 
The operating frequency affects the insertion loss and physical
 
dimensions of a feed. It also affects fabrication methods
 
and determines manufacturing tolerance. For direct reception
 
'from satellites only the 2.6 GHz.(S-Band) system and the 12 GHz
 
(X-Band) system are recommended. An open-end waveguide (or
 
horn) type feed offers minimum insertion loss for the X-Band
 
system but appears bulky for the S-Band system. The use of
 
printed-element type feed will reduce the size and yield low
 
loss for the S-Band system but result in high loss for the
 
X-Band system.
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C. 	Polarization Diversity Requirement
 
Owing to the rotation of the plane of polarization by a variable
 
amount in the ionosphere) linearly polarized transmissions have
 
not been recommended for use at 2.6 GHz. The use of circular
 
polarization will avoid any loss of signal from this rotation
 
effect. However, this rotation effect is very small - at
 
most a fraction of a degree - at 12 GHz and the use of linear
 
polarization may be preferred.
 
The use of one polarization for some transmissions (or reception)
 
and the complementary polarization (opposite rotation if circular,
 
or in a plane at right-angles if linear) for other transmissions
 
(or reception) operating in the same frequency channel will
 
aid in the protection of services from mutual interference.
 
The simplest case is the one in which only one sense (vertical
 
or horizontal) of linear polarization or one sense (right hand
 
or left hand) of circular polarization is required. A number
 
of feeds exist which intrinsically operate for only one polari­
zation sense and therefore need not have hybrid networks.
 
Examples include open-end waveguide (or horn) and dipole feeds
 
for a linear polarization system, and helicons and two-arm
 
spiral feeds for a circular polarization system. If a system
 
operates for more than one sense of polarization, polarizers,
 
hybrid networks or multi element feeds have to be installed.
 
In such cases complexity, insertion loss and hence system cost
 
will be increased.
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D. 	Power Handling
 
In general a feed system consisting of waveguide components can
 
be operated at higher power levels than one consisting of strip
 
line (or microstrip) components. Therefore waveguide feeds are
 
often used in transmitting ground stations, while most of the
 
printed element feeds can only be found in receiving stations.
 
E. 	Cost Consideration
 
The cost of a feed for high quantity production can be held
 
low if construction is easy and it is mass producible. For
 
instance, die-casting methods can be used to ,produce waveguide
 
type 	feeds.
 
As the above factors become defined, the designer is left with less
 
latitude in the selection of a feed. The suitable feed compatible with
 
the constraints just discussed can be grouped into four categories:
 
waveguide open-end or simple horn, multimode guide or multimode horn,
 
helicone, and cavity backed printed spiral (archimedean Spiral), as
 
compared in Table 2-2.
 
The simple conical horn (or waveguide open-end) is inexpensive and
 
simple, and its performance is readily predicted. For the proposed
 
antenna configurations (prime focus or Cassegrain) it can direct more
 
than 85 percent of its radiated energy toward the reflector, and there­
fore provides a reasonably efficient system. Since this horn has the
 
highest possible gain for a given aperture, it can be used more effectively
 
in a smaller system than any.other.
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Table 2-2 
COMPARISON OF ANTENNA FEED 
ARRANGEMENT CHARACTERISTICS 
SIMPLE + SIMPLE 
CONICAL -_,-...... - PREDICTABLE
 
HORN -- - NON-SYSTEM PATTERN
 
- PRIMARY SIDELOBES
 
MULTIMODE + SIMPLE
 
HORN(STEP -7 - IDEAL PATTERN
 
DISCON. " - LIMITED BANDWIDTH
 
TYPE) - LARGER APERTURE
 
+ SIMPLE
 
HELICONE "+ 7-. AXIALLY SUPPORTED
 
- CIRCULAR POLARIZATION ONIj 
- LESS DIRECTIVITY 
- POSSIBLE BEAM SQUINT 
CAVITY + SIMPLE(PRINTED ELEMENT)
 
BACKED / + LIGHT WEIGHT 
ARCHIME- 7 - CIRCULAR POLARIZATION ONLI 
DEAN SF1- -i- LOSSY AT HIGH FREQ. (12 
RAL 
 0Hz.) 
- - LESS DIRECTIVITY 
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Multimode techniques that require mode generators and mode filters
 
in the throat of a simple conical horn (or waveguide) have been used
 
~15,16
 
by several feed manufacturers with reasonably good success.
 
Achievement of 10 percent bandwidth is common. This horn is selected
 
for use in the experimental model as will be discussed in Chapter 5.
 
It features equal E - and H - plane pattern and therefore has low cross
 
polarization loss and a unique phase center in both E - and H-planes.
 
Step discontinuities are used as mode controllers. Fabrication appears
 
.quite inexpensive.
 
The heliconeI7 is a combination of an axial mode helix and a conical
 
horn. The helix is fed simply by a coaxial line and is intrinsically
 
a circular polarization antenna. Because it can generate a circularly
 
polarized wave without relying on such feeding networks as a balun,
 
hybrid or polarizer, it is very attractive for use as a low cost feed.
 
The helix can be mounted on a hollow aluminum tube, which in turn provides
 
a secure support for the feed when it is used in a prime focus system.
 
Although its pattern can be controlled to some degree by varying mouth
 
diameter, horn length, helix length etc., it generally has too little
 
directivity for use in a Cassegrain system.
 
The cavity-backed two-wire Archimedean spirall;920 configuration
 
is also a circularly polarized radiator. Its two arms are fed 180
 
degrees out of phase by a device such as a Robert's balun,2 1 and it has
 
a circumference of at least one wavelength. The arms of the spirals
 
are usually fabricated by photoetching the geometric configuration on
 
copper-clad laminate. The use of an added cavity allows the Archimedean
 
spiral to radiate in only one sense of circular polarization; the cavity
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in general has a depth slightly less than a quarter wavelength. This
 
feed is compact and can be flush mounted. However, it only can be used
 
in a prime focus system because of its less directive pattern.
 
2.7 	IMAGE REJECTION FILTER
 
An image rejection filter is often used to reduce the noise figure
 
of a receiver. The required characteristics of this filter depend on (1)
 
the IF frequency and RF bandwidth (which determine the separation between
 
the image signal (stop band),and the real signal (pass band)), and (2)
 
the required signal-to-noise ratio of the system, (which determines the
 
amount of isolation required on the image signal). For a low cost
 
station, the IF frequency is chosen in the VHF band. In the 2.6GHz
 
band the image signal and real signal are sufficiently separated that it
 
is possible to utilize the proper waveguide size to attenuate the image
 
signal to some degree, provided that waveguide components are used. This
 
is only the simplest case. In general, suppression of the image depends
 
on an RF filter of either a bandpass or high pass type. The selection
 
of filter type is made on the basis of the following factors:
 
A. 	maximum skirt slope and minimum passband dissipation for the
 
specified stop-band rejection.
 
B. 	construction tolerance
 
C. 	minimum tuning requirements
 
D. 	physical dimensions
 
E. 	low cost
 
The high pass filter in essence is a piece of cut-off waveguide.
 
The bandpass filter can be categorized according to its response charac­
teristics, such as maximally flat, Tchebycheff, or elliptical-function
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type. The latter type has the lowest theoretical loss for a particular
 
rejection value, but because of its equivalent circuit it is difficult
 
to be realized in waveguide. A Tchebycheff filter has been chosen-here
 
because it has greater out-of-band rejection and lower pass-band dissi­
pation loss for a given number of resonant elements and pass-band width.
 
Conventional designs of band-pass filters use the shunt-inductance
 
coupled circuit; this raises design difficulties at the 12 GHz band
 
using waveguide components. For example, a system with IF equal to 120
 
MHz and an RF bandwidth of only 30 MHz at 12 GHz needs a three-element
 
inductive type bandpass filter in which the center element has a normal­
ized susceptance of -24. Such a high susceptance, when realized by a
 
center hole iris, requires an iris hole so small that it is hard to hold
 
the required tolerance. Furthermore, such a filter is five times more
 
lossy in the pass band than a high pass waveguide filter, and inevitably
 
requires some kind of tuning mechanism. In this case a high pass filter
 
is a better candidate, for it is superior to the bandpass filter in
 
every aspect except its longer length. Bandpass filters using other
 
kinds of transmission line (such as strip line) are more lossy and will
 
not have other significant advantages over the waveguide type.
 
2.8 TRACKING REQUIREMENTS
 
When working with synchronous satellites,, an earth station antenna
 
is required to perform only minor pointing corrections to track the
 
satellite. In a prime focus system a method of manually initiating
 
this continuous fine tracking is to displace the direction of the main
 
lobe by tilting the feed about the vertex while the reflector is kept
 
in a fixed position. - 32 ­
As the feed is moved off axis by a rotation about the vertex of the
 
reflector, the beam will move off axis on the side opposite the feed and
 
in direct proportion to the feed displacement. It was shown by Silver
2 3
 
that, as the beam moves off axis, the gain decreases'and the beam width
 
increases. The variation of gain with feed tilt for reflectors of dif­
ferent shapes with a relatively directive feed is plotted in Fig. (2-8). 
It can be seen that the larger the value of F/D, the less the gain loss. 
For a parabolic reflector with F/D = 0.5 a five beamwidth feed tilt 
corresponds only 0.3 dB gain loss. 
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Fig. (2-8)--Gain reduction due to feed tilt.
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Recently a number of suggestions2h 2 5 have been made for automatic
 
procedures for searching for peak signal from a geostatienary satellite.
 
These 're typically described as step-track or hill-climb track and are
 
being currently evaluated in industry2 6 though little information on
 
customer opinion is available. This technique has the merit of extreme
 
simplicity and appears to be the most reasonable potential candidate for
 
use 	in a low cost station to track highly stabilized synchronous satellites.
 
The operation principle of the step-track system is very simple.
 
After signal acquisition, the antenna is commanded to make an initial
 
angular move. By comparing the received signal level before and after
 
the move, the direction of the next move can be decided. That is, if
 
the signal level has increased, the antenna continues to be moved in the
 
same direction. If the signal level has decreased, the direction of
 
movement is reversed. This process would be continuous and alternating
 
between the two orthogonal antenna axes.
 
A simple system of step-track is suggested here as shown in the
 
functional diagram of Fig. (2-9) its cost will be analyzed in Chapter 6.
 
Since integrated circuits will be used to build this system, great cost
 
saving under mass production can be expected. The dc voltage input into
 
this system, representing the received signal level, comes from the IF
 
energy detector. The control signal must operate on the signal strength
 
data and derive positioning commands. A simple description of each block
 
element is made as follows to help further understand the functioning
 
of this system:
 
A. 	Input Buffer/Filter
 
The Input Buffer/Filter provides about 40 dB gain and 5 Hz cutoff
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Fig. (2-9)--Basic block diagram of a step-track system. 
low pass filtering. Its balanced differential input configuration
 
allows rejection of common mode noise due to other ground systems,
 
and presents a high impedance to the input signal. Five Hz
 
cutoff, low-pass filtering prevents 60 Hz and high frequency
 
noise from swamping out the buffer amplifier.
 
B. 	Integrator
 
The Integrator circuit determines the average signal levels
 
following each azimuth and elevation step. The integration of
 
signal strength variations accomplishes signal noise filtering,
 
and reduces the effect of periodic ripple due to satellite spin.
 
A reset capability prepares the integrator for each azimuth
 
or elevation step cycle.
 
C. 	Azimuth/Elevation Sample-And-Hold
 
A Sample-and-Hold circuit suspends the Integrator output, over
 
a selected interval, for a duration sufficient to permit com­
parison of signal strength variations and storage of-the result­
ant. The Sample-And-Hold circuit design provides accurate
 
tracking of input signal amplitude and accurate holding over
 
the selected interval, consistent with the required system
 
resolution.
 
D. 	Comparator
 
The Comparator evaluates the outputs of the Sample-And-Hold
 
circuits to determine the relative changes in input signal
 
strength. The resultant error signal is used by step and
 
Control Logic circuits for decisions on increment direction.
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E. 	Step And Control Logic
 
Step and Control Logic circuits direct the various elements of
 
the step trackers' sequence of operation and stores the choices
 
of azimuth and elevation increment direction.
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PRECEDING PAGE BLANK NOT FILRMEU 
CHAPTER 3 
EFFECT OF GROUND ANTENNA CHARACTERISTICS ON SATELLITE SPACING
 
3.l' INTRODUCTION
 
With the development of effective broadcast satellites using the
 
synchronous equatorial orbit, concern has grown about efficient use'of
 
this orbit such that both the satellites and the ground stations are
 
subjected only to harmless interference. Studies on the economic aspects
 
of direct broadcasting satellite systems show that use of small ground
 
stations and high satellite effective isotropic radiated power (EIRP)
 
is more desirable than that of larger ground stations and lower satellite
 
EIRP. This further stimulates the need to investigate interference among
 
satellite systems using small ground stations and the development of
 
low cost techniques to reduce interference. The minimum angle of sep­
aration between satellites in the geostationary orbit sharing the same
 
frequencies and with specified antenna patterns is determined primarily
 
by the radiation pattern of the earth station antenna. 'In this hapter
 
we will review and propose sidelobe suppression techniques for reflector
 
type antennas and investigate how the ground station characteristics,
 
such as antenna size, sidelobe levels and cross-polarization levels
 
affect the minimum satellite spacings. The CCIR sidelobe model has been
 
widely used in recent years to study interference between satellite
 
2 7 2 8 
systems , and between satellite and terrestrial systems. Unfortun­
ately, the CCIR antenna model is believed to have higher sidelobe levels
 
than the average ground antennas should have . especially for
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small and medium size antennas (D/X < 200). Therefore, use of the CCIR
 
model will yield conservative results. Our approach in forming an an­
tenna model is to compute the theoretical pattern taking into account
 
blockage effects, and then to compare the result with typical ground
 
antenna patterns supplied by manufacturers.
 
To calculate the satellite spacing and interference we assume a
 
homogeneous satellite system in which all the satellites have the same
 
EIRP and identical spacings. For the up-link calculation the trans­
mitting powers are assumed the same for all stations. Under these
 
assumptions, and without counting propagation factors, both down-link
 
interference and up-link interference depend only upon the ground station
 
antenna pattern. In fact, these assumptions lead to a lower limit for
 
the achievable wanted-to-unwanted signal power ratio, since typical
 
proposed systems will generally exhibit 3 to 5 dB greater value of this
 
ratio.
 
3.2 INTERFERENCE OBJECTIVE AND PROTECTION RATIO
 
When an unwanted RF interference signal enters the earth station
 
receiver, the quality of the message at the single-channel output of the
 
communication system is degraded. It is therefore necessary to relate
 
the unwanted signal to the message quality so that an allowable level
 
of the unwanted signal can be established.
 
The output message quality is measured by the single-channel signal­
to-noise ratio (s/N) for analog messages. In general, the signal-to-noise
 
ratio is a function of the input wanted-to-unwanted signal ratio Pw/Pu
 
where P is the average power of the wanted signal and P is the
 
W u 
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average power of the total unwanted RF signal. For the FDM/FM and FDM/AM
 
message the signal-to-noise ratio is proportional to the wanted-to-unwanted
 
signal ratio. That is
 
S P 
- = R w(.i) 
N P 
U 
where R is the interference reduction factor.
 
We assume that technology has reached the state where thermal noise
 
can be reduced to a small value compared with interference, at least
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during normal propagation conditions. Calculations of carrier-to-noise
 
ratio made by the Bell Telephone Laboratories verify that such an assump­
tion is warranted.
 
The interference protection ratio (PR) required by a satellite earth
 
terminal can be defined as the minimum wanted-to-unwanted signal ratio
 
Pw/Pu (in dB) compatible with the signal-quality objectives after de­
modulation. Two factors determine this required protection ratio:
 
A. the allowable interference in the overall noise budget.
 
B. the types of modulation of both wanted and unwanted signals.
 
The protection ratios for television and telephone systems will be
 
examined separately in section 3.2.1.
 
3.2.1 Protection Ratio of An FM Television System
 
The International Radio Consultative Committee (CCIR) recommended3 0
 
that the required protection ratio in dB (PR), for just-perceptible inter­
ference upon a color television signal with a given peak-to-peak luminance
 
signal-to-r.m.s. weighted noise ratio, S/N, should be calculated using
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the formula:
 
PR = PC - (49 - S/N), S/N < 49 dB
 
(5.2)
 
PR = PC S/N > 9 dB
 
where PC is the "protection constant" given in Table 5-1. The pro­
tection ratios versus the signal-to-noise ratio for various FM signals
 
representing different peak-to-peak deviations at reference frequency
 
(Af) are plotted in Fig. (3-1). For all the curves in Fig. (3-1) we
 
assume the wanted and unwanted signal have the same nf The deviation,
 
Af , and the signal-to-noise ratio for the unwanted signal have only
 
minor effects upon the protection ratio. Over the range of deviations
 
studied, the protection ratio decreases with increasing wanted signal
 
deviation.
 
Table 3-1
 
PROTECTION CONSTANT OF FM TV SYSTEM
 
Wanted signal Unwanted signal Protection
 
Constant (dB)
 
FM, Af = 8 MHz 	 AM - VSB 32
 
FM) Af = 8 MHz 36
 
FM, Lf = 15 MHz 34
 
FM, nf = 16 MHz 	 AM - VSB 26
 
FM, Af = 10 MHz 28
 
FM, Af = 16 MHz 30 
FM, Af = 20 MHz 28 
FM, Af = 24 MHz 	 AM - VSB 25
 
FM, Af = 18 MHz 25
 
FM Lf = 24 MHz 27
 
Reference to Appendix A for results of subjected assessment 
tests of co-channel interference. - 42 ­
Very little data exists on the protection ratio required for monochrome
 
2 7

FM transmission. Some preliminary subjective assessments of interfer­
ence between monochrome-television-picture signals made in the British
 
Post Office laboratories indicate that, for a peak-to-peak deviation
 
of 8 MHz on the wanted system, the protection ratio is of the order of
 
30 dB for the condition of just perceptible video interference, a value
 
compatible with the protection ratio of the color television system.
 
Note that use of Fig. (3-1) to determine the protection ratio will
 
result in just perceptible interference during less than 5A of possible
 
program pidture content. The values for tolerable interference are some
 
h or 5 dB lower, as are the values for 50% of possible program picture
 
contents.
 
o40-
AF = 8 MHz 
3o AF = 16 mv~z 
t AF = 24 MBz 
20 K 
10 3
 
30 40 50 60 70
 
SIGNAL-TO-NOISE RATIO(dB)
 
Fig. (5-1)--Protection ratio of FM TV system.
 
- 43 ­
3.2.2 Protection Ratio of a Communication Satellite FM Telephone System
 
In specifying telephone signal objectives, it is customary to in­
dicate the desired signal-to-noise ratio, S/N, by giving the allowable
 
value of N as a so-called point of 0 relative level where S m I mW.
 
The CCIR normally gives N in units of pWOp (2icowatts at a point of 0
 
relative level, psophometrically weighted). This unit can be converted
 
to dBmOp (dB above a milliwat at a point of 0 relative level, Rsophomet­
rically weighted) by using the identities
 
NdBmOp = 10 log Npwop - 90 (5-3)
 
The interference noise power, as recommended by CCIR (Rec. 466), at a
 
point of zero relative level in any telephone channel of a hypothetical
 
reference circuit of a geostationary communication-satellite system
 
employing frequency-modulation, caused by the aggregate of the earth
 
station and transmitters of unwanted satellites should provisionally not
 
exceed:
 
A. 	 1000 pW psophometrically-weighted mean power in any hour;
 
B. 	 1000 pW psophometrically-weighted one-minute mean power for
 
20A of any month;
 
The protection ratios for the telephony system are quite dependent
 
on how the total 1000 pWOp objective is partitioned - i.e., divided
 
between up link and down link - though this is not pointed out in the
 
CCIR recommendation. To calculate the required protection ratio the
 
following formula derived from Eqs. (5.2) and (3-3) are used
 
PR 1(-	 - (3.4)
0 log NpWOp + 90) R(dB) 
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The interference reduction factor R for an FM system with modu­
lation indices greater than I and for the co-channel case (carrier
 
frequency separation = 0) can be found from reference 31. Tables 3-2
 
and 3-3 show the protection ratios which are necessary to limit inter­
ference to 1000 pWOp and 500 pWOp (divided equally between up link and
 
down link) for 240 voice-channel systems with a range of RF bandwidths.
 
For the offset channel case the required protection ratio is reduced
 
and an improvement of 10 dB in protection ratio is common.
 
Table 3-2
 
PROTECTION RATIOS FOR FM TELEPHONY SYSTEMS
 
NpWOp = 1000 pWOp 
RF Occupied Bandwidth Per 17 15 12 9 6
 
240-Channel Carrier, MHz
 
Interference - Reduction Factor
 
R(dB) 35 34 32 27.5 27
 
Required protection Ratio (dB) 25 26 28 32.5 33
 
Table 3-3
 
PROTECTION RATIOS FOR FM TELEPHONY SYSTEMS
 
NpWOp = 500 pWOp
 
RF Occupied Bandwidth Per 17 15 12 9 6
 
240-Channel Carrier, MHz
 
Interference - Reduction Factor 35 34 32 27-5 27
 
R(dE)
 
Required Protection Ratio (dB) 28 29 31 35-5 36
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3.3 EFFECT OF EARTH STATION ANTENNA ON RF INTERFERENCE 
.3.3.1 Down-Link Interference - Satellites To Earth Station
 
The RF interference from unwanted satellites sharing the same
 
frequencies under given conditions (i.e., specified antenna directivity
 
patterns for each of the adjacent satellites) is determined primarily by
 
the radiation pattern of the earth-station antenna. To show this let
 
G0 be the gain of the satellite antenna which transmits the wanted
 
signal with power P0 and let g0 denote the gain of the ground station
 
in the direction of the wanted satellite. Then the wanted carrier power
 
Pw received can be expressed in the form
 
Pw = PO (3-5) 
where X is the wavelength and R0 is the distance between the wanted
 
satellite and earth station antennas. If P.1 and G.1 denote the power 
transmitted and gain of the unwanted satellite, the unwanted signal power
 
(interference) Pu is the sum of the interference from all the unwanted
 
satellites:
 
=l ui = l Cg., i >iI 
(3.6)
 
where Pui is the interference from an individual unwanted satellite,
 
R. is the distance between the unwanted satellite and the earth station
1
 
and gi is the gain of the earth receiving station antenna in the
 
direction of the unwanted satellite.
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Under the following two assumptions:
 
A. All the satellites have equal effective radiated power in any
 
given bandwidth in the direction of the earth station, i.e.,
 
Pi P and G = G0
 
B. 	The distances between the earth station and the wanted satellite
 
and the unwanted interfering satellites are assumed approxi­
mately the same, i.e., Ri = R0
 
Equation (3.6) can be simplified as
 
Pu 	= P ( ) G gi (3-7) 
Assumption (A) is not far away from practice if all the ground stations
 
are within the satellite antenna beam coverage area. In general, the
 
edge-of-coverage gain of a wide-coverage satellite antenna using pencil
 
beam is optimized if it is 4.54 dB below the on-axis gain as shown in
 
Eq. 	(2.9). In this case satellite antenna sidelobe structures and levels
 
have the least effect on interference. The sidelobe level is of interest
 
only for those satellite antennas providing narrow beam coverage. The
 
wanted-to-unwanted signal power ratio then obtained is
 
P 
 g	 (3-8)

w
LIT0g 

u i 
It is apparent that the ratio Pw/Pu can be determined if the earth
 
antenna patterns are known. In the discussion hereafter we further
 
assume that the satellites are equally spaced along a geostationary orbit
 
and only those satellites above the local horizon contribute interference.
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(see 	Fig. (3-2)).
 
WANTED 	 WNE*WANTED 
\ / . 
UNVANED ZWANTED 
Fig. (3-2)--Down-link interference geometry.
 
3.3.2 Up-Link Interference-Earth Stations To Satellite
 
The interference caused by unwanted ground transmitting stations on
 
the satellite's wanted received signal can be treated in the same way
 
as described before. To simplify the problem we assume that:
 
A. 	 The satellites are equally spaced and have specified patterns;
 
B. 	 Each satellite has only one corresponding transmitting ground
 
station; and
 
C. 	 All the transmitting stations are identical.
 
Following the procedures indicated in the last section we have
 
2
 
u u uu
 
ew = Po Go go 
 (39)
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and
 
/ 2 
u
U U U u
 i
u = ul= i - icg'i 
(3-10)
 
where the superscript denotes up-link.
 
If we further assume Ehat the transmitting powers from the unwanted
 
u u u
ground stations are the same as , that is P. = P, and also assume 
that Ru = Ru . Then we obtain the wanted-to-unwanted signal poweri 0 
ratio as
 
pU u
 
W go
w (3.11)
 
u ig
 
which is again obtainable if the earth station antenna pattern is given.
 
Although the assumptions which led to Eq. (3.11) are over-simplified,
 
the wanted-to-unwanted signal power ratio calculated from (3.11) represents
 
a lower limit if atmosphere effects are not taken into account. Note
 
that Eq. (3.11) involves the ratio of the gains of separate earth-station
 
antennas in the direction of a single satellite, whereas Eq. (3.8)
 
involves the ratio of the gains of the same earth-station receiving
 
antenna in the direction of the various satellites. If the main beams
 
of the ground stations have the same spacing as that of the satellites,
 
Eq. (3.11) is identical to Eq. (3.8). This can be seen from Fig. (3-3).
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Fig. (3-3)--Up-link interference geometry.
 
3.4 	 REDUCTION OF NEAR-IN SIDELOBES IN THE SYNCHRONOUS EQUATORIAL ORBIT 
DIRECTION. 
3.4.1 	Review of Sidelobe Suppression Techniques for a Reflector Type
 
Antenna
 
As discussed in the previous sections the earth station antenna
 
pattern is important-particularly its sidelobe levels-in determining
 
the amount of interference between satellite systems. The sidelobe
 
level and the sidelobe structure of a reflector type antenna are the
 
result of the illumination function of the aperture. A desired illumin­
ation function can be produced by controlling the primary feed pattern
 
and/or the reflector shape.
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In practice, the simpliest method of suppressing sidelobe levels is
 
to have a primary feed illuminating the reflector such that the illumin­
ation function at the edge of the reflector is heavily tapered. For the
 
modern shaped-reflector Cassegrain antenna with uniform illumination a
 
sidelobe level of -15 to -17 dB is common. For the conventional prime­
focus antenna with 10 dB illumination taper a sidelobe level of -20 dB
 
is common. Although theoretically sidelobe level can be reduced to
 
below -30 dB with heavily tapered edge illumination, in the practical
 
situation it is generally very difficult to achieve. This is caused
 
by feed blockage and feed support structure which both contribute to
 
increased sidelobe levels. The most undersirable effect of using the
 
heavy taper technique is a great reduction in antenna gain.
 
The general idea behind shaping the reflector is that of constructing
 
an out-of-phase radiator superimposed on the main reflector. If the
 
radiation pattern of this radiator has similar sidelobe structure to
 
that of the main reflector and has proper amplitude, the sidelobe levels
 
of the main reflector can be reduced or completely eliminated.
 
There are a number of other well known techniques which can be
 
categorized as follows:
 
A. Aperture blockage compensation technique
 
B. Active zone suppression technique
 
C. 	Absorber ring suppression technique
 
52
 
In the aperture blockage compensation technique, a single radiating
 
element (see Fig. (3-4)) is used as a means of partially compensating
 
for the aperture blockage associated with the antenna feed structure.
 
The relative phase and amplitude of this element are adjusted so as to
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Fig. (3-4)--Antenna configuration for aperture blockage com­
pensation.
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Fig. (3-5)--Suppression of near-in sidelobes by aperture blockage
 
compensation.
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suppress the highest near-in sidelobe in the manner depicted in Fig. (3-5).
 
If further suppression is required, it may be obtained by simultaneously
 
employing the active zone technique. In this, the reflector is surrounded
 
by a ring of radiating elements as shown in Fig. (3-6). The diameter
 
of the ring is chosen so that the lobes of its radiation pattern coin­
cide with the near-in sidelobes of the reflector pattern. Suppression
 
is again achieved by adjusting the phase and amplitude of the elements
 
to obtain cancellation. This is illustrated in Fig. (3-7) for a given
 
plane. The use of the aperture blockage compensation technique is
 
limited by the radiation pattern of the suppressor, which is generally
 
very broad, and only 3 dB improvement in sidelobe level can be achieved.
 
The active zone technique is more effective and a sidelobe reduction of
 
more than 10 dB has been reported.
3 3
 
The absorber ring technique,3 3 in which concentric circular ring­
shape absorbers are installed on the reflector, is one example of using
 
a passive element to suppress the sidelobes. Each ring can be considered
 
as a radiation element but 1800 out-of-phase relative to the main reflector
 
radiation field. By adjusting the number of rings and their positions
 
and sizes, a reduction of sidelobe levels can be achieved. This technique
 
can reduce the sidelobes to the -30 dB level but unfortunately it also
 
generally results in an antenna gain loss of more than 2.5 dB.
 
If, on the other hand, one only intends to reduce the sidelobe
 
level of the pattern plane directing toward the synchronous equatorial
 
orbit, the wisdom of using the above-mentioned techniques, which are
 
either costly or cause a great gain reduction, to suppress sidelobe in
 
all pattern planes need to be re-evaluated. When only the sidelobe
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Fig. (3-6)--Antenna configuration for active zone sidelobes
 
cancellation.
 
dB PATTERN OF REFLECTOR dB 
WITH APERTURE BLOCKAGE
 
COMPENSATION
 
PATTERN 
DEGREES
DEGREES 

Fig. (3-7)--Suppression of near-in sidelobes by active zone
 
cancellation.
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levels of one pattern plane (or a limited region around the plane) are
 
to be suppressed, it is sufficient to construct a second radiator with
 
similar sidelobe structure in that plane only.
 
In the past months Stanford University researchers have proposed
 
a low cost technique to accomplish this by using an array of two rectan­
gular absorbers placed on the reflector. This paper is the first to
 
evaluate this technique experimentally. A brief description of this
 
technique is made in the following section.
 
3.4.2 Use bf an Absorber Array in Sidelobe Suppression
 
The far field radiation pattern, g(0,0), of an aperture, A 
with illumination function F(xy) is given by
34 
(I + cos e) Jksin O(xcos + ysin ') 
g )f F(x,y) e dxdy 
2 A 
The coordinate system is shon in Fig. (5-8).
 
Y 
CONDARY 
Ar RTUEPATTR41 PLANE 
PLANE 
Fig. (5-8)--Coordinate system.
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Consider now an array of two rectangular absorbers at the aperture
 
of a reflector as shown in Fig. (3-9). Assuming that over the exposed
 
area the presence of the absorbers does not alter the distribution
 
F(xy) which would exist in their absence, the absorbers can be regarded
 
as producing a field 1800 out-of-phase with F(xy) over the area that it
 
covers as will be seen from the following manipulation:
 
g(e,¢D (I + cos e) A2A' F(xy) ejksine(xcosO + ysint) dxdy 
jk sin
 (i + cos a)JF(xy)e
 (xcos + ysin4) dxdy

2 f 
(I + Cos ) F(x,y) ejksin(xcosO + ysin¢) dxdy
2 2A 
(3.19)
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h i 
Fig. (3-9)--Absorber array at the aperture of reflector.
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where A' is the area occupied by one absorber and A is the reflector
 
aperture. It is seen explicitly that the absorbers can be regarded as
 
an out-of-phase field superimposed on the original distribution. If
 
the absorbers are small, F(xy) over them can be considered constant
 
and their radiation pattern, gab , may be found by using the radiation 
field of a rectangular aperture and the array factor as derived by 
3h
Silver:
 
gb = 2_ sinc(dsinecos(/x)sinc(hsinesin¢/x)
 
.2cos(2 wsine/X)hd (3.20)
 
gb (6,0 ) = (1+cose) sinc(hsine/X)2cos(2 wsineA)hd (5.21)
 
In general, F(xy) cannot be considered as a constant and its exact
 
value can be obtained by mapping the feed pattern to the blocked area of
 
the aperture. This can be done by using the relationships between feed 
pattern angle, , and aperture radius, r , as follows (see Fig. (3-8)). 
r = 2f tan(w/2) (3.22)
 
where f is the focal length of the reflector. The amplitude of the
 
feed pattern is multiplied by the space loss factor, L , to obtain the
 
amplitude of the field in the aperture plane.
 
L = cos2(*/2) (3.25)
 
This process can be implemented by the use of a digital computer. Full
 
details of analysis of this technique can be found in reference 55.
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To achieve.the sidelobe suppression objective the positions.ani
 
sizes of the absorbers must be so chosen that their radiation pattern
 
has proper amplitude and is similar to but 180 degrees out-of-phase
 
relative to at least the first few sidelobes of the main antenna. The
 
locations of the zeros of the array pattern can be varied by varying
 
the distance, w ..between absorbers. The amplitude of the array 
radiation pattern can be controlled by adjusting the height, h , and 
the width, d . of the.absorbers. Figure (3-10) shows various radiation
 
patterns of the absorber array.
 
Two examples are worked out here which show the validity and effec­
tiveness of this technique. In the first example, a 50 X reflector is
 
uniformly illuminated. A pair of absorbers whose radiation pattern
 
matches the first few sidelobes of the main antenna (see Fig. (3-11)) is
 
placed on the reflector and the combined radiation pattern of the main
 
antenna and the absorbers at 4)= 00 plane is plotted in Fig. (3-12).
 
As shown, the highest sidelobe level is reduced from a level of 17 dB
 
to a level of 26 dB - an improvement of 7 dB. It also can be seen from
 
the figure that the third sidelobe actually increases while the first
 
two sidelobes decrease. This is allowable since our goal is to keep
 
all the sidelobes below a certain level. In order to see how the side­
lobes vary in other pattern planes a two-dimensional pattern contour
 
is plotted'in Fig. (3-13). It is found that the sidelobe levels are
 
below 27 dB for pattern planes up to 4 = 30 degrees. Because the
 
introduction of the absorbers on the reflector, a gain reduction of 1.73
 
dB is observed, which is much less than that obtained when using absorber
 
ring technique. In the second example, a reflector of h5X is illuminated
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Fig. (5-10)--Absorber array radiation patterns.
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by the feed of a symmetric beam which gives 8 dB illumination taper at
 
the edge of the reflector. The sidelobe structures of the selected
 
absorber pair and the main antenna are shown in Fig. (3-14). The
 
resultant patterns at 0'= 00 and the pattern contours are shown in
 
Fig. (3-15) and Fig. (3-16), respectively. As shown, a 7 dB reduction
 
in sidelobe level is achieved. Antenna gain loss in this case is 0.7 dB.
 
By comparing these two examples we observe that the higher the sidelobe
 
levels the reflector originally has, the greater the antenna gain will
 
be reduced. This is because large absorbers are required to produce large
 
amplitude array pattern lobes to cancel high main antenna sidelobes.
 
It is noted that the relationship of our model to the actual situation,
 
in which the absorber lies on the curved surface of the reflector, is of
 
course not exact. We are interested at this point in identifying a
 
general approach, the detailed implementation of which is to be experi­
mentally determined. It is also noted that the calculation of radiation
 
patterns assumed no aperture blockage. This was done in order to assess
 
the effectiveness of this technique in suppressing only the reflector
 
pattern sidelobes. In practice, aperture blockage is present and produces
 
a constant amplitude, out-of-phase field in the vicinity of broadside.
 
This field, when superimposed on the main antenna pattern, raises side­
lobe levels and fills in nulls. However, it is anticipated that the
 
absorber array technique will correct this effect if blockages are
 
properly located to maintain pattern symmetry.
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3..3 Experimental Investigation
 
The objective of the experimentation is to demonstrate sidelobe
 
suppression in a limited pattern planes by applying the absorber array
 
technique. The frequency chosen for experimentation is 10.5 GHz. The
 
testing antenna Figures 3-17 and 3-18 give them credit
 
consists of a h-foot paraboloid reflector with an F/D of 0.4 and an
 
open-end rectangular waveguide feed. Other features of this antenna
 
are shown in Fig. (3-17). Figure (3-18) shows the reflector with ab­
sorbers mounted. The test was conducted at the Philco-Ford Corporation
 
(Palo Alto, California), Western Development Laboratories' 500-foot
 
antenna range (see Fig. (3-19)). This range satisfies the far-field dis­
tance requirement at the testing frequency. The block diagram for the
 
antenna pattern measurement test set-up is shown in Fig. (3-20). The
 
pattern recorder used is a standard Scientific Atlanta rectangular
 
recorder (series 1520) with a dynamic range of 70-dB. The signal source
 
is a Hewlett Packard Model 628 signal generator (Model 628). The antenna
 
feed is linearly polarized and therefore tests using circular polarization
 
are 	precluded.
 
Before placing absorbers on the reflector the position of the feed
 
is carefully adjusted until patterns in both H- and E-planes have best
 
symmetry and lowest sidelobe levels. The most important feastures of
 
these patterns are as follows:
 
A. 	The first sidelobe levels of the H-plane and E-plane patterns
 
are found to be-19.5 dB and -14 dB, respectively.
 
B. 	Due to the unsymmetric feed mount, it is not possible to adjust
 
. I F, A :4 i .	 ii-
< <
~i~iii 6iiiiiiiiiiii=i. ... .. iii! &~lii .
of experimental reflector.
Fig. (-l7)--Features 
-,<-<2 
Fig. (3-i8)--Reflector with absorbers mounted.
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Fig. (3-19)--Antenna range.
 
the sidelobes on each side of the boresight axis to have the
 
same levels.
 
C. No deep nulls exist between the main beam and the first side­
lobes, and between the first sidelobe and the second sidelobe,
 
suggesting that a phase error exists and that the first side­
lobes are not 1800 out-of-phase with respect to the main beam.
 
Because of the high first sidelobe level it is expected that antenna
 
gain would have to be greatly reduced to achieve a 10 dB reduction in
 
the first sidelobe levels, as has been pointed out before. The lack of
 
symmetry and the presence of shallow nulls make it unlikely that the
 
use of a symmetric absorber array pattern will match the main reflector
 
pattern effectively to a wide range of angle. Thb page isreprduced at dh 
ba othekraporta d 
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Fig. (3-20)--Test set-up for pattern measurements.
 
The absorber used (Emerson Cummings AN 74) has a thickness of 0.375 
inch and a transmission coefficient of less than 1% at the testing fre­
quency. Two cases have been studied; in the first case the absorbers 
are placed on the H-plane (y-direction). Due to reasons just discussed, 
in each case we only intend to adjust the position of the absorbers to 
match the first sidelobe of the irregular main beam antenna pattern. The 
amplitude of the array pattern is varied by varying the height and the 
width of the absorbers. Some of the experimental results are shown in 
Fig. (3-21) to Fig. (3-26). Radiation patterns in planes of 2.50 and 
5 relative to the location of the absorbers are also recorded. As shown 
an array element spacing of 26 inches and an absorber size of 9 x 13 inches 
reduces the first sidelobes 8-12 dB in the H-plane and 5 dB in the E-plane 
0
to pattern planes up to 5 . The antenna gain reduction is about 1.7 dB.
 
Figure (3-27) to Fig. (3-28) shows patterns for different absorber spacing
 
or absorber size. The cross-polarization patterns in the principal planes
 
are also recorded and found to have little change in the presence of the
 
absorbers.
 
At this point it is worth mentioning again Goebels' work using ex­
pensive active zone techniques to suppress the sidelobes. Instead of
 
employing the entire ring elements he used only two elements in his ex­
periment to suppress sidelobes in only one pattern plane. In that
 
respect, it is very similar to the case we investigated. Results showed
 
that by controlling the phase and amplitude of the suppressors he was
 
able to reduce the sidelobes below the -35 dB level. However, we must
 
note that the radiation patterns of the antenna he used originally had
 
low sidelobes (about -26 dB) and good symmetry.
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3.5 	ANTENNA PATTERN AND SATELLITE SPACING
 
As discussed before the earth station antenna pattern is particularly
 
important in determining the amount of interference between satellite
 
systems. The lack of published measured patterns3 6 for the reflector
 
type antennas in representative sizes and the correct frequency bands
 
poses a most difficult problem in studying interference between satellite
 
systems. A major effort was made during the period of this study to in­
vestigate the antenna characteristics of some existing ground stations,
 
or their scale models, through some experienced companies in this field,
 
including:
 
A. 	Philco Ford Corporation's Western Development Laboratories
 
(Palo Alto, California)
 
B. 	Radiation Inc, (Melbourne, Florida)
 
C. 	Prodelin Inc. (Santa Clara, California)
 
Since we are more interested in small ground stations, the antenna
 
sizes selected in this study have a DA up to only 150. Our approach
 
is to set up representative antenna pattern models to compare the measured
 
patterns supplied by industries with the theoretically predicted patterns
 
including feed blockage effect and feed support scattering. Sidelobe
 
locations and levels are carefully examined, resulting in the horizontal
 
lines as shown in the antenna pattern models (figure a of Fig. (5-29)
 
to (3-51)), for reflectors with uniform illumination (which is typical
 
in modern shaped reflector Cassegrain system) and with 9 dB-taper
 
illumination (which is typical in a conventional prime-focus system).
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Fig. (3-31a)--Antenna pattern model (DAX 150).
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For communicating with satellites in a geostationary orbit, it may
 
be enough for the ground stations to have low sidelobes in the direction
 
of the geostationary orbit. Therefore, antenna pattern models having
 
low sidelobes, based on the absorber array technique are included in
 
Fig. (3-30) to (3-32). For the purpose of compaiison CCIR models are
 
also plotted, in which the sidelobe levels are given by:
 
G(e) = (32 - 25 log e) in dB (3.24)
 
where G(e) is the gain relative to an isotropic antenna. As shown,
 
CCIR models have the highest sidelobe levels. It is noted that CCIR
 
reference pattern represents peak sidelobe levels for antennas with
 
"D/X > 100, and hence will be more unsuitable for smaller diameter ground
 
antennas.
 
It is worth noting that the unmanned receiving stations (without auto­
tracking) will be installed in the future for domestic communication
 
satellite systems, the antenna will be designed to maximize the off-axis
 
gain instead of the on-axis gain, to accommodate satellite drifting and
 
pointing errors. In this case more illumination taper at the edge of
 
the reflector is needed and an improvement in sidelobe level can be
 
expected.
 
The wanted-to-unwanted signal ratios are calculated by the use of
 
Eq. (5.8) or Eq. (3.11). The satellites are assumed to be equally spaced
 
on the geostationary orbit. The interference from unwanted satellites
 
within 700 of the wanted satellite is summed up. In fact, only satellites
 
close to the first few sidelobes produce a significant contribution to
 
interference. The results are plottea in the bottom figures of Fig. (3-29)
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to (3-31). As is expected, the low-sidelobe model offers,great improve­
ment in efficient utilization of the orbit. For example, if 17 foot
 
antennas at 6 GHz were used to transmit signals to satellites in orbit;
 
CCIR guidelines would require satellite spacing of at least 80 if noise
 
from unwanted signals were to be kept 35 dB lower than the wanted signals.
 
Using conventional prime focus antennas, satellite spacings of 50 would
 
be allowed. And using our special low-sidelobe antennas, spacing of 2.50
 
would be allowed. Note that a margin must be made to account for pointing
 
error and propagating and fading factors.
 
A calculation based on a measured pattern (D/ = 115) was made. 
The result is shown in Fig. (5-32). It comes close to the predicted 
value for satellite spacings greater than 30 as seen by comparing with 
Fig. (3-30) (D/ = 100, 9 dB taper curve). 
3.6 EFFECT OF POLARIZATION DISCRIMINATION ON SATELLITE SPACING
 
It has been recognized that the proper use of orthogonal linear
 
polarizations or opposite ,sense circular polarizations can permit smaller
 
satellite spacings. The potential advantages of using polarization iso­
lation depend on the cross polarization pattern level in the receiving
 
antenna. For the paraboloid antenna the cross-polarized component is
 
generated by the curved surface of the reflector and by feed and feed
 
support scattering. Furthermore, the primary feed itself is necessarily
 
imperfect and radiates a certain amount of cross-polarized field. Many
 
techniques have been reported to reduce the cross-polarization level.
 
For example, a primary feed3 7'3 8 with equal E-plane and H-plane patterns
 
has lower cross-polarized pattern levels than those produced by a
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conventional waveguide primary feed. COMSAT3 9 has used so-called
 
polarization-selective gratings over the antenna aperture to reduce the
 
cross-polarized component level in a system using linear polarization.
 
In this report we do not intend to dwell on how we can reduce the cross­
polarized field level. Instead, we are investigating and predicting the
 
realistic cross-polarization level achievable at this stage of technology
 
by examining some specific reflector-type of spacecraft and ground
 
station antennas.
 
The cross-polarization characteristics of linearly polarized reflector
 
antennas have been investigated by the CCIR4o and COMSAT.4 1 Both reported
 
that the average cross-polarized sidelobe level is from 10 to 15 dB
 
smaller than the co-polarized level, up to an angle of 400 off axis for
 
a D/X ranging from 60 to 140. To confirm this we also made measurements
 
at x-band using a 4 foot parabolic antenna. A typical principal and
 
cross-polarized pattern is shown in Fig. (3-33).­
- r--l] < , 
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Fig. (3-33)--Measured linear polarization pattern.
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The cross-polarization level of the circularly polarized wave in
 
general is higher than that of linear polarization, depending on the
 
axial ratios (ellipticity) and orientation of both the receiving and
 
transmitting antennas. In general, the isolation between two circularly
 
polarized (or more precisely "elliptically polarized"') waves of opposite
 
sense is given by
4 2
 
4rlr 2 + (l-rl 2 )(l-r 2
2 )cos4
(l+rl2)(l+r 2 ) -
F =(I+rl 2 )(l+r12) (3.25) 
where,
 
F = polarization coupling factor
 
rI1 = axial ratio of incident wave (power)
 
= axial ratio of receiving antenna
r2 

= angle between the major axes of the two polarization ellipses
 
The maximum and minimum isolation (in dB) has been calculated and is plotted
 
in Fig. (3-34). As shown in the figure, the maxfmum discrimination occurs
 
when the major axes of the unwanted incident signal and the receiving 
antenna are orthogonal, and the minimum occurs when the major axes are 
aligned. If the axial ratios of the satellite and ground antenas can be 
maintained within 5 dB regardless of their orientation, a discrimination 
of better than 9 dB would be assured. If they can be maintained within 
1 dB, the minimum isolation will be 19 dB. For modern satellites the 
earth coverage antenna (not necessarily a reflector type antenna) can 
easily be designed with an axial ratio < 5 dB. For example, the INTELSAT 
IV43 earth coverage beam has an axial ratio - 5 dB within 340 of the 
44
 
main beam and the Pioneer 10 antenna also has an AR < 5 dB. For
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Fig. (3-34)--Polarization isolation between circularly polarized waves.
 
- 83 ­
reflector-type earth-station antennas the CCIR Study Group has claimed
 
that no reliable polarization advantages -can be gained in the angular
 
range of most interest i.e., 1 to 100. The validity of this statement
 
has been questioned after examining some existing ground antenna secondary
 
patterns supplied by Philco-Ford Corporation's Western Development
 
Laboratories Division and by Radiation Inc. (See Fig. (3-35) to (3-36).
 
These are prime focus type antennas with conventional conical horn feeds.
 
All these antenas have large blockage. A careful study of their patterns
 
confirms that substantial amounts of additional isolation still can be
 
gained up to a few sidelobes by using opposite sense circular polarization,
 
even though these antennas are not an optimum design for such cross­
polarization rejection. It is believed that the cross-polarized field
 
pattern level can be held lower if a feed with equal E- and H-plane
 
patterhs (such as a corrugated horn) is used, and the feed support
 
properly designed.
 
The next question raised is to what extentthe satellite spacings
 
can be reduced if an average additional isolation is acquired from
 
polarization discrimination. To illustrate, let us assume that the
 
wantedto-unwanted signal power ratio (W/U) falls off with satellite
 
spacing a approximately as @-n. Most curves in Fig. (3-29) to
 
Fig. (3-31) follow this approximate variation. For example, n = 2.5
 
for CCIR's sidelobe model. Let
 
W/U y K e-n (3.27) 
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where
 
0 is the satellite spacing,
 
K is a constant
 
In terms of dB we have
 
10 log y" = Y = 1O log K - 10 n log G (3.28)
 
Let's now assume that for a satellite spacing e = , the correspondinge° 

W/U ratio is Y = Y . That is0 
Y = 0 log K - 10 n log e (3.29)
 
If we now introduce the additional isolation P (in dB) obtainable from
 
polarization discrimination, the W/U ratio will increase to a value
 
P
equal to Y + which reduces the original spacing 9o to a value 
e . Again from Eq. (3.28) we have 
Y o + P = 10 log K - i0 n log e p (3-30) 
Substituting Eq. (3.29) into (3.30) we obtain
 
- P/lOn (3.31)
 
e
 
P
 
For a homogeneous system employing orthogonally-polarized antenas between
 
neighboring satellites, the spacing can at most be reduced to one half
 
of the original spacing. Equation (3.31) is plotted in Fig. (3-37) for
 
various values of n. For the CGIR sidelobe model (n = 2.5) Fig. (3-37)
 
indicates that an additional isolation of 7.5 dB from polarization dis­
crimination is required to reduce the satellite spacing to half of its
 
original value. For illustration, the wanted-to-unwanted signal power
 
ratio is calculated using the principal and cross-polarized patterns
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supplied by Philco-Ford Corporation, and Radiation Inc., and the results
 
are shown in the lower curves of Fig. (3-35) and (3-36). As shown, a
 
substantial reduction in satellite spacing is possible if polarization
 
isolation is used.
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Fig. (3-57)--Satellite spacing reduction vs additional isolation obtained
 
from polarization isolation.
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CHAPTER 4 
ZONED REFLECTOR ANTENNAS FOR A
 
LOW COST SATELLITE GROUND STATION
 
4.1 INTRODUCTION
 
Parabolic reflector antennas are most widely used in satellite
 
ground stations to obtain a narrow beam and high gain. However, a precise
 
parabolic reflector can be very expensive to manufacture. In the past,
 
Stanford University researchers45 have demonstrated successfully a low
 
cost seven-foot pseudo parabolic reflector made of ten radial petal
 
plates which operates in the 2.6 GHz band. This configuration is too
 
expensive for use in the 12 GHz band because it requires more than 20
 
petals to obtain good performance. In this report we are proposing a
 
seven-foot zoned parabolic reflector antenna and a stepped cone-section
 
antenna for the 12 GHz band. The zoned parabolic reflector can be mass
 
produced as an inexpensive stamped unit and the stepped cone-section
 
reflector can be made at low cost from flat metal sheets in moderate
 
quantity. The zoned parabolic reflector is a more rigid structure than
 
a full parabolic one since each step of the zone is an edge stiffened
 
parabola. Consequently it has approximately the same rigidity as a full
 
parabolic reflector with a series of backup rings at each step. Because
 
of this inherent rigidity the skin of the shaped reflector can be thinner
 
than that for an unsupported full parabolic reflector.
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h.2.1 Formulation
 
The zoned parabolic reflector consists of sections of paraboloids
 
with different focal lengths but same focus point (Fig. 4-1). For proper
 
design the zoned parabolic reflector must satisfy two conditions:
 
(1) 	Each zone must individually focus incoming parallel rays to
 
a common focal point.
 
(2) 	The contributions from all zones must arrive at the focal
 
point in phase.
 
Because the zoned reflector is a surface of revolution its design can be
 
entirely developed in just two dimensions by working in a single axial
 
cross section plane. Once conditions (1) and (2) are satisfied in a
 
single axial cross section plane, they will be satisfied in all axial
 
cross section planes.
 
y 
pIAm 	A 
tSHADOW INTRODUCkD
 
BY ZONING
 
/2 
I FP,+ P A - 2f. - X 
Fig. (h-l)--Zoned parabolic reflector.
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In order to maintain a plane wavefront at the reflector aperture A
 
the rays originating from the focus should differ in path by an integral
 
number of wavelength, that is,
 
FP0 + PoA = 2fO 
FPi + PIA, = 2fO -
FP + PnA = 2f0 - nX (4.1)
 
Where subscripts 0, 1, 2, ... , n designate zones, f is the focal 
length of the original unzoned reflector and X is the wavelength. It" 
follows immediately that the focal length, fn , of each zone relates to 
the focal length of the unzoned reflector by
 
f f Xf1 0 2
 
f f 2
2 0 2 
fn f n (4.2)
 
Let y, z be the rectangular coordinate system with the origin at the
 
vertex of the unzoned paraboloid and the z-axis of the axis of revolution.
 
In these coordinates the equation of each zone can be described by
 
y2 = f(z - n (.5) (434n 

where fn is as given in (4.2). The vertex of each zone is displaced
 
from the unzoned reflector by an integral number of half wavelengths.
 
The depth of each step is made as small as possible and arranged to
 
lay in the same plane to simplify machining the stamping molds and for
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ease of assembly and installation. It is therefore apparent that we
 
must choose a plane perpendicular to the z-axis passing through the
 
vertex of the last zone--nth zone. That is, all the zones lie on the
 
plane of
 
Z Z n.• (4.4) 
The surface of each zone can also be expressed in terms of polar coor­
dinates p ,n
 
+(45)
Pn +=2 f sec
1 + Cos 2 
n 
The end points of each zone can be easily determined by the use of (4.3)
 
and (4-.5). As the number of zones increases, the depth of the reflector
 
decreases. However, the diffraction effect and shadowing loss becomes
 
severe. The choice of n is therefore determined by the trade-off
 
between the performance and cost.
 
Since f is a function of X ,the chromatic aberration is obtained
 
by differentiation of (4.2)
 
dfdn 2 dx (4.6) 
where df denotes the decrement of the focal length of n-th zone due
n 
to an increment of the wavelength, dX . The dependence of fn on the
 
wavelength makes the zoned reflector antenna frequency sensitive. For
 
a feed slightly off focus the effect can be simulated by entering a
 
phase distribution that is equal to
 
21 dcos~i, (47
 
- x d ndegree (4.7) 
where d is the feed displacement along axis away from the reflector. 
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4.2.2 GAIN AND EFFICIENCY CALCULATIONS
 
Although it has been thought that the zoned reflector can be fab­
ricated at low cost under mass production, in that it can be stamped out,
 
two penalties may result. The first is that Eq. (4.2) shows the focus
 
length, fn , depends on the wavelength at the operating frequency and
 
zoned reflectors are, therefore, inevitably frequency-dependent in their
 
behavior, the second penalty is that shadowing will occur. This is shown
 
in Fig. (4-1) where the rays FPA and FP'A, which are together on
 
reaching the reflector, have undergone considerable separation at the
 
step. In transmission the aperture illumination is zero between P and
 
PF ; in reception the energy incident between P and P' does not reach
 
F and is therefore lost. The gain of a zoned reflector is therefore
 
always less than that of the unzoned reflector from which it is derived.
 
For convenience the relationships between feed pattern angle and
 
aperture radius are rewritten as follows
 
r 
 =2f tan (")
 
= Pni fnsec 2 L)(4.8) 
The amplitude of the feed pattern is multiplied by the space loss factor,
 
L , to obtain the amplitude of the field in the aperture plane.
 
L =cos2 i (4.9)
 
The total radiated power contained in a feed pattern is equal to
 
27r 1 
T =f d' f W(t,') d-cosvb) ( .10)
 
0 -1
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where V) , t are the ordinary spherical coordinates. The radiated 
power intercepted by the reflector is 
2-cos(jmax) 
= f d" f W(4,O') d(-cosr) (4.11) 
0 -1 
The antenna geometry together with the coordinates is given in Fig. (4-2). 
x 
D/2 

N/A

Fig. (h-2)--Coordinate system.
 
The fields at the equally spaced points along each radial are
 
determined by interpolating the input radial distribution. The aperture
 
field, W(volts/m), is analyzed as a Fourier series as follows:
 
W(r,¢)') = Ao(r) + A2 (r) cos(PV') + 34 (r)sin(24')3 3 
(4.12)
 
where N =Number of feed pattern planes entered, 0 < N < 16. Note
 
that if N =0 , then only the A0(r) term is calculated, 0 < r < D/2
 
where D is the diameter of the reflector.
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AI B are Fourier coefficients:
 
A (r) = 'fW(r.0') cos(2,')d 
B (r) = IfW(r,4') sin(2,O')dr' (4.13) 
The apparent on-axis voltage (i.e., assuming the aperture phase is zero 
and no blockage) is found by 
V0 = 2TiReAo(r)2 + ImAo(r)211/2r dr (4.1h) 
The actual on-axis voltage is found to Vaxis = (P + Q0)1/2 where 
R 
P0 = 27r f(ReA0(r))rdr 
0 
R 
QO = 2r f (ImAo(r))rdr (4.15) 
0 
The actual on-axis voltage with shadow is found by 
Vaxis ((P0 + BP0 )2 + (Q0 + BQ)2)1/2 (4.16j 
where BP0 and BQ0 are the corresponding real and imaginary voltage
 
components contributed by the shadow region. The total radiated power
 
(from the aperture) is
 
R )22 
 N/22
 
P = 2 f ReA(r)2 + ImA0(r) 2 + +(ReA 0 (r)2 + ImA0 (r) rdr 
(4517)
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Then the aperture efficiency is equal to
 
2 
C.18)
A v 

eff 
 PA
 
where A = rR2. area of the aperture. When the amplitude and phase are
 
constant across the aperture, the aperture efficiency becomes unity. The
 
phase efficiency is defined as
 
(V)2 
aeffs (4.19)
 
We define the blockage efficiency due to the presence of shadowing by
 
eff = N2
axis (4.20)
 
axis/ 
The gain of an antenna is
 
47rA
 
G = Aeff Peff Beff X-2 (4.21)
 
The radiation pattern is calculated according to the conventional dif­
fraction field integral, which is given by
3 4 
R 7F 
G(e0,4) =f dr f d 'rW(rj')exp{j[Krsincos()-')]} 
0 -7F 
(4.22)
 
where 0 is held constant for each integration
 
K=27r A 
r,4'=polar coordinates in the plane of the aperture
 
R=radius to the aperture periphery
 
e' '=pattern coordinates
 
W(rO')=Complex amplitude distribution function over the circular
 
- 96 ­
aperture. It is represented by an array of Fourier series
 
coefficients.
 
When the shadow is present,, the blocked pattern is computed as the
 
sum of G(e) plus the contributions calculated for the shadow. To cal­
culate contribution from the shadow, the shadow region is assumed suff­
iciently narrow that they are essentially line sources with a distri­
bution equal to the aperture field along their center lines. The aper­
ture field at any given point, rO', on a given ring is found by directly
 
summing the Fourier series
 
Wshad(rl,4) = A0 (r) + I A (r)cos(10') + B9(r)sin(i4'')
 
Y=1 =
 
(4.23)
 
Where 0' represents the azimuth to the center line of the shadow under
 
consideration. The far field pattern for the shadow is of the form below
 
for a line source
 
R
 
S = Wshad(r)exp(Krcos(O-O'))dr (4.24) 
These must be computed for each 0' and summed. The previous analysis
 
excludes the phase deviations of the wave front due to scattering from
 
the edges of the zone step.
 
The forgoing analyses can be implemented by the use of a digital
 
computer.
 
h.2.5 Design Example
 
A seven-foot parabolic reflector consisting of seven zones with
 
F/D = O.48 has been designed for use in the 12 GHz band. The detailed
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geometry is shown in Fig. (4-3). The total shadow area contributed by
 
six zone steps is less than l%.of'the reflector radiation aperture.
 
A multimode horn feed is used to illuminate the reflector and the
 
blockage efficiency due to the presence of shadowing at the zone steps
 
is calculated to be 81%, and a gain loss of -0.92 dB. The far field
 
secondary pattern of a circularly polarized wave is plotted in Fig. (4-4)
 
to be compared with that of the unzoned reflector. It is interesting
 
to see that the first side lobe of the secondary pattern of the zoned
 
reflector is about 10 dB below that of the unzoned reflector. The re­
maining sidelobes, however, are higher for the zoned reflector. This
 
phenomenon is a result of superimposing the radiation patterns of the
 
shadow area on the radiation pattern of the reflector aperture. The
 
positions of the shadow areas are a very important factor in changing
 
the sidelobe structure.
 
0­
-10 
Z 
-20 
r-ZONED PARABOLIC 
-30 - REFLECTOR 
0 ii I!' I, 
SMOOTH nRLETORt 
4 0 
-3 -2 -1 0 1 2 3 
OFF-AXIS ANLE(DEGREES)
 
Fig. (-4)--Compuated radiation pattern of zoned parabolic
 
reflector.
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Fig. (4-3)--A design of 7-ft zoned parabolic reflector.
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It has been noted in Eq. (4.6) that the focal lengths of each zone.
 
change with frequency. When operating at frequencies other than the
 
design center a phase error is introduced in the reflector aperture and
 
gain loss is observed. For a 10% band width the gain loss due to this
 
factor is found to be 0.2 dB.
 
4.3 STEPPED CONE-SECTION REFLECTOR
 
If the parabolas-are replaced by flat surfaces in the zoned parabolic
 
reflector, the surface consists of a series of cone-shaped sections. For
 
a small quantity where tooling costs for the parabolic sections would
 
have a significant effect on unit price this reflector can be made from
 
flat metal sheets with some gain penalty.
 
Because the surface of this reflector deviates from the surface of
 
a paraboloid, gain reduction due to the phase error at the aperture is
 
expected. Again in this case the design can be entirely developed in
 
just two dimensions by working in a single axial cross section plane.
 
To,derive the aperture phase error, let us describe each cone-section
 
be a line L with the equation
 
L : y = mz + b (4.25) 
where m is the slope and b is the y-intercept. All the rays origin­
ating from the focus and reflecting by the reflector can be considered
 
as coming from the image of. the focus, according to the law of reflection.
 
Referring to Fig. (4-5) the image of the focus (f,O) is a line, L',
 
perpendicular to L , that is
 
If: y z + (4.26)m m 
- 100­
Let (Z. Y) be the image of the focus, then the distances to L from the 
focus and its image are the same 
mf + b mZ-Y + b 
-
( + m2)1/2
-(1 + m2) / 
m Z-y = mf-2b (4.27) 
Since (Z, Y) is on L', we have
 
1 f
 
---Z -Y + - 0
 
m m 
Z + mY = f (4.28)
 
From (4.27) and (4.28) we obtain
 
- m2f + f - 2mb 
Z= 2 
m +1
 
2mt + 2b 
Y 2 (4.29) 
m +1I 
Let Z = ZA be the aperture plane, then is shown to be
ZA 

D/2 - b
 
ZA (4.30)"
 
m 
For a true parabolic reflector the ray from the focus will travel a
 
distance d to the aperture plane, where is given by
d0 

do = f0 + ZA where f is the focal length (4.31) 
The distance, di, between the image, (Z, Y), and a point, (ZA' y) is
 
given by
 
d i [(Z - ZA) 2 + (Y - Y)2]1I/2 (4.32) 
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The phase error E(m b, y) is defined as
 
E(m, b, y) = d i - d 0 (433) 
'This phase error can, therefore, be minimized by looking for a set of 
m and b such that the following integral 
I(m,b) E2 (m,b,Y)2Tydy (4.34) 
Y I
 
is a minimum. This is equivalent to requiring that
 
M1(m,h)
 
=0
 
(4.35)
 
8I(m,b) 
- 0
 
6b
 
.IMAGEOF FOCUS 
(Z,Y) 
,-y+b=OL 
(fo) 
FOCUS 
Fig. :(45)--Image of focus with respect to individual flat zone.
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Although m and b can be obtained by solving Eq. (4.14), it is
 
not considered to be a simple matter because of the complexity of I(mb).
 
Because we only expect to make a minor adjustment of m and b it is
 
more practical and easier, by the use of a digital computer, to adjust
 
m and b directly until a tolerable phase error is achieved, for
 
example, E(m, b, y)> 1/16 x 
A design is shown in Fig. (4-6), which is derived from the seven­
foot zoned parabolic reflector of section 4.2. The parabolas of the
 
first and the last zones are each approximated by two straight lines,
 
which introduce a phase error less than 0.07 X across the corresponding
 
zone aperture. Parabolas of other zones are approximated by lines
 
connecting the end points directly, introducing a phase error less than
 
0.03 X . We arrive at a configuration of nine cone sections.
 
The gain loss due to phase error for this particular reflector is
 
found to be 0.5 dB. The secondary pattern is shown in Fig. (4-7). As
 
shown, the sidelobe levels are increased and there are shoulders on the
 
radiation pattern. This is because of the phase error incurred by using
 
stepped-cone sections instead of confocal paraboloid sections. This
 
phase error results in the following effects: (1) a drop in gain, (2)
 
an increase in the side-lobe levels, and (3),fill-in of the null between
 
main beam and sidelobes. Furthermore, if the stepped-cone reflector has
 
a tapered illumination, a small phase error results in a more pronounced
 
increase in the sidelobe levels.
 
We conclude that the flat section reflector is more attractive than
 
the true parabolic reflector from the metal working cost point of view,
 
but not from the gain and interference point of view. However, as a
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Fig. (4-6)--A design of 7-ft stepped cone-section reflector.
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high gain satellite antenna is recommended for use in broadcast satellite
 
systems, the gain penalty suffered by using flat section reflectors at
 
the ground station may not severely degrade the signal quality. For
 
instance, a 30-foot reflector antenna46 will be used on NASA's Applied
 
Technology Satellites (ATS) Models F & G to transmit educational tele­
vision programs at 2.5 GHz, which yields a gain of 42 dB. This compares
 
with a gain of perhaps 25 dB for conventional 4-5 foot satellite antenas
 
in this frequency band. The differential gain allows use of a smaller
 
ground station antenna for the same signal quality. Furthermore, this
 
may allow one to use the absorber array technique to suppress the side­
lobes of the flat section reflector, as discussed in Section 3.4.2.
 
0 
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Fig. (h-7)--Computed pattern of stepped cone-section reflector.
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CHAPTER 5 
A MASS PRODUCIBLE 12 GHz ANTENNA FEED SUBSYSTEM-EXPERIMENTAL MODEL 
5.1 INTRODUCTION
 
This chapter presents the design of a mass producible 12 GHz antenna
 
feed subsystem to be used in either a prime focus or a Cassegrain antenna
 
system. It consists of a multimode feed horn, a waveguide capacitive­
type pin polarizer, a nonuniform waveguide high-pass filter and a field­
shaping waveguide-to-coaxial-line coupling probe as 
shown in Fig. (5-1a).
 
The use of waveguide components enables the entire feed subsystem to be
 
fabricated as an integral part through die casting as shown in Fig. (5-1b),
 
resulting in cost saving under mass production conditions. The waveguide
 
system also yields the lowest insertion loss compared with other alter­
natives. However, it usually has undesirably long length for use in a
 
prime focus system and, therefore, one of the design goals is to minimizd
 
each component's length. None of the component designs discussed in this
 
chapter will require tuning and all have repeatable performance.
 
The experimental model with the components assembled is shown in
 
Fig. (5-2). 
5.2 MULTIMODE FEED HORN
 
One of the major design criteria for achieving good efficiency in
 
both the prime focus and cassegrain systems is for the primary feed
 
to have equal E-and H-plane response and a low sidelobe pattern. Equal
 
E and H plane patterns reduce the cross polarized energy and also result
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Fig. (5-la)--Asaembly diagram of a 12 GHz antenna feed. 
Fig. (5-lb)--Typical proposed die-casting package.
 
Fig. (5-2)--Experimental model of the 12 GHz antenna feed.
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in the same amplitude distributions in both planes. A low sidelobe
 
pattern reduces spillover loss. For instance, a corrugated wall conical
 
horn, which has all these features, has been widely used in modern
 
The overall antenna efficiency has been
communication ground stations. 

over a 60% band for a cassegrain system, com­found to be more than 75% 

pared to 65% at best with a conventional conical horn.
 
Because the Educational Television ground station program emphasizes
 
low cost and the antenna operates over a very narrow frequency band, other
 
alternatives may achieve comparable performance to the corrugated horn
 
at lower cost. One candidate is the conical horn with a step discon­
tinuity. The discontinuity will excite the TMI mode to shape the
 
TE1 1 dominant mode pattern. 
For a prime focus system the multimode open-end circular waveguide
 
feed may be used. For the cassegrain system the multimode circular
 
conical horn is used. Analysis leading to the design of a wide flare
 
minimum length multimode horn will be presented.
 
5.2.1 	Sidelobe Suppression and Beam Equalization of a Conical Horn
 
Pattern Obtained by Using the TM1 1 Mode
 
The first side lobe of a conical horn pattern in the E-plane is much
 
higher than that in the H-plane. In addition, the beamwidth of the E-plane
 
pattern is narrower than that of the H-plane. The explanation for this
 
effect is simply that the field in the E-plane exhibits fringing and
 
does not taper down to zero at the horn edge. It has been proven that
 
the excitation of a TM,, mode will suppress the sidelobe and broaden
 
the pattern in the E-plane. The physical insight to this concept can
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be gained by examining the TE1 1 and TM1 1 mode electric field pattern in­
a circular waveguide as shown in Fig. (5-3). It can be seen that, if the
 
TE1 1 MODE Til MODE 
Fig. (5-3)~-TEl1 and TM modes E field pattern in a circular waveguide.
 
TE11 and TM nodes have proper phase and field strength, the combination
 
of these two modes will result in very weak field on the edge of the
 
horn in the E-plane. The'edge diffraction and the effective radiation
 
aperture are then reduced) resulting in a lower side lobe level and a
 
broader pattern in the E-plane.
 
The circular waveguide mode will be used to analyze the radiation
 
pattern produced by the coexistence of the TE1 1 and TM modes. This
 
is a good approximation for a conical horn of small flare angle. Assuming
 
that mismatches of these two modes at the waveguide open-end are negligi­
ble, their patterns are given by49
 
TBi Modes:
 
s in ) -jk R
 
TEII 
Ee + k cos () sine sine R 
4 j (k b e 
(5.1)
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and
 
J{(kbsinO)
 
E, (sosO + (Kb) ksin 2 cos' - (5.1) 
Is 
ILI,,Mode: 
DTMI J{(Xb)Jl(kbsine) e-JkR
 
Eo cose + sin - (5.2)
 
Sk 
 2x R 
1 \k(sne 
E ~0
 
Where
 
k = free space propagation constant
 
b = radius of circular aperture
 
K = 1.8i/b
 
x = 3.832/b
 
TE11= (k-k )
 
f3T14I= (k-x2) 
The E-plane pattern is found to be: ( = 90 ) 
-E Mode: EI J (kbsine) e j kR
 
Ee 1 + - ose "J(b(.)
 
k sine R 
TMII Mode:
-11e 
TM 
 J{(Xb)Jl(kbsin6) 

e-JkR 
E o cose-- 1n 2 
1 (Tsine/ 
(5-.2) 
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The H-plane pattern is obtained by setting = 00.
 
TEB Mode:
 
J-(kbsine) 
 jkR
 
V ose - 2T1)J1K)e(5.5)
 
k. 1(ksinO) R 
TM 1 Mode:
 
E0 = 0 (5.6)
 
It becomes clear that the H-plane pattern of the TE1 1 mode is not
 
affected by the existence of the TM mode since the 0 component of the
 
TM1 1 mode pattern is identically equal to zero. We now introduce a
 
conversion factor C defined as
 
JE TMIII
 
P (at 
 p b, V = 900) (5.7)
 
IE millP 
where
 
P; D = cylindrical coordinates
 
ETE ll M 1
E - radial components of the TEl and TM modes 
p p 
It is easy to prove that by comparing E e component of TE1 1 and 
mode patterns and C, the resultant pattern is given by:TM1 1 

E-plane PTEllCS0 cosG + 1 Jl(kbsine) 
11+ ~T 11 os' C (Xkl2) 
k (Xsine 
B(TEII + TM11 ) = + TEI 
k 
(5.8) 
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H-plane
 
e ) - J2 (kbsine) 
PTE J 
(k bsin

E4 (TEII + TMI) = os + k + TE1 1) ( kn 
(5.9) 
Note that E and. E0 have been normalized to the on-axis (o = 0) field
 
amplitude. Radiation patterns in'other planes can be obtained in a
 
similar manner.
 
To illustrate the effect of C on the E-plane beam shape, pattern
 
plots as a function of aperture size are presented in Fig.(5-h). The
 
use of the TM11 mode.to' shape the TEl mode pattern is verified after
 
reviewing those figures.. As the aperture size is close to the TM1 1
 
mode cutoff wavelength (e.g.,. D/X = l..25), a large conversion factor is
 
needed to equalize the E-, and H-Wpattern at the -10 dB point. As the 
aperture size increases, the necessary magnitude of the conversion factor 
decreases drastically. For example, C > I for D/X = 1.25, but C = 0.7 
for D/X = 1.75. Cremains,essentially constant (has a value between 
0.6 and 0.7) for D/ 1.75. Figure (5-5) indicates the variation of C 
with the normalized aperture, size,, or equivalently, it shows the depend­
ence of the necessary magnitude of CG on the freqpency. 
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radiators.
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Fig. 	(5-5)--Variations of conversion factor for equalizing E - and H­
plane pattern at the - 10 dB point.
 
5,.2,.2 Design Considerations
 
The conversion factor of a step discontinuity C as derived in
/ s'
 
Appendix A is given by
 
Jl(5.852a) 
C =o-754 (5.10)
 
Ji(l.841-')
 
As shown, C is a function 	of step size. In deriving the trans-
Cs 

verse E-field components at the discontinuity are assumed the same as
 
the incident TE mode. As a result the phase front is unchanged and
 
the TE and TM modes are in phase. For the flare angle change in a
 
norn, the higher order mode must be excited such that the curved phase
 
front is matched. Thus, we cannot expect the TM mode will be in phase
 
I-i6 ­
,50o5
 
with the TE11  dominant mode. Tomiyasu5 1 showed that in this case the
 
complex conversion factor (which indicates phase) is
 
x lo-7 
Cf j 1.76 1 a 	 (5.11) 
Where: a is the flare angle in degrees
 
D is 	the diameter of the horn throat
 
The 	TE and TM modes are, therefore, in phase quadrature. Figure (5-6)Y
 
OUTGOING WAVE
OUTGOING WAVE
HASE 	 FRONT PAEFRONT" 
PHASEORT
INCIDENT WAVE
INCIDENT WAVE /PHASTORT 
 (DSOT)
PHASE 	FRONT (NI D) PHASE FRONT 

FIARE 	 CHANGE DISCONTINUITYSTEP 	 DISCONTINUITY 
Fig. (5-6)--Phase front change ,at waveguide discontinuities.
 
illustrates the phase front change of a wave at a step dis&ontinuity and
 
at a horn flare change discontinuity.
 
The TE and TM modes must be in phase at the horn aperture to
 
enable the additive combination of their far field components to produce
 
the desired pattern. The factors affecting the differential phase shift
 
between these two modes are:
 
(a) 	the phase of the generated modes at each discontinuity as
 
discussed above
 
(b) 	-the length of the oversized waveguide and horn.
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The differential .phase shift, 64 guide between TE1 1 and TM1 1 modes in
 
the oversized waveguide,section is: given in radians by
 
guid~e "X 
 a 

-a 
 (5.12) 
where
 
B = guidea length
 
a- = guld!- radus, 
The differential phase shift, Ahorn I between the TE1 1 and TM11 modes 
in the horn section isl given,in radians by 
lBl)~- __A~ho7n 2- 2lhx 
11. Ix cos- 1.84lx 
= 
s(int A2 T
-
-horn +.... 
 . . rr
A 
_(2 11.841X )t' + (3.2" cos1- 1.841x 
, X)2) . + (3.2X)cos 2rri
 
(5.13)
 
where
 
a =halfi horn, flare- angle'
 
rb = hornt throat. radius­
rA,= horn, aperture, radius-

As shown, the differential ph-ase shifts are,a frequency sensitive parameter,
 
which,cause the,muttimode horn,to be a narrow-band radiator.
 
118­
The conversion factor appearing in Eq. (5.8) is actually a re­
sultant of the conversion factor of all discontinuities. 52 Referring
 
to Fig. (5-7) the step discontinuity at junction 1 excites a T'1 1 mode
 
C~e1 O c~eJ -1 2 -e 3eir/2
 
Cej 0 2a 2b 
Fig. (5-7)--Multimode conical horn.
 
with complex amplitude C e times that of TE mode. Similarly, at
 
junctions 2 and 5 the TM1 1 mode amplitude relative to TE1 1 mode are
 
C2 j7r/2 and C3eJ h/2 respectively. In general the C's are small and
 
to a first order approximation we may assume that the resultant complex
 
jo

conversion factor at the aperture C e , is the sum of the conversion 
factors at each junction. 
e .=1ejo+ e2 ) eJ/2 -j02-j(e1 C3eJ7/2
 
O 1el Oe+ C2 e +0
 
(5.14)
 
Note that all the phase are relative to TEl mode.
 
C = Cl cos(e 1 + e2) - jcsin(6I + e2) + C2 cos(n/2 - e2) 
+ jC2sin(r/2 - e2 ) + jC3 (5.15) 
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which is equivalent to the following set of equations:
 
sin(eI + e2) = c2 cose 2 + 03 (5.16)
C1 

c1 cos(e 1 + e2) = c2 sine2 + C (5.17)
 
The parameters involved in this set of simultaneous equations are C, Cli
 
C2 and el1 02. The question remaining in the design is what parameters
 
can be suitably pre-set. It is observed that the adjustment of the flare
 
horn section is much more difficult to accomplish than that of the cir­
cular waveguide section (between junction 1 and 2). Therefore, if we
 
can find a proper flare angle and horn length such that its effect on the
 
resultant conversion factor, Ceje  is negligible, then it only remains
 
to adjust the circular waveguide section to obtain the desired conversion
 
factor magnitude at the aperture. From (5.16) and"(5.17) we obtain
 
magnitude C1
 
C = ((C2 cose2 + c3)2 + (c - c2 sine2)2)1/2 (5.18) 
c2 cose2 + C5
 
tan(e1 + e2) - 0 
- c2 sin 02 + C 
For a qualitative analysis let's assume that C C3 . If we choose 
e2 & we will have
1 0° 

el + 62 , 3600 (5.19) 
It is obvious in this case, C only depends on C ; that is, C is
 
directly controlled by Cl . which is a function of b/a . Note that in
 
our analysts we assume the circular waveguide and the horn section are
 
lossless so that the conversion factor will not change as the waves
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propagate. This is not strictly true, however, since the conversion
 
factor is defined as the ratio of mode amplitudes which will be atten­
uated at a different rates for different modes. Although C2 will not
 
°
 
e2 , 180
be exactly equal to C3 in a practical situation the choice of 

will minimize the effect of the flare horn.
 
5.2.3 Experimental Results
 
Two multimode horns have been designed as shown in Fig. (5-8a) and 
(5-9a): one is an open-end waveguide type with D/X = 1.25 for use in a 
prime focus system and the other is a horn type with D/X = 3.0 for use 
V 
Fig. (5-8a)--Experimental model of 12 GHz multimode waveguide feed. 
This page is reproduced at tdo 
rpouto ekdt rvl 
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Fig. (5-Bb)--M4easured E- and H- plane pattern of the 12 GHz
 
multimode waveguide feed.
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Fig. (5-8c)--Measured far field phase pattern of the 12 0Hz multi­
mode waveguide feed.
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Fig. (5-9a)--Experimental model of the 12 GHz multimode conical horn.
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Fig. (5-9b)--E- and H-plane pattern of the 12 GHz multimode conical horn.
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in a Cassegrain system. Figure (5-8b) shows the measured E- and H-planes
 
patterns and Fig. (5-8c) shows the far field phase measurement of the
 
guide type horn. As is seen, the radiation pattern of this horn has
 
good circular symmetry and a constant phase extending from -600 to +600.
 
The cross polarization component is also small--about 28 dB down from
 
the peak of the principal pattern. The measured E- and H-plane patterns 
of the horn feed, shown in Fig. (5-9b), are found to be almost identical 
to - 30 off axis. Figure (5-9c) is the axial ratio measurement of this 
horn. As shown, an axial ratio of less than I dB to ± 25 off axis is 
achieved and a low cross polarization level can be expected. 
' . D/A=3
 
30 25 20 15 10 5 0 5 10 15 20 25 30
 
DEGREES 
•.(5-)-- e axial ratio of the 12 GHz multimode conical 
horn. 
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5.3 CIRCULAR WAVEGUIDE POLARIZER 
A well-known method of obtaining circular polarization is to produce
 
a 90 degree phase difference between two orthogonal linearly polarized
 
waves of equal amplitude. A circular waveguide periodically loaded with
 
pins may be used as a polarizer. If an incident linearly polarized wave
 
is inclined 45 degrees (Fig. (5-10)) with respect to the pin axis, its
 
Fig. (5-10)--Orthogonal components of wave in a circular waveguide pin­
polarizer.
 
component parallel to that axis will be advanced in phase (designated
 
here as channel 1) and the orthogonal component (channel 2) will be un­
affected. The polarizer loading is so adjusted that the differential
 
phase shift is equal to 90 degrees, thus resulting in circularly polarized
 
wave.
 
A symmetric pin is used in the polarizer because it reduces the
 
number of higher order modes set up, thus reducing coupling between
 
pins and making the depth of insertion less critical. The inductive
 
type of susceptor is not suitable for use in the 12 GHz band because
 
extremely tiny post is required.
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5.3.1 Parameters of a Polarizer
 
The performance of a polarizer is characterized by the following
 
parameters:
 
(1) 	Axial ratio
 
Axial ratio is defined as the ratio of minor to major axis of
 
the polarization ellipse. Axial ratio is optimized by selecting
 
loading iris or post dimensions so that the differential phase
 
shift is close to 900 across the frequency band.
 
(2) 	Cross coupling
 
Cross coupling is defind as the ratio of the power of the
 
reflected wave in the plane perpendicular to the plane of the
 
incident wave to power of the incident wave. If the cross
 
coupling is high, then the reflected wave in the plane per­
pendicular to the plane of the incident wave will generate
 
opposite sense of CP wave and therefore the axial ratio of the
 
desired sense of CP wave will be severely degraded. The cross
 
coupling is minimized by minimizing reflection coefficients
 
in both channel 1 and 2.
 
(9) 	Input VSWR
 
Input VSWR is a measure of reflection looking into the input
 
port.
 
5.3.2 General Analysis
 
The 	axial ratio in dB is given by the following equation
5 3
 
A.R. = 20 log tan(I/2 sin-I (sin2y sin)) (5.20)
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where
 
y is the ratio of magnitudes of transmission coefficient in channel
 
1 to transmission coefficient in channel 2
 
* is differential phase shift between waves in channel I and channel
 
2
 
In most polarizers, losses are sufficiently small so that (5.20) reduces
 
to
 
A.R. = 20 log (tan ) (5.21) 
VSWR of the polarizer can be computed from the reflection coefficient of
 
the two channels,
 
I + 1 ("22 
VSWR (5.22) 
2 P 2,i))/

P (01,r + 2,r ) + (l,im + P2im)2)l/2/2 (5.25)
 
where 
p - polarizer reflection coefficient 
01,r' 0lim - real and imaginary components of channel I reflection 
coefficient. 
02,r' 02,im - real and imaginary components of channel 2 reflection 
coefficient.
 
The cross coupling in dB is also computed from the reflection coefficients
 
of channel 1 and channel 2 as follows:
 
2 2
 )

) - P2 im
+ (P, im 

- P2,r(P1 r 

x 
c=20 log 2 (5.2h)
 
where c is the cross coupling in dB.
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To obtain p, and P2 , we use the generalized network of one of
 
the two channels of a polarizer as represented in Fig. (5-11, which
 
Ii I. I. 
+ 4 + + ++ 
V2 VV! V2 

Fig. (5-1l)--Generalized network of a polarizer.
 
consists of susceptance and line length in cascade. The overall trans­
mission matrix is the product of the matrix corresponding to each shunt
 
'55
 
element and line length.
54
 
[v] =A]total 0 where [Atotal = l][A 2J F 
(5.25) 
and 
]o= 
cosg2 
[j sinfr 
JYosinO 
JZosin 
0 
cos1g 
-
for uniform tran
line of length 
smission 
1K] F for shunt element of sus-
LJ 0 ceptance jB
 
128
 
Reflection coefficients for each channel are obtained using the following
 
relation:
 
B - C
 
p (5.26) 
2A + B + C 
Where 0 is the reflection coefficient of channel 1 or channel 2, and 
ABC,D are the elements of [A]total matrix' Phase shift of each channel 
is obtained from the following relation 
B+C 
tane = - (5.27)
A+D
 
The analysis of a general circular waveguide polarizer may be implemented
 
by the use of a digital computer.
 
5.55 Experimental Results
 
The equivalent susceptance, B/Yo I of a symmetric capacitive post
 
as a function of depth of insertion into a circular waveguide has been
 
determined experimentally, using the nodal shift method.6 The results
 
of these measurements are shown in Fig. (5-12).
 
A three-element polarizer design is shown in Fig. (5-13). A
 
preliminary design was made consisting of a polarizer loaded with equal
 
susceptances spaced 0.45 in. apart. The susceptances at both ends were
 
then tapered to improve the VSWR while the total differential phase shift
 
was still kept close to 90 degrees. Spacing is not critical and by it
 
can be reduced by repeated computer trials. The final dimensions are
 
shown in Fig. (5-lI). The experimental results are shown in Fig. (5-15).
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NOW{ALIZED INSERTION DEPTH(s/d) 
Fig. (5-12)--Measured susceptance of a capacitive post in a circular wave­
guide.
 
Fig. (5-13)--Experimental model of a 3-pin 12 GHz polarizer.
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Fig. (5-14)--Dimensions of the experimental polarizer.
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Fig. (5-15)--Measured VSWR and axial ratio of the experimental
 
polarizer.
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1.0 
5-4 Waveguide High-Pass Filter With Exponential-Raised-To-Cosine Taper
 
A piece of uniform waveguide is intrinsically a high-pass filter.
 
In 	general, when a waveguide high-pass filter is used in a waveguide
 
circuit, its dimensions are smaller than those of the adjacent components.
 
The design of a waveguide high-pass filter therefore involves (1) the
 
design of a transition between different sizes of waveguide to attain
 
low 	passband reflection, and (2) the choice of proper lengths to obtain
 
the 	required stop band isolation. To match two different sizes of wave­
sow­
guide a tapered transition has been shown superior to quarter-wave or
 
other resonant type transformers from the standpoint of bandwidth and
 
reflection characteristics. The tapered transition has a characteristic
 
impedance that varies continuously in a smooth fashion and can be con­
sidered as a nonuniform transmission line. The choice of the type of
 
transition is the most important step in the design.
 
In studying certain analytic functional variations of characteristic
 
impedance which satisfy the basic properties of a high-pass filter, Tang5 7
 
found that the following function yields a reflection characteristic
 
with the steepest rise near cutoff:
 
in(Zl/Z2)1/2 cos 2 (j) 
Z(x) = (Z1Z2 )1/2 e 	 (5.28)
 
where
 
Z(X) = Characteristic impedance of the filter
 
Z Z	2 = Impedance at ends of the taper
 
L = Filter length
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The disnovery of this function is an important contribution to the design.
 
Unfortunately, Tang's analysis did not show how to take into account the
 
fact that in a waveguide the phase constant, O(x), is also a function
 
of the cross-sectional geometry and hence, also a function of position
 
(x) along the taper. His conclusions are valid only for a TEM line,
 
where the phase constant is a constant, and thus have to be modified
 
for the case of a waveguide, especially when the operating frequency is
 
close to the cutoff frequency of the waveguide. A technique is devised
 
here to specify the profile of the high-pass filter whose characteristic
 
impedance is experessed explicitly as a function of p(x) and x . The
 
methodology of design is also different between Tang's approach and the
 
approach adopted here. It can be seen that Tang specified the character­
istic impedance function of the entire filter at one time while we utilize
 
a separate matched taper transition, followed by a length of uniform
 
waveguide which can be properly adjusted for any desired isolation in the
 
stop band. We will analyze both the reflection characteristics and the
 
transmission characteristics of the composite structure. The manufacturing
 
tolerance can also be investigated using our analysis technique.
 
5.4.1 	 Specification Of The Profile Of A Waveguide Taper By The Use Of
 
a Numberical Technique
 
The impedance and reflection coefficient of a nonuniform waveguide
 
is derived in Appendix B. From Eq. (B-15), Appendix B we know that a
 
rigorous exact mathematical solution is possible only when the character­
istic impedance of the line, Zc(x), is specified. For convenience,
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'Eq. (B-15) is rewritten as follows:
 
F(O) eJ2 d(nZc)r(o) = P e de d 
0 
where 
r(O) = input reflection coefficient 
X 
e f p(x)dX 
0 
L 
00 = f (x)dX 
0 
As indicated, Zc must be specified as a function of e for the wave­
guide taper. Since this may be rather difficult Zc is usually expressed
 
as a function of x only as an approximation. However, the operating
 
frequency is close to the cutoff frequency of the waveguide, this approx­
imation is no longer valid. Although Tang specified Z (x) of the whole
 
filter at one time and this approach is to design the transition section
 
first. The form of his result still can be used. The following char­
acteristic impedance function, which takes into account the fact that
 
the phase constant varies along the taper., is suggested for the tapered
 
transition.
 
(ZZz 1//2cos We
 
Z(e(x)) (zZ2 )1/2 e (5.29a) 
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where
 
x
 
O(X) = f 3(x)HX
 
0
 
S 
gif(x)dX
-s f 
0 
S = Length of the taper 
ZI Z = End impedance of the transition 
Note that, if P(X) is a constant, (5.29a) becomes
 
zX) -(ZIZ 1I/2 e n(Z 1iZ2)cos -fX/s (.9)Zc(X) = (Z)l2e l 2/(5.29bl 
which"is the characteristic impedance variation along half the filter as
 
Tang suggested. It is worth noting that Ze (O(X)) in (5.29a) satisfies
 
the following boundary conditions.
 
(A) Ze((O)) = Z1
 
(B) z(e(s)) = z 
(c) dz(0(X))d dZ((L))~ le O= dX IX=O dX S
 
The next question is how to specify the profile of the taper from
 
Eq. (5.29a). Specifically, how can X be determined for a given
 
ze(e(X))? A numerical technique will be employed here to deal with the
 
problem. From Eq. (5-29), the following result is obtained:
 
e(x) s cos 1 n z((x)) (5.30) 
1 / 2
 
S(zl - z
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For convenience: it- is-rewritten as
 
e(x) -	 z (e(x)) Z
 
--
_n
n
7 Co( 
(5.31) 
Referring to Fig. (5-16), we see that 
Z1 , Z° (e(X)) < Z2 (5-32) 
It 	follows that
 
Z,° (e(x))
Go< .9n cq.< n-z2 (5-33)
 
ZI zI
 
Now we define the parameter
 
zI 
D =- -. where N is an integer (5.34) 
N 
Then we partition the-space. 	e(X) into'N section e(X9,) e(X2 ),...e(xn)
 
z (e(x))
 
that fn C has equal 	increments.- That is 
9n - iY where i = 1l 2, ... N (5.35') 
X.. is, the pos-itibn where (5-55) is satisfied. 
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In terms of i and D, (5.31) becomes
 
e(x.) s- ' 1) ('1 

=- Q-(5.36)~Cos 

where
 
X. 
0 
Thus, e(xi)d/ can be calculated for a given i. corresponding to value
 
of Z(I(X)) such that
CO z 2 
Zc(G(X)) =i Zi

Yn C~~) - . i (5-37) 
gl1 N
 
Oxnext step is to find X. and Xi after e(Xi)/ is obtained from
 
(5.36). For convenience we define
 
e(x i ) 
Note that e0 0 It follows directly from the definition
 
0 - 1 (X)dX 13(X1),X 
0
 
02 1 (X)dX - p(X)dX + 1 3(X)dxj 
0 0
 
Il+ - P(xe2)AXe (5.39)
I
 
0i ei- + -(xi)AXi 
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where
 
4X=X. - X1 1 i 
)The above approximations are a direct result of assuming N is very large 
so that 3(x) is constant in each incremental interval of Xi, AX.• 
We let
 
As .- 0e. i- 1,2, .. N (5.4o)
1i-i
 
It is a simple task to show that
 
1
 
60 i - (Xl)4Xl 
As2 gxj( 2 X 
,Ji 3(Xi.)AX. (5.141) 
which may be written as
 
(-AX
 
2 - 1 
--- -AX 2
 
P(x2 ) 
(5.42)
 
i 1 i
 
P(X i )
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Summing both sides, of Eq. (5.42) the following result is obtained
 
-
 =.- Ak. 
-S (5.43)
 
i=l P(Xi) i=l
 
S- N 
11
 
The taper length S can be assigned several trial values, Ae. can be
 
obtained from (5.38) and (5.40), and f(X can be calculated from
 
zc((xi)). Thus AX, AX2, ... AXi can be calculated from Eq. (5.42).
 
Finally, X i can be obtained from the relation
 
i
 
Xi = 6xi , i - 1, 2 ..., N 
0
 
This procedure can be implemented with the aid of a digital computer.
 
Although we have only focused on the exponential-raised-tocosine function,
 
the above analysis does not lose its generality and can be applied to
 
design tapers using other functions.
 
z(e(x))
 
Z, (Xj))
 
Z.((X 1QO)­
'Z1
 
II
 iX 
I, 
0 I Xi1/ 
n ( ) cos We(zZ)/2 e
 Fig. (5-16 )--Typical plot of Z((x)) 
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In order to compare designs using Eqs. (5.29a) and (5.29b), the
 
reflection characteris-tics .of two high-pass. filters are calculated as 
shown.in Fig. (5-17).. These filters consist of two tapered transitions
 
in cascade. Curve A is the design using Eq. (5.29b), which considers
 
the phase constant invariant along the filter. The group of curves
 
labelled B represents the design using Eq. (5.29a). The performance
 
of the design presented in this paper is obviously far superior to that
 
suggested by Tang. The partition number (N) in Eq. (5.34) also affects
 
the performance of the filter, as can be seen from the various curves
 
in Group B of Fig. (5-17), where comparisons have been made for N = 10,
 
20, 30 and 40. The larger the value of N, the closer the stepped profile
 
will approach the original smooth profile of the filter. In this example
 
the reflection characteristic shows little change for N > 30.
 
5.4.2 Experimental Results
 
A waveguide high-pass filter of circular cross-section was designed
 
and fabricated for the 12 GHz low-cost Educational Television ground
 
station (see Fig.. (5-18)). This filter is designed-to have 20 dB iso­
lation at -182 GHz and a VSWR less than 1.20 over the frequency band
 
from 11.94 GHz to 12.06 GHz, a separation of 1% between pass band and
 
stop band. The exponential-raised-to-cosine taper has a length of 2.75
 
inches with its,profile specified in the table of Figure (5-19). The de­
tailed dimensions of the whole filter are shown in Fig. 5-19. It can
 
be seen that the tapered transition first transforms a guide of 0.72 inch
 
in diameter to a guide of 0.583 inch in diameter which has a cutoff
 
frequency at 11.866 GHz. The 0.583 inch guide is then extended 0.25 inch
 
- 14o ­
1.9 
1.8-T 
1.7 	 COM4N FEATURES
 
HALF FILTER LENGTH S. = 2.5"
 
DIAMETER AT TWO ENDS d - 0.72" 
DIAMETER AT CENTER d 1 0.584"1.6-

(CUT-OFF FREQUENCY -211.846 Gz)
CURVE A 

(DESIGN USING
 
EQUATION (5.29b))
 
1.5
 
>1.4­
11-10
 
1.3
 
1.2 	 (DESIGN USING
 
EQUATION (5-29a)
 
N20
 
N-30
 
N-40
1.]
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Fig. (5-17)--Comparison of VSWR of different filter designs.
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to add more isolation at the stop band. It is then followed by an
 
identical tapered transition which transforms the 0.583 inch guide back
 
to the 0.72 inch guide. The whole filter is a symmetric structure.
 
i* .................... .  *t '.6. 7
 
Fig. (5-18)--Experimental model of 12 GHz high-pass filter.
 
The design is analyzed with a computer program which considers the
 
shown in Fig. (B-i) and the
filter as a stepped waveguide structure as 

scattering matrix (S-matrix) is then used to calculate the transmission
 
loss and the reflection characteristics. The calculated and measured
 
results are compared in Figs. (5-20) and (5-21). It is worth noting
 
.002 inches in the cutoff guide section (center
that a machining error of 

section of the filter) has been made, which causes the measured curves
 
to shift toward lower frequency. As will be seen that except for this
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Fig. (5-20)--Calculated and measured VSWR of the 12 GHz filter.
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slight dimensional error the theory gives excellent prediction of the
 
experimental characteristics of the high-pass filter.
 
5.5 12 GHz ANTENNA SYSTEM PERFORMANCE SUMMARY
 
To evalute the performance of an antenna system with the feed and
 
microwave components designed in this chaper, a seven-foot prime focus
 
receiving antenna with F/D = 0.48 is assumed. The assembled feed system
 
is shown in Fig. (5-1a).
 
5.5.1 Frequency Range
 
The system is designed to be operated over, the 11.90 GHz to 12.10
 
GHz band.
 
5.5.2 Efficiency
 
The efficiency factors discussed in Chapter 2 are calculated by a
 
computer program using the measured pattern of the multimode waveguide
 
feed. The results are tabulated in Table 5-1. The blockage loss is
 
calculated based on the feed support structure proposed in Fig. (5-23).
 
The rms surface randomness is assumed to be 0.04".
 
7 FT.
 
Fig. (5-22)--Proposed feed-support configuration for blockage calculation.
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Table 5-I.
 
EFFICIENCY SUMMARY (12 GHz)
 
Spillover 0.964 
Aperture, 0.731 
Phase 1.000 
Cross Polarization 0.997 
Blockage o.916 
Surface 0'.997 
Total 64% 
RF Loss, 1.92 dB. 
5 -5-- System. Insertion Loss- and Computation3 Feed Gain 
Feed system Iosses consisting of the dissipative and the reflective 
portions- are shown in Tahle- 5-2. 
Table, 5-2. 
FEED SYSTEK INSERTION LOSS 
Item- Loss (dB)
 
Horn: 0.05 
Eolarizer 0.10 
High-Pass Fil.ter 0.25 
Waveguide-torcoax 0.05-
Adaptor
 
Total 0.45
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The losses shown in Table 5-2 are representative of actual values measured.
 
The combination of RF scattering and dissipation-produce a gain value of
 
46.20 dB at 12 GHz as shown in Table 5-3-

Table 5-3
 
GAIN COMPUTATION
 
Ideal Gain (dB) 48-57 
RF Loss 1.92 
Feed Loss 0.45 
Net Gain 46.20 
5.5.4 Noise Temperature and G/Ts
 
The total noise from RF scattering is summarized in Table 5-4 for
 
antenna elevation angles of 10 and 45 degrees.
 
Table 5-4
 
RF SCATTERING NOISE TEMPERATURE
 
Noise Temperature OK
Source 
100 elevation 450 elevation 
Spillover 5.11 3.49 
Cross Polarization 0.07 0.02 
Blockage 7-56 10.58
 
Surface 0.48 
 0.15 
Main Beam 20.56 
 6.70
 
Total 33.680K 17.94'K
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In addition to noise-fromr the antenna-aperture,. the feed loss contribution
 
ia-require to-complete antenna system temperature,. TAS calculation.
 
The feed, loss of this, system.is found to be 0.45 dB. From Eq. (2.15)
 
TAS 
_ L 
- T0 
we 	 found 
TAS =59.o%0Vat, 100 elevationAS 
= 4l.850K at 45,0 elevation
 
The system noise temperature, Ts , is- calculated according to 
S- AS' K 
For a receiver of 7 dB' noisa figure, TR = 11700K.
 
Thus,
 
Ts 	 = 1229.080K at 100 elevation
 
= l2th.85PK at'450 elevation
 
° 
 ° The GI/Ts is found-to,be l5.70 dB/K for 10°*elevation and 15-36 dB/K 
° for 	450 elevatio..
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CHAPTER 6
 
COST ANALYSIS OF SATELLITE GROUND STATION
 
6.1 ECONOMIC PARAMETERS OF A SATELLITE COMMUNICATION GROUND STATION
 
The economic aspects of a small size (less than 20-foot diameter antenna)
 
ground station are governed by the sensitivity parameter-figure-of-merit
 
(or G/Ts) as defined in Chapter 2. The cost of an antenna increases
 
with increasing antenna diameter, and the cost of a receiver increases
 
with decreasing noise temperature. It is therefore possible to select
 
a certain combination of antenna size and receiver noise characteristics
 
to minimize the cost of a ground station while still meeting a particular
 
sensitivity requirement.
 
The cost of receivers operating at 2.6 GHz and 12 GHz has been studied
 
in Volume I and the results are summarized in Fig. (6-1), where receiver
 
cost versus noise figure (or type of pre-amplifier) is plotted, using pro­
duction quantity as a parameter. The noise figure investigated ranges from
 
2 dB to 10 dB. Actually the region comprising both low cost and good signal
 
quality is from a noise figure of 4 dB to 8 dB. The cost of an antenna is
 
determined primarily by the following factors:
 
A. Reflector manufacturing techniques
 
B. Type of antenna feed.
 
C. Installation
 
D. Tracking requirements
 
E. Size
 
Cost savings resulting rom large quantity production is another major
 
factor under consideration.
 
*The term "receiver,, as used throughout the report includes only the
 
amplification circuit and electronics of the converter but includes the
 
antenna and feed RF system.
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Fig. (6-1)--Receiver cost versus noise figure.
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6.2 REFLECTOR COST
 
Reflector construction types can be categorized as follow:
 
A. Fiber-glass
 
B. Chicken wire
 
C. Flat segmented aluminum
 
D. Spun aluminum
 
E. Stamped aluminum
 
F. Zoned reflector
 
Some of these techniques have been well developed; and hence reliable
 
estimates in cost can be made through quotes and discussion with manufac­
turers. The total cost of a reflector depends not only on the type of
 
construction but also on such important factors as transportation and
 
assembly time. Furthermore, other factors such as gain reduction, surface
 
uniformity, structure rigidity and damage resistance should also be taken
 
into account in the process of making decisions. Comparisons among the
 
above-mentioned techniques are ,summarized in Table 6-1.
 
A chicken wire type reflector does not have a strong mechanical struc­
ture or good surface uniformity. Further since it cannot be built at low
 
cost it is ruled out for consideration in this study. A flat segmented
 
aluminium reflector has been evaluated by Janky3 and shown to be a potential
 
candidate for use at 2.6 GHz. However, an inevitable gain reduction (approx­
imately 2 dB for a seven-foot reflector), and a lack of cost advantage
 
over spun aluminum or stamped aluminum for mass production makes this
 
reflector unattractive at 12 GHz-.
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Table 6-1 
COMPARISON OF REFLECTOR MANUFACTURING TECHNIQUES
 
Manufacturing Techniques 

Fiber-Glass 

Chicken Wire 

Flat Segmented Aluminum 

Spun Aluminum 

Stamped Aluminum 

Zoned Reflector 

Advantages 

.Uniform Surface 

.Light Weight 

.Low Wind Resistance 

.Low Cost At 2.6 GHz 

For Moderate Produc­
tion Quantity 

.Easy Shipping
 
.Uniform Surface 

.Uniform Surface 

.Low Cost For Moderat 

Quantity Production
 
.Strong Mechanical
 
Structure
 
.Easy Mount
 
Disadvantages
 
.Know-How Limited To
 
Fabricate Small Re­
flector (15 FT.)
 
.Non-Uniform Surface
 
.Weak Structure
 
.Expensive At 12 GHz
 
.Gain Reduction
 
.Expensive At 12 GHz
 
.Expensive For Small
 
Quantity Production
 
.Expensive For Small
 
Quantity Production
 
Gain Reduction
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Fiber-glass, spun-aluminum and stamped aluminum reflectors are commonly
 
used in small terrestrial communication stations and all are good quality
 
reflectors. Therefore, cost is the dominant factor in determining a choice
 
between them in a low cost system. In general, for reflectors less than
 
seven feet, fiber glass and spun aluminum have lower cost than that estimated
 
for the stamped aluminum reflector, (Table 6-2). The selling price, which
 
includes overhead cost and profit, is obtained by multiplying the factory
 
cost by a factor of 2.5.58
 
Zoned reflectors reduce reflector cost compared to stamped aluminum
 
techniques for low quantity product ion. As shown in Table 6-3 the tooling
 
cost per unit reflector for a production quantity of 100 units is much
 
lower than that of smoothly stamped aluminum. Because all the zones are
 
designed to lie on the same plane, the zoned petals can be assembled easily
 
on inexpensive straight metal mounting strips. The assembly cost is also
 
reduced substantially. Mechanically, this reflector is strong and can be
 
fabricated from thinner material. It can also be easily mounted on the
 
wall of a building which results in installation cost reduction. No vendor
 
has been willing to quote on the flat sheet zone reflector. Lack of
 
experience is cited as a major reason. However, they do agree
 
that as contour in the radial direction is straight line instead
 
of a parabola, it would' be easier and cheaper to build the straight
 
contour using sheet metal than to build a parabolic contour fixture to
 
hold parabolic shaped metal panels, as is conventionally used for
 
reflectors of diameter greater than 15 feet.
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Table 6-2 
COST OF STAMPED ALUMINUM REFLECTOR (8 PANELS, 7-FOOT)
 
Production Quantity
 
Item 10 102 
tooling $ 850.00 $ 85.00 $ 8.50 
aluminum sheet 45.00 32.00 23.00 
assembly parts 6o.oo 4o.oo 22.00 
feed support 75:00 50.00 33.50 
test 30.00 20.00 10.00 
Total factory cost 1o6o.oo 227.00 96.50 
Selling price(x2.5 ) 2650.00 567.50 241.25 
Table 6-3
 
COMPARISON OF STAMPED SEGMENT ALUMI-
NUM SMOOTH REFLECTOR AND ZONED REFLECTOR 
(Each reflector consists of 8 panels, 
and only tooling costs are compared) 
Production Quantity 
102 1O3
10
Reflector 

smooth reflec- $ 850.00 $ 85.00 $ 8.50
 
tor
 
zoned reflec- $ 590.00 $ 59.00 $ 5.90 
tor 
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6.3 INSTALLATION COST
 
To obtain an idea of how this factor contributes to the cost of
 
an antenna a curve showing installation cost versus antenna diameter
 
is given in Fig. (6-2); this information is the result of a study
 
2
 
conducted by General Electric Co.. For a fixed size antenna, the
 
higher the frequency the narrower the beam. Therefore the antenna mount
 
strength specification is moire severe for 12 GHz than for 2.6 GHz.
 
300
 
S200
 
0 
100
 
40 
I I 1I I 
4 6 8 10 12 
ANTENNA DIAMETER(FEET) 
Fig. (6-2)--Small antenna installation cost.
 
6.4 COST OF ANTENNA FEED SYSTEM
 
In the proposed low cost Educational Television ground station only
 
circular polarization reception is required. Three potential configurations
 
of an antenna feed system which satisfy the requirement are presented
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for cost estimation:
 
A. 	Waveguide system: consisting of a horn radiator, a waveguide
 
:polarizer and a high pass filter (or Band Pass
 
Filter),. 
B. 	Helicon system: consisting of a helicone and a strip line bandpass
 
filter
 
C. 	Archimedean system:consisting of an Archimedean spiral radiator and
 
a strip line bandpass filter.
 
Table 6-4 to Table 6-6 show the cost of these alternatives.
 
Note that all three components of a waveguide system are diecast as an
 
integrated unit.
 
6.5 COST OF TRACKING SYSTEM
 
It has -een found that an earth station with automatic tracking
 
capability costs twice as much as one without tracking. This finding is
 
not surprising, because a conventional monopulse tracking system, with
 
either conical scan or multimode ,tracking, requires a tracking receiver,
 
a complicated tracking feed network, and a steering mechanism. A mass­
producible auto-track system-the so called step-track system-was proposed
 
in Chapter 2. 'Table 6-7 shows the estimated cost of such a system,
 
for which a block diagram is shown in Fig. (6-3). It is assumed that
 
the feed (instead of the reflector) is instructed to move within five
 
beamwidths of the boresight axis to seek maximum signal strength. A
 
small stepper motor is sufficient, because only the feed is moved.
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Table 6-4 
COST OF WAVEGUIDE SYSTEM 
Item 
die cast aluminum 
Quantity 
of parts 
2 
Production Quantity (Units/Year)
2 3 
10 10 102 10 
380 4o 6.6 3.4 3.4 
testing 43 4.5- 0.8 o.4 0.3 
Total Factory Cost $423 $44.5 $7.4 $3.8 $3-3 
Table 6-5
 
COST OF HELICONE SYSTEM
 
Item uantity2R Production Quantity (Units/Year) 
of parts 10 10 010 105 
cone(die cast alumi.) 2 50 12 1.0 0.7 0.6 
helix 1 20 3 0.5 o.4 C.A 
strip line bandpass 
filter 1 100 75 50 37.5 35 
testing 50 10 5 5 5 
Total Factory Cost $220 $100 $56.5 43.6 41.0
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Table 6-6 
COST -OF ARCHINEDEAN SYSTEM
 
Production Quantity (Units/Year) 
Quantity 2 
Item of parts 10 10 10 10 10 
cavity (sheet metal) 1 5 1.5 1 1 1 
duroid 2,,x2- 5.2 -.5 1 0.95 0.9 
mask 1 5 0.5 0 0 0 
photoetching A 5-7 2 1--5 1.1 0.9 
Robert's balun 1 5 2.5 1.5 1 1 
bandpass filter 1 100 75 50 37.5 35 
testing '55 12 7 7 7 
Total Factory Cost $180.9 $84.o $62.0 $48.55 $15.8
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COINTEGRATOR
 10I 11!,,7_I1 (3S) 
20LM3098OUT T=30 K$37 FY7 R35P POTP EC 
+RCOMPATOR
 
ytm
diga 5fase~r
Fi.6 3-Pooe 4 lc 
Item 
operational amplifier 

(Lm 208) 
AGC meter 

operational amplifier 
(IM308) 
capacitor 

resistors 

dump 

voltage comparator 

(LM311) 
flip flop 

(SN7474n)
 
one shot 

(SN74121)
 
NAND gate 

(SN74ooN)
 
hex inverter 

(SN7404N)
 
D/A converter 

up/down synchronous 

binary counter
 
stepper motor 

miscellaneous(sockets
 
pins, test point,
 
wire, etc.) 

Total 

assembly and test 

Total Factory Cost 

SellingPrice (x2.5) 

Table 6-7 
COST .OF A STEP-TRACK SYSTEM
 
Quantity Production Quantity
 
1 

1 

1 

1 

10 

1 

3 

3 

2 

14 

Ii 

1 

1 

2 

10 

$ 30.00 

5.00 

15.00 

2.64 

2.10 

1.80 

14.55 

6.6o" 

8.68 

13.72 

12.98 

50.00 

12.70 

160.00 

5.00 

340.77 

160.00 

500.77 

1251.93 

102 103 
24.00 20.00 
4.00 2.50 
12.00 10.00 
2.10 1.80 
1.60 1.40 
1.40 1.10 
11.70 9.75 
6.o 3.30 
6.92 5.90 
6.58 4.20 
6.27 6.00 
31.00 20.00 
9.00 7.50 
100.00 60.00 
3.00 1.50 
225-57 154.95 
100.00 50.00 
325.57 204.95 
814.93 512.38 
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6.6 ANTENNA COST
 
The cost of an antenna including reflector, feed and installation, is
 
summarized in Fig. (6-4), where antenna cost versus diameter is shown,
 
using production quantity as a parameter. This data came from rough
 
estimates by manufacturers. Manufacturing techniques are specified in
 
the figure. It is worth noting that the manufacturing technique associated
 
with different sizes of antennas does not necessarily represent a unique
 
technique. For example, for high quantity production and small size
 
antennas both fiberglass and stamped aluminum techniques yield low cost
 
reflectors.
 
The additional cost of a step-track system is also shown in the
 
figure; this cost is essentially independent of the antenna diameter
 
because only the feed needs to be moved.
 
6.7 COST OPTIMIZATION OF A GROUND STATION
 
This section summarizes the cost optimization result as cited in
 
reference 8. As noted in section 6-1 the cost of an antenna increases
 
with increasing diameter (or gain), and the cost of a receiver increases
 
with decreasing noise temperature. By the use of Figs. (6-1) and (6-4)
 
the cost of a receiving station can be optimized for a given G/Ts.
 
The receiver noise temperature TR can be found as follows:
 
= - 500K at 2.6 GHzTR Ts 

0 
= T - 100 K at 12 GHz
s 
where an antenna noise temperature of 500K at 2.6 GHz and 1000K at 12 GHz
 
is assumed. By varying the gain and receiver noise temperature (or noise
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figure) but keeping the ratio 	G/Ts constant we obtain a number of com­
binations of antenna diameter and receiver noise figures. We then evaluate
 
the cost of each combination and select the combination which yields the
 
minimum cost. The results are shown in Fig. (6-5) for both 2.6 GHz and
 
12 GHz. As shown, these curves have very steep slope which implies that
 
the use of low noise receiver but small antenna is more economical than
 
the use of higher noise receiver but larger antenna, particularly with
 
high production quantity. Figure (6-6) shows the cost of the most econo­
mical G/Ts.
 
ASSUMPTION 	 1) ANTENNA EFFICIENCY - 55 7. 
2) ANTENNA TEMPERATURE-­
50*K AT 2.6 GHz
 
G/Ts 100K AT 12 GHz
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Fig. (6-5)--Optimum ground-station -- for 2.6 GHz and 12 GHz band.
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Fig. (6-6)--Optimized ground station cost. 
26 
- 164 -
CHAPTER 7
 
CONCLUSIONS
 
Economic studies on satellite systems (Ref. 1 to 6) show that the
 
regional point-to-point communication satellite system and the direct­
broadcast satellite system have cost advantages over other systems to
 
serve, for example, geographically dispersed populations, only if low­
cost smaller ground stations (less than 20-foot antennas) are used. This report
 
completed the analysis of antenna characteristics of low cost earth ter­
minals. It discussed the influence of these characteristics on such
 
important system parameters as interference and cost. It also indicated
 
the limitations they impose on hardware design alternatives and on antenna
 
system configurations. A working model of a 12 GHz antenna feed sub­
system was built and tested and found to have an insertion loss of only
 
0.5 dB and a 15 dB rejection of the image noise located within 1% of
 
the operating frequencies. Most important of all, this feed can be
 
fabricated as an integrated part using die casting techniques, resulting
 
in cost savings under mass production. For example it would cost only
 
$3.80 for a production quantity of 10,000 units per year.
 
Specifically, the accomplishments and findings resulting from this
 
research can be summarized, according to the component and system aspects,
 
as follows:
 
Components:
 
A. 	A low-cost antenna feed with low sidelobes and a circularly symmetric
 
beam has been designed using both TE and TM circular modes;
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the latter is excited by a step discontinuity. Should a horn-type
 
feed of this kind be needed, the length of the horn can be minimized
 
by choosing a length which yields a differential phase shift of
 
1800 between TE and TM modes instead of 3600.
 
11 11
 
B. The capacitive pin-type polarizer has been optimized in the sense
 
of minimum length and broadest band by the use of a general analysis
 
program and precisely measured equivalent circuit parameters of the
 
pins.
 
C. A unique design (done with numerical Hermitian techniques) of a non­
uniform waveguide high-pass filter with the steepest cut-off charac­
teristics ever reported was presented. The success of the design
 
of this filter is vital for the 12 GHz band low-cost system, because
 
an IF as low as 120 MHz can be used .
 
D. Designs and evalutions of zoned reflectors have been completed.
 
These reflectors have a flat base, small depth and a strong mechanical
 
structure.
 
E. A low-cost auto-track system has been proposed, using stepping feed
 
techniques.
 
F. Sidelobe suppression in reflector-type antennas using a two absorber
 
array technique has been experimentally evaluated and found to reduce
 
only the first sidelobe.
 
Systems:
 
A. The off-axis gain of non-auto-tracking stations has been optimized
 
by establishing a special illumination function at the reflector
 
aperture. For example, the off-axis gain of a 7-foot prime focus
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antenna is maximized using an illumination taper of 14 dB instead
 
of the conventionally used lO-dB taper.
 
B. A prime focus antenna was found to be sufficient for a low-cost
 
but not a low noise system. For the antenna feed, waveguide systems
 
are the favored choice for the 12 GHz band, while printed-element
 
systems are recommended for the 2.6 GHz band.
 
C. Protection ratios of FM television and telephone systems have been
 
analyzed and standard antenna radiation pattern models have been
 
established. It was found that even standard antenna pattern models
 
yield about 35% better orbit frequency space utilization than that of
 
CCIR models, which were never meant to apply to small antennas.
 
D. Costs of reflectors, antenna feeds and step-track systems have been
 
estimated. It was found the cost of step-track systems is not
 
sensitive to antenna size if only the antenna feed is moved.
 
The following subjects are recommended for future study:
 
A. An integrated waveguide feed system at 12 GHz should be built by die
 
casting to evaluate the effects of environment changes, such as tem­
perature, on performance and to obtain accurate cost information.
 
B. A step-track system should be built and tested, since it is the most
 
promising auto-track scheme to be used in a low-cost receiving system
 
for tracking synchronous satellites.
 
C. Study should be continued on the best low-cost, mass producible antenna
 
design operated for both transmitting and receiving.
 
D. A band-pass filter with a very steep cut-off at 2.6 GHz should be
 
studied because the normal type of waveguide high-pass filter at
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this frequency is very bulky.
 
E. To obtain more reliable cost information on zoned reflectors efforts
 
should be continued to convince manufacturers of the potential of
 
these reflectors in a low-cost system.
 
F. From our preliminary work and a recent JPL study cited in reference
 
33 in which 180 degree out-of-phase rings are used in a reflector
 
to reduce near-in sidelobes, zoned reflectors can become a low
 
sidelobe antennasif the zone positions are properly selected. Studies
 
on this should be continued.
 
G. It is thought that absorber arrays with more than two elements could
 
yield more effective reduction of sidelobe levels, since parameters
 
can be adjusted to match practical sidelobe structures in which a
 
null does not necessarily occur between radiation pattern lobes as
 
discussed in Chapter 5. Tests using circularly polarized waves are
 
also recommended.,
 
H. Antenna patterns showing cross polarization components (both linear
 
polarization and circular polarization) should be solicited from in­
dustry in order to establish a universal cross polarization pattern
 
model for polarization isolation calculations.
 
I. Interference in,aninhomogeneous satellite system, in which satellites
 
have different EIRP, should be investigated.
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APPENDIX B
 
MODE CONVERSION IN A CIRCULAR WAVEGUIDE BY A STEP DISCONTINUITY 
The conversion of a portion of the TE mode energy to the TMI1 mode
 
in a circular waveguide can be achieved by introducing a symmetric dis­
continuity in an oversized section of guide. This oversized circular
 
guide must be capable of propagating the TMII mode, but cutting off
 
other unwanted higher order modes. Modes between the TE1 1 and TMII,
 
that is, TM01 and TE21 will not be excited because of the symmetry
 
of the discontinuity. For the purpose of propagating a circularly
 
polarized wave, the discontinuity should have circumferential symmetry.
 
The step discontinuity shown in Fig. (5-6) is considered favorable in
 
many applications because it can force the TM11 mode to propagate
 
in the forward direction. Some assumptions are necessary to simplify
 
the complexity of the boundary condition.
 
It has been shown that, if the tangential electric field is specified
 
over a closed boundary, the electromagnetic field inside the boundary
 
can be determined uniquely. For a first order approximation we may
 
assume that the TE electric field has a perfect match at the junction
 
and let the transverse field at the discontinuity plane (Z = O) be the
 
same as the TE incident field;59 i.e.
 
(transverse field):
 
Et (transverse field):
 
XcTEII Jl(kcp) 
EP = J 1 sins for p < a (B.1)kCP
k 
0 a< p <b
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E = i "c l EoJl(k P)COSO for p _Sa 
=0 a < b 
J'(k a) = 0 (or k a = 1.841) 
I c c 
'The transverse electric field of the TMI mode in the oversized guide 
is given 
-TM 
Et 1ii (TM11 mode transverse field) where 
TM11  XcTMII 
E - A J'(Xp)sinp XgTMII1
 
E T=1 - cTM i A 1 cost (B.2)
Xg TM11 X p 
J 1 (Xb) = 0 (Xb = 3.832) 
At the left side of the junction in Fig. (5-6), only the TE11 mode can
 
propagate; but at the junction plane an infinite number of modes are
 
excited to match the boundary condition, such that
 
I I.TE 1 TM1
 
t = t +tE E l+ E + other modes. (B.3)
 
55
 
From the mode orthogonality property:

J TEmn - TEpq dS =OE 

..
nTpq
ff E • EM dS =0 if m p or n qt 

(B.4)TE TM 
SEt m t dS 0
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Therefore, we obtain (at Z 0)
 
b17rf~. t M~~ppP J7Tf f 'Et .Et (B-5b TM E TM111 

00 00
 
From the recurrence relations
 
J{(z) = jo(Z) - JI ) (B.6)
z 
(2(/2 (Jz)) 2 2J{(Z)Jl(z) 
((Z)) 2 + (JI(Z) 2)_ (B.7)
 
z 
Et pdpd'fjf t 
00
 
((J?(Xp)) + (JPXP)/Xp) dp (B.8)
- 2 2foTMII 2 ( 2 2ITA 11)
 
\XgTMII 2J 
TEA(cmi - JO (xb) 
Next,
 
b 27T
ff Et'.EtTM11 pdd(
 
0 0
 
XCTE 1oTM 1 1  a J1 (kcP) JI(X)
 
E A J{(XP) + J'(kcp) pdp 
X XgTMI1 0 kcp XP 
(B.9) 
XCTEII XCll EoA
 
gTM1 1 k J(ka)J(a)
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From (B.8) = (B.9) we can solve for A 
A 22cTEIxgT"I
'J(koa)Jl(Xa)

0 -c kcXb J20 (Xb) 
At this point we define a conversion factor CS as 
C = ' 0 I at p = b, = 900 (B.1I) 
By direct substitution from (B.1) and (B.2) we obtain
 
1 (3.832 a
 
C = 0.75 1 (B.r2)
sjIl .841 a)
 
The conversion factor C is plotted in Fig. (-1) as a function of a/b.
 
o 2b
 
1.0--r
 
0.8 2a
 
or:o.6 ­
0 
00.2 
0 -- I I ­
0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 
a/b 
Fig. ( B-i)--TM11 /TEii mode ,conversion factor. 
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APPENDIX C 
IMPEDANCE AND REFLECTION COEFFICIENT OF A NONUNIFORM WAVEGUIDE 
The tapered high-pass waveguide filter can be considered as a non­
uniform transmission line and the differential equations satisfied by the
 
voltage, (V (X)), and current (I (X)) at any point (X) along the line (see
 
6 0follows:59,Fig. (C-1)), are as 

dV
d-- = - Z'(X) I (x) (0.1) 
dI = - Y (x) V (x) (c.2) 
dX 
Where Z(X) and Y(X) 'are the series impedance and shunt admittance per
 
unit length of the line, both are a continuous function of X. To find
 
the differential equation for the reflection coefficient, r . we first
 
approximate the continuous taper by considering it to be made up of 
a number of sections of line of differential length AsX. Let Z.in be 
the input impedance at X and Z. + AZ . be the input impedance at X + A X. in in 
If we assume that the line is lossless, then the nominal characteristic 
impedance) Zc J will be real and the propagation constant, y(X), will be 
purely imaginary (y(X) = jf(X)). According to transmission line 
theory, the following relations hold (see Fig. (B-i)). 
(Zin + 6Z in) + jZctan(p(X)AX) 
Z. = Z n i 
in c Zc + j(Zin + AZin )tan((X) X) 
X+ jZcp(X)Z . + AZin 
+
C Zc ji(Zin + ( X ) t xz in ) A
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Z. -+Az. + c(Xn 
in in jZo(X)AX 
J(Zin + IAZid)(x)tx 
"+ 
z
 
Z. 
j(zin + AZ.in + jZc(X)Ax)(I - n P(X)AX)in Z
 
c 
z2­
=in in + j(X)zX _ j in 3(X)1LX 
c 
X2
AZ. and
+ higher order terms in AX 
in
 
This gives the result
 
2
AZ. Z.in = i n X) - jl(x)zc + higher order terms 
AX ZC 
C' 
dZ. Z Z.
in = lim in = jin (X) - j(X)Ze (C.3) 
dX AK- 0 AX ZC 
Now we also have
 
I +1 
in = ­ (
 
Differentiating (C.14) with respect to X we obtain
 
dZ. 1 + r dZ 2Z dr
 
in ____ c 
+ 2 -C5 
dX 1 -'r dx (i - r ) dX 
Combining (C.3), c.4.) and (C.5) we obtain­
dr I - r 2 d(YnZcd
 
- 2j3(X)P- 2 d (C.6) 
2 dX
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This equation also can be obtained by defining the nominal characteristic
 
impedance, propagation constant, and the voltage reflection coefficient
 
by the following:
 
c = k~)° 

jP (Z(X)Y(X))l/2
 
Z. - Z
 
r zin c
 
Z. + z
 
in c
 
and making use of (C.1) and (C.2). If Ir21<<l everywhere along the
 
line as would be expected within the pass band, then (C.6) can be approxi­
mated as follows:
 
d' = 2jp(X) 1 d(AnZ) (C7)
 
Tx_ dX
2 

In the case of a -waveguide taper, 1 and Z are functions of the cross­c
 
section geometry and hence, a function of X along the taper. In order
 
to integrate Eq. (c.7), an auxiliary variable e is introduced as follows:
 
X 
e = f (X)dX , de = p(x)dx (C.8) 
0 
We also-have 
d = dr dL = (X) dr 
dX -d" dX = dO 
d(ZnZC) d(enZC) dO (X) d(.On(Z)) (0.10) 
dX de dX do
 
Substituting (C.8), (C.9) and (C.10) in (C.7) we obtain
 
d 2jr d(2nZ) (C.11) 
d75 dO 
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Since
 
- j 2 0 )
,d(re

.d(PJBe = e-J2G dd-- 25F) (c.12)r 2 C 2 
(C.11)izcanbe transformed to:
 
d(fe-J'e) 1 -j2e d(2nZ)
 
dO - 2 de 
dr0f dec)
 
r e~ e
17 - 2 0 
 d(AnZ de 
 (c.14)
 
o0dO)
 
where
 
L
 
=

-a0 f (x)dx 
0 
L = length of the non-uniform waveguide 
Because the wavegufde is matched at the end of the taper, 1(O) 0 
Thus 
e e d( nZ ) 
7(O) j 2 d dO (C.15)
de
 
0
 
where r(O) is the input reflection coefficient. For a TEM line is 
constant and (..15).reduces to 
L j ~ X d( nZ d 
-P(o) = : f 	 e 28x  dX (C.16) 
C dX 
0
 
DI1E R X -X-IAX
 
0 X
 
Fig. (C-l)--Tapered circular waveguide high-pass filter.
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