Abstract. Having the advantages of redundancy and flexibility, various types of tight frames have already shown impressive performance in applications such as image and video processing. For example, the undecimated wavelet transform, which is a particular case of tight frames, is known to have good performance for the denoising problem. Empirically, it is widely known that higher redundancy rate of a (tight) frame often leads to better performance in applications. The wavelet/framelet transform is often implemented in an undecimated fashion for the purpose of better performance in practice. Though high redundancy rate of a tight frame can improve performance in applications, as the dimension increases, it also makes the computational cost skyrocket and the storage of frame coefficients increase exponentially. This seriously restricts the usefulness of such tight frames for problems in moderately high dimensions such as video processing in dimension three. Inspired by the directional tensor product complex tight framelets TP-CTFm with m 3 in [14, 18] and their impressive performance for image processing in [18, 30] , in this paper we introduce a directional tensor product complex tight framelet TP-CTF is a particular example of tight framelet filter banks with mixed sampling factors. The TP-CTF ↓ 6 in d dimensions not only offers good directionality but also has the low redundancy rate
Introduction and Motivations
Though wavelets have many useful applications, they have several shortcomings in dealing with multidimensional problems. For example, tensor product real-valued wavelets are known for lack of the desired properties of translation invariance and directionality ( [7, 21, 28] ). There are a lot of papers in the current literature to improve the performance of classical tensor product (i.e., separable) real-valued wavelets by remedying these two shortcomings. In one direction, translation invariance of wavelets can be improved by using wavelet frames instead of orthonormal wavelets (see [6, 7, 8, 11, 13, 15, 16, 27, 28] and many references therein). For example, the undecimated wavelet transform ( [7] ) using Daubechies orthonormal wavelets has been known to be effective for the denoising problem. In fact, such an undecimated wavelet transform employs a particular case of tight frames with high redundancy. Comparing with an orthonormal basis, a (tight) frame is more general and has redundancy by allowing more elements into its system. The added redundancy of a tight frame not only improves the property of translation invariance but also makes the design of a tight frame more flexible (see [6, 7, 8, 11, 13, 15, 16, 19, 27] and references therein). In the other direction, many papers in the literature have been studying directional representations, to only mention a few here, curvelets in [1] , contourlets in [9] , shearlets in [19, 21, 22, 24, 25] and many references therein, surfacelets in [26] , dual tree complex wavelet transform in [20, 28, 29] , complex tight framelets in [13, 14, 16, 18] , plus many other directional representations. To improve directionality of tensor product real-valued wavelets, due to the requirement of the additional angular resolution for a directional representation, it is almost unavoidable to employ a (tight) frame instead of an orthonormal basis by allowing redundancy. In fact, to our best knowledge, all representations having either directionality and/or (near) translation invariance, which have been known in the literature so far, use either a frame or a tight frame with various degrees of redundancy.
In the following, let us explain by what we mean the redundancy rate of a transform or a system. To this end, let us recall the definition of a tight framelet filter bank. For u = {u(k)} k∈Z d ∈ l 1 (Z d ), we define the Fourier series (or symbol) u of the sequence u to be u(ξ) := k∈Z d u(k)e −ik·ξ , ξ ∈ R d . Note that u is a 2πZ d -periodic function satisfying u(ξ + 2πk) = u(ξ) for all k ∈ Z d . For a, b 1 , . . . , b s ∈ l 1 (Z d . . , b s } is a one-dimensional (dyadic) tight framelet filter bank (or an orthonormal wavelet filter bank with s = 1), then it is straightforward to check that ⊗ d {a; b 1 , . . . , b s } is a d-dimensional dyadic tight framelet (or orthonormal wavelet) filter bank. See [6, 8, 11, 12, 13, 15, 16, 27] and Section 2 for connections of tight framelet filter banks with tight framelets in L 2 (R d ).
A fast wavelet/framelet transform is implemented through the operations of convolution and sampling. Let v ∈ l ∞ (Z d ) be a d-dimensional input signal and let u be a filter from a given d-dimensional tight framelet filter bank {a; b 1 , . . . , b s }. Roughly speaking, for the decomposition/forward transform, the data v is first convolved with the flip-conjugate filter u ⋆ (that is, u ⋆ (k) := u(−k), k ∈ Z d ) as v * u ⋆ := k∈Z d v(k)u ⋆ (· − k) and then it is downsampled as w := (v * u ⋆ ) ↓ 2I d := (v * u ⋆ )(2·), where w is called the sequence of frame coefficients. The decomposition transform can be applied recursively J times with v being replaced by (v * a ⋆ ) ↓ 2I d (that is, u = a) as the new input data, where J ∈ N is the decomposition level. For the reconstruction/backward transform, the coefficient sequence w is upsampled as (w ↑ 2I d )(k) := w(k/2) if k ∈ 2Z d and (w ↑ 2I d )(k) := 0 for k ∈ Z d \[2Z d ], and then it is convolved with u as (w ↑ 2I d ) * u. Finally, all the reconstructed sequences are added together as one reconstructed data. See Figure 1 for an illustration of a two-level fast framelet transform employing a one-dimensional dyadic tight framelet filter bank {a; b 1 , . . . , b s } (but with √ 4, ↓ 4, ↑ 4 in Figure 1 being replaced by √ 2, ↓ 2, ↑ 2, respectively). See Section 2 for more details on a fast framelet transform.
Most d-dimensional problems and data in applications have finite length. For a given real-valued data v of finite length, one first extends it into a periodic sequence v e on Z d . Then one performs a wavelet/framelet transform on the extended data v e . This induces a linear transform on the original data v and the decomposition transform can be rewritten using a matrix W. More precisely, we can arrange the d-dimensional real-valued data v properly so that it can be regarded as an n × 1 column vector in R n , that is, v ∈ R n . Performing a linear transform W on v, we obtain another column vector w := Wv ∈ R N of frame coefficients. If {a; b 1 , . . . , b s } with s = 2 d − 1 is a real-valued orthonormal wavelet filter bank, then N = n and W is a real-valued n × n orthogonal matrix satisfying W T W = I n . If {a; b 1 , . . . , b s } is a real-valued tight framelet filter bank, then we must have N n and W is a real-valued N ×n matrix satisfying W T W = I n . Therefore, we call the ratio N/n the redundancy rate of the linear transform W or its underlying tight frame, since it is the ratio between the N number of frame coefficients over the n number of original input data. Also note that the redundancy rate N/n is independent of the length n of input data and depends only on the number s of high-pass filters and the sampling factor (which is 2I d here).
We now look at the redundancy rate of an undecimated wavelet/framelet transform (denoted by UFT s ) using tensor products of a one-dimensional real-valued tight framelet filter bank {a; b 1 , . . . , b s } (when s = 1, it is an orthonormal wavelet filter bank and UFT 1 becomes UWT-the undecimated wavelet transform). Here the word undecimated means that the upsampling and downsampling operations in a standard wavelet/framelet transform are completely removed. Undecimated framelet transforms using spline tight framelet filter banks {a problems as reported in [2, 3, 4, 5, 10, 23] and many references therein. The tensor product d-dimensional tight framelet filter bank is ⊗ d {a; b 1 , . . . , b s } which consists of one real-valued low-pass filter ⊗ d a and (s + 1) d − 1 real-valued high-pass filters. If the decomposition level is J ∈ N, since all the filters are implemented in an undecimated fashion, the redundancy rate of the d-dimensional undecimated framelet transform using the tensor product real-valued tight framelet filter bank
To take advantages of the multiscale structure of wavelets, it is necessary that the decomposition level J should be as high as possible. For example, for a standard 512 × 512 grayscale image, the wavelet decomposition level is often set to be at least J = 5 (note that 512 = 2 9 ). Let us here take a moderate choice of J = 3 and use the smallest s = 1 (that is, we are using an orthonormal wavelet filter bank). For dimension d = 3 and J = 3, the redundancy rate of a tensor product undecimated wavelet transform is 22. However, as we mentioned before, tensor product real-valued orthonormal wavelets lack directionality and translation invariance. To improve directionality or translation invariance, we must use a tight framelet filter bank with s 2. For d = 3 and J = 3, the redundancy rates of UFTs are 22, 79, 190 , 373, 646 for s = 1, . . . , 5, respectively. See Table 1 for a numerical illustration on redundancy rates of an undecimated wavelet/framelet transform.
By employing a pair of two correlated one-dimensional real-valued orthonormal wavelet filter banks, the dual tree complex wavelet transform (DT-CWT) offers directionality and translation invariance with the redundancy rate 2 d in d dimensions for any decomposition level J ∈ N. See [20, 28, 29] and [18, Section 2] as well as references therein for more details on DT-CWT. One-dimensional finitely supported complex-valued tight framelet filter banks have been extensively studied in [15, 16] . A family of directional tensor product complex tight framelet filter banks (TP-CTF) has been initially introduced in [14] and further developed in [18] for the purpose of image denoising. The family of one-dimensional complex tight framelet filter banks introduced and used in [14, 18] is CTF m , where m 3 is the total number of filters in CTF m . The low-pass filter in CTF m is real-valued but its high-pass filters are complex-valued. If m is odd, then the d-dimensional tensor product tight framelet filter bank TP-CTF m has one real-valued low-pass filter and (m − 1) d − 1 complex-valued high-pass filters. Consequently, its redundancy rate is no more than
for dimension d and for any decomposition level J ∈ N. If m is even, then the d-dimensional tensor product tight framelet filter bank TP-CTF m has one real-valued low-pass filter and m d −2 d complex-valued high-pass filters. Therefore, its redundancy rate is no more than
for dimension d and for any decomposition level J ∈ N. For both the dual tree complex wavelet transform DT-CWT and the tensor product complex tight framelets TP-CTF m , a complex frame coefficient is counted as two real frame coefficients in the calculation of their redundancy rates. See Section 3 for more detailed explanation about the redundancy rates of TP-CTF m . The frequently used tensor product complex tight framelets for image denoising in [18] are TP-CTF 4 and TP-CTF 6 . The TP-CTF 4 has almost the same performance, directionality and redundancy rate as those of DT-CWT. The TP-CTF 6 has much better performance than TP-CTF 4 and DT-CWT for image denoising in [18] and image inpainting in [30] , but it has higher redundancy rate Table 1 for some numerical illustration on redundancy rates of TP-CTF m . See [14, 18] as well as Section 3 for more detailed discussion on directional tensor product complex tight framelets and their redundancy rates.
Beyond the above tensor product (i.e., separable) transforms for multidimensional problems, to achieve directionality, there are also many nonseparable approaches. We shall use the notation dD to stand for d dimensions or d-dimensional. Some examples of such nonseparable transforms are 2D curvelets in [1] , 2D contourlets in [9] , 2D and 3D shearlets in ( [19, 21, 22, 24, 25] and references therein), 3D surfacelets in [26] , and directional tight framelets in [11, 13, 19] , as well as quite a few more nonseparable transforms in the literature. The redundancy rates of such nonseparable transforms depend on the choices of the numbers of directions at each resolution level and the decomposition level J ∈ N. Generally speaking, to achieve reasonable performance in applications, those nonseparable transforms often have much higher redundancy rates than those of the tensor product transforms using the dual tree complex wavelet transform and directional complex tight framelets. See Section 4 for the redundancy rates and performance of several nonseparable transforms using directional representations.
Though empirically higher redundancy rate of a tight frame often leads to better performance in applications, the computational costs increase exponentially with respect to higher redundancy rate and dimensionality. This causes serious constraints on computational expenses and storage requirement for multidimensional problems. To our best knowledge, most of the above mentioned directional representations and tight frames can achieve reasonably good performance with computational costs being manageable by a standard PC for two-dimensional problems. However, for applications in three or higher dimensions such as video processing, the expensive computational cost becomes a serious issue, without even mentioning the fact that one often tends to increase the redundancy rates in order to achieve reasonably good performance for applications in three or higher dimensions. This difficulty seriously restricts the usefulness of such tight frames and directional representations for multidimensional problems (in particular, for problems in moderately high dimensions such as video processing in dimension three). Motivated by the approach of directional tensor product complex tight framelets in [14, 18] , to remedy the above mentioned difficulty, in this paper we shall construct a tight wavelet frame having the following desired properties:
(i) The tight frame is obtained through the tensor product of a one-dimensional tight framelet filter bank. (ii) The tight frame has low redundancy rate and all its high-pass elements have good directionality. (iii) The tight frame has good performance for applications such as denoising and inpainting, comparing with more complicated directional representations and tight frames with much higher redundancy rates.
The tensor product structure in item (i) and low redundancy rate in item (ii) of such a tight frame make it computationally efficient and attractive, while low redundancy also significantly reduces the storage requirement for frame coefficients. Good directionality in item (ii) is needed in order to have good performance as required in item (iii). In this paper we shall achieve all the above goals by modifying the construction of directional tensor product complex tight framelet filter banks TP-CTF m with m 3 in [14, 18] . Though our approach can be easily applied to all TP-CTF m , for simplicity of presentation, in this paper we restrict our attention to one particular example: the directional tensor product complex tight framelet TP-CTF 6 , whose underlying one-dimensional tight framelet filter bank is CTF 6 . As demonstrated in [18] for image denoising and in [30] for image inpainting, this TP-CTF 6 has much better performance than DT-CWT, TP-CTF 4 , curvelets, 2D shearlets, real-valued spline tight frames, discrete cosine transform, and many other frame-based methods. We are hoping to be able to significantly reduce the redundancy rate of TP-CTF 6 while trying to keep almost all the desirable properties of TP-CTF 6 . As a consequence, we denote our modified directional tensor product complex tight framelet by TP-CTF ↓ 6 and call it (redundancy) reduced TP-CTF 6 , where the superscript ↓ here means that TP-CTF ↓ 6 is a reduced (or further downsampled) version of TP-CTF 6 by decreasing its redundancy rate while trying to keep all the good properties of the original TP-CTF 6 . As we shall see in Section 3, the redundancy rate of TP-CTF ↓ 6 is
for dimension d and for any decomposition level J ∈ N, while as we discussed before, the redundancy rate of TP-CTF 6 is
(that is, the redundancy rate of TP-CTF 6 is 2 d times that of TP-CTF
See Table 1 for an illustration and comparison of redundancy rates of various tight frames.
The structure of the paper is as follows. In order to study tensor product complex tight framelets with low redundancy, in Section 2 we shall generalize the notion of dyadic tight framelet filter banks by introducing tight framelet filter banks with mixed sampling factors. Then we shall study their various properties and fast framelet transforms of such tight framelet filter banks with mixed sampling factors in Section 2. In Section 3, we shall recall the tensor product complex tight framelet filter banks TP-CTF m and their underlying onedimensional complex tight framelet filter banks CTF m with m 3 from [14, 18] . Then we shall discuss the redundancy rates of TP-CTF m . Next we shall provide details on our construction of directional tensor product complex tight framelet TP-CTF ↓ 6 with low redundancy. Such TP-CTF ↓ 6 is a particular example of tight framelet filter banks with mixed sampling factors in Section 2. Though our approach can be easily applied to all TP-CTF m with m 3, for simplicity of presentation, we only deal with TP-CTF 6 in Section 3. In Section 4, we shall test the performance of our proposed directional complex tight framelet TP-CTF ↓ 6 with low redundancy rate and compare its performance with several state-of-the-art frame-based methods. Our numerical experiments on image/video denoising and inpainting show that the performance using our tensor product directional complex tight framelet TP-CTF UWT is the undecimated wavelet transform with decomposition level J = 3 and using the tensor product of a 1D real-valued orthonormal wavelet filter bank {a; b}. UFT s is the undecimated framelet transform with decomposition level J = 3 and using the tensor product of a 1D real-valued tight framelet filter bank {a; b 1 , . . . , b s } (Hence, UWT is just UFT 1 ). DT-CWT is the dual tree complex wavelet transform. TP-CTF m is the tensor product complex tight framelet with m = 3, 4, 5, 6. TP-CTF ↓ 6 is our proposed tensor product complex tight framelet with low redundancy. It is interesting to point out here that TP-CTF ↓ 6 has the same low redundancy rate as TP-CTF 3 , but TP-CTF ↓ 6 enjoys the same directionality as TP-CTF 6 .
better than several state-of-the-art frame-based methods which often have much higher redundancy rates. Moreover, our numerical experiments show that TP-CTF ↓ 6 is particularly effective for images and videos having rich textures.
Tight framelet filter banks with mixed sampling factors
In this section we shall introduce tight framelet filter banks with mixed sampling factors and then study their properties. As we shall see later in Section 3, our proposed directional tensor product complex tight framelet TP-CTF ↓ 6 with low redundancy is a particular case of tight framelet filter banks with mixed sampling factors.
2.1. Fast framelet transform using tight framelet filter banks with mixed sampling factors. Our key idea to derive a directional tight framelet with low redundancy from the tensor product complex tight framelet filter banks TP-CTF m in [14, 18] is to use higher sampling factors such as 4I d instead of 2I d . To this end, let us generalize the definition of a (d-dimensional dyadic) tight framelet filter bank {a; b 1 , . . . , b s }, which uses the uniform sampling matrix 2I d , where
, the downsampling sequence u ↓ M and the upsampling sequence u ↑ M with the sampling matrix M are defined by
We call M the sampling factor or matrix. To explicitly specify the sampling matrix M associated with a filter u, we shall adopt the notation u ! M. Under the new notation, a (d-dimensional dyadic) tight framelet filter bank {a; b 1 , . . . , b s } will be denoted more precisely as {a
A discrete framelet transform can be described using the subdivision operator and the transition operator.
In terms of Fourier series, we have
where v j are called sequences of low-pass coefficients and all w ℓ,j are called sequences of high-pass coefficients of the input signal v 0 . A J-level discrete framelet reconstruction (or backward transform) employing the filter bank {a ! M;
wherev 0 is a reconstructed sequence on Z d . The perfect reconstruction property requires that the reconstructed sequencev 0 should be exactly the same as the original input data v 0 ifv J = v J andẘ ℓ,j = w ℓ,j for j = 1, . . . , J and ℓ = 1, . . . , s. See Figure 1 for an illustration of a two-level fast framelet transform using a one-dimensional tight framelet filter bank {a ! 2;
Using [14, Theorem 2.1], we have the following result on the perfect reconstruction property of a filter bank {a ! M; (i) For every J ∈ N, the J-level fast framelet transform employing the filter bank {a ! M;
has perfect reconstruction property. (ii) The one-level discrete framelet transform employing the filter bank {a ! M;
is a tight framelet filter bank with mixed sampling factors, that is, the following perfect reconstruction conditions hold:
Proof. The equivalence between item (i) and item (ii) is obvious. By (2.1), we see that the Fourier series of the sequence
Consequently, we see that (2.4) holds if and only if
Now using the above identity and employing a similar argument as in the proof of [14, Theorem 2.1], we can deduce that item (ii) is equivalent to item (iii).
2.2.
Discrete affine systems of tight framelet filter banks with mixed sampling factors. To understand the performance and properties of the J-level fast framelet transform using a tight framelet filter bank {a ! M;
, it is very important to look at the J-level discrete affine systems associated with {a ! M;
We now generalize the discrete affine systems in [14,
Following [14] , we define the multilevel filters a j and b ℓ,j with j ∈ N and ℓ = 1, . . . , s by 
The J-level discrete affine system associated with the filter bank {a ! M;
By a similar argument as in [14, Section 4.3] (also see Theorem 2 below), under the framework of the Hilbert space l 2 (Z d ), we see that the J-level fast framelet transform using the tight framelet filter bank
11) where the series converges unconditionally in l 2 (Z d ). More precisely, as we shall see later, v J (k) = v 0 , a J;k and w ℓ,j (k) = v 0 , b ℓ,j;k for all j = 1, . . . , J and k ∈ Z d .
Following the general theory developed in [14] , we have the following result. .10) with a j and b ℓ,j being given in (2.7) and (2.8), respectively. Then the following statements are equivalent:
tight framelet filter bank with mixed sampling factors.
(2) The following identity holds:
(2.13) (4) For every j ∈ N, the following identity holds:
where by convention a 0 := δ and a 0;
Proof. These claims have been established in [14] for the case
Using the same idea as in [14] , here we only present a sketch of a proof. Plugging v = δ(· − n) with all n ∈ Z d into (2.12), we observe by calculation that the resulting equations in (2.12) with v = δ(· − n) are simply the spatial domain version of the conditions in (2.5) and (2.6) in the frequency domain. Hence, (1) ⇐⇒ (2). (2)=⇒ (3) is trivial. (3)=⇒ (2) is a direct application of the polarization identity to (2.13). Hence, (2) ⇐⇒ (3).
(4)=⇒(2) is obvious since it follows from the convention
We now prove (2)=⇒ (4) . By the definition of b ℓ,j in (2.8) and
Therefore, by the definition of b ℓ,j;k in (2.9),
Consequently, we proved
We now deduce from the above two identities that
The same argument can be applied to a j;k and the above identity still holds by replacing b ℓ,j;k and b ℓ,1;k with a j;k and a 1;k , respectively. Therefore,
where we used (2.12), i.e., item (2) , in the last identity. This proves (2)=⇒ (4). (4)=⇒ (5) is obvious. Conversely, considering the differences between J = j and J = j − 1 in (2.11), we see that (5)=⇒ (4) . The equivalence between item (5) and item (6) is straightforward and is similar to the equivalence between item (2) and item (3).
We now show that the coefficients in the representation in (2.11) using a J-level discrete affine system can be exactly computed through the J-level fast framelet decomposition in (2.2). Since
where v j−1 is exactly the same sequence as obtained in the fast framelet decomposition in (2.2) with v 0 := v. Similarly, by (2.16) and the above identity, we have
This establishes the connection between the representation in (2.11) under the J-level discrete affine system and the J-level fast/discrete framelet transform in (2.2) and (2.3).
2.3.
Connections to tight framelets in L 2 (R d ). Following the general theory on frequency-based framelets in [12, 13] , we now discuss the natural connections of a tight framelet filter bank {a ! M;
For a function f : R d → C and a d × d real-valued matrix U , following [13] , we shall adopt the following notation:
In particular, we define
The following result is based on the general theory developed in [12, 13] on frequency-based framelets.
Suppose that all the eigenvalues of M are greater than one in modulus and there exist positive numbers ε, C, τ such that
The converse direction also holds provided in addition that k∈Z d | φ(ξ + 2πk)| 2 = 0 for almost every ξ ∈ R d .
Proof. By the same argument as in [13, Theorem 13] and [12, Theorem 6] 
and Define N := M −T and
. By [13, Lemma 10], we have
where we used (2.17) in the last second identity and the fact that 
By
If k∈Z d | φ(ξ + 2πk)| 2 = 0 for almost every ξ ∈ R d , then it is easy to deduce that (2.22) is equivalent to (2.5) and (2.6). This proves the converse direction. 19) is not covered by the traditional theory of wavelet analysis.
Directional Tensor Product Complex Tight Framelets with Low Redundancy
In this section we first briefly recall the directional tensor product complex tight framelets from [14, 18] . Built on the results on tight framelet filter banks with mixed sampling factors in Section 2, we shall provide the details on our proposed directional tensor product complex tight framelet filter bank TP-CTF 
Let s ∈ N and 0 < c 1 < c 2 < · · · < c s+1 := π and ε 0 , ε 1 , . . . , ε s+1 be positive real numbers satisfying
A real-valued low-pass filter a and 2s complex-valued high-pass filters b 
. . , b n s } is a (one-dimensional dyadic) tight framelet filter bank. The tensor product complex tight framelet filter bank TP-CTF 2s+1 for dimension d is simply
n s }. This tight framelet filter bank TP-CTF 2s+1 has one real-valued low-pass filter ⊗ d a and (2s+1) d −1 complexvalued high-pass filters. This family of tensor product complex tight framelets has been introduced in [14] .
To further improve the directionality of TP-CTF 2s+1 , another closely related family of tensor product complex tight framelet filter banks TP-CTF 2s+2 has been introduced in [18] . Define filters a, b .2). Define two auxiliary complex-valued filters a p , a n by
Then CTF 2s+2 := {a p , a n ; b where TP-CTF -HP 2s+2 consists of total (2s + 2) d − 2 d complex-valued high-pass filters given by
The sampling matrices/factors for all tensor product complex tight framelet filter banks TP-CTF m with m 3 are 2I d . See [14, 17, 18, 30] for detailed discussions on tensor product complex tight framelets and their applications to image processing.
We now discuss the redundancy rates of TP-CTF m with m 3. Note that for even integers m. For a complex-valued filter u : Z d → C, we can uniquely write u = Re(u)+i Im(u), where Re(u) and Im(u) are two real-valued filters defined by Re(u)(k) := Re(u(k)) and Im(u)(k) := Im(u(k)) for all k ∈ Z d . Due to the identity in (3.4), we observe that the complex-valued tight framelet filter bank TP-CTF m is essentially equivalent to the following real-valued tight framelet filter bank:
which has one real-valued low-pass filter and 2n m real-valued high-pass filters. Therefore, since the sampling matrices are 2I d with determinant 2 d , the redundancy rate of TP-CTF m in dimension d is no more than
, if m is an odd integer,
, if m is an even integer.
3.2.
Directional tensor product complex tight framelets with low redundancy. Now we are ready to construct directional tensor product complex tight framelets with low redundancy by using large sampling factors for TP-CTF m . Though all our arguments in this subsection can be applied to every TP-CTF m with m 3, since the directional tensor product complex tight framelet TP-CTF 6 has been known to have superior performance for image denoising in [18] and for image inpainting in [30] , we shall only concentrate here on the modification of TP-CTF 6 .
As discussed in detail in [14, 17, 18] , the directionality of the tensor product complex tight framelets is closely related to the frequency separation property of the high-pass filters in its underlying one-dimensional tight framelet filter bank. More precisely, for a filter u, we say that u has good frequency separation property if either u(ξ) ≈ 0 for all ξ ∈ [−π, 0] or u(ξ) ≈ 0 for all ξ ∈ [0, π]. Moreover, we say that a filter u has the ideal frequency separation property if either u(ξ) = 0 for all ξ ∈ [−π, 0] or u(ξ) = 0 for all ξ ∈ [0, π].
In this subsection, we are interested in building a one-dimensional tight framelet filter bank CTF ↓ 6 (called reduced CTF 6 or CTF 6 down 4), which consists of one real-valued low-pass filter a, two auxiliary complexvalued filters a p , a n , and four complex-valued high-pass filters b auxiliary filters a p and a n . For j ∈ N and ℓ = 1, 2, we define
for ℓ = 1, 2, j ∈ N, and k ∈ Z. Then its associated one-dimensional J-level discrete affine system is given by
A detailed construction of CTF ↓ 6 is given in the following result by defining the filters a and b
as in (3.2) with s = 2 and a p , a n as in (3.3). 
Define a n := a p , b
are tight framelet filter banks. If both (3.11) and the following additional conditions are satisfied: Proof. By Theorem 1, {a ! 2; b
is a tight framelet filter bank if and only if
the complex-valued filters in TP-CTF ↓ 6 is the same as those produced by the real-valued tight framelet filter bank in (3.23 
Numerical Experiments on Image and Video Processing
In this section, we shall test the performance of our constructed directional tensor product complex tight framelet TP-CTF ↓ 6 with low redundancy in Section 3 and compare it with many other frame-based methods for image and video processing such as the denoising and inpainting problems.
For the directional tensor product complex tight framelet TP-CTF ↓ 6 with low redundancy that will be used in this section for image and video processing, the parameters in Theorem 4 are set to be Note that the above parameters satisfy the conditions in both (3.11) and (3.12). The parameters for other TP-CTF m are set to be the same as those in the paper [18] . For the convenience of the reader, we explicitly list these parameters here: For TP-CTF 3 , we set As usual, the performance is measured by the peak signal-to-noise ratio (PSNR) which is defined to be PSNR(u,ů) = 10 log 10 ) and TP-CTF 6 (which has the same directionality as TP-CTF ↓ 6 but has a higher redundancy rate 10 2 3 ), as well as the dual tree complex wavelet transform (DT-CWT) in [28] (which has the redundancy rate 4). The second group employs non-tensor-product approach including curvelets, shearlets, and smooth affine shear tight frames. Curvelets in [1] and compactly supported shearlets in [24, 25] can be downloaded from the corresponding authors' websites. We download each of their packages and run their denoising codes for test images. Smooth affine shear tight frames (ASTF) are developed by two of the authors of this paper in [19] .
The CurveLab package at http://www.curvelab.org has two subpackages: one uses un-equispace FFT and the other uses frequency wrapping. Here we use the frequency wrapping package; detailed information on CurveLab package can be found in [1] . The performance of these two subpackages are very close to each other (less than 0.2dB differences) and here we choose the one with the frequency wrapping for comparison. The total number of scales is 5. At the finest scale level, the CurveLab uses an isotropic wavelet transform to avoid checkerboard effect. At the scale level 4, 32 (angular) directions are used. At the scale levels 3 and 2, 16 (angular) directions are used. At the coarsest scale level, 8 (angular) directions are used. The redundancy rate of the CurveLab wrapping package is about 2.8.
The ShearLab package at http://www.shearlab.org also has many subpackages for different implementations. Here we choose two subpackages using compactly supported shearlets. One is DST as described in [24] and the other is DNST as described in [25] . The DNST in [25] has the best performance so far in the ShearLab package. For DST, the total number of scales is 5. Ten shear directions are used across all scale levels. The redundancy rate of the DST is 40. For DNST, the total number of scales is 4. Sixteen shear directions are used for the finest scale levels 4 and 3; while 8 shear directions are used for the other two scale levels. All filters are implemented in an undecimated fashion. The redundancy rate of DNST is 49.
For the smooth affine shear tight frames (ASTF) in [19] 
The redundancy rate of this system is about 5.4. See [19] for more details.
The decomposition levels for all directional tensor product complex tight framelets TP-CTF m are set to be J = 5, while the decomposition level for the dual tree complex wavelet transform is set to be J = 6 (see [28, 29] ). We use symmetric boundary extension for all test images to avoid the boundary effect with the boundary extension size for all test images being 16 pixels. The strategy for processing frame coefficients for all tensor-product transforms is the bivariate shrinkage proposed in [29] with window size 7 × 7 and constant √ 3. Let σ denote the standard deviation of the i.i.d. Gaussian noise. More precisely, a frame coefficient c is processed by the bivariate shrinkage function η bs λ as follows:
where σ n := σ b 2 with b being the high-pass filter inducing the frame coefficient c, the frame coefficient c p is the parent coefficient of c in the immediate higher scale, and
where #N c is the cardinality of the set N c which is the [−3, 3] 2 window centering around the frame coefficient c at the band induced by the filter b. See Figure 4 for the four 512 × 512 grayscale test images: Barbara, Lena, Fingerprint, and Boat. The comparison results of performance are reported in Table 2 for image denoising under independent identically distributed Gaussian noise with noise standard deviation σ = 5, 10, 25, 40, 50, 80, 100. For texture-rich test images such as Barbara and Fingerprint, we can see from Table 2 that TP-CTF
outperforms TP-CTF 3 , DT-CWT, CurveLab, DST and DNST. It can have up to 1.32dB PSNR value improvement over TP-CTF 3 for Barbara at σ = 40 and about 0.5dB improvement over DT-CWT for Fingerprint at σ = 10. In comparison with TP-CTF 6 , TP-CTF ↓ 6 outperforms TP-CTF 6 for the test image Fingerprint for all σ noise levels but has slightly worse performance than TP-CTF 6 for the test image of Barbara. CurveLab (Wrap) also has low redundancy rate, yet its performance is not as good as others for all the test images. DST and DNST have high redundancy rates almost 20 times of that of TP-CTF However, for such images of Barbara and Fingerprint, the performance of DST and DNST is not as good as (having the same redundancy rate as TP-CTF ↓ 6 ), dual tree complex wavelet transform with the redundancy rate 4 in [28] , CurveLab (Wrap) with redundancy rate 2.8 in [1] , DST with redundancy rate 40 in [24] , DNST with redundancy rate 49 in [25] , and ASTF with redundancy rate 5.8 in [19] . The TP-CTF ↓ 6 , TP-CTF 6 , TP-CTF 3 , DT-CWT are separable transforms using tensor product tight frames while the CurveLab, DST, DNST, ASTF are nonseparable transforms using 2D non-tensor-product (tight) frames. The values in parentheses are the PSNR gain/loss of TP-CTF TP-CTF 6 has recently been used in [30] for the image inpainting problem with impressive performance over many other inpainting algorithms. Here we simply use the same inpainting algorithm as developed in [30] but with TP-CTF 6 being replaced by TP-CTF ↓ 6 . As similar to most frame-based inpainting algorithms in the literature, the inpainting algorithm in [30] uses iterative thresholding algorithm with gradually decreasing threshold values. For a detailed description of the inpainting algorithm using TP-CTF 6 , see [30] . For image inpainting without noise, here we only compare the performance of our TP-CTF ↓ 6 with three state-of-the-art inpainting algorithms: (1) [30] using TP-CTF 6 with redundancy rate 10 (2) [23] using a tight frame built from the undecimated DCT-Haar wavelet filter which is derived from the discrete cosine transform (DCT) with a block size 7 × 7 and has the redundancy rate 49. (3) DNST in [25] using undecimated compactly supported nonseparable shearlet frames which has the redundancy rate 49 with 16, 16, 8, 8 high-pass filters and one low-pass filter. See [2, 3, 23, 25, 30] for image inpainting and comparison results with other framebased image inpainting algorithms. The inpainting algorithms in [23, 25, 30] have been generously provided to us by their own authors. The numerical results on image inpainting without noise are presented in Table 3 . Figure 4 . The last two rows are for 50% or 80% randomly missing pixels. [30] uses TP-CTF 6 with the redundancy rate 10 2 3 . TP-CTF ↓ 6 uses the same inpainting algorithm as in [30] but with TP-CTF 6 being replaced by TP-CTF ↓ 6 which has the redundancy rate 2 2 3 .
[23] uses a tight frame built from the undecimated DCT-Haar wavelet filter with redundancy rate 49. [25] uses undecimated compactly supported nonseparable shearlet frames with redundancy rate 49.
We now look at the image inpainting problem with i.i.d. Gaussian noise. The image inpainting algorithm proposed in [30] using TP-CTF 6 not only performs well for image inpainting without noise but also is stable and works well for the image inpainting problem with noise. On the other hand, most available image inpainting algorithms (e.g., [2, 3, 23, 25] and references therein) are not stable and barely work well for image inpainting with noise. Similar to image denoising, for image inpainting with noise, though the noise level σ can be effectively estimated, we assume for simplicity that the noise level σ is known in advance. Such an assumption is commonly adopted in the literature. As pointed out in [30] , there are no parameters to be tuned in the image inpainting algorithm proposed in [30] and the image inpainting without noise is simply a special case by taking σ = 0.
As we did for image inpainting without noise, for image inpainting with noise, we not only test the performance of the inpainting algorithm in [30] using TP-CTF 6 and our modified algorithm using TP-CTF ↓ 6 but also run the inpainting algorithms in [23] and [25] . However, for the noise levels σ = 10, . . . , 50, the inpainting algorithms in [23] and [25] often have significantly lower performance than [30] [25] , respectively. This indicates that the inpainting algorithms in [23] and [25] are mainly designed for the image inpainting problem without noise. As a consequence, for image inpainting with noise, we do not report the comparison results using inpainting algorithms in [23] and [25] . Instead, we only report experimental comparison results using TP-CTF ↓ 6 with the inpainting algorithm in [30] using TP-CTF 6 in Table 4 3) for DT-CWT is still set to be √ 3, but this constant is replaced by √ 4 for TP-CTF m (though there are no significant performance differences if the constant √ 3 is used for TP-CTF m ). All parameters for 3D surfacelets and the two 3D shearlets DNST 3D -42 and DNST 3D 2 -154 are the same as those described in [25, 26] . The two video sequences Mobile and Coastguard are used for comparison, which are the same test videos as used in the paper [25] and can be downloaded from the ShearLab 3D package at http://www.shearlab.org. See Figure 4 for the first frame of these two videos Mobile and Coastguard. The comparison results of performance are reported in Table 5 (having the same redundancy rate as TP-CTF ↓ 6 ), the 3D dual tree complex wavelet transform (DT-CWT) with the redundancy rate 8, the 3D nonseparable surfacelets in [26] with the redundancy rate 6.4, and the 3D nonseparable compactly supported shearlet frames DNST 3D -42 and DNST 3D 2 -154 with the redundancy rates 42 and 154, respectively.
From Table 5 , we see that the loss of performance of TP-CTF outperforms all other methods (excluding TP-CTF 6 ) for any noise level σ (except a slightly worse performance at σ = 10 comparing with DNST 3D -42 for Mobile). Significant improvement can be seen in comparison with the nonseparable 3D surfacelets in [26] (up to 2.47dB for Mobile and 3dB for Coastguard) and DNST 3D -42 in [25] (up to 1.24dB for Mobile and 1.23dB for Coastguard).
For video inpainting, we use the same inpainting algorithm as developed in [30] but with 2D tensor product complex tight framelet TP-CTF 6 and TP-CTF ↓ 6 being replaced by 3D tensor product complex tight framelet TP-CTF 6 and TP-CTF ↓ 6 , respectively. We compare the performance of TP-CTF ↓ 6 with surfacelets in [26] and 3D nonseparable compactly supported shearlet frames DNST 3D -42 and DNST 3D -154 in ShearLab 3D package. The numerical results on video inpainting are presented in Table 6 .
From Table 6 , we see that the loss of performance of TP-CTF Table 6 . Performance in terms of PSNR values of several video inpainting algorithms. Gaussian noise with noise levels are taken to be σ = 0, 10, 30, where σ = 0 means no noise. 50% and 80% are experiments with 50% and 80% randomly missing pixels, respectively. Comparisons are among 3D tensor product complex tight framelet TP-CTF ↓ 6 with the redundancy rate 3 5 7 , 3D tensor product complex tight framelet TP-CTF 6 with the redundancy rate 29 5 7 (having the same directionality as TP-CTF ↓ 6 ), the 3D nonseparable surfacelets in [26] with the redundancy rate 6.4, the 3D nonseparable compactly supported shearlet frame DNST 3D -42 with the redundancy rates 42. the 3D nonseparable compactly supported shearlet frame DNST 3D -154 with the redundancy rates 154. The masks for inpainting are 50% or 80% uniformly randomly missing pixels. missing pixels are 50%, TP-CTF In summary, the proposed directional tensor product complex tight framelet TP-CTF ↓ 6 with low redundancy often performs better than other directional representation systems when an image or video is texture-rich, while it performs comparably with other directional representation systems for most other types of images and videos with significantly low redundancy rate of TP-CTF ↓ 6 in comparison with many other separable or nonseparable systems.
