This paper introduces a new constrained adaptive subband beamformer algorithm for speech enhancement in acous tic telecommunication systems. The solution relies on a pre-calculated source covariance matrix and recursive es timates of background noise-and handsfree signal covari ance matrices. The constraint acts as an eye-opening in a vicinity of the near-field location of the source and degra dations from steering-vector erro rs can therefor be made small. The algorithm is applied in subbands using a uni form multi channel over-sampled filterbank. Simulations with real speech recorded in an automobile hands-free envi ronment show 19 dB noise reduction and 20 dB hands-free suppression.
INTRODUCTION
The increased use of personal communication devices, per sonal computers and wireless cellular telephones enables the development of new inter-personal communication sys tems. The merge between computers and telephony tech nologies brings up the demand for convenient hands-free communications. In such systems the user wish to lead a conversation in much the same way as in a normal person to-person conversation. However, by installing the micro phone far away from the user a number of disadvantages are introduced. These problems are mainly caused by room reverberation, noise and acoustic feedback.
Speech enhancement in hands-free telephony can be per formed using spectral subtraction [1] or temporal filtering such as Wiener filtering, noise cancellation and multi mi crophone methods using a variety of different array tech niques [2] . Room reverberation in this context is most ef fectively handled with arra y techniques or by proper micro phone design and placement. Acoustic feedback for hands free telephony is usually addressed by conventional echo cancellation techniques [3] .
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This paper introduces a new constrained subband adap tive beamformer as an alternative to the generalized side lobe canceler, GSC [4] . All side-lobes are simultaneously suppressed by a soft constrained RLS type of algorithm, individually in each subband. The constraint is calculated from known source position(s) and a known array geome try. The benefit with the proposed method is small target cancellation effects.
The algorithm basically calculates the Wiener solution in each subband individually, where the spatial source auto covariance matrix and the cross-covariance vector are pre calculated, while background noise-and hands-free loud speaker covariance matrices are estimated with the proposed recursive algorithm. Since information about the source po sition constitutes spatial covariance eigenvectors, it is possi ble to extend the use of the algorithm by introducing a sub space tracking algorithm [2] , and thereby allow for source position tracking.
Simulations in a real car hands-free environment is pre sented. Results show a significant noise-and hands free interference reduction within the traditional telephone band width.
PROBLEM FORMULATION
We consider a wide band source located in the near-field of a uniform linear array with I microphones. (1) 0-7803-7402-9/021$17.00 C2002IEEE
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where the response vector is given by
• . , R J with 'T.(R, 9) denoting the time delay from a point source at radius R and angle 9 to sensor i, and Rt is the distance between the source and sensor i.
The background noise statistics and angle of arri vals of distinct interference components are ass umed to be un known. It is often convention in a car hands-free installa tion to use the existing audio system for the far-end speaker .
From this point of view we regard the hands-free speech as several unknown and coherent interference sources with unknown locations in the enclosure.
We consider a setup as illustrated in figure 1 , where the constraint region denotes the locations in which the source should be contained. Errors in the response vector, e.g.
caused by misplacement and gain variations of the micro phones, affects the response in such way that small errors in the response vector causes large radial errors in the corre sponding source location. The constraint region is defined as a pie slice region to accommodate for this relation (Sec figure I ). 
Bea.former objective
The objective is fonnulated in the frequency domain I as a combination of least squares and Wiener solution. The I The representatiOll is made on a finite grid that can be dense. This 0p eration can be an FFr or a fillel"-bank transformation. The Wiener solution source covariance matrix, obtained from a specified con straint region, is calculated as a free-field cluster of point sources, while the interference and noise covariance matri ces are estimated from received data.
Given a known arra y geometry and a corresponding con straint region, our objective is to calculate
where the arr ay weight vector, w�] , for frequency n is de
and the source covariance matrix is given by fLR",.
R,.,9.
(5)
The noise covariance matrix, RJ.0). and the interference Gammer) covariance matrix, RjOl, for frequency n are (the oretically) estimates from K samples of stationary received data when each component, noise and interference, are in dividually active
10:=1
(6)
The received arra y data vectors, x.. (k) and xj(k), essen tially contains frequency n, when noise and interference sources are active, respectively. The cross covariance vec tor, r� O ), is given by the response vector and the source PSD
where the reference point for the beamfonner response is defined at the origin of coordinates (See figure 1).
3_ A RECURSIVE ALGORITHM
It is desirable to calculate the optimal beamfonning weights according to Eq. (3) based on the available data continu ously in a recursive way. Also, in order for the arra y re. sponse to be able to track variations in the surro unding envi ronment, the covariance estimates include a forgetting fac tor. A total covariance matrix, R(O), for frequency n is
is only preserved if the transfonn domain produces independent subband signals.
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where Rin) is the calculated source covariance matrix from Eq. (5), and where the noise and the interference covari ance matrices, defined in Eqs. (6) and (7), are continuously weighted estimates of disturbing sound sources.
It is desired to update the total correlation matrix, R(n), recursively at each time index k, while maintaining the con stant portion corresponding to the pre-calculated source co variance matrix, according to,
where>. is a weighting factor and where x{k) is the re ceived arr ay data vector. The effect of the above update is that the total correlation matrix is weighted and both the rank one "correction term;' x{k)xH (k), and the small por tion (1 ->'), of the pre-calculated source covariance ma trix, which has been reduced by the weighting factor, are added. Since the pre-calculated source covariance matrix may be rank-deficient, the total correlation matrix is up dated by adding scaled eigenvectors belonging to the signal space of the matrix [2] . This will result in several rank one
(11) where 11' is the p:th eigenvalue, and q1' is the p:th ordered eigenvector of the pre-calculated covariance matrix, R�O), and P is the dimension ofthe signal space, i.e. the effective rank of the matrix. The weighted optimal solution at sample instant k is now given by where r�fll is the cross covariance vector given in Eq. (8).
The inversion of the matrix at each time instant is avoided by making use of the Matrix-Inversion-Lemma. One way to reduce the complexity further, at the expense of a small weight perturbation, is to sequentially add one scaled eigen vector at each sample instant in Eq. (11).
Summary ofthe Algorithm
The algorithm is stated as an iterative procedure, individu ally for each subband, indexed m = 0, 1, . . . , M -1. The algorithm is run sequentially with the steps in the operation phase for each frequency n = 21rF.m/M, where F. is the sampling frequency.
Initialization phase:
• Calculate the source covariance matrix and the cross covariance vector according to Eqs. (5) and (8) • Calculate the eigenvalue decomposition of the source covariance matrix and store the eigenvalues and the • Choose a weighting factor>. and a weight smoothing factor a Operation phase:
Update the inverse covariance matrix,
where x(k) is the received array data vector and index p = k (mod P) denotes the index of the eigenvalues and eigen vectors given in Eq. (11).
For each sample instant, the weights are given by
and the output for frequency n is given by o A parameter Q is introduced for weight smoothing and it corresponds to the real valued pole of a first order AR model. The smoothing is used because the target speech signal adds spatially coherent power to the pre-calculated covariance matrix, and this in turn leads to small weight power fluctuations.
SIMULATIONS

Car Environment
The performance evaluation of the beamformer was made in a car hands-free situation where a six sensor microphone array were mounted on the visor at the passenger side in a Volvo station wagon. Data was gathered on a multichannel DAT-recorder with a sampling rate of 12 kHz, and with a 300-3400 Hz bandwidth. The car was running at the speed of 110 k:mIh on a paved road.
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Implementation
A unifonn over-sampled DFT filterbank is used to decom pose the received arra y signals into M subband signals. The filterbank is designed with the methodology described in. (5), where transformation and reconstruction aliasing ef-! fects are minimized.
I
The integrals in Eq. (5) and Eq. (8) are solved by numerical integration, with the constraint region given in figure I .
J
The eigenvectors in Eq. (11) are found by SVD, and parameter P is chosen in such way that the eigenvalue spread is limited to 40 dB, for all subbands. This implies that less number of eigenvectors are used in low frequency subbands, since the rank of the corresponding matrices are smaller.
Results
In order to evaluate the beamformer a set of weights were calculated according to Eq. (3). A sequence of real back ground noise and hands-ftce speech were recorded individu ally and used to calculate the estimated covariance matrices given in Eqs. (6) and (7). Table I . Suppression levels with diff erent number of sub bands.
The algorithm was also run recursively as given in Sec.
3.1, when all sources were active as in a normal conversa tion, with 64 number of subbands. Figure 2 shows short time (20 ms) power averages ofa single sensor observation, followed by the arr ay output. Experience show that a smaIJer constraint region gives better suppression, but at the same time a more noticeable target cancellation. This is related to how large the mis placement and gain variations of the microphones are. By additionally introducing a speech detector, which simply turns off the adaptation during target source periods, one may overcome these problems.
S. CONCLUSIONS
A new constrained adaptive subband bearnfonner have been presented. The solution consists in combining a pre-calculated spatial covariance matrix with estimated real environment covariance matrices. The algorithm recursively estimates the surrounding noise and interference statistics, while keep ing the pre-calculated constraint as a constant part of the &0-lution. A real car hands-ftce implementation with a linear arra y show very good noise and interference suppression.
