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Abstract: Shape restrictions such as monotonicity on functions often arise
naturally in statistical modeling. We consider a Bayesian approach to the
problem of estimation of a monotone regression function and testing for
monotonicity. We construct a prior distribution using piecewise constant
functions. For estimation, a prior imposing monotonicity of the heights of
these steps is sensible, but the resulting posterior is harder to analyze theo-
retically. We consider a “projection-posterior” approach, where a conjugate
normal prior is used, but the monotonicity constraint is imposed on poste-
rior samples by a projection map on the space of monotone functions. We
show that the resulting posterior contracts at the optimal rate n−1/3 under
the L1-metric and at a nearly optimal rate under the empirical Lp-metrics
for 0 < p ≤ 2. The projection-posterior approach is also computationally
more convenient. We also construct a Bayesian test for the hypothesis of
monotonicity using the posterior probability of a shrinking neighborhood
of the set of monotone functions. We show that the resulting test has a uni-
versal consistency property and obtain the separation rate which ensures
that the resulting power function approaches one.
Keywords and phrases: Monotonicity, Posterior contraction, Bayesian
testing, Projection-posterior.
1. Introduction
We consider the nonparametric regression model Y = f(X) + ε for a re-
sponse variable Y with respect to a one-dimensional predictor variableX ∈ [0, 1]
∗Research is partially supported by NSF grant number DMS-1916419.
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(without loss of generality) and ε a mean-zero random error with finite vari-
ance σ2. Instead of the more commonly imposed smoothness condition, f is
assumed to be a monotone increasing function on [0, 1]. We observe n repli-
cations (Y1, X1), . . . , (Yn, Xn), where the design points X1, . . . , Xn are either
deterministic or are randomly sampled from a fixed distribution G. The error ε
is assumed to be distributed independently of the predictor X .
The problem has been widely studied in the frequentist literature, and is com-
monly known as isotonic regression. Barlow and Brunk [5] obtained the great-
est convex minorant (GCM) of a cumulative sum diagram as the least-square
estimator under the monotonicity constraint. The Pool-Adjacent-Violators Al-
gorithm (PAVA) describes a method of successive approximation to the GCM,
and is the most commonly used algorithm for isotonic regression (see Ayer et
al. [2], Barlow et al. [4], or De Leeuw et al. [10]). Brunk [9] showed that the
estimated value of the regression function at a point converges at a rate n−1/3,
and evaluated its asymptotic distribution. Durot [11] established n−1/3 rate of
convergence of the isotonic regression estimator under the L1-metric.
A Bayesian approach to the monotone regression problem involves putting a
prior on functions under the monotonicity constraint. Since step-functions can
approximate monotone functions, a natural approach is to put priors on step
heights under the monotonicity constraint, and possibly also on the locations
and the number of intervals. For smoother sample paths, higher-order splines
can be used instead of the indicator functions of intervals. Shivley [21] used a
mixture of constrained normal distributions as a prior for spline coefficients.
Bayesian nonparametric methods have been developed also for other shape-
constrained problems, such as monotone density and current status censoring
model. Salomond [19] established the nearly minimax rate n−1/3 for a decreasing
density using a mixture of uniform densities as a prior. Testing for monotonicity
of a regression function has been studied in the frequentist literature by Akakpo
[1], Hall and Heckman [16], Baraud et al. [3], Ghosal et al. [12] and Bowman et
al. [8]. A Bayesian approach to testing monotonicity was proposed by Salomond
[20].
A difficulty with the usual Bayesian approach to isotonic regression is that
the monotonicity constraint on the coefficient makes both posterior computa-
tion and study of posterior concentration with increasing sample size a lot more
challenging. This is especially the case if the true regression function lies on
the boundary of the set of monotone functions, since then the prior puts a rel-
atively less mass in the neighborhood of the true regression function. A very
useful approach that can still utilize the conjugacy structure is provided by
a “projection-posterior” distribution. In this approach, the monotonicity con-
straint on the step size is initially ignored, so that they may be given independent
normal priors, and hence the posterior distribution is also normal, allowing easy
sampling, and large sample analysis of posterior concentration. Then a poste-
rior distribution is directly induced by a projection map that projects a step
function to the nearest monotone function in terms of the L1-distance or some
other metric. A similar idea based on a Gaussian process prior was used by
Lin and Dunson [17] for monotone regression. Bhaumik and Ghosal [6, 7] used
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this idea of embedding in an unrestricted space and then projecting a conju-
gate posterior in regression models driven by ordinary differential equations. In
this paper, we pursue the projection-posterior approach and show that the re-
sulting projection-posterior distribution concentrates at the optimal rate n−1/3
in terms of the L1-distance. We obtain nearly optimal posterior concentration
under an empirical Lp-distance for 0 < p ≤ 2. We also construct a Bayesian
test for the hypothesis of monotonicity based on the posterior distribution of
the difference between the unrestricted posterior sample and its projection. We
show that the resulting test is universally consistent, in that the Type I error
probability goes to zero and the power goes to one at any fixed alternative, re-
gardless of smoothness. For a sequence of smooth alternatives, we also compute
the needed separation from the null region to obtain high power. Our proposed
test is similar in spirit to Salomond’s [20] test in that both are based on the
posterior probability of a slightly extended null region, but our use of the L1-
metric on the function or the Hellinger metric on the density of Y , leads to the
universal consistency.
The paper is organized as follows. In the next section, we formally introduce
the modeling assumptions and the prior and describe the projection posterior
approach. In Section 3, we present results on posterior contraction rates of the
projection posterior distribution. In Section 4, we derive asymptotic properties
of the proposed Bayesian tests. Proofs of the main results are given in Section 5
and those of the auxiliary results in Section 6.
2. Model, prior and projection posterior
The following notations will be used throughout the paper. Let Im stand
for the m × m identity matrix. By Z ∼ NJ(µ,Σ), we mean that Z has a J-
dimensional normal distribution with mean µ and covariance matrix Σ. For
a vector x, the Euclidean norm will be denoted by ‖x‖. The transpose of a
vector x is denoted by xT and that of a matrix A is denoted by AT. If f is a
function and H a measure, the Lp-norm of f is given by ‖f‖p,H = (
∫
|f |pdH)1/p
for 1 ≤ p < ∞, and the Lp distance between two functions f and g is given
by dp,H(f, g) = ‖f − g‖p,H for 1 ≤ p < ∞ and dp,H(f, g) =
∫
|f − g|pdH for
0 < p < 1. The indicator function will be denoted by 1 and # will stand for the
cardinality of a finite set.
For two sequences of real numbers an and bn, an . bn means that an/bn is
bounded, an ≍ bn means that both an . bn and bn . an, and an ≪ bn means
that an/bn → 0. For a random variable Y and a sequence of random variables
Xn, Xn →P Y means that Xn converges to Y in P -probability.
Let F and F+ respectively denote the space of real-valued measurable func-
tions and monotone increasing functions on [0, 1], and for K > 0, let F+(K) =
{f ∈ F+ : |f | ≤ K}. For f : [0, 1] 7→ R and d a distance on F , let the projection
of f on F+ be the function f∗ that minimizes d(f, h) over h ∈ F+. The topo-
logical closure of F+ is denoted by F¯+. The ǫ-covering number of a set A with
respect to a metric d, denoted by N (ǫ, A, d), is the minimum number of balls of
radius ǫ needed to cover A.
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Let Gn(x) = n
−1
∑n
i=1 1{Xi ≤ x}, the empirical distribution of the predic-
tors X .
A prior distribution on the regression function f will be given by a random
step function f(x) =
∑J
j=1 θj1{x ∈ Ij}, x ∈ (0, 1] where I1, . . . , IJ are disjoint
intervals partitioning [0, 1] given by Ij = (ξj−1, ξj ], j = 1, . . . , J − 1, and IJ =
[ξJ−1, ξJ ]. The knot points are 0 = ξ0 < ξ1 < . . . < ξJ−1 < ξJ = 1. With a
given set of J knots, the corresponding collection of step functions is denoted
by FJ . The counts of these intervals are denoted by Nj =
∑n
i=1 1{Xi ∈ Ij},
j = 1, . . . , J . For the prior, J or ξ = (ξ1, . . . , ξJ−1) or both may be given, or
these may may be distributed according to a prior. Depending on their choices,
the following three types of prior distributions will be considered in this paper.
1. Type 1 prior: The number of steps J is deterministic (will be dependent
on the sample size n), ξj = j/J , j = 1, . . . , J − 1.
2. Type 2 prior: The number of steps J is deterministic,
P((ξ1, . . . , ξJ−1) = S) =
1(
n
J−1
) , S ⊂ {X1, . . . , Xn},#S = J − 1,
that is, the knots are sampled randomly without replacement from the
observed values of predictor variables (only applicable for deterministic X
with distinct values).
3. Type 3 prior: The knots are equidistant and the number of steps J is
given a prior satisfying
exp[−b1j(log j)
t1 ] ≤ Π(J = j) ≤ exp[−b2j(log j)
t2 ] (2.1)
for some b1, b2 > 0 and 0 ≤ t2 ≤ t1 ≤ 1.
In all three cases, given σ and J , the coefficients θ1, . . . , θj are given indepen-
dent normal priors θj |σ ∼ N(ζj , σ2λ2j), B1 < λj < B2 for some B1, B2 > 0 and
bounded |ζ1|, . . . , |ζJ |. We write Λ = diag(λ21, . . . , λ
2
J), the diagonal matrix with
entries λ21, . . . , λ
2
J . Hence the prior Type 1 prior will be used to obtain optimal
posterior contraction in L1-distance, Type 2 prior for posterior contraction in
terms of an empirical L2-distance while Type 3 prior will be used for testing
monotonicity against smooth alternatives of unspecified smoothness.
The variance parameter σ2 is either estimated by maximizing the marginal
likelihood, or is given an inverse-gamma prior σ2 ∼ IG(β1, β2) with β1 > 2 and
β2 > 0.
We write Y = (Y1, . . . , Yn)
T, X = (X1, . . . , Xn)
T, Dn = (Y ,X), ε =
(ε1, . . . , εn)
T, B = ((1{Xi ∈ Ij})), an n × J matrix, and θ = (θ1, . . . , θj)T.
Thus the model can be written as Y = Bθ + ε, and the prior (given J
and σ) as θ|J ∼ NJ(ζ, σ2Λ) with ζ = (ζ1, . . . , ζJ)T. Then θ|(Dn, J, σ, ξ) ∼
NJ((B
TB +Λ)−1(BTY +Λ−1ζ), σ2(BTB +Λ−1)−1), that is, θj are a poste-
riori independent with
θj |(ξ, σ, J,Dn) ∼ N
(
Nj Y¯j + ζj/λ
2
j
Nj + 1/λ2j
,
σ2
Nj + 1/λ2j
)
. (2.2)
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The marginal distribution of the observations Y (given X and J, σ2, ξ) is
Y |(σ, ξ, J,X) ∼ Nn
(
Bζ, σ2(BΛBT + In)
)
. (2.3)
As the coefficients θ have not been restricted to the cone of monotone increas-
ing values Q := {(q1, . . . , qJ) : q1 ≤ q2 ≤ · · · ≤ qJ}, the resulting regression
function f =
∑J
j=1 θj1Ij may not be monotone. In order to comply with the
monotonicity restriction, a sampled value of the function f from its posterior
(obtained through the posterior sampling of θ) is projected on the set of mono-
tone functions F+ on [0, 1] to obtain f∗ ∈ F+ nearest to f with respect to some
distance d. The induced distribution of f∗ will be called the projection-posterior
distribution. It will be denoted by Π∗n and will be the basis of inference on the
regression function f . By its definition, the projection-posterior distribution is
restricted to F+.
We also find that the projection f∗ of a step function f =
∑J
j=1 θj1Ij ∈ FJ
is itself a step function f =
∑J
j=1 θ
∗
j1Ij ∈ FJ , with θ
∗
1 ≤ · · · ≤ θ
∗
J . For the
the L2(Gn)-distance, these values are obtained by the weighted isotonization
procedure
minimize
J∑
j=1
Nj(θj − θ
∗
j )
2 subject to θ∗1 ≤ · · · ≤ θ
∗
J . (2.4)
The optimizing values θ∗1 , . . . , θ
∗
J can be computed using the PAVA and can
be characterized as the left-derivative at the point n−1
∑j
k=1Nk of the great-
est convex minorant of the graph of the line segments connecting the points{
(0, 0),
(
N1/n,N1θ1/n
)
, . . . ,
(∑J
k=1Nk/n,
∑J
k=1Nkθk/n
)}
(cf. Lemma 2.1 of
Groeneboom and Jongbloed [15]). the same solution is obtained even if the
L2(Gn)-distance is replaced by a wider class; see Theorem 2.1 of Groeneboom
and Jongbloed [15].
We make one of the following design assumptions (DD) or (DR) on the pre-
dictor X and the assumption (E) on the error variables.
Condition (DD) (Deterministic predictor). The predictor variables X is
deterministic assuming values X1, . . . , Xn, and the counts N1, . . . , NJ of J eq-
uispaced intervals I1, . . . , IJ satisfy, for J →∞, max{Nj : 1 ≤ j ≤ J}/n→ 0.
The bounds are clearly implied by the condition sup{|Gn(x) − G(x)| : x ∈
[0, 1]} = o(J−1), where G has a positive and continuous density g on [0, 1].
Condition (DR) (Random predictor). The predictor X is sampled indepen-
dently from a distribution G, having a density g, which is bounded and bounded
away from zero on [0, 1].
The assumption of normality on the error is only a working hypothesis. We
assume the following condition on the error.
Condition (E) (True error distribution). The error variables ε1, . . . , εn are
i.i.d. sub-Gaussian with mean 0 and variance σ20 .
We denote the true value of the regression function by f0 and write the vector
of function values at the observed points by F0 = (f0(X1), . . . , f0(Xn)) and the
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corresponding true distribution by P0. Let E0(·) and Var0(·) be the expectation
and variance operators taken under the true distribution P0.
The error variance σ2 may be estimated by maximizing the marginal likeli-
hood of σ. From (2.3), it follows that the marginal maximum likelihood estimate
of σ2 is given by
σˆ2n = n
−1(Y −Bζ)T(BΛBT + In)
−1(Y −Bζ). (2.5)
The plug-in posterior distribution of f is then obtained by substituting σˆn for
σ in (2.2). If instead, we equip σ2 with inverse-gamma prior σ2 ∼ IG(β1, β2),
then a fully Bayes procedure can be based on the posterior distribution
σˆ2n ∼ IG(β1 + n/2, β2 + (Y −Bζ)
T(BΛBT + In)
−1(Y −Bζ)/2). (2.6)
3. Posterior contraction rates under monotonicity
3.1. Preliminaries
To establish posterior contraction rates for f with unknown σ, we need to
effectively control the range of values of σ.
It will be shown in Lemma 6.2 that the maximum marginal likelihood estima-
tor for σ2 in the plug-in Bayes approach or the marginal posterior distribution
of σ2 in the fully Bayes approach, are consistent for any f0 ∈ F+, and the con-
vergence is also uniform over F+(K), for any fixed K > 0. This allows us to
treat σ as essentially known in studying the posterior contraction.
As mentioned in the last section, we impose monotonicity on f by projecting
f on F+ and use the projection posterior distribution for inference. The fol-
lowing argument shows that the concentration property of the posterior at any
monotone function is not weakened by this procedure.
Let Π∗n stand for the projection posterior distribution given by
Π∗n(B) = Π(f : f
∗ ∈ B|Dn), B ⊂ F , (3.1)
where f∗ is the projection of f on F+ with respect to some metric d on the
space of regression functions. Then for the true regression function f0 ∈ F+ and
ǫ > 0, we have that
Π∗n(d(f, f0) > 2ǫ) ≤ Π(f : d(f
∗, f0) > ǫ|Dn), (3.2)
and hence the contraction rate of the unrestricted posterior is inherited by the
projection posterior. To see this, note that d(f∗, f) ≤ d(f0, f) by the property
of the projection. Hence, using the triangle inequality
d(f∗, f0) ≤ d(f
∗, f) + d(f, f0) ≤ d(f0, f) + d(f, f0) = 2d(f, f0). (3.3)
For p ≥ 1, the Lp-projection of a step function is easily computable, by algo-
rithms similar to the PAVA (see Section 3.1 of De Leeuw et al. [10]).
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3.2. Contraction rate under the L1-metric
In this subsection, we derive the posterior contraction rate with respect to
the L1-metric. An important factor determining this rate is the approximation
rate of monotone functions by step functions. For the L1-metric, step functions
with regularly placed knots are adequate for the optimal approximation rate
(see Lemma 6.3), and hence it is sufficient to consider a Type 1 prior. In the
following theorem, we derive the contraction rate at a monotone function in the
L1-metric by directly bounding posterior moments.
Theorem 3.1. Let f0 ∈ F+, and assume that Condition (E) holds. Let the prior
on f be of Type 1, with J →∞ and J ≪ n. Let σ2 be estimated using the plug-in
Bayes approach or endowed with the inverse-gamma prior using a fully Bayes
approach. Assume that either X is deterministic and Condition (DD) holds, or
X is random and Condition (DR) holds. Then for ǫn = max{J−1, (J/n)1/2}
and every Mn →∞,
(a) E0 Π
∗
n (‖f − f0‖1,Gn > Mnǫn)→ 0 for the fixed design;
(b) E0 Π
∗
n (‖f − f0‖1,G > Mnǫn)→ 0 for the random design.
In particular, if we choose J ≍ n1/3, the projection-posterior contracts at the
minimax rate ǫn = n
−1/3. Moreover, the convergence is uniform over F+(K)
for any K > 0.
Under Condition (DR), the L1(G)-distance is equivalent to the usual L1-
metric on [0, 1], and hence the contraction rate may be stated in terms of the
latter. Conditions (DD) or (DR) on X in the theorem above is needed only
to conclude, using Lemma 6.2, that the estimator (or the posterior) for σ is
consistent. The conclusion is only used to get an upper bound for σ. If instead,
we assume an upper bound for σ (and change the prior on σ to comply with the
bound, if the fully Bayes procedure is used), we can remove these conditions.
3.3. Contraction rates under the empirical Lp-metric
When the metric under consideration is Lp with p > 1, step functions based
on equidistant knots do not have the optimal approximation property. To restore
this ability, we need to allow arbitrary knots (see Lemma 6.3), and put a prior
on these. Then the theory of posterior contraction for general (independent, not
identically distributed) observations of Ghosal and van der Vaart [13] can be
applied by computing the prior concentration rate near the truth and bounding
the metric entropy of a suitable subset of the parameter space, called a sieve.
However, due to their ordering requirement and possibly very uneven allocation
of the knots ξ used for the construction of the optimal approximation, the
concentration of the prior distribution of ξ near their values appearing in the
optimal approximation may be low, and hence the posterior concentration rate
may suffer. The problem can be avoided by choosing knots from the observed
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values of X when the predictor variable is deterministic and the empirical Lp-
norm ‖f‖p,Gn is used. Then the optimal rate (up to a logarithmic factor) can
be obtained.
Theorem 3.2. Let X be deterministic assuming values X1, . . . , Xn. Let f0 ∈
F+ and the prior on f be of Type 2, with log J ≍ logn. Let ε1, . . . , εn be i.i.d.
normal with mean zero and variance σ2, which is estimated using the plug-in
Bayes approach or is endowed with the inverse-gamma prior using a fully Bayes
approach. Then for any 0 < p ≤ 2, E0 Π∗n (‖f − f0‖p,Gn > Mnǫn) → 0, where
ǫn = max{
√
(J logn)/n, J−1}. In particular, the best rate ǫn = (n/ logn)
−1/3
is obtained by choosing J ≍ (n/ logn)1/3. Moreover, the conergence is uniform
over F+(K) for any K > 0.
If instead of choosing J , we put a prior also on J following (2.1), then the
contraction rate is given by n−1/3(logn)(5−3t2)/6.
Clearly, with a prior on J given by (2.1), the best rate (n/ logn)−1/3 is ob-
tained when t1 = t2 = 1. A Poisson (or a suitably truncated Poisson) prior meets
the requirement. Again, Condition (DD) is used only to derive the consistency
of the estimator (or the posterior) of σ, and the condition can be removed if σ
is assumed to be bounded.
It would be interesting to obtain nearly optimal contraction rates for the
continuous Lp-metric, but we do not know an appropriate prior on the knot-
locations that would allow sufficient prior concentration to yield the desired
result. For a continuous metric Lp-metric, the weak approximation with equal
intervals allows only a sub-optimal approximation rate J−1/p (see Lemma 6.3),
and consequently a suboptimal posterior contraction rate (n/ logn)−1/(p+2).
4. Bayesian testing for monotonicity of f
A natural test for the hypothesis of monotonicity is given by the posterior
probability of F+: reject the hypothesis if Π(f ∈ F+|Dn) is smaller than 1/2,
say. The problem with this test is that if the true regression f0 ∈ F belongs to
the boundary of F+, then even if the posterior is consistent at f0, the posterior
probability Π(f ∈ F+|Dn) may be low because a large part of a neighborhood
of f0 may fall outside F+. In order to avoid such false rejections, one may
quantify a test based on a discrepancy measure d(f,F+) between f sampled
from the posterior, and the set of monotone functions F+ (that is, a nonnegative
function of f that vanishes exactly on F+), or equivalently, d(f, f∗) where f∗
is the projection of f on F+. A reasonable test can be based on the posterior
probability Π(f : d(f,F+) < τn|Dn) for a sequence τn → 0 slowly. This test is
equivalent to rejecting for low values of the posterior probability Π(Fτn+ |Dn) of
the τn-neighborhood F
τn
+ = {f : d(f,F+) < τn} of F+. This approach was also
pursued by Salomond [19, 20], with a discrepancy measure given by d(f,F+) =
max{(θj−θi) : 1 ≤ j ≤ i ≤ J} for f =
∑J
j=1 θj1Ij (with equidistant knots) and
a cut-off τn =
√
(J logn)/n. This test has probability of Type I error going to
zero and has high power against smooth alternatives, if appropriately separated
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from the null. However, the power of this test at a non-smooth alternative may
not go to one. This prompts us to propose an alternative test, based on the
L1-distance as the discrepancy measure, which has the property of universal
consistency, that is, the power at any fixed alternative goes to one.
Let H(α,L) be the Ho¨lder space of α-smooth function with Ho¨lder norm
bounded by L (see Definition C.4 of Ghosal and van der Vaart [14]).
Theorem 4.1. Consider a Type 1 prior with J ≍ n1/3. Let σ2 be estimated using
the plug-in Bayes approach or endowed with the inverse-gamma prior using a
fully Bayes approach. Assume that X is random and Condition (DR) holds, and
the errors satisfy Condition (E). For d(f1, f2) =
∫
|f1− f2|dG, consider the test
defined by φn = 1{Π(d(f,F+) ≤ Mnn−1/3|Dn) < γ}, where 0 < γ < 1 is a
predetermined constant and Mn → ∞ is fixed slowly growing sequence. Then
the following assertions hold.
(a) (Consistency under H0) : For any fixed f0 ∈ F+, E0φn → 0, and further
the convergence is uniform over F+(K).
(b) (Universal Consistency) : For any fixed f0 integrable on [0, 1] and f0 /∈ F¯+,
E0(1− φn)→ 0.
(c) (High power at converging smooth alternatives) : For any 0 < α ≤ 1 and
L > 0, sup{E0(1 − φn) : f0 ∈ H(α,L), d(f0,F+) > ρn(α)} → 0, where
ρn(α) =
{
Cn−α/3, for some C > 0 if α < 1,
CMnn
−1/3, for any C > 1 if α = 1.
In the above theorem, the L1(G)-distance may be replaced by the L1-distance
under the Lebesgue measure, since under Condition (DR), these two metrics are
equivalent. In this case, part (c) may be strengthened by replacing the Ho¨lder
spaceH(α,L) by the Sobolev space with (1, α)-Sobolev norm bounded by L (see
Definition C.6 of Ghosal and van der Vaart [14]). Also, if G is replaced by the
empirical distribution Gn (and assuming that Condition (DD) holds instead of
Condition (DR) if X is deterministic), the conclusions in parts (a) and (c) will
still hold. The proof is very similar. If σ has a known bound, then Condition
(DD) or Condition (DR) is not needed.
The procedure involving the test φn is computationally simple as it does not
involve a prior on J . The algorithm for median isotonic regression (see Robertson
and Wright [18] and De Leeuw et al. [10]) allows us to compute d(f,F+) very
efficiently. However, with a deterministic choice of J , the posterior contraction
is not adaptive on classes of functions with different smoothness α. Therefore
an order of separation n−α/3 (up to a logarithmic factor) is needed, which is
larger than the optimal order n−α/(1+2α) of separation for α < 1. Adaptation
can however be restored by using a prior on J and letting cut-off value for the
discrepancy with F+ depend on J , as in Salomond [20], if the class of regression
functions is uniformly bounded.
Theorem 4.2. Let the prior on f be of Type 3 with J given a Poisson prior,
and σ be bounded and be given a positive prior density with bounded support
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containing the true value σ0. Assume that X ∼ G and G satisfies Condition
(DR). Let φn = 1{Π(d(f,F+) ≤ M0
√
(J logn)/n|Dn) < γ}, where d is the
Hellinger distance on pf (y, x) = (2πσ
2)−1/2 exp[−(y − f(x))2/(2σ2)]g(x), the
density induced by f , 0 < γ < 1 is a predetermined constant and M0 > 0 is a
sufficiently large constant.
(a) (Consistency under H0) : For any fixed f0 ∈ F+, E0φn → 0, and the
convergence is uniform over F+(K).
(b) (Universal Consistency) : For any fixed f0 integrable on [0, 1] and f0 /∈ F¯+,
E0(1− φn)→ 0.
(c) (Adaptive power at converging smooth alternatives) : For f0 /∈ F+, f0 ∈
H(α,L), there exists C depending on α and L only such that
sup{E0(1 − φn) : f0 ∈ H(α,L), d(f0,F+) > C(n/ logn)
−α/(1+2α)} → 0.
In the theorem,G can be replaced by the uniform distribution in the definition
of the test. In this case, the Ho¨lder space H(α,L) in part (c) can be replaced
by the Sobolev space with (2, α)-Sobolev norm bounded by L.
Unlike Theorem 4.1, the proof requires the application of the general theory
of posterior contraction. The weaker Hellinger distance for separation is used
so that a test required for the application of the theory is available automati-
cally without requiring the regression functions to be bounded by a constant, a
condition that will rule out the conjugate normal prior needed in the proof. An
alternative is to use the empirical L1-distance and conclude parts (a) and (c)
only, assuming that Nj ≍ n/J uniformly in j = 1, . . . , J .
5. Proofs of the main results
Proof of Theorem 3.1. In view of (3.2), it is enough to obtain the contraction
rate of the unrestricted posterior. We prove the result for the plug-in Bayes
approach; the fully Bayes case can be dealt with similarly. From Lemma 6.2,
get a shrinking neighborhood Un of σ0 with P0(σˆ ∈ Un) → 1. Hence for the
purpose of the proof, we may assume that σˆ ∈ Un.
We first consider the case that X is deterministic. Let f0J =
∑J
j=1 θ0j1Ij
with θ0j = N
−1
j
∑
i:Xi∈Ij
f0(Xi) for all 1 ≤ j ≤ J . By Lemma 6.3 (a), ‖f0J −
f0‖1,Gn . J
−1 and the bound is also uniform for f0 ∈ F+(K). To complete the
proof, we now show that
E0Π(‖f − f0J‖1,Gn > Mn
√
J/n
∣∣Dn)→ 0 for any Mn →∞. (5.1)
Since f = θj and f0 = θ0j on Ij , ‖f − f0J‖1,Gn = n
−1
∑J
j=1Nj |θj − θ0j |.
Hence by the Cauchy-Schwarz inequality followed by Markov’s inequality,
Π(‖f − f0J‖1,Gn > Mn
√
J/n
∣∣Dn) . 1
M2nJ
J∑
j=1
NjE(|θj − θ0j |
2
∣∣Dn). (5.2)
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For 1 ≤ j ≤ J , we bound E(|θj − θ0j |2
∣∣Dn) = Var(θj∣∣Dn) + |E(θj∣∣Dn)− θ0j |2,
bound the expectation of both terms, and put in (5.2) to obtain the desired
result. For the first term,
NjVar(θj
∣∣Dn) ≤ sup
σ∈Un
Njσ
2
[Nj + λ
−2
j ]
1/2
. 1. (5.3)
We bound E0[Nj |E(θj
∣∣Dn)− θ0j |2] as
E0
[
Nj
∣∣∣∣NjY¯j +
ζj
λ2
j
Nj +
1
λ2
j
−
∑
i:Xi∈Ij
f0(Xi)
Nj
∣∣∣∣
2]
. 1 + E0
∣∣∣∣
∑
i:Xi∈Ij
(Yi − f0(Xi))
Nj
∣∣∣∣.
Using the boundedness of ζj and λ
−2
j , and the second term in the last expression
is bounded by σ20 by the moment inequality.
For random predictors, we use the ‖ · ‖1,G-distance, which involves another
integration with respect to X1, . . . , Xn on the left side of (5.1).
Proof of Theorem 3.2. Because of (3.2), it suffices to obtain the contraction
rate of the unrestricted posterior. Since for 0 < p < 2, the Lp(Gn)-distance
is dominated by the L2(Gn)-distance, it suffices to prove the result for p = 2.
We shall apply the general theory of posterior contraction (Ghosal and van der
Vaart [14], Chapter 8) using the sieve
Pn =
{
f =
J∑
j=1
θj1[ξj−1,ξj), ξ1, . . . , ξJ−1 ∈ X,max
j
|θj | ≤ n
}
. (5.4)
Let p
(n)
f,σ denote the joint density of Y1, . . . , Yn for a regression function f . We
verify the conditions of Theorem 8.26 of Ghosal and van der Vaart [14] for
ǫn = max{
√
(J logn)/n, J−1}. Note that by Lemma 6.2, we can restrict σ to
an arbitrarily small neighborhood of σ0, so the test construction in Lemma 8.27
of Ghosal and van der Vaart [14] is applicable.
By direct calculations, the Kullback-Leibler divergence and the square Kullback-
Leibler variation are respectively equal to
K(p
(n)
f0,σ0
; p
(n)
f,σ) = E0 log
p
(n)
f0,σ0
p
(n)
f,σ
=
n
2σ2
‖f − f0‖
2
2,Gn +
n
2
[σ20
σ2
− 1− log
σ20
σ2
]
,
V2,0(p
(n)
f0,σ0
; p
(n)
f,σ) = Var0 log
p
(n)
f0,σ0
p
(n)
f,σ
=
n
4
(σ20
σ2
− 1
)2
+
nσ20
σ4
‖f − f0‖
2
2,Gn .
Therefore for a sufficiently small ǫ, there exists C1 > 0 such that
Bn,0((f0, σ0), ǫ) := {(f, σ) : K(p
(n)
f0,σ0
, p
(n)
f,σ) ≤ nǫ
2, V2,0(p
(n)
f0,σ0
; p
(n)
f,σ) ≤ nǫ
2}
⊃ {(f, σ) : ‖f − f0‖
2
2,Gn ≤ C1ǫ
2, |σ2 − σ20 |
2 ≤ C1ǫ
2}.
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By Lemma 6.3, there exists f0J such that f0J(·) =
∑J
j=1 θ0j1Ij , where I1, . . . , IJ
are an interval partition with knots {ξ0,1, . . . , ξ0,J−1} ⊂ {X1, . . . , Xn} and
‖f0J − f0‖22,Gn . ǫ
2
n. By the prior independence of f and σ, and because
− logΠ(|σ − σ0|2 ≤ Cǫ2n) . log(1/ǫn) . logn, it suffices that
Π(‖f − f0J‖
2
2,Gn ≤ C2ǫ
2
n) = Π
( n∑
i=1
Nj(θj − θ0j)
2 ≤ C2nǫ
2
n
∣∣ξ = ξ0)Π(ξ = ξ0)
≥ Π
( J⋂
j=1
{
|θj − θ0,j | ≤
√
C2ǫn
}) 1(
n
J−1
) ,
since
∑n
i=1(f(Xi)−f0J(Xi))
2 =
∑J
j=1Nj |θj−θ0j |
2 and
∑J
j=1Nj = n. The last
expression is at least of the order (C3ǫn)
J n−(J−1) for some C3 > 0. Putting
these together, we have − logΠ(Bn,0((f0, σ0), ǫn)) . J [log(1/ǫn) + log J ] .
J logn . nǫ2n by the definition of ǫn, fullfilling the condition of prior proba-
bility concentration needed for posterior contraction rate ǫn.
Observe that the metric entropy logN (ǫ,Pn, ‖·‖p,Gn) of the sieve Pn in (5.4)
is bounded above by J log(n/ǫn) . J logn . nǫ
2
n. Finally, the prior probability
Π(Pcn) of the complement of the sieve Pn is bounded by Je
−n2/2 ≪ e−cnǫ
2
n for
any c > 0, establishing condition (8.33) of Ghosal and van der Vaart [14]. This
establishes the rate ǫn = max(
√
(J logn)/n, J−1) when J is chosen determin-
istically. Clearly, the best choice is J ≍ (n/ logn)1/3, giving the nearly optimal
rate (n/ logn)−1/3.
When J is given a prior, to lower bound Π(Bn,0((f0, σ0), ǫ)), we intersect
the set with {J = J0}, where J0 ≍ (n/ logn)1/3. This gives an additional fac-
tor e−b1J0(log J0)
t1
, which is absorbed in e−cnǫ¯
2
n by adjusting the constant for
a pre-rate ǫ¯n = (n/ logn)
−1/3, because t1 ≤ 1. Modify the sieve in (5.4) by
intersecting with {J ≤ J1}, where J1 to be determined. The prior probability
of the complement Pcn then contributes an extra factor a constant multiple of
e−b2J1(log J1)
t2
to J1e
−n2/2. To obtain the final rate, we need to choose J1 such
that J1(logn)
t2 exceeds a sufficiently large multiple of nǫ¯2n, and then the rate is
given by
√
(J1 logn)/n = n
−1/3(logn)(5−3t2)/6.
Proof of Theorem 4.1. (a) Let f0 ∈ F+. Using the definition of projection,
E0Π(‖f − f
∗‖1,G > Mnn
−1/3|Dn) ≤ E0Π(‖f − f0‖1,G > Mnn
−1/3|Dn)→ 0
for J ≍ n1/3 by Theorem 3.1. Then it follows that E0φn = P0(Π(d(f,F+) ≤
Mnn
−1/3|Dn) < γ)→ 0. Further, the convergence is uniform over f0 ∈ F+(K)
for any K > 0.
(b) Let f0 /∈ F¯+ be fixed and integrable. Using the properties of the pro-
jection, d(f0,F+) = ‖f0 − f∗0 ‖1,G is bounded by ‖f0 − f
∗‖1,G, which, by the
triangle inequality, is further bounded above by
‖f0 − f‖1,G + ‖f − f
∗‖1,G = ‖f − f0‖1,G + d(f,F+).
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This leads to d(f,F+) ≥ d(f0,F+) − ‖f − f0‖1,G, and hence Π(d(f,F+) ≤
Mnn
−1/3
∣∣Dn) ≤ Π(‖f0 − f‖1,G +Mnn−1/3 ≥ d(f0,F+)∣∣Dn).
Let θ0j =
∫
Ij
f0dG/G(Ij), 1 ≤ j ≤ J . Then as shown in the proof of Theorem
3.1, Π(‖f − f0J‖1,G > Mn
√
J/n
∣∣Dn) →P0 0, and hence for J ≍ n1/3, we have
Π(‖f − f0J‖1,G > Mnn−1/3
∣∣Dn) →P0 0. Next, since f0 is integrable, by the
martingale convergence theorem, ‖f0 − f0J‖1,G → 0. hence
E0Π(‖f − f0‖1,G +Mnn
−1/3 ≥ d(f0,F+)|Dn)
≤ E0Π
(
‖f − f0J‖1,G ≥ d(f0,F+)− ‖f0J − f0‖1,G −Mnn
−1/3
∣∣Dn)→ 0
because d(f0,F+) is fixed and positive. This implies that the probability of Type
2 error P0(Π(d(f,F+) ≤Mnn−1/3|Dn) ≥ γ)→ 0.
(c) Let f0 /∈ F+ and f0 ∈ H(α,L) such that d(f0,F) ≥ ρn(α). Consider the
step function f0J of f0 as in part (b). By a well-known fact from approxima-
tion theory, we have that ‖f0 − f0J‖1,G ≤ C(L)J−α for some constant C(L)
depending only on L. For instance, the bound follows from de Boor [? ] as step
functions with equidistant points are B-splines of order 1. Hence for J ≍ n1/3,
by we have Π(‖f − f0‖1,G > Mnn−1/3 + C(L)n−α/3|Dn) →P0 0, uniformly for
all f0 ∈ H(α,L). Thus d(f,F+) is
d(f, f∗) ≥ d(f0, f
∗)− d(f, f0) ≥ d(f0,F+)− d(f, f0) ≥ ρn(α) − d(f, f0),
so that
Π(d(f,F+) ≤Mnn
−1/3|Dn) ≤ Π(‖f − f0‖1,G ≥ ρn(α)−Mnn
−1/3|Dn)→P0 0
because for α < 1,
ρn(α)−Mnn
−1/3 ≥Mnn
−1/3 + C(L)n−α/3
for C > C(L), while for α = 1,
ρn(α)−Mnn
−1/3 ≥Mnn
−1/3 + C(L)n−α/3
for C > 1; the last follows because Mn →∞.
Proof of Theorem 4.2. Let f0 be a bounded, measurable true regression function
(irrespective of monotonicity or smoothness). For a given J , consider f0,J =∑J
j=1 θ0j1Ij with θ0j =
∫
Ij
f0dG, j = 1, . . . , J . First, we show that for a given
γ′ > 0 and sufficiently large M0,
E0Π(‖f − f0J‖2,G ≥M0
√
(J logn)/n, J ≤ Jn|Dn) < γ
′, (5.5)
provided that log Jn ≍ logn. We write the expression inside the expectation as
Jn∑
J=1
Π(J |Dn)Π
( J∑
j=1
(θj − θ0j)
2G(Ij) ≥M
2
0J(logn)/n
∣∣Dn), (5.6)
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and bound
Π
( J∑
j=1
(θj − θ0j)
2G(Ij) ≥M
2
0J(log n)/n
∣∣Dn)
≤
n
∑J
j=1G(Ij)[Var(θj |Dn) + (E(θ|Dn)− θ0j)
2]
M20J logn
. (5.7)
In view of Condition (DR), G(Ij) are of the order 1/J , and by Lemma 6.1,
Nj are of the order n/J in probability uniformly in j = 1, . . . , J . Under the
boundedness assumption on the prior parameters and the sampling variance,
Var(θj |Dn) . 1/Nj . J/n with high probability, from the standard expressions
for normal-normal conjugate setting (see the proof of Theorem 3.1).
To estimate (E(θ|Dn) − θ0j)2, with Y¯j standing for N
−1
j
∑
i:Xi∈Ij
Yi and
ε¯j standing for N
−1
j
∑
i:εi∈Ij
Yi, we first observe that |ε¯j |2 ≤ N
−1
j logn .
(J logn)/n with high probability. Here we have used the maximal norm esti-
mate using the squared-exponential Orlicz norm (see Lemma 2.2.2 of van der
Vaart and Wellner [22]) and #{ε¯j : j ≤ J ≤ Jn} . J2n. By the same argument
and the boundedness of f0, we also have
|N−1j
∑
i:Xi∈Ij
f(Xi)− θ0j |
2 . N−1j logn . (J logn)/n
with high probability. Also, |Y¯j | is uniformly bounded with high probability,
because Yi = f0(Xi) + εi. Putting in the expression for E(θ|Dn), we conclude
that (E(θ|Dn)− θ0j)2 ≤ (J logn)/n.
Putting these estimates in (5.7), we find that the expression is bounded by
M−20 with high probability simultaneously for all J ≤ Jn. Hence by (5.6), it
follows that (5.5) holds.
We also observe that, if the posterior contracts at the rate ǫn at f0 in the
sense that E0Π(J : d(f, f0) > M0ǫn|Dn)→ 0 for some M0 > 0, then
E0Π(J : d(f0J , f0) > M0ǫn|Dn)→ 0. (5.8)
This follows because f0J is the closest to f0 in FJ , so if for a J0, d(f0J0 , f0) >
M0ǫn, then Π(J = J0|Dn) ≤ Π(J : d(f0J , f0) > M0ǫn|Dn).
(a) If f0 ∈ F+, then f0J ∈ F+. By Lemma 6.3, the L2-approximation rate of
FJ with equidistant intervals at a monotone function is J−1/2. Then standard
arguments as in the proof of Theorem 3.2 show that the prior probability of a
Kullback-Leibler neighborhood of size ǫ2 is bounded below by exp{−C1ǫ
−2 log(1/ǫ)}.
The required test with respect to d is automatically available, while the sieve
can be chosen as in Theorem 3.2 and its entropy can be bounded in the same
way by noting that d is bounded by the L2(G)-metric, leading to a (suboptimal)
contraction rate ǫn = (n/ logn)
−1/4. It also follows that for Jn a large constant
multiple of ǫ−1n , the prior probability of J > Jn is exponentially small com-
pared with the prior concentration, and hence {J > Jn} has a small posterior
probability. Since log Jn . logn, it follows that (5.5) holds.
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(b) Let f0 /∈ F¯+ be fixed and bounded. By the martingale convergence theo-
rem, ‖f0J−f0‖2,G → 0 as J →∞, so for a given ǫ > 0, we can get J0 (depending
on ǫ but not depending on n) such that ‖f0J0 − f0‖2,G < ǫ/2. Then for some
δ > 0, we have
Π(‖f − f0‖2,G < ǫ) ≥ Π(J = J0)Π(max{|θj − θ0j | : 1 ≤ j ≤ J0} < δ) > 0.
Further, for J1 an arbitrarily small multiple of n/ logn, the excess prior prob-
ability Π(J > J1) can be bounded by e
−bn for some b > 0 depending on c.
Considering a sieve Pn =
{
f =
∑J
j=1 θj1Ij ,maxj |θj | ≤ n, J ≤ J1
}
, standard
estimates gives a bound for its metric entropy an arbitrarily small multiple of n.
Therefore it follows that (see Theorem 6.17 of Ghosal and van der Vaart [14])
that E0Π(J > J1|Dn)→ 0 and the posterior is consistent at f0 with respect to
d, because d(f1, f2) ≤ ‖f1 − f2‖2,G.
Observe that for any f ∈ FJ ,
d(f,F+) = d(f, f
∗) ≥ d(f0, f
∗
0 )− d(f, f0J)− d(f0J , f0). (5.9)
Since f0 /∈ F¯+, the first term is a fixed positive number. The second term is
bounded by
√
(J logn)/n with high posterior probability, and J can be re-
stricted to be at most J1, which can be taken to be an arbitrarily small multiple
of n/ logn. Hence we can make the second terms as small as we like, with high
posterior probability. By (5.8) and posterior consistency, the third term can
also be made arbitrarily small with high posterior probability. This shows that
d(f,F+) larger than some fixed positive number with high posterior probabil-
ity, and hence it will exceed
√
(J logn)/n with high posterior probability for all
J ≤ J1, prompting the test to reject the null hypothesis of monotonicity with
true probability tending to one.
(c) Let f0 /∈ F+ and f0 ∈ H(α,L) such that d(f0,F+) ≥ ρn(α). The proof
is very similar to part (b) with the following changes. First, by the well-known
approximation rate J−α at functions in H(α,L) by step functions, and standard
arguments as used in part (a) and (b), giving prior concentration and metric
entropy bounds, the posterior contraction rate at f0 with respect to d is ǫn =
(n/ logn)−α/(2α+1). Also, with high posterior probability, J can be restricted to
less than J1 ≍ nǫ2n/ logn = (n/ logn)
1/(2α+1). This bounds the second term by a
multiple of (n/ logn)−α/(2α+1) with high posterior probability. Finally, by (5.8),
the third term is also bounded by a multiple of (n/ logn)−α/(2α+1) with high
posterior probability. Therefore, the expression on the right side of (5.9) is larger
than M0
√
(J logn)/n with high posterior probability. Thus the test rejects the
null hypothesis of monotonicity with true probability tending to one.
6. Auxiliary results
Lemma 6.1. If the predictors are random, Condition (DR) holds and n/J ≫
log J , then for An =
{
a1n/(2J) ≤ min(N1, . . . , NJ) ≤ max(N1, . . . , NJ) ≤
2a2n/J
}
, we have P0(An)→ 1. In other words, N1, . . . , NJ are simultaneously
of the order n/J in probability.
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Proof. From Nj ∼ Bin(n;G(Ij)) and a1/J ≤ G(Ij) ≤ a2/J for every 1 ≤ j ≤ J ,
a standard large deviation estimate for P(Nj ≥ 2a2n/J) is 2e−Cn/J for some
constant C > 0, and similarly for P(Nj ≤ a1n/(2J)). Adding these probabilities
J times, we get the desired result because the factor log J can be absorbed in
n/J .
Lemma 6.2. Let the predictors be deterministic satisfying Condition (DD) or
be random satisfying Condition (DR). Let f0 ∈ F+, the prior on f of Type 1,
and Condition (E) holds. Then for J →∞ such that J ≪ n, we have
(a) the maximum marginal likelihood estimator σˆ2n converges in probability to
σ20 at the rate max{n
−1/2, n−1J}.
(b) If σ2 ∼ IG(β1, β2) with β1 > 2, β2 > 0, then the marginal posterior
distribution of σ2 contracts at the rate max{n−1/2, n−1J}.
Proof. (a) Let f0 ∈ F+. We first show that there exists θ0J = (θ01, . . . , θ0J) such
that n−1‖F0−Bθ0J‖2 . J−1 for deterministic X, and n−1EG‖F0−Bθ0J‖2 .
J−1 for random X.
On a set with min{Nj : 1 ≤ j ≤ J} > 0, let θ0j = N
−1
j
∑
i:Xi∈Ij
f0(Xi).
Using the monotonicity of f0, we write n
−1‖F0 −Bθ0J‖2 as
1
n
J∑
j=1
∑
i:Xi∈Ij
(f0(Xi)− θ0j)
2 ≤
1
n
J∑
j=1
∑
i:Xi∈Ij
(f0(j/J)− f0((j − 1)/J))
2
=
J∑
j=1
Nj
n
(f0(j/J)− f0((j − 1)/J))
2
. (6.1)
For deterministic X , by Condition (DD) and the monotonicity of f0, (6.1) is
bounded by
max
1≤j≤J
Nj
n
J∑
j=1
[f0(j/J)−f0((j−1)/J)]
2 ≤ max
1≤j≤J
Nj
n
(f0(1)−f0(0))
2 → 0. (6.2)
For random X , using the fact that Nj ∼ Bin(n;G(Ij)), the expectation of
(6.1) under G equals to
∑J
j=1G(Ij) (f0(j/J)− f0((j − 1)/J))
2
, which, in view
of Condition (DR), has the bound max1≤j≤J G(Ij)(f0(1)− f0(0))2 → 0.
For the rest of the proof, we assume that X is fixed, satisfying Condition
(DD); the random case can be dealt with similarly, by taking expectation with
respect to G and using Condition (DR). We imitate the proof of Proposition 4.1
(a) of Yoo and Ghosal [23] but assuming that f0 is monotone instead of smooth.
Define U = (BΛBT + In)
−1. We write
|E0(σˆ
2
n)− σ
2
0 | = |n
−1σ20tr(U) − σ
2
0 |+ n
−1(F0 −Bζ)
TU(F0 −Bζ)
and bound it by a constant multiple of
n−1[tr(In −U) + (F0 −Bθ0J)
TU(F0 −Bθ0J)
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+(Bθ0J −Bζ)
TU(Bθ0J −Bζ)]. (6.3)
Among these terms, only the middle term arising out of the approximation of the
true function by step functions, is different — the other two terms are bounded
by J/n considering step functions as B-splines of order 1 in one dimension. The
second term can also be bounded by a multiple of J−1 in the same way Yoo
and Ghosal [23] using the L2-approximation rate J
−1/2 for monotone function,
leading the upper bound a multiple of J/n+ J−1 for the expression in (6.3).
To complete the proof of part (a), we bound Var0(σˆ
2
n) by a multiple of n
−1.
Again, we can follow the same steps in the proof of Proposition 4.1 (a) of Yoo
and Ghosal [23] with the approximate rate for a smooth function replaced by
the approximation rate n−1 for a monotone function. We also observe that the
bounds obtained in the proof are uniform over f0 ∈ F+(K) for any K > 0.
Given part (a), the proof of part (b) follows exactly as in the proof of Propo-
sition 4.1 (a) of Yoo and Ghosal [23].
Lemma 6.3. Let p ≥ 1 and K > 0. Then for every f ∈ F+(K) and J > 1,
there exist θ1 ≤ · · · ≤ θJ from [−K,K] such that the following assertions hold.
(a) For any partition intervals I1, . . . , IJ and probability measure H satisfying
H(Ij) ≤ M/J , with fJ =
∑J
j=1 θj1Ij ∈ F+(K) we have that
∫
|f0 −
f0J |
pdH ≤MKp/J .
(b) For any probability measure H and 1 ≤ p <∞, there exist knots 0 = ξ0 <
ξ1 < · · · < ξJ−1 < ξJ = 1 from the topological support of H such that
for any f ∈ F+(K), the exits a function of the form fJ =
∑J
j=1 θj1Ij ∈
F+(K) satisfying
∫
|f0 − f0J |pdH ≤ Kp/Jp, where Ij = [ξj−1, ξj), j =
1, . . . , J − 1, IJ = [ξJ−1, ξJ ].
Proof. We bound the discrepancy
∫
|f − fJ |pdH =
∑J
j=1
∫
Ij
|f − fJ |pdH by
J∑
j=1
H(Ij)|f(j/J)− f((j − 1)/J)|
p ≤MJ−1
J∑
j=1
|f(j/J)− f((j − 1)/J)|p,
which is bounded by |f(1)− f(0)|p by the estimate
∑
apk ≤ (
∑
ak)
p for positive
numbers a1, . . . , ak and p ≥ 1.
The proof of part (b) is essentially contained in the proof of Theorem 2.7.5
of van der Vaart and Wellner [22], although their theorem is about a bound for
the bracketing or metric entropy. Implicit in their construction is that, given
ǫ > 0, there exists a J = J(ǫ) . ǫ−1, 0 ≤ ξ1 < · · · < ξJ−1 ≤ 1 and θ1, . . . , θJ
such that fJ =
∑J
j=1 θj1Ij satisfies ‖f − fJ‖p,H < ǫ, where I1, . . . , IJ form an
interval partition of [0, 1] with knots 0 = ξ0 < ξ1 < · · · < ξJ−1 ≤ ξJ = 1. For
instance, one of the lower brackets in their construction of an ǫ-bracketing will
satisfy the approximation property. The role of ǫ and J can be reversed, in that,
given J , we can first obtain ǫ > 0 such that the corresponding J(ǫ) is within J .
Finally, we need to conclude that the knot points ξ1 < · · · < ξJ−1 can be
chosen from the support of H . The construction in van der Vaart and Wellner
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[22] assumed, without loss of generality, that H is uniform. For a general H , the
quantile transform is applied, transforming the jth knot ξj to H
−1(ξj), which
belongs to the support of H .
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