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Abstract
Human Activity Recognition has witnessed a significant progress in
the last decade. Although a great deal of work in this field goes in rec-
ognizing normal human activities, few studies focused on identifying
motion in sports. Recognizing human movements in different sports
has high impact on understanding the different styles of humans in
the play and on improving their performance. As deep learning mod-
els proved to have good results in many classification problems, this
paper will utilize deep learning to classify cross-country skiing move-
ments, known as gears, collected using a 3D accelerometer. It will also
provide a comparison between different deep learning models such as
convolutional and recurrent neural networks versus standard multi-
layer perceptron. Results show that deep learning is more effective
and has the highest classification accuracy.
1. Introduction
Human Activity Recognition (HAR) is one of the active research areas which
retrieves the actions of humans for the sake of an automatic understanding of
their behaviours. There is a significant progress in the field of HAR due to its
potential in many domains. For example, recognizing activities can be useful
for smart homes systems, pervasive and mobile computing, surveillance-based
security, physical therapy, rehabilitation, context-aware computing, robotics,
and sports’ improvement [2]. HAR approaches can be divided mainly to
vision based and sensor based. Although many studies investigated the vision
based approach where input signals are acquired by video and depth cameras,
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this approach suffers from some limitations. For example, it requires high
computationally cost image processing algorithms for classifying the video
sequences or the visual data. On the other side, sensors are cost effective,
work in unrestricted environments and raise less privacy concerns compared
to video cameras. This leads recent studies in this field to focus on the
sensor based approach where movements are acquired by inertial sensors
such as accelerometers or gyroscopes to develop a multi-variate time series
classification problem.
Activity recognition applications can be utilized for classifying either daily
normal activities or sports motion. The recognition of sports motion didn’t
get as much attention in research as normal human activities (like walk-
ing,sitting and driving cars) although its high impact on understanding the
different styles of athletes and on improving their performance. It also offers
a feedback on performance for amateur and professional athletes and helps in
predicting next moves during the sport. In this paper, we focus on classifying
the human motion in cross-country skiing (XCS). XCS has different skiing
techniques, primarily divided into classical and skating techniques. Each
technique has different motion patterns known as gears. The challenge in
XCS classification, apart from walking and running activities, is the varying
intensity of the same skiing gear which can be fast or slow. In this case,
frequently used features like intensity and frequency are not significant in
XCS as used before for normal activities classification. [10].
In most of HAR studies, the used features are selected by hand but de-
signing hand-crafted features requires domain knowledge and may cause in-
formation loss after the features selection. In recent years, deep learning
(DL) has delivered a solution to the features selection problem and became
the new trend in machine learning. Deep networks such as convolutional and
recurrent neural networks have been successfully applied in diverse applica-
tions such as speech recognition, natural language processing, audio process-
ing, computer vision and robotics. The main reasons behind the success of
deep networks are the stacked layers in their architecture unlike traditional
networks which include three layers at most. Also, these networks apply
complex non-linear functions through its layers to automatically learn the
hierarchical representations of features without any domain knowledge. Al-
though the remarkable results that deep learning was able to achieve in many
applications, it has not been fully exploited in HAR [20], [19] and [3].
This paper applies deep learning approaches for human motion classifi-
cation for the first time in cross country skiing using sensor data. Two deep
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learning approaches, convolutional and recurrent networks, are applied us-
ing different network architectures under each approach. The performance
of all approaches are tested versus a traditional multi layer perceptron with
two layers at most. Many experiments are carried using a large dataset of
skiing data collected with a 3D sensor for different skiers and approaches are
compared with respect to the testing classification error.
2. Related Works and Background
This section reviews some of the sensor based activity recognition systems
using deep learning, mostly the deep convolutional and recurrent networks.
The recognition systems that identify daily normal activities will be shown
first, then the systems that identify sports motion. Finally, few studies which
considered cross country skiing by the traditional machine learning models
will be described.
Convolutional neural networks (CNNs) have the power to capture lo-
cal dependencies and keep features scale invariant during the representation
learning process. These two key advantages of CNN fit the characteristics
of signals of normal activities in any recognition system. An activity sig-
nal always have a high correlation between neighbouring acceleration values.
Moreover, any two signals with different motion intensities may represent the
same activity but for two different persons [20]. Therefore, CNN was exten-
sively applied in HAR systems to achieve better recognition accuracy. For
example, a deep CNN was deployed for activity recognition in [11] and was
tested versus support vector machine (SVM) and a feature selection method.
The raw sensor signals were collected from accelerometers and gyroscopes
and then permuted and stacked in a signal image. The CNN architecture
learned low and high- level features from the constructed activity image. Re-
sults on 3 datasets showed the largest recognition accuracy values to CNN.
Another HAR system in [20] introduced a new modified weight sharing tech-
nique, called partial weight sharing, to improve the classification accuracy of
the convolutional network. The new technique allows sharing weights to only
local filters that are close to each other and aggregated together in the max-
pooling layer. The modified CNN outperformed the standard CNN in many
benchmark datasets using different regularization settings of weight decay,
momentum and drop-out. Furthermore, in [19], a deep CNN was built from
convolution , rectified linear unit (ReLU) , max pooling and normalization
layers. It was tested using benchmark Opportunity Activity Recognition
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and Hand Gesture datasets. According to the values of accuracy and aver-
age F-measure, the convolutional network was more effective than four other
methods: SVM, K-nearest neighbour (KNN), Means and Variance and deep
belief network (DBN). Other Comparisons between CNN and standard ML
techniques were conducted in [7] and [16]. In the former study, the CNN was
tested versus J48, random forest (RF), SVM, KNN, and Nave Bayes using
wrist accelerometer. It achieved higher accuracy compared to RF for all of
the subjects for the left wrist. However opposite results obtained when the
right wrist was analyzed. In the other study, the CNN had the best accu-
racy values of 94.79% using raw sensor data and 95.75% using additional
information of Fast Fourier Transform (FFT) from the data set .
The deep recurrent neural network (RNN) and especially the recurrent
network based on long short term memory (LSTM) has also proved its effec-
tiveness in many recognition tasks. This architecture is able to exploit the
temporal dependencies in the time series data of humans’ normal activities
acquired by sensors [9]. For example, in [3] a LSTM was applied on WISDM
activity dataset and yielded final accuracy of 95%. In [12], a proposed hier-
archical bidirectional LSTM (BLSTM) was tested versus a standard BLSTM
for gesture recognition with smartphones . This bi-directional architecture
provides two paths, forwards and backwards, for each input sequence and
this feeds the network with past and future context of every value in this
sequence. The first level of BLSTM was responsible for classifying input
sequences to gestures and non-gestures and then, the second level classified
valid sequences to final gestures labels. The hierarchical BLSTM outper-
formed the standard architecture with respect to the classification accuracy.
In addition, a deep learning framework based on convolutional and LSTM
recurrent layers was proposed in [14]. The framework was able to both learn
feature representations and model the temporal dependencies between their
activations. Experiments on opportunity and skoda activity datasets proved
the superiority of the proposed framework over a baseline CNN with respect
to F1 score. Another framework that integrated many deep approaches was
in [9]. A deep neural network, a convolutional network and two flavours of
LSTM recurrent networks , the forward and bidirectional were implemented.
Also, a new regularization for RNN named breaks was introduced in this
study. Experiments on benchmark datasets showed that RNN outperformed
CNN on activities that are short in duration but have a natural ordering
where the opposite happened for prolonged and repetitive activities.
On the other hand, few systems were proposed for sports motion recog-
nition and the majority of these systems were based on traditional machine
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learning algorithms as in [5] ,[1],[13] and [18]. For example, in ball games,
authors in [5] used gaussian fitting and regression analysis for extracting
movement characteristics of tennis players. However, in [18], a SVM based
model was used for recognizing sports with single-handed swings like tennis,
badminton, and ping pong. SVM was able to classify the extracted features
from triaxial accelerometers after using N-median Filtering. Other studeies
applied different algorithms for classifying both daily normal activities and
sports motion like in [1]. In this study, a comparison between different clas-
sifiers like SVM and NN was introduced for classifying activities signals from
inertial and magnetic sensors. The best recognition accuracies were from NN
and SVM classifiers. Also in [13], a multi-classifier combination model based
on Quadratic SVM (QSVM) and AdaBoost Tree ensemble learning algorithm
was used for daily and sports activities recognition.
For cross country skiing, [10], [15] and [17] applied machine learning for
gears classification. In [10], a Markov chain of multivariate Gaussian distribu-
tions was used for classification, anomalies detection and clustering periodic
movement patterns. Experiments on skiing data from 14 skiers during a
training race on roller skies showed the ability of the algorithm to reach an
overall performance on the test set of 98%. Another Markov model and a
k-nearest neighbour algorithm were implemented to classify classical style
and free style simultaneously in [15]. In this study, skiing data was first
preprocessed by re-sampling the sensor data to have all skiing cycles with
same fixed timestamps before classification. Results showed that most of the
gears were correctly classified using both algorithms but according to the
error rates, KNN algorithm is preferable. Finally in [17], the gaussian filters
were used with a Markov-chain machine learning procedure to identify the
cross country ski-skating gear.
2.1. Long short-term memory (LSTM)
Recurrent neural networks (RNNs), figure 1, contain hidden layers of re-
currently connected neurons to represent the temporal dependencies in data
sequences. RNNs have been applied successfully in many applications such
as speech recognition and natural language processing. These networks have
limitations of their own, for example it is difficult to train these networks
on long input sequences. This is due to the problems of vanishing and ex-
ploding gradients that occur when errors are back-propagated across many
time steps. The Long short term memory(LSTM) solved this problem by
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integrating memory units to enable learning of long temporal dynamics. An-
other limitation of RNNs is the dependency of outputs on previous inputs
and this was solved by the bidirectional architecture [8].
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Figure 1: RNN simple cell versus LSTM cell [4]
LSTM, figure 1, was firstly introduced in 1997 by Sepp Hochreiter &
Jrgen Schmidhuber. The LSTM cell is a variant architecture of RNN cell
which incorporates memory units that enable learning complex and long-
term temporal dynamics of long sequences. These units allow to learn when
to forget previous hidden states and when to update hidden states given new
information. This cell includes an input it, input modulation gt, forget ft and
output ot gates in addition to memory cell ct and the hidden unit ht, as in
equations 1 to 6 where W are the weights matrices between input or hidden
state to the gates and b are the biases terms. Each block in the network has
many LSTM cells where gates are shared by these cells in the block. Gates
are responsible about adjusting the interactions between the memory cell and
its environment. For example, the input gate allows incoming signal to alter
the state of the memory cell or blocks it where the output gate controls the
effect of the memory cell on the hidden state. The forget gate on the other
side, lets the cell remembers or forgets its previous state [2],[3] ,[6] and [4].
it = σ(Wxixt +Whiht−1 + bi) (1)
ft = σ(Wxfxt +Whfht−1 + bf ) (2)
ot = σ(Wxoxt +Whoht−1 + bo) (3)
gt = σ(Wxcxt +Whcht−1 + bc) (4)
ct = ft  ct−1 + it  gt (5)
ht = ot  φ(ct) (6)
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Some variants of LSTM were developed to enhance its performance. For
example, to increase the effectiveness of the LSTM cell in learning a pre-
cise timing of the outputs, peephole connections were introduced by Gers &
Schmidhuber in [6] . The peephole connections are used from the internal
cells of the LSTM to the gates in the same cell to allow communication be-
tween gates and help the gates to access the current cell state even when
the output gate is closed. Another variant of the standard LSTM cell is
the bidirectional LSTM (BLSTM) where the concept of the bidirectional
RNN (BRNN) were first introduced by Schuster & Paliwal . The bidirec-
tional architectures process each training sequence forwards and backwards
by two separate recurrent nets, connected to the same output layer. There-
fore, BLSTM has the ability to access long-range sequences in both input
directions and access their future input information from the current state
[8].
2.2. Convolutional Neural Network (CNN)
Convolutional neural networks (CNNs), figure 2 , are deep networks based
on local filters which are able to discover the correlation within the input
data through the convolution operation.The output feature maps from this
convolution can figure out different types of features at each temporal po-
sition. Convolutional networks include mainly stacked layers of convolution
and pooling operations. The convolution operation apply each local filter
over all subsets of the input where weights of these filters are shared across
all subsets. Then, the pooling operation splits the output features and ap-
plies some function to reduce the size of previous layer to preserve the scale
invariance property of features[20].
…
…
Local
Fi l ter1
Local
Fi l ter2
Local
Fi l ter3
Input Output
Figure 2: Example of convolution filters: three feature maps at input layer
and two results at output layer [20]
CNNs achieved high performance when applied in the activity recogni-
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tion field. This goes back to the key advantages of CNNs, which are the
local dependencies and the scale invariance. The local filters in CNN have
the capability to capture local dependencies of neighbouring sensor accel-
eration readings of an activity signal. In addition to that, scale invariance
characteristic allows CNN to successfully learn hidden features regardless of
their positions or scales. This is helpful in the recognition of human activities
as people may do the same activity with different speeds and intensities [20],
[19].
3. Experiments
All experiments were done on the cross country skiing (XCS) sport where
different sessions or movement patterns are called gears. The data 1 was
collected using a 3D accelerometer in form of, acceleration in the horizontal
direction x, acceleration in the up direction y and in the forward direction
z. The total recorded examples was 416,737 records with 50% of records for
gear 2 and 50% for gear 3 with sampling rate 50Hz. Figure 3, (a) and (b)
shows a typical cycle of each gear in its raw format.
(a) (b)
Figure 3: (a): a typical cycle of gear 2 (b): a typical cycle of gear 3
The data was divided into training, validation and testing sets with
a segmentation process applied with window size of 1 second with 50%
1racefox.se
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Table 1: Parameters settings
Model Conv.
Layers
Filters Filter
Size
Full
layers
LSTM
Units
Hidden
Neurons
Batch
Size
CNN [1, 2] [20, ,40, 50] 10 1 - 1000 100
LSTM-
F
- - - - [25, 35,
50]
- 100
LSTM-
P
- - - - [25, 35,
50]
- 100
BLSTM - - - - [25, 35,
50]
- 100
MLP - - - [1, 2] - [30, 50,
100]
100
overlapping. Variant models of convolutional and recurrent networks were
implemented in addition to a standard MLP. For the recurrent networks,
three LSTM networks architectures were applied including standard for-
ward LSTM (LSTM-F), LSTM with peepholes (LSTM-P) and bi-directional
LSTM (BLSTM) . For the convolutional networks, two CNNs were applied,
the first one with only one convolution layer and the second with two convo-
lution layers. Finally, two multi layer perceptron (MLPs) were also tested,
using one and two hidden layers. All the models were implemented using
Tensorflow using different parameters settings as in table 1. The maximum
number of training iterations was 3000 with total number of runs was 5. The
best weights associated with the minimum validation classification error were
kept through the iterations with the cross-entropy error as the training error
measure. The performance of models was measured by the average testing
classification error over the runs where the testing error considers the number
of mismatched examples.
4. Results and Discussions
The testing classification error values of each model are shown in figure
4. The three recurrent models of LSTM are marked as LSTM-F, LSTM-
P and LSTM-BI for forward standard LSTM , LSTM with peepholes and
bi-directional LSTM respectively. Figure 4 (d) summarizes the best error
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value achieved by LSTM , CNN and MLP.
(a) (b)
(c) (d)
Figure 4: Error Values of (a): LSTM models ,(b): CNN models, (c): MLP
models, (d) Best Error
From figure 4(a) and (b), the best performing models on the skiing data
are the CNN with one convolution layer, the standard forward LSTM and
the LSTM with peepholes. For CNN, the smaller the number of local filters
used in the convolution operation, the better the learning process will be.
This conclusion can be observed from the classification error value attained
using only 20 filters. With few filters, the convolution operations succeeds in
extracting features maps that distinguish between the two skiing gears with
a classification error value of 2.4%. By testing smaller number of filters like
10 and 15, the same error value was achieved. On the contrary, the standard
forward LSTM and LSTM with peepholes have a better performance with
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increasing the network size (the number of LSTM units) although peepholes
connections doesn’t highly affect the performance especially with large num-
ber of LSTM units. By using a larger number of LSTM units at each time
step, the total classification error decreased with the most minimum error
of 1.6% achieved by LSTM-F. Small number of LSTM recurrent units can
also capture the dynamics of a sequence like the case of using only 25 units,
however the number should be reasonable to the sequence length. Hence,
Increasing recurrent units each step mostly improves the learning process
because this increases the number of memory units at each step and so the
number of weights to be optimized at each value of the sequence.
These conclusions are also valid for the bi-directional LSTM given that
only half of the total number of LSTM units are used in each of the for-
ward and backward networks. For example, 25 units used for each of the
forward and backward LSTM networks to have a total of 50 units for the
bi-directional architecture. Therefore, the same behaviour is explicit again
in the lower error values as utilizing more units. The worst error attained
by the BLSTM, 14%, appears with the total of 25 units, which validates the
above conclusion of using too small units and its effect in declining the effec-
tiveness. Also, the bi-directional architecture advantage of accessing future
and past observations during learning didn’t help the overall classification
here in skiing. This can be due to the nature of skiing gears which have dif-
ferent intensities and frequencies , hence, a sequential learning in a forward
way, like in the forward LSTM, can have better performance.
Finally, the standard multi layer perception, figure 4(c), doesn’t fit the
complex nature of the input skiing signals although its performance gets
better with more hidden units in the hidden layer but at cost of computations.
Increasing the number of hidden layers with MLP doesnt provide a solution
for better understating of the input, instead, it leads to worse performance.
From figure 4(d) and as a conclusion over MLP, deep CNN and LSTM
networks, the standard forward LSTM is the most convenient for classify-
ing the gears of skiing data with a classification error value 1.6%. It is the
best model for this data due to many characteristics. LSTM has the advan-
tage of shared weights between all cells which enhance the learning through
the input sequence. Furthermore, it incorporates different gates that help
in memorizing the dynamics of the input. All these advantages suits the
temporal nature of the skiing data and hence best results are obtained.
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5. Conclusions
This paper introduced deep learning for the first time in the classification of
skiing gears using sensor based signals. Different deep learning architectures
were applied and compared to select the best suited with the lowest classifica-
tion error. A total of five deep models were implemented, two convolutional
network models and three long short term memory models, were tested in
addition to two standard multi-layer perceptron (MLP) models. The final er-
ror of classification over the testing skiing data were reported using different
settings of each model.
The MLP failed to have a high performance in the classification due to
the complex nature of the input skiing signals which have varying intensities
and frequencies due to the different styles of skiers to perform the same
gear. Both stacked layers and the non-linear complex functions used by
deep models enable CNN and LSTM to achieve good results represented
in low classification error. CNN had the minimum error of 2.4% using few
number of local filters for the convolution process where increasing the filters
doesn’t mean improving the performance. The standard forward LSTM had
the lowest classification error, 1.6%, over all the five models thanks to its
recurrent architecture which utilize shared weights through all time steps.
Therefore, the learned weights of memory gates at each step are propagated
to the next time step till the end of each signal. Also, it can be concluded
that the larger the number of LSTM units used each time step, the better the
performance of the whole network but a larger computation time of training.
On the other side, fewer recurrent units yields to a poor learning with a
higher classification error. The best number of units here, in skiing, found
to be the same as the length of the skiing input signal.
As a future work, more experiments using other deep learning based mod-
els will be carried. Also, different datasets of skiing with a varied percentage
of gears will be used to test the generality of the above conclusions. Finally,
different styles within each gear should be analysed to study the different
ways of performing skiing and assess the quality of performance.
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