Stability of Symmetry Breaking States in Finite-size Dicke Model with
  Photon Leakage by Imai, Ryosuke & Yamanaka, Yoshiya
ar
X
iv
:1
80
1.
05
95
4v
4 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 6 
Se
p 2
01
8
Stability of Symmetry Breaking States
in Finite-size Dicke Model with Photon Leakage
R. imaia,∗, Y. Yamanakaa
aDepartment of Electronic and Physical Systems, Waseda University, Tokyo 169-8555, Japan
Abstract
We investigate the finite-size Dicke model with photon leakage. It is shown that the
symmetry breaking states, which are characterized by non-vanishing 〈aˆ〉 , 0 and cor-
respond to the ground states in the superradiant phase in the thermodynamic limit, are
stable, while the eigenstates of the isolated finite-size Dicke Hamiltonian conserve par-
ity symmetry. We introduce and analyze an effective master equation that describes the
dynamics of a pair of the symmetry breaking states that are the degenerate lowest en-
ergy eigenstates in the superradiant region with photon leakage. It becomes clear that
photon leakage is essential to stabilize the symmetry breaking states and to realize the
superradiant phase without the thermodynamic limit. Our theoretical analysis provides
an alternative interpretation using the finite-size model to explain results from cold
atomic experiments showing superradiance with the symmetry breaking in an optical
cavity.
Keywords: Dicke model, Superradiance, Quantum phase transition, Open quantum
system, Decoherence
1. Introduction
The Dicke model is one of the quantum optical models that has been thoroughly
studied [1, 2]. It describes a collection of identical two-level atoms that are coupled
with a single electromagnetic mode in a cavity via a dipole interaction. The signifi-
cant property of the Dicke model is that it exhibits a transition from a normal phase
to a superradiant phase when the coupling constant takes a critical value in the ther-
modynamic limit [3–6]. Since it is known that this phase transition occurs even at
zero temperature, it is considered to be a quantum phase transition [5, 6]. Thanks to
recent experimental progress in atomic physics, the situations described by the Dicke
model have been realized in cold atomic systems in an optical cavity [7, 8], where
the collection of cold atoms plays the same role as a collection of two-level atoms. In
these experiments the transition to a superradiant phase is verified by detecting photons
leaking from the cavity. However, this transition cannot be identified to be a quantum
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transition and/or thermal transition that is defined in equilibrium infinite-size systems,
since in the cold atom experiments the number of atoms is finite and the system is
open. Instead, it is suggested that the transition in the experiments can be interpreted
as a nonequilibrium phase transition [7, 9, 10], the photon leaking being taken into ac-
count in the thermodynamic limit. To our best knowledge, this dissipative Dicke model
has been investigated in a semi-classical and (plus) stochastic approach based on the
thermodynamic limit. The semi-classical approach [7, 11] implies that quantum oper-
ators are replaced with c-numbers and that the superradiant transition is described as a
bifurcation of the classical solution. We point out that this treatment ignores quantum
fluctuation, i.e., the quantum entanglement between the atoms and the cavity mode. As
the stochastic method [11], a stochastic term that represents a dissipation is added to
the Heisenberg equation in such a phenomenological manner that the stochastic oper-
ator of the bosonic quasi-particle defined in each of normal and superradiant phases is
introduced. Strictly speaking, this quasi-particle picture is exact only in the thermo-
dynamic limit, where the Hamiltonian becomes a corresponding quadratic form. Thus
this stochastic method is valid only when the system is close to the thermodynamic
limit. When a finite-size system is under consideration instead of the thermodynamic
limit, the higher order terms in the Hamiltonian that were neglected in the thermo-
dynamic limit may affect the quasi-particle picture and the gap in theoretical treatment
depending on whether the phase is either normal or superradiant is unfavorable. Hence,
it is still not clear how the superradiant transition is explained in the finite-size model
with the dissipation. Our analysis in this paper focuses on a stability of the superra-
diant state, without relying on the thermodynamic limit and the quasi-particle picture
established then and taking account of quantum fluctuations properly.
For the isolated finite-size Dicke model, there are some previous studies on the
singularity in the ground state energy associated with the superradiant phase transition
or its finite-size corrections [12–14]. There the model is treated as an isolated system
without symmetry breaking. In distinction from the previous research, we introduce
the interaction of the finite-size Dicke system with an environment in this paper and
focus on the mechanism to realize the symmetry breaking state, which is characterized
by 〈aˆ〉 , 0, as observed in the experiments [7, 8].
The purpose of this paper is to show that the Dicke model with photon leakage
exhibits symmetry breaking, even in finite-size systems. To achieve this, restricting
ourselves to small atomic level spacing, we first study the ground and first excited states
of the isolated Dicke model and estimate an energy gap between them, because the two
states form a pair of degenerate states when the superradiant phase is realized. Then,
we introduce photon leakage out of the cavity to an external vacuum and investigate the
temporal evolution of the density matrix in the superradiant region. It will be shown
that the symmetry breaking state becomes stable. Thus, photon leakage is crucial for
understanding symmetry breaking in a finite-size Dicke system.
This paper is organized as follows. In Sec. 2, we briefly introduce the Dicke model
and compare the finite-size model with the model in the thermodynamic limit. The low-
est energy eigenstates are constructed under a “polarization condition”, and we have a
pair of the two almost degenerate states, breaking the parity symmetry, in the super-
radiant region in Sec. 3. Section 4 shows that, although the symmetry breaking states
are not exact eigenstates, they freeze dynamically. Considering the leakage photon, we
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derive and analyze an effective master equation for the two symmetry breaking states
in the open Dicke model that interacts with the environment in Sec. 5 and discuss the
stability of the symmetry breaking states.
2. Parity symmetry and superradiance
The Dicke Hamiltonian is given by [3–6]
HˆDH = ω0 Jˆ
(3) + ωaˆ†aˆ + λϕc
[(
aˆ + aˆ†
)(
Jˆ+ + Jˆ−
)]
, (1)
where aˆ denotes the bosonic annihilation operator for the cavity mode with frequency
ω, and Jˆ(i) (i = 1, 2, 3) are pseudospin operators describing a collection of N identi-
cal two-level atoms with level spacing ω0; these operators obey angular momentum
algebra. The Jˆ± operators are defined by Jˆ(1) ± iJˆ(2), and, we take J = N/2 for the
length of the pseudospin J. The coefficients ω0, ω, and λ are non-negative. The sym-
bol ϕc stands for the normalization factor of wave function for cavity mode [3], namely
ϕc = 1/
√
2J. Note that we do not neglect the counter-rotating contributions in the
Hamiltonian (1). As in Ref. [13], we employ the following Hamiltonian, transformed
by the unitary operator Uˆ = exp
[
i(π/2)Jˆ(2)
]
,
Hˆ = UˆHˆDHUˆ
† = −ω0 Jˆ(1) + ωaˆ†aˆ + 2λϕc
(
aˆ + aˆ†
)
Jˆ(3) , (2)
because the diagonalized form of the interaction term is convenient for our arguments.
The parity transformation in this representation is executed by the unitary operator
Πˆ = exp
[
i
(
aˆ†aˆ − Jˆ(1)
)
π
]
, (3)
and Hˆ is invariant under the parity transformation Πˆ, namely [Hˆ, Πˆ] = 0.
In the thermodynamic limit, where N → ∞, the system shows two phases that
separated by the critical coupling constant λc =
√
ω0ω/2 [5, 6]. For λ < λc, the system
is in the normal phase, where the eigenstates are symmetric, that is, they each have a
definite parity. For λ > λc, the system is in the superradiant phase where the atoms
are collectively excited and the light field obtains a coherent amplitude. The ground
state in the superradiant phase breaks the parity symmetry [6], which means that the
generation of the superradiant phase is interpreted as a spontaneous symmetry breaking
with the nonvanishing order parameter 〈aˆ〉 , 0.
In the finite-size model that we will focus on, the ground and first excited state
form a degenerate pair in the superradiant region [14, 15], which is characterized by
closing the energy gap between them. It is also reported that the similar pair formation
presents in the higher excited states [15, 16]. These degeneracies occur asymptotically
as λ increases. It is, as will be shown, essential to form symmetry breaking states in
the superradiant region.
3. Formation of a degenerate pair in superradiant region
To investigate a degenerate pair with the two lowest states analytically, we will
construct the ground and first excited states in a perturbative manner. For convenience,
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we introduce the scaled Hamiltonian H¯,
H¯ = −ω¯0 Jˆ(1) + ω¯aˆ†aˆ +
(
aˆ + aˆ†
)
Jˆ(3) , (4)
where
ω¯0 =
ω0
2λϕc
, ω¯ =
ω
2λϕc
. (5)
First, we consider the limiting case of ω¯0 = 0, keeping ω¯ finite. In this limit, we can
construct all the eigenstates in the following way. Since [H¯, Jˆ(3)] = 0, we can represent
H¯ in each subspace, labeled by the eigenvalue m of Jˆ(3), as
H¯m = ω¯aˆ
†
maˆm −
m2
ω¯
, (6)
where aˆm = aˆ + dm, dm = m/ω¯ . Then, the eigenstates of H¯m are exhausted by |m〉 ⊗(
aˆ
†
m
)n |0m〉 /√n!, where the coherent state |0m〉 is defined by
aˆ |0m〉 = −dm |0m〉 .
Obviously, there are two orthogonal ground states,
∣∣∣Ψ(±J)
0
〉
,
∣∣∣Ψ(±J)
0
〉
= |±J〉 ⊗ |0±J〉 . (7)
This ensures ground state degeneracy in our limiting case.
Next, we revive the ω¯0 term while restricting ourselves to the assumption 0 < ω¯0 ≪
1. Then, the ω¯0 term can be regarded as a perturbation, which lifts the degeneracy of
the two ground states at ω¯0 = 0 at the 2J th-order. Since the non-degenerate eigenstate
has well-defined parity, we have the ground state +1 (even) parity, |Ψ0〉 and the first
excited state −1 (odd) parity, |Ψ1〉. Hence, they are given by
|Ψ0〉 = 1√
2
[ ∣∣∣Ψ(−J)
0
〉
+
∣∣∣Ψ(+J)
0
〉 ]
+ O(δ) , (8)
|Ψ1〉 = 1√
2
[ ∣∣∣Ψ(−J)
0
〉
−
∣∣∣Ψ(+J)
0
〉 ]
+ O(δ) , (9)
since Πˆ
∣∣∣Ψ(±J)
0
〉
=
∣∣∣Ψ(∓J)
0
〉
. Here, δ is estimated as δ = ω¯0ω¯/
√
N =
√
Nλ2c/λ
2 in the
leading order. For δ ≪ 1, or λ ≫ λcN1/4, which we will call polarization condition,
the terms O(δ) in the expressions (8) and (9) are negligible.
As reported in the previous researches [14, 15], the energy gap between the ground
and first excited states ∆E = 〈Ψ1|Hˆ|Ψ1〉 − 〈Ψ0|Hˆ|Ψ0〉 closes to zero even in the su-
perradiant region of the finite-size model. Here, we shall clarify this asymptotic de-
generacy through perturbative evaluation. Let us define the position operator for aˆ by
xˆ = (aˆ + aˆ†)/
√
2ω. Then, a state of the Dicke model is generally represented as
|Ψ〉 =
J∑
m=−J
∫
dxψm(x) |m, x〉 , (10)
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where a basis |m, x〉 is a common eigenvector of both Jˆ(3) and xˆ with eigenvalue m
and x, respectively. Note that the transformation of the basis by parity operator Πˆ is
represented byΠ |m, x〉 = |−m,−x〉. Since the parity of the ground state is even, namely
Πˆ |Ψ0〉 = |Ψ0〉. The ground state can be represented in the position basis as
|Ψ0〉 =
J∑
m=−J
∫
dxψ(0)m (x) |m, x〉 , (11)
with non-negative coefficients ψ
(0)
m (x). Next, using the ground state coefficients, we
define a twisted trial state for the first excited state,
∣∣∣Ψ′〉 = ∑
m>0
∫
dxψ(0)m (x) |m, x〉 −
∑
m<0
∫
dxψ(0)m (x) |m, x〉 . (12)
Here we assume J to be half-integer for simplicity. However, the result below (14)
holds even for integer J. The energy difference ∆E′ = 〈Ψ′|Hˆ|Ψ′〉 − 〈Ψ0|Hˆ|Ψ0〉 is
evaluated as
∆E′ = ω0(2J + 1)
∫
dxψ
(0)
1
2
(x)ψ
(0)
− 1
2
(x) . (13)
The true energy gap ∆E is smaller than ∆E′ since the trial state is an odd-parity state
and orthogonal to the ground state. Form the perturbative calculation presented in
Appendix A, we have upper bounds on ψ
(0)
± 1
2
(x), (A.3) and (A.4). In conclusion, we
find that ∆E is bounded as
∆E < ∆E′ < ω0(N + 1)
(
λth
λ
)N−1
(14)
with a threshold λth =
√
eω0ω/2 =
√
2eλc, where e is Napier’s constant. When
λ > λth, which we will call superradiant region, this bound shows that the energy gap
approaches zero exponentially as N increases, and that the ground and first excited state
form a degenerate pair. On the other hand, when λ < λth, the right-hand side of (14)
grows as N increases, and the inequality has no critical bound, which means the energy
gap may remain finite even in the thermodynamic limit.
4. Realization of a state with broken parity–symmetry and frozen dynamics
Using the ground and first excited states, |Ψ0〉 and |Ψ1〉 in the previous section,
coherent superposition states can be defined by
|+〉 = 1√
2
[|Ψ0〉 + |Ψ1〉] =
∣∣∣Ψ(−J)
0
〉
+ O(δ) , (15)
|−〉 = 1√
2
[|Ψ0〉 − |Ψ1〉] =
∣∣∣Ψ(+J)
0
〉
+ O(δ) , (16)
which exhibit cavity mode coherence,
aˆ |±〉 = ±α |±〉 + O(δ) , (17)
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where α = J/ω¯. In the experiment [8], the coherent cavity mode in the superradiant
phase is observed either in φ = 0 or in φ = π, where φ is the relative time phase with
the coupling laser, and we may interpret these two observed states as |±〉. However,
since they are not eigenstates of the Hamiltonian, they cannot be stationary. Suppose
that the system is initially (say, at t = 0) prepared in |+〉. The temporal evolution of the
system is analytically expressed as
|〈+|Ψ(t)〉|2 = cos2 ∆Et
2
, |〈−|Ψ(t)〉|2 = sin2 ∆Et
2
,
where we have ignored contributions of the δ order, assuming that the polarization
condition is satisfied. These solutions show that the system oscillates between |+〉 and
|−〉 states with period T = 2π/∆E. As shown in Sec. 3, in the superradiant region, as the
number of atoms increases, the gap ∆E approaches zero. Consequently, the oscillation
freezes over experimental time scales, which is an essential prerequisite for observing
symmetry breaking, as will be seen below.
5. Interaction with environment
In the previous section, we have examined the possibility that a state represented by
an arbitrary linear combination of |Ψ0〉 and |Ψ1〉 freezes. This does not explain the ex-
perimental results [8] that either of the symmetry breaking state |+〉 or |−〉 is observed.
Here, we take account of the experimental situation where the system interacts with
the environment. For simplicity, we will discuss the stability of the low-energy states
under the interaction with the environment. To achieve this, we suppose that the Dicke
system is initially in a state represented in any linear combination of the ground and
first excited states. As is seen below, once the Dicke system is in the subspace of the
two-lowest energy eigenstates, the dissipative temporal evolution with the environment
is confined in the subspace effectively. We will show that a dissipation associated with
the open system is a crucial element for realizing the symmetry breaking state in the
superradiant region.
We define the Hamiltonian for the total system by adding the free photon reservoir
to the Dicke Hamiltonian with the coupling between the cavity mode and the environ-
ment (reservoir) modes:
Hˆtot = Hˆ + HˆR + Vˆ , (18)
where HˆR and Vˆ denote the free part of the reservoir and the coupling term, respec-
tively. They are given by
HˆR =
∫ ∞
−∞
dkΩkRˆ
†
k
Rˆk , (19)
Vˆ =
∫ ∞
−∞
dk gk
(
aˆ + aˆ†
)(
Rˆk + Rˆ
†
k
)
, (20)
where Ωk = cL|k| with speed of the light cL. The operator Rˆk is a bosonic operator for
wave number k mode in the reservoir. We consider the situation in which the reser-
voir is initially in the vacuum state, namely Rˆk |0〉R = 0, and the coupling strength gk
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is infinitesimal. To derive a master equation for the system, we employ the Born ap-
proximation [2, 17], where correlations between the system and the reservoir, which
appears in the temporal evolution, is assumed to be sufficiently small and that the state
of the reservoir remains in the vacuum. In this approximation, the density operator of
the total system can be represented by a product state of the partial density operators
for the system and the reservoir, namely
ρˆtot(t) = ρˆ(t) ⊗ |0〉〈0|R . (21)
In the interaction picture, in which the temporal evolution for a operatorO is defined by
O(t) = eiHˆ0 tOe−iHˆ0t where Hˆ0 = Hˆ + HˆR, the temporal evolution of the reduced density
operator for the Dicke system can be described by the quantum master equation [2, 17]
d
dt
ρˆ(t) = −
∫ t
0
dt′ trR
[
Vˆ(t),
[
Vˆ(t′), ρˆ(t′) ⊗ |0〉〈0|R
]]
, (22)
where trR denotes a partial trace over the Hilbert space of the reservoir. When the
polarization condition is satisfied, or δ ≪ 1, as discussed in the Sec. 3, the symmetric
eigenstates are represented by Eqs. (8) and (9). Noting relations
aˆ |Ψ0〉 = α |Ψ1〉 + O(δ) ,
aˆ |Ψ1〉 = α |Ψ0〉 + O(δ) ,
we find that the cavity mode aˆ in the interaction picture is represented in the basis of
Ψ = (|Ψ0〉 |Ψ1〉 |Ψ2〉 . . . ) as
aˆ(t) = Ψ

0 αei∆Et
αe−i∆Et 0
O(δ)
O(δ) . . .
Ψ
† (23)
where ∆E denotes the energy gap between the ground and the first excited states as de-
fined in Sec. 2. Thus the transition matrix elements of aˆ between the subspace spanned
by |Ψ0〉 and |Ψ1〉 and the rest of the Hilbert space is suppressed on the order of δ. We
ignoreO(δ) in Eq. (23), and may restrict ourselves to the subspace of |Ψ0〉 and |Ψ1〉 that
we are interested in if we assume that state of the Dicke system initially belongs to the
subspace. Namely, the complementary subspace of states with higher energies can be
eliminated even if the interaction with the environment exists. Then, we can represent
aˆ in the subspace with a two-state operator σˆ+ = |Ψ1〉〈Ψ0| = (σˆ−)† as
aˆ(t) = αei∆Etσˆ− + αe−i∆Etσˆ+ . (24)
From Eqs. (25) and (24), the temporal behavior of the state in the two lowest energy
eigenspace ρˆ2 is described by
d
dt
ρˆ2(t) = −4α2
∫ t
0
dt′F(t − t′)
×
{
ei∆E(t−t
′ )[σˆ−σˆ+ρˆ2(t′) − σˆ−ρˆ2(t′)σˆ+]
+ e−i∆E(t−t
′ )[σˆ+σˆ−ρˆ2(t′) − σˆ+ρˆ2(t′)σˆ−]
− ei∆E(t+t′ )σˆ−ρˆ2(t′)σˆ− − e−i∆E(t+t′ )σˆ+ρˆ2(t′)σˆ+
}
+ (h.c.) , (25)
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where
F(t) =
∫ ∞
−∞
dk g2ke
−iΩk t . (26)
As seen in Sec. 3, the energy gap ∆E closes to zero as the number of atoms increases
in the superradiant region. Therefore, here we substitute 0 for ∆E in Eq. (25) to obtain
d
dt
ρˆ2(t) = 8α
2
∫ t
0
dt′ Re F(t − t′)
{
σˆ(1)ρˆ2(t
′)σˆ(1) − ρˆ2(t′)
}
, (27)
where we defined σˆ(1) = σˆ+ + σˆ− = |+〉〈+| − |−〉〈−|. Using Cauchy principal value, we
can evaluate the integral in Eq. (26) as [18]
F(t) = −2ig2P1
t
+ 2πg2δ(t) , (28)
where the coupling strength between the cavity mode and the reservoir is assumed to
be independent of k, and is denoted by g. Since the real part of F(t) is given as the delta
function, the quantum master equation becomes a Markovian form
d
dt
ρˆ2(t) =
γ
2
{
σˆ(1)ρˆ2(t)σˆ
(1) − ρˆ2(t)
}
, (29)
where γ = 32πα2g2 is used. This is an effective master equation for the degenerate pair
in the superradiant region. It is worth noting that the closing of the energy gap yields
the Markovian equation without making use of the Markov approximation [2, 17]. In
a matrix representation with the notation ραβ = 〈α| ρˆ2 |β〉, it is given as
d
dt
(
ρ++(t) ρ+−(t)
ρ−+(t) ρ−−(t)
)
= −γ
(
0 ρ+−
ρ−+ 0
)
. (30)
For example, if the system is initially in the symmetric eigenstates of Hˆ given in
Eqs. (8) and (9), the density operators |Ψ0〉〈Ψ0| and |Ψ1〉〈Ψ1| are represented in the
matrix form as (
1/2 1/2
1/2 1/2
)
(ground state) , (31)
(
1/2 −1/2
−1/2 1/2
)
(first excited state) , (32)
then the dephasing occurs in the temporal evolution, which means that the off-diagonal
elements exponentially decay to zero, and that diagonal ones only survive without
change. Without the photon leakage, only the frozen dynamics in Sec. 4 is seen. The
photon leakage gives rise to the dephasing process. Finally, the density operator with an
initial condition of any linear combination of Eqs. (31) and (32) reaches the maximally
mixed state (
1/2 0
0 1/2
)
. (33)
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This result shows that the eigenstates of Hˆ are fragile and collapse into |±〉. In other
words, |±〉 are the only stable pure states. It is notable that the photon leakage changes
the stable states of the system from the symmetric eigenstates of Hˆ to the symmetry
breaking states |±〉 with changing the expectation of aˆ form 〈aˆ〉 = 0 to 〈aˆ〉 = ±α. As a
result of the appearance of |±〉, coherent states are realized in experiments. It must be
noted that the two-state approximation employed in this section is available when the
polarization condition δ ≪ 1 is satisfied and that the exact degeneracy on the lowest
eigenstate pair, namely ∆E = 0, is assumed. Since the polarization condition demands
far stronger coupling than the critical value, it is not acceptable to extend the above
results immediately to the dynamics near the phase boundary.
6. Summary
In this study, we have investigated the finite-size Dicke model with photon leak-
age in the superradiant region. It has been shown that the symmetry breaking states are
stable. We formulated the effective master equation for the degenerate pair whose solu-
tions show dephasing into the symmetry breaking states even in the finite-size model.
The characteristic property of the stable eigenstates of the isolated finite-size Dicke
Hamiltonian, i.e., without photon leakage or dissipation, is that they preserve the parity
symmetry exactly. Then, once photon leakage begins, the symmetry breaking states
are instead stabilized. This suggests that, if there is the photon leakage, the symmetry
breaking superradiant state can be realized without the thermodynamic limit. Although
our analysis is on the premise that the polarization condition holds, it gives a full quan-
tum description of the stability of the superradiant state in the dissipative Dicke model
without taking the thermodynamic limit explicitly.
Our conclusion is drawn from the analysis under the polarization condition in the
superradiant region. A more general study of the model beyond these bounds is desir-
able.
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Appendix A. Derivation of an upper bound
The unperturbed part of the Hamiltonian H¯0 = ω¯aˆ
†aˆ +
(
aˆ + aˆ†
)
Jˆ(3) has two degen-
erate ground states |Ψ(+J)
0
〉 and |Ψ(−J)
0
〉. We begin with the projection operators
P = |Ψ(+J)
0
〉〈Ψ(+J)
0
| + |Ψ(−J)
0
〉〈Ψ(−J)
0
| , P + Q = 1.
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Let E¯
(0)
0
and E¯0 be the ground energy of H¯0 and H¯ = H¯0 + ǫV¯ , respectively, with
the perturbation defined as V¯ = −ω¯0 Jˆ(1). Inserting the projection operators into the
eigenstate equation [H¯0 + ǫV¯] |Ψ0〉 = E¯0 |Ψ0〉, we obtain
ǫPV¯ |χ〉 = (E¯0 − E¯(0)0 ) |ϕ〉 ,
ǫQV¯ |ϕ〉 = (E¯0 − H¯0 − ǫQV¯Q) |χ〉 .
(A.1)
where |ϕ〉 = P |Ψ0〉 , |χ〉 = Q |Ψ0〉, and we used the relation PV¯P = 0. From the
definition,
ψ− 1
2
(x) =
〈
−1
2
, x
∣∣∣∣∣ ǫ(E¯0 − H¯0 − ǫQV¯Q)−1QV¯ |ϕ〉
=
〈
−1
2
, x
∣∣∣∣∣
[
ǫ
E¯0 − H¯0
QV¯
+
ǫ
E¯0 − H¯0
QV¯Q
ǫ
E¯0 − H¯0
QV¯ + . . .
]
|ϕ〉 .
We see that the ǫζ terms with ζ < J − 1
2
disappear. It is found that the lowest-order
contribution is given by
ψ− 1
2
(x) ≃
(
ω¯0ǫ
2
)J− 1
2
〈
−1
2
, x
∣∣∣∣∣ 1H¯0 − E¯0 QJˆ
+Q
· · · 1
H¯0 − E¯0
QJˆ+Q · · · 1
H¯0 − E¯0
QJˆ+
∣∣∣Ψ(−J)
0
〉
.
This contains a sequence of Q, which represents repeated projections onto intermediate
states. Considering low-energy processes, we see the dominant contribution comes
from the following intermediate states:
∣∣∣Ψ(−J+1)
0
〉
,
∣∣∣Ψ(−J+2)
0
〉
, · · · ,
∣∣∣∣∣Ψ(−
3
2
)
0
〉
.
Then ψ− 1
2
(x) can be evaluated as products of matrix elements
ψ− 1
2
(x) ≃
(
ω¯0ǫ
2
)J− 1
2
〈
−1
2
, x
∣∣∣∣∣ 1H¯0 − E¯0
∣∣∣∣∣Ψ(−
1
2
)
0
〉 〈
Ψ
(− 1
2
)
0
∣∣∣∣∣ Jˆ+
∣∣∣∣∣Ψ(−
3
2
)
0
〉
×
〈
Ψ
(− 3
2
)
0
∣∣∣∣∣ 1H¯0 − E¯0
∣∣∣∣∣Ψ(−
3
2
)
0
〉 〈
Ψ
(− 3
2
)
0
∣∣∣∣∣ Jˆ+
∣∣∣∣∣Ψ(−
5
2
)
0
〉
· · ·
×
〈
Ψ
(−J+1)
0
∣∣∣ 1
H¯0 − E¯0
∣∣∣Ψ(−J+1)
0
〉 〈
Ψ
(−J+1)
0
∣∣∣ Jˆ+ ∣∣∣Ψ(−J)
0
〉
. (A.2)
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To evaluate these matrix elements, we employ the following inequalities:
〈
Ψ
(−m+1)
0
∣∣∣ Jˆ+ ∣∣∣Ψ(−m)
0
〉
< J +
1
2
,
−1/2∏
m=−J+1
〈
Ψ
(m)
0
∣∣∣ 1
H¯0 − E¯0
∣∣∣Ψ(m)
0
〉
=
−1/2∏
m=−J+1
ω¯
(J + m)(J − m)
<
 eω¯
(J + 1
2
)(J − 1
2
)

J− 1
2
.
Since N ≥ 2, we found that (A.2) is bounded as
ψ− 1
2
(x) <
(
eω0ω
2λ2
)J− 1
2
. (A.3)
Following the same procedure for ψ 1
2
(x), we obtain
ψ 1
2
(x) <
(
eω0ω
2λ2
)J− 1
2
. (A.4)
References
References
[1] R. H. Dicke, Phys. Rev. 93 (1954) 99–110. doi:10.1103/PhysRev.93.99.
[2] H. P. Breuer, F. Petruccione, The Theory of Open Quantum Systems, Oxford
University Press, Oxford, 2007.
[3] K. Hepp, E. H. Lieb, Ann. Phys. (N. Y.) 76 (1973) 360–404.
doi:10.1016/0003-4916(73)90039-0.
[4] Y. K. Wang, F. T. Hioe, Phys. Rev. A 7 (1973) 831–836.
doi:10.1103/PhysRevA.7.831.
[5] C. Emary, T. Brandes, Phys. Rev. Lett. 90 (2003) 044101.
doi:10.1103/PhysRevLett.90.044101.
[6] C. Emary, T. Brandes, Phys. Rev. E 67 (2003) 066203.
doi:10.1103/PhysRevE.67.066203.
[7] K. Baumann, C. Guerlin, F. Brennecke, T. Esslinger, Nature 464 (2010) 1301–
1306. doi:10.1038/nature09009.
[8] K. Baumann, R. Mottl, F. Brennecke, T. Esslinger, Phys. Rev. Lett. 107 (2011)
140402. doi:10.1103/PhysRevLett.107.140402.
[9] F. Dimer, B. Estienne, A. S. Parkins, H. J. Carmichael, Phys. Rev. A 75 (2007)
013804. doi:10.1103/PhysRevA.75.013804.
11
[10] D. Nagy, G. Ko´nya, G. Szirmai, P. Domokos, Phys. Rev. Lett. 104 (2010) 130401.
doi:10.1103/PhysRevLett.104.130401.
[11] F. Brennecke, R. Mottl, K. Baumann, R. Landig, T. Donner,
T. Esslinger, Proc. Nat. Acad. Sci. U. S. A. 110 (2013) 11763–11767.
doi:10.1073/pnas.1306993110.
[12] J. Vidal, S. Dusuel, Europhys. Lett. 74 (2006) 817.
doi:10.1209/epl/i2006-10041-9.
[13] Q.-H. Chen, Y.-Y. Zhang, T. Liu, K.-L. Wang, Phys. Rev. A 78 (2008) 051801.
doi:10.1103/PhysRevA.78.051801.
[14] O. Castan˜os, E. Nahmad-Achar, R. Lo´pez-Pen˜a, J. G. Hirsch, Phys. Rev. A 84
(2011) 013819. doi:10.1103/PhysRevA.84.013819.
[15] J. Larson, E. K. Irish, Journal of Physics A: Mathematical and Theoretical 50
(2017) 174002.
[16] R. Puebla, A. Relan˜o, J. Retamosa, Phys. Rev. A 87 (2013) 023819.
doi:10.1103/PhysRevA.87.023819.
[17] H. M. Wiseman, G. J. Milburn, Quantum Measurement and Control, Cambridge
University Press, Cambridge, 2009.
[18] G. M. Moy, J. J. Hope, C. M. Savage, Phys. Rev. A 59 (1999) 667–675.
doi:10.1103/PhysRevA.59.667.
12
