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Abstract-Consider a system whose behavior over time is governed by a Markov chain with 
unknown transition probabilities. Suppose that a Bayesian investigator attempts to learn 
about the transition probabilities by observing the system’s evolution. However, let the 
sequence of observations (possibly) convey impefect information about the exact state of the 
system at each date. Now ask: What implications will this have for Bayesian learning? In 
addressing this question the present paper focuses on three distinct issues. The first issue 
concerns the form of the Bayesian posterior distribution. The second issue centers on the 
computation of the first moment of this distribution. The third issue discusses the asymptotic 
behavior of the posterior sequence. 
The use of Markov chains to model both physical and social processes is quite standard. 
Examples of applications include the growth of a given biological population, the movement 
of stock prices, and the changes in climatic conditions. My concern in this paper is with a 
methodology for dealing with a particular class of research problems. Specifically, I am 
interested in research problems that have the following four characteristics. 
There is some real-world process which is of interest and is to be modelled as a Markov 
chain. 
The description of the Markov state space in question is well-defined. 
The values of the transition probability distributions which would adequately represent 
the behavior of the real-world process are not known by the investigators. 
It is possible to make observations on the real-world process over time, but these 
observations do not convey complete or perfect information about the current (Markov) 
state of the system. For instance, if a state is described as a vector with several 
components, then a given observation may only convey the values of some components, 
but not others. Moreover, the identity of the components whose values are conveyed 
might change with time. 
The purpose of the paper is to explore how Bayesian techniques can be used to make 
inferences about the transition probabilities from the observable sequence. While the problem 
is quite straightforward when a given observation uniquely identifies the current state of the 
system, it is argued that the issues become much more complex when there is some uncertainty 
attached to the prevailing state. 
After presenting the model in Sec. 1, I describe the basic Bayesian approach to the learning. 
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of unknown probabilities. Section 2 then develops a procedure based upon the Dirichlet 
distribution which analyzes the Markov case when state information is imperfect. A closed 
form solution for the sequence of posteriors is provided as well as an explicit expression for 
the first moment of this posterior. This serves to generalize the standard results found in De 
Groot [l] for the elementary perfect information i.i.d. case, and the results in Shefrin [2] which 
cover the i.i.d. case when information is imperfect. 
1. THE MODEL 
Consider a finite Markov chain M = (S, P, v): S denotes the set of states {s, . . . sN), 
P = [p,] is the transition probability matrix, and u = [ui] is the initial distribution. Define a 
realization of the process as ; = (.F,, S; . . .). 
Suppose that P and u are unknown, but let s” be observed. Then a standard Bayesian 
learning technique can be applied to learn about (P, u). The procedure is easily described. 
Decompose the sequence s” into the following N + 1 sequences: 
(i) Subsequence ? = (?i, s”: . . .), i I IV, is obtained by choosing those components of s” 
which are immediately preceded by si. That is, if s”f occupies the z th position in 3, then 
fT_, = & 
(ii) Subsequence P+ ’ = (Q. 
Notice that the realization identified with s”’ effectively arises from an i.i.d. process generated 
by the conditional distribution prob{. 1 q}. Therefore, a standard Bayesian technique for i.i.d. 
processes, such as that described in De Groot [l] or Shefrin [2], can be applied to learn about 
both Pi= [PJ and u. Briefly, consider an i.i.d. process in which the outcomes at each stage 
are elements of a set X = {x1 . . . xL). Let initial k nowledge about the probability distribution 
4 = (4, . . . qL) underlying the process be represented by a uniform Bayesian prior n,,( *). 
Suppose that realization 2 = (Z,, &. . .) is observed. Then we have the following Bayesian 
posterior density: 
(1) 
where r, denotes the number of times x, occurs in J during the first T stages, and 
C,(1) = 
r(r, + rz +. . . + rL + L) 
r(r, + l)r(r, + 1) . . . T(rL + 1)’ 
(2) 
To apply this result to the Markov setting one simply constructs N + 1 independent 
prior-posterior relationships using S’ for x”, i = 1,2 . . . N + 1. Of course iN+ ’ will be used in 
connection with u, although there is little one can say here since we are limited to a single 
realization generated by u. The possibilities for learning about P are clearly much richer. 
Let us now complicate the problem by making the available information about the 
realization s” imperfect. To this end define an euent-observation sequence /3 = (fi,, /$ . . .) where 
Z,E~, c S. The interpretation attached to /_I is as follows. While it is known that the state $ 
which occurs at stage t lies in event j&, it is not possible to identify a proper subset 7, of /I, 
and say with certainty that ~(EY,. 
In general the replacement of s” by the imperfect information sequence fi will render the 
above described learning technique inapplicable: s” cannot be decomposed if it is not known. 
This suggests that attention be shifted to more general transition probabilities of the form 
prob(cc’ 1 a”), h w ere a’, CL” c S appear in /I. This certainly seems like a natural thing to do, 
given that observations correspond to events in S. However one does want to understand that 
while the one-step probability distribution prob(. 1 -} s, in no way depends upon events which 
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occurred prior to si, this is not true for prob(. ) s+c~“) (g iven arbitrary cl” c S). The following 
example illustrates the point. 
Let S be the four element set of ordered pairs ((0, 0), (0, l), (1, 0), (1, l)}, with 
Each s ES takes the form s = (z,, Z-J. Let p be such that z, is always observable and z, is never 
observable. That is, the set of observations containing /$ is just 
6, corresponds to a “0” being observed, b, to a “1.” Now notice that by the symmetry of 
the problem 
prob{B, = h, 1 A = h} = l/2, 
but 
because given P, it is impossible that z, be 0 three consecutive times. Consequently 
prob(B, = b0 ( Bz = 4,) # prob(A = h 1 B2 = h,, D, = h}. (Of course both of these probabilities 
are to be interpreted in the relative frequency sense.) 
The above example makes it absolutely transparent hat the introduction of imperfect 
information renders the Bayesian learning technique described above inapplicable. An 
alternative Bayesian procedure for the imperfect state information case is now discussed. It 
is worthwhile mentioning that the procedure to be described makes use of all relevant 
information in determining the conditional distribution attached to (s,~cl’>, including 
knowledge about the events which occurred in previous stages. 
2. BAYESIAN LEARNING WHEN INFORMATION IS IMPERFECT 
The remainder of the paper addresses three separate but related questions. 
What is the form of the Bayesian posterior density function (appropriate to this 
problem)? 
What is the unconditional posterior probability attached to the event (next state is 
sjl current state is s,}? (The latter probability is given by the mean of the posterior 
distribution, and it is this expression which is studied below). 
How does the sequence of posterior distributions behave over time? The answer to this 
question determines the extent to which learning takes place asymptotically. 
Attention will now be focused upon the first of the above questions. 
The pair (P, v) constitutes the principal unknown in the problem. Let A be the N - 1 
dimensional unit simplex. Then (P, u)EA~+‘; conversely every point in AN+’ is a feasible 
candidate for (P, 0). Consider an initial prior distribution x0( .) on AN+’ which encapsulates 
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all prior information about the true (P, u). For the purpose of simplicity x,,( .) will be taken 
to be uniform: that is, every pair (P, u) in AN+ ’ is regarded as being equally likely. Clearly 
this corresponds to the case of complete ignorance. 
Imagine a two-stage lottery taking place. At the first stage (P, u) is selected from AN+’ 
according to the randomization induced by n,,( .). Then at the second stage, a realization i 
is chosen from the stochastic process A4 = (S, P, v): 2 in turn generates p. 
Having observed the first T observations /I, , . . &, let us ask about the probability density 
nr(P, u ( PI * *. BTP 
Bayes’ Rule indicates that q(P, u ) /I, . . . &) is given by 
prob(B, . ..Brp,~}T3(p,~) 
prob(B, . .. ST> (3) 
Define S(/$ . . . /&-) to be the set of elements (& . . . iT) such that &E/I, for each t. Consider the 
possibility that a given (& . . . i&S(p, . . . /I?~) gives rise to the observed sequence. The 
probability with which (S; . . . iT) actually occurs is just 
Let S; = sj and f,_, = si. Then prob(!, ) f,_ ,> =pi,. Let sj immediately follow si rti times in 
(s’, . . . Q. Observe that (4) can be rewritten as 
u(i*)p;y. . .p;. . .pr;. (5) 
Define r(s”) z [rJ, where rii is specific to ($ . . . &) as above. Then (5) can be abbreviated as 
u (&)p”fi. (6) 
Given (P, u), the probability with which 8, . . . & occurs is simply 
(7) 
It follows from Bayes’ Rule (3) that nT(P, u ( 8, . . . &) is proportional to expression (7) above. 
The constant of proportionality C, is easily obtained. One simply solves 
1= %09 0 ( PI * * * Lb) = CT 
s 
*N+l (p + I
for Cr. An explicit expression can be easily obtained by 
(8) 
noting that u(&)p’@ is a product of 
N + 1 Dirichlet density functions (up to a factor of proportionality). Consequently the 
constant (2) can be employed to solve (8). 
Consider next the expected values E(p,) and E(vi) for pii and vi, respectively, which attach 
to %P, a 1 B1 . . . /I=). (This deals with the second question mentioned at the beginning of this 
section.) The computation of E(p,) and E(ui) is a messy though straightforward matter. Begin 
with u(i,)p”*. Notice that the integral 
Markov chains, imperfect state information, and Bayesian learning 
can be written as a product 
Ls v~...v~...v~].[jp;I...p;l*N]...[~pl:ll...p%], (9) 
A A A 
where f, is taken to be si. The Dirichlet constant (2) can now be employed in the above 
expression to yield 
As the next step, consider 
It follows from (10) that (11) is equal to 
rq+ 1 
!, ri/ + N 
. K. 







where 6, = 1 if i =j (sj = &) and is 0 otherwise. We are now in a position to compute E(p,) 
and E(vi). 
@P,) = CT s 
AN + 1 
where K(Z) is given by (10). Notice from (10) that K(5) is equal to the inverse of 
&(r) z 
(T - l)! 
r,,! . . . r,! 
(14) 
(15) 
up to a factor of proportionality. Now n,(r) measures the number of distinct realizations 
(S, . . . gT) which give rise to fixed r = [t-J. It is important to note that the latter realization 
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(s; . . . $) need not lie in S(fl, . . . j$.). Therefore, we also focus attention upon the number VT(T) 
of such realizations which not only give rise to r, but lie in S(j?, . . . pT) as well. Collecting 
terms in the same r in (14) [together with (15)] establishes that E(p,,) is proportional to 
VT(r) c- r,+ 1 
R n,(r) j, ri, + N 
(16) 
with the summation in (16) over 
r=[rV]lxrV=T-1, rij is a nonnegative integer . 
‘J 1 
A similar expression can be computed for E(ui). 
The last issue to be discussed concerns the asymptotic behavior of rrr as T+ 00. A standard 
question in Bayesian analysis asks whether the value of pu will be learned asymptotically in 
the following sense: Will the probability density which attaches to any value of pii that is not 
part of the true underlying P go to zero in the limit? Now the answer to this question is “not 
necessarily,” even when state information is perfect. For recall that the state space S of a finite 
Markov chain is made up of a most one transient set and at least one (possibly more) Ergodic 
sets. Therefore any single realization 
1. can only provide information about one Ergodic set; and 
2. it is not possible to guarantee asymptotic convergence for events whose occurrence is 
purely transient. 
Recall the discussion in Sec. 1 which pointed out that if the current date is t, then events 
which occurred at dates prior to t can provide useful information (in a Markov setting), so 
long as information is generally imperfect. Therefore, consider the probability attached to the 
event 
k t+i occurs at t + 1 1 a,, a,_., . . . cc_,}. 
Suppose that the observation sequence /_I makes it possible to say infinitely often that the 
above event-chain either has or has not occurred. In this connection, it is important to 
understand that one looks at the infinite set of dates t; yet r is held fixed and the events 
%+I, tl, . . . a,_ r are fixed subsets of S. Then the arguments developed in Shefrin [2] to 
discuss asymptotic convergence apply directly. These arguments imply that the probability 
attached to the above event-chain will be learned asymptotically, provided that the 
event-chain is attached to the Ergodic set into which the system enters. (The probability in 
question is of course Ergodic in nature, and is to be interpreted in the relative frequency 
sense.) 
I conclude by summarizing the main propositions. 
THEOREM 
(9 
(ii) &&...=~,+!l rv+ l 
R nT(r) f r,+ N’ 
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where 
(iii) If P is such that (16) is not equal to the true value underlying the process and the {LX, _ S} 
intersect he Ergodic set into which the system enters, then n,(P, v 1 j?, . . . &-)+O with 
probability one as T--)Go. 
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