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SMOOTHNESS OF EXTREMIZERS
OF A CONVOLUTION INEQUALITY
MICHAEL CHRIST AND QINGYING XUE
Abstract. Let d ≥ 2 and T be the convolution operator Tf(x) = ∫
Rd−1
f(x′ −
t, xd − |t|2) dt, which is is bounded from L(d+1)/d(Rd) to Ld+1(Rd). We show that
any critical point f ∈ L(d+1)/d of the functional ‖Tf‖d+1/‖f‖(d+1)/d is infinitely
differentiable, and that |x|δf ∈ L(d+1)/d for some δ > 0. In particular, this holds for
all extremizers of the associated inequality. This is done by exploiting a generalized
Euler-Lagrange equation, and certain weighted norm inequalities for T .
1. Introduction
Optimal constants and extremizers have been determined for some of the most fun-
damental Lp inequalities of Fourier and real analysis. Among such achievements are
the celebrated works of Beckner [2], Burkholder [5], Lieb [16],[17], and Pichorides [18].
Certain multilinear inequalities, governed by linear geometric structure, have more
recently been treated in [4]. Still more recently, optimal constants and extremizers
have been determined for Fourier restriction/extension inequalities for paraboloids,
in the lowest dimensions, in works of Foschi [13], Hundertmark and Zharnitsky [14],
and Bennett, Bez, Carbery, and Hundertmark [3]. The geometry which underlies
restriction inequalities features curvature.
The present paper is one of a series [10],[11],[9],[8],[7],[6],[20] which treat questions
concerning extremals for certain Lp norm inequalities, whose form is determined by
the influence of curvature and singularities. These works focus on less fine questions
such as the existence of extremizers, precompactness of extremizing sequences, and
qualitative and quantitative properties of extremizers. The present paper is concerned
with such properties of extremizers, for one particular inequality.
Let d ≥ 2. Points of Rd will be represented as x = (x′, xd) ∈ Rd−1×R1. Our object
of investigation is the convolution operator
Tf(x) =
∫
Rd−1
f(x′ − t, xd − |t|2) dt.
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This operator is bounded from L(d+1)/d(Rd) to Ld+1(Rd), and satisfies no other Lp →
Lq inequalities. The curvature of the parabola xd = |x′|2 and scaling symmetry of the
measure dx′|xd=|x′|2 are the crucial ingredients in this theory. This operator T enjoys
a rich symmetry structure discussed in [6], and is perhaps the most prototypical
representative of the class of operators f 7→ f ∗ µ, where µ is a measure supported
on a nonflat submanifold of Rd.
Let p0 = p0(d) = (d + 1)/d and q0 = q0(d) = d + 1. Denote by Ad the optimal
constant in the inequality
(1.1) ‖Tf‖q0 ≤ Ad‖f‖p0.
An ε-quasiextremal for inequality (1.1) is a function satisfying ‖Tf‖q0 ≥ ε‖f‖p0. A
characterization of quasiextremals is established in [6], which includes some quantita-
tive though non-optimal control as ε→ 0. It is shown in [7] that extremizers for the
inequality (1.1) exist, and that any nonnegative extremizing sequence of functions is
precompact modulo action of the group of all geometric symmetries of the inequality.
In the present paper we take a third step by establishing two properties of extrem-
izers: smoothness, and some improved decay. These are established for all critical
points of the functional ‖Tf‖q0/‖f‖p0. We formulate a conjecture concerning the pre-
cise decay rate of nonnegative extremizers. The extremizers and optimal constant Ad
remain unknown, and it remains unknown whether extremizers are unique modulo
natural symmetries.
A technical device which underlies the analysis, and which may be of some indepen-
dent interest, is a family of weighted norm inequalities for T . Lemma 2.2 formulates
a one parameter family of rather sharp weighted inequalities. These involve pairs of
exponents different from (p0, q0), are not consequences of (1.1), and are suited to our
purpose.
The transpose T ∗ of T takes the form
T ∗f(x) =
∫
Rd−1
f(x′ + t, xd + |t|2) dt =
∫
Rd−1
f(x′ − t, xd + |t|2) dt.
T ∗ is equal to T conjugated with the norm-preserving operator associated to the
transformation (y′, yd) 7→ (y′,−yd) of Rd. In particular, T ∗ is likewise bounded from
L(d+1)/d(Rd) to Ld+1(Rd),
Real-valued critical points of the functional ‖Tf‖q0/‖f‖p0 are characterized by the
generalized Euler-Lagrange equation
(1.2) f = λ
(
T ∗
[
(Tf)d
])d
where
(1.3) λ = A−dq0d ‖f‖dp0−dq0p0 .
Complex-valued critical points are characterized by this same equation (1.2) with
λ = ‖Tf‖−dq0q0 ‖f‖dp0p0 , provided that powers of complex numbers on the right-hand
side of (1.2) are interpreted as follows: If z ∈ C and 0 6= s ∈ R, then zs should be
interpreted as z|z|s−1. When s = d is an even integer, this is not a product of positive
integer powers of z and z¯.
SMOOTHNESS OF EXTREMIZERS 3
The main result of this paper is:
Theorem 1.1. Let d ≥ 2, and let λ ∈ R. Let f ∈ Lp0(d)(Rd) be any real-valued
solution of the generalized Euler-Lagrange equation (1.2). Then f ∈ C∞. Moreover,
all partial derivatives of f are bounded functions, and there exists δ > 0 such that
(1 + |x|)δ∇kf(x) ∈ Lp0(Rd) for all k ≥ 0.
The same conclusion holds for all complex-valued solutions if d is even and λ ∈ C.
This means, of course, that there exists a C∞ function which is equal almost
everywhere to f .
Inequality (1.1) is invariant under parabolic scaling. There are no a priori inequal-
ities which assert that if f ∈ Lp0, then S(f) = (T ∗[(Tf)d])d has additional decay
or smoothness properties, which would lead to a simple proof of the theorem via a
boostrapping argument. Instead, we will analyze the linearization (and all but the
highest order terms in its finite Taylor series) of the multilinear operator S about a
dense class of functions, and will show that these operators do improve decay. The
key in using this fact in conjunction with (1.2) and a fixed-point argument, is to
find Banach spaces which encode more rapid decay than does L(d+1)/d, and which are
preserved by S. We do this by developing a limited theory of weighted inequalities
for T .
We will demonstrate Theorem 1.1 only in the real case. The same reasoning applies
to the complex case, with small and straightforward modifications in formulas to
accommodate various complex conjugations.
Define
υ(x) = min
(
1, |x′|−d, |xd − |x′|2|−d
)
(1.4)
υ∗(x) = min
(
1, |x′|−d, |xd + |x′|2|−d
)
(1.5)
The functions υ, υ∗ are O(|x|−δ) as |x| → ∞ for some δ > 0, and have another
noteworthy aspect. Consider the parabolic dilations δr(x
′, xd) = (rx
′, r2xd), for r > 0,
and the associated operators δr(f)(x) = f(δr(x)). With respect to these dilations, T
enjoys the symmetry δr(Tf) ≡ rd−1T (δr(f)). The weight v equals w−d where w(x) is
the maximum of the three quantities w0(x) = 1, w1(x) = |x′| and w2(x) = |xd−|x′|2|.
Each is homogeneous with respect to the dilations δr, but wj is homogeneous of degree
j for j = 0, 1, 2.1 We believe that υ accurately expresses the behavior of extremals,
in the following sense.
Conjecture 1.2. Let λ ∈ C, and let f ∈ Lp0(d)(Rd) be any solution of the generalized
Euler-Lagrange equation (1.2).
(i) There exists C = C(f, λ) < ∞ such that for almost every x ∈ Rd, f(x) ≤
Cυ(x).
(ii) If λ > 0, f is nonnegative and ‖f‖p0(d) > 0, then there exists c = c(f, λ) > 0
such that for almost every x ∈ Rd, f(x) ≥ cυ(x).
1 The three are related: |wj(x) − wj(x˜)| = O(wj−1(x)) if |x− x˜| = O(1), for j = 1, 2.
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2. Weighted inequalities
The following elementary inequalities provide a foundation for our analysis. The
proof of Lemma 2.1, deferred to §8, is thoroughly elementary but is not short.
Lemma 2.1. For each d ≥ 2 there exists Cd <∞ such that
T (υ∗) ≤ Cdυ1/d(2.1)
T ∗(υ) ≤ Cdυ1/d∗ .(2.2)
For θ ∈ [0, 1] define exponents pθ, qθ to be
p−1θ = (1− θ)p0(d)−1(2.3)
q−1θ = (1− θ)q0(d)−1.(2.4)
Then qθ = pθ/d.
Lemma 2.2 (Weighted Inequalities). There exists C < ∞ such that for every t ∈
[0, 1], for every nonnegative function f ,
(∫
Rd
(Tf)qtυ−tqt/d
)1/qt ≤ C(∫
Rd
f ptυ−tpt∗
)1/pt
.(2.5)
( ∫
Rd
(T ∗f)qtυ−tqt/d∗
)1/qt ≤ C(∫
Rd
f ptυ−tpt
)1/pt
.(2.6)
Proof. Consider the analytic family of operators Tzf = υ
−z/dT (υz∗f) on the strip
{z : 0 ≤ Re (z) ≤ 1}. When Re (z) = 0, Tz is bounded from Lp0 to Lq0 . When
Re (z) = 1, Tz is bounded from L
∞ to L∞, by Lemma 2.1. Both bounds are uniform
in Im (z). The first conclusion of Lemma 2.2 follows by complex interpolation. The
inequality for T ∗ is proved in the same way. 
Lemma 2.2 has consequences which are conveniently expressed in terms of certain
nonlinear operators and certain function spaces. Define nonlinear operators
T (f) = (Tf)d,(2.7)
T∗(f) = (T ∗f)d(2.8)
S(f) = T∗(T (f)).(2.9)
In these terms, the Euler-Lagrange equation (1.2) becomes f = λS(f).
Set
(2.10) w = υ−1∗ and w∗ = υ
−1.
The following scales of Banach spaces Xθ, X∗,θ, Y∗,θ are adapted to T and T
∗. Define
these spaces to be the sets of all equivalence class of measurable functions on Rd for
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which the following weighted norms are finite:
‖f‖pθXθ =
∫
Rd
|f |pθwθpθ(2.11)
‖f‖pθX∗,θ =
∫
Rd
|f |pθwθpθ∗ .(2.12)
‖f‖qθY∗,θ =
∫
Rd
|f |qθwθqθ/d∗ .(2.13)
In particular, X0 = X∗,0 = L
p0(d) and Y∗,0 = L
q0(d).
These spaces enjoy the following properties.
Lemma 2.3. (i) If α ≤ β then Xβ ⊂ Xα. More precisely, there exists C < ∞ such
that for all 0 ≤ α ≤ β ≤ 1, for all f ∈ Xβ,
‖f‖Xα ≤ C‖f‖Xβ .
(ii) If 0 ≤ α < β ≤ 1 then there exists δ > 0 such that f ∈ Xβ ⇒ wδf ∈ Xα.
(iii) If α, β, γ, θ ∈ [0, 1] and γ = θα + (1− θ)β, then
(2.14) ‖f‖Xγ ≤ ‖f‖θXα‖f‖1−θXβ
for any f ∈ Xα ∩Xβ. The function γ 7→ ‖f‖Xγ is continuous on [α, β].
(iv) Let α, β, γ, θ ∈ [0, 1] and γ = θα+(1−θ)β. If a linear operator L maps Xα∩Xβ
to Xα +Xβ and is bounded from Xα to Xα, and from Xβ to Xβ, then
(2.15) ‖L‖Xγ→Xγ ≤ ‖L‖θXα→Xα‖L‖1−θXβ→Xβ .
Here ‖L‖Xt→Xt denotes the norm of L as an operator from Xt to Xt.
These conclusions are simple consequences of Ho¨lder’s inequality and complex in-
terpolation.
Corollary 2.4. Let δ > 0 and suppose that f ∈ Xδ. Then the function t 7→ ‖f‖Xt is
continuous on [0, δ].
If f ≡ 0, this is trivial; otherwise it is an immediate consequence of (2.15) and the
fact that any nonvanishing log-convex function is continuous. 
Combining Lemmas 2.2 and 2.3 gives a result which will be useful in our proofs.
Lemma 2.5. For any θ ∈ [0, 1], T maps Xθ to Y∗,θ, T maps Xθ to X∗,θ, and T∗ maps
X∗,θ to Xθ. Therefore exists C <∞ such that for all θ ∈ [0, 1]
‖T (f)‖Y∗,θ ≤ C‖f‖Xθ(2.16)
‖T (f)‖X∗,θ ≤ C‖f‖dXθ(2.17)
‖T∗(f)‖Xθ ≤ C‖f‖dX∗,θ .(2.18)
Likewise S maps Xθ to Xθ and
(2.19) ‖S(f)‖Xθ ≤ C‖f‖d
2
Xθ
for all f ∈ Xθ.
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We will need to apply inequalities of Caldero´n-Zygmund/Littlewood-Paley type at
certain points in the proof, with respect to weighted Lp norms. There is a well-known
condition on the weight which ensures that such operators are bounded. Denote by
Ap = Ap(R
d) the usual Muckenhoupt classes of weights [19]. For 1 < p < ∞, Ap is
the set of all locally integrable nonnegative functions w for which the quantity
[u]Ap = sup
B
(
|B|−1
∫
B
u
)(
|B|−1
∫
B
u−1/(p−1)
)p−1
is finite. Operators of Caldero´n-Zygmund and Littlewood-Paley type are bounded
on Lp(u) for u ∈ Ap [19].
Lemma 2.6. Let P > 1. There exists δ > 0 such that
wt ∈ Ap for all |t| ≤ δ and p ∈ [P,∞].
Lemma 2.7. Let u, v : Rd → [0,∞) be measurable functions and p ∈ (1,∞). If
u, v ∈ Ap then max(u, v) ∈ Ap.
Proof. Let B ⊂ Rd be any ball of finite radius. If ∫
B
v ≤ ∫
B
u, then the following
reasoning applies:
|B|−1 ∫
B
w = |B|−1 ∫
B
max(u, v) ≤ |B|−1 ∫
B
(u+ v) ≤ 2|B|−1 ∫
B
u.
Therefore
|B|−1 ∫
B
w ·
(
|B|−1 ∫
B
w−1/(p−1)
)p−1
≤ 2|B|−1 ∫
B
u ·
(
|B|−1 ∫
B
w−1/(p−1)
)p−1
≤ 2|B|−1 ∫
B
u ·
(
|B|−1 ∫
B
u−1/(p−1)
)p−1
≤ 2[u]Ap
where [u]Ap is the Ap constant of u.
If on the other hand
∫
B
v ≥ ∫
B
u, then the same reasoning yields the bound 2[v]Ap.
Thus [max(u, v)]Ap ≤ 2max([u]Ap, [v]Ap). 
Proof of Lemma 2.6. w(x′, xd) = max(1, |x′|d, |xd + |x′|2|d). Therefore by repeated
applications of Lemma 2.7, it suffices to prove that |x′|td ∈ Ap and
∣∣xd+ |x′|2∣∣td ∈ Ap.
Let s ≥ 0. It is well known that u(x′) = |x′|s belongs to Ap(Rd−1) if and only if
u−1/(p−1) ∈ L1loc(Rd−1), thus if and only if s < (p − 1)(d − 1). It follows easily that
u(x′, xd) = |x′|s belongs to Ap(Rd) for the same range of s, that is, if and only if
s < (p− 1)(d− 1).
It is elementary that
∣∣xd+|x′|2∣∣s ∈ Ap(Rd) whenever s/(p−1) < 1 and 2s/(p−1) <
d− 1; details are left to the reader. Alternatively, a general result [19] p. 219 asserts
that for any polynomial P of degree D, |P |s ∈ Ap(Rd) whenever sD < p− 1; in our
case this implies that
∣∣xd + |x′|2∣∣s ∈ Ap for all s < (p− 1)/2. 
Remark 2.1. The weight wtpt therefore belongs to Aq whenever dtpt < q − 1. Sub-
stituting pt = (1− t)−1p0 = (1− t)−1(d+ 1)/d gives the sufficient condition
q > 1 + dt(1− t)−1(d+ 1)/d = 1 + t(1− t)−1(d+ 1)
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For q = pt this becomes
pt > 1 + dtpt ⇔ 1 > p−1t + dt⇔ 1 > (1− t)d/(d+ 1) + dt.
This is clearly not satisfied for t = 1, but is satisfied for 0 ≤ t < 1/d2.
Denote by |D|r the differentiation operators |̂D|rf(ξ) = |ξ|rf̂(ξ). We will use the
notation 〈z〉 = (1+ |z|2)1/2 for z ∈ C. Let ∇∗ denote the divergence of a vector field.
Lemma 2.8. There exists C ∈ (0,∞) such that for all sufficiently small t ≥ 0,
(2.20) C−1‖h‖Xt ≤ ‖∇|D|−1h‖Xt ≤ C‖h‖Xt
for all h ∈ Xt.
Proof. The operators ∇ ◦ |D|−1 and |D|−1 ◦ ∇∗ are Caldero´n-Zygmund operators of
classical type. Moreover, |D|−1∇∗ ◦∇|D|−1 is the identity operator. The weight used
to define Xt belongs to Apt , provided that t is sufficiently small. Therefore (2.20)
follows from the theory of weighted Caldero´n-Zygmund inequalities. 
Lemma 2.9. For all sufficiently small ̺ ≥ 0,
‖|D|1−γf‖X̺ ≤ ‖∇f‖1−γX̺ ‖f‖γX̺ .
Sketch of proof. Consider the analytic family of operators z 7→ |D|z. For all suffi-
ciently small t ≥ 0, |D|iσ is bounded on Xt with a norm . 〈σ〉C , uniformly for all
σ ∈ R. This inequality holds by Lemma 2.6 and the theory of Ap weighted inequalities
for Caldero´n-Zygmund operators. It follows that
‖|D|1−γf‖X̺ ≤ ‖|D|f‖1−γX̺ ‖f‖γX̺ .
But |D|f may be replaced by ∇f , by Lemma 2.8. 
3. Multlinear Bounds
Define the multilinear operators
(3.1) ~S(fi,j)
d
i,j=1 =
d∏
i=1
T ∗(
d∏
j=1
T (fi,j)).
Thus Sf = ~S(f, f, · · · , f). We will sometimes write this more simply as ~S(~f) where
~f = (fα : α ∈ A), with A = {1, 2, · · · , d}2. Repeated applications of Ho¨lder’s
inequality lead to the inequality
(3.2) |~S(~f)| ≤
( ∏
α∈{1,2,··· ,d}2
S(|fα|)
)1/d2
.
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Indeed, for any nonnegative functions gi,
T ∗
d∏
i=1
gi =
∫
Rd−1
d∏
i=1
gi(x
′ − t, xd + |t|2) dt
≤
d∏
i=1
( ∫
Rd−1
gi(x
′ − t, xd + |t|2)d dt
)1/d
=
d∏
i=1
(T ∗(gdi ))
1/d.
Applying this to gi = |T (fi,j)| ≤ T (|fi,j|) gives (3.2).
Lemma 3.1. Let A be any finite index set. Let θα, tα ∈ [0, 1] for each α ∈ A. Suppose
that
∑
α∈A θα = 1 and
(3.3) 1− t =
∑
α∈A
θα(1− tα).
Then for any nonnegative functions fα,
(3.4) ‖
∏
α∈A
f θαα ‖Xt ≤
∏
α∈A
‖fα‖θαXtα .
Proof. In this proof, products with respect to α are always taken over all α ∈ A.
Recall that p−1t = (1− t)p−10 . Introduce the exponents
q−1α =
θα(1− tα)
1− t =
θαpt
ptα
and
rα =
p0tαθα
1− t = ptαtαθα.
Since∑
α
rα = p0(1− t)−1
∑
α
tαθα = p0(1− t)−1
∑
α
(tα − 1)θα + p0(1− t)−1
∑
α
θα
= p0(1− t)−1 · (t− 1) + p0(1− t)−1 · 1 = p0t(1− t)−1 = tpt,
one can write
‖
∏
α
f θαα ‖ptXt =
∫
Rd
∏
α
f ptθαα w
tpt
=
∫ ∏
α
(
f ptθαα w
rα
)
.
Since
∑
α q
−1
α = 1 by the hypothesis (3.3), Ho¨lder’s inequality gives∫ ∏
α
(
f ptθαα w
rα
)
≤
∏
α
(∫
f qαptθαα w
rαqα
)1/qα
.
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The exponents in this last expression can be simplified: qαptθα = ptα , while
rαqα = p0(1− tα)−1tα = tαptα.
Thus the last expression is simply∏
α
(∫
f ptαα w
tαptα
)ptθα/ptα
=
∏
α
‖fα‖θαptXtα .
Raising everything to the power 1/pt establishes the lemma. 
Now let A = {1, . . . , d}2.
Corollary 3.2. Let t ∈ [0, 1/d2]. Let β ∈ A. Let (fα : α ∈ A) satisfy fβ ∈ Xd2t and
fα ∈ X0 for all α 6= β. Then ~S(~f) ∈ Xt, and
(3.5) ‖~S(~f)‖Xt ≤ C‖fβ‖Xd2t
∏
A∋α6=β
‖fα‖X0 .
Proof. |~S(~f)| ≤∏α S(|fα|)1/d2 . Let θα = 1/d2 for all α ∈ A. Let tα = 0 for all α 6= β,
and tβ = d
2t. These parameters satisfy the hypotheses (3.3) of Lemma 3.1.
Therefore
‖~S(~f)‖Xt ≤ ‖
∏
α
S(|fα|)1/d2‖Xt ≤
∏
α
‖S(|fα|)‖θαXtα
≤ C
∏
α
‖fα‖d2θαXtα = C‖fβ‖Xd2t
∏
α6=β
‖fα‖X0 .

4. Smoothing
Consider the operators Tρf(x) =
∫
|t|≤ρ
f(x′ − t, xd − |t|2) dt.
Lemma 4.1. There exists α0 > 0 such that for any α ∈ [0, α0], there exist C,A <∞
such that for all ρ ∈ [1,∞),
‖|D|αTρf‖L2(Rd) ≤ CρA‖f‖L2(Rd)
for all f ∈ L2(Rd).
For any p ∈ (1,∞) there exist η > 0 and C,A <∞ such that for all ρ ∈ [1,∞),
‖|D|ηTρf‖Lp(Rd) ≤ CρA‖f‖Lp(Rd)
for all f ∈ Lp(Rd).
The proof of the first conclusion is a routine application of the method of stationary
phase. See [19] for calculations of this type.
Tρ is defined by convolution with a finite measure of total variation O(ρ
d), and
consequently satisfies ‖Tρf‖Lp ≤ Cρd−1‖f‖Lp for all p ∈ [1,∞]. The second conclu-
sion is by interpolating between these simple bounds and the first conclusion, using
an analytic family of operators z 7→ |D|z ◦ Tρ. 
Let BR = {x ∈ Rd : |x| ≤ R}.
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Corollary 4.2. Let t > 0. There exists γ = γ(t) > 0 such that for any f ∈ Xt,
|D|γ(Tf) ∈ Lq0
loc
. More quantitatively, for any R < ∞ there exists C < ∞ such that
for any f ∈ Xt,
‖|D|γ(Tf)‖Lq0 (BR) ≤ C‖f‖Xt.
Proof. There exists δ > 0 such that whenever |x| ≥ 1, w(x) ≥ c|x|d/2. Indeed,
w(x) = max(1, |x′|d, |xd − |x′|2|d)
& max(〈x′〉, 〈xd − |x′|2〉1/2)d ≥ cmax(〈x′〉, 〈xd〉1/2)d.
Let 1 ≤ R, ρ <∞. Define T ♮f to be the restriction of Tf to B(0, R). Let t > 0 and
consider any function g ∈ Xt supported in B(0, ρ) \B(0, ρ/2) satisfying ‖g‖Xt ≤ 1.
Then ‖g‖Xt/2 = O(ρ−δ), where δ > 0 depends only on t. Therefore ‖Tg‖Y∗,t/2 .
ρ−δ. The space Y∗,t/2 embeds continuously into L
q1 for some q1 > q0, yielding
(4.1) ‖T ♮g‖Lq1 . ρ−δ.
On the other hand, because g is supported in B(0, ρ) and T ♮g is the restriction of Tg
to B(0, R), T ♮g equals the restriction of Tsg to B(0, R) where s = C(R+ ρ) ≤ CRρ.
Therefore by Lemma 4.1, there exists η > 0 such that
(4.2) ‖|D|ηT ♮g‖Lp0 ≤ CRAρA‖g‖Lp0 ≤ CRAρA‖g‖Xt ≤ CRAρA
for a certain finite constant A, which depends only on the dimension d.
By interpolating between (4.1) and (4.2) using the natural analytic family of op-
erators, we find that for any θ ∈ [0, 1],
(4.3) ‖|D|ηθT ♮g‖LQ(θ) ≤ CRAθρAθ−(1−θ)δ
where Q(θ)−1 = 1
2
θ + 1
q1
(1 − θ). Then Q(0)−1 = q−11 < q−10 . Therefore for all
sufficiently small θ > 0, Aθ− (1−θ)δ < 0 and Q(θ)−1 < q−10 . Fix one such parameter
θ. By Ho¨lder’s inequality,
‖|D|ηθT ♮g‖Lq0 ≤ CRC‖|D|ηθT ♮g‖LQ(θ).
Therefore in all,
‖|D|ηθT ♮g‖Lq0 ≤ CRCρ−ε
for some C <∞ and ε, θ, η > 0.
We have proved that
(4.4) ‖|D|γTg‖Lq0(B(0,R) ≤ CRCρ−ε,
provided that g is supported on B(0, ρ)\B(0, ρ/2). Here ε, γ > 0. The same reasoning
gives
(4.5) ‖|D|γTg‖Lq0(B(0,R) ≤ CRCρC
if g is merely assumed to be supported on B(0, ρ).
The proof of Corollary 4.2 is concluded by decomposing a general function f as∑∞
k=0 fk where f0 is supported on B(0, R) and fk on B(0, 2
k)\B(0, 2k−1) for all k ≥ 1.
Apply (4.4) to the contribution of fk for all k ≥ 1, and (4.5) for k = 0, and sum over
k. 
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5. Gaining some decay
Our goal here is to prove:
Proposition 5.1. Let d ≥ 2 and λ ∈ C. Let f ∈ Lp0(Rd) = X0(Rd) be a solution of
the generalized Euler-Lagrange equation f = λSf . Then there exists t > 0 such that
f ∈ Xt.
To begin the proof, consider any decomposition f = ϕ + g where ϕ ∈ L∞ has
bounded support. Rewrite the equation f = λSf as
g = λSg + L(ϕ, g)(5.1)
L(ϕ, g) = λS(ϕ+ g)− λSg − ϕ.(5.2)
Then
‖L(ϕ, g)‖Xt ≤ ‖g‖Xt + C‖g‖d
2
Xt
by the representation L(ϕ, g) = g−λSg and the basic Xt bound for S. On the other
hand, by expanding S(ϕ+ g) as a sum of d2 terms ~S(·) and invoking (3.2) along with
the bound ‖S(h)‖Xt ≤ C‖h‖d2Xt gives an alternative majorization
‖L(ϕ, g)‖Xt ≤ Cϕ + Cϕ‖g‖d
2−1
Xt
.
This bound can be improved; the operator g 7→ L(ϕ, g) improves integrability in
the following sense.
Lemma 5.2. For any bounded, compactly supported function ϕ there exists Cϕ <∞
such that for all g ∈ X0, the function L(ϕ, g) belongs to X1/d2 , and
(5.3) ‖L(ϕ, g)‖X1/d2 ≤ Cϕ + Cϕ‖g‖d
2−1
X0
.
Proof. By assumption, ϕ ∈ X1 ⊂ X1/d2 , so it suffices to show that S(ϕ + g)− S(g)
satisfies the required bound. Let A = {1, 2, · · · , d}2. S(ϕ+g)−S(g) can be expanded
as a sum of d2 − 1 terms, each of which is of the general form ~S(~f) where ~f = (fα :
α ∈ A), where each fα equals either ϕ or g, and where for each such term, there
exists at least one index β ∈ A for which fβ = ϕ. The required bound therefore
follows directly from Corollary 3.2, again since ϕ ∈ X1. 
We continue with the proof of Proposition 5.1. Let ε > 0. Decompose f = ϕε+ gε
where ‖gε‖X0 < ε, and ϕε ∈ L∞ has bounded support. Define
Aε(h) = λSh+ L(ϕε, gε).
This operator depends of course on ϕε, gε, and is defined in such a way that Aε(gε) =
gε, that is, gε is one solution of the fixed point equation Aε(h) = h in the space X0.
Lemma 5.3. Let λ ∈ C, and let f ∈ Lp0(d)(Rd) be any solution of f = λS(f). For
each ε > 0, let f = ϕε+gε be any decomposition with ϕε bounded and having bounded
support, and with ‖gε‖Lp0 < ε. Then there exists ε0 > 0 such that for each ε ∈ (0, ε0],
there exists tε > 0 such that for all t ∈ [0, tε], the fixed point equation
Aε(h) = h
has a unique solution h ∈ Xt satisfying ‖h‖Xt ≤ ε1/2.
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It bears emphasis that there are no a priori bounds for ε0 or tε; these depend on
f in some uncontrolled manner.
Proof. We know that
‖L(ϕε, gε)‖X0 ≤ ε+ Cεd
2
,
and that
L(ϕε, gε) ∈ X1/d2 .
By convexity of the Xt norms, for each sufficiently small ε > 0 there exists tε > 0
such that
‖L(ϕε, gε)‖Xtε ≤ ε3/4.
Henceforth we consider only such small ε.
Let Bε be the ball of radius ε
1/2 in Xtε , centered at 0. If h ∈ Bε then
‖Aε(h)‖Xtε ≤ |λ| · ‖Sh‖Xtε + ‖L(ϕε, gε)‖Xtε
≤ C‖h‖d2Xtε + ε3/4
≤ Cεd2/2 + ε3/4
< ε1/2,
so Aε(Bε) ⊂ Bε. For any h, h˜ ∈ Bε,
‖Aε(h)− Aε(h˜)‖Xtε = |λ| · ‖Sh− Sh˜‖Xtε
≤ C‖h− h˜‖Xtε ·
(
‖h‖Xtε + ‖h˜‖Xtε
)d2−1
≤ Cε1/2‖h− h˜‖Xtε .
Therefore Aε : Bε → Bε is a strict contraction, for each sufficiently small ε. Therefore
there exists a unique hε ∈ Xtε satisfying both ‖hε‖Xtε ≤ ε1/2 and Aε(hε) = hε.
Exactly the same reasoning applies in Xt for any 0 ≤ t ≤ tε. 
Proof of Proposition 5.1. Suppose that 0 ≤ s ≤ t ≤ tε, and that both h ∈ Xs and
h˜ ∈ Xt are solutions of Aε(h) = h, satisfying ‖h‖Xs ≤ ε1/2 and ‖h˜‖Xt ≤ ε1/2. Then
‖h˜‖Xs = ‖Aεh˜‖Xs ≤ C‖Aεh˜‖Xt ≤ Cε3/4 < ε1/2,
provided that ε remains sufficiently small. Therefore h˜ = h by the uniqueness of
solutions.
In particular, since gε is a solution in X0, this uniqueness of solutions implies that
gε = hε ∈ Xtε
for all sufficiently small ε > 0, as was to be proved. 
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6. Smoothness
We have shown that any solution of the Euler-Lagrange equation enjoys some extra
decay, beyond that encoded by the finiteness of its Lp0 norm. We will next show how
such extra decay can be used in conjunction with the Euler-Lagrange equation to
demonstrate some smoothness. Our initial goal is to prove the following a priori
inequality.
Lemma 6.1. Let ρ > 0 be sufficiently small. Then for any 0 ≤ ̺ < ρ there exists
C <∞ such that for any solution f of f = λSf , if f ∈ Xρ and ∇f ∈ X̺ then
(6.1) ‖∇f‖X̺ ≤ C‖f‖d
2
Xρ.
Here C depends only on ρ, ̺, λ, d.
Here ∇f = ( ∂f
∂x1
, · · · , ∂f
∂xd
)
. It suffices to prove this under the assumption that
‖f‖Xρ = 1, which will be assumed for the remainder of §6. Indeed, for general f ,
consider the function F = f/‖f‖Xρ. It satisfies the modified equation F = λ˜SF
where λ˜ = λ‖f‖σXρ for a certain exponent σ. Thus we only have to replace λ by λ˜ in
order to assume ‖f‖Xρ = 1.
Lemma 6.2. Let ρ > 0 be sufficiently small and λ ∈ C. Let 0 < ̺ < ρ. There
exists R < ∞ such that for any function f satisfying f = λSf and ‖f‖Xρ = 1, with
∇f ∈ X̺,
‖∇f‖X̺ ≤ C‖T∇f‖Lq0(BR)
where C,R, a depend only on d, ρ, ̺, λ, ‖f‖Xρ.
Proof of Lemma 6.2. Write
∇f = λ∇(Sf) = d2λ~S(f, f, · · · , f,∇f)
= d2λ
(
T ∗([Tf ]d)
)d−1 · T ∗([Tf ]d−1 · ∇Tf).(6.2)
Here ~S(f, f, · · · , f,∇f) stands for the vector with d components, whose j-th compo-
nent equals ~S(f, f, · · · , f, ∂f/∂xj).
Therefore
(6.3) ‖∇f‖X̺ ≤ C‖f‖d
2−1
Xρ
‖∇Tf‖Y
∗,̺′
= C‖∇Tf‖Y
∗,̺′
for a certain ̺′ < ̺; ̺′ does not depend on f . Since
‖∇Tf‖Y
∗,̺′
≤ ‖∇Tf‖θY∗,̺‖∇Tf‖1−θY∗,0
= ‖∇Tf‖θY∗,̺‖∇Tf‖1−θLq0
. ‖∇f‖θX̺‖∇Tf‖1−θLq0
for some θ ∈ (0, 1), we deduce that
(6.4) ‖∇f‖X̺ ≤ C‖∇Tf‖Lq0
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where C depends only on ρ, ̺, λ. Now for any R <∞,∫
|x|≥R
|∇Tf(x)|q0 dx ≤ R−q0τ̺‖∇Tf‖q0Y∗,̺
= R−q0τ̺‖T∇f‖q0Y∗,̺
≤ CR−q0τ̺‖∇f‖q0X̺
for a certain exponent τ > 0. Therefore
‖∇f‖X̺ ≤ C‖∇Tf‖Lq0(BR) + CR−τ̺‖∇f‖X̺ .
Define R by the equation CR−τ̺ = 1
2
to obtain
(6.5) ‖∇f‖X̺ ≤ 2C‖∇f‖Lp0(BR)
where C,R depend only on ρ, ̺, λ, d. R will henceforth remain fixed. This same
reasoning can be carried out for all dimensions d with very minor changes. 
Proof of Lemma 6.1. We will use the representation (6.2) in order to obtain a bound
for ‖T∇f‖Lq0 (BR) in terms of ‖f‖Xρ , where R is as defined above.
Let γ ∈ (0, 1) be a small constant, to be chosen below. Writing
T∇f = |D|γT (∇|D|−γf),
Corollary 4.2 gives
‖T∇f‖Lq0 (BR) = ‖|D|γT
(∇|D|−γf)‖Lq0 (BR) . ‖∇|D|−γf‖X̺
provided that γ is a sufficiently small function of ̺, d alone.
Therefore by Lemma 2.8, Lemma 2.9, and a second application of Lemma 2.8,
‖∇|D|−γf‖X̺ ≤ C‖|D|1−γf‖X̺ ≤ C‖∇f‖1−γX̺ ‖f‖γX̺
for some γ ∈ (0, 1).
Thus
‖T∇f‖Lq0(BR) . ‖∇f‖1−γX̺ ‖f‖γXρ = ‖∇f‖1−γX̺
and therefore by Lemma 6.2,
‖∇f‖X̺ . ‖∇f‖1−γX̺ .
Recall that ‖∇f‖1−γX̺ is assumed to be finite. It follows from this last inequality that
‖∇f‖X̺ . 1. This completes the proof of Lemma 6.1. 
7. Mollified Derivatives and Conclusion of Proof
Lemma 6.1 presupposes that ∇f ∈ Xρ, which we seek to prove. In order to remove
the extraneous assumption, we approximate∇ by a one-parameter family of operators
which are individually bounded on the spaces Xt.
For any s ≥ 0 and Λ ≥ 1 define
(7.1) D̂sΛf(ξ) = min
(
1 + |ξ|2)1/2, (1 + Λ2)1/2)s · f̂(ξ).
These operators are bounded on all Lp spaces, and likewise on all spaces Xt for
t ∈ [0, 1]. For s = 1 we write simply DΛ.
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In order to prove that ∇f ∈ X̺, it suffices to show that ‖DΛf‖X̺ ≤ A for some
finite constant A which is independent of Λ. The proof of Lemma 6.1 relied on Leibniz’
rule for derivatives of products. There is no corresponding formula for DΛ(fg), but
the following lemma provides an adequate substitute.
Lemma 7.1. Let u ≥ 0 be a locally integrable function. Let s ∈ (0,∞). Suppose
that r−1 = p−1j + q
−1
j for j = 1, 2 and that all exponents r, pj, qj belong to the open
interval (1,∞). Suppose that the weight u belongs to Ar and that u = u1v1 = u2v2
where u
pj/r
j ∈ Apj and vqj/rj ∈ Aqj . Then there exists C <∞ such that DsΛ(fg) ∈ Lr,
and the following inequality holds, whenever the right-hand side is finite:
(7.2) ‖DsΛ(fg)‖Lr(u) ≤ C‖DsΛf‖Lp1(up1/r1 )‖g‖Lq1(vq1/r1 )+C‖f‖Lp2 (up2/r2 )‖D
s
Λg‖Lq2(vq2/r2 ).
A proof will be given in §9.
Corollary 7.2. Let s ∈ (0,∞). Let ρ > 0 be sufficiently small, and let 0 < ̺ < ρ.
There exist ̺′ ∈ (0, ̺) and C < ∞ such that for all Λ ≥ 1 and all vector-valued
functions ~f ∈ Xρ,
‖DsΛ~S(~f)‖X̺ ≤ C
∑
j
∏
i 6=j
‖fi‖Xρ · ‖DsΛTfj‖Y∗,̺′ .
The constant C may be taken to be independent of Λ while s, ρ remain fixed.
Together, the proof of Lemma 6.1 and Corollary 7.2 establish:
Lemma 7.3. Let s ∈ (0,∞) and λ ∈ C. Let ρ > 0 be sufficiently small, and let
0 < ̺ < ρ. Let f ∈ Xρ be any solution of the Euler-Lagrange equation (1.2). There
exists C <∞ such that for all Λ <∞,
‖DsΛf‖X̺ ≤ C.
Because this bound is uniform in Λ, combining this lemma with Proposition 5.1
yields:
Corollary 7.4. Let λ ∈ C. Let f ∈ Xρ be any solution of the Euler-Lagrange
equation (1.2). Then there exists t > 0 such that for all s ≥ 0, |D|sf ∈ Xt.
It is now an easy consequence of Sobolev embedding that any solution of (1.2) is
C∞, completing the proof of Theorem 1.1. 
8. Proof of Lemma 2.1
Recall the definitions
T ∗f(x) =
∫
Rd−1
f(x′ + t, xd + |t|2) dt
υ(x) = min
(
1, |x′|−d, |xd − |x′|2|−d
)
υ∗(x) = min
(
1, |x′|−d, |xd + |x′|2|−d
)
where x ∈ Rd as written as x = (x′, xd) ∈ Rd−1 × R1. Lemma 2.1 states that
T ∗υ . υ
1/d
∗ , with a corresponding inequality for T .
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Each of the weights υ, υ∗ is equal to a minimum of three functions having three
different degrees of homogeneity 0, 1, 2 with respect to the parabolic dilation group
x 7→ (rx′, r2xd), so there is no dilation invariance to simplify the analysis. Viewing
T ∗υ(x) as an integral with respect to a second variable y ∈ Rd, and comparing the
result to υ∗(x)
1/d, the estimation of T ∗υ(x) splits naturally into 3 × 3 = 9 cases.
This factor of 9 accounts largely for the length of the proof which we now present; in
actuality some cases are combinable, but various subcases also arise.
Proof of Lemma 2.1. The two conclusions of Lemma 2.1 can be shown to be equiva-
lent by the change of variables (x′, xd) 7→ (x′,−xd), along with the substitution t 7→
−t in the integrals defining T, T ∗. So we will prove only the inequality T ∗(υ) . υ1/d∗ .
Write
T ∗υ(x) =
∫
Rd−1
υ(x′ + t, xd + |t|2) dt =
∫
Rd−1
υ(s, xd + |s− x′|2) ds
=
∫
Rd−1
min
(
1, |s|−d, |xd + |s− x′|2 − |s|2|−d
)
ds.
Observe that
T ∗υ(x) .
∫
Rd−1
〈s〉−d ds . 1 uniformly for all x ∈ Rd−1.
This satisfies the required bound Cυ
1/d
∗ (x) provided that υ∗(x) remains uniformly
bounded below. Therefore we may assume throughout the rest of the analysis of the
contribution of T ∗υ(x) that
(8.1) max(|x′|, |xd + x′|2)≫ 1.
In the same way, because the integrand is ≤ |s|−d and because ∫
|s|≥λ
|s|−d dx . λ−1,
the contribution made to the integral by the set of all s satisfying |s| ≥ 1
4
max(|x′|, |xd+
|x′|2|) is
. max(|x′|, |xd + |x′|2|)−1 = υ∗(x)1/d.
It remains to discuss the contribution of those s which satisfy
(8.2) |s| < 1
4
max(|x′|, |xd + |x′|2|).
For each x ∈ Rd, partition the set of all such s ∈ Rd−1 into two regions
(8.3) R1(x) = {s ∈ Rd−1 : |s| ≥ |xd+|x′|2−2x′·s| and |s| < 14 max(|x′|, |xd+|x′|2|)};
(8.4) R2(x) = {s ∈ Rd−1 : |s| < |xd+|x′|2−2x′·s| and |s| < 14 max(|x′|, |xd+|x′|2|)}.
Thus we have shown that
(8.5) T ∗υ(x) ≤ Cυ∗(x)1/d + J1(x) + J2(x)
where
Ji(x) =
∫
Ri(x)
min
(
1, |s|−d, |xd + |s− x′|2 − |s|2|−d
)
ds.
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More succinctly,
J1(x) ≍
∫
R1(x)
〈s〉−d ds
J2(x) ≍
∫
R2(x)
〈xd + |x′|2 − 2x′ · s〉−d ds.
We will often write Ji,Ri as shorthand for Ji(x),Ri(x).
• Estimate for J1(x) in the case |x′| ≥ |xd + |x′|2|. In this case,
|xd + |x′|2 − 2x′ · s| ≤ |s| ≤ 14 max(|x′|, |xd + |x′|2|) < |x′|
by definition of R1(x), so one of the following two subcases occurs:
(8.6) |xd + |x′|2 − 2x′ · s| ≤ 1 or 1 < |xd + |x′|2 − 2x′ · s| ≤ |x′|.
Consider first the contribution made to J1(x) by those s ∈ R1 which satisfy the
first case in (8.6). There exists at least one index i ∈ {1, 2, · · · , d − 1} such that
|xi| ≥ |x′|/
√
d− 1. Our problem is invariant with respect to rotations of Rd−1, which
leave the coordinate xd unchanged. Therefore without loss of generality, we may
assume throughout the remainder of the proof of the Lemma that
(8.7) |x1| ≥ |x′|/
√
d− 1.
We are working in the situation where 1 ≪ max(|x′|, |xd + |x′|2|) = |x′| . |x1| by
(8.1) and the definition of R1,1, so |x1| ≫ 1.
Introduce the notations
s˜ = (s2, · · · , sd−1) and φ(x, s˜) = xd + |x′|2 − 2
d−1∑
i=2
xisi.
Thus xd+|x′|2−2x′ ·s = φ(x, s˜)−2x1s1, so |2x1s1−φ(x, s˜)| ≤ 1 by definition ofR1(x)
and the first case of (8.6). The following fact will be used repeatedly throughout the
analysis: If (x, s˜) is fixed, then an inequality |2x1s1 − φ(x, s˜)| ≤ δ forces s1 to lie in
an interval of length δ|x1|−1.
Now the contribution made by those s belonging to the first subcase of (8.6) to∫
R1(x)
〈s〉−d ds is
.
∫
R1(x)
〈s〉−d ds ≤
∫
Rd−2
∫
|s1−φ(x,s˜)|.|x1|−1
〈s˜〉−d ds1 ds˜ . |x1|−1
∫
Rd−2
〈s˜〉−d ds˜ . |x1|−1.
This is the required bound, for |x1|−1 . υ∗(x)1/d because we are working in the case
where |x1| & |x′| ≥ |xd + |x′|2| ≫ 1.
Next we consider the contribution of those s ∈ R1(x) which satisfy the second case
in (8.6), still under the assumption that |xd + |x′|2| ≤ |x′|. For j, k ≥ 1 define
Ej,k1 (x) = {s ∈ R1(x) : 2−k <
|xd + |x′|2 − 2x′ · s|
|x′| ≤ 2
−k+1 and 2−j <
|s|
|x′| ≤ 2
−j+1}.
For any s ∈ Ej,k1 (x),
2−k|x′| ≤ |xd + |x′|2 − 2x′ · s| ≤ |s| ≤ 2−j+1|x′|.
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Thus j ≤ k + 1.
If s˜ remains fixed and s ∈ Ej,k1 , then s1 lies in an interval of length ≍ |x1|−12−k|x′| ≍
2−k. Since |s˜| ≤ |s| ≤ 2−j+1|x′|,
|Ej,k1 (x)| . (2−j|x′|)d−2 · 2−k.
Therefore the contribution made to J1(x) by all s belonging to this subcase is
≤
[log2 |x
′|+1]∑
k=1
k+1∑
j=1
∫
Ej,k1 (x)
〈s〉−d ds ≤
[log2 |x
′|+1]∑
k=1
k+1∑
j=1
(2−j |x′|)−d|Ej,k1 (x)|
.
[log2 |x
′|+1]∑
k=1
k+1∑
j=1
(2−j|x′|)−d(2−j|x′|)d−22−k
= |x′|−2
[log2 |x
′|+1]∑
k=1
k+1∑
j=1
22j2−k . |x′|−1.
This completes the analysis of J1(x) in the case where |x′| ≥
∣∣xd + |x′|2∣∣.
• Estimate for J1(x) in the case |x′| ≤ |xd + |x′|2|. The definition (8.2) of R1(x)
becomes
(8.8) |xd + |x′|2 − 2x′ · s| ≤ |s| ≤ |xd + |x′|2| for all s ∈ R1(x).
If |x′| ≤ 1, then since max{|x′|, |xd + |x′|2|} ≫ 1, necessarily |xd| ≫ 1. Since
|xd + |x′|2 − 2x′ · s| ≤ |s|, it follows that |xd| ≤ C|s|. On the other hand, by (8.8)
again, |s| ≤ |xd + |x′|2| ≤ 2|xd|. So |s| ≍ |xd|. Therefore
J1(x) .
∫
|s|≤2|xd|
|xd|−dds . |xd|−1 ∼ |xd + |x′|2|−1 ∼ υ∗(x)1/d.
Suppose now that |x′| ≥ 1. Recall our standing assumption that |x1| ≥ |x′|/
√
d− 1.
Since |xd + |x′|2 − 2x′ · s| ≤ |s|,
|xd + |x′|2| ≤ |s|+ 2|x′| · |s| ≤ 3|x′| · |s|.
Suppose that there exists some s ∈ R1(x) satisfying |s| ≤ 1, and consider the
contribution to J1(x) made by all such s. For fixed s˜, according to (8.8), s1 lies in an
interval of length . |x′|−1|s| ≤ |x′|−1. Since |s˜| ≤ |s| ≤ 1, the intersection of R1(x)
with {s : |s1| ≤ 1} has measure . |x′|−1. Therefore the contribution made to J1(x)
by all s ∈ R1(x) satisfying |s| ≤ 1 is . |x′|−1. This is the required bound, for since
|xd + |x′|2| ≤ 3|x′| · |s| and |s| ≤ 1,
|x′|−1 . |xd + |x′|2|−1.
Continuing to assume that |x′| ≥ 1, consider next the contribution of all s ∈ R1(x)
satisfying |s| > 1. Now s ∈ R1 implies that |xd + |x′|2| ≤ |s| + 2|s||x′| ≤ 3|s| · |x′|,
that is,
(8.9) |s| ≥ 3−1|x′|−1|xd + |x′|2|.
We will consider two subcases, (i) |xd + |x′|2 − 2x′ · s| > 3−1|x′|−1|xd + |x′|2| and (ii)
|xd + |x′|2 − 2x′ · s| ≤ 3−1|x′|−1|xd + |x′|2|.
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First, to treat the contribution of those s ∈ R1(x) which satisfy |xd+|x′|2−2x′ ·s| >
3−1|x′|−1|xd + |x′|2|, define Ej,k2 (x) to be the set of all s ∈ R1(x) which satisfy both
of
2k3−1|x′|−1|xd + |x′|2| < |xd + |x′|2 − 2x′ · s| ≤ 2k+13−1|x′|−1|xd + |x′|2|
2j3−1|x′|−1|xd + |x′|2| ≤ |s| < 2j+13−1|x′|−1|xd + |x′|2|.
If s ∈ Ej,k2 (x) then k ≤ j + 1.
Now
|Ej,k2 (x)| . (2j+1|x′|−1|xd + |x′|2)d−22k+1|xd + |x′|2| · |x′|−2.
Indeed, |s˜| ≤ |s| ≤ 2j+13−1|x′|−1|xd + |x′|2|, while for fixed s˜, s1 lies in an interval of
length ∼ 2k+1|xd + |x′|2| · |x′|−2.
Together with (8.8), this implies that the total contribution made to J1(x) by all
s ∈ R1(x) which satisfy |xd + |x′|2 − 2x′ · s| > 3−1|x′|−1|xd + |x′|2| is
≤
[log2 |x1|+1]∑
j=1
j+1∑
k=1
∫
Ej,k2 (x)
〈s〉−d ds
.
∞∑
j=1
j+1∑
k=1
(2j|x′|−1|xd + |x′|2|)−d|Ej,k2 (x)|
.
∞∑
j=1
j+1∑
k=1
(2j|xd + |x′|2| · |x′|−1)−d(2j+1|x′|−1|xd + |x′|2|)d−22k+1|x′|−2|xd + |x′|2|
. (|xd + |x′|2| · |x′|−1)−d · (|x′|−1|xd + |x′|2|)d−2 · |x′|−2|xd + |x′|2| ·
∞∑
j=1
2−j
= |xd + |x′|2|−1.
Secondly, to treat the contribution of those s ∈ R1(x) which satisfy |xd + |x′|2 −
2x′ ·s| ≤ 3−1|x′|−1|xd+ |x′|2|, define Ej3(x) to be the set of all s ∈ R1(x) which satisfy
both of
|xd + |x′|2 − 2x′ · s| ≤ 3−1|x′|−1|xd + |x′|2|(8.10)
2j|x′|−1|xd + |x′|2| < |s| ≤ 2j+1|x′|−1|xd + |x′|2|.(8.11)
If s ∈ Ej3(x) and s˜ is fixed, then s1 lies in an interval of length . |x′|−2|xd + |x′|2|,
while |s˜| ≤ |s| ≤ 2j+1|x′|−1|xd + |x′|2|. Thus
|Ej3(x)| . |x′|−2|xd + |x′|2| · (2j|x′|−1|xd + |x′|2|)d−2 = 2(d−2)j |x′|−d|xd + |x′|2|d−1.
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Consequently the contribution made by all s ∈ R1(x) which satisfy |xd+|x′|2−2x′·s| ≤
3−1|x′|−1|xd + |x′|2| is
.
[log2 |x1|+1]∑
j=1
∫
Ej3(x)
〈s〉−d ds
.
∞∑
j=1
(2j |x′|−1|xd + |x′|2|)−d2(d−2)j |x′|−d|xd + |x′|2|d−1 ≤ |xd + |x′|2|−1.
This completes the discussion of J1(x).
We turn to the discussion of J2(x) =
∫
R2(x)
〈xd + |x′|2 − 2x′ · s〉−d ds. As already
noted, we may continue to assume that max(|x′|, |xd + |x′|2|)≫ 1.
• Estimate for J2(x) in the case |x′| ≤ |xd + |x′|2| and |x′| > 1. If |xd + |x′|2 −
2x′ · s| ≤ |xd+|x′|2|
4|x′|
, then |2x′ · s| ≥ |xd + |x′|2|(1− 14|x′|). Therefore
(8.12) |s| ≥ |xd+|x′|2|
2|x′|
(1− 1
4|x′|
) ≥ 3
8
|xd + |x′|2|
|x′| ≥
3
2
|xd + |x′|2 − 2x′ · s|.
This contradicts the definition of R2(x). We conclude that if |x′| ≤ |xd + |x′|2| and
|x′| > 1, then
|xd + |x′|2 − 2x′ · s| > |xd+|x
′|2|
4|x′|
.
Define
Ej4(x) = {s ∈ R2(x) : 2j|x′|−1|xd+ |x′|2| < |xd+ |x′|2−2x′ ·s| ≤ 2j+1|x′|−1|xd+ |x′|2|.}
If s ∈ Ej4(x) and s˜ is fixed, then since |x1| ∼ |x′|, s1 lies in an interval of length
∼ 2j |xd+|x′|2|
|x′|2
. From the bound
|s˜| ≤ |s| ≤ |xd + |x′|2 − 2x′ · s| ≤ 2j+1|xd + |x′|2||x′|−1,
it now follows that
|Ej4(x)| . |x′|−22j|xd + |x′|2|(2j|x′|−1|xd + |x′|2|)d−2 = 2j−1|x′|−d|xd + |x′|2|d−1.
Therefore if |x′| ≤ |xd + |x′|2| and |x′| > 1, the contribution of R2(x) to J2(x) is
∞∑
j=0
∫
Ej4(x)
〈xd + |x′|2 − 2x′ · s〉−d ds
.
∞∑
j=0
(2j |xd+|x
′|2|
|x′|
)−d2j(d−1)|x′|−d|xd + |x′|2|d−1 = |xd + |x′|2|−1.
• Estimate for J2(x) in the case |x′| ≤ |xd + |x′|2| and |x′| ≤ 1. Let s ∈ R2(x).
Then
|xd + |x′|2 − 2x′ · s| ≥ |xd + |x′|2| − 2|s · x′|
≥ |xd + |x′|2| − 2|s|
≥ |xd + |x′|2| − 2|xd + |x′|2 − 2x′ · s|,
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where the definition of R2(x) was invoked to obtain the last inequality. This implies
that
|xd + |x′|2 − 2x′ · s| ≥ 13 |xd + |x′|2|.
Define
Ej5(x) = {s ∈ R2(x) : 2j|xd + |x′|2| ≤ 3|xd + |x′|2 − 2x′ · s| < 2j+1|xd + |x′|2|.}
Any s ∈ Ej5(x) satisfies
|s| ≤ |xd + |x′|2| − 2|xd + |x′|2 − 2x′ · s| ∼ 2j |xd + |x′|2|,
so |Ej5(x)| . (2j|xd + |x′|2|)d−1, whence
J2(x) =
∫
R2(x)
〈xd + |x′|2 − 2x′ · s〉−d ds .
∞∑
j=0
(2j|xd + |x′|2|)−d|Ej5(x)|
.
∞∑
j=0
(2j |xd + |x′|2|)−d(2j|xd + |x′|2|)d−1 = C|xd + |x′|2|−1.
This concludes the analysis of J2(x), in the case in which |x′| ≤ |xd + |x′|2|.
• Estimate for J2(x) in the case |x′| ≥ |xd + |x′|2|. We may continue to assume
that |x1| ≥ |x′|/
√
d− 1. Partition R2(x) into the following three subregions:
|xd + |x′|2 − 2x′ · s| > 2|x′|,
1 < |xd + |x′|2 − 2x′ · s| ≤ 2|x′|
|xd + |x′|2 − 2x′ · s| ≤ 1.
To analyze the contribution of the subregion in which |xd + |x′|2 − 2x′ · s| > 2|x′|,
for each integer j ≥ 1 define
Ej7(x) = {s ∈ R2(x) : 2j|x′| < |xd + |x′|2 − 2x′ · s| ≤ 2j+1|x′|}.
For fixed s˜, s1 lies in a subinterval of length ∼ 2j , while |s˜| ≤ |s| ≤ |xd+|x′|2−2x′ ·s| .
2j |x′|, so |Ej7(x)| . 2j(d−1)|x′|d−2. Therefore the contribution of this subset of R2(x)
to J2(x) is
.
∞∑
j=1
(2j|x′|)−d|Ej7(x)| .
∞∑
j=1
(2j |x′|)−d2j(d−1)|x′|d−2 = |x′|−2 ≪ |x′|−1.
To analyze the contribution of the subregion in which 1 < |xd+|x′|2−2x′ ·s| ≤ 2|x′|,
partition further into subregions in which |xd+ |x′|2− 2x′ · s| ≤ 2|x′| ∼ 2−j |x′|, where
1 ≤ 2j . |x′|. Such a sub-subregion has measure . 2−j(2−j|x′|)d−2 = 2−j(d−1)|x′|d−2,
giving a total contribution to J2(x) which is
.
∑
1≤2j.|x′|
(2−j|x′|)−d2−j(d−1)|x′|d−2 =
∑
1≤2j.|x′|
2j|x′|−2 . |x′|−1,
as required.
It remains only to analyze the contribution made to J2(x) by the subregion in
which |xd + |x′|2 − 2x′ · s| ≤ 1, assuming still that |x′| ≥ |xd + |x′|2|. Since |s| ≤
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|xd + |x′|2 − 2x′ · s| ≤ 1, and since s1 lies in an interval of length . |x1|−1 . |x′|−1
so long as s˜ remains fixed, the measure of this subregion is . |x′|−1. The integrand
〈xd + |x′|2 − 2x′ · s〉−d is ≤ 1, so its integral over this subregion is . |x′|−1.
The proof of Lemma 2.1 is complete. 
Corollary 8.1. Let f0 = χ|x|≤1. Define fn+1 to be (T (fn))
d if n is even, and (T ∗(fn))
d
if n is odd. Then for any even n > 0,
fn ≤ Cnυ∗.
This follows at once from n applications of Lemma 2.1, since 0 ≤ f0 ≤ υ∗.
9. Proof of Lemma 7.1
The following argument is essentially taken from [12].
Proof. Fix a smooth, compactly supported cutoff function η ∈ C∞0 (Rd) satisfying
η(ξ) ≡ 1 for all |ξ| ≤ 1, and η(ξ) = 0 for all |ξ| ≥ 2. For each k ∈ {0, 1, 2, · · · }
introduce the Fourier multiplier Pk defined by P̂kf(ξ) = f̂(ξ)η(2
−kξ). For k ≥ 1
define Qk = Pk −Pk−1. Observe that Q̂kf(ξ) is supported in {ξ : 2k−1 ≤ |ξ| ≤ 2k+1}.
Fix K such that 2K ≥ Λ > 2K−1. Set RKf = f − PKf . R̂Kf(ξ) is supported in
{ξ : |ξ| ≥ 2K}.
Decompose
f = P0f +
K∑
k=1
Qkf +RKf,
and decompose g in the same manner. By expanding the product fg in terms of
these summands and recombining terms, one obtains
fg =
K∑
k=3
Qkf · Pk−3g +
K∑
k=3
Qkg · Pk−3f(9.1)
+
K∑
k=2
Qkf
(
Qk−2g +Qk−1g +Qkg
)
+
K∑
k=2
Qkg
(
Qk−2f +Qk−1f
)
(9.2)
+RKf · PK−2g +RKg · PK−2f(9.3)
+RKf
(
QK−1g +QKg
)
+RKg
(
QK−1f +QKf
)
+RKf · RKg
+R(f, g)
where R(f, g) is a constant-coefficient finite linear combination of twofold products
of the factors P0f, P0g,Q1f,Q1g.
Consider the contribution made to DsΛ(fg) by the first term on the right-hand
side in this equation. The Fourier transform of DsΛ
(
Qkf · Pk−3g
)
is supported in
{ξ : 2k−2 ≤ |ξ| ≤ 2k+2}. Therefore by weighted Littlewood-Paley theory [19], since
u ∈ Lr(Rd),
‖
K∑
k=2
DsΛ
(
Qkf · Pk−3g
)‖Lr(u) ≍ ‖{DsΛ(Qkf · Pk−3g)}Kk=2‖Lr(ℓ2)(u)
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where
‖{hk}‖rLr(ℓ2)(u) =
∫
Rd
(∑
k
|hk(x)|2
)r/2
u(x) dx.
Writing D̂sΛf(ξ) = λs,Λ(ξ)f̂(ξ), let mk(ξ) = 2
−ksλs,Λ(ξ)ζ(2
−kξ) where ζ(ξ) ≡ 1
whenever 1
4
≤ |ξ| ≤ 4, and ζ(ξ) ≡ 0 whenever |ξ| ≤ 1
8
or |ξ| ≥ 8.
Define M̂kf(ξ) = mk(ξ)f̂(ξ). Then
‖{DsΛ(Qkf · Pk−3g)}Kk=2‖Lr(ℓ2)(u) = ‖{Mk(2ksQkf · Pk−3g)}Kk=2‖Lr(ℓ2)(u).
Because u ∈ Ar and the operator ~M{hk} = {Mkhk} is a vector-valued Caldero´n-
Zygmund operator, ~M is bounded on Lr(ℓ2)(u) [1]. Thus
‖DsΛ
K∑
k=2
Qkf · Pk−3g‖Lr(u) . ‖
{
2ksQkf · Pk−3g
}K
k=2
‖Lr(ℓ2)(u).
Now
|2ksQkf · Pk−3g| ≤ 2ks|Qkf | · Mg
where M denotes the Hardy-Littlewood maximal function. Therefore by Ho¨lder’s
inequality and the factorization u = u1v1,
‖{2ksQkf · Pk−3g}Kk=2‖Lr(ℓ2)(u) ≤ C‖Mg · (
K∑
k=2
|2ksQkf |2)1/2‖Lr(u)
≤ C‖Mg‖
Lq1(v
q1/r
1 )
‖{2ksQkf}Kk=2‖Lp1 (ℓ2)(up1/r1 ).
Since v
q1/r
1 ∈ Aq1 and M is bounded on Lq1 with respect to any weight in Aq1 [19],
this is majorized by
‖g‖
Lq1(v
q1/r
1 )
‖{2ksQkf}Kk=2‖Lp1 (ℓ2)(up1/r1 ).
Again by weighted vector-valued Caldero´n-Zygmund theory [1], since u
p1/r
1 ∈ Ap1 , the
second factor in this expression is majorized by C‖DsΛf‖Lp1(up1/r)1 . Therefore when
DsΛ is applied to the first term on the right-hand side of (9.1), a bound of the required
form is obtained.
The contributions of the second term on the right in (9.1), and of both terms in
(9.2), are treated in the same way. To treat the contribution of R(f, g) requires only
Ho¨lder’s inequality, since only low values of |ξ| come into play and s ≥ 0.
We discuss next the contribution of
∑K
k=2Qkf ·Qkg. The summand Qkf ·Qkg has
Fourier transform supported in {ξ : |ξ| ≤ 2k+2} and therefore
DsΛ
( K∑
k=2
Qkf ·Qkg
)
=
K∑
k=2
Mk
(
2ksQkf ·Qkg
)
where Mk is the Fourier multiplier operator with multiplier
mk(ξ) = λs,Λ(ξ)2
−ksη(2−k−2ξ).
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It is routine to verify, using the hypothesis that s ≥ 0, that |Mkh| ≤ CM(h) for any
function h, uniformly in k,Λ for 0 ≤ k ≤ K. Therefore
‖DsΛ
( K∑
k=2
Qkf ·Qkg
)‖Lr(u) ≤ C‖M K∑
k=2
Qkf ·Qkg‖Lr(u)
≤ C‖
K∑
k=2
2ksQkf ·Qkg‖Lr(u)
≤ C‖( K∑
k=2
|2ksQkf |2
)1/2( K∑
k=2
|Qkg|2
)1/2‖Lr(u)
≤ C‖{2ksQkf}Kk=2‖Lp1 (ℓ2)(up1/r1 ) · ‖{Qkg}
K
k=2‖Lq1 (ℓ2)(vq1/r1 )
≤ C‖DsΛf‖Lp1 (up1/r1 )‖g‖Lq1(ℓ2)(vq1/r1 ),
as desired.
All remaining terms can be treated in the same way as we have done for
∑K
k=2Qkf ·
Qkg. 
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