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Abstract
In simulation, time averages are important for estimating equilibrium parameters. In particular,
we would like to have the variance, bias and mean-square error for time averages. First, we will
discuss various factors and their effect on the bias, the variance and the mean-square error. We
will use the Markovian Event System to model various systems, includingM/M/1 queues,M/Ek/1
queues, M/M/c queues, sequential queues, inventory systems and queueing networks. We use a
numerical method given in [27] for the computation of the variance, the bias and the mean-square
error of the time average. The effectiveness of the method is tested by experimenting with models
of various stochastic systems. The contribution of this thesis is to use numerical and graphical
interpretations to study the general characteristics of the measures. The important characteristics
included in our study are decomposability and periodicity.
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Chapter 1
Introduction
The computer-based stochastic simulation of discrete-time stochastic processes is a commonly used
method for performance evaluation of various systems. It is predominantly used to gain insight
into the steady-state behavior of queueing processes by estimation of steady-state statistical pa-
rameters of a system such as the steady-state mean. Other major goals for conducting a simulation
experiment [62] are optimizing a system or process under uncertainty, finding the most significant
factors affecting system performance, predicting performance of real or proposed systems, compar-
ing several operating strategies and evaluating existing systems. The flexibility and intuitiveness
of simulation makes it one of the most widely accepted and used tools for systems analysis and
decision making. Simulation can be used to investigate nearly any type of stochastic system by
studying an abstract model of the relevant process or system. Some examples of the application of
simulation include the operation of queueing systems, telecommunication systems, the operation
of manufacturing systems, operation of distribution systems, financial risk analysis, healthcare ap-
plications, inventory systems and many more (see Hillier and Lieberman [38], Banks, Carson, and
Nelson [3], Law and Kelton [43]).
Often decisions made from simulation models require the estimation of average values, proba-
bilities of occurrence of an outcome or measures of variability of random variables. Most common
issues that relate to outputs of simulation models are:
1. Inference about the performance of real systems based on results from simulation models.
We will not consider this issue in our thesis.
2. Underlying variability tied with the simulation model.
Since the model represents a stochastic system or process with random elements, the outputs
produced will be probabilistic. The issue of variability concerns the precision and sensitivity
of the model when the simulation is conducted more than once or run for a longer time.
1.1 Motivation and Objective
A simulation study is frequently used to estimate the mean value of a parameter of a process.
Typically averages from long simulation runs are used to characterize a system in steady state. In
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this thesis, we will use the time average to analyze the steady state behavior of a system. While
we are primarily concerned with the long run average number of customers in a system, the time
average can represent the long run inventory cost, number of jobs present, etc.
The simulation run of a process beginning in a certain state is initially in a non-stationary
phase. According to Oni [52], the simulation output is often contaminated by the presence of
transient elements, although these transient elements usually decay exponentially over time. Morse
[48] calls the time for the transient to die down the relaxation time of the system. This time is
related to the burn-in phase [29] or warm-up period [43, 8] of a system. Ignoring the existence
of this period can lead to a significant bias in the final results. The behavior of such systems or
processes during the startup or transient period can be analyzed analytically [21] or by using sim-
ulation [43]. Subsequently, if the process is stable, it moves asymptotically toward a steady-state
(statistical equilibrium), though different parameters converge to their steady state with different
rates. For this reason, we will assume that the statistics collected refer to steady state. Morse
[49] initiated the analysis of relaxation times by considering the correlation function of the M/M/1
queue length. The results show that more heavily loaded systems will move more slowly to their
statistical equilibrium. The initialization bias phenomenon caused by the slow convergence to the
steady-state results in a bias in the statistics computed from an observed time series. The prob-
lem is to reduce the bias or to remove it completely. This problem has been a long outstanding
issue in simulation methodology, and has motivated simulation experts to conduct many studies
[49, 15, 6, 13, 46, 5, 17, 52, 22, 58, 50, 70, 71, 8, 21, 67, 66, 65].
The estimation of the unknown variance of the time average, which is required for estimation
of confidence intervals, is one of the main goals of a simulation study. Unfortunately, an important
analytical problem encountered in the analysis of simulation results is that the observations are
correlated [49, 57, 59, 10, 36, 40, 72, 4, 44], and thus do not satisfy the precondition of statistical
independence. The discussion initiated by Conway in [8] lead to a variety of proposed methods for
data collection and statistical analysis from steady state simulation to get around the nonstation-
arity caused by initial transient period and the autocorrelation of events. These methods either try
to take advantage of the correlated nature of the observations, or to weaken/eliminate the autocor-
relations among the observations for determining confidence intervals for the parameters estimated.
The problem of the autocorrelated nature of the original output data is overcome in the method of
replications [2] also known as replication/deletion method. However, there are different opinions on
the efficiency of this method as compared to the other methods of data collection and analysis, all
of which are based on a long single run of the simulation experiment. Law and Kelton [43] argue in
favor of the method of independent replications, but a number of other authors such as Whitt [69],
Conway [8] and Cheng [6], support the long single run approach in steady-state simulation. The
method of batch means [2, 60, 7, 18, 73] is another method for obtaining steady-state estimators
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and their variances from a single simulation run.
We will use three measures to assess the quality of our estimator: the Bias (Section 2.7.1), the
Variance (Section 2.7.2), and the Mean Square Error (Section 2.7.3). As shown in Section 2.7.3,
bias and variance are the two aspects of MSE. Both the bias and the variance must vanish for the
MSE to vanish. The following question arises from the need to investigate the initialization bias
and variance.
• What starting initial condition produces the minimum MSE in a single server and a multi-
server system? Is it the empty-and-idle state, the state closest to steady-state mean, the state
close to steady state median or mode, or some other state?
The results of simulation studies can provide no or misleading insight if we disregard the random
nature and the need for proper statistical analysis of the simulation output data. Another critical
issue in the simulation studies of complex systems is the estimation of the length of a simulation
run [1, 29, 45, 68] (which determines the effort required) to obtain the desired precision for the
contemplated simulation estimators. The required length of a simulation run to obtain a desired
statistical precision is estimated [1, 29, 45, 68] by computing the asymptotic variance and the
asymptotic bias of the sample means. The ability to estimate the best simulation run length is a
valuable information for maintaining a balance between information, cost and acceptable margin
of error. Thus, the planning of a simulation experiment requires not only designing statistical
methods to analyze the results, but it also requires the estimation of a simulation run length. Lock
[45] proposed a run-length determination procedure based on the relative bias, the absolute bias,
the variance and the MSE. It shows that the simulation run length is related to a specified precision
which is further related to the variance and the bias. Therefore, based on the bias and the variance,
a wide variety of stochastic systems are tested to address the following issues.
• Identifying which factors affect the convergence behaviour of the variance and the bias of an
estimator, which further affects the simulation run length required to obtain estimators of a
given precision.
• What systems are difficult and what systems are easy to simulate?
The length of a simulation run depends on (i) the required precision for the estimators, (ii) the
variance of the time average which comprises the marginal variance and the covariance structure,
and (iii) the bias induced by the choice of the initial state. The marginal variance is the variance
at a given point in time. Both the bias and the variance depend on the covariance structure of the
process. The covariance structure depends on the degree of periodicity and degree of decomposabil-
ity. Here, periodicity indicates that the system will repeat, i.e., the system will visit a certain set of
states periodically. Many systems are almost periodic in the sense that some states are visited at
regular time intervals. This regular time interval determines the degree of periodicity of a system.
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A decomposable system stays in a subset of states. An almost decomposable system tends to stay
in a subset of states. The degree of decomposability determines the decomposability of a system.
To address the issue of the factors affecting a simulation run length, it is our objective to explore
the effect of the degree of decomposability and the degree of periodicity on the variance, the bias
and the MSE of a time average. We will use computational methods to accomplish the following
tasks, with the help of models of single server queueing systems, multi-server queueing systems and
queueing network systems. In particular, we will address the following issues:
• Illustrate the transient behavior of the estimators as they converge toward their respective
limiting values under a variety of starting initial conditions. The purpose is to observe different
convergence patterns exhibited by a system under different initial conditions
• Analyze the covariance structure of a problem and show its relation with the variance
• Show a relationship between the variance and the bias
• Explore the effect of initial state on bias
• Investigate the impact of variability of the service-time distribution for single server systems
To address these issues, we use the following Markovian systems:
• An M/M/1 system
• An M/Ek/1 system
• An M/M/c system
• A Sequential Queues system
• A Closed Queueing Network system
• An Inventory system
1.2 Traditional Background of Simulation
Digital simulation of a stochastic process requires a computer to imitate the operation of the
process over time to estimate its performance. This section briefly describes various elements of a
simulation system. A System [61, 3] refers to a collection of entities that interact with each other to
accomplish one or more goals. In the context of simulation study, each significant Object or Entity
[61, 3](e.g. a customer, a server etc.) of a system or process requires an explicit representation. An
Attribute [61, 3] represents a property of an entity. An application of the simulation determines
the interactions required among a collection of entities. For example, a branch of a bank with
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tellers and customers (entities) can make up a system. The customer’s account balance represents
a customer’s attribute. A time interval of a specified length is required to complete an Activity
[61, 3], e.g., service time, interarrival time. Examples of activities are deposits or withdrawals of
cash. The random variables that describe the state of a system are known as State variables [61].
The state of the system encompasses the knowledge required to obtain the future distributions of
the system. For example, in a queueing system with two servers in sequence with each queue served
by a separate server, the variables Xi(t), i = 1, 2, that represent the number of customers in queue
i at time t, are the state variables. The sum of all the Xi(t)’s, which gives the total number of
customers in the system at time t, is a derived variable , which may represent the rewards at
time t. Other derived variables are indicator variables [32], which may indicate the existence of a
condition. For example, an indicator variable might assume a value 1 when the sum of all theXi(t)’s
is zero to indicate that the system is idle and empty, or a value 0 otherwise. The state variables,
or variables derived from state variable(s), are called System variables. Therefore, a variable
representing the sum of all the Xi(t)’s is also a system variable. The state of a system changes
instantaneously at the occurrence of an Event [61, 3], e.g., arrival or departure of a customer.
1.3 Discrete Event Simulation
The dynamic system where the state of a system changes at a particular instants of time and the
system evolves over time by the occurence of events are called discrete event systems [3]. Some
common examples of discrete event systems include flexible manufacturing systems, traffic systems,
transportation systems, construction systems, and many more (see [3]). A Discrete Event System
(DES) is frequently used for modeling, simulating and analyzing queueing systems and inventory
systems. In a discrete event simulation, the time advances in discrete steps, of random and variable
lengths, to the next state change. The state variable(s) change only at discrete points in time.
As nothing happens between two consecutive events, rather than tracking the detailed system
dynamics, the discrete event simulation passes over those time intervals [61, 3, 43].
1.4 Representation of Discrete Event Systems
A number of representations have been proposed for carrying out a discrete event simulation.
The most prevalent approaches are entity attribute event based [3, 61], and state variable based
[61, 54, 47].
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1.4.1 Entity Attribute Event Systems
An entity attribute event system (EAES) contains a number of entities. Each entity may have
certain attributes that are set at different points of time during simulation. For example, an
attribute Atime of a customer entity records the arrival time of the customer at current server,
and an attribute Stime records the duration of service at the current server. Each entity has a
data structure to store its attributes. In addition to elements discussed in Section 1.2, an EAES
simulation requires a Clock, a variable to represent simulation time. A data structure called the
Event record is maintained for each event. It contains the information for an event occurring at
current time or some future time along with the data needed to execute the event. At the minimum,
the event record will contain the event type (arrival, departure etc.) and time of occurrence of the
event. A list of current and future events, ordered by time of occurence, is maintained in an Event
List or Event Queue. A Duration or Delay is an aspect of EAES simulation that is an unspecified
length of time which is not known until it ends, e.g., delay of a customer in LIFO queue depends on
future arrivals. In EAES, all the entities and their attributes are represented by the state variables
of a given system. A system at any point of time is described by its State. The state of a system is
generally characterized by one or more state variables, e.g., number of customers (entities) waiting
in a queue, number of customer (entities) in service, etc. State variables change only at discrete set
of points in time. EAES simulation adopts an event-scheduling approach to simulation modeling
in that a simulation advances in time by executing the events in increasing order of their time of
occurrence. An event may schedule other events. It is important to note here that no simulation
time passes during the execution of an event. The resource requirements in EAES simulation are
very high because of the need to keep the information for each entity, an event record for each
event, and an ordered event list.
1.4.2 State Variable Event Systems
Figure 1.1: Two Servers in Sequence
A State Variable Event System (SVES) [26] requires less resources, and is simpler than an EAES,
as an SVES does not contain records of entities. In an SVES, an aspect of the state of a model (e.g.
number of customers waiting in queue) is represented by a state variable [61]. The basic model,
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called the atomic model, is made up of state variables and actions or activities. The state variables
hold the state of a model, while the actions are instrumental in changing the state of a model.
However, scheduling is still an integral part of any SVES. Consider the SVES simulation for the
system shown in Figure 1.1, i.e. two servers operating in sequence (without blocking) one after the
other. Customers arrive at Queue 1. After getting service from Server 1, a customer either joins
Queue 2 for receiving service from server 2 or leaves the system if Queue 2 is full. After receiving
the service from server 2, the customer leaves the system. Arrivals to the system are Poisson with a
mean λ and the service time at each server exponentially distributed with a mean 1/µ. Let variable
X1 represent the number of customers in Queue 1 including the one being serviced by server 1.
The number of customers in Queue 2 is represented by variable X2. The variable B1 is used to
indicate the busy or idle status of server 1. B1 = 0 indicates that server 1 is idle, alternatively
B1 = 1 indicates that server 1 is busy. Similarly, the variable B2 is used to indicate the busy or
idle status of server 2. The variables X1, X2, B1, B2 collectively define the state of the system.
The variables N1, N2 and N denote the maximum number of customer(s) permissible in Queue
1, in Queue 2 and in the system. Events in this system include arrival at Queue 1 denoted by
A1, start service at Server 1 denoted by S1, finish service at Server 1 denoted by F1, arrival at
Queue 2 denoted by A2, start service at Server 2 denoted by S2 and finish service at Server 2
denoted by F2. The variable now represents current simulation time. Two special events Start
Simulation denoted by SS and End Simulation denoted by ES are added to the event queue to
ensure the begining and end of the simulation run. Event ES in line 1 is scheduled to occur at
time T . Here T denotes the length of a simulation run, or the simulation time when the simulation
terminates. Table 1.1 describes the simulation. At the start of the simulation (i.e. event SS on
Line 1) the variables X1,X2,B1 and B2 are set to 0 signifying that both the queues are empty and
both the servers are idle. As a result, the simulation of sytem begins in ‘empty-and-idle’ state. An
arrival (event A1 on line 2) is scheduled to occur at current time. Arrivals keep happening even
if the system is full. However, as shown on line 3, arrivals to the system are lost when Queue 1
is full (i.e., X1 = N1) and there is no change in the system variables. In addition, this arrival
event will schedule next occurence of event A1 after a duration of Atime from current simulation
time (i.e., now). In contrast, as shown on line 4, an arrival into the system when there is room
to accomodate an arriving customer (i.e., X1 < N1) increases the value of X1 by 1 and schedules
next occurence of event A1 after a duration of Atime from current simulation time. In addition,
it schedules event S1 on line 5 at current simulation time because their is a customer in Queue 1
and server 1 is ready to serve i.e., X1 > 0, B1 = 0. When the event S1 occurs (line 6), it increases
B1 by 1, thus indicating that server 1 becomes busy. It also schedules event F1 after a duration
of Stime from current simulation time. The event F1 on line 7 occurs only when server 1 is busy
i.e., B1 > 0. Event F1 on line 7 decreases X1 and B1 by 1 thus indicating that server 1 becomes
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Table 1.1: State Variable Event System Simulation of Two Servers in Sequence
Current Event Schedule Schedule Scheduling Current Event Changes
Line Event Condition Event At Time Condition X1 X2 B1 B2
1 SS ES T =0 =0 =0 =0
2 A1 now
3 A1 X1 = N1 A1 now + Atime
4 A1 X1 < N1 A1 now + Atime +1
5 S1 now X1 > 0, B1 = 0
6 S1 F1 now + Stime +1
7 F1 B1 > 0 A2 now X1 > 0, X2 < N2 -1 -1
8 S1 now X1 > 0, B1 = 0
9 A2 S2 now X2 > 0, B2 = 0 +1
10 S2 F2 now + Stime +1
11 F2 B2 > 0 S2 now X2 > 0, B2 = 0 -1 -1
12 ES now ≥ T
idle and there is room for one more customer in Queue 1. It can also schedule next occurence of
event S1 (see line 8) if there is a customer available in Queue 1 to be serviced and server 1 is idle
i.e., X1 > 0, B1 = 0. On arrival at Queue 2 (event A2 on line 9), the variable X2 is increased by 1
and event S2 is scheduled at current simulation time because there is a customer in Queue 2 and
server 2 is ready to serve i.e., X2 > 0, B2 = 0. The event S2 on line 10 increase B2 by 1 thus
indicating that server 2 becomes busy. It also schedules event F2 after a duration of Stime from
current simulation time. It is important to note here that all the event records in the event list are
arranged in the increasing order of their time of occurence. When event F2 on line 11 occurs under
condition B2 > 0, it decreases X2 and B2 by 1 thus indicating that there is room for one customer
more in Queue 2 and server 2 is ready to serve another customer. It can also schedule event S2
at current simulation time if there is a customer in Queue 2 and server 2 is idle. The simulation
proceeds in this fashion to the termination time T of the simulation. Data of interest is saved along
the way for statistical analysis after the occurence of event ES.
1.4.3 Markovian Event Systems
Grassmann [23] described a Markovian event system (MES) principally as an event driven
system where events happen at certain rates, with the rates depending only on the present state.
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A MES can be described by a number of discrete state variables that change only when an event
occurs. In this thesis, we are looking at Markovian event system(s) because they are tractable and
can imitate Discrete Event System(s) very closely. For exponential distributions in time, schedules
in SVES Table 1.1 are replaced with rates in MES. In a MES, events occur at random with rates that
depend only on the present state of the system and not on its history, thus making event scheduling
redundant in MES. The events that affect the state of a system can be arrivals, departures, reneging,
change of phase etc. These events are similar to events in SVES and EAES. Unlike SVES and EAES,
which can only be solved by simulation, MES can be solved numerically. Furthermore, prior to a
simulation experiment of an MES, some insight into the variation of the results from simulation
to simulation can be obtained by numerically solving the MES, and obtaining the estimates of the
run length, variance and bias.
A Markovian event system can be viewed as a table of events indicating their effect on the
system, their rates of occurrence and the preconditions regulating their occurrence. For example,
consider anM/M/1 system (Table 1.2) with a single state variable X and waiting room capacity of
4 (including the one being served). In this system, value of state variable X represents the number
of entities in the system, i.e., X = i denotes that the system is in state i, or i entities are in the
system. An arrival at rate λ will be allowed in system when there are less than 4 entities (i.e.,
X < 4) in the system, and it will increase the state variable X by 1. An entity is blocked from
entering the system if there are already 4 entities in the system. A departure at rate µ can only
happen if there are 1 or more entities (i.e., X > 0) in the system. A departure decreases state
variable X by 1, as shown in Table 1.2. The Table 1.3 gives a MES event table similar to the SVES
Table 1.2: Table for Markovian Event System Simulation of a M/M/1 System
Event X Rate Condition
Arrival +1 λ X < 4
Departure -1 µ X > 0
simulation Table 1.1 for two servers in sequence as shown in Figure 1.1. In this case, variable X1
represent the number of customer(s) in Queue 1, X2 denotes number of customer(s) in Queue 2.
The variables N1 and N2 denote the capacity of queue 1 and queue 2 respectively. Arrivals to the
system are Poisson with rate λ. Service times at server 1 and server 2 are exponentially distributed
with mean 1/µ1 and 1/µ2, respectively. Arrivals to the system increase the value of variable X1
by 1. The event consisting of the completion of the service at server 1, departure from server 1
and arrival at server 2 occurs. This event, denoted by 1To2, occurs at rate of µ1. The event 1To2
occurs under condition X1 > 0 and X2 < N2 denoting that there is an entity receiving service
at server 1, and there is room to accomodate a customer at server 2. Event 1To2 decreases state
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Table 1.3: Table for Markovian Event System Simulation of Two Servers in Se-
quence
Event X1 X2 Rate Condition
Arrival +1 λ X1 < N1
Departure1 -1 µ1 X1 > 0, X2 = N2
1To2 -1 +1 µ1 X1 > 0, X2 < N2
Departure2 -1 µ2 X2 > 0
variable X1 by 1 and increases state variable X2 by 1. If a customer serviced at server 1 cannot
find a room in Queue 2, the customer leaves the system at the occurence of event Departure1. This
event also occurs at rate of µ1, but under the condition X1 > 0, X2 = N2. This event decreases
X1 by 1. A customer leaving the system after being serviced at server 2 decreases the value of state
variable X2 by 1, at the rate of µ2 at the occurence of a Departure2 event under condition X2 > 0,
i.e., if there is at least one customer in the second line. It is evident that the timing, scheduling and
sorting mechanism used in SVES simulation is not required in MES simulation, thus making MES
system simulation efficient as compared to SVES system simulation. Moreover, the efficiency using
numerical solutions of MES to estimate the quantities of interest makes MES a useful alternative
to SVES simulations. Hence, we will use the MES in our thesis.
The run length for a simulation of a Markovian event system is on the one hand influenced by
factors like budget and time constraints, on the other hand it is influenced by the properties of the
model. These properties include the degree of decomposability, periodicity, initial state, number
of state variables, etc. Markovian event systems allow us to numerically determine the variance,
the bias and the MSE that are useful for determining the run length needed for our purpose. This
helps us to consider and examine the influence of these factors on the simulation run length when
simulating a Markov process.
1.5 Review of Queueing Theory Fundamentals
Waiting lines or queues, whether visible or not, are a regular feature of our everyday life. Therefore,
many simulation studies involve queues. The mathematical study of waiting lines is commonly
known as queueing theory. Queueing theory is used to describe these real world queues, and
also more abstract queues such as processes waiting in operating systems. An analytical model
constructed to study a queueing system may not precisely correspond to the real situation, but the
model can provide some insight for understanding the queueing system.
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1.5.1 Characteristics of Queueing Systems
Queueing systems arise when there are customers requiring service. The word ‘customer’ is used
in a generic sense and is used interchangeably with the terms like message, request, job, process,
packet etc. depending on the application. A queueing model is characterized by the arrival process
of customers, service capacity, customer population, waiting room capacity, service times, service
discipline and behavior of the customers waiting in queue. The customers arrive from a calling
population which can have finite or infinite capacity. Queueing systems where the customers arrive
from outside the system are generally called open queueing system. In contrast to open queueing
systems, in closed queueing systems there are a fixed number of customers in the system and no
customer arrives from outside the system.
Customers exhibit different queueing behaviors when waiting in a queue or on arrival at a queue.
Like calling population capacity, the waiting room can also have finite or infinite capacity. Waiting
room capacity or System capacity influences the behavior of a customer inside a queue or on arrival
at a queue. On arrival a customer may join a queue or balk (i.e., leave on arrival) on seeing a long
waiting line. A customer waiting in a queue for service may continue to wait or renege (i.e., leave
after some period of waiting) due to the prolonged wait.
In queueing models, the service time distribution typically characterizes the service pattern.
The service rate concerns the average number of customers completing service per time unit. In
a multiserver environment with c servers, the service rate of each busy server (denoted by µ) is
assumed to be independent of the number of customers (n) in the system and is constant, provided
that at least one customer is in the system. It is true for c ≥ 1. For c servers, if 1 ≤ n < c the
service rate is nµ, and if n ≥ c then service rate will be cµ.
In the following section, we introduce a shorthand notation that is used to characterize a range
of these queueing models having a single queue. More than one queue in a system necessitates the
arrangement of queues in sequential or parallel order to one another, or a combination of sequential
and parallel queues thus forming a queueing network. We are concerned with systems without a
queue, with a single queue, with queues in series and with queueing networks.
1.5.2 Queueing Notation
For classifying queueing systems, one typically uses Kendall’s popular notation, given as
A/B/C/D/E
In this notation, A represents customers interarrival time distribution, B represents service time
distribution, C represents the number of servers in a system, D represents the maximum number
of customers that a system can accommodate and E represents the size of the calling population.
Some other notations and symbols used in our thesis are λ for the arrival rate, µ for the service
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rate and ρ for the offered load or traffic intensity (calculated as λ/µ).
Some of the commonly used distributions for A and B include M (symbolizing Markovian or
Exponential distribution), D (symbolizing Degenerate or Deterministic distribution), Ek (symbol-
izing Erlang distribution with parameter k), Hk (symbolizing Hyperexponential distribution with
k phases), G (symbolizing General or Arbitrary distribution) and GI (symbolizing General distri-
bution with independent interarrival times). Moreover, the complexity of high speed networks has
created significant interest in a traffic arrival process where consecutive arrivals are correlated. The
Markov-modulated Poisson process is one such non-GI arrival process. In our thesis, we assume
that the calling population is infinite. So to describe the characteristics of a queueing system, we
use the notation A/B/C/D. In some special cases we digress from this convention.
1.6 Outline of the Thesis
In Chapter 2, we give an elementary review of stochastic processes that are commonly studied using
simulation methodology and their classification. Since the transition probabilities associated with
the states of a system play an important role in the study of Markov chains, the classification of
the states of a system is described. Chapter 2 describes some commonly used models for modeling
arrivals to the system, such as the random arrival processes. A brief discussion of the time propor-
tion and the time average as an estimator is given. Three performance measure namely the Bias,
the Variance, and the Mean Square Error that assess the goodness of our estimator are described.
We also describe the analytical and numerical approach for solving simulation systems in transient
and equilibrium conditions. The experimental models selected are explained along with the reasons
and possible implications for choosing them. Various factors and behaviors that effect the length
of a simulation run are also discussed.
The estimation of the desired characteristics of a system in simulation requires numerical eval-
uation of the model using the data collected with the help of a computer. In Chapter 3, the
computational aspects of the simulation are introduced. It surveys current research studies on the
statistical analysis of simulation data. We briefly outline the statistical approach used in analyzing
a simulation model. The use of probability and statistics is an integral part of a simulation study.
We review some basic probability and statistics particularly relevant to simulation. Typically, the
point estimate defined in Section 3.1.1 is used to characterize the system analyzed [16, 14] (or mea-
sure the performance of a system). The measure of system performance to be estimated is often the
expected number in the system. The confidence interval, as defined in Section 3.1.2, determines the
accuracy of the obtained characteristics. We discuss the classical statistical approach to interval
estimation of independent and identically distributed observations in Section 3.1.2. The common
problems and strategies in the statistical analysis of simulation output data are discussed. A rela-
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tionship between variance, covariance and bias is established. We discuss the expected behaviour
of the measures of performance for the systems selected for experimentation. Chapter 4 describes
underlying algorithms for computing the transient and steady-state measures of interest and verifies
the accuracy of the results obtained.
In Chapter 5, empirical results from our experiments are interpreted in detail. Some possible
convergence patterns for the measures of performance are discussed. The experimental results are
explained. These results give us a better understanding on how to set up simulation experiments
in general. We conclude this research study in the final chapter, Chapter 6, by elaborating on
the numerical and experimental findings in our experiments. In general, we discuss the possible
implications on the experimental designs. Finally, some suggestions about possible future research
studies of this topic are given.
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Chapter 2
Simulation and Stochastic Processes
Grassmann [33] defined a process as stochastic if it can behave in different ways, and if one can
associate a probability with each possible behavior. The stochastic systems considered here are
composed of many stochastic processes, with one for each state variable. The state variables jointly
define a state. If the number of states is finite, each (global) state can be given a number, and this
number is a process by itself. Hence, a set of processes {Xi(t), t ∈ [0,∞]} can be thought of either
as a multi-dimensional process, or, if finite, of a single process represented by the state number. The
process being observed can be an evolutionary process or a stationary process progressing in time
following certain probabilistic laws. The process is said to be stationary process if the distribution
of Xi(t) does not change with change with t, otherwise the process is known as evolving process.
Stationarity is an important property considered in this thesis.
2.1 Classification of Stochastic Processes
A stochastic process is a collection {X(tn)|tn ∈ T} of random variables {X(tn)} where T is the
index set of the process. A stochastic process with discrete parameter {X(tn), n = 0, 1, 2, 3, · · ·}
or continuous parameter {X(tn), tn ≥ 0} is called a Markov process if, for any finite subset of time
points ti ∈ T, (i = 0, 1, · · · , n), where t0 < t1 < · · · < tn, the conditional distribution of X(tn)
given the values of X(tn−1), X(tn−2), · · · , X(t1), requires only X(tn−1), i.e., the most recent
value of the process. In this way, a Markov process possesses a memory-less [30] or Markovian
property. At any given time tn, the possible values of X(tn) are called the states of the process at
tn. The states of the system are mutually exclusive. The set of all states (for all tn) of a stochastic
process is called its state space. The naming convention states that a process with discrete state
space is called a Markov chain, otherwise it is known as a Markov Process. The process is realized
by a function called sample function, xω(t), and the values x1, x2, x3, · · · assumed are called the
realizations of the process. In a simulation, these realizations are called replications or replicas.
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2.1.1 Discrete Time Markov Chain
Markov processes with a discrete state space are often called the Markov chains. Most often a set
of integers {0, 1, 2, · · ·} is used to represent the state space of a Markov chain. The sequence
of random variables {X(tn), t ∈ T} for t = t0 < t1 < · · · < tn, assuming a finite value or
countably infinite value, is an example of Discrete Time Markov Chain (DTMC), if the conditional
probability distribution of X(tn) depends only on X(tn−1). More precisely, given a discrete set of
possible states, the process {X(tn), t ∈ T} is called Markovian if
Pr{X(tn) = xn|X(tn−1) = xn−1, X(tn−2) = xn−2, · · · , X(t0) = x0}
= Pr{X(tn) = xn|X(tn−1) = xn−1}
2.1.2 Continuous Time Markov Chain
In a queueing system, consider observing the number of persons waiting in the queue for service at
any point of time. Such a process, where the time is continuous but the state space is discrete, can
be characterized as a Continuous Time Markov Chain (CTMC). For example, X(t) could denote
the number of persons waiting in queue at time t ≥ 0. Consequently {X(t), t ≥ 0} has discrete state
space, i.e., for each t ≥ 0, the possible valuesX(t) can assume are integers 0, 1, 2, 3, · · · represented
by x(t). In a CTMC, the time a process spends in a given state has an exponential distribution.
The exponential distribution is a continuous distribution that has a memoryless property [30]. By
observing the process at an equally-spaced discrete set of points in time, the process behaves like a
DTMC. For the purpose of thesis, the models examined are assumed to be continuous in time and
discrete in state space, i.e., CTMCs.
In the system represented by Table 1.2, on page 9 there is only one state variable. Consequently,
value of this state variable will determine the state of the system, i.e., X = 0, 1, 2, 3 or 4 represents
0, 1, 2, 3 or 4 entities in the system. From the given table (Table 1.2), a transition matrix can be
created, showing the transition between states and their respective rates.
A =

−λ λ
µ −(λ+ µ) λ
µ −(λ+ µ) λ
µ −(λ+ µ) λ
µ −µ

Each entry in the transition matrix is placed according to its effect on the system. In the transition
matrix, each row represents an existing state of the system and each column represents the state to
which system can potentially travel. The entry at the intersection of a row and column represents
the rate at which the system will travel from its existing state, represented by the current row, to
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its future state represented by the column. If there is no rate entry at the intersection of a row and
column, then no transition is allowed. For a CTMC simulation, the diagonal entry in each row is set
to be the negative of sum of all other rates of its row representing the total rate of leaving current
state. Once the transition matrix is obtained, it is easy to obtain the equilibrium probabilities
associated with various states of the system using
piA = 0 (2.1)
where [pi] is a vector of equilibrium probabilities, and,
∑
i
pii = 1 (2.2)
Once the probabilities are obtained, other measures of interest, like expected number in the system,
mean of time average, bias, variance of time average, run length, etc., can be computed easily.
Processes with several state variables can also be converted to Markov Chains: in this case, row
i represents state i before the state changes, and column j the state after the change. In this way,
every finite state MES can be converted to a Markov chain.
2.2 Classification of States of Markov Chains
To estimate the long run behavior of a Markov chain, it is necessary to investigate the classification
of states of a Markov chain and their effect on simulation run length. We discuss this here for a
DTMC. For a CTMC the results are similar. Consider a Markov chain {Xn, n = 0, 1, 2, 3, · · ·}. We
denote one-step transition probabilities for a stationary Markov chain by pi,j where for each pair
of states i and j,
pi,j = Pr{X(tn) = j|X(tn−1) = i} for all n = 1, 2, 3, · · ·
Define Ni(m) to be the number of visits to state i in the first m transitions. Given the Markov
chain was initially in state j, we denote the conditional probability of ever visiting a state k by fj,k:
fj,k = P{Nk(∞) > 0|X0 = j}
A state k is accessible from j if fj,k > 0. If state j is accessible from state k, and state k is accessible
from state j, then state j and k are said to communicate. Communicating states possess following
three properties [38]:
(i) If states j and k communicate, and states k and m communicate, then states j and m also
communicate.
(ii) A state communicates with itself, i.e., fj,j > 0, and
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(iii) If state j communicates with state k, then state k communicates with state j.
States that communicate with each other can be assembled together to form an equivalence class.
A single state might form a class. A Markov chain with a single class having all the states commu-
nicating with each other is said to be irreducible. The state which upon entering once cannot be
left for another state is known as absorbing state, e.g., state j is an absorbing state if and only if
pj,j = 1.
2.3 Recurrent and non-recurrent irreducible Markov Chains
A state is said to be recurrent if, after leaving this state, given enough time, the process will always
return to this state over and over again. If the process continues endlessly, the recurrent state is
visited infinitely often. In contrast to a recurrent states, there are non-recurrent states or transient
states. Consider a state j which has a non-zero probability that the process will not return to
state j. If the process continues unendingly, and if there is a positive probability that the process
never returns to state j, then state j is known as non-recurrent state or transient state. A class
of states can consist of either all recurrent states or all transient states. In addition, not all states
in a finite-state Markov chain can be transient. All the states in a finite-state Markov chain are
recurrent. As a result, in an irreducible finite-state Markov chain, all the states communicate. So
recurrence is also the class property.
The period of a state is defined as a smallest integer n (n > 1) with property pj,j(t) > 0 for all
t = n, 2n, 3n, · · ·. If n > 1 the chain is said to be periodic and if n = 1, it is said to be aperiodic.
Periodicity can also be shown as a class property just like recurrence. A state is i said to be ergodic
[38] if it is aperiodic and positive recurrent. Consequently, a Markov chain is said to be ergodic
when all the states in it are ergodic.
2.4 Commonly Used Arrival and Service Processes
For simplicity, we concentrate on arrival processes. Many arrival processes have been developed
for queueing analysis, including the Random Arrival Processes. These processes can also be used
for service processes. Two commonly used non-correlated arrival processes are the Poisson process
and the Erlang process.
2.4.1 Poisson Process
The analytical simplicity of a Poisson process makes it the most frequently used arrival stochastic
process. The Poisson process has only one parameter, namely the arrival rate λ. In a Poisson
process the number of events within a given time interval follows the Poisson distribution and
17
the time between the events is exponentially distributed. The burstiness of a source traffic, often
measured as the ratio of its mean to its variance, is 1 in case of Poisson distribution, thus limiting
the burstiness of a Poisson process. Unfortunately, network traffic often has a higher burstiness
than the Poisson process.
2.4.2 Erlang Process
In contrast to the Poisson process, where the times between events are exponential, the times
between events in an Erlang process follow an Erlang Distribution. The Erlang distribution, found
by A.K. Erlang in 1912, was used to approximate the duration of telephone calls. The Erlang
distribution has two parameters, namely k and λ. Here k is an integer representing the number
of phases and λ is called the rate. The distribution of the sum of k independent and identically
distributed random variables each having an exponential distribution is the Erlang distribution.
The mean and variance of the Erlang distribution are given as
E(X) = k/λ
V ar(X) = k/λ2 = E2(X)/k
2.5 Data Collection
To find the expectation of a system’s performance measure(s), one must identify, collect and evaluate
the relevant sample data from simulation. The measures so obtained can provide information
regarding performance, reliability and availability of the system. Alternatively, the purpose of an
experiment may require comparison of means and variances of various alternatives, finding the
effect of different variables on system performance, or finding optimal levels/values of a set of
variables. Measures of system performance typically allow us to measure the effect of different
values/levels of one or more changeable (and influential) factors (qualitative or quantitative) on
the behavioral response of alternative systems under study. In this section we will discuss the most
commonly employed estimators of measure of system performance known as time proportion and
time average. These measures may be used to measure average number of customers in the system,
average time spent in the system, average number of customers in queue, average time spent in
queue, proportion of time a server is busy (server utilization) etc. Figure 2.1 shows the time average
and time proportion (obtained using simulation) for a M/M/1 queue with ρ = 2/3 and N = 86,
and their convergence toward the expected values obtained numerically.
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Figure 2.1: Time average and time proportion
2.5.1 Time Proportion
The time proportion estimates the proportion of time a specific state or condition exists in a system,
e.g., proportion of time a server is busy or idle, proportion of time the system is empty, proportion
of time more than three customers were in the system, etc.
Consider the problem of finding the proportion of a day that the server is in a specific state, e.g.,
idle. Since this query relates to an observation period and not to a particular point in time, the
transient solutions are inadequate to provide the required information for such queries. Suppose in
a simulation of a M/M/1 queue from time 0 to T , the system contains exactly i customers for a
total time of ti during the period [0, T ]. The actual proportion of time that the server is idle can
be easily calculated by measuring t0, the length of time units the server is idle, and dividing it by
the length of total observation period T . Similarly, ti/T is the proportion of time that exactly i
customers were in the system. In an observation period from 0 to T , if the proportion of time that
the system is in state i is denoted by ri(T ), then
ri(T ) =
ti
T
, ri(T )→ pii as T →∞. (2.3)
Consider the problem of finding the proportion of time related to a specific condition. An
indicator variable is used to denote the existence of a condition. A value of 1 for indicator variable
denotes satisfying the condition and a value of 0 vice versa. In an observation period from 0 to T ,
the proportion of time a specific condition, say g, is encountered is given as
rg(T ) =
1
T
∫ T
0
Xg(t) dt for 0 ≤ t ≤ T (2.4)
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where Xg(t) assumes a value 1 if condition g is satisfied at time t and 0 otherwise. The expectation
of time proportions can be calculated as
E[rg(T )] =
1
T
∫ T
0
E[Xg(t)] dt (2.5)
and variance can be calculated as
V ar(rg(T )) = E[(rg(t)− E[rg(T )])2] = E[(rg(t))2]− E[rg(t)]2. (2.6)
Time proportions can be easily interpreted by making use of procedures available for computing
time averages (see Section 2.5.2). Hence, not many research studies particularly deal with time
proportions.
2.5.2 Time Average
The time average of a measure of interest (e.g. number of customers in system) is used for estimating
its expected value, i.e., E[X]. Consider simulation of an M/M/1 queue from time 0 to T where the
system contains exactly i customer for a total time of ti during the period [0, T ]. It follows that
ri(T ) = ti/T is the proportion of time that there are i customers in the system during simulation
from time 0 to time T . In this case, the time average known as the time-weighted average is
calculated as
X(T ) =
(
∑∞
i=0 iti)
T
=
∞∑
i=0
i(
ti
T
) =
∞∑
i=0
i ri(T ). (2.7)
Alternatively X(T ) known as time-integral average of function X(t) is represented as
X(T ) =
1
T
∫ T
0
X(t) dt. (2.8)
The time average calculated by both (2.7) and (2.8) represent the same quantity. The mean and
variance of X(T ) is computed as
E[X(T )] =
1
T
∫ T
0
E[X(t)]dt (2.9)
and
V ar(X(T )) = E[(X(T )− E[X(T )])2] = E[X(T )2]− E[X(T )]2 (2.10)
and bias of the estimator X(T ) is calculated as
B(X(T )) = E[X]− E[X(T )]. (2.11)
In ergodic systems, E[X] = limT→∞E[X(T )] and limT→∞B(X(T )) = 0. This asymptotic con-
vergence of bias is important for studying simulation output. The calculation of B(X(T )) requires
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calculation of E[X(T )]. There is extensive literature pertaining to the problem of finding means
and variance of time averages, emphasizing their importance. Means and variances of time averages
are used to estimate parameters and to construct confidence intervals for estimated parameter(s).
Grassmann [27] demonstrated an efficient way to calculate the means and variances of time average
in transient Markovian systems, which is used in this thesis.
2.6 Estimators and Estimator Errors
Consider a Markov process {X(t), 0 ≤ t ≤ T}. A statistic, such as X(T ) = ∫ T
0
X(t)dt/T , computed
from the simulation of a system from time 0 to time T is called an estimator. The value of the
estimator is intended to estimate a parameter, e.g., the expectation of certain variable X (i.e.
E(X)). The parameter of interest for a system can represent the average number of waiting
jobs/customers in a queue, average cost of inventory or some other performance measure of interest.
The following issues must be considered before accepting that an estimator truely estimates a
parameter.
2.6.1 Unavoidability of Bias
A simulation run begins in a certain given state, e.g., X(0) = 0 or any other initial state. This
initial state will influence X(t), the value of X at a later time t. Consequently, the dependence of
X(T ) on X(t), 0 ≤ t ≤ T , results in the bias of the estimator.
2.6.2 Unavoidability of Variance
In a simulation of a system from time 0 to time T , the value of X(t) varies randomly. Although
X(t) changes randomly through time, yet its expectation reaches an equilibrium. The estimator
X(T ) will also vary randomly resulting in an estimation error which can be determined by the
variance of an estimator.
2.7 Quality of an Estimator
The quality of estimation is indicated by unbiasedness, minimum variance, and MSE. Considerable
attention has been paid to the computation of bias and variance as the measure of quality of a
simulation, as they determine the quality of results obtained from the simulation and they determine
the amount of data required in order to achieve a certain confidence level.
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2.7.1 Bias
The bias can be defined as the expected difference between a parameter and its estimator.
B(X(T )) = E(X)− E(X(T )) (2.12)
Here, T is the length of the simulation run. An estimator is unbiased and it truly estimates the
parameter if B(X(T )) = 0. The bias converges to 0 as T → ∞ and T × B(X(T )) converges to a
constant as T →∞.
Importance of Bias
The initialization bias is useful for finding the optimal initial value of a system, consequently for
finding unbiased estimates. We will look into the effect of various factors on the bias including:
• How does the variability of the service-time distribution influence the initial bias? The service-
time distributions selected for the study include the exponential and the Erlang-k distribution.
• How does the degree of decomposability affect the bias?
• How does the degree of periodicity affect the bias?
2.7.2 Variance
The distribution of X(T ) approaches a normal distribution. To define a normal distribution, we
need the mean and the variance. An important result given by Parzen [53] is that the sample
mean is approximately equal to its expectation if the variance of the sample mean approaches zero
as the length of the sample increases. We use central limit theorem for the statistical analysis of
X(T ) as T →∞. This theorem indicates that (X(T )− E(X)) converges to a normal distribution
with parameters E(X) = 0 and V ar(X(T )) = σ2
X
. Note that T × V ar(X(T )) typically converges
to a constant value V as T → ∞. We call T × V ar(X(T )) the standardized variance, so the
standardized variance converges to the limiting standardized variance, i.e., V . As a result, in a
steady-state stochastic simulation of a system, the simulation run length to achieve desired precision
is determined to a large extent by V . T × V ar(X(T )), for a M/M/1/N queue with λ = 7, µ = 10
and N = 6 and with initial condition of empty-and-idle state (I = 0) is plotted in Figure 2.2 with
reference to the limiting standardized variance. It shows that limT→∞ T × V ar(X(T )) converges
to a non-zero constant (i.e., the limiting standardized variance) and is important for planning and
interpreting experiments. Also note that
V ar(X(T )) = E(X(T )2)− E(X(T ))2. (2.13)
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Figure 2.2: T × V ar(X(T )) for M/M/1 queue with λ = 7, µ = 10 and N = 6
Importance of the Variance
Estimators with small variance are preferred to obtain more precise and consistent results, for
attributing more confidence to the conclusions. The asymptotic variance of an estimator measures
the variability in the possible outcomes of a long simulation run. The asymptotic standardized
variance of an estimator is useful in estimating the sampling period required for the simulation.
Hence, we shall consider the variance of an estimator V ar[X(T )] as a measure of goodness of an
estimate.
2.7.3 Mean Square Error
The MSE of an estimator, X(T ), measures the deviation and dispersion around the true value of
the parameter by combining the effect of the bias and the variance as
MSE(X(T )) = E(X(T )− E(X))2 = V ar(X(T )) +B2(X(T )). (2.14)
It can be shown that as T →∞, limT→∞B(X(T )) ≈ 0, therefore limT→∞MSE(X(T )) ≈ V ar(X(T ))
[26].
Importance of MSE
Obviously the simulator would like to know how close his estimator is to the true value, which
makes the MSE a measure of prime importance. We will consider three cases of an estimator in
Table 2.1 having (i) low V ar(X(T )) and high B(X(T )) (see Line 1) (ii) high V ar(X(T )) and low
B(X(T )) (see Line 2) and (iii) low V ar(X(T )) and low B(X(T )) (see Line 3). The calculation of
MSE(X(T )) for different values of V ar(X(T )) and B(X(T )) in the Table 2.1 show that MSE is
important for the following reasons:
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Table 2.1: Table for MSE(X(T )) of a System
Line V ar(X(T )) B(X(T )) MSE(X(T ))
1 0.1 0.8 0.74
2 0.5 0.1 0.51
3 0.1 0.1 0.11
• For the low values of the bias compared to the variance, the MSE(X(T )) is also low (see
Line 2 and Line 3), thus producing the estimates closer to E(X).
• For comparatively low values of the bias (see Line 2 and Line 3), the MSE(X(T )) ≈
V ar(X(T )), giving reasonable confidence intervals (see Section 3.1.2). Alternatively, if there
is no/negligible bias, then asymptotic MSE (or variance) can be used to estimate required
simulation run-length to produce desired confidence interval and desired precision.
• If the bias is high compared to the variance, the bias dominates the MSE.
2.8 Transient and Steady-state Condition
For this research study, it is important to understand the concept of transient and steady-state
conditions. In this section, we will investigate in detail the participation and the importance of
probabilities to describe a system, and complement some of the results produced by Lock [45].
We will discuss the manner in which probabilities reflect a potential behavior of a system and
their convergence toward equilibrium [20]. We define the conditional probability distribution of a
stochastic process X(t) observed in simulation at time t ∈ T , given the initial conditions I at the
begining of the simulation at time 0 as
Ft(x|I) = P (X(t) ≤ x|I). (2.15)
The probability that an event {X(t) ≤ x} occuring given the initial condition I is defined as the
conditional probability P (X(t) ≤ x|I). In a queueing context, the initial condition I may specify
the number of customer(s) in the system and/or whether each teller is busy or not at time 0. Since
stochastic systems or processes operate as a function of time, it is important to note that, as the
process evolves in time, for each set of initial conditions I and for each value of t, the distribution
Ft(x|I) called the transient distribution will be different and the transient conditions will prevail
for some time. After suffciently large time has elapsed, these distributions approach an equilibrium
known as Steady-state condition. It can be shown for ergodic systems (see Section 2.12.1) that for
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all x and for any initial conditions I
lim
t→∞Ft(x|I) = F (X) (2.16)
where F (X) is the steady-state distribution of the output process X(t), independent of I. In steady-
state as well, the system moves from one state to another, i.e., the convergence of the system to a
steady-state only means that the underlying probabilities converge. We will use aM/M/1 queueing
system with Poisson arrival at a rate of λ = 2, exponentially distributed service time at a rate of
µ = 3, ρ = 2/3 and finite waiting space N = 32, to visualize the following concepts about transient
probabilities and equilibrium probabilities from different perspectives.
1. Show how the probabilities express the potential behavior of a system in transient state and
steady state. It is potentially useful for explaining the initialization bias of an estimator.
2. Show the random nature of output data in steady-state, which is the cause of estimation error
of an estimator.
3. Show the notion of convergence and faster convergence of some distributions of system vari-
ables toward equilibrium than others. To some extent, this is useful for explaining why some
systems simulations converge faster toward steady-state or equilibrium.
4. Show the dependence of state variables on initial conditions at different time points and their
relationship to equilibrium or steady-state. This can potentially explain the initialization bias
of an estimator.
Suppose that the number of customers in a system at any point of time t, including the one in
service, is denoted by the state variable X(t). To describe the system in a probabilistic way, first we
need to determine the equilibrium distribution of X, the number of customers. Let X denote the
number of customers in system when the system is in stochastic equilibrium, which has a truncated
geometric distribution. That is to say, if pii denotes the probability of being in state i when the
system is at equilibrium, then for finite population [32]
pii = P (X = i) =
(
λ
µ
)i
∑N
j=0
(
λ
µ
)j i ≤ N (2.17)
and the probability that the number of customers go beyond a decisive value i in equilibrium is
calculated using the formula:
P (X > i) =
∑N
j=i+1
(
λ
µ
)j
∑N
j=0
(
λ
µ
)j . (2.18)
The probabilities calculated above are equilibrium probabilities. Since a process evolves over time,
equilibrium is reached only after the transient period has elapsed which is different for different
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systems. We will investigate how fast X(t) approaches this equilibrium. The algorithm given by
Grassmann [27] is used to calculate the transient probabilities, pii(t)’s, for this particular system of
interest. From these pii(t)’s, the expected queue length at time t, Q(t), is obtained as
Q(t) = E[X(t)] =
∞∑
i=0
ipii(t). (2.19)
The initial distribution of system is a degenerate distribution with P{X(0) = 0} = 1 as shown in
Figure 2.3: Convergence in Distribution for an M/M/1 queue
Figure 2.3(a), i.e., the simulation begins at time 0 with no customers in the system. Figure 2.3(a)
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to (e) show the transient distributions for t = 0, 1, 2, 4, 8. After simulating for 1 time unit, at t = 1
(Figure 2.3(b)), the distribution becomes more evenly distributed. Then, slowly the distribution of
X(t) moves toward the steady-state distribution which is shown in 2.3(f). Figure 2.3(c) shows the
distribution after simulating for 2 time units. Further convergence of system is depicted in Figures
2.3(d) and (e) as the system is simulated for 4 and 8 time units. After simulating long enough the
distribution of X(t) becomes invariant (see Figure 2.3(f)) representing the steady-state condition.
It is important to note here that the value of X(t) can still vary when the system is simulated after
this point of time, as shown in Figure 2.4, causing the estimation error in an estimator. The time
period before the steady-state condition has occured is called transient period, burn-in phase [29]
or warm-up period [43, 8]. For a prescribed precision  > 0, the steady-state condition occurs at T
when
E[X(T )]− E[X] < . (2.20)
We will now see the effect of different initial conditions on the transient behavior of a system.
Figure 2.4: Random nature of simulation output
First we note here that, regardless of the initial condition, ergodic systems have an equilibrium
distribution. The equilibrium distribution is independent of initial condition. The effect of the
initial value X(0) on the transient probabilities, pij(t)’s, is investigated by first calculating pij(t)’s
given that the number of customers in the system at time zero is i. The pij(t)’s so obtained represent
pij(t) as
pij(t) = pij(t) = P (X(t) = j|X(0) = i) (2.21)
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Once pij(t)’s are obtained, other measures of interest are easily calculated. The expected number
of customers at time t given i customers at time 0 can be calculated as:
Qi(t) = E[X(t)|X(0) = i] =
∞∑
j=0
jpij(t) (2.22)
The probability of having more than k customers in the system at time t, given X(0) = i is obtained
as:
P (X(t) > k|X(0) = i) =
∞∑
j=k+1
pij(t) (2.23)
Figure 2.5: Convergence toward respective equilibrium
We would like to emphasize here that even for a simple system there is no general way to answer the
question as to when equilibrium is reached. This depends very much on our choice of the estimator
used to measure the performace of a system. To visualize this, we calculated P (X(t) > 0), P (X(t) >
5), P (X(t) > 10) and E[X(t)] = Q0(t) for different values of t assuming no customers are present in
system at time t = 0. The results are shown in Figure 2.5, where the results are made comparable
by representing the measures expressed as a percent of their respective equilibrium values. Two
extreme cases observed from Figure 2.5 are of P (X(t) > 0) and of P (X(t) > 10). The convergence
of Q0(t) and P (X(t) > 5) toward equilibrium is between these two extremes. Consequently, the
probability P (X(t) > 0) reaches equilibrium rather quickly signifying that the system is close to
the equilibrium most of the time. In contrast, the probability of having over ten customers in
system, P (X(t) > 10), is below 50% of its equilibrium value, i.e., more time is needed to reach
the equilibrium. The dissimilar shape of curves for different measures in Figure 2.5 can also be
interpreted as the impact of certain initial conditions on convergence of different measures toward
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Figure 2.6: QI(t) as a function of I for M/M/1 queue with ρ = 2/3
equilibrium, i.e., each measure has different transient period. Consequently, it shows the impact of
the initialization bias introduced by beginning in a certain state on different measures.
To visualize the impact of initialization bias on the estimate obtained from an estimator, we
plotted Figure 2.6 for different initial conditions. It shows that rate of the convergence of transient
QI(t)’s for different initial conditions to equilibrium is different. The curve for the initial condition
I = 5 shows the least bias by converging to equilibrium faster than the curves for other selected
initial conditions. Recall that the ρ here is 2/3, therefore E(X) ≈ 2/31/3 = 2. The curve for initial
condition I = 20 shows the highest bias and converges slower to steady-state than the curves for all
other selected initial conditions. Similarly, Figure 2.7 shows the probability that the system is idle
at time t. One has different durations of transient periods introduced by different initial conditions,
X(0) = I where I = 0, 1, 2, 3, 4. The pI0 converges to pi0 faster when X(0) = 3 than when X(0) = 0,
thus showing a shorter transient period. There is even more rapidly reducing effect of initialization
bias for initial condition X(0) = 2. Furthermore, the effect of a certain initial condition, X(0) = 4,
on different performance measures is depicted in Figure 2.8. It shows that different measures have
different transient periods and converge toward equilibrium at different rates. It also shows that
the effect of initialization bias is different for different measures.
To visualize the effect of initial condition from a different perspective, we plotted the Figure 2.9
(see page 32) showing QI(t) for t = 0, 1, 2, 4 and 8 as a function of X(0) = I. The x axis of Figure
2.9 represents X(0) = I and the Y axis represents the expected number of customers. The plotted
QI(t) values for t = 0 result in a straight line going through origin for the reason
E[X(0)|X(0) = I] = I = QI(0) (2.24)
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Figure 2.7: Effect of the initial conditions on the probability of being idle
The QI(t) values plotted for t = 8 result in almost a horizontal line indicating that the effect of
initial value I is negligible and the queue length is independent of I in the long run. The obvious
behavior for other curves for t between 0 and 8 is an upward bend.
2.9 Behaviour of the Systems
In this section, we will describe different behaviours of a system that affect the length of a simulation
run for obtaining the estimates with a prescribed accuracy in Markovian event systems.
2.9.1 Almost Decomposable Systems
A system, in principle, is an almost decomposable system when its components can be grouped in a
manner such that the interactions between the subcomponents is much weaker than the interactions
within each of the subcomponents. That is to say, by suitable reordering of the states, a stochastic
matrix P is of the form P = P ∗ + C (see Table 2.2 (A)), where  > 0 is a small number defining
the maximum degree of coupling between the subsystems in P . Also, the number of steps required
and the likelihood of the steps to reach the states with high rewards can help in determining the
decomposability of a system (see Table 2.2 (B)). Since a stochastic queue with ρ close to 1 tends
to stay in higher states, it shows a high degree of decomposability in a straightforward manner and
it will be used in this thesis. Similar problems are also found when studying a stochastic queueing
network model. Complex systems consisting of subsystems (components and sub-components) are
generally described by matrices that are likely to be large and sparse matrices. Courtois [9] exten-
sively studied and reported applications of such Markov chains to computer systems and queueing
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Figure 2.8: Speed of convergence of other measures for X(0) = 4
networks by regarding large systems as Nearly Completely Decomposable (NCD) Markov chains. A
set of submatrices (representing a subsytem) along the main diagonal when superimposed, repre-
sents such a system [64]. The elements in the matrices of nearly completely decomposable systems,
except the matrices along the main diagonal, converge to zero in limit. Such large scale compound
systems show weak and slow interactions between the classes, and strong and fast interactions
within a class. The subsystems of such a system can be studied separately to analyze the perfor-
mance of a particular aspect of a system. However studying a subsystem in isolation does not give
the information about its influence on the whole system or about its cooperation and interaction
with other subsystems of a system. An example of such a system is memory hierarchies [9]. The
intensity of the interactions between the classes will impact the length of a simulation run to ob-
tain results with desired precision. We expect that the weaker the interactions between classes the
longer a simulation must run.
2.9.2 Periodic Systems
Periodicity is another property of Markov chains that can effect simulation run length. A finite-
state Markov chain with recurrent and aperiodic states is said to be ergodic. Periodic systems never
reach a steady state as the periodicity in periodic systems never wears off. Periodic systems are
not asymptotically independent as the state variable in the long run is not independent of present
state. The present state affects a state in a far away future. In continuous time Markov chains,
there are no periodic systems. However, there are systems that are almost periodic, for example
inventory systems.
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Figure 2.9: Dependence on the initial conditions
2.10 The Expected Rewards
The objective of a simulation is, usually, to find the expected rewards per time unit in equilibrium,
given the reward in state i is ri per time unit. A reward function fx(i) is used to define the reward
in state i. Consider, for example, a transient or equilibrium Markov process {Y (t), t ≥ 0} with
state space Ω. Here, Y (t) represents the state of the process at time t ≥ 0. Let ri be the reward
rate for state i. If fx(.) is a function of Y (t) such that fx(Y (t)) = rY (t), then the reward rate at
time t ≥ 0 is X(t) = fx(Y (t)) = rY (t). Consequently, the reward accumulated from time 0 to T is
X(T ) =
∫ T
0
X(t) dt, and the average reward per time unit is X(T ) = 1T
∫ T
0
X(t) dt.
An important issue is the choice of the reward type. There are two types of reward structures.
The first reward structure is single state and the second type is averaging. For single state reward
structures, the reward for being in a given state is set to one, and for all other states were set to
zero. On the other hand, for averaging of rewards, a particular system variable becomes the reward
for a state. For example, in an M/M/1 queue the reward for being in state i is given as
fx(i) = ri = i i ∈ S, (2.25)
here i represents the number of customers in system and S is the set of all possible states. However,
the reward for being in state i in a sequential queueing system with two queues is given as
fx(i) = ri = X1i +X2i i ∈ S, (2.26)
where X1i and X2i denote the number of customers in queue 1 and queue 2 respectively in state
i, and S is the set of all possible states. Similarly, in a closed queueing network with three queues
where we are concerned only with the number of customers in queue 1 and queue 2 combined, the
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Table 2.2: Almost decomposable Systems
(A) (B)
↘
P ∗1   P
∗
1 ↘
↘
↖ ↘
 P ∗2  ↖ ↘
↖ ↘
↖
  P ∗3 ↖
↖ P ∗N
reward for being in a state i is given as fx(i) = ri = X1i + X2i for i ∈ S. We have looked into
averaging rewards structure only. The expected rewards can be the expected number of customers
in the system. A general formula for computing the expected reward per time unit in equilibrium
for all queueing systems is
E(X) =
∑
i∈S
pii fx(i) (2.27)
This can be easily worked out once the steady-state probabilities pii, i ∈ S are obtained from
equilibrium solutions.
2.11 Relation Between Bias and Variance
In this section, we will establish a close relation between the bias and the variance of a time aver-
age. This relation can potentially explain in general, the increase or decrease in the variance with
the increase or decrease in the bias. Of course, the bias depends on the initial state i, which we
indicate by using the symbol Bi. In fact, the variance can be obtained as the sum of products of
the Bi with certain factors ci. Details about the ci are given in a paper of W. Grassmann [19]. A
similar relation exists between the bias and the MSE. Therefore, in general we expect the variance
to increase with the increase in bias and vice versa.
According to Grassmann [29] the variance can be factored into the variance of marginal distri-
bution and the integral of the correlation coefficients, if the simulation time is long. If the sample
mean of I random variables Xi in discrete case is
X =
I∑
i=1
Xi
I
,
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then V ar(X) =
1
I2
 I∑
i=1
V ar(Xi) +
I∑
i=1
I∑
j=1j 6=i
Cov(Xi, Xj)
 .
Since the central limit theorem holds for ergodic Markov chains, the X is asymptotically normal.
For the covariance we have
Cov(Xn, Xn+m) =
∑
i
∑
j
(ri − µn)P (X(n) = i)P (X(n+m) = j|X(n) = i)(rj − µn+m)
=
∑
i
∑
j
(ri − µn)piiPmij (rj − µn+m) (2.28)
Note that for m = 0 this formula yields variance.
Covariance is the measure of the dependency of observations. The planning of experiments and
statistical analysis of data from queueing systems requires consideration of the autocorrelation of
the data [72, 57]. In this section, we will discuss the relation between variance and covariance of
a process, and the stochastic convergence of a discrete process in time toward stationarity. For a
sample of size I, we have the sample mean of I random variables Xi as
X =
I∑
i=1
Xi
I
therefore, V ar(X) =
1
I2
I∑
i=1
I∑
j=1
Cov(Xi, Xj) (2.29)
=
1
I2
 I∑
i=1
V ar(Xi) +
I∑
i=1
I∑
j=1j 6=i
Cov(Xi, Xj)
 (2.30)
where, Cov(Xi, Xj) = E[(Xi − E(Xi))(Xj − E(Xj))], (see (2.28)) and
E(Xi) = E(Xj) = µ, therefore
Cov(Xi, Xj) = E[(Xi − µ)(Xj − µ)] and
Cov(Xi, Xi) = V ar(Xi) = σ2
also for a random variable X we have
V ar
(
X
I
)
=
1
I2
V ar(X)
Therefore, from equation (2.29) we get
V ar(X1 +X2 + . . .+XI) = V ar(X1) + 2Cov(X1, X2) + 2Cov(X1, X3) + . . .+ 2Cov(X1, XI)
+ V ar(X2) + 2Cov(X2, X3) + 2Cov(X2, X4) + . . .+ 2Cov(X2, XI)
+ . . .+ V ar(XI−1) + 2Cov(XI−1, XI) + V ar(XI)
Let ρij be the correlation coefficient between Xi and Xj , that is
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ρij =
Cov(Xi,Xj)√
(V ar(Xi)V ar(Xj))
= Cov(Xi,Xj)σ2
or,
ρijσ
2 = Cov(Xi, Xj)
we therefore get,
V ar(X1 +X2 + . . .+XI) =
σ2(1 +2ρ12 +2ρ13 + . . . +2ρ1(I−1) 2ρ1I
+1 +2ρ23 + . . . +2ρ2(I−1) +2ρ2I
...
...
+1 +2ρ(I−1)I
+1).
(2.31)
Table 2.3: Variance of Sum
1 2 3 . . . I-1 I
1 1 2ρ12 2ρ13 . . . 2ρ1(I−1) 2ρ1I
2 1 2ρ23 . . . 2ρ2(I−1) 2ρ2I
...
...
...
I-1 . . . 1 2ρ(I−1)I
I . . . 1
Column Sum S1 S2 S3 . . . SI−1 SI
Cumulative Sum A1 A2 A3 . . . AI−1 AI
Equation 2.31 can be conveniently manipulated by arranging it in a tabular form as shown in
Table 2.3. For instance, from Table 2.3, we can see that the column sums are S1 = 1, S2 =
2ρ12 + 1, . . . , SI = 2ρ1I + 2ρ2I + . . . + 2ρ(I−1)I + 1 and the cumulative sums are A1 = S1, A2 =
S1 + S2, . . . , AI = S1 + S2 + . . . + SI . In equilibrium, V ar(Xi) = V ar(Xj) = σ2. Therefore
in equilibrium V ar(X1 + X2 + . . . + XI) can be expressed as AIσ2, i.e., AIσ2 gives the value of
V ar(X1 +X2 + . . .+XI), and hence
V ar(XI) = V ar
(
X1 +X2 + . . .+XI
I
)
=
1
I2
V ar(X1 +X2 + . . .+XI), or
V ar(XI) =
AIσ
2
I2
(2.32)
From equation (2.32), the convergence of V ar(X) or V ar(XI) toward zero can be decided on
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the basis of convergence of AII2 toward zero, thus showing the dependence of variance on covari-
ance/correlation. In non-decomposable Markov chains in equilibrium the correlation coefficient
between state variables measured at t = m and the same variables at t = n for n > m is a function
of n − m = h (i.e. depends only on the difference between n and m) and is denoted by ρ(h).
Thus, the correlation coefficient between state variables at mh and nh for state variable observed
at t = h, 2h, 3h, . . . is denoted as
ρmn = ρ(nh−mh)
For working with Table 2.3, we need ρmn for n > m where
ρ12 = ρ23 = ρ34 = . . . = ρ(h)
ρ13 = ρ24 = ρ35 = . . . = ρ(2h)
...
ρ1I = ρ((I − 1)h)
By using these values of ρmn, the SI ’s and AI ’s can be easily calculated. In general case
SI = 1 + 2[ρ(I−1)I + ρ(I−2)I + . . .+ ρ1I ]
= 1 + 2[ρ(h) + ρ(2h) + . . .+ ρ((I − 2)h) + ρ((I − 1)h)].
If for  > 0, for non-decomposable Markov chains ρ(h) converges to zero and SI converges to a
certain value r. Hence, there is an m such that for I > m we have SI = r ± ,
V ar(XI) =
σ2[Am + (I −m)(r ± )]
I2
= σ2
[
Am −m(r ± )
I2
+
I(r ± )
I2
]
∼= σ
2r
I
(2.33)
Consider now general processes, possible non-markovian ones. Mathematically, the short range
dependence of a process is expressed by the exponential decrease of its autocorrelation function [12]
,i.e., ρ(nh) ∼ a|nh|, as |nh| → ∞, 0 < a < 1. Here, ∼ denotes that, in the long run the expressions on
the two sides are proportional to each other. In contrast, the autocorrelation function of long-range
dependent processes decay hyperbolically as compared to the exponential decay of the traditional
queueing models [12] ,i.e., ρ(nh) ∼ (nh)−α, as |nh| → ∞ where 0 < α < 1. For discrete time
non-decomposable Markov processes with discrete state space, if ρ(nh) converges exponentially fast
toward zero, SI converges toward r and V ar(XI) converges toward σ
2r
I . On the other hand, in case
of decomposable systems, such as the one given in Table 2.4 if ρ(nh) converges toward some value
g 6= 0 as n→∞, then for large I, SI increases at the rate of g as, SI+1 = SI +2ρ(Ih) = SI +2(g),
suggesting the correlation between the initial distribution and the equilibrium distribution. Hence
for non-ergodic Markov chains (e.g., decomposable systems) ρ(nh) converges to a constant because
the system will remain in a set of states which is determined by the starting initial state. This
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Table 2.4: Queueing network system with N = 3
X1, X2, X3 3,0,0 2,1,0 1,2,0 0,3,0 2,0,1 1,1,1 0,2,1 1,0,2 0,1,2 0,0,3
3,0,0   
2,1,0   
1,2,0   
0,3,0   
2,0,1   
1,1,1   
0,2,1   
1,0,2   
0,1,2   
0,0,3   
can be visualized by considering a system represented by Table 2.4 and setting  = 0. As a result
SI → ∞. Generally we have systems where SI converges toward r and in these cases V ar(X)
converges toward σ
2r
I . In discrete Markov processes even in the presence of periodicity, the X
converges toward µ, which is one of the conditions for ergodicity.
So far we have seen that for I observations of a short range dependent process, V ar(XI)
converges toward σ
2r
I , whereas for ν independent observations the V ar(Xν) is
σ2
ν . The sample size
required for achieving the same variance for ν independent observations will be I = rν, i.e., one
independent observation is equivalent to r dependent observations, and ν independent observations
will give the same variance as rν dependent observations.
From (2.32) and (2.33), we see that V ar(XI) → 0 as I → ∞. Hence, sample mean converges
toward E[X(T )].
2.12 Insights
In this section, we will discuss the insights obtained from the study of stochastic processes that
provide recommendations for the convergence behavior of performance measures. We discuss this
here for a DTMC. The results are similar for a CTMC.
2.12.1 Ergodicity
Stochastic processes are typically analyzed to measure steady-state means and other performance
measures for different input parameters. Generally averages are used to measure the performance of
a system. Therefore, to describe the physical systems in a useful way using the theory of stochastic
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processes, the key requirement is to be able to measure the time average and other probabilistic
quantities from observations of a stochastic process {X(t), t ≥ 0} such as
the mean m(t) = E[X(t)],
the covariance core K(s, t) = Cov[X(s), X(t)] and
the one-dimensional distribution function FX(t)(x) = P [X(t) ≤ x]
If we consider a single finite record {X(t), t = 1, 2, 3, . . . , T} of a discrete parameter stochastic
process, or a finite record {X(t), 0 ≤ t ≤ T} of a continuous parameter stochastic process, it is of
great consequence to know under what circumstances (if any) is it possible to use a single finite
record, to estimate the quantities mentioned above. Physical systems having such properties, where
the estimates obtained become more and more accurate as the length T of the record obtainable
becomes larger, are called ergodic. In discrete-time stationary processes {Xt, t ≥ 1}, the time
average from 1 to T of an individual replication is defined as 1T
∑T
t=1 xt. If the process is ergodic,
then the time average converges to the expectation of stationary distribution E[X] with probability
one as T →∞, i.e., 1T
∑T
t=1 xt = E[Xt] = E[X] as T →∞. As a result E[X] is viewed as the long
run average of a single replication.
Consider again from Section 2.8, the example of finding proportion of time that more than
five customers are in a queue. We can define, for a discrete time stationary process, an indicator
function G = I(Xt > 5) which will assume value of 1 if there are more than five customers (i.e.
condition Xt > 5 is satisfied or G ∈ Xt) in the queue, otherwise it will assume value 0. The
indicator function will make use of the sample function {xt, t = 1, 2, · · · , T} to count the number
of times tg for which Xt satisfies G. In this case, tg/T gives the proportion of time more than five
persons were waiting in queue (G ∈ Xt). The expectation in this case is given as
E[I(G ∈ Xt)] = 0P{I(G ∈ Xt) = 0}+ 1P{I(G ∈ Xt) = 1} = P{I(G ∈ Xt)}
As discussed in Section 2.8, it shows that time proportions calculated in this way converge toward
their probabilities. Therefore, instead of computing the time average from a sample function,
we can use an indicator function to find the proportion of the time that an event has occurred,
and verify that ergodicity can also be based on the time proportions. It also holds equally well
for processes converging to stationary processes. A given discrete parameter stochastic process
{X(t), t = 1, 2, · · ·} with a sequence of sample means {X(T )} where X(T ) = 1T
∫ T
0
X(t)dt is formed
from increasingly larger samples and
lim
T→∞
V ar[X(T )] = 0 (2.34)
is said to be ergodic [53]. Using equation (2.34), for large enough sample sizes T and for almost
all possible sample functions that could have been observed, X(T ) ≈ E[X(T )] = 1T
∫ T
0
x(t)dt. As
a result, ergodic stochastic processes have the property that estimating the (population) averages
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can be formed from the corresponding sample (or time) averages from an observed record of the
process. Therefore, in an ergodic process, the properties of the random variables in the process
can be estimated from a single time series. In general, a process is called ergodic if the average
derived from a single replication or sample function converges to the corresponding average of
several replications.
2.12.2 Correlation and Stationarity of Processes
A covariance stationary process with covariance function K(τ) is ergodic if the following two con-
ditions hold [55]
lim
T→∞
1
T
T−1∑
0
K(τ) = 0
and lim
T→∞
1
T
T−1∑
0
K(τ)2 = 0.
In this thesis, we will consider the processes that become stationary after enough time has passed.
The discussion of correlation is important in order to describe the stationarity of a process. Con-
sider a stochastic process {X(t), t ≥ 0}. Each X(t) may have a different distribution, FX(t), called
marginal distribution. A process is called stationary process if the marginal distributions are in-
dependent of t. If the distribution of a process X(t) does not change as t changes, the process is
said to have become stochastically (or probabilistically) stationary. For a random variable X, we
will denote the marginal distribution of a stationary process by FX(.). The mean and standard
deviation of X are denoted by µ and σ respectively. Also a process is stationary if the underlying
joint distribution of random variables in the process remains consistent as the time advances, i.e.,
the random mechanisms generating the process are time invariant.
As t changes, it becomes interesting to explore the joint distributions of X(t). Joint distribu-
tions are difficult to work with. Thus, a simpler but very important concept of (weak) stationarity
in a time series analysis called autocovariance function was introduced. It characterizes the first
two moments of the process. The covariance Cov(X(t), X(t+ τ)) or K(t, τ) between two random
variables is defined as
Cov(X(t), X(t+ τ)) = E[(X(t)− µ)(X(t+ τ)− µ)].
The autocovariance function measures the dependence between different elements of the process
X(t). One observes the process at time t and later at time t + τ to know the strength of relation
between X(t) and X(t+ τ), which can be measured by covariance between X(t) and X(t+ τ). The
process is said to be covariance stationary if the covariance between X(t) and X(t + τ) depends
only on τ and not on t, i.e., K(t, τ) = K(τ) is independent of t. The auto-correlation function of a
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covariance stationary process is given as
ρ(τ) = K(τ)/σ2, −1 ≤ ρ(τ) ≤ 1. (2.35)
The degree of correlation is commonly measured by the auto-correlation function ρ(τ). High value
of ρ(τ) represent high correlation and vice versa. Dependent random variables are typically corre-
lated [32]. The correlation can either be positive (0 < ρ(τ) ≤ 1) or negative (−1 ≤ ρ(τ) < 0). Two
random variables moving in same direction are positively correlated, and vice versa.
For the purpose of this thesis, we will be investigating processes that eventually become sta-
tionary or covariance stationary. For large enough τ when K(τ) is close to zero, X(t) and X(t+ τ)
are practically independent. If X(t) and X(t + τ) are independent and the process is stationary,
the process beginning at t+ τ is statistically interchangeable with a new replication or realization
of process. Thus, one replication can be sufficient for estimating means and other measures of
interest. Technically in ergodic processes, 1T
∫ T
0
K(t)dt converges to zero. The main idea is that,
if a process is ergodic, a single replication is adequate for estimating means and other performance
measures.
In a covariance stationary process, characteristically, the covariance K(τ) will decrease with τ .
If K(τ) draws closer to zero exponentially with τ , the process is showing evidence of short range
dependence. If the K(τ) moves towards zero hyperbolically (K(τ) = O(1/τα) for 0 < α < 1) the
process is said to exhibit long range dependence. For the purpose of thesis, we will be investigating
the processes with short range dependence. It is worthwhile to mention here that the integral∫ T
0
K(t)dt accurately distinguishes between short range dependence and long range dependence.
The process is short range dependent if the integral converges as T →∞. The process is long range
dependent if the integral does not converge, however K(t)→ 0 as t→∞.
2.13 Central Limit Theorem
The central limit theorem is the basis for many statistical procedures. The central limit theorem
states that under very general conditions the sum of a large number of independent random vari-
ables, each having a finite variance, is normally distributed. The distribution of a phenomenon
under study may not be normal, however its average will be. The central limit theorem also holds
for ergodic processes. As a result of this theorem, the normal distribution is very important.
2.14 Criteria for Models Selection
In our modeling and analysis of stochastic processes, we select the systems that are ergodic. Er-
godicity in stochastic system implies that the time average converges toward the expected number
in the system over a long run i.e. as T → ∞, X(T ) → E[X] and the mean of time average
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E[X(T )] = E[X], or E[X(T )] = 1T
∫ T
0
E[X(t)] dt. Ergodicity also implies that the time average
converges toward the sample average or they are equivalent. In a restricted way, a system is ergodic,
if the long run proportions of being in a state i converges toward equilibrium probability of state
i. It is important because the long run proportion of time a process is in a certain state represents
that state’s equilibrium probability, which is not true for non-ergodic processes.
Stochastic processes may be divergent or convergent. Convergent processes converge to a steady
state, whereas divergent processes will have transient states only. It is important to note here that
an ergodic system will have one steady state behavior, whereas a finite state non-ergodic system
has several equilibrium behaviors. A fully decomposable Markov chain is non-ergodic because it
has several long run behaviours. The systems in which the state variables in long run are indepen-
dent of present state are asymptotically independent. Systems with several long run probability
distributions and the periodic systems are not asymptotically indpendent, as the present state in
these system effect the most remote future. However, a CTMC can not be periodic, but it can
be almost periodic. Hence, almost periodic systems along with all convergent systems are ergodic.
Even though in almost periodic systems the sample average does not converge to expectation, the
time average converges to expectation. Hence, almost periodic systems can be simulated even in
the presence of periodicity.
Simulation systems can be classfied in different dimensions such as dynamic versus static, er-
godic versus non-ergodic, stochastic versus deterministic, periodic versus non-periodic, convergent
versus divergent, time homogeneous versus time heterogeneous. In this thesis, we will study con-
tinuous stochastic ergodic systems having time homogeneous transition rates. We will find bias,
variance and MSE of time average in a number of ergodic systems that are non-decomposable and
non-periodic including an almost decomposable system and an almost periodic system.
2.15 Experimental Models
The experimental models that are used in our study are briefly discussed below. These models
range from queueing models to non-queueing models, and simple models to more challenging mod-
els. For the complex queueing models, different setups (i.e., series and network) are covered. These
experimental models may characterize the behavior of real-world systems, as these models may
constitute a component of real-world systems. The fundamental nature of our study of queueing
models and non-queueing models is to compare the tendency of convergence of performance mea-
sures and simulation run length of complex queueing models with simple ones. We will use the
MES approach to describe the models using the event table to highlight the state variable(s) that
represent the state of a system, e.g., number of entities in the system.
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2.15.1 The M/M/1 Model
Our first experimental model is the simplest and the most popular single server model, M/M/1/N
queue. A single server queueing system containing a single queue with exponentially distributed
inter-arrival and service time as shown in Figure 2.10. Including the customer in service, the
M/M/1/N queue can accommodate at the most N customers. The M/M/1/N queueing model is
useful to approximate a system whose service times have standard deviation approximately equal
to its mean, as the mean and standard deviation of exponential distribution are equal. We define
a state variable X to represent the number of customer in the system i.e. X = i.
Figure 2.10: M/M/1 Queueing Model.
Table 2.5: Event Table for a M/M/1 System
Event X Rate Condition
Arrival +1 λ X < N
Departure -1 µ X > 0
The transition matrix generated from Table 2.5 is given as
A =

−λ λ
µ −(λ+ µ) λ
µ −(λ+ µ) λ
µ −(λ+ µ) λ
µ −µ

The expected number of customers in the system can be explicitly calculated with the formula
given in [34]. Clearly the computational feasibility and simplicity of the M/M/1 queue makes it
an elementary investigational model of prime interest.
2.15.2 The M/Ek/1 Model
To vary and examine the effect of different service-time distributions, we move away from expo-
nential service distribution observed in the M/M/1 model. The other single server model selected
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Figure 2.11: M/Ek/1 Queueing Model.
to examine the effect of the service time distribution on our performance measures is the M/Ek/1
model. TheM/Ek/1 model is used to describe a system where an entity entering service is expected
to traverse a set of k exponential phases of service, each with mean 1/kµ. The service, accessible
to a single entity, begins in phase k and finishes after phase 1. In contrast to Markovian service
pattern in the M/M/1 model, the main reason for choosing this model is its non-Markovian service
pattern. The state of a M/Ek/1 system will be represented by two distinct state variables. One
state variable corresponds to the number of entities in the queue and the other state variable sig-
nifies the active phase in service. We define X1 to represent the number of entities i in the queue,
and X2 to signify the service phase j (where 1 ≤ j ≤ k) occupied by the entity in service. The
event table for this model and the corresponding transition matrix are described by the Table 2.6
and Table 2.7 respectively.
Table 2.6: Event Table for a M/Ek/1 System
Event Effect Rate Condition
X1 X2
Arrival into an empty system +k λ X1 = 0, X2 = 0
Arrival into a busy system +1 λ X1 < N,X2 6= 0
Next phase -1 kµ X2 ≥ 1
Departure when queue is occupied -1 +k kµ X1 > 0, X2 = 1
Departure when queue is empty -1 kµ X1 = 0, X2 = 1
2.15.3 The M/M/c Model
Our next experimental model is a M/M/c/N queue. The model contains a single queue and c ≥ 1
servers operating in parallel as shown in Figure 2.12. Arrivals to the system are Poisson with rate
λ and the service time distribution at each server is exponential with mean 1/µ. If the number of
customers in system (n) is less than number of servers (c), i.e., n < c, the arriving customer will
directly go to an available server and will leave the system after service at the rate of nµ. If all the
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Table 2.7: Generator matrix for a M/Ek/1 System
i, j 0, 0 0, 1 . . . 0, k . . . N, 1 . . . N, k
0, 0 −λ λ
0, 1 kµ −(λ+ kµ) λ
...
. . . . . . . . .
...
. . . . . . . . .
N − 1, k kµ −(λ+ kµ) λ
N, 1 kµ −kµ
...
. . . . . .
N, k kµ −kµ
servers are busy, the rate of leaving system of this system is at its maximum cµ. A M/M/c queue
can be modeled to represent a single queue of customers at a bank, being served by more that one
teller operating in parallel. If the bank can accommodate N customers, then it can be modeled
as a M/M/c/N queue system with parameters λ, µ c and N . We define the state variable X to
represent the number of entities i in the system, i.e., X = i. Table 2.8 describes the event table for
M/M/c model.
Table 2.8: Event Table for a M/M/c System
Event X Rate Condition
Arrival +1 λ X < N
Departure when not all servers are occupied -1 Xµ 0 < X < c
Departure when all servers are occupied -1 cµ X ≥ c
The transition matrix generated from Table 2.8 is given as
A =

−λ λ
µ −(λ+ µ) λ
2µ −(λ+ 2µ) λ
iµ −(λ+ iµ) λ
. . . . . . . . .
cµ −(λ+ cµ) λ
. . . . . . . . .
cµ −cµ

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Figure 2.12: M/M/c Queueing Model.
2.15.4 The Sequential Queues Model
The advantage of selecting a sequential queues (also referred to as tandem queues) model is that
different queues can be examined separately for the rate of convergence of performance measures to
find the tendency for the length of a simulation run by changing the properties of a Markov Chain.
In this thesis, we are looking at 2 and 3 queues with µ1 = µ2 and µ1 = µ2 = µ3 respectively. The
service time distributions are exponential with mean 1/µ1, 1/µ2 and 1/µ1, 1/µ2, 1/µ3 for 2 and 3
queues, respectively. The arrivals to the system are Poisson with rate λ. The checkout operation
Figure 2.13: Model of Queues in Series.
in a cafeteria is a common example of multiple M/M/1 queues in series as shown in Figure 2.13.
Each queue in the setup is assumed to have a maximum capacity. Suppose the maximum number
of customers a queue can accommodate is: N1 for queue 1 and N2 for queue 2 and so on. To
start with, the arriving customers always join queue 1 first. After getting service from server 1, a
customer moves on to join queue 2 for receiving service from server 2. After receiving the service on
the last server the customer leaves the system. If an arriving customer finds queue 1 fully occupied,
the customer balks. There are two possibilities when a customer having just finished the service
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at server 1 cannot find waiting room in queue 2, either the customer will balk without blocking
queue 1 or the customer will wait endlessly at server 1 thus blocking queue 1. Table 2.9 shows the
event table for two sequential queues without blocking, whereas Table 2.10 shows the event table
for two sequential queues with blocking. Similarly, one can make an event table for three or more
sequential queues.
Table 2.9: Event Table for a Two Sequential Queues System without Blocking
Event X1 X2 Rate Condition
Arrival into Queue 1 +1 λ X1 < N1
Departure from Queue 1 and System -1 µ1 X1 > 0, X2 = N2
Departure from Queue 1 and Arrival into Queue 2 -1 +1 µ1 X1 > 0, X2 < N2
Departure from Queue 2 and System -1 µ2 X2 > 0
Table 2.10: Event Table for a Two Sequential Queues System with Blocking
Event X1 X2 Rate Condition
Arrival into Queue 1 +1 λ X1 < N1
Departure from Queue 1 and Arrival into Queue 2 -1 +1 µ1 X1 > 0, X2 < N2
Departure from Queue 2 and System -1 µ2 X2 > 0
2.15.5 The Closed Queueing Network Model
We examine a closed queueing network system with three exponential queues connected in a tri-
angular form to study effect of decomposability on the performance measures and the length of a
simulation run. Consider a number of delivery vehicles travelling between two queues regularly for
delivery. However, sometimes vehicles may travel for maintenance to and from a third queue from
either of the other two queues. The rates at which the vehicles leave queue 1, queue 2 and queue
3 are µ1, µ2 and µ3 respectively. Departures from a queue i are split in such a way that they will
arrive in queue j with a probability pij and arrive in the other queue with a probability 1 − pij .
As a result, the rate of going from queue i to queue j denoted by λij is µi × pij . The vehicles are
restricted to move inside the queueing network keeping the number of vehicles in the network fixed
and unchanged. Each queue is assumed to be able to accomodate all the vehicles in the network.
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The service times of all queues follow the exponential distribution. The event table for a closed
queueing network system in given in Table 2.11.
Figure 2.14: Closed Queueing Network Model.
Table 2.11: Event Table for a Queueing Network System
Event X1 X2 X3 Rate Condition
Arrival to Queue 1 from Queue 3 +1 -1 λ31 X3 > 0
Arrival to Queue 3 from Queue 1 -1 +1 λ13 X1 > 0
Arrival to Queue 2 from Queue 3 +1 -1 λ32 X3 > 0
Arrival to Queue 3 from Queue 2 -1 +1 λ23 X2 > 0
Arrival to Queue 1 from Queue 2 +1 -1 λ21 X2 > 0
Arrival to Queue 2 from Queue 1 -1 +1 λ12 X1 > 0
2.15.6 The Inventory Model
Our experimental model of an inventory system is an unusual candidate for our study, as it does
not contain any queues. The event table of inventory system is given in Table 2.12. We consider
an inventory control policy where a merchant orders N units of the product when the number
in inventory drops down to zero. The arrivals of demands are Poisson with rate λ, and each
demand is for exactly 1 unit. We assume that replenishment of inventory to its maximum level
occurs instantaneously, i.e., the time between placing and receiving an order is zero. The merchant
keeps maximum of N units of the product in his stock. The inventory models can be studied
for characterizing types of policies to follow and to find the run length in systems with periodic
behavior.
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Table 2.12: Event Table for an Inventory System
Event X Rate Condition
Sale and Replenishment N λ X = 1
Sale -1 λ 1 < X ≤ N
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Chapter 3
Simulation and Estimation of Parameters
This chapter deals with the analysis of the simulation output data of a single system. The measures
of performance of a system typically contain one or more numerical parameters of the system, and
are generally represented by one or more characteristics of either the state variable or by quantities
derived from state variable(s). For example, in simulation of a queueing system, the principal
objective is to obtain a good estimation of a useful measure of performance, such as, average waiting
time in queue, average queue length, average time spent in service, average number in system,
server utilization, etc. The classical statistical methods of estimation require the observations to be
independent. Unfortunately, the observations obtained from simulation are dependent. However,
the classical estimation procedures are still applied for obtaining the point estimate(s) (Section
3.1.1) and interval estimate(s) (Section 3.1.2).
3.1 Basic Probability and Statistics
This section shows that estimates of the unknown true value of a parameter along with a determina-
tion of its accuracy can be obtained by using point estimates (Section 3.1.1) and interval estimates
(Section 3.1.2), if the random variable of interest follows a particular distribution or is represented
by an empirical distribution.
3.1.1 Point Estimation
A point estimate of a particular parameter is a numerical value of a statistic or estimator computed
from a set of sample data to reflect the true value of parameter as closely as possible. Inputs to
a stochastic simulation model are random variables producing random outputs. The output data
produced by a simulation experiment being random in nature is nothing more than a statistical
sample, and must be treated statistically in order to estimate the true characteristics of the model
examined. Hence the output data is subject to the same statistical analysis methods that are
used elsewhere in statistics. Let X1, X2, X3, · · · , XI be I simulated random variables (independent
or correlated) of a process with mean E[X] = µ and variance V ar(X) = σ2. The dependent
observations behave similar to the independent ones. Formally, a function f(X1, X2, X3, · · · , XI) of
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random variables X1, X2, X3, · · · , XI is called a statistic. A parameter θ of the distribution of the
process X(t) is estimated by a statistic θ(X1, X2, X3, · · · , XI) known as the estimator of θ. The
most common goal of simulation studies is the estimation of the mean, µ, of the analyzed process.
The expectation of the sample mean is assumed to estimate the value of parameter of the process,
i.e., E(X) = µ. The estimate for µ is typically
X =
I∑
i=1
Xi
I
(3.1)
An estimator, being a function of random variables, is itself a random variable. Hence, X is a
random variable. The distribution of X depends on the I and the distribution of Xi.
3.1.2 Interval Estimation
An interval estimate is used as a measure of the error in the point estimate. In this section, we will
first describe the method for obtaining interval estimates by considering the observations obtained
from the simulation of a stochastic process to be IID. Dependent observations behave similar to
independent observations.
In simulation literature, one frequently divides a long run into several sub intervals, and calcu-
lates the means of the sub intervals. These means are called batch means. A random variable Xi
is associated with an interval or batch i. The definition of term batch depends on the technique
applied in the simulation for calculation of the sample mean. The batch can be a single observation,
a complete replication, or a collection of observations in a subinterval during a run. Some possible
definitions for Xi are
Xn = {10 (3.2)
As time− average value for batch n : Xn = 1
Tn − Tn−1
∫ Tn
Tn−1
Xn(t)dt (3.3)
As observation− average value for batch n : Xn = 1
Nn
b+Nn∑
m=b+1
Xn(m) (3.4)
where b =
n−1∑
k=1
Nk (3.5)
Consider I sampled observations (regarded as IID realizations) of random variablesX1, X2, X3, · · · , XI
(each of length n) having some probability distribution with realizations given as
x11, x12, · · · , x1n,
x21, x22, · · · , x2n,
· · · , · · · , · · · , · · ·
xI1, xI2, · · · , xIn
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The sample average (i.e., average across different rows) of the I random variables Xi is given as
X = XI =
∑I
i=1Xi
I
. (3.6)
In ergodic systems, the time average is equal to the sample average, i.e., they are equivalent. It is
desirable to collect the sample data, and then use it to construct a confidence interval of values that
will, with high probability, contain true value of the parameter. So before sampling we insist that
the proposed interval contain the true value with the specified high probability 1 − α, 0 < α < 1.
Here, α is called the level of confidence. For example, the sampling distribution of X will be used
to choose lower and upper confidence limits XL and XH such that for a specified probability 1−α
where 0 < α < 1
P{XL < E(X) < XH} = 1− α. (3.7)
The interval (XL, XH) is called (1 − α)100% confidence interval. The variable X is a random
variable with variance V ar(X). The first step to construct a confidence interval to assess the
precision of X as an estimator of µ is to estimate V ar(X) which is given as (see [55] for details)
V ar(X) = E(X
2
)− (E(X))2
=
1
I2
 I∑
i=1
V ar(Xi) +
I∑
i=1
I∑
j=1j 6=i
Cov(Xi, Xj)
 (3.8)
where Cov(Xi, Xi) = V ar(Xi), V ar(Xi) = σ2, E[Xi] = µ. If the central limit theorem holds, X is
normal as is well known, and if σX =
√
V ar(X), then
µX − zα2 σX ≤ E(X) ≤ µX + zα2 σX (3.9)
where zα
2
is the α2 quantile of the standardized normal distribution. Here
 = zα
2
σX (3.10)
defines the accuracy of simulated results. As discussed in Section ??, if correlated
V ar(X) = σ2
X
=
σ2r
I
,
therefore,
√
V ar(X) = σX =
√
σ2r
I
.
Hence, to get an additional decimal digit of accuracy, the sample size must be increased by a factor of
100. Results obtained from equation (3.1), known as the point estimate, are used to characterize the
system analyzed, whereas results obtained from equation (3.9), known as the interval estimate, state
the accuracy of the obtained characteristics. On constructing a very large number of (1− α)100%
intervals, the proportion of confidence intervals containing E(X), called coverage for confidence
interval, should be 1−α. However, the accuracy of the estimator of X and σX , and the assumption
of normality may change the actual coverage probability.
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3.2 Finding Variance and Confidence Interval Statistically
To construct a valid confidence interval for the parameter of interest θ, which is an important goal
in simulation, the first requirement is an estimation of the variance, if it is not known. The sections
3.1.1 and 3.1.2 discussed the procedures for point estimation and interval estimation respectively,
under the assumption of normality. In practise in simulation, one would first obtain the estimator
θ and then the estimator σ2
θ
. Assuming θ to be normally distributed, equation (3.9) is used to
construct (1 − α)100% confidence interval for θ. To obtain approximately unbiased estimates of
the variance of the point estimate, σ2
θ
, is one of the major problems in simulation output analy-
sis. There are two cases we have to deal with in simulation (Case I ) when {X1, X2, · · · , XI} are
statistically independent and, (Case II ) when {X1, X2, · · · , XI} are not statistically independent.
In Case II, when the observation are not independent, two sources of error have been observed in
estimation of variance (i) the bias in σ2
θ
as an estimator of σ2, and (ii) the omission of covariance.
Several statistical procedures developed for constructing point and interval estimates can be clas-
sified as being fixed-sample-size procedures [43], and sequential sampling procedures [43, 42]. Fixed
sampling procedure fixes the sample size (number of replications and length of each run), whereas
in sequential sampling more and more data are collected until an acceptable confidence interval can
be constructed.
3.3 Challenges in Steady State Simulation
As noted above, one of the major problems in simulation output analysis is obtaining approximately
unbiased estimates of σ2
θ
, the variance of the point estimator which is typically required for the
estimation of a valid confidence interval. To estimate the long run (steady-state) average of samples
from a single simulation run, one has to address many issues like run length, startup conditions,
initialization bias, batch size, dependence between observations, etc. Specifically, in this section we
will discuss:
• What are the statistical errors that the simulator makes?
1. Is the variance underestimated or overestimated?
2. By how much is the simulator off by assuming independence and using classical statistical
analysis methods?
3. Is the run length underestimated?
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3.3.1 Initialization Bias and Startup Conditions
While using any method (such as Independent Replications, Batch Means, Regenerative Method
etc.) to estimate the long-term performance measure (or steady-state parameter) of the system,
it is important to ensure that the bias due to the initial conditions is removed to achieve at least
a covariance stationary process and the behavior of simulated system will be close to that of a
steady-state system. If the run of a simulation is very long, the estimators do not depend on
the initial conditions; however, their rate of convergence does (see Section 2.8). Theoretically, the
initial conditions don’t matter much in the long run. However, the run length of an experimental
run is always finite, and so introduces a bias causing the estimated steady state (or asymptotic)
distribution parameter to be essentially a parameter of transient distribution. So the analysis
methods experience one or both of the following problems:
1. X is not an unbiased estimator of µ, i.e., E[X] 6= µ
2. V ar(X) is not an unbiased estimator of V ar(X). Here, V ar(X) is the estimated variance of
X
Another reason for the initialization bias is that one cannot start simulation with a steady state
distribution. No simulation would be required if one could start simulation with a steady state
distribution. According to Conway [8], the problem of Initialization Bias can be resolved by the
following choices:
(a) Discard data from the burn-in phase from consideration.
Even though ignoring some initial observations tend to decrease the bias, it can increase the
variance.
(b) Select starting conditions to minimize the burn-in phase.
This requires starting the simulation in a state that is representative of steady-state, thus
reducing the burn-in phase [71].
Madansky [46] used the MSE rather than variance as a yardstick, and showed that in the case of
the M/M/1 queue, and a very long simulation run length using state 0 (idle) as initial condition
rather than the steady state mean (λ/µ) minimizes the mean-square error of the estimate of mean.
Madansky [46] also developed an approximate tradeoff between the number of replications and
the run length of a single replication when the system begins in an empty and idle state. In
more complex systems, beginning a simulation run in empty-and-idle initial condition is not easily
justifiable.
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3.3.2 Valid Estimates and Run Length
To discuss the validity of estimates, one needs to know what information the simulator has. From
Equation (3.9) we get
µX − zα2 σX ≤ E(X) ≤ µX + zα2 σX .
There are issues with using this formula for estimation of confidence interval. The first problem is
the bias of an estimator (however small) as discussed in the Section 3.3.1. If we consider bias as
well, then the interval estimate becomes
µX +B(X)− zα2 σX ≤ E(X) ≤ µX +B(X) + zα2 σX
Here B(X) gives the effect of the bias. The variance, σ2
X
, is typically underestimated, and hence
the σX . However, V ar(X(T )) is not useful for estimating how close we are to E(X). For that,
we will use MSE(X(T )) which gives a higher number. However, in the long run when bias is
negligible, the mean square error is close to the variance. The MSE(X(T )) is not available to the
simulator, but it is obtainable by the approach we will use later. Depending upon the formula used
for estimating the confidence interval, the run length of simulation may vary.
To illustrate the fact that the estimation of a probability by sample proportions or estimation
of expectation by sample average improves with the larger sample size, we plotted in Figure 3.1
the simulation results of an M/M/1 queue with λ = 2 and µ = 3. To create Figure 3.1, first
we calculated numerically the expected values for E[X(t)], P (X(t) > 0) and P (X(t) > 5) and
plotted the values from time t = 0 to time t = 8 at an interval of 0.25. Next we found by
simulation the sample average, proportion of time the server is busy and the proportion of time
more than 5 customers were present in the system for t = 0.25, 0.5, 0.75, . . . , 8 for sample of size
of 50 replications and we plotted the results. Finally we did the same calculations and plotted
the results for a sample of size of 500 replications. Clearly the sample proportions are closer to
their corresponding probabilities for larger sample size. In transient state or in equilibrium state,
the values obtained from sample(s) deviate unsystematically from the actual values. However, the
expectation and the probabilities in Figure 3.1 converge toward their equilibrium. Even if the
simulation runs are very long, it has to stop at some point of time. One needs to make sure that
one is running it long enough [1, 29, 45, 68] to obtain simulation estimators at the required precision
for obtaining statistically significant results.
3.3.3 Correlation
Autocorrelation measures lack of statistical independence. The estimation of correlation is difficult.
A reason for this is that the output process of virtually all simulations is non stationary (the
distribution of successive observations changes over time) and autocorrelated [49, 10, 11, 39]. Figure
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Figure 3.1: Actual and Theoretical Values of E[X(t)], P [X(t) > 0] and P [X(t) >
5] for an M/M/1 Queue
3.2 shows the correlation between the observations (at different time points) of a process for different
initial conditions. It shows that the observations of the process are correlated to each other and
the corrrelation decreases over time. Some conditions need to be established before performing
Figure 3.2: Effect of initial conditions on Correlation in M/M/1 Queue, ρ =
0.4,buffer = 5
the statistical analysis of the simulation output. We will be satisfied if the output is covariance
stationary during the sampling period, i.e., the variance of queue length is finite and the covariance
function of queue length is time-invariant.
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3.3.4 Batch Size
To remove the effect of the initial bias, no attempt is made to record the output of the simulation
during the transient period, which is treated as warm-up period. At the end of this warm-up period,
the observations are collected for analysis. Choosing a large batch interval size would effectively
lead to independent batches and hence, independent runs of the simulation. However, since the
number of batches would be few, one cannot invoke the central limit theorem to construct the
needed confidence interval. On the other hand, choosing a small batch interval size would effectively
lead to significant correlation between successive batches. Therefore, one cannot apply the results
for constructing an accurate confidence interval [2]. Unfortunately, there is no widely accepted
and relatively simple method for choosing an acceptable batch size m or equivalently choosing a
number of batches k. But there are some guidelines that can be picked from the research literature
[63, 7, 60].
3.4 Theoretical Behavior of the Convergence of Performance
Measures
In this section, we discuss our conjecture regarding the behavior of different performance measures
for various systems depending on our discussion in Sections 2.2, 2.3, 2.9, 2.12. The purpose is
primarily to indicate when to expect long simulation runs depending on the structural properties
of the systems. The simulation run, one would conjecture, must be longer when the expected
number of steps to reach the important states is large. The important states are the states with
high probability or high rewards. The length of the simulation also depends on the values of the
rates. If the rates are low, the system change is slow, and the simulation takes longer.
We consider two states i and j to be far apart from each other if either or both of the following
conditions are true.
1. The transition rates from one state to another state are small or many steps are needed to
move from state i to state j.
2. If ri and rj are the rewards for being in state i and j respectively, and |ri − rj | is large.
These conditions are also applicable when one of the states is E(X). Therefore, one expects a
higher bias when E(X) is far from an initial state than when E(X) is closer to the initial state. For
example, consider simulation of anM/M/1 queue starting in empty-and-idle condition. The reward
of being in state i is i i.e. r(i) = i. If we keep everything else the same and increase only the buffer
size, the E(X) of the system increases. As the E(X) moves away from initial condition, the bias is
increased. The number of steps to reach E(X) also increase. Consequently, the required length of
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Table 3.1: Comparative rates for M/M/1/N , M/M/2/N and M/M/4/N systems
with λ = 9 and ρ = 0.9
M/M/1/N M/M/2/N M/M/4/N
9 9 9
10 9 5 9 2.5 9
10 9 10 9 5 9
10
. . . 10
. . . 7.5
. . .
. . . 9
. . . 9
. . . 9
10 10 10
the simulation run increases. On the other hand, if it is difficult to move far away from the state
close to the expectation, then the variance and possibly the bias will decrease. For example, we
compare the transition rates of M/M/1/N , M/M/2/N and M/M/4/N systems for the parameters
λ = 9 and ρ = λcµ = 0.9 (see Table 3.1). If we represent the matrics for M/M/1/N , M/M/2/N
and M/M/4/N systems by M1, M2 and M4 respectively, then clearly we have rates for going to
lower states in M4 < M2 < M1 i.e. the rates for M/M/4/N system are lowest. Therefore, once
the expectation is reached, it becomes harder to move far away from the E(X). So, we expect the
bias to converge faster for the M/M/4/N system. As discussed in Section 2.11, the variance is
related to the bias. As a result, the variance might also converge faster for the M/M/4/N system.
Consequently, simulation run length for M/M/4/N system will be shorter.
Queueing networks can be made almost decomposable. Table 2.4 on page 37 shows an almost
decomposable queueing network system with N = 3. To do that, one has to select a center such
that the arrivals to the center and departure from the center are rare. We conjecture that the
bias will increase as the rates to and from the selected center decrease. We need to investigate the
nearly closed queueing network system for the behaviour of the bias and the variance. In this case,
the classes are formed by the number in the other centers. Similarly, open queueing networks are
almost decomposable if arrivals to and departures from the network are rare. However, we are not
examining open queueing networks in this thesis.
The inventory system selected represents an almost periodic system. In the discrete case, X(T )
is in steady state for T = N, 2N, 3N, . . . etc. and there will be no bias. Each cycle will be exactly
of length N . After N steps the system will be in steady-state and there will be no bias. In the
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discrete case, the matrix formulated for the inventory system described by Table 2.12 will be
A =

1
1
. . .
1
1

The matrix for the continuous case for inventory system described by Table 2.12 will be
A =

λ
λ
. . .
λ
λ

This system is an almost periodic system because the expected number of steps to reach the starting
state next time is close to integer N . Therefore, the bias will be small after N steps. We need to
investigate the behaviour of variance and bias.
In summary, we conjecture that the quality of results obtained by simulation is affected by
particular types of measures used. The convergence of our performance measures will take longer
when the transition rates are low, as it will take longer to reach important states. This can be
examined for different values of ρ for the selected systems. The convergence will also be slower
when the number of steps to reach the important states are large. This can be experimented
with different initial conditions, system capacities, number of queues and number of servers for the
selected systems.
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Chapter 4
Analytical and Numerical Methods
The versatility of simulation makes it very popular. However, despite substantial improvements in
computing power and simulation software, simulation is still a slow and expensive way to study
complex stochastic systems that perform continuously. When applicable, analytical methods can
serve a complementary role for studying stochastic systems to significant advantage. An analytical
method is favorably suited to the preliminary analysis of a system for studying causal relationships.
In absence of such a less expensive procedure or with a very complex problem, simulation routinely
provides the only practical approach to a problem. A preferred mathematical model will reasonably
abstract the essence of a problem, will reveal the essential structure of the problem and will supply
the necessary information for satisfactory results. In this chapter, we briefly describe the analytical
procedure used to obtain information regarding performance measures in a MES simulation. Section
4.1 describes the method used for numbering of states in a MES. In Section 4.2 we discuss some
of the methods for finding transient probabilities. Algorithms for finding transient solutions such
as expectation of a time average, bias of a time average and variance and MSE of a time average
are discussed in Section 4.3. In Section 4.4 we discuss the state reduction method which is useful
for obtaining equilibrium solutions such as expected rewards. Finally, in Section 4.5 we verify the
accuracy of our results, obtained for various models, using a MES.
4.1 State Numbering
The transient and steady-state solutions of many stochastic processes with a finite number of states
can be found by converting them into a CTMC. The foremost step in analytical study of a MES is to
find the number of states in a system. In one-state variable models, the expression N + 1 determines
the number of states in a system. However, for two-state variable models, such as M/Ek/1 and
a sequential system with two queues, the allowable state combinations of the variables X1 and
X2 up to the maximum attainable respective capacities N1 and N2 (see Table 4.1) determine the
number of states in the system. It can be further extended to three or more-state variable systems.
Here, the variables N1 and N2 represent the maximum number of customers allowed in queue 1
and queue 2, respectively. The states are numbered as shown in Table 4.1.
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Table 4.1: State Description in a Sequential Queueing System with Two Queues
X1 X2 State Number
0 0 0
0 1 1
0 2 2
...
...
...
0 N2 N2
1 0 N2+1
...
...
...
N1 N2 (N1+1)(N2+1)-1
After determining the maximum number of states in a MES, transition matrices for experimental
models are developed by using the transition rates. The systems that we are investigating require
only rates for building a transition matrix. These rates are associated with the events, such as
arrivals, departures, changes of phase, and so on. Several cases of systems are examined by altering
the buffer lengths, arrival rates and/or service rates. The rates are chosen in a manner to study
different alternatives of a MES like underutilized systems, balanced systems, overloaded systems.
The rates also influence the degree of decomposability of a system. Each rate aij represents the
rate of transition from state i to state j. As shown in (4.1), the transition rates describe a CTMC
by formulating a transition matrix Q = [aij ].
Q =

a11 a12 · · · a1N
a21 a22 · · · a2N
· · · · · · · · · · · ·
aN1 aN2 · · · aNN
 (4.1)
There is no rate of staying in a state. The convention is to use the diagonal entry in a row
to express the sum of all the off diagonal entries in that row multiplied by -1. For a CTMC, the
diagonal entry in each row is set to be the negative of sum of all other rates of its row (see (4.2))
representing the total rate of leaving current state.
aii = −
N∑
j=1j 6=i
aij (4.2)
The states of finite-state queueing system are defined by d non-negative variablesX1, X2, . . . , Xd.
The Xn may be queue lengths, phase types etc. Suppose each of the Xn’s can assume Nn possible
values. The number of states in this case are N1 × N2 × . . . × Nd and the matrix will contain
(N1×N2× . . .×Nd)2 elements. Even though for the purpose of this thesis we use all the entries of
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transition matrix for finding equilibrium solutions, in principle, the transition matrices are usually
sparse and one needs only non-zero elements for numerical methods. Since numerical methods
manipulate the transition matrix for finding the solution, the numerical methods are faster than
simulation [29] for small values of d. In such cases we prefer numerical methods to simulation
methods. However, the effort of numerical methods increase exponentially with d [29], and this
eventually makes numerical methods much slower than simulation. The following sections discuss
different analytical approaches for finding transient and equilibrium solutions.
4.2 Transient Solutions
Transient solutions are essential to our analysis in order to study transient behavior of systems that
converge slowly toward their steady state. Transient solutions describe the behavior of a system
before it approaches the steady state. The transient probabilities pii(t), and the probability of being
in state i at time t > 0 are essential for the transient solutions. The initial probabilities are given as
pij(0), for j = 1, 2, . . .. Once pij(t)’s are obtained, other measures of interest, like expected number
in the system, mean of time average, bias, variance of time average, run length etc. can be computed
easily. In literature, many methods are suggested to find transient solutions of Markov processes,
such as, Euler’s method, Runge-Kutta method and similar numerical integration methods [41]. One
of the widely used methods [51] is the method of Runge-Kutta for solving differential equations.
The probability of being in state j at time t > 0, i.e., pij(t), can be found by solving following
differential equations (4.3):
dpij(t)
dt
=
N∑
i=1
aij pii(t) (4.3)
For large values of N , the computation using the Runge-Kutta method becomes very expensive.
The randomization method [23, 27, 25], however, has been found to be numerically stable, and
hence, it is chosen for the computation of transient solutions in this thesis. The transient solution
technique that we applied allows us to examine the behaviour of the system from start until it has
reached equilibrium. In addition, it also allows us to experiment with different initial conditions.
4.2.1 The Randomization Method
The randomization method embeds a discrete Markov process in a Poisson process. Consider a
CTMC X(t) with N number of states, generator matrix Q and a finite state space Ω. The initial
probabilities are given by pi(0) = [pi1(0), pi2(0), · · · , piN (0)]. In matrix notation, the solution for
equations in (4.3) can be written as
pi(t) = pi(0) exp (Qt) (4.4)
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The pi(t) can be found by expanding the following power series.
pi(t) =
∞∑
i=0
pi(0)
(Qt)i
i!
=
m−1∑
i=0
pi(0)
(Qt)i
i!
+Rm (4.5)
where Rm is a row vector containing the truncation error of using first m terms of the power
series to estimate pi(t). Since Q contains negative diagonal elements, the round-off errors in the
computation of pi(t) are high, especially for high values of t. Therefore, instead of using (4.5), a
preferred method for the calculation of pi(t) will require a series expansion of a matrix P = [pij ]
which contains no negative elements. We define a Poisson process with a rate F ≥ |diag{Q}| and
a uniformized Markov chain having state transition matrix given as
P =
Q
F
+ I (4.6)
The matrix P generated this way will have non-negative diagonal elements. The off-diagonal
elements remain non-negative. The row sums of P are 1 and hence, P is stochastic by choice of F .
From (4.4), we get
pi(t) = pi(0) exp (Qt)
= pi(0) exp
[(
Q
F
+ I
)
Ft− IFt
]
= pi(0) exp(PFt) exp(−Ft)
=
∞∑
i=0
pi(0) Pi
[
(Ft)i
exp(−Ft)
i!
]
=
m−1∑
i=0
pi(0) Pi
[
exp(−Ft) (Ft)
i
i!
]
+Rm (4.7)
The Poisson density p(i;Ft) can be represented as
p(i;Ft) = exp(−Ft) (Ft)
i
i!
.
Consequently, Equation (4.7) can be simplified as
pi(t) =
m−1∑
i=0
pi(0)Pi p(i;Ft) +Rm (4.8)
In (4.8), for large value of i, the computation of P i is resource intensive. This is because of the
number of operations involved. In particular, each iteration will require complexity O(N3). This
is facilitated by introducing a recursive computing method as
Π(0) = pi(0)
Π(i) = pi(i−1) P (4.9)
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this results in Π(i) = pi(0) P (i−1). Therefore, (4.8) is further simplified to
pi(t) =
m−1∑
i=0
Π(i) p(i;Ft) +Rm (4.10)
where pi(t) = [pii(t)]i=1,2,... and Πi = [Π
(i)
j ]j=1,2,....
Grassmann [25] described howRm can be estimated with reasonable accuracy by the cumulative
Poisson distribution. To reiterate, the randomization method is numerically robust because the
computations deal only with positive elements. In addition, the structure of the matrix P is
preserved by recursively computing Π(i), which is important because P is sparse. This also holds
when dealing with large systems. The method of randomization was demonstrated superior to the
Runge-Kutta method in most cases. We applied the algorithm given in [21] for finding the transient
solutions for an M/M/1 queue. The means and variances of time averages in transient Markovian
systems of significant size are computed using an efficient algorithm given in [27] which uses the
method of randomization. For the exact computer algorithm formulation, we refer the reader to
[45].
4.3 Algorithm for Computing Performance Measures
The measures of interest such as the mean E[X(T )], the variance V ar[X(T )], the bias Bias[X(T )]
and the Mean Square ErrorMSE[X(T )] can be easily computed after obtaining the transient prob-
ability pi(t) and steady-state probability, from (4.10). Grassmann [27] adopted the randomization
method for finding transient solutions in a CTMC. Earlier, similarity transforms [37, 56] were used
extensively for finding the mean and variance. With this method, the calculation of eigenvalues for
large systems seems infeasible. However, it worked well with small systems. In contrast, Grass-
mann’s method [27] is suitable for both small and large systems, and is a fast-converging method
to compute the mean and the variance of time averages in Markovian systems. In view of these
facts, Grassmann’s method [27] will be used in this thesis. Moreover, the scope of this method is
extended to compute the measures for all the models examined. The following sections discuss the
essential algorithms for computing the measures of interest.
4.3.1 The Expectation of a Time Average
In Section 2.8, we have seen how the probabilities reflect the potential behaviour of a continuous
time process X(t) as they converge toward their respective equilibrium. If pii(t) denote the transient
probabilities at time t, then the expectation at time t is typically given by
E[X(t)] =
N∑
i=1
pii(t) fx(i) (4.11)
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Applying randomization from (4.10), we get
E[X(t)] =
m−1∑
n=0
∑
i
Π(n)i p(n;Ft) fx(i) +Rm (4.12)
Consider a DTMC having a probability distribution Π(n)i after n steps. If Xn denotes the number
in the system after n steps, then the expectation is given as
E(Xn) =
∑
i
Π(n)i fx(i) (4.13)
From (4.12) and (4.13), we get
E[X(t)] =
m−1∑
n=0
p(n;Ft) E(Xn) +Rm (4.14)
Considering E(Xn) to be bounded for 0 ≤ n ≤ m, one can apply Fubini’s theorem and find from
(2.9) and (4.14)
E[X(T )] =
m−1∑
n=0
1
T
∫ T
0
p(n;Ft)dt E(Xn) +Rm (4.15)
If q(n;FT ) denotes the time average of the Poisson random variable from 0 to T then (see e.g. [35])
q(n;FT ) =
1
T
∫ T
0
p(n;Ft)dt
=
1
FT
∞∑
j=n+1
p(j;FT )dt (4.16)
Therefore, the expectation of a time average can be computed from (4.15) as
E[X(T )] =
m−1∑
n=0
q(n;FT ) E(Xn) +Rm (4.17)
4.3.2 The Bias of a Time Average
In this section, we describe a method to determine the bias of a time average. By definition (see
Section 2.7.1), in absolute terms, the bias of a time average can be easily computed as
B[X(T )] = E(X)− E[X(T )].
In terms of state probabilities, from (2.27) and (4.11), this can be expressed as
B[X(T )] =
∑
i
pii fx(i)−
∑
i
pii(t) fx(i)
=
∑
i
fx(i)(pii − pii(t)), (4.18)
where pii − pii(t) measures the deviation between the equilibrium probability and the transient
probability.
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4.3.3 The Variance and MSE of a Time Average
In this section, we describe a method to determine the variance of a time average. By definition
(see Section 2.7.2) the variance of a time average can be computed as
V ar[X(T )] = E[X(T )2]− E2[X(T )]. (4.19)
Since E[X(T )] can be obtained from (4.17), we need to determine E[X(T )2] and with it V ar[X(T )].
From (2.8) we have X(T ) = 1T
∫ T
0
X(t) dt. It follows that
X(T )2 =
[
1
T
∫ T
0
X(t) dt
]2
=
1
T 2
∫ T
0
X(s)ds
∫ T
0
X(t)dt
=
1
T 2
∫ T
0
∫ T
0
X(s)X(t)dsdt
=
2
T 2
∫ ∫
X(s)X(t)dsdt
0<s<t<T
According to Grassmann [27], using Fubini’s theorem one obtains
E[X(T )2] =
2
T 2
∫ ∫
E[X(s)X(t)]dsdt. (4.20)
0<s<t<T
Here, the probability distribution of X(s) and X(t) is by definition pii(s) and pij(t−s). The random
variable X(s) represents the state of the system for continuous time process at time s, while X(t)
represents the state of the system in the discrete- time process in time t − s. The randomization
method can be applied to determine the values of pii(s) and pij(t−s), and consequently E[X(s)X(t)].
Therefore,
E[X(s)X(t)] =
∑
i
fx(i)pii(s)
∑
j
fx(j)pij(t− s)
=
∑
i
∑
j
∑
m
∑
n
fx(i)fx(j)Π
(m)
i Π
(n−m)
i
×p(m;Fs)p(n−m;F (t− s)). (4.21)
Note that, for two random variables Xm and Xn representing the number in the system after m
and n jumps respectively, the expectation of (XmXn) is given as
E(XmXn) =
∑
i
∑
j
fx(i)fx(j)Π
(m)
i Π
(n−m)
i . (4.22)
Substituting (4.22) into (4.21), we get
E[X(s)X(t)] =
∑
0≤m
∑
≤n
E[XmXn]p(m;Fs)p(n−m;F (t− s)). (4.23)
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and (4.20) becomes
E[X(T )2] =
2
T 2
∑
0≤m
∑
≤n
E[XmXn]
×
∫ ∫
p(m;Fs)p(n−m;F (t− s))dsdt
0<s<t<T
=
∑
0≤m
∑
≤n
E[XmXn] In. (4.24)
According to Grassmann [27], by applying Beta and Gamma functions In is determined as
In =
2
T 2
∫ T
0
p(m;Fs)
∫ T−s
0
p(n−m;Ft)dtds
=
2
FT
q(n+ 1;FT ). (4.25)
If we define
Sn =
n∑
m=0
E(XmXn), (4.26)
then from (4.25) and (4.26) we get
E[X(T )2] =
2
FT
m∑
n=0
q(n+ 1;FT )Sn + rm, (4.27)
where rm is the truncation error. The joint distribution of Xm and Xn can, in principle, be
used to calculate E(XmXn). One could, for instance, form the matrix P , and find Pn−l, l, n =
0, 1, . . . ,m − 1. Unfortunately, for a matrix of dimension N × N , the determination of (m − 1)th
power requires O((m − 1)N3) operations, which is computationally impractical. For example, a
large system with N = 1000 and m = 1001 will require a trillion operations. The computation of
E(XmXn) is avoided by calculating Sn directly by first defining
Dnm =
n∑
i=1
N∑
r=1
fx(r)P (Xn = m,Xi = r) n > 0
D0m = fx(m)pim(0).
The Dnm, n > 0 can be calculated recursively as
Dnm =
N∑
s=1
Dn−1s Psm + fx(m)pi
n
m n > 0.
(4.28)
Now, Sn can be expressed in terms of Dnm as follows
Sn =
N∑
m=1
fx(m)Dnm. (4.29)
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E[X(T )2] can be easily calculated by substituting the resulting value of (4.29) into (4.27). This is
then substituted into (2.13) to obtain V ar[X(T )].
TheMSE[X(T )] can now be obtained effortlessly by substituting the results of (2.13) and (2.12)
into (2.14), i.e.
MSE(X(T )) = V ar(X(T )) +B2(X(T ))
4.4 Equilibrium Solutions
In our modeling and analysis of stochastic processes, we assume the systems are ergodic. Ergodicity
in stochastic system implies that the time average converges toward the expected number in the
system over a long run, that is as T →∞, X(T )→ E[X] and the mean of time average E[X(T )]→
E[X], where E[X(T )] = 1T
∫ T
0
E[X(t)] dt. When the system is ergodic, the distribution X(T )
converges towards a normal distribution as T →∞, i.e., the system approaches equilibrium. Also,
as T →∞, the transition probability pi(t) converges to an equilibrium probability pi. The calculation
of equilibrium solutions for complex systems rely on more verstaile numerical methods. However,
for simple queueing systems the equilibrium probability can be computed directly using readily
available closed form solutions e.g. state reduction method, Gauss-Seidel method, Gauss-Jordan
method etc. Each of the methods meets some measure of the computational complexity. However,
the state reduction method, proposed by Grassmann [28, 24, 31], is found to be most efficient and
numerically stable, as it eliminates the need of subtraction operations and minimizes the round-off
errors. This makes it the method of choice for computation of equilibrium probabilities.
4.4.1 The State Reduction Method
The state reduction method efficiently computes the equilibrium probabilities of certain Markov
chains. At equilibrium pi
′
j(t) = 0, because the rate of change for all pij(t) with respect to t are zero.
Therefore, from (4.3) at equilibrium, we get
0 =
N∑
i=1
pii aij (4.30)
where
N∑
i=1
pii = 1 (4.31)
where pii = limt→∞ pii(t). In the matrix Q with N states, the state reduction method computes
as follows. First, the state reduction method reduces the number of states one at a time until it
reaches one state.
an−1ij = a
n
ij + a
n
in
annj∑n−1
j=1 a
n
nj
for i, j = 1, 2, . . . , n− 1 and n = N − 1, N − 2, . . . , 2 (4.32)
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The following N − 1 equations for pin are obtained.
pin =
n−1∑
i=1
pii
anin∑n−1
j=1 a
n
nj
(4.33)
After obtaining a matrix with one state only, one substitutes backwards to find all pin’s in terms
of pi1 from (4.33). The pi1 is then easily obtained subject to (4.31). The actual values of pin
are subsequently obtained. The state reduction method only deals with addition operations, thus
making it numerically stable and less susceptible to rounding errors.
4.5 Accuracy of Results
The results in this section are generated using VBA in Excel from a system operating under the
Windows XP operating system. The values are manipulated as IEEE 64-bit (8-byte) floating-point
numbers ranging in value from -1.79769313486231E308 to -4.94065645841247E-324 for negative
values and from 4.94065645841247E-324 to 1.79769313486232E308 for positive values. The type
declaration for these values is Double in VBA. It is important to generate the results that are as
accurate as possible. For example, a 1% error in forecasted attendance of an event is reasonably
acceptable. The accuracy of the results of our analysis was verified by means of comparing the
variance of accumulated total reward with the variance of time average. Another approach is to
compare the expectations in the algorithm before and after reallocating the rewards.
4.5.1 The Variance of Accumulated Total Reward
Consider a system simulated from time 0 to T , where X(t) represents the state of the system at
time 0 ≤ t ≤ T . Furthermore, I(X(t) = i) is 1 if the system at time t is in state i, and zero
otherwise. If reward in state i is r(i) per time unit, then the actual rate at which rewards r(t) are
accumulated
r(t) =
∑
i
I(X(t) = i)r(i),
such that, r(t) = r(i). According to Grassmann [29], the reward that accumulated during the time
0 to T , i.e.
Υ =
∫ T
0
r(t)dt,
is the accumulated total reward Υ in (0, T ). As defined in Section 2.5.1, ti is the total time during
the period [0, T ] for which the system contains exactly i customers. Therefore, the proportion of
time that exactly i customers were in the system is given as tiT . The accumulated total reward
during simulation from time 0 to time T is
Υ =
N∑
i=0
riti.
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If T →∞, one has
V ar(Υ) = 2T
∫ ∞
0
Cov(t)dt, (4.34)
here,
Cov(t) = Cov(r(0), r(t)) =
N∑
i=0
N∑
j=0
piipij(t)(r(0)− µk)(r(t)− µk),
and pij(t) is the probability of making a transition from state i to state j during a time of length
t. Recall from Section 2.5.1, tiT → pii as T → ∞. Therefore, we have µk = limT→∞
∑N
i=0 ri
ti
T =∑N
i=0 ripii =
Υ
T = E(X). Grassmann [29] provided a relatively simple way to evaluate V ar(Υ) from
a set of equilibrium equations (4.35 - 4.37) as follows:
0 = pij(rj −Υ) +
∑
i
v∗(i)aij for all j, (4.35)
c =
∑
i
v∗(i), (4.36)
v(i) = v∗(i)− cpii for all i, (4.37)
Such that,
∑
i
v(i) = 0.
After computing the v(i) values as a by-product of state reduction method, one has∫ ∞
0
Cov(t)dt =
N∑
i=0
riv(i) + i, (4.38)
where i is the truncation error. Therefore, (4.34) becomes
V ar(Υ) = 2T
N∑
i=0
riv(i) + i,1, (4.39)
to be rewritten as
V ar(Υ)
T
= 2
N∑
i=0
riv(i) + i,2. (4.40)
In transient analysis, after the equilibrium is reached, the variance of the time average is expected
to tend towards the variance of accumulated total reward over the simulation period [0, T ], i.e.,
V ar[X(T )]→ V ar(Υ)
T
, (4.41)
alternatively (as shown in Figure 2.2),
T × V ar[X(T )]→ V ar(Υ). (4.42)
Table 4.2 illustrates a test of (4.42) in various models. The table shows closer values for V ar[X(T )]
and V ar(Υ)/T .
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Table 4.2: Evaluation of V ar[X(T )] against V ar(Υ)/T in Various models.
Case Model Parameters T V ar[X(T )] V ar(Υ)/T
1 M/M/1 λ = 9, µ = 10, N = 15 1024 0.07132273 0.07163776
2 M/M/2 λ = 9, µ = 5, N = 15 1024 0.064047917 0.064315786
3 M/M/4 λ = 9, µ = 2.5, N = 15 1024 0.048080084 0.048254325
4 Periodic λ = 1, N = 5 512 0.003910821 0.00390625
4.5.2 Reallocation of Rewards and Expectations
In the second step, to ascertain the accuracy of the results of our analysis, we reallocate our reward
function such that
ri = fx(i)− µk = fx(i)− E(X).
Here, E(X) is derived using (2.27), as discussed in Section 2.10. The expectations, i.e., E
(
X(T )
)
and E
(
X(T )2
)
, in our algorithm is recomputed as E
(
X(T )− µk
)
and E
(
X(T )− µk
)2
respectively.
Therefore, the new mean of a time average is
E
(
X(T )− µk
)
= E
(
X(T )
)− E (µk)
= E
(
X(T )
)− E(X)
= B
(
X(T )
)
, (4.43)
and for E
(
X(T )− µk
)2
, we have
E
(
X(T )− µk
)2
= E
(
X(T )− E(X))2
substituting (2.14), one has
E
(
X(T )− µk
)2
= MSE
(
X(T )
)
. (4.44)
Therefore, the reallocation of rewards, (4.43) and (4.44), are expected to hold. This is also tested for
various experimental models. The results are shown in Table 4.3. One would observe the closeness
in corrosponding figures, thought slight difference appear due to round-off errors. The observations
in Tables 4.2 and 4.3 confirm the accuracy of our results by showing that (4.42), (4.43) and (4.44)
hold true in this study.
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Table 4.3: Reallocation of rewards and expectations.
Model Parameters T B[X(T )] MSE[X(T )] E[X(T )− µ] E[X(T )− µ]2
1 M/M/1 λ = 9, µ = 10, N = 15 256 0.035904561 0.281509765 0.035904561 0.282799878
512 0.01795228 0.142014927 0.017952281 0.14233771
1024 0.00897614 0.071322476 0.00897614 0.071403301
2 M/M/2 λ = 9, µ = 5, N = 15 256 0.034724464 0.252976297 0.034724465 0.254183196
512 0.017362232 0.127559552 0.017362232 0.127861567
1024 0.008681116 0.064047628 0.008681116 0.064123278
3 M/M/4 λ = 9, µ = 2.5, N = 15 256 0.033045097 0.190228076 0.033045098 0.191321545
512 0.016522549 0.095810941 0.016522549 0.096084698
1024 0.008261274 0.048079697 0.008261274 0.048148333
4 Periodic λ = 1, N = 10 256 0.014640388 0.032499111 0.014648485 0.032731183
512 0.007332258 0.016176148 0.007324201 0.016239426
1024 0.003660378 0.008069656 0.003662102 0.008088173
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Chapter 5
Experimental Studies and Evaluation
In this chapter, we present the results obtained from a set of experimental studies that explore
the effect of different conditions on the performance measures (i.e. V ar[X(T )], the Bias[X(T )] and
MSE[X(T )]) of a system. First, to recognize the convergence pattern exhibited by the performance
measures, we will examine in Section 5.1 the convergence behavior of E(X(t)) and E[X(t)] for
different initial conditions in a M/M/1/N queue and in a periodic system. Further, our analysis
consists of five different investigations, i.e., single server systems, multi-server systems, sequential
systems, almost periodic systems and almost decomposable systems. The experimental results
obtained by using the analytical method are important for understanding the variation in simulation
run length from simultion to simulation.
The single-server systems described in Section 5.2 are M/M/1 and M/Ek/1. In this section,
we reviewed the behavior of a M/M/1 queue to investigate the optimal starting condition for a
single server system. This will be compared to Madansky’s findings in [46], and used to verify
Madansky’s claim that empty-and-idle state is the optimal initial condition for an M/M/1 system.
In this section, we also present the results concerning the effect of the variability of the service-time
distribution on the performance measures of a system. The effect of other factors such as traffic
intensity and number of phases for single server systems is also presented in this section. This will
enable us to observe the effect of different factors on the performance measures for single-server
systems. In Section 5.3, we explore M/M/c queues for optimal initial conditions. The effect of
other factors such traffic intensity, system capacity and number of servers for M/M/c queues is
also examined in this section. This will enable us to observe the effect of different factors on
the performance measures for multi-server systems. In Section 5.4, we first explore sequential
queueing systems or queues in tandem for an optimal initial condition. In addition, the first queue
is examined seperately for optimal initial condition and to observe its behaviour in comparison to
an M/M/1 queue. We also examine the effect of other factors such as traffic intensity, system
capacity and number of queues for sequential queueing systems. This will enable us to observe the
effect of different factors on the performance measures for sequential queueing systems. In Section
5.5, we investigated an inventory model to observe the effect of periodicity on the performance
measures for almost periodic system. The queueing network system described in Section 5.6 will
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enable us to observe the effect of degree of decomposability on the performance measures for almost
decomposable systems.
5.1 Convergence Pattern of Performance Measures
In this section, we examine different convergence behaviours of the performance measures with the
help of an M/M/1/N system and an inventory system. The convergence behaviour of E[X(t)] and
Table 5.1: Parameters for Convergence Behaviour of Performance Measure of an
M/M/1/N System.
N #States λ µ ρ = λµ Calculated E(X) Competing Initial Conditions
14 15 9 10 0.9 5.1109 ≈ 5 {0 = empty/mode, 4 = median,
5 = close to mean, 14 = Full System}
E[X(t)] for an M/M/1/N queue is shown in Figure 5.1 (a) and (b) respectively. The parameters
for the M/M/1/N system are given in Table 5.1. It shows that E[X(t)] converges at a faster rate
than E[X(t)]. Same parameters are used to examine the convergence behaviour of V ar[X(t)] and
V ar[X(t)] for an M/M/1/N queue, as shown in Figure 5.2 (a) and (b), respectively. In view of
the convergence behaviour shown by V ar[X(t)] and V ar[X(t)] curves in Figure 5.2 (a) and (b), we
use time averaging because the V ar[X(t)] decreases over time to give more precise results. Three
possible behavioral patterns observed from Figure 5.1 (a) and (b) over time are as follows:
Figure 5.1: Convergence of E[X(t)] and E[X(t)] of a M/M/1/N Queue, ρ =
0.9, N = 14
1. Monotonically decreasing convergence.
It is generally observed that if X(0) > E(X), E[X(t)] and E[X(t)] are a concave function of
T and approach E(X) monotonically from above, e.g. I = 14. Since I > E(X) the tendency
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Figure 5.2: Convergence of V ar[X(t)] and V ar[X(t)] of a M/M/1/N Queue,
ρ = 0.9, N = 14
for the system is to be dominated by difference between the departure and arrival rates µ−λ
for some initial period of time. Thus, E[X(t)] and E[X(t)] will decrease until they approach
E(X).
2. Monotonically increasing convergence.
If X(0) < E(X), E[X(t)] and E[X(t)] are a convex function of T approaching E(X) mono-
tonically from below, e.g., I = 0. Since the E(X) of the system has not been reached, the
tendency of the system is to be dominated by fewer departures from the system, due to the
fact that it is often empty. However, E(X(T )) and E(X(T )) will approach E(X).
3. Non-monotonic convergence.
If X(0) is close to E(X), the convergence behaviour of E(X(t)) and E(X(t)) is initially
influenced by the fact that the system is close to the E(X) at T = 0. Since X(0) ≈ E(X) > 0,
the probability for a downward transition (a departure) is more likely than the probability
of an upward state transition (i.e. an arrival in the system). Thus, for an initial time period
E[X(t)] and E[X(t)] decreases for X(0) just below E(X) and then increases monotonically
toward E(X) as in the case of {I = 4, I = 5} in Figure 5.1.
Alternatively, if X(0) > E(X) > 0 and ρ > 1, the convergence behaviour of E(X(t)) and
E(X(t)) is initially influenced by the facts that the system starts in X(0) > E(X) at T = 0
and the difference between the arrival and departure rates λ − µ for some initial period of
time. Since X(0) > E(X) > 0 and ρ > 1, the probability for an upward transition (an arrival)
is more likely than the probability of a downward state transition (i.e. a departure from the
system). Thus, for an initial time period E[X(t)] and E[X(t)] increases for X(0) > E(X)
and then decreases monotonically toward E(X).
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Table 5.2: Parameters for Convergence Behaviour of Performance Measure of an
Almost Periodic System.
λ N or Periodicity #States Calculated E(X) Initial Condition
1 15 15 8.0 I = 1
1 20 20 10.5 I = 1
1 25 25 13.0 I = 1
The selected inventory system represents an almost periodic system. The parameters for examining
the convergence behaviour of E[X(t)] and E[X(t)] for the inventory system are given in Table 5.2.
Figure 5.3 (a) shows the periodic convergence behaviour of E[X(t)], as influenced by increasing
periodicities. Figure 5.3 (b) shows that the curve for E[X(t)] is more stable than the curve for
E[X(t)].
Figure 5.3: Convergence of E[X(t)] and E[X(t)] for an Almost Periodic System
with λ = 1.
5.2 Single Server Systems
5.2.1 Optimal Initial Conditions for Single Server Systems
Table 5.3: Parameters for Optimal Initial Condition of an M/M/1/N System
N #States λ µ ρ = λµ Calculated E(X) Competing Initial Conditions
14 15 9 10 0.9 5.1109 ≈ 5 {0 = empty/mode, 4 = median,
5 = close to mean, 14 = Full system}
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We examined a single server system with the parameters given in Table 5.3. It is important to note
that the mode = 0, median = 4 and steady state mean number in the system E(X) = 5.1109 ≈ 5
remain unchanged for all the experiments in this case. Figure 5.4 (a),(c),(e) show the V ar(X(t)),
Bias(X(t)) andMSE(X(t)) respectively as a function of X(0) = i (i.e. the effect of starting initial
condition) where i may be mean, median or mode of the steady state. Figure 5.4 (b),(d),(f) show
the effect of initial conditions from a different perspective. The X axis in Figure 5.4 (b),(d),(f)
represents X(0) = i and Y axis gives the V ar(X(t)), Bias(X(t)) and MSE(X(t)) respectively. In
Figure 5.4 (c) the system was observed to exhibit the minimum bias when started with the initial
condition closest to the steady-state mean, i.e., X(0) = E(X) ≈ 5 and Figure 5.4 (d) shows that
for all times the system was observed to exhibit the minimum bias closest to the steady-state mean
i.e. X(0) = E(X) ≈ 5. The bias increases as X(0) moves away from E(X). The plotted value
of V ar(X(t)) shown in Figure 5.4 (a) is minimized for the system starting empty-and-idle, i.e.,
X(0) = 0, which is the mode or most frequently visited state. In this case, the variance increases
as X(0) moves away from the mode X(0) = 0. To resolve the conflicting performance behavior of
the bias and the variance, we make use of minimum MSE criterion which takes into account the
effects of both measures with required tradeoff and consequently minimizes the initial bias problem.
The MSE is smallest for X(0) = 0 (i.e. mode) after time T = 8. The values of MSE(X(T )) after
T = 8 from Figure 5.4 (e) look tied for initial conditions I = 0, I = 4 and I = 5. We present the
computed values of MSE(X(T )) for T = 16, 32, 64, 128 in Table 5.4, based on which we concluded
that X(0) = 0 is the optimal initial condition. Similarly, we made conclusions for other experiments
based on the values obtained from our numerical method. However, the numerical values for other
experiments are not presented. Thus, we infer using MSE criterion in M/M/1 system that the
Table 5.4: Values of MSE[X(T )] for T = 16, 32, 64, 128
16 32 64 128
I=0 3.628203954 2.052343097 1.086187143 0.558097652
I=4 3.633329133 2.053973442 1.086594884 0.558199588
I=5 3.685762674 2.067268042 1.089918613 0.55903052
I=14 5.251155321 2.460736361 1.188286529 0.583622499
MSE is optimized by starting system in empty-and-idle condition, which is the mode. It can be
observed from Figure 5.4 (a),(c),(e) that the behavior of MSE curve is initially dominated by the
bias of the system and in the long run when bias is negligible the variance dominates the MSE
curve. The higher bias in empty starting condition is traded-off for a more desirable lower variance
resulting in lower MSE. The earlier findings of Madansky [46] on M/M/1 systems is confirmed in
Figure 5.4 that MSE is lowest if one starts with X(0) = 0. In addition, the results given by Oni
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Figure 5.4: Effect of Initial conditions on V ar[X(T )], Bias[X(T )], and
MSE[X(T )] of an M/M/1 queue, ρ = 0.9
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[52] using MSE criteria, confirm that the optimal initial condition for single servers systems having
different service-time distribution (Erlang-k, hyper-exponential) is X(0) = 0.
5.2.2 Effect of Traffic Intensities on Single Server Systems
Table 5.5: Parameters for Effect of Traffic Intensities on Single Server Systems,
X(0) = 0.
M/M/1/N System M/Ek/1/N System
N #States λ µ ρ = λµ E(X) k N #States λ µ ρ =
λ
µ E(X)
14 15 1 10 0.1 0.1111 2 13 29 1 10 0.1 0.10833
14 15 3 10 0.3 0.4286 2 13 29 3 10 0.3 0.3964
14 15 5 10 0.5 0.9995 2 13 29 5 10 0.5 0.87496
14 15 7 10 0.7 2.2618 2 13 29 7 10 0.7 1.9077
To show the effect of increasing traffic intensities on our measures of performance in an M/M/1
system, we plotted Figure 5.5 (a),(c),(e) for the parameters given in Table 5.5. The initial condition
is maintained at X(0) = 0 for the experiments. ρ can be greater than 1 for finite buffer but ρ < 1
for infinite buffer. It is important to note here that for this model E(X) increases with the increase
in ρ whereas the mode (0) remains same. The figure shows that V ar[X(T )] increases with ρ and
with the difference between the mode and E(X) because for high values of ρ it is difficult to reach
the high probability state (i.e. mode). The Bias[X(T )] increases with the difference between E(X)
and X(0) because it takes longer to reach E(X). Consequently, MSE[X(T )] takes more time to
converge for higher values of ρ. The Figure 5.5 (b),(d),(f) also show the same thing from a different
perspective. It shows that, as a result of the difference between the initial condition and E(X),
the Bias[X(T )] is highest at a time close to 0 for all the given traffic intensities and decreases
monotonically with time. The V ar[X(T )] is, however, lowest for times closer to 0 for all given
traffic intensities and decreases non-monotonically. As t→∞, V ar[X(T )]→ 0. Consequently the
MSE[X(T )], which is dominated by the bias, initially is higher closer to time 0, and decreases
monotonically in the long run as a result of the influence of variance. The convergence of the
performace measures is slower for higher values of ρ thus indicating that the required length of the
simulation run increases with ρ. Figure 5.6 shows three different graphs representing the behaviour
of the V ar[X(T )], the Bias[X(T )] and the MSE[X(T )] for increasing values of ρ for an M/Ek/1
system. The parameters for the M/Ek/1 system are given in Table 5.5. The effect of increasing ρ
is found similar to an M/M/1 system, but the convergence is faster.
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Figure 5.5: Effect of ρ on V ar[X(T )], Bias[X(T )] andMSE[X(T )] of anM/M/1
queue
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Figure 5.6: Effect of ρ on V ar[X(T )], Bias[X(T )] andMSE[X(T )] of anM/Ek/1
queue
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Figure 5.7: Effect of Buffer Size on V ar[X(T )], Bias[X(T )] and MSE[X(T )] of
Single Server Systems
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Table 5.6: Parameters for Effect of Buffer Size on Single Server Systems, X(0) = 0.
M/M/1/N System M/Ek/1/N System
N #States λ µ ρ = λµ E(X) k N #States λ µ ρ =
λ
µ E(X)
3 4 9 10 0.9 1.3687 2 3 9 9 10 0.9 1.7807
4 5 9 10 0.9 1.7903 2 4 11 9 10 0.9 2.1722
5 6 9 10 0.9 2.1948 2 5 13 9 10 0.9 2.5406
6 7 9 10 0.9 2.5824 2 6 15 9 10 0.9 2.8867
7 8 9 10 0.9 2.9534 2 7 17 9 10 0.9 3.2112
5.2.3 Effect of Buffer Size on Single Server Systems
To show the effect of increasing buffer size on our measures of performance in single server systems,
the parameters given in Table 5.6 were used. Figure 5.7 (a),(c),(e) shows the effect of increasing
buffer size on anM/M/1 system, whereas Figure 5.7 (b),(d),(f) shows the effect of increasing buffer
size on an M/Ek/1 system. The initial condition is maintained at X(0) = 0 for the experiments. It
is important to note here that for this model E(X) increases with the increase in buffer size whereas
the mode (i.e. 0) remains same. The figure shows that V ar[X(T )] increases with buffer size and
with the difference between the mode and E(X). The Bias[X(T )] increases with the difference
between E(X) and X(0) because it takes longer to reach E(X). Consequently the MSE[X(T )],
which is dominated by the bias, initially is higher closer to time 0, and decreases monotonically in
the long run as a result of the influence of variance. The convergence of the performace measures
is slower for increasing buffer size, thus indicating that the required length of the simulation run
increases with buffer size. This time the M/M/1 system is observed to be converging faster as
compared to the M/Ek/1 system.
5.2.4 Effect of Number of Phases on Single Server Systems
Table 5.7: Parameters for Effect of k on an M/Ek/1/N System
k N #States λ µ ρ = λµ Calculated E(X) Initial Condition
1 13 15 9 10 0.9 5.1109 I = 0
2 13 15 9 10 0.9 4.7519 I = 0
3 13 15 9 10 0.9 4.5815 I = 0
4 13 15 9 10 0.9 4.4826 I = 0
5 13 15 9 10 0.9 4.4181 I = 0
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Figure 5.8: Effect of k on V ar[X(T )], Bias[X(T )] andMSE[X(T )] of anM/Ek/1
queue
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The effect of increasing number of phases for M/Ek/1 system, for parameters given in Table
5.7, is depicted in Figure 5.8. It is important to note here that for this model E(X) decreases for
increasing values of k whereas the mode (=0) remains same. The difference between the mode and
E(X) decreases for increasing values of k and hence the V ar[X(T )] as shown in Figure 5.8 (a).
The E(X) of the system decreases for increasing values of k and hence the Bias[X(T )] (see Figure
5.8 (b)). Accordingly, the MSE[X(T )] converges faster for increasing values of k.
5.3 Multi-Server Systems
The aim of this section is to explore the optimal initial condition and the convergence pattern
exhibited by the performance measures, MSE[X(T )], V ar[X(T )] and Bias[X(T )] in M/M/c sys-
tems.
5.3.1 Optimal Initial Conditions for M/M/c Queues
Table 5.8: Parameters for Optimal Initial Condition of an M/M/c/N System
c N #States λ µ = 10c ρ =
λ
cµ Calculated E(X) Competing Initial Conditions
2 14 15 9 5 0.9 5.4543 ≈ 5 {0 = Empty, 1 =Mode,
5 =Median/Close to Mean,
6 = just above mean,
14 = Full system}
4 14 15 9 2.5 0.9 6.3189 ≈ 6 {0 = Empty, 3 =Mode,
6 =Median/Close to Mean,
7 = Just above mean,
14 = Full System}
In this section, we try to make the results comparable with the results of M/M/1 system given in
Section 5.2. Therefore, for all the M/M/c/N systems considered we have kept the traffic intensity
ρ = 0.9 by keeping µ = 10/c and λ = 9, where c denotes the number of servers. The paramaters for
exploring the optimal initial condition forM/M/c/N systems are given in Table 5.8 and the results
are plotted in Figure 5.9. The set of competing initial conditions in this case are {0 = Empty, 1 =
Mode, 5 = Median or Close to Mean, 6 = Just above mean, 14 = Full System} for Figure 5.9
(a),(c),(e); and {0 = Empty, 3 =Mode, 6 =Median or Close to Mean, 7 = Just above mean, 14 =
Full System} for Figure 5.9 (b),(d),(f). The Figure 5.9 (a),(c),(e) shows the effect of starting
conditions on M/M/2 system with steady state mean E[X] = 5.4543 ≈ 5, median (I = 5), mode
84
Figure 5.9: Effect of Initial conditions on MSE[X(T )], V ar[X(T )] and
Bias[X(T )] of M/M/2, M/M/4 queues, ρ = 0.9
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(I = 1) and full system capacity (I = 14), whereas the Figure 5.9 (b),(d),(f) shows the effect of
starting conditions on M/M/4 system with steady state mean E[X] = 6.3189 ≈ 6, median (I = 6),
mode (I = 3) and full system capacity (I = 14). While initial conditions of I = 0 exhibited the
smallest variance in Figure 5.9 (a) and (b), a starting condition closest to the mean in Figures
5.9 (c) and (d) showed the smallest bias. The initial condition I = 14 in Figures 5.9 (c) and (d)
respectively showed the highest bias because it is farthest from respective E(X) for the selected
states. Since bias is more important in this case, the MSE is minimized with the system starting
close to the steady-state mean. Thus, we conclude that X(0) ≈ E(X) is the best initial condition
of the conditions examined for M/M/c model when we consider MSE as the measure of the quality
of our estimate. Also, as conjectured in Section 3.4, the M/M/4 system converges faster than the
M/M/2 system.
5.3.2 Effect of Traffic Intensity on M/M/c Queue
Table 5.9: Parameters for Effect of Traffic Intensities on an M/M/2 Queue
λ µ ρ = λµ Buffer N #States Calculated E(X) Initial Condition
1 10 0.1 5 7 8 0.202 I = 0
5 10 0.5 5 7 8 1.2932 I = 0
7 10 0.7 5 7 8 2.193 I = 0
9 10 0.9 5 7 8 3.2376 I = 0
The initial condition is not the only factor that determines the convergence pattern, as other factors
such as offered workload might also play a role in the convergence behavior of performance measures.
Figure 5.10 illustrates the effect of different traffic intensities on the performance measures of a
M/M/c queue for parameters given in Table 5.9. The purpose of choosing a smaller buffer size in
this experiment as compared to the previous ones is only to create a comprehensible graph. It is
important to note here that with the increase in ρ, E(X) also increases, hence the initialization
bias. This explains a larger deviation of the Bias[X(T )] curves in Figure 5.10 (b) for higher values
of ρ and a smaller deviation for ρ = 0.1. The behaviour of V ar[X(T )] and MSE[X(T )] is observed
similar to that of Bias[X(T )] in this case. Hence, the simulation run length must be increased with
ρ in this case.
5.3.3 Effect of System Capacity on M/M/c Queue
Figure 5.11 depicts the effect of another parameter, the system capacity or buffer size, on the
performance measures of a M/M/c queue with two servers. Table 5.10 gives the parameters for
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Figure 5.10: Effect of ρ onMSE[X(T )], V ar[X(T )] andBias[X(T )] of anM/M/2
queue
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Figure 5.11: Effect of Buffer Size on MSE[X(T )], V ar[X(T )] and Bias[X(T )]
for an M/M/2 queue.
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Table 5.10: Parameters for Effect of Buffer size on Performance Measures of an
M/M/2 System
λ µ ρ = λµ Buffer N #States Calculated E(X) Initial Condition
9 5 0.9 5 7 8 3.2376 I = 0
9 5 0.9 10 12 13 4.8977 I = 0
9 5 0.9 15 17 18 6.185 I = 0
9 5 0.9 20 22 23 7.1559 I = 0
9 5 0.9 25 27 28 7.8689 I = 0
this experiment. It can be seen from Table 5.10 that, with the increase in buffer size the E(X)
of the system increases. Hence, the V ar[X(T )], Bias[X(T )] and MSE[X(T )] increase with buffer
size, and so does the simulation run length.
5.3.4 Effect of Increasing Number of Servers in M/M/c Queues
Table 5.11: Parameters for Effect of Servers on Performance Measures of an
M/M/c System
c λ ρ = λcµ N Calculated E(X) Initial Condition
2 9 0.9 25 7.6109 I = 0
4 9 0.9 25 8.6453 I = 0
5 9 0.9 25 9.2108 I = 0
10 9 0.9 25 12.1923 I = 0
In Figure 5.12, we examine the behavior of aM/M/c queue when the number of servers is increased.
The parameters for this experiment are given in Table 5.11. With the increase in the number of
servers, the mean/median/mode of system also increase. However, it is important to note here that
once the E(X) is reached, with the increase in c it becomes more and more difficult to move away
from close to E(X). Hence, as the number of servers is increased, the V ar[X(T )] and MSE[X(T )]
converge at a faster rate toward respective equilibrium. Consequently, the simulation run length
must decrease for systems with more servers.
5.4 Sequential Systems
The aim of this study is to explore the optimal initial condition and the convergence pattern ex-
hibited by the performance measures, MSE[X(T )], V ar[X(T )] and Bias[X(T )] in the sequential
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Figure 5.12: Effect of Servers on MSE[X(T )], V ar[X(T )] and Bias[X(T )] of
M/M/c queue
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queues (with and without blocking). We also investigate the behaviour of the first queue in se-
quential queueing systems only with blocking because the behaviour of first queue in a sequential
queueing system without blocking is identical to that of an M/M/1 queue. Here, it is important
to discuss the interpretation of different states. The notation X1, X2 symbolizes the number of
customers in first queue and in second queue respectively for two queues in sequence. Likewise
the notation X1, X2, X3 represents the number of customers in first, second and in third queue
respectively for three queues in sequence. Consequently, X = X1 +X2 and X = X1 +X2 +X3
represent the total number of customers in sequential queueing system with two and three queues
respectively. As a result, the value of X for MSE[X(T )], V ar[X(T )] and Bias[X(T )] in different
cases is computed differently as follows:
1. For a system having two queues in sequence, X = X1 +X2.
2. For a system having three sequential queues, X = X1 +X2 +X3.
3. For only the first queue of a system having two or more sequential queues, X = X1.
Moreover, a certain number of customers in a system can be represented by more than one state.
For example, four customers in a sequential system with two queues can be represented by state
X1, X2 = 2, 2 or by state X1, X2 = 4, 0.
5.4.1 Optimal Initial Conditions for Sequential Queueing System
Table 5.12: Parameters for Optimal Initial Condition for Sequential Queues With
Blocking
Two Sequential Queues With Blocking Three Sequential Queues With Blocking
Fixed Parameters Initial Condition Fixed Parameters Initial Condition
X1, X2 X1, X2, X3
λ = 9, 0, 0 = Empty λ = 9, 0, 0, 0 = Empty
µ1 = µ2 = 10, 2, 2 =Median/Close to Mean µ1 = µ2 = µ3 = 10, 2, 3, 4 =Median
N1 = N2 = 4, 4, 0 =Mode/Close to Mean N1 = N2 = N3 = 4, 4, 0, 0 =Mode
#States = 25, 4, 4 = Full #States = 125, 4, 1, 0 = Close to Mean
E(X) = 3.647585 E(X) = 5.5433 4, 4, 4 = Full
The effect of initial conditions on the performance measures of sequential queueing systems with
blocking is illustrated in Figure 5.13. Figure 5.13 (a),(c),(e) illustrates the effect of starting con-
ditions on a system with two sequential queues with blocking for parameters given in Table 5.12
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Figure 5.13: Effect of Initial conditions on MSE[X(T )], V ar[X(T )] and
Bias[X(T )] of Sequential Queues with Blocking, ρ = 0.9
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Figure 5.14: Effect of Initial conditions on MSE[X(T )], V ar[X(T )] and
Bias[X(T )] of Sequential Queues without Blocking, ρ = 0.9
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Table 5.13: Parameters for Optimal Initial Condition for Sequential Queues With-
out Blocking
Two Sequential Queues Without Blocking Three Sequential Queues Without Blocking
Fixed Parameters Initial Condition Fixed Parameters Initial Condition
X1, X2 X1, X2, X3
λ = 9, 0, 0 = Empty λ = 9, 0, 0, 0 = Empty
µ1 = µ2 = 10, 2, 0 =Median µ1 = µ2 = µ3 = 10, 0, 4, 0 =Mode
N1 = N2 = 4, 2, 1 = Close to Mean N1 = N2 = N3 = 4, 2, 0, 2 =Median
#States = 25, 3, 0 = Close to Mean #States = 125, 4, 0, 0 =Mode
E(X) = 3.266993 4, 0 =Mode E(X) = 4.573585 4, 4, 4 = Full
4, 4 = Full
whereas Figure 5.13 (b),(d),(f) illustrates the effect of starting conditions on a system with three
sequential queues with blocking for parameters given in Table 5.12. Here, X = X1 +X2 for two
sequential queues and X = X1 +X2 +X3 for three sequential queues. Among our experiments,
the Bias[X(T )] is minimized for X(0) ≈ E(X) (X1, X2 = 2, 2 for two sequential queues and
X1, X2, X3 = 4, 1, 0 for three sequential queues) and it increases as X(0) moves away from E(X).
However, the V ar[X(T )] is found to be minimized for empty-and-idle starting condition for two
and three sequential queues. It is minimized for X1, X2 = 0, 0 for two sequential queues and for
X1, X2, X3 = 0, 0, 0 for three sequential queues. The MSE[X(T )] is minimized for the starting
condition X(0) ≈ E(X) (X1, X2 = 4, 0 for two sequential queues and X1, X2, X3 = 4, 1, 0 for three
sequential queues). Thus, using MSE criteria X(0) ≈ E(X) will be considered the most optimal
initial condition for sequential servers with blocking.
The effect of initial conditions on the performance measures of sequential queueing systems with-
out blocking is illustrated in Figure 5.14. Figure 5.14 (a),(c),(e) illustrates the effect of starting
conditions on a system with two sequential queues without blocking for parameters given in Table
5.13 whereas Figure 5.14 (b),(d),(f) illustrates the effect of starting conditions on a system with
three sequential queues without blocking for parameters given in Table 5.13. Here, X = X1 +X2
for two sequential queues and X = X1 + X2 + X3 for three sequential queues. The Bias[X(T )]
for two sequential queues is minimized for X(0) ≈ E(X) (i.e. X1, X2 = 2, 1) and it increases as
X(0) moves away from E(X), whereas the Bias[X(T )] for three sequential queues is minimized for
X(0) ≈ mode (i.e. X1, X2, X3 = 0, 4, 0) and it increases as X(0) moves away from mode. However,
the V ar[X(T )] is found to be minimized for mode in both cases. It is minimized for X1, X2 = 4, 0
for two sequential queues and for X1, X2, X3 = 4, 0, 0 for three sequential queues. The behaviour
of MSE[X(T )] in this case is similar to that of Bias[X(T )]. The MSE[X(T )] for two sequential
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queues is minimized for X(0) ≈ E(X) (i.e. X1, X2 = 3, 0), whereas the MSE[X(T )] for three
sequential queues is minimized for X(0) ≈ mode (i.e. X1, X2, X3 = 4, 0, 0). Thus, using MSE cri-
teria X(0) ≈ E(X) will be considered the most optimal initial condition for two sequential queues
without blocking, whereas, for three sequential queue X(0) ≈ mode is found to be the optimal
initial condition. It is important to note in this case that the mode and the E(X) are very close.
It is also observed that sequential queueing system without blocking converges faster as compared
to the sequential queueing system with blocking.
Table 5.14: Parameters for Optimal Initial Condition for First Queue of Sequential
Queueing Systems with Two Queues
First Queue With Blocking
Fixed Parameters Initial Condition
X1, X2
λ = 9, 0, 0 = Empty
µ1 = µ2 = 10, 1, 0
N1 = N2 = 4, 2, 0 = Close to Mean
#States = 25, 3, 0 =Median
E(X) = 2.06823977 4, 0 =Mode
4, 4 = Full
We will now examine the effect of different initial conditions on the performance measures of
first queue of a system with two sequential queues with blocking. The parameters are given in Table
5.14 and the results are is shown in Figure 5.15. The behaviour of Bias[X(T )] and V ar[X(T )] is
observed similar to an M/M/1 system. The Bias[X(T )] is minimized for X1(0) = 2 ≈ E(X) (here
X1, X2 = 2, 2) and, the V ar[X(T )] is minimized for X1(0) = 4 = mode (here X1, X2 = 4, 4).
However, the MSE[X(T )] is minimized for an initial condition, X1(0) = 3 (here X1, X2 = 3, 0),
which is less and close to mode. These results show that the behaviour of first queue in sequential
queueing system is very close to that of an M/M/1 queue, though not identical.
5.4.2 Effect of Traffic Intensity on Sequential Queueing Systems
Figure 5.16 (a),(c) and (e) illustrate the effect of different traffic intensities on two sequential queues
with blocking, for parameters given in Table 5.15, whereas the Figure 5.16 (b),(d) and (f) illustrate
the effect of different traffic intensities on the first queue only with blocking. Figure 5.17 (a),(b)
and (c) illustrate the effect of different traffic intensities on two sequential queues without blocking
for parameters given in Table 5.15. As with the increase in ρ the E(X) of the system also increases
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Figure 5.15: Effect of Initial conditions on MSE[X(T )], V ar[X(T )] and
Bias[X(T )] First Queue of Sequential Queues, ρ = 0.9
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Figure 5.16: Effect of Traffic Intensity on MSE[X(T )], V ar[X(T )] and
Bias[X(T )] of Sequential Queues with Blocking
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Figure 5.17: Effect of Traffic Intensity on MSE[X(T )], V ar[X(T )] and
Bias[X(T )] of Sequential Queues without Blocking
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Table 5.15: Parameters for Effect of Traffic Intensities on Sequential Queueing
System
Fixed ρ = E(X) Two Queues E(X) Ist Queue
Parameters λ max( λµ1 ,
λ
µ2
) Blocking No Blocking Blocking
µ1 = µ2 = 10, 1 0.1 0.2222 0.2222 0.1111
N1 = N2 = 5, 5 0.5 1.84555 1.782628 0.940298
I = 0, 7 0.7 3.18465 2.93118 1.69702
X1 = 0, X2 = 0 9 0.9 4.48265 4.031235 2.5194
and the difference between X(0) and E(X) also increases. As a result, the Bias[X(T )] is higher for
increasing values of ρ. The V ar[X(T )] is observed lowest for ρ = 0.1. The V ar[X(T )] also increases
with ρ. The curve for MSE[X(T )] follows the pattern of the curve for Bias[X(T )], as Bias[X(T )]
is more compared to V ar[X(T )]. Consequently, the MSE[X(T )] increases with ρ and hence the
simulation run length. Similarly, for first queue of sequential queueing system with blocking the
V ar[X(T )], the Bias[X(T )] and the MSE[X(T )] increase with ρ.
5.4.3 Effect of System Capacity on Sequential Queueing System
Table 5.16: Parameters for Effect of Buffer on Sequential Queueing System
E(X) Two Queues E(X) Ist Queue
Fixed Parameters N1 = N2 #States Blocking No Blocking Blocking
λ = 9, 3 16 2.781 2.47751 1.59487
µ1 = µ2 = 10, 4 25 3.6476 3.26699 2.068
ρ = max( λµ1 ,
λ
µ2
) = 0.9, 5 36 2.51937 4.48265 2.51937
I = 0 6 49 5.2862 4.76928 2.949
7 64 6.0578 5.48073 3.357678
In this section, we examine the effect of increasing system capacity on sequential queueing system by
increasing the buffer size for each queue simultaneously. We investigate the sequential queues with
and without blocking of the first queue. We also investigate the first queue in case of blocking. The
parameters for all the cases are given in Table 5.16. For sequential queueing system with blocking,
the effect of increasing buffer size on performance measures of sequential server system with two
queues is illustrated in Figure 5.18 (a),(c) and (e). Likewise, Figure 5.18 (b),(d) and (f) shows the
effect on performance measures for first queue only. Similarly, the effect of increasing buffer size
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Figure 5.18: Effect of Buffer Size on MSE[X(T )], V ar[X(T )] and Bias[X(T )] of
Sequential Servers with Blocking, ρ = 0.9
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Figure 5.19: Effect of Buffer Size on MSE[X(T )], V ar[X(T )] and Bias[X(T )] of
Sequential Servers without Blocking, ρ = 0.9
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on two sequential queues without blocking is shown in Figure 5.19 (a),(b) and (c). Similar to an
M/M/c/N system, the effect of increasing buffer size on sequential queues system and first queue
is obvious because the size of the sequential queues system increases with the increase in buffer size.
The behaviour of first queue is found similar to that of an M/M/1 queue or an M/Ek/1 queue. As
a result, by increasing the buffer size the E(X) of system also increases, which essentially increases
the V ar[X(T )], Bias[X(T )] and MSE[X(T )] and consequently the simulation run length.
5.4.4 Effect of Increasing Queues In Sequential Queueing System
Table 5.17: Parameters for Effect of Increasing Queues on Sequential Queueing
System
Calculated E(X)
Fixed Parameters #Queues #States With Blocking Without Blocking
λ = 9, 2 9 1.884325 1.665036
µ1 = µ2 = · · · = 10, 3 27 2.8522 2.29796
ρ = max( λµ1 ,
λ
µ2
, · · · = 0.9), 4 81 3.828 2.86472
N1 = N2 = · · · = 2, I = 0 5 243 4.8094 3.3839
The parameters used to examine the effect of increasing number of queues in a sequential queue-
ing system, with and without blocking of first queue, are given in Table 5.17. The Bias[X(T )],
V ar[X(T )] and MSE[X(T )] for sequential servers system is shown in Figure 5.20. Figure 5.20 (a),
(c) and (e) show the effect of increasing number of queues in a sequential queueing system with
blocking, while Figure 5.20 (b), (d) and (f) show the effect of increasing number of queues in a
sequential queueing system without blocking. By increasing the numbers of queues the E(X) of the
system also increases, therefore increasing Bias[X(T )], V ar[X(T )], MSE[X(T )] and the length of
a simulation run.
5.5 Almost Periodic Systems
The effect of periodicity is illustrated in Figure 5.21 by using an inventory system. The parameters
to examine the effect of periodicity on an inventory system are given in Table 5.18. Figure 5.21
(a), (b) and (c) show the curves for Bias[X(T )], V ar[X(T )] and MSE[X(T )] respectively for
different reorder quantities ranging from 5 to 25 in steps of 5. The initial condition of X(0) = 1
is maintained for all reorder quantities. The E(X) of system increases with reorder quantities (or
periodicity). As a result, the Bias[X(T )] takes longer to converge for increasing reorder quantities
(or periodicity). The influence of periodicity can be observed in the Bias[X(T )] curves by their
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Figure 5.20: Effect of Servers on MSE[X(T )], V ar[X(T )] and Bias[X(T )] of
Sequential queue, ρ = 0.9
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Figure 5.21: Effect of Periodicity on V ar[X(T )], Bias[X(T )] and MSE[X(T )] of
an Almost Periodic System, X(0) = 1
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Table 5.18: Parameters for Effect of Periodicity on an Inventory System
Fixed Parameters #Items #States Calculated E(X)
λ = 1, I = 1 5 5 3.0
10 10 5.5
15 15 8.0
20 20 10.5
25 25 13.0
turn from negative to positive. Any state (including E(X)) in an almost periodic system is a mode
state, as each state has equal probability of being visited. Therefore, larger the reorder quantity
(or periodicity) is, the larger is the variance. Hence, the V ar[X(T )] takes longer to converge with
increasing periodicity. The variance curve also appear to have some sort of periodicity. Furthermore,
MSE[X(T )] takes longer to converge for increasing values of reorder quantities (or periodicity).
The effect of periodicity observed in the curves for the Bias[X(T )] and the V ar[X(T )] is also
observed in the curves for the MSE[X(T )].
5.6 Queueing Network Systems
Table 5.19: Parameters for Effect of Degree of Decomposability on a Closed Queue-
ing Network System
Case I (Almost Decomposable System) Case II (Semi-decomposable System)
Fixed Parameters λ13 = λ31 = Calculated Fixed Parameters λ31 = λ32 Calculated
λ23 = λ32 E(X) E(X)
λ12 = λ21 = 10, 1 3.3333 λ12 = λ21 = 10, 1 3.3333
N1 = N2 = N3 = 5, 0.5 3.3333 λ13 = λ23 = 1, 0.5 1.75
X1, X2, X3 = 5, 0, 0 0.1 3.3333 N1 = N2 = N3 = 5, 0.1 0.222
X1, X2, X3 = 5, 0, 0
The effect of degree of decomposability on a closed queueing network system is shown in Fig-
ure 5.22. The figure gives the curves for V ar[X(T )], Bias[X(T )] and MSE[X(T )] for different
transitions rates to and from queue 3. The parameters for this experiment are given in Table
5.19. The initial state for the experiments is X1, X2, X3 = 5, 0, 0 i.e., the system starts with
all the customers in first queue. However, we are only interested in the number of customers in
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Figure 5.22: Effect of Decomposability on V ar[X(T )], Bias[X(T )] and
MSE[X(T )] of a Queueing Network System
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queue 1 and in queue 2 combined i.e. X = X1 + X2. As a result, E(X) is E(X1) + E(X2) or
5 − E(X3). We are dealing with two cases in this experiment. In the first case (see Table 5.19),
λ13 = λ31 = λ23 = λ32 varies from 0.1, . . . , 1. Other parameters are λ12 = λ21 = 10 and N = 5.
The curves for V ar[X(T )], Bias[X(T )] and MSE[X(T )] for the first case are shown in Figure 5.22
(a),(c) and (e). Since the transition rates of going back and forth between queue 3 and other queues
are same, the E(X) of system for different rates will remain same. As a result, the Bias[X(T )]
values for different conditions, close to t = 0 (see 5.22 (c)), are close to each other. For decreasing
transition rates, more and more customers tend to remain in queue 3 (i.e. E(X3) increases) at
a nearly constant rate, thus increasing the decomposability and Bias[X(T )] over time at nearly
constant rate. As the transition rates of going back and forth between queue 3 and other queues
are same (i.e. λ13 = λ31 = λ23 = λ32) in this case, the E[X(T )] for higher transition rates will tend
to remain more close to E(X) (here X = X1 +X2) than for lower transition rates. Consequently,
the Bias[X(T )] is smaller for higher transition rate when the decomposability is less. That is to
say, when λ13 = λ31 = λ23 = λ32 decreases the bias increases. For the same reason, similar be-
haviour is observed in the curves for V ar[X(T )] and MSE[X(T )]. In the first case we observed
that V ar[X(T )], Bias[X(T )] and MSE[X(T )] are minimized for lower degree of decomposability
and increase with the degree of decomposability at a near constant rate.
The curves for V ar[X(T )], Bias[X(T )] andMSE[X(T )] for the second case are shown in Figure
5.22 (b),(d) and (f). The parameters for the second case (see Table 5.19) are λ12 = λ21 = 10 and
N = 5. The transitions rates λ13 = λ23 = 1 whereas λ31 = λ32 vary from 0.1, . . . , 1. While the rate
of arrival to Queue 3 from Queue 1 and Queue 2 is constant, only the rate of departure from Queue
3 to Queue 1 and Queue 2 varies. Therefore, the decomposability of the system increases with the
decreasing transition rates λ31 and λ32 while λ13 = λ23 = 1 remain unchanged. In this case the
E(X) (here X = X1 +X2) decreases with increase in the degree of decomposability. As a result,
the bias for different conditions close to t = 0 are different. The Bias[X(T )] close to t = 0 is least
for λ31 = λ32 = 1 and is highest for λ31 = λ32 = 0.1. Once a customer arrives in Queue 3, for lower
rate of departure, more and more customers tend to remain in Queue 3. As, a result the variance
increase for decreasing rates. The variance, however, is least for highest degree of decomposability
because the E(X) in this case is so low that the variation around E(X) would also be low. As
opposed to our previous case, the MSE[X(T )] in this case is minimized for a lowest departure rate
from Queue 3, i.e., highest decomposability.
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Chapter 6
Conclusions and Future Research
6.1 What We Did
We used time averages over the period of a simulation as an estimator. The precision of an estimate
is of concern when estimating the expectation. An informative estimator must be accompanied by
confidence bounds. This question is usually answered by attempting to estimate the standard
error of the estimator. The bias estimates the expected difference between a parameter and its
estimator while the variance determines the precision of the estimator. Moreover, the distribution
of an estimator approaches a normal distribution, and we need the expectation and the variance to
define a normal distribution. The assumption here is that the asymptotic variance is finite. As a
result, the bias and the variance of an estimator naturally lead to such confidence bounds. Thus,
bias and variance are a fundamental feature of an error estimator. In addition, to measure the
deviation and dispersion around the true value of the parameter, the MSE combines the effect of
the bias and the variance. Therefore, three performance measures, the bias, the variance and the
MSE of the time average, are used to measure the quality of an estimator. Wilson and Pritsker
[71] also used these three measure to evaluate the startup policies in simulation experiments.
We use a Markovian Event System for our research because it is simple. As the basis to support
our line of reasoning for the experiments, we discussed and analyzed the transient behavior of
estimators. The transient characterstics examined are useful for studying the finite time properties
of systems represented by such models. We selected models of various stochastic systems for close
investigation. We built the Markovian models of the systems to be evaluated. The criteria for
selecting the models are to lend support to our conjecture that if there are states which greatly
influence the observed parameters, these states must be reached soon, that is, after few events
and/or with high rate events. Otherwise, the covariance, the bias and the variance all increase.
The models selected for close investigation along with their properties and the reason for selection
are as follows:
1. The M/M/1/N model is the simplest model.
2. An M/M/c model is selected to examine the behaviour of performance measure in multi-
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server systems. Another reason for using this model is to study the faster convergence versus
slower convergence depending on the rates of two matrices.
3. The Sequential Queueing Systems with 2 and 3 queues are selected, as they will require 2
and 3 state variables. In addition, the first queue of a sequential system is also examined
independently for comparison with an M/M/1 queue.
4. An M/Ek/1/N model is selected to investigate the impact of variability of the service-time
distribution on the performance measures of single-server systems. Moreover, this single
server system requires 2 state variables.
5. An inventory system is selected to examine the effect of periodicity on the bias, the variance
and the MSE of time average for almost periodic systems.
6. A queueing network model is selected to experiment with almost decomposable systems to
explore the effect of degree of decomposability on the bias, the variance and the MSE of time
average.
We calculated the essential statistics such as expectation, variance, bias and MSE for the selected
systems. For this purpose we used the algorithm given in [27].
6.2 Summary of Thesis Results
A frequent objective of a simulation is to find the expected rewards E(X) per time unit in equilib-
rium given the rewards in state i is r(i) per time unit. In this research study, we focussed on the
following performance measures the variance, the bias and the MSE of the time average (denoted
by X(T )). These measures are important for measuring the quality of an estimate of the expecta-
tion E(X) by an estimator over time. Each measure has its own contribution to the analysis of an
estimator. Under the assumption of normality, the variance is important for construction of confi-
dence intervals or testing hypotheses for a point estimate. The bias estimates a certain precision
in the estimation of E(X). The MSE estimates the closeness and consistency of an estimate to
E(X) by combining the effect of bias and variance. The difference between E[X(T )] and E[X(T )]
is due to the rate of change of these measures which affects the needed length of a simulation run
for estimation of E(X). A graphical approach is taken to visually classify the convergence pattern
of these measures into three types i.e. monotonic convergence, non-monotonic convergence and pe-
riodic convergence. The empirical results obtained examine the general characteristics of different
experimental models, under different conditions. These findings are important as they are useful to
analyze the performance of a system in estimation of E(X). We largely focus on the behavior of the
models under different system capacities, traffic intensities, number of queues, number of servers
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and service-time distribution. The observed behavior of performance measures from the studies
provide for the conclusions drawn regarding the system performance. We primarily observed that
the measures of interest generally converge, though at different rates. In all cases of our exper-
iments the variance is observed to increase rapidly in the early period of simulation. It reaches
its maximum after a while and, then starts decreasing slowly. In contrast, earlier in simulation,
the bias is generally large as compared to the variance. Since the formulation of MSE includes a
square of the bias, the behavior of MSE in the earlier periods is dominated by the bias. As time
passes, the bias approaches 0 rapidly. Hence, in the long run behavior of the MSE is dominated
by the variance. The convergence behavior of these measures in complex systems such as M/M/c,
sequential system and closed queueing network system is observed to be similar to an M/M/1 and
M/Ek/1 queue. However, their rates of convergence differ.
The results of this thesis can be used as guidelines in many simulations studies, even though
they may not yet answer specific questions about specific simulations. The results obtained from
the experimentation are relevant to queueing models, as most of our experimental models involve
queues. The results of the experiments show the following:
• Variance of time average converges to zero in long run, but slowly.
• Three types of convergence patterns are exhibited in the M/M/1 system: monotonically
decreasing convergence for X(0) > E(X), monotonically increasing convergence for X(0) <
E(X) and non-monotonically convergence for X(0) ≈ E(X). However, an inventory system
exhibited a periodic convergence.
• We investigated an M/M/1 system for optimal initial condition. The results for the opti-
mal initial condition for a M/M/1 queue confirms Madansky’s finding [46] that MSE was
optimized by starting the system in empty-and-idle state. The bias is minimized for initial
condition close to E(X). The variance is minimized for initial state representing the mode
(X(0) = 0) of the system. We investigate the effect of ρ on single-server systems. The times
required by the performance measures to converge increase with ρ. Similar results are ob-
served forM/Ek/1 system. We investigated the effect of increasing buffer size on single-server
systems. The results show that the time required by the performance measures to converge
increase with buffer size. We investigated the effect of the number of phases on performance
measures of an M/Ek/1 system. The variance, bias and MSE decrease with increasing num-
ber of phases for M/Ek/1 system. For M/M/1 systems we also observed that bias dominates
for small T , variance dominates for large T .
• In multi-server systems, the optimal initial condition based only on bias is close to the E(X)
which is different from optimal initial condition based on variance of time average. Results
indicated that optimal initial condition based on MSE in M/M/c model is closest to steady-
110
state mean. Like the M/M/1 system, the time required by the performance measures to
converge increase with ρ and system capacity. We investigated the effect of increasing number
of server (i.e. c) inM/M/c systems. The variance is observed to be smaller inM/M/c systems
as compared to an M/M/1 system. The results indicate that the convergence of MSE and
variance becomes faster with the increase in number of servers (i.e. c).
• Recall that for two queues in sequence the notation X1, X2 symbolizes the number of cus-
tomers in first queue and in second queue respectively. Likewise, the notation X1, X2, X3
represents the number of customers in first, second and in third queue respectively for three
queues in sequence. Therefore, an empty-and-idle initial condition for two queues and three
queues in sequence is denoted by X1, X2 = 0, 0 and X1, X2, X3 = 0, 0, 0 respectively. More
generally, X = X1 +X2 and X = X1 +X2 +X3 represent the total number of customers
in sequential queueing systems with two and three queues respectively. However, in both the
cases if one is concerned with the first queue only then one will consider X1 only and ignore
X2, that is, X = X1. If one is concerned with first queue only then one has X = X1 = 2
when X1, X2 = 2, 2 and X = X1 = 4 when X1, X2 = 4, 0. The measures of interest are
accordingly computed. In addition, in sequential queueing systems where blocking is allowed,
a queue is blocked until there a room for a customer in the following queue. In contrast,
in sequential queueing systems where blocking is not allowed, a customers leaves the system
when the following queue is full.
– In sequential queueing systems with blocking, the optimal initial condition (X =
X1 + X2 for two queues in sequence and X = X1 + X2 + X3 for three queues in
sequence) based only on bias is close to the E(X), whereas the optimal initial condition
based only on variance is the empty-and-idle condition. Results indicated that optimal
initial condition based on MSE is the mode which is also close to the steady-state mean.
The time required by the performance measures to converge increase with ρ, buffer size
and number of queues.
– We further investigated the behaviour of the first queue only for sequential queueing
system with blocking. The optimal initial condition for the first queue based only on
the bias is close to E(X), whereas the optimal initial condition based only on variance
is mode. The optimal initial condition for the first queue based on MSE is found to
be the median which is more close to E(X) than the mode. The time required by the
performance measures to converge increase with ρ and buffer size.
– In sequential queueing systems without blocking, the optimal initial condition
(X = X1 +X2 for two queues in sequence and X = X1 +X2 +X3 for three queues in
sequence) based only on bias is close to the E(X), whereas the optimal initial condition
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based on variance is the mode of the system. Results indicated that optimal initial condi-
tion based on MSE is close to steady-state mean. The time required by the performance
measures to converge increase with ρ, buffer size and number of queues.
• The selected inventory system represents an almost periodic system where the value of N
serves as a means of measuring the periodicity. In almost periodic systems, the time required
by performance measures to converge increases with periodicity.
• The selected closed queueing system represents an almost decomposable system. To recall,
we are interested only in the number of customers in the first and second queue combined, i.e,
X = X1 +X2. In the first case (i.e., almost decomposable system) where the rates of going
back and forth between queue 3 and other queues are same (i.e. λ13 = λ31 = λ23 = λ32), the
degree of decomposability increases for decreasing rates. Therefore, the system change toward
equilibrium also become slower in the same proportion (because λ13 = λ31 = λ23 = λ32) of
decreasing transition rates. Hence, the time required by performance measures to converge
increases with degree of decomposability as examined in first case.
In the second case (i.e., semi-decomposable system) the rates for arriving in queue 3 from other
two queues are same (i.e. λ13 = λ23) and only the rates for leaving queue 3 are varied to change
the degree of decomposability. The customers in this case will arrive in queue 3 at a specified
rate, but will leave queue 3 at the same or lower rate. This increases the decomposability
of the system and decreases the E(X) (X = X1 + X2) of the system. The results indicate
that bias takes longer to converge with the increase in degree of decomposability. However,
the curves for variance and MSE converge faster for high degree of decomposability (i.e. low
rates) because the E(X) is low.
The results in both the cases indicate that variance is more important than bias. Also, the
results of first case indicate that an intial condition close to E(X) is optimal when the part
of the system of concern is favourably affected by decomposability.
The contributions of this research in view of set-out objectives are summarized are as following
• In M/M/1 and M/Ek/1 systems, the optimal initial condition is independent of the service-
time distribution. However, it depends on the measure of interest. The variance increases
with the difference between mode and E(X), whereas the bias increases with the difference
between E(X) and X(0). Therefore, the time taken by measures to converge increase with ρ
and, decreases for increasing number of phases.
• In some cases (e.g., see Figure 5.4), the initial condition does not matter in the long run.
• The behaviour of a sequential queueing system with blocking also represents the behaviour
of an M/M/1 queue, whereas the system without blocking as a whole does not behave like
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an M/M/1 queue.
• In M/M/c system, the importance of the bias increases with c.
• One needs to pay more attention to high traffic intensities, due to the fact that highly utilized
systems take longer to converge.
• The simulation run increases with number of states in almost periodic systems.
• The simulation run length increases with degree of decomposability in almost decomposable
systems as observed in first case. However, considering only the degree of decomposability is
not sufficient and, one needs to pay attention to the part of a system that will be favorably
or unfavorably affected.
6.3 Possible Future Research Studies
This thesis gives useful insight on the behavior of the variance, the bias and the MSE for queueing
and non-queueing systems, depending on the structural properties of a system. Further research
should compare the estimates obtained using different methods such as batch means method, in-
dependent replications method and a single long run to find a preferred method for estimation.
In almost periodic systems, we increased periodicity by increasing N which also increased the
number of states in system. The effect of periodicty should be further investigated.
Despite the fact that this study investigates challenging systems like multi-sever systems, se-
quential systems and closed queueing network system, this study should be extended to more
complex stochastic systems including non-Markovian systems before drawing a general conclusion
on the behavior of performance measures. Building a model for more complex systems may be a
bottleneck experienced in this case.
Another research direction is to investigate a problem using actual simulation methods (e.g.
Monte Carlo Simulation) and making consequential comparisons to the analytical results. This will
enable one to apply analytical methods more confidently.
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