A differential-algebraic criterion for obtaining a small maximal
  Cohen-Macaulay module by Schoutens, Hans
ar
X
iv
:1
91
1.
05
33
5v
1 
 [m
ath
.A
C]
  1
3 N
ov
 20
19
A DIFFERENTIAL-ALGEBRAIC CRITERION FOR OBTAINING A SMALL
MAXIMAL COHEN-MACAULAY MODULE
HANS SCHOUTENS
ABSTRACT. We show how for a three-dimensional complete local ring in positive charac-
teristic, the existence of an F-invariant, differentiable derivation implies Hochster’s small
MCM conjecture. As an application we show that any three-dimensional pseudo-graded
ring in positive characteristic satisfies Hochster’s small MCM conjecture.
1. INTRODUCTION
Hochster observed that almost all of the homological conjectures over a Noetherian
local ring (R,m) would follow readily from the existence of a maximal Cohen-Macaulay
module (MCM, for short), that is to say, a module whose depth is equal to the dimension
of R (for an overview, see [7]). If R is complete,1 being an MCM is equivalent with any
system of parameters of R becoming a regular sequence on the module. Together with
Huneke, he then proved their existence in equal characteristic ([8], with a simplified proof
in characteristic zero using ultraproducts by the author in [12]). Recent work of Andre´
has now also settled the mixed characteristic case ([1, 2]). Around the same time, he also
asked whether in the complete case, we can even get a small (=finitely generated) MCM.
However, for dimension three and higher, the latter remains largely an open question.2
In [14], I gave a new condition (involving local cohomology) for the existence of a small
MCM, and deduced the conjecture for three-dimensional F-split complete local rings. In
the present paper, I will extend this to some other three-dimensional complete local rings
(R,m). Henceforth, we will in addition assume that R is a domain with algebraically
closed residue field k (see footnote 1). I will describe the numerical invariant h from the
cited paper and review the argument how the existence of a small MCM follows from
the vanishing of h on some unmixed module (Proposition 2.1). For the remainder of this
introduction, we now assume that R has moreover positive characteristic, so that we can
use Frobenius transforms. Since h is invariant under Frobenius transform and is additive on
direct sums, the problem reduces to finding ‘enough’ F-decomposablemodules, that is to
say, modules whose Frobenius transform is decomposable (see Proposition 2.2 below for
a precise statement). For instance, the main result of [14] is an instance of this principle,
as F-purity means that R is a direct summand of F∗R. In §3, I then introduce some
techniques from differential algebra and deduce the main theorem: if R admits a Hasse-
Schmidt derivation (1, H1, H2, . . . ) with H
p
1 = H1, then it admits a small MCM.
Date: November 14, 2019.
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1Since all homological conjectures admit faithfully flat descent, there is no loss of generality in proving the
existence of MCM’s after taking a scalar extension (in the sense of [13, §3]), and so we may assume that R is
furthermore complete and has algebraically closed residue field. Moreover, one may always kill a prime ideal of
maximal dimension and assume in addition that R is a domain.
2Even Hochster has now expressed doubt about the truth of this conjecture.
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The last section is then devoted to a special type of rings for which these Hasse-Schmidt
derivations always exist, and therefore satisfy Hochster’s small MCM conjecture in dimen-
sion three: the class of pseudo-graded rings. These include two of the previously known
cases of Hochster’s conjecture:
• the completion of a three-dimensional graded ring;3
• an analytic toric singularity, that is to say, the completion of the coordinate ring
of a point on a toric variety.4
However, we can now construct new examples from these: e.g., take a hypersurface in
a four-dimensional analytic toric singularity with defining equation given by a quadrino-
mial (=polynomial with four non-zero terms), then each irreducible component is pseudo-
graded, whence admits a small MCM (Corollary 4.10). I have also included an appen-
dix, in which I make the connection between differential operators and F-decomposability
more explicit, which hopefully gives more credence to this particular approach to solve
Hochster’s small MCM conjecture in dimension three.
2. A COHOMOLOGICAL CRITERION AND F-DECOMPOSABILITY
Throughout, fix a complete local domain (R,m) of dimension d ≥ 2, with alge-
braically closed residue field k (see footnote 1), and let M be a finitely generated R-
module. Let E be the injective hull of k and denote the Matlis dual of a module Q by
Q∨ := HomR(Q,E).
Local cohomology. We use the following facts
(i) Him(M) is non-zero for i equal to depth(M) and dim(M), and some values in
between ([4, Theorem 3.5.7]);
(ii) each Him(M) is Artinian ([4, Lemma 3.5.4]), whence H
i
m(M)
∨ is finitely gener-
ated, and has dimension at most i ([14, Proposition 2.5]).
Put K(M) := KR(M) := H
d
m(M)
∨. If S ⊆ R is a Noether normalization (i.e., a finite
extension with S regular), then K(R) = HomS(R,S), showing that in general K(R)
is unmixed. In fact, if R is Cohen-Macaulay, then K(R) is its canonical module. From
Hdm(M)
∼=M ⊗Hdm(R), we get
(1) K(M) = HomR(M,K(R))
whenever d = dimM , so that the unmixedness of K(R) implies that of K(M). The
following invariant will play an important role in the sequel:
(2) h(M) := ℓ(H0m(H
d−1
m (M)
∨)) <∞.
2.1. Proposition. Let M be a d-dimensional module, then KR(M) has always depth at
least two, and even depth at least three whenever h(M) = 0.
Proof. Let D := H0m(M) ⊆ M . As H
d
m(D) = H
d−1
m (D) = 0 by (i), the long exact
sequence of local cohomology yields K(M) = K(M/D), and so upon replacing M by
M/D, we may assume that M has positive depth. Choose an M -regular element a ∈ m,
and let R¯ := R/aR and M¯ := M/aM . The short exact sequence 0→M
a
−−→M→M¯ →
0 yields a long exact sequence
· · · → Hd−1m (M¯)→ H
d
m(M)
a
−−→Hdm(M)→ H
d
m(M¯) = 0
3Hochster attributes this case independently to Hartshorne and Peskine-Szpiro, see [7].
4The normalization of an analytic toric singularity is a small MCM by [6]; it is pseudo-graded since its ideal
of definition can be generated by binomials by [5].
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and hence taking Matlis duals, we get an exact seqeunce
(3) 0→ K(M)
a
−−→K(M)→ Hd−1m (M¯)
∨ ∼= KR¯(M¯)
where the last isomorphism follows since M¯ has dimension d− 1 over R¯. Since K
R¯
(M¯)
is unmixed and containsK(M)/aK(M) as a submodule, the latter is also unmixed. As a
isK(M)-regular, the first assertion follows.
If h(M) = 0, thenK ′ := Hd−1m (M)
∨ has also positive depth, and so we may choose a
to be in additionK ′-regular (by prime avoidance). The exact sequence (3) extends to
(4) 0→ K(M)
a
−−→K(M)→ K
R¯
(M¯)→ K ′
a
−−→K ′
showing that K(M)/aK(M) ∼= K
R¯
(M¯). By the first assertion, the latter has depth at
least two (as an R¯-module, whence as an R-module), and so we are done. 
From now on, we will also assume that R has characteristic p > 0. Let Fp denote the
Frobenius map and write F∗M for the pull-back of M along Fp. That is to say, think of
F∗M as having elements ∗x, for x ∈ M , with scalar multiplication by an element a ∈ R
given by a∗x := ∗apx (and addition as inM ). Our assumptions on R imply that F∗M is
again a finitely generated R-module, called the Frobenius transform ofM . We have
(iii) ifD has finite length, then ℓ(D) = ℓ(F∗D);
(iv) Frobenius transforms commute with local cohomology and Matlis duality.
For (iii), note that k being algebraically closed implies F∗k ∼= k, and the rest now follows
by induction on ℓ(D) and exactness of F∗. The first statement of (iv) follows from the
Cˇech perspective of local cohomology and the second is proven in [14, Theorem 4.6]).5
From this, we get
(5) h(M) = h(F∗M).
This already yields the main result from [14]: if R is a three-dimensional complete F-pure
ring, then it admits a small MCM. Indeed, F-purity implies that F∗R ∼= R ⊕ Q for some
(finitely generated) Q, and using (5) we get h(R) = h(F∗R) = h(R) + h(Q), whence
h(Q) = 0, so that we can apply Proposition 2.1.
F-decomposability. We say that M is F-decomposable, if some Fn
∗
M is decomposable.
Some examples are non-simple modules of finite length, and F-pure rings (see the previous
paragraph).6 Any direct summand of some Fn
∗
M will be a called an F-component.
2.2. Proposition. If there exists a nonempty classH of F-decomposable unmixed modules
which is closed under F-components (i.e., closed under Frobenius transforms and direct
summands), then there is someM ∈ H with h(M) = 0.
Proof. Choose M ∈ H with h(M) minimal. By assumption, there is some n such that
F
n
∗
M ∼= P ⊕Q, with P,Q ∈ H. Since h is additive on direct sums, (5) yields
h(P ) + h(Q) = h(Fn
∗
M) = h(M),
5 The following shorter argument using derived categories was proposed by an anonymous reviewer. Let
ω
R
be the normalized dualizing complex and write D(−) := RHom(−, ω
R
) for the Grothendieck dual, so
that in particular RΓm(ωR)
∼= E. Since F∗ = F! commutes with RΓm, it also commutes with D(−)
∼=
RHom(RΓm(−), E) by Grothendieck duality, and finally also with Matlis duality, since
RΓm(D(−))
∼= RHom(−,RΓm(ωR))
∼= RHom(−, E) = −∨.
6In fact, I suspect that k is the only F-indecomposable module—note that if this were true, then Proposition 2.2
below would apply to the class of all unmixed modules, proving Hochster’s conjecture in dimension three.
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so that by minimality, we must have h(M) = 0. 
3. HASSE-SCHMIDT DERIVATIONS AND F-DECOMPOSABILITY
Recall that a derivation D on R is a k-linear map satisfying the Leibniz rule D(ab) =
aD(b) +D(a)b, for a, b ∈ R. Repeating this rule, we get
(6) Dp(ab) =
p∑
i=0
(p
i
)
Di(a)Dp−i(b) = aDp(b) +Dp(a)b
proving that Dp is again a derivation; if Dp = D then we say thatD is F-invariant.
Recall that a k-linear endomorphism f of M is said to have order at most n, if, by
recursion, [f, a] has order at most n − 1, for all a ∈ R, where we declare the elements of
R, identified with the left multiplicationmaps onM , as having order zero. Endomorphisms
of finite order are then called differential operators. Let f be a linear differential operator
onM . This means that for each a ∈ R, there exists da ∈ R, such that dax = [f, a](x) =
(fa − af)(x) = f(ax) − af(x). Since the map a 7→ da corresponds to the restriction
of [f,−] on R, it is in fact a derivation δM (f) ∈ Derk(R). In other words, δM (f) = D
means that f(ax) = af(x)+D(a)x, for all a ∈ R and x ∈M (one says that f is aD-skew
derivation). Let K(M) ⊆ Der(R) be the image of δM (it is called the Kodaira-Spencer
kernel ofM as it can be realized as a kernel between Hochschild homology [15, §9]). We
have
(7) K(P ⊕Q) = K(P ) ∩ K(Q).
Indeed, let π denote the projection M := P ⊕ Q → P . Given D ∈ K(M), choose a
linear differential operator f onM with δM (f) = D, and let p : P → P : x 7→ π(f(x)).
One easily verifies that [p, a] = D(a), for a ∈ R, showing that δP (p) = D ∈ K(P ).
Conversely, ifD ∈ K(P )∩K(Q), then we can find linear differential operators f and g on
P andQ respectively with δP (f) = D = δQ(g). It is now easy to see that f ⊕ g is a linear
differential operator onM with δM (f ⊕ g) = D.
3.1. Proposition. If there is an F-invariantD ∈ K(M), then F∗M is decomposable.
Proof. Suppose not, so that E := EndR(F∗M) is hereditary strongly local with residue
field k by Theorem 5.1. Choose a linear differential operator f on M with δM (f) = D.
As in (6), we have
fp(ax) =
p∑
i=0
(p
i
)
Di(a)fp−i(x) = afp(x) +Dp(a)b for all a ∈ R and x ∈M ,
so that fp has order one and δM (f
p) = Dp = D. Put φ := fp−f . Since δM (f
p−f) = 0,
we get [φ, a] = 0, for all a ∈ R, which means that φ isR-linear. Let S be the subalgebra of
EndR(M) ⊆ E generated by φ, so that S is commutative, local and complete with residue
field k ( by Theorem 5.1). The Artin-Schreier polynomial P (T ) := T p − T − φ ∈ S[T ]
has a solution in k, since P (f) = 0. Since it is an etale equation, it therefore has already a
solution τ ∈ S (byHensel’s lemma). Hence (f−τ)p = fp−τp = f+φ−(τ+φ) = (f−τ),
so that (f − τ)p−1 is a (non-trivial) idempotent in E , contradicting (vi). 
Hasse-Schmidt derivations. Recall that a Hasse-Schmidt derivation on R is a sequence
H of k-linear endomorphismsHl, for l ∈ N, such that H0 = 1 and
(8) Hl(ab) =
l∑
i=0
Hi(a)Hl−i(b) for all a, b ∈ R and l ≥ 0.
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Putting ΦH :=
∑
Hlt
l, viewed as a k[[t]]-linear endomorphism on R[[t]], then ΦH is
multiplicative and reduces to the identity modulo t, whence is an automorphism of R[[t]],
and conversely any such automorphism induces a unique Hasse-Schmidt derivation (see,
for instance, [11, §27]). In particular,H1 is a derivation on R, and more generally,Hl is a
differential operator of order at most l. If an ideal I ⊆ R isH-invariant (i.e.,Hl(I) ⊆ I , for
all l), then H induces a Hasse-Schmidt derivation on R/I . We call an arbitrary derivation
D integrable, if there exists some Hasse-Schmidt derivationH withH1 = D.
3.2. Corollary. Given a prime ideal p ⊆ R, then a Hasse-Schmidt derivation H on R
induces one on R/p in the following two cases:
(i) p is an associated prime of R;
(ii) p is a minimal prime of the singular (respectively, non-Cohen-Macaulay, non-
Gorenstein, non-normal) locus of R.
Proof. We need to show that in either case p isH-invariant, which amounts to showing that
the k[[t]]-algebra automorphism ΦH of R[[t]] defined by H = (Hi)i preserves pR[[t]]. In
case (i), since pR[[t]] is then an associated prime of R[[t]], so must its image ΦH(pR[[t]])
be. But any associated prime ofR[[t]] is extended fromR, that is to say, of the form qR[[t]],
for some associated prime q of R. Since ΦH(a) = a + tf , for some f ∈ R[[t]], we see
that a ∈ p implies a ∈ q, that is to say, p ⊆ q. Reasoning instead with the inverse of ΦH,
we get the other inclusion, showing that ΦH(pR[[t]]) = pR[[t]].
In case (ii), let a be the radical ideal defining the singular (respectively, non-Cohen-Mac-
aulay, non-Gorenstein, non-normal) locus of R, and let J := ΦH(aR[[t]]). LetQ ⊆ R[[t]]
be a prime ideal and set P := Φ−1
H
(Q). If Q does not contain J , then P does not contain
aR[[t]]. As the latter ideal defines the singular (respectively, non-Cohen-Macaulay, non-
Gorenstein, non-normal) locus of R[[t]], we see that R[[t]]P is regular (respectively, Coh-
en-Macaulay, Gorenstein, normal), whence so is R[[t]]Q under the isomorphism ΦH. This
proves that aR[[t]] ⊆ J . Conversely, if R[[t]]Q is regular (respectively, Cohen-Macau-
lay, Gorenstein, normal), then so is R[[t]]P and henceP does not contain aR[[t]], whence
neither doesQ contain J , showing that J ⊆ aR[[t]], so thatΦH preserves the ideal aR[[t]].
As p is a minimal prime of a, the result follows from (i). 
3.3. Proposition. If H is a Hasse-Schmidt derivation, thenH1 ∈ K(F
n
∗
R), for all n.
Proof. Replacing p by some power, we easily reduce to the case that n = 1, and so we
are done once we show that f := F∗(Hp) is a linear differential operator on F∗R with
δ(f) = H1. For a ∈ R and x := ∗b ∈ F∗R, we have f(ax) = f(∗a
pb) = ∗Hp(a
pb). To
calculateHp(a
pb), we need, with Φ the automorphism given byH, the coefficient of tp in
Φ(apb) = Φ(a)pΦ(b) = (a+H1(a)t+ . . . )
p(b+H1(b)t+ · · ·+Hp(b)t
p + . . . )
which is apHp(b) +H1(a)
pb, so that
f(ax) = ∗apHp(b) + ∗H1(a)
pb = a∗Hp(b) +H1(a)∗b = af(x) +H1(a)x
showing that δ(f) = H1. 
3.4. Theorem. If a three-dimensional complete local domain of characteristic p admits an
F-invariant, integrable derivation, then it has a small MCM.
Proof. By assumption, there exists a Hasse-Schmidt derivation H with H1 = H
p
1 . Let H
be the collection of all F-components of R (i.e., all summands of Fn
∗
R, for all n). If we
want to apply Proposition 2.2 toH, so that we get a small MCM in view of Proposition 2.1,
then we must show that any Q ∈ H is F-decomposable. By assumption, Q is a summand
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of some Fn
∗
R. By Proposition 3.3, we haveH1 ∈ K(F
n
∗
R) and hence H1 ∈ K(Q) by (7),
so that Q is decomposable by Proposition 3.1. 
S2-ification and pseudo-perfect modules. SinceK(R) is indecomposable (as R is a do-
main), its endomorphism ring S := EndR(K(R)) is a local ring (by Theorem 5.1) satisfy-
ing Serre’s condition (S2), called the S2-ification of R (see, for instance [3, Theorem 3.2]
or [9]). Since S is a finite R-module (contained in the field of fractions of R), any small
MCM over S, is then also a MCM overR. In short, if we want to do so, we may moreover
assume that R is an S2-domain, i.e., satisfies Serre’s condition (S2).
Identifying K(K(M)) with HomR(HomR(M,K(R)),K(R)) via (1), for a module
M , we have a canonical map M → K(K(M)), given by sending x ∈ M to the homo-
morphism HomR(M,K(R)) → K(R) : ϕ 7→ ϕ(x). If this map is an isomorphism, then
we will call M pseudo-perfect. In view of (1), we therefore showed that a complete lo-
cal domain satisfies property (S2) if and only if it is itself pseudo-perfect. It is not hard to
show using (iv), that any F-component of a pseudo-perfectmodule is again pseudo-perfect.
Therefore, analyzing the above proofs, we actually showed
3.5.Corollary. If a three-dimensional complete local S2-domainR admits an F-invariant,
integrable derivation, then some F-component of R is a small MCM. 
4. APPLICATION: PSEUDO-GRADED RINGS
Throughout this section, let S := k[[x1, . . . , xr]] and let A := S[x
−1
1 , . . . , x
−1
r ] be the
ring of Laurent series. Any element f ∈ A can be written as f =
∑
a
uax
a, with ua ∈ k
and a ∈ Zr (with the usual convention that xa := xa11 · · ·x
ar
r ), so that in addition, its
support supp(f), that is to say, the set of all a ∈ Zr such that ua 6= 0, is contained in some
translate c+ Nr, for some c ∈ Zr.
Fix a non-zero linear form λ ∈ Hom(Zr ,Z) and let Z(λ) ⊂ Zr be its kernel. This form
is represented by an r-tuple l := (l1, . . . , lr), so that λ(a1, . . . , ar) = l1a1 + · · · + lrar
for any (a1, . . . , ar) ∈ Z
r. Put differently, if ei is the i-th standard basis element of Z
r,
then li = λ(ei). Let us say that an element f ∈ A is λ-homogeneous, if λ is constant
on its support supp(f), or, equivalently, if supp(f) ⊆ a + Z(λ), for some a ∈ Zr,
called the weight vector of f . An ideal I ⊆ S will be called a λ-ideal, if it is generated
by λ-homogeneous elements. Any complete local ring R that can be realized as a quotient
R := S/I with I a λ-ideal for some non-zero linear form λ, will be called a pseudo-graded
ring. An example is the completion of a standard graded ring at its irrelevant maximal ideal
(with all li = 1). To λ, we also associate the derivation
∆λ := l1x1∂1 + · · ·+ lrxr∂r
where ∂i := ∂/∂xi is the i-th partial derivative on S, whence on A. A quick calculation
yields
(9) ∆λ(x
a) = λ(a)xa
for all a ∈ Zr. In particular, ∆λ(f) = λ(a)f , for any λ-homogeneous element f with
weight vector a, showing that any λ-ideal is invariant under∆λ. In particular,∆λ induces
a derivation on the pseudo-graded quotient R. A p-fold iteration of (9) then yields
∆pλ(x
a) = λ(a)pxa = λ(a)xa = ∆λ(x
a)
and since this holds for any monomial, we get∆pλ = ∆λ, that is to say,∆λ is F-invariant.
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Our next goal is to show that ∆λ is integrable, and to this end we will use generalized
binomials. Form, d ∈ N, we have the so-called negation rule
(−m
d
)
:= (−1)d
(m+ d− 1
d
)
,
and the usual additive rule (Pascal identity)
(10)
(z
d
)
=
(z − 1
d
)
+
(z − 1
d− 1
)
for all z ∈ Z and d > 0.
4.1. Proposition. There exists a Hasse-Schmidt derivation Hλ = (1,∆λ, H2, . . . ) on S,
which leaves every λ-ideal invariant. In particular, any pseudo-graded local ring admits
an F-invariant, integrable derivation.
Proof. We will be more precise and show that the k-linear maps given by
(11) Hn(
∑
uax
a) :=
∑
a
ua
(λ(a)
n
)
xa
for
∑
a
uax
a ∈ A, yield a Hasse-Schmidt derivation on the ring of Laurent series A.
Note that H1 = ∆λ does satisfy (11) in view of (9). To verify (8), let f =
∑
uax
a and
g =
∑
b
vbx
b be in A. We get
Hn(fg) = Hn(
∑
a,b
uavbx
a+b) =
∑
a,b
uavbHn(x
a+b)
=
∑
a,b
uavb
(λ(a + b)
n
)
xa+b
(CH)
=
∑
i,a,b
uavb
(λ(a)
i
)(λ(b)
n− i
)
xaxb
=
∑
i,a,b
uavbHi(x
a)Hn−i(x
b) =
∑
i
Hi(
∑
uax
a)Hn−i(
∑
b
vbx
b)
=
n∑
i=0
Hi(f)Hn−i(g)
where we used the Chu-Vandermonde identity for binomial coefficients
(v + w
n
)
=
n∑
i=0
(v
i
)( w
n− i
)
(CH )
for v, w ∈ Z, since λ(a+ b) = λ(a) + λ(b).
It follows from (11) thatHλ leaves S invariant, so that it is a Hasse-Schmidt derivation
on S. To show that Hλ leaves any λ-ideal of S invariant, let Aλ ⊆ A be the subring of
all Laurent series whose support lies in the kernel Z(f) of λ. It follows from (11) that
each Hn is identically zero on Aλ. Therefore, each Hn is Aλ-linear, since for f ∈ A and
g ∈ Aλ, we have Hn(fg) = fHn(g) +H1(f)Hn−1(g) + · · ·+Hn(f)g in which all but
the last term are zero, so that Hn(fg) = gHn(f). Let f ∈ S be λ-homogeneous. By
definition, it is of the form f = xag, with g ∈ Aλ. Hence, using (9), we get
Hn(f) = Hn(x
ag) = gHn(x
a) = g
(λ(a)
n
)
xa =
(λ(a)
n
)
f.
Hence any λ-ideal is invariant under Hn, for all n. To prove the last assertion, let R be
pseudo-graded, say, R = S/I for some linear form λ : Zr → Z and some λ-ideal I ⊆ S.
Since I is invariant underHλ, the latter induces a Hasse-Schmidt derivation on R. 
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By Corollary 3.2, any component of a pseudo-graded ring, i.e., any quotient by an
associated prime, also admits an F-invariant integrable derivation and Theorem 3.4 yields:
4.2.Theorem. Any three-dimensional component of a pseudo-graded local ring in positive
characteristic admits a small MCM. 
Examples of pseudo-graded rings. To an element f in S or in k[x], we associate its
lattice Λ(f) ⊆ Zr, as the subgroup generated by all differences of elements in supp(f)
(with the convention that Λ(f) = 0 when f is a monomial). We have inclusions
(12) Λ(fg),Λ(f + g) ⊆ Λ(f) + Λ(g),
for all f, g. The rank rk(f) of f is defined to be the rank of Λ(f), that is to say, the vector
space dimension of Λ(f) ⊗ Q; in particular, rk(f) ≤ r. A binomial is an element whose
support consists of two elements, and so binomials have rank one. We may extend the
above to ideals I in S or k[x]: define Λ(I) := Λ(f1) + · · ·+ Λ(fs) for I = (f1, . . . , fs).
By (12), this does not depend on the choice of generators, and we have in particular that
Λ(I + J) = Λ(I) + Λ(J) for any two ideals I, J . We then define rk(I) as the rank of
Λ(I). More generally, if R is the quotient of S or k[x] by some ideal, then we define the
rank of an ideal I ⊆ R as the smallest rank of a lifting of I to S or k[x].
4.3. Lemma. If R = S/I with rk(I) < r, then R is pseudo-graded.
Proof. By assumption, there is some (l1, . . . , lr) ∈ Z
r which is orthogonal to Λ(I), and it
is now easy to see that I is a λ-ideal for the linear form λ := l1z1 + · · ·+ lrzr. 
By the theory of toric varieties, or using [5, Theorem 2.1] for the more general case, we
have (recall that r is the length of the tuple of variables x):
4.4.Theorem. If I ⊆ k[x] is generated by binomials, then k[x]/I has dimension r−rk(I).
Moreover, if I is also prime, the quotient k[x]/I is the coordinate ring of a toric variety in
Ark, and any coordinate ring of a toric variety is obtained this way. 
By a toric singularity (of embedding dimension r), we mean the local ring of a (singu-
lar) point on a toric variety (in Ark), and the completion of a such a ring is then called an
analytic toric singularity. Recall that the normalization of a toric variety is again a toric
variety which is in addition Cohen-Macaulay ([6]). Since the normalization is a finite ex-
tension, any analytic toric singularity therefore admits a small MCM. Immediately from
Theorem 4.4 and Lemma 4.3 we see that an analytic toric singularity is pseudo-graded.
4.5. Theorem. Let T be analytic toric singularity, or more generally, a pseudo-graded
complete local domain, and let V ⊆ SpecT be its singular (respectively, non-Cohen-
Macaulay, non-Gorenstein, non-normal) locus. If p defines a three-dimensional irreducible
component of V , then T/p admits a small MCM.
Proof. By Proposition 4.1, there exists a Hasse-Schmidt derivationH = (Hi)i on T with
Hp1 = H1. By Corollary 3.2(ii), this H descends to a Hasse-Schmidt derivation on T/p
and so we are done by Theorem 3.4. 
4.6. Proposition. Let T be a d-dimensional analytic toric singularity. If I ⊆ T is an ideal
of rank strictly less than d, then T/I is pseudo-graded.
Proof. Writing again I for a lift to S := k[[x]] of minimal rank, we must show that I + J
is a λ-ideal for some linear form λ, where J is the ideal generated by binomials such that
T = k[[x]]/J . By Theorem 4.4, the rank of J is r − d. Since Λ(I + J) = Λ(I) + Λ(J)
and Λ(I) has rank at most d− 1 by assumption, the rank of Λ(I + J) is at most r − 1, so
that we are done by Lemma 4.3. 
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4.7. Corollary. Let T be a d-dimensional analytic toric singularity, and let C ⊆ Spec(S)
be a cylinder with base inside a (d − 1)-dimensional coordinate hyperplane. Then the
coordinate ring of any three-dimensional irreducible component of C ∩ Spec(T ) admits a
small MCM.
Proof. By assumption, there exists a subset of the x-variables of size d−1 defining the ideal
I ⊆ T of C. In particular, rk(I) ≤ d− 1 and so T/I , the coordinate ring of C ∩ Spec(T )
is pseudo-graded by Proposition 4.6, and the result now follows from Theorem 4.2. 
By an m-nomial in a quotient of S or k[x], we mean the image f of an element whose
support has cardinalitym. Note that then rk(f) < m, and any element satisfying the latter
inequality is called a pseudo-m-nomial. For instance, the trinomial
f := u0x
2z4 + u1xy
2z2 + u2y
4
is in fact a pseudo-binomial as Λ(f) is generated by (1,−2, 2). Let us call a homomor-
phism of complete local rings with residue field k (pseudo-)m-nomial, if it is given by
(pseudo-)m-nomials, that is to say, induced by a homomorphism k[[y]]→ k[[z]] : yi 7→ fi,
where each fi is a (pseudo-)m-nomial.
4.8. Corollary. Let T be a d-dimensional analytic toric singularity, I ⊆ S a monomial
ideal, and S → T a pseudo-m-nomial homomorphism. If r(m − 1) < d, then T/IT is
pseudo-graded. In particular, if p is a three-dimensional associated prime of IT , then T/p
admits a small MCM.
Proof. Write T as a quotient of some k[[z]], with z = (z1, . . . , zs), and let S → T be
given by sending xi to the pseudo-m-nomial fi ∈ k[[z]], for i = 1, . . . , r. By assumption,
Λi := Λ(fi) ⊆ Z
s has rank at most m − 1. Let B := k[[z]][z−11 , . . . , z
−1
s ] and write
fi = z
aigi, for some ai ∈ Z
s and some gi ∈ B with support in Λi. Let σ : Z
r → Zs be
the linear map given by (b1, . . . , br) 7→ b1a1 + · · · + brar. It follows that the image of a
monomial fb in T , with b ∈ Zr, is equal to zσ(b)gb, for some gb ∈ B with Supp(gb) ⊆
Λ := Λ1 + · · · + Λr. This shows that Λ(IT ) ⊆ Λ and since the latter has rank at most
r(m− 1), we are done by Proposition 4.6 and Theorem 4.2. 
4.9. Remark. More generally, the result still holds if I ⊆ S is an arbitrary ideal such
that rk(I) < d − r(m − 1). Indeed, I is then generated by elements of the form h =
xb
∑
ucx
c, with c ∈ Θ := Λ(I), uc ∈ k and b ∈ Z
r. The image of h in T is equal to
zσ(b)gb
∑
zσ(c)gc and so its support is inside σ(b) + σ(Θ) + Λ, showing that Λ(IT ) ⊆
σ(Θ) + Λ. As rk(σ(Θ)) ≤ rk(Θ) = rk(I), we get rk(IT ) < d.
4.10. Corollary. Let T be a d-dimensional analytic toric singularity. If p ⊆ T is a three-
dimensional prime, then T/p admits a small MCM in the two following cases:
(i) d = 4 and p contains a non-zero (pseudo-)quadrinomial;
(ii) d = 5 and p contains a height two ideal generated by two (pseudo-)trinomials.
Proof. Apply Corollary 4.8, where I is the ideal generated by the variables, and S → T is
given, in the case d = 4, by the quadrinomial with r = 1, and in case d = 5, by the two
trinomials with r = 2. 
4.11.Remark. More generally, if there exists an ideal I ⊆ T of height d−3 generated either
by d − 4 pseudo-binomials and one pseudo-quadrinomial or by d − 5 pseudo-binomials
and two pseudo-trinomials, then any T/p admits a small MCM for any minimal prime p
of I . The same is true if instead in the above, the number of pseudo-binomials is arbitrary
and we also allow monomial generators instead (as long as the height of the ideal is d− 3).
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5. APPENDIX: HEREDITARY STRONGLY LOCAL ALGEBRAS
Recall that a non-commutative ring A is called local if it has a unique maximal left
ideal, which is then also the unique maximal right ideal, and this is then also the Jacobson
radical rad(A) (see, for instance, [10]). It follows that A is local if and only if A/ rad(A)
is a division ring. Therefore,A is local if and only if, for any f ∈ A, either f or 1− f is a
unit. We call A strongly local if A/ rad(A) is a field, called its residue field. Finally, if R
is a commutative ring and A an R-algebra, then we call A hereditary (strongly) local over
R, if any R-subalgebra of A is (strongly) local. The following is folklore:
5.1. Theorem. Let E := EndR(Q) be the endomorphism ring of a finitely generated R-
module Q over a Henselian local ring R with algebraically closed residue field k. The
following are equivalent
(v) Q is indecomposable;
(vi) E has no non-trivial idempotents;
(vii) E is local;
(viii) E is strongly local with residue field k;
(ix) E is hereditary strongly local over R.
Proof. We only need to show that the first condition implies the last. Let A ⊆ E be an
R-subalgebra and take some f ∈ A. Let S ⊆ A be the R-subalgebra generated by f .
Since S is commutative andR is Henselian, S must be a direct sum S1⊕· · ·⊕Sm of local
rings, and since k is algebraically closed, they all have residue field k. But thenm must be
equal to 1 lest we violate (vi). There is a unique u ∈ k such that f − u lies in the maximal
ideal of S, whence in the radical of A, and so A is strongly local with residue field k. 
In the sequel, let R be a complete local ring of characteristic p with algebraic residue
field k and letM be a finitely generated R-module. Although we did not use it explicitly,
the following is the underlying reason for introducing differential algebra into the problem:
let D(M) ⊆ Endk(M) denote the subring of differential operators (=the endomorphisms
of finite order) on M (see §3); Grothendieck showed (see [16]) that it consists precisely
of the R(n)-linear endomorphisms, for some n, where R(n) ⊆ R is the subring of pn-th
powers of elements of R.
5.2.Corollary. The ring of differential operatorsD(M) is hereditary strongly local if and
only ifM is F-indecomposable.
Proof. Note that EndR(n)(M) ∼= EndR(F
n
∗
M), and so if D(M) is local, whence has
no non-trivial idempotents, neither therefore does the subring EndR(F
n
∗
M), proving that
F
n
∗
M is indecomposable. Conversely, suppose M is F-indecomposable, and let S ⊆
D(M) be an arbitrary R-subalgebra. Since Fn
∗
M is by assumption indecomposable, the
subalgebra Sn := S ∩ EndR(n)(M) is strongly local by Theorem 5.1, for all n. It is not
hard to see that S =
⋃
n Sn is then also strongly local. 
Let us say that a submoduleH ⊆ D is F-closed if hp ∈ H , for all h ∈ H .
5.3. Proposition. If there exists a finitely generated F-closed R-submodule H ⊆ D con-
taining R, some f /∈ H , and an l such that fp
l
− f ∈ H , thenM is F-decomposable.
Proof. Put q := pl. Towards a contradiction, suppose M is F-indecomposable. Since
D is then hereditary strongly local by Corollary 5.2, we can find a (unique) u ∈ k such
that g := f − u is not a unit, and since then also gq − g ∈ H , we may assume form
the start that f is not a unit. By Corollary 5.2, we may choose d large enough so that
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f ∈ A := EndR(d)(M) ⊆ D and H ⊆ A. Since A is then a local R-algebra, f lies in
its Jacobson radical n := radA. Since A is finite over R, so too is A/mA over k, and
hence some power of n lies in mA, say, nl ⊆ mA. It follows that f ln ∈ mnA, for all n.
Since H is F-closed and f q − f lies in H , so does (f q − f)q = f2q − f q, whence also
f2q − f . Continuing this way, we get f lnq − f ∈ H , whence f ∈ H + mnqA, for all
n. Since H , being finitely generated, is m-adically closed in A, we actually get f ∈ H ,
contradiction. 
Proposition 3.1 is now an immediate consequence of Proposition 5.3: take f as in the
former’s proof and let H := EndR(M), so that f
p − f ∈ H .
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