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DYNAMICS, NUMERICAL ANALYSIS,
AND SOME GEOMETRY
LUDWIG GAUCKLER, ERNST HAIRER, AND CHRISTIAN LUBICH
Abstract. Geometric aspects play an important role in the construction and
analysis of structure-preserving numerical methods for a wide variety of ordinary
and partial differential equations. Here we review the development and theory
of symplectic integrators for Hamiltonian ordinary and partial differential equa-
tions, of dynamical low-rank approximation of time-dependent large matrices and
tensors, and its use in numerical integrators for Hamiltonian tensor network ap-
proximations in quantum dynamics.
1. Introduction
It has become a commonplace notion in all of numerical analysis (which here is
understood as comprising the construction and the mathematical analysis of numer-
ical algorithms) that a good algorithm should “respect the structure of the problem”
— and in many cases the “structure” is of geometric nature. This immediately leads
to two basic questions, which need to be answered specifically for each problem:
• How can numerical methods be constructed that “respect the geometry” of
the problem at hand?
• What are benefits from using a structure-preserving algorithm for this prob-
lem, and how do they come about?
In this note we present results in the numerical analysis of dynamic (evolutionary,
time-dependent) ordinary and partial differential equations for which geometric as-
pects play an important role. These results belong to the area that has become
known as Geometric Numerical Integration, which has developed vividly in the past
quarter-century, with substantial contributions by researchers with very different
mathematical backgrounds. We just refer to the books (in chronological order)
[SSC94, HLW02, Sur03, LR04, HLW06, Lub08, FQ10, Fao12, WYW13, BC16] and
to the Acta Numerica review articles [SS92, IMKNZ00, MW01, MQ02, HLW03,
DDE05, BL07, Chu08, HO10, Wan10, CMKO11, AEEVE12, DE13]. In this note we
restrict ourselves to some selected topics to which we have contributed.
In Section 2 we begin with reviewing numerical methods for approximately solving
Hamiltonian systems of ordinary differential equations, which are ubiquitous in many
areas of physics. Such systems are characterized by the symplecticity of the flow, a
geometric property that one would like to transfer to the numerical discretization,
which is then called a symplectic integrator. Here, the two questions above become
the following:
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• How are symplectic integrators constructed?
• What are favourable long-time properties of symplectic integrators, and how
can they be explained?
The first question relates numerical methods with the theories of Hamilton and
Jacobi from the mid-19th century, and the latter question connects numerical meth-
ods with the analytical techniques of Hamiltonian perturbation theory, a subject
developed from the late 19th throughout the 20th century, from Lindstedt and
Poincare´ and Birkhoff to Siegel and Kolmogorov, Arnold and Moser (KAM theory),
to Nekhoroshev and further eminent mathematicians. This connection comes about
via backward error analysis, which is a concept that first appeared in numerical
linear algebra [Wil60]. The viewpoint is to interpret the numerical approximation
as the exact (or almost exact) solution of a modified equation. In the case of a
symplectic integrator applied to a Hamiltonian differential equation, the modified
differential equation turns out to be again Hamiltonian, with a Hamiltonian that
is a small perturbation to the original one. This brings Hamiltonian perturbation
theory into play for the long-time analysis of symplectic integrators. Beyond the
purely mathematical aspects, it should be kept in mind that symplectic integrators
are first and foremost an important tool in computational physics. In fact such
numerical methods appeared first in the physics literature [dV56, Ver67, Rut83], in
such areas as nuclear physics and molecular dynamics, and slightly later [WH91] in
celestial mechanics, which has been the original motivation in the development of
Hamiltonian perturbation theory [Poi92, SM71]. It was not least with the use of
symplectic integrators that the centuries-old question about the stability of the solar
system was finally answered negatively in the last decade by Laskar; see [Las13] and
compare also with [Mos78].
In Section 3 we consider numerical methods for finite-dimensional Hamiltonian
systems with multiple time scales where, in the words of Fermi, Pasta & Ulam
[FPU55], “the non-linearity is introduced as a perturbation to a primarily linear
problem. The behavior of the systems is to be studied for times which are long com-
pared to the characteristic periods of the corresponding linear problem.” The two
basic questions above are reconsidered for such systems. Except for unrealistically
small time steps, the backward error analysis of Section 2 does not work for such
systems, and a different technique of analysis is required. Modulated Fourier expan-
sions in time were originally developed (since 2000) for studying numerical methods
for such systems and were subsequently also recognized as a powerful analytical
technique for proving new results for continuous systems of this type, including the
original Fermi–Pasta–Ulam system. While the canonical transformations of Hamil-
tonian perturbation theory transform the system into a normal form from which
long-time behaviour can be read off, modulated Fourier expansions embed the sys-
tem into a high-dimensional system that has a Lagrangian structure with invariance
properties that enable us to infer long-time properties of the original system. Mod-
ulated Fourier expansions do not use nonlinear coordinate transformations, which
is one reason for their suitability for studying numerical methods, which are most
often not invariant under nonlinear transformations.
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In Section 4 we present long-time results for suitable numerical discretizations
of Hamiltonian partial differential equations such as nonlinear wave equations and
nonlinear Schro¨dinger equations. A number of important results on this topic have
been obtained in the last decade, linking the numerical analysis of such equations
to recent advances in their mathematical analysis. The viewpoint we take here is
to consider the Hamiltonian partial differential equation as an infinite-dimensional
system of the oscillatory type of Section 3 with infinitely many frequencies, and we
present results on the long-time behaviour of the numerical and the exact solutions
that have been obtained with modulated Fourier expansions or with techniques from
infinite-dimensional Hamiltonian perturbation theory. We mention, however, that
there exist other viewpoints on the equations considered, with different geometric
concepts such as multisymplecticity [Bri97, MPS98]. While multisymplectic integra-
tors, which preserve this geometric structure, have been constructed and favourably
tested in numerical experiments [BR01, AM04] (and many works thereafter), as
of now there appear to be no proven results on the long-time behaviour of such
methods.
In Section 5 we consider dynamical low-rank approximation, which leads to a dif-
ferent class of dynamical problems with different geometric aspects. The problem
here is to approximate large (or rather too large, huge) time-dependent matrices,
which may be given explicitly or are the unknown solution to a matrix differential
equation, by matrices of a prescribed rank, typically much smaller than the matrix
dimension so that a data-compressed approximation is obtained. Such problems of
data and/or model reduction arise in a wide variety of applications ranging from
information retrieval to quantum dynamics. On projecting the time derivative of the
matrices to the tangent space of the manifold of low-rank matrices at the current ap-
proximation, this problem leads to a differential equation on the low-rank manifold,
which needs to be solved numerically. We present answers to the two basic questions
formulated at the beginning of this introduction, for this particular problem. The
proposed “geometric” numerical integrator, which is based on splitting the orthogo-
nal projection onto the tangent space, is robust to the (ubiquitous) presence of small
singular values in the approximations. This numerically important robustness prop-
erty relies on a geometric property: The low-rank manifold is a ruled manifold (like
a hyperboloid). It contains flat subspaces along which one can pass between any
two points on the manifold, and the numerical integrator does just that. In this way
the high curvature of the low-rank manifold at matrices with small singular values
does not become harmful. Finally, we address the nontrivial extension to tensors
of various formats (Tucker tensors, tensor trains, hierarchical tensors), which is of
interest in time-dependent problems with several spatial dimensions.
Section 6 on tensor and tensor network approximations in quantum dynamics com-
bines the worlds of the previous two sections and connects them with recent devel-
opments in computational quantum physics. The reduction of the time-dependent
many-particle Schro¨dinger equation to a low-rank tensor manifold by the Dirac–
Frenkel time-dependent variational principle uses a tangent-space projection that is
both orthogonal and symplectic. It results in a (non-canonical) Hamiltonian dif-
ferential equation on the tensor manifold that can be discretized in time by the
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Figure 2.1. Numerical simulation of the outer solar system.
projector-splitting integrator of Section 5, which is robust to small singular values
and preserves both the norm and the energy of the wavefunction.
2. Hamiltonian systems of ordinary differential equations
2.1. Hamiltonian systems. Differential equations of the form (with ˙ = d/dt)
(2.1) p˙ = −∇qH(p, q), q˙ = +∇pH(p, q)
are fundamental to many branches of physics. The real-valued Hamilton function H,
defined on a domain of Rd+d (the phase space), represents the total energy and
q(t) ∈ Rd and p(t) ∈ Rd represent the positions and momenta, respectively, of a
conservative system at time t. The total energy is conserved:
H(p(t), q(t)) = H(p(0), q(0))
along every solution (p(t), q(t)) of the Hamiltonian differential equations.
Numerical example: We consider four variants of the Euler method, which for a
given (small) step size h > 0 compute approximations pn ≈ p(nh), qn ≈ q(nh) via
pn+1 = pn − h∇qH(pn+α, qn+β), qn+1 = qn + h∇pH(pn+α, qn+β),
with α, β ∈ {0, 1}. For α = β = 0 this is the explicit Euler method, for α = β = 1
it is the implicit Euler method. The partitioned methods with α 6= β are known as
the symplectic Euler methods. All four methods are of order r = 1, that is, the error
after one step of the method is O(hr+1) with r = 1.
We apply these methods to the outer solar system, which is an N -body problem
with Hamiltonian
H(p, q) =
1
2
N∑
i=0
1
mi
|pi|2 −G
N∑
i=1
i−1∑
j=0
mimj
|qi − qj| ,
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Figure 2.2. Relative error of the Hamiltonian on the interval 0 ≤ t ≤ 200 000.
where p = (p0, . . . , pN), q = (q0, . . . , qN) and | · | denotes the Euclidean norm, and
the constants are taken from [HLW06, Section I.2.4]. The positions qi ∈ R3 and
momenta pi ∈ R3 are those of the sun and the five outer planets (including Pluto).
Figure 2.1 shows the numerical solution obtained by the four versions of the Euler
method on a time interval of 200 000 earth days. For the explicit Euler method the
planets spiral outwards, for the implicit Euler method they spiral inwards, fall into
the sun and finally are ejected. Both symplectic Euler methods show a qualitatively
correct behaviour, even with a step size (in days) that is much larger than the one
used for the explicit and implicit Euler methods. Figure 2.2 shows the relative
error of the Hamiltonian,
(
H(pn, qn) − H(p0, q0)
)/|H(p0, q0)|, along the numerical
solution of the four versions of Euler’s method on the time interval 0 ≤ nh ≤ 200 000.
Whereas the size of the error increases for the explicit and implicit Euler methods,
it remains bounded and small, of a size proportional to the step size h, for both
symplectic Euler methods.
2.2. Symplecticity of the flow and symplectic integrators. The time-t flow of
a differential equation y˙ = f(y) is the map ϕt that associates with an initial value y0
at time 0 the solution value at time t: ϕt(y0) = y(t). Consider now the Hamiltonian
system (2.1) or equivalently, for y = (p, q),
y˙ = J−1∇H(y) with J =
(
0 I
−I 0
)
.
The flow ϕt of the Hamiltonian system is symplectic (or canonical), that is, the
derivative matrix Dϕt with respect to the initial value satisfies
Dϕt(y)
> J Dϕt(y) = J
for all y and t for which ϕt(y) exists. This quadratic relation is formally similar
to orthogonality, with J in place of the identity matrix I, but it is related to the
preservation of areas rather than lengths in phase space.
There is also a local converse: If the flow of some differential equation is sym-
plectic, then there exists locally a Hamilton function for which the corresponding
Hamiltonian system coincides with this differential equation.
A numerical one-step method yn+1 = Φh(yn) (with step size h) is called symplectic
if the numerical flow Φh is a symplectic map:
DΦh(y)
> J DΦh(y) = J.
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Such methods exist: the “symplectic Euler methods” of the previous subsection are
indeed symplectic. This was first noted, or considered noteworthy, in an unpub-
lished report by de Vogelaere [dV56]. The symplecticity can be readily verified by
direct calculation or by observing that the symplectic Euler methods are symplec-
tic maps with the h-scaled Hamilton function taken as the generating function of a
canonical transformation in Hamilton and Jacobi’s theory. More than 25 years later,
Ruth [Rut83] and Feng Kang [Fen85, Fen86] independently constructed higher-order
symplectic integrators using generating functions of Hamilton–Jacobi theory. These
symplectic methods require, however, higher derivatives of the Hamilton function.
Symplectic integrators began to find widespread interest in numerical analysis when
in 1988 Lasagni, Sanz-Serna and Suris [Las88, SS88, Sur88] independently char-
acterized symplectic Runge–Kutta methods by a quadratic relation of the method
coefficients. This relation was already known to be satisfied by the class of Gauss–
Butcher methods (the order-preserving extension of Gaussian quadrature formulae
to differential equations), which include methods of arbitrary order. Like the Euler
methods, Runge–Kutta methods only require evaluations of the vector field, but no
higher derivatives.
The standard integrator of molecular dynamics, introduced to the field by Verlet
in 1967 [Ver67] and used ever since, is also symplectic. For a Hamiltonian H(p, q) =
1
2
p>M−1p+ V (q) with a symmetric positive definite mass matrix M , the method is
explicit and given by the formulas
pn+1/2 = pn − h2∇V (qn)
qn+1 = qn + hM
−1pn+1/2
pn+1 = pn+1/2 − h2∇V (qn+1).
Such a method was also formulated by the astronomer Sto¨rmer in 1907, and can
even be traced back to Newton’s Principia from 1687, where it was used as a theo-
retical tool in the proof of the preservation of angular momentum in the two-body
problem (Kepler’s second law), which is preserved by this method (cf. [Wan10]).
The above method is referred to as the Sto¨rmer–Verlet method, Verlet method or
leapfrog method in different communities. The symplecticity of this method can be
understood in various ways by relating the method to classes of methods that have
proven useful in a variety of applications (cf. [HLW03]): as a composition method (it
is a composition of the two symplectic Euler methods with half step size), as a split-
ting method (it solves in an alternating way the Hamiltonian differential equations
corresponding to the kinetic energy 1
2
p>M−1p and the potential energy V (q)), and
as a variational integrator : it minimizes the discrete action functional that results
from approximating the action integral∫ tN
t0
L(q(t), q˙(t)) dt with L(q, q˙) =
1
2
q˙>Mq˙ − V (q)
by the trapezoidal rule and using piecewise linear approximation to q(t). The
Sto¨rmer–Verlet method can thus be interpreted as resulting from a discretization of
the Hamilton variational principle. Such an interpretation can in fact be given for
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every symplectic method. Conversely, symplectic methods can be constructed by
minimizing a discrete action integral. In particular, approximating the action inte-
gral by a quadrature formula and the positions q(t) by a piecewise polynomial leads
to a symplectic partitioned Runge–Kutta method. With Gauss quadrature, this
gives a reinterpretation of the Gauss–Butcher methods (cf. [Sur90, MW01, HLW06]).
2.3. Backward error analysis. The numerical example of Section 2.1, and many
more examples in the literature, show that symplectic integrators behave much
better over long times than their non-symplectic counterparts. How can this be
explained, or put differently: How does the geometry lead to favourable dynamics?
There is a caveat: As was noted early on [GDC91, CSS92], all the benefits of sym-
plectic integrators are lost when they are used with variable step sizes as obtained
by standard step size control. So it is not just about preserving symplecticity.
Much insight into this question is obtained from the viewpoint of backward anal-
ysis, where the result of one step of a numerical method for a differential equation
y˙ = f(y) is interpreted as the solution to a modified differential equation (or more
precisely formal solution, having the same expansion in powers of the step size h)
˙˜y = f(y˜) + hf1(y˜) + h
2f2(y˜) + h
3f3(y˜) + . . . .
The question then is how geometric properties of the numerical method, such as
symplecticity, are reflected in the modified differential equation. It turns out that
in the case of a symplectic integrator applied to a Hamiltonian differential equation,
each of the perturbation terms is a Hamiltonian vector field, fj(y) = J
−1∇Hj(y) (at
least locally, on simply connected domains). The formal construction was first given
by Moser [Mos68], where the problem of interpolating a near-identity symplectic
map by a Hamiltonian flow was considered. For the important class of symplectic
partitioned Runge–Kutta methods (which includes all the examples mentioned in
Section 2.2), a different construction in [Hai94], using the theory of P-series and
their associated trees, showed that the perturbation Hamiltonians Hj are indeed
global, defined on the same domain on which the Hamilton function H is defined
and smooth. Alternatively, this can also be shown using the explicit generating
functions for symplectic partitioned Runge–Kutta methods as derived by Lasagni;
see [HLW06, Sect. IX.3]. This global result is in particular important for studying the
behaviour of symplectic integrators for near-integrable Hamiltonian systems, which
are considered in neighbourhoods of tori. It allows us to bring the rich arsenal of
Hamiltonian perturbation theory to bear on the long-time analysis of symplectic
integrators.
The step from a formal theory (with the three dots at the end of the line) to
rigorous estimates was taken by Benettin & Giorgilli [BG94] (see also [HL97, Rei99]
and [HLW06, Chapter IX] for related later work), who showed that in the case of an
analytic vector field f , the result y1 = Φh(y0) of one step of the numerical method
and the time-h flow ϕ˜h(y0) of the corresponding modified differential equation, suit-
ably truncated after N ∼ 1/h terms, differ by a term that is exponentially small
in 1/h:
‖Φh(y0)− ϕ˜h(y0)‖ ≤ Ch e−c/h,
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uniformly for y0 varying in a compact set. The constants C and c can be given
explicitly. It turns out that c is inversely proportional to a local Lipschitz constant
L of f , and hence the estimate is meaningful only under the condition hL  1.
We note that in an oscillatory Hamiltonian system, L corresponds to the highest
frequency in the system.
A different approach to constructing a modified Hamiltonian whose flow is expo-
nentially close to the near-identity symplectic map is outlined by Neishtadt [Nei84],
who exactly embeds the symplectic map into the flow of a non-autonomous Hamil-
tonian system with rapid oscillations and then uses averaging to obtain an au-
tonomous modified Hamiltonian.
2.4. Long-time near-conservation of energy. The above results immediately
explain the observed near-preservation of the total energy by symplectic integrators
used with constant step size: Over each time step, and as long as the numerical solu-
tion stays in a fixed compact set, the Hamilton function H˜ of the optimally truncated
modified differential equation is almost conserved up to errors of size O(he−c/h). On
writing H˜(yn)−H˜(y0) as a telescoping sum and adding up the errors, we thus obtain
H˜(yn)− H˜(y0) = O(e−c/2h) for nh ≤ ec/2h.
For a symplectic method of order r, the modified Hamilton function H˜ is O(hr)
close to the original Hamilton function H, uniformly on compact sets, and so we
have near-conservation of energy over exponentially long times :
H(yn)−H(y0) = O(hr) for nh ≤ ec/2h.
Symplecticity is, however, not necessary for good energy behaviour of a numerical
method. First, the assumption can clearly be weakened to conjugate symplecticity,
that is, the one-step method yn+1 = Φh(yn) is such that Φh = χ
−1
h ◦ Ψh ◦ χh where
the map Ψh is symplectic. But then, for some methods such as the Sto¨rmer–Verlet
method, long-time near-conservation of energy can be proved by an argument that
does not use symplecticity, but just the time-symmetry Φ−h ◦Φh = id of the method
[HLW03]. That proof is similar in spirit to proving the conservation of the energy
1
2
p>M−1p+ V (q) = 1
2
q˙>Mq˙ + V (q) for the second-order differential equation Mq¨ +
∇V (q) = 0 by taking the inner product with q˙ and noting that there results a
total differential: d
dt
(1
2
q˙>Mq˙ + V (q)) = 0. This kind of argument can be extended
to proving long-time near-conservation of energy and momentum for symmetric
multistep methods [HL04, HL17], which do not preserve symplecticity and are not
conjugate to a symplectic method. Arguments of this type are also basic in studying
the long-time behaviour of numerical methods in situations where the product of
the step size with the highest frequency is not very small, contrary to the condition
hL 1 above. We will encounter such situations in Sections 3 and 4.
2.5. Integrable and near-integrable Hamiltonian systems. Symplectic inte-
grators enjoy remarkable properties when they are used on integrable and perturbed
integrable Hamiltonian systems. Their study combines backward error analysis and
the perturbation theory of integrable systems, a rich mathematical theory originally
developed for problems of celestial mechanics [Poi92, SM71, AKN97].
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A Hamiltonian system with the (real-analytic) Hamilton function H(p, q) is called
integrable if there exists a symplectic transformation (p, q) = ψ(a, θ) to action-angle
variables (a, θ), defined for actions a = (a1, . . . , ad) in some open set of Rd and for
angles θ on the d-dimensional torus Td = {(θ1, . . . , θd); θi ∈ R mod 2pi}, such that
the Hamiltonian in these variables depends only on the actions:
H(p, q) = H(ψ(a, θ)) = K(a).
In the action-angle variables, the equations of motion are simply a˙ = 0, θ˙ = ω(a) with
the frequencies ω = (ω1, . . . , ωd)
T = ∇aK. For every a, the torus {(a, θ) : θ ∈ Td}
is thus invariant under the flow. We express the actions and angles in terms of the
original variables (p, q) via the inverse transform as
(a, θ) = (I(p, q),Θ(p, q))
and note that the components of I = (I1, . . . , Id) are first integrals (conserved quan-
tities) of the integrable system.
The effect of a small perturbation of an integrable system is well under control
in subsets of the phase space where the frequencies ω satisfy Siegel’s diophantine
condition:
|k · ω| ≥ γ|k|−ν for all k ∈ Zd, k 6= 0,
for some positive constants γ and ν, with |k| = ∑i |ki|. For ν > d − 1, almost all
frequencies (in the sense of Lebesgue measure) satisfy this non-resonance condition
for some γ > 0. For any choice of γ and ν the complementary set is, however, open
and dense in Rd.
For general numerical integrators applied to integrable systems (or perturbations
thereof) the error grows quadratically with time, and there is a linear drift in the
actions Ii along the numerical solution. Consider now a symplectic partitioned
Runge–Kutta method of order r (or more generally, a symplectic method that has a
globally defined modified Hamilton function), applied to the integrable system with a
sufficiently small step size h ≤ h0. Then, there is the following result on linear error
growth and long-time near-preservation of the actions [HLW02, Sect. X.3]: every
numerical solution (pn, qn) starting with frequencies ω0 = ω(I(p0, q0)) such that
‖ω0 − ω∗‖ ≤ c| log h|−ν−1 for some ω∗ ∈ Rd that obeys the above diophantine
condition, satisfies
‖(pn, qn)− (p(t), q(t))‖ ≤ C t hr
‖I(pn, qn)− I(p0, q0)‖ ≤ C hr for t = nh ≤ h
−r .
(The constants h0, c, C depend on d, γ, ν and on bounds of the Hamiltonian.) Under
stronger conditions on the initial values, the near-preservation of the action variables
along the numerical solution holds for times that are exponentially long in a negative
power of the step size [HL97]. For a Cantor set of initial values and a Cantor set
of step sizes this holds even perpetually, as the existence of invariant tori of the
numerical integrator close to the invariant tori of the integrable system was shown
by Shang [Sha99, Sha00].
The linear error growth persists when the symplectic integrator is applied to a
perturbed integrable system H(p, q) + εG(p, q) with a perturbation parameter of size
ε = O(hα) for some positive exponent α. Perturbed integrable systems have KAM
10 LUDWIG GAUCKLER, ERNST HAIRER, AND CHRISTIAN LUBICH
tori, i.e., deformations of the invariant tori of the integrable system corresponding
to diophantine frequencies ω, which are invariant under the flow of the perturbed
system. If the method is applied to such a perturbed integrable system, then the
numerical method has almost-invariant tori over exponentially long times [HL97].
For a Cantor set of non-resonant step sizes there are even truly invariant tori on
which the numerical one-step map reduces to rotation by hω in suitable coordinates
[HLW02, Sect. X.6.2].
In a very different line of research, one asks for integrable discretizations of inte-
grable systems; see the monumental treatise by Suris [Sur03].
2.6. Hamiltonian systems on manifolds. In a more general setting, a Hamil-
tonian system is considered on a symplectic manifold, which is a manifoldM with a
closed, non-degenerate alternating two-form ω, called the symplectic form. Given a
smooth Hamilton function H :M→ R, the corresponding Hamiltonian differential
equation is to find u : [0, T ]→M such that
ωu(t)(u˙(t), v) = dH(u(t))[v] for all v ∈ Tu(t)M,
where TuM denotes the tangent space at u of M, for a given initial value u(0) =
u0 ∈M. On inserting v = u˙(t) it is seen that the total energy H(u(t)) is constant in
time. We write again u(t) = ϕt(u0) to indicate the dependence on the initial value.
The flow map ϕt is symplectic in the sense that the symplectic form ω is preserved
along the flow: for all t and u0 where ϕt(u0) exists,
ωϕt(u0)(dϕt(u0)[ξ], dϕt(u0)[η]) = ωu0(ξ, η) for all ξ, η ∈ Tu0M; or ϕ∗tω = ω.
Contrary to the canonical Hamiltonian systems considered before, no general pre-
scription is known how to construct a symplectic numerical integrator for a general
Hamiltonian system on a general symplectic manifold.
However, for the important class of Hamiltonian systems with holonomic con-
straints, there exist symplectic extensions of the Sto¨rmer–Verlet method [And83,
LR94] and of higher-order partitioned Runge–Kutta methods [Jay96]. Here the
symplectic manifold M is the submanifold of R2d given by constraints g(q) = 0,
which constrain only the positions, together with the implied constraints for the
momenta, Dg(q)∇pH(p, q) = 0.
Apart from holonomic mechanical systems, there exist specially tailored sym-
plectic integrators for particular problem classes of non-canonical Hamiltonian sys-
tems. These are often splitting methods, as for example, for rigid body dynamics
[DLM97, BCF01], for Gaussian wavepackets in quantum dynamics [FL06], and for
post-Newtonian equations in general relativity [LWB10].
3. Hamiltonian systems with multiple time scales
3.1. Oscillatory Hamiltonian systems. The numerical experiment by Fermi,
Pasta and Ulam in 1955, which showed unexpected recurrent behaviour instead of
relaxation to equipartition of energy in a chain of weakly nonlinearly coupled par-
ticles, has spurred a wealth of research in both mathematics and physics; see, e.g.,
[Gal08, BI05, For92, Wei97]. Even today, there are only few rigorous mathematical
results for large particle numbers in the FPU problem over long times [BP06, HL12],
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Figure 3.1. Chain of alternating stiff harmonic and soft anharmonic springs.
and rigorous theory is lagging behind the insight obtained from carefully conducted
numerical experiments [BCP13].
Here we consider a related class of oscillatory Hamiltonian systems for which
the long-time behaviour is by now quite well understood analytically both for the
continuous problem and its numerical discretizations, and which show interesting
behaviour on several time scales. The considered multiscale Hamiltonian systems
couple high-frequency harmonic oscillators with a Hamiltonian of slow motion. An
illustrative example of such a Hamiltonian is provided by a Fermi–Pasta–Ulam type
system of point masses interconnected by stiff harmonic and soft anharmonic springs,
as shown in Figure 3.1; see [GGMV92] and [HLW06, Section I.5]. The general setting
is as follows: For positions q = (q0, q1, . . . , qm) and momenta p = (p0, p1, . . . , pm) with
pj, qj ∈ Rdj , let the Hamilton function be given by
H(p, q) = Hω(p, q) +Hslow(p, q),
where the oscillatory and slow-motion energies are given by
Hω(p, q) =
m∑
j=1
1
2
(
|pj|2 + ω2j |qj|2
)
, Hslow(p, q) =
1
2
|p0|2 + U(q)
with high frequencies
ωj ≥ ε−1, 0 < ε 1.
The coupling potential U is assumed smooth with derivatives bounded independently
of the small parameter ε. On eliminating the momenta pj = q˙j, the Hamilton
equations become the system of second-order differential equations
q¨j + ω
2
j qj = −∇jU(q), j = 0, . . . ,m,
where ∇j denotes the gradient with respect to qj, and where we set ω0 = 0. We are
interested in the behaviour of the system for initial values with an oscillatory energy
that is bounded independently of ε:
Hω(p(0), q(0)) ≤ Const.
This system shows different behaviour on different time scales:
(i) almost-harmonic motion of the fast variables (pj, qj) (j 6= 0) on time scale ε;
(ii) motion of the slow variables (p0, q0) on the time scale ε
0;
(iii) energy exchange between the harmonic oscillators with the same frequency on
the time scale ε−1;
(iv) energy exchange between the harmonic oscillators corresponding to frequencies
in 1:2 or 1:3 resonance on the time scale ε−2 or ε−3, respectively;
(v) near-preservation of the jth oscillatory energy Ej =
1
2
(|pj|2 + ω2j |qj|2) for a
non-resonant frequency ωj beyond the time scale ε
−N for arbitrary N ; and
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(vi) near-preservation of the total oscillatory energy Hω over intervals that are
beyond the time scale ε−N for arbitrary N , uniformly for ωj ≥ ε−1 without
any non-resonance condition (but depending on the number m of different
frequencies). Hence, there is nearly no energy exchange between the slow
and the fast subsystem for very long times irrespective of resonances, almost-
resonances or non-resonances among the high frequencies.
The long-time results (iii)–(vi) require in addition that q0 stays in a compact set,
which is ensured if the potential U(q) → +∞ as |q| → ∞. These results can be
proved by two alternative techniques:
(H) using canonical coordinate transformations of Hamiltonian perturbation the-
ory to a normal form; or
(F) using modulated Fourier expansions in time.
The latter technique was developed by the authors of the present paper (in part
together with David Cohen) and will be outlined in the next subsection.
Motivated by the problem of relaxation times in statistical mechanics, item (v)
was first shown using (H) by Benettin, Galgani & Giorgilli [BGG87] for the single-
frequency case, even over times exponentially long in ε−1 for a real-analytic Hamilton
function, and in [BGG89] for the multi-frequency case over times exponentially
long in some negative power of ε that depends on the diophantine non-resonance
condition; it was subsequently shown using (F) in [CHL03] over exponentially long
times in ε−1 for the single frequency-case, and in [CHL05] over times ε−N with N
depending on the chosen non-resonance condition on the frequencies.
Item (vi) was first shown using (F) in [GHL13] and subsequently using (H) in
[BGPP13], where the result was extended to exponentially long time scales.
The relationship between the two techniques of proof, (H) and (F), is not clear
at present. The proofs look very different in the basic arguments, in the geometric
content and in the technical details, yet lead to very similar results about the long-
time behaviour of the continuous problem.
3.2. Modulated Fourier expansion. Modulated Fourier expansions in time have
proven useful in the long-time analysis of differential equations where the nonlin-
earity appears as a perturbation to a primarily linear problem (as laid out in the
programme of [FPU55] cited in the introduction). This encompasses important
classes of Hamiltonian ordinary and partial differential equations. The approach
can be successfully used for the analysis of the continuous problems as well as for
their numerical discretizations, as is amply shown in the corresponding references
in this and the next section. In particular for the analysis of numerical methods,
it offers the advantage that it does not require nonlinear coordinate transforms.
Instead, it embeds the original system in a high-dimensional system of modulation
equations that has a Lagrangian / Hamiltonian structure with invariance properties.
In addition to the use of modulated Fourier expansions as an analytical technique,
they have been used also as a numerical approximation method in [HLW02, Chapter
XIII] and [Coh04, CDI09, CDI10, FS14, BCZ14, Zha17].
We now describe the basic steps how, for the problem of the previous subsec-
tion, a simple ansatz for the solution over a short time interval leads to long-time
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near-conservation results for the oscillatory energies Ej =
1
2
(|pj|2 + ω2j |qj|2). We
approximate the solution qj of the second-order differential equation of the previous
section as a modulated Fourier expansion,
qj(t) ≈
∑
k
zkj (t) e
i(k·ω)t for short times 0 ≤ t ≤ 1,
with modulation functions zkj , all derivatives of which are required to be bounded in-
dependently of ε. The sum is taken over a finite set of multi-indices k = (k1, . . . , km) ∈
Zm, and k · ω = ∑ kjωj. The slowly changing modulation functions are multiplied
with the highly oscillatory exponentials ei(k·ω)t =
∏m
j=1
(
eiωjt
)kj , which are products
of solutions to the linear equations x¨j + ω
2
jxj = 0. Such products can be expected
to be introduced into the solution qj by the nonlinearity.
Similar multiscale expansions have appeared on various occasions in the literature.
The distinguishing feature here is that such a short-time expansion is used to derive
long-time properties of the Hamiltonian system.
3.2.1. Modulation system and non-resonance condition. When we insert this ansatz
into the differential equation and collect the coefficients to the same exponential
ei(k·ω)t, we obtain the infinite system of modulation equations for z = (zkj )
(ω2j − (k · ω)2) zkj + 2i(k · ω)z˙kj + z¨kj = −
∂ U
∂z−kj
(z).
The left-hand side results from the linear part q¨j +ω
2
j qj of the differential equation.
The right-hand side results from the nonlinearity and turns out to have a gradient
structure with the modulation potential
U(z) = U(z0) +
∑
`≥1
∑
k1+...+k`=0
1
`!
U (`)(z0)
[
zk
1
, . . . , zk
`]
,
with 0 6= ki ∈ Zm. The sum is suitably truncated, say to ` ≤ N , |ki| ≤ N .
The infinite modulation system is truncated and can be solved approximately (up
to a defect εN) for modulation functions zkj with derivatives bounded independently
of ε under a non-resonance condition that ensures that ω2j−(k ·ω)2 is the dominating
coefficient on the left-hand side of the modulation equation, except when k is plus
or minus the jth unit vector. For example, we can assume, as in [CHL05], that there
exists c > 0 such that
|k · ω| ≥ c ε−1/2 for k ∈ Zm with 0 < |k| ≤ 2N,
where |k| = ∑mj=1 |kj|. Under such a non-resonance condition one can construct
and appropriately bound the modulation functions zkj , and the modulated Fourier
expansion is then an O(εN) approximation to the solution over a short time interval
t = O(1).
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3.2.2. Lagrangian structure and invariants of the modulation system. With the mul-
tiplied functions ykj (t) = z
k
j (t)e
i(k·ω)t that appear as summands in the modulated
Fourier expansion, the modulation equations take the simpler form
y¨kj + ω
2
j y
k
j = −
∂ U
∂y−kj
(y).
The modulation potential U has the important invariance property
U(S`(θ)y) = U(y) for S`(θ)y = (eik`θykj )j,k with θ ∈ R,
as is directly seen from the sum over k1 + . . .+ km = 0 in the definition of U . We
have thus embedded the original differential equations in a system of modulation
equations that are Lagrange equations for the Lagrange function
L(y, y˙) = 1
2
∑
j,k
y˙−kj y˙
k
j − 12
∑
j,k
ω2j y
−k
j y
k
j − U(y),
which is invariant under the action of the group {S`(θ) : θ ∈ R}. We are thus
in the realm of Emmy Noether’s theorem from 1918, which states that invariance
under a continuous group action (a geometric property) yields the existence of con-
served quantities of the motion (a dynamic property). By Noether’s theorem, the
modulation equations thus conserve
E`(y, y˙) = −i
∑
j
∑
k
k`ω` y
−k
j y˙
k
j .
Since the modulation equations are solved only up to a defect O(εN) in the con-
struction of the modulated Fourier expansion, the functions E` are almost-conserved
quantities with O(εN+1) deviations over intervals of length O(1). They turn out
to be O(ε) close to the oscillatory energies E`. By patching together many short
time intervals, the drift in the almost-invariants E` is controlled to remain bounded
by CtεN+1 ≤ Cε over long times t ≤ ε−N , and hence also the deviation in the
oscillatory energies E` is only O(ε) over such long times. We thus obtain long-time
near-conservation of the oscillatory energies E`.
3.3. Long-time results for numerical integrators. Modulated Fourier expan-
sions were first developed in [HL00b] and further in [HLW02, Chapter XIII] to
understand the observed long-term near-conservation of energy by some numerical
methods for step sizes for which the smallness condition hL  1 of the backward
error analysis of Section 2.3 is not fulfilled. For the numerical solution of the dif-
ferential equation of Section 3.1, we are interested in using numerical integrators
that allow large step sizes h such that h/ε ≥ c0 > 0. In this situation, the one-step
map of a numerical integrator is no longer a near-identity map, as was the case in
Section 2.
For a class of time-symmetric trigonometric integrators, which are exact for the
uncoupled harmonic oscillator equations x¨j + ω
2
jxj = 0 and reduce to the Sto¨rmer–
Verlet method for ωj = 0, the following results are proved for step sizes h that satisfy
a numerical non-resonance condition:
hωj is bounded away (by
√
h) from a multiple of pi.
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Under just this condition it is shown in [CGHL15], using modulated Fourier expan-
sions, that the slow energy Hslow is nearly preserved along the numerical solution
for very long times t ≤ h−N for arbitrary N ≥ 1 provided the total energy remains
bounded along the numerical solution. If in addition,
sums of ±hωj with at most N + 1 terms are
bounded away from non-zero multiples of 2pi,
then also the total and oscillatory energies H and Hω are nearly preserved along the
numerical solution for t ≤ h−N for the symplectic methods among the considered
symmetric trigonometric integrators. Modified total and oscillatory energies are
nearly preserved by the non-symplectic methods in this class. These results yield
the numerical version of property (vi) above. A numerical version of property (v) was
shown in [CHL05]. The single-frequency case was previously studied in [HL00b]. For
the Sto¨rmer–Verlet method, which can be interpreted as a trigonometric integrator
with modified frequencies, related long-time results are given in [HL00a, CGHL15].
The numerical version of the energy transfer of property (iii) was studied in
[HLW02, Section XIII.4] and in [CHL05, MS14]. Getting the energy transfer quali-
tatively correct by the numerical method turns out to put more restrictions on the
choice of methods than long-time energy conservation.
While we concentrated here on long-time results, it should be mentioned that
fixed-time convergence results of numerical methods for the multiscale problem as
h→ 0 and ε→ 0 with h/ε ≥ c0 > 0 also pose many challenges; see, e.g., [GASSS99,
HL99, GH06, BGG+17] for systems with constant high frequencies and also [LW14,
HL16] for systems with state-dependent high frequencies, where near-preservation
of adiabatic invariants is essential. We also refer to [HLW06, Chapters XIII and
XIV] and to the review [CJLL06].
4. Hamiltonian partial differential equations
There is a vast literature on the long-time behaviour of nonlinear wave equa-
tions, nonlinear Schro¨dinger equations and other Hamiltonian partial differential
equations; see, e.g., the monographs [Kuk93, Bou99, Cra00, Kuk00, KP03, GK14]
where infinite-dimensional versions of Hamiltonian perturbation theory are devel-
oped. Here we consider a few analytical results that have recently been transfered
also to numerical discretizations.
4.1. Long-time regularity preservation. We consider the nonlinear wave equa-
tion (or nonlinear Klein–Gordon equation)
∂2t u = ∂
2
xu− ρu+ g(u), u = u(x, t) ∈ R
with 2pi-periodic boundary condition in one space dimension, a positive mass pa-
rameter ρ and a smooth nonlinearity g = G′ with g(0) = g′(0) = 0. This equation
is a Hamiltonian partial differential equation ∂tv = −∇uH(u, v), ∂tu = ∇vH(u, v)
(where v = ∂tu) with Hamilton function
H(u, v) =
1
2pi
∫ pi
−pi
(
1
2
(
v2 + (∂xu)
2 + ρu2
)
−G(u)
)
dx
on the Sobolev space H1 of 2pi-periodic functions.
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Written in terms of the Fourier coefficients uj of u(x, t) =
∑
j∈Z uj(t)e
ijx, the
nonlinear wave equation takes the form of the oscillatory second-order differential
equation of Section 3.1, but the system is now infinite-dimensional:
u¨j + ω
2
juj = Fjg(u), j ∈ Z,
where Fj gives the jth Fourier coefficient and ωj =
√
j2 + ρ are the frequencies.
The following result is proved, using infinite-dimensional Hamiltonian perturba-
tion theory (Birkhoff normal forms), by Bambusi [Bam03], for arbitrary N ≥ 1:
Under a non-resonance condition on the frequencies ωj, which is satisfied for al-
most all values of the parameter ρ, and for initial data (u0, v0) that are ε-small in
a Sobolev space Hs+1 ×Hs with sufficiently large s = s(N), the harmonic energies
Ej =
1
2
(|u˙j|2 + ω2j |uj|2) are nearly preserved over the time scale t ≤ ε−N , and so is
the Hs+1 ×Hs norm of the solution (u(t), v(t)).
An alternative proof using modulated Fourier expansions was given in [CHL08b]
with the view towards transfering the result to numerical discretizations with trigono-
metric integrators as done in [CHL08a], for which in addition also a numerical non-
resonance condition is required.
Related long-time near-conservation results are proved for other classes of Hamil-
tonian differential equations, in particular for nonlinear Schro¨dinger equations with
a resonance-removing convolution potential, in [Bou96, BG06, Gre´07] using Birkhoff
normal forms and in [GL10a] using modulated Fourier expansions. These results are
transfered to numerical discretization by Fourier collocation in space and splitting
methods in time in [FGP10a, FGP10b, GL10b].
For small initial data where only one pair of Fourier modes is excited (that is,
Ej(0) = 0 for |j| 6= 1, which would yield a plane wave solution in the linear wave
equation), higher Fourier modes become excited in the above nonlinearly perturbed
wave equation to yield, within short time, mode energies Ej(t) that decay geometri-
cally with |j| and then remain almost constant for very long times. Using modulated
Fourier expansions, this is proved in [GHLW12] for the continuous problem and ex-
tended to numerical discretizations in [GW17].
4.2. Long-time near-conservation of energy for numerical discretizations.
In Section 2 we have seen that symplectic integrators approximately preserve the
energy of a Hamiltonian ordinary differential equation over long times. It is then
not far-fetched to expect the same for full (space and time) discretizations of Hamil-
tonian partial differential equations. However, the standard backward error analysis
argument does not carry over from ODEs to PDEs:
– Backward error analysis requires that the product of the time step size, now
denoted ∆t, and the local Lipschitz constant L be small. After space discretization
with a meshwidth ∆x, we have L proportional to 1/∆x in the case of wave equations
and proportional to 1/∆x2 in the case of Schro¨dinger equations. The condition
∆t L 1 then requires unrealistically small time steps as compared with the familiar
Courant–Friedrichs–Lewy (CFL) condition ∆t L ≤ Const.
– Even when a symplectic integrator is used with a very small time step size such
that ∆t L  1, the numerical method will nearly preserve the Hamilton function
of the spatially discretized system, not that of the PDE. The two energies are close
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to each other only as long as the numerical solution is sufficiently regular, which
usually cannot be guaranteed a priori.
The above hurdles are overcome in [CHL08a] for the nonlinearly perturbed wave
equation of the previous subsection discretized by Fourier collocation in space and
symplectic trigonometric integrators in time. Here, high regularity of the numerical
solution and near-conservation of energy are proved simultaneously using modulated
Fourier expansions. In [GL10b], this technique and the energy conservation results
are taken further to a class of nonlinear Schro¨dinger equations with a resonance-
removing convolution potential (in arbitrary space dimension) discretized by Fourier
collocation in space and a splitting method in time.
Long-time near-conservation of energy for symplectic splitting methods applied
to the nonlinear Schro¨dinger equation in one space dimension (without a resonance-
removing convolution potential) is shown in [FG11, Fao12] with a backward error
analysis adapted to partial differential equations and, under weaker step size re-
strictions, in [Gau16] with modulated Fourier expansions. In contrast to the afore-
mentioned results, these results are not restricted to initial values in higher-order
Sobolev spaces.
Apart from these results in the weakly nonlinear regime, the basic question of long-
time approximate conservation of the total energy under numerical discretization
remains wide open in view of the difficulties addressed above.
4.3. Orbital stability results for nonlinear Schro¨dinger equations and their
numerical discretizations. We consider the cubic nonlinear Schro¨dinger equation
i∂tu = −∆u+ κ|u|2u
near special solutions (ground states and plane waves) and describe results about or-
bital stability that have been obtained for the continuous problem and for numerical
discretizations.
Ground state. The cubic nonlinear Schro¨dinger equation on the real line in the
focusing case κ = −1 admits the solitary wave solution u(x, t) = eiλtη(x) with
η(x) = 1√
2
sech(x/2) with an appropriate real parameter λ. It is known from We-
instein [Wei85] that this solution is orbitally stable in the sense that for a small
H1-perturbation of the initial data, the exact solution remains close to the orbit of
η for all times. For the case restricted to symmetric initial conditions, orbital stabil-
ity of a full discretization with a finite-difference space discretization and a splitting
method as time discretization is shown by Bambusi, Faou & Gre´bert [BFG13].
Plane waves. We now consider the cubic nonlinear Schro¨dinger equation on a
torus Td = (R/2piZ)d of arbitrary dimension d ≥ 1 with real κ. It admits the plane
wave solution u(x, t) = ρei(m·x)e−i(|m|
2+κ|ρ|2)t for arbitrary ρ > 0 and m ∈ Zd. It is
shown in [FGL13] that for almost all ρ > 0, plane wave solutions are orbitally stable
for long times t ≤ ε−N under ε-perturbations in higher-order Sobolev spaces Hs,
s = s(N)  1, if 1 + 2κ|ρ|2 > 0 (which is the condition for linear stability). This
result is given with two different proofs, one based on Birkhoff normal forms and the
other one on modulated Fourier expansions. The latter technique is used in [FGL14]
to transfer the result to numerical discretization using Fourier collocation in space
and a splitting method for time discretization. The long-time orbital stability under
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smooth perturbations is in contrast to the instability under rough perturbations
shown in [Han14].
5. Dynamical low-rank approximation
Low-rank approximation of too large matrices and tensors is a fundamental ap-
proach to data compression and model reduction in a wide range of application
areas. Given a matrix A ∈ Rm×n, the best rank-r approximation to A with respect
to the distance given by the Frobenius norm (that is, the Euclidean norm of the
vector of entries of a matrix) is known to be obtained by a truncated singular value
decomposition: A ≈ ∑ri=1 σiuiv>i , where σ1, . . . , σr are the r largest singular val-
ues of A, and ui ∈ Rm and vi ∈ Rn are the corresponding left and right singular
vectors, which form an orthonormal basis of the range and corange, respectively, of
the best approximation. Hence, only r vectors of both length m and n need to be
stored. If r  min(m,n), then the requirements for storing and handling the data
are significantly reduced.
When A(t) ∈ Rm×n, 0 ≤ t ≤ T , is a time-dependent family of large matrices,
computing the best rank-r approximation would require singular value decomposi-
tions of A(t) for every time instance t of interest, which is often not computationally
feasible. Moreover, when A(t) is not given explicitly but is the unknown solution
to a matrix differential equation A˙(t) = F (t, A(t)), then computing the best rank-r
approximation would require to first solve the differential equation on Rm×n, which
may not be feasible for large m and n, and then to compute the singular value
decompositions at all times of interest, which may again not be feasible.
5.1. Dynamical low-rank approximation of matrices. An alternative — and
often computationally feasible — approach can be traced back to Dirac [Dir30] in
a particular context of quantum dynamics (see also the next section). Its abstract
version can be viewed as a nonlinear Galerkin method on the tangent bundle of an
approximation manifold M and reads as follows: Consider a differential equation
A˙(t) = F (t, A(t)) in a (finite- or infinite-dimensional) Hilbert space H, and letM be
a submanifold of H. An approximation Y (t) ∈M to a solution A(t) (for 0 ≤ t ≤ T )
is determined by choosing the time derivative Y˙ (t) as the orthogonal projection of
the vector field F (t, Y (t)) to the tangent space TY (t)M at Y (t) ∈M:
(5.1) Y˙ (t) = PY (t)F (t, Y (t)),
where PY denotes the orthogonal projection onto the tangent space at Y ∈ M.
Equation (5.1) is a differential equation on the approximation manifoldM, which is
complemented with an initial approximation Y (0) ∈M to A(0) ∈ H. WhenM is a
flat space, then this is the standard Galerkin method, which is a basic approximation
method for the spatial discretization of partial differential equations. When M is
not flat, then the tangent space projection PY depends on Y , and (5.1) is a nonlinear
differential equation even if F is linear.
For the dynamical low-rank approximation of time-dependent matrices, (5.1) is
used with M chosen as the manifold of rank-r matrices in the space H = Rm×n
equipped with the Frobenius inner product (the Euclidean inner product of the
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matrix entries). This approach was first proposed and studied in [KL07a]. The
rank-r matrices are represented in (non-unique) factorized form as
Y = USV >,
where U ∈ Rm×r and V ∈ Rn×r have orthonormal columns and S ∈ Rr×r is an
invertible matrix. The intermediate small matrix S is not assumed diagonal, but
it has the same non-zero singular values as Y ∈ M. Differential equations for
the factors U, S, V can be derived from (5.1) (uniquely under the gauge conditions
U>U˙ = 0 and V >V˙ = 0). They contain the inverse of S as a factor on the right-
hand side. It is a typical situation that S has small singular values, because in
order to obtain accurate approximability, the discarded singular values need to be
small, and then the smallest retained singular values are usually not much larger.
Small singular values complicate the analysis of the approximation properties of the
dynamical low-rank approximation (5.1), for a geometric reason: the curvature of
the rank-r manifold M at Y ∈M (measured as the local Lipschitz constant of the
projection map Y 7→ PY ) is proportional to the inverse of the smallest singular value
of Y . It seems obvious that high curvature of the approximation manifold can impair
the approximation properties of (5.1), and for a general manifold this is indeed the
case. Nevertheless, for the manifold M of rank-r matrices there are numerical and
theoretical results in [KL07a] that show good approximation properties also in the
presence of arbitrarily small singular values.
5.2. Projector-splitting integrator. The numerical solution of the differential
equations for U, S, V encounters difficulties with standard time integration methods
(such as explicit or implicit Runge–Kutta methods) when S has small singular val-
ues, since the inverse of S appears as a factor on the right-hand side of the system
of differential equations.
A numerical integration method for these differential equations with remarkable
properties is given in [LO14]. It is based on splitting the tangent space projection,
which at Y = USV > is an alternating sum of three subprojections:
PYZ = ZV V
> − UU>ZV V > + UU>Z.
Starting from a factorization Yn = UnSnV
>
n at time tn, the corresponding split-
ting integrator updates the factorization of the rank-r approximation to Yn+1 =
Un+1Sn+1V
>
n+1 at time tn+1. It alternates between solving (approximately if need
be) matrix differential equations of dimensions m× r (for US), r × r (for S), n× r
(for V S>) and doing orthogonal decompositions of matrices of these dimensions.
The inverse of S does not show up in these computations.
The projector-splitting integrator has a surprising exactness property: if the given
matrix A(t) is already of rank r for all t, then the integrator reproduces A(t) exactly
[LO14]. More importantly, the projector-splitting integrator is robust to the pres-
ence of small singular values: it admits convergent error bounds that are independent
of the singular values [KLW16]. The proof uses the above exactness property and
a geometric peculiarity: in each substep of the algorithm, the approximation moves
along a flat subspace of the manifold M of rank-r matrices. In this way, the high
curvature due to small singular values does no harm.
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5.3. Dynamical low-rank approximation of tensors. The dynamical low-rank
approximation and the projector-splitting integrator have been extended from ma-
trices to tensors A(t) ∈ Rn1×···×nd such that the favourable approximation and ro-
bustness properties are retained; see [KL10, LRSV13, AJ14, LOV15, LVW17]. The
dynamical low-rank approximation can be done in various tensor formats that allow
for a notion of rank, such as Tucker tensors, tensor trains, hierarchical tensors, and
general tensor tree networks; see [Hac12, UV13] for these concepts and for some of
their geometric properties.
6. Quantum dynamics
6.1. The time-dependent variational approximation principle. The time-
dependent Schro¨dinger equation for theN -particle wavefunction ψ = ψ(x1, . . . , xN , t),
i∂tψ = Hψ,
posed as an evolution equation on the complex Hilbert space H = L2((R3)N ,C)
with a self-adjoint Hamiltonian operator H, is not accessible to direct numerical
treatment in the case of several, let alone many particles. “One must therefore
resort to approximate methods”, as Dirac [Dir30] noted already in the early days
of quantum mechanics. For a particular approximation scheme, which is nowadays
known as the time-dependent Hartree–Fock method, he used the tangent space
projection (5.1) for the Schro¨dinger equation. Only later was this recognized as a
general approximation approach, which is now known as the (Dirac–Frenkel) time-
dependent variational principle in the physical and chemical literature: Given a
submanifold M of H, an approximation u(t) ∈ M to the wavefunction ψ(·, t) ∈ H
is determined by the condition that
u˙ is chosen as that w ∈ TuM for which ‖iw −Hu‖ is minimal.
This is precisely (5.1) in the context of the Schro¨dinger equation: u˙ = Pu
1
i
Hu. If
we assume that the approximation manifold M is such that for all u ∈M,
TuM is a complex vector space,
(so that with v ∈ TuM, also iv ∈ TuM), then the orthogonal projection Pu turns out
to be also a symplectic projection with respect to the canonical symplectic two-form
on H given by ω(ξ, η) = 2 Im〈ξ, η〉 for ξ, η ∈ H, and M is a symplectic manifold.
With the Hamilton function H(u) = 〈u,Hu〉, the differential equation for u can
then be rewritten as
ω(u˙, v) = dH(u)[v] for all v ∈ TuM,
which is a Hamiltonian system on the symplectic manifold M; cf. Section 2.6. The
total energy H(u) is therefore conserved along solutions, and the flow is symplectic
on M. The norm is conserved if M contains rays, i.e., with u ∈ M also αu ∈ M
for all α > 0. We refer to the books [KS81, Lub08] for geometric, dynamic and
approximation aspects of the time-dependent variational approximation principle.
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6.2. Tensor and tensor network approximations. In an approach that builds
on the time-honoured idea of separation of variables, the multi-configuration time-
dependent Hartree method (MCTDH) [MMC90, MGW09] uses the time-dependent
variational principle to determine an approximation to the multivariate wavefunction
that is a linear combination of products of univariate functions:
u(x1, . . . , xN , t) =
r1∑
i1=1
· · ·
rN∑
iN=1
ci1,...,iN (t)ϕ
(1)
i1
(x1, t) . . . ϕ
(N)
iN
(xN , t).
The time-dependent variational principle yields a coupled system of ordinary dif-
ferential equations for the coefficient tensor
(
ci1,...,iN (t)
)
of full multilinear rank and
low-dimensional nonlinear Schro¨dinger equations for the single-particle functions
ϕ
(n)
in
(xn, t), which are assumed orthonormal for each n = 1, . . . , N . Well-posedness
and regularity for this nonlinear system of evolution equations is studied in [KL07b],
and an asymptotic error analysis of the MCTDH approximation for growing ranks
rn is given in [CL10].
The projector-splitting integrator of Section 5.2 is extended to MCTDH in [Lub15].
The nonlinear MCTDH equations are thus split into a chain of linear single-particle
differential equations, alternating with orthogonal matrix decompositions. The in-
tegrator conserves the L2 norm and the total energy and, as is proved in [LVW17], it
is robust to the presence of small singular values in matricizations of the coefficient
tensor.
In the last decade, tensor network approximations, and in particular matrix prod-
uct states, have increasingly come into use for the description of strongly interacting
quantum many-body systems; see, e.g., [VMC08, CV09, SPM+15]. Matrix product
states (known as tensor trains in the mathematical literature [Ose11]) approximate
the wavefunction by
u(x1, . . . , xN , t) = G1(x1, t) · . . . ·GN(xN , t)
with matrices Gn(xn, t) of compatible (low) dimensions. This approach can be
viewed as a non-commutative separation of variables. Its memory requirements grow
only linearly with the number of particles N , which makes the approach computa-
tionally attractive for many-body systems. The approximability of the wavefunction
or derived quantities by this approach is a different issue, with some excellent com-
putational results but hardly any rigorous mathematical theory so far.
For the numerical integration of the equations of motion that result from the
time-dependent variational approximation principle, the projector-splitting integra-
tor has recently been extended to matrix product states in [LOV15, HLO+16], with
favourable properties like the MCTDH integrator. The important robustness to the
presence of small singular values is proved in [KLW16], again using the property
that the integrator moves along flat subspaces within the tensor manifold.
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