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1.1   The Study of Pattern Formation  
Dynamical instabilities of spatially continuous systems have long been 
a subject of intense scientific research. Stationary and oscillatory waves in such 
systems with intrinsic instabilities lead to many interesting phenomena and 
fascinating spatiotemporal structures. The dynamical properties of propagating 
waves, in linear systems, can be easier understood by the superposition principle, 
where the different Fourier components of the wave (wavevectors) do not 
interact and remain unaffected by each other, leading to relatively simple 
dynamics. Purely linear systems in nature, however, are rare or exist in limited 
parameter ranges. In reality, most systems generally display nonlinear behavior, 
where the properties of the medium and the system parameters are nonlinearly 
dependent on the amplitude of the wave. In such systems, the superposition 
principle is not valid, that is, the different Fourier components of the system are 
not completely independent from each other but interact and exert mutual 
influence. This interaction may be of many different types, but can be broadly 
classified as attractive or repulsive in single variable systems (generally 
represented by the sign of the nonlinearity coefficient in the wave equation), and 
forms the basis of most of the observed nonlinear phenomenon.  
This basic nonlinear interaction also lies at the root of spontaneous pattern 
formation, which may be of many different types, occurring in a wide variety of 
systems in nature and in technology [Stal03, Tli14, Cros93]. A few examples of 
common patterns are shown in Fig. 1.1.1, which help illustrate the wide variety 
and diversity of the phenomena.  
Although the term ‘pattern formation’ is very generic, in this thesis it is used to 
specifically refer to patterns which break out spontaneously from homogenous 
states. It is not to be confused with other types of patterns which arise, for 
instance, from self-organization processes, emergent behaviors and fractals etc., 
which are also widely prevalent in the natural world and equally fascinating 
 
 
 
Chapter 1: Introduction  3 
 
 
[Ball99, Whit02]. A few examples of such self-organized patterns are also shown 
in Fig. 1.1.1(h-i).  
 
Figure 1.1.1: Some examples of pattern formation in nature. (a) The so-called ‘morning 
glory’ clouds, (Credit: [Petr09]) display spectacular roll-patterns. (b) Granular patterns and 
a sunspot observed in the sun’s photosphere (Image: [Gora03]). (c) The spiral patterns of 
the famous Belousov–Zhabotinsky chemical reaction (Credit: [Epst06]). (d) Regular 
patterns on sand dunes. Regular Turing-patterns on the skin of many animals (e) and on 
the shells of many marine creatures (e). (g) A spiral galaxy is an example of pattern 
formation at astronomical scales. (h) Self-similar fractal patterns of a common fern. (i) 
Self-organization in a colony of the P. vortex (Ben-Jacob's) bacteria displaying emergent 
patterns (credit: [Jaco97]).  
The phenomenon of pattern formation in the natural world has fascinated 
humans from the earliest of times. Patterns which appear seemingly from 
nowhere, with intensely varying structures, and displaying such an intricate 
combination of logical structure and atheistic beauty- surely must have been a 
potent stimulation for the ancient mind [Abas01]! It is plausible that such 
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patterns were the major inspiration behind the development of much of art and 
mathematics. One of the most concrete examples of such development can be 
traced far back to the 10th century when complex geometric tessellation patterns 
were elaborately incorporated into architecture (see Fig. 1.1.2) [Kapl00, Kapl04]. 
It is interesting, and a rather curious fact, that research into such geometric 
patterns was at the forefront of mathematics then and remains a hot research 
topic that still attracts interest even today [Lu07, Dell05]!  
 
 
Figure 1.1.2: Complex star-patterns were a common theme in medieval architecture 
starting from around the 10th century. These tessellations often have complex quasi-
crystal-like geometries. Image: [Lu07]. 
In the modern context, the study of spontaneous pattern formation got a major 
impetus from the seminal paper of Alan Turing [Turi52] in the year 1952, where 
he exposed the underlying ‘simplicity’ of seemingly complex biological patterns 
in nature for the first time. He showed that in the presence of just two ingredients 
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of ‘reacting and diffusing’ chemical pigments, a myriad variety of complicated 
shapes and patterns could emerge (see Fig. 1.1.3), through a phenomenon which 
is known as the Turing instability [Kond10].  
Pattern formation was also deeply explored in the context of self-organisation 
and appearance of order from an underlying disorder and a rich literature exists 
on this subject [Nico77, Prig84].  
 
 
Figure 1.1.3 (Top panel) The various, most common types of Turing patterns found in 
biological systems. (Bottom panel) Turing patterns on the surface of a sea shell and similar 
patterns generated by numerical simulation, Turing patterns found on the skin of a fish 
(Images: [Kond10]).  
Dynamical systems can be classified into two general categories from a 
thermodynamic point of view, the first of which are the conservative or 
Hamiltonian systems: These can be described as ‘closed’ systems where no 
exchange of energy between the system and the environment takes place. While 
on the other hand are the so-called dissipative systems, which are ‘open’, that is, 
there is a constant exchange of energy with the environment. In the phase space 
representation, Hamiltonian systems have the property of preserving the 
volume, whereas dissipative systems can grow or shrink arbitrarily in volume. 
Spontaneous pattern formation is observed only in dissipative systems and all 
examples in nature belong to this class. In contrast, in Hamiltonian systems, such 
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spontaneous pattern formation are limited by the entropic principles of 
thermodynamics: a system in thermal equilibrium does not create order but 
moves spontaneously towards disorder [Kond14]. Since dissipative systems are 
not near equilibrium, the thermodynamic principle of stability- that the system 
moves towards higher stability, which in this case will be the pattern state, by 
minimizing it’s Gibbs free energy functional does not necessarily hold. However, 
there have been attempts to provide such a rationale behind such pattern 
formation, backed not by proofs per se, but by empirical evidence [Stal00].  
In the context of dissipative patterns, many well-known theoretical and 
experimental models have been established over last few decades. Widely 
popular and ground-breaking (in their time) models of such pattern formation 
include Rayleigh-Benard convection [Bena01], Taylor–Couette flow [Tayl23] and 
Benjamin-Feir instability [Benj67a] in hydrodynamical systems, the Turing 
instability in the so-called reaction-diffusion type and the Faraday patterns 
[Fara31] in parametrically driven systems.   
The Rayleigh-Benard convection describes stationary convective patterns which 
appear spontaneously in a fluid held between two surfaces with a temperature 
gradient. For low temperature gradients, the fluid remains in a conductive-flux 
state which is characterized by a homogenous surface. The patterns 
spontaneously arise as the temperature gradient is raised beyond some 
threshold when the fluid spontaneously switches to a convective state. Thus, in 
this case, the pattern formation phenomena can be viewed as a more efficient 
means of energy transport for the fluid. The commonly observed patterns are 
rolls and hexagons, as shown in Fig. 1.1.4(a).  
The Taylor-Couette flow describes the process when a fluid, held between two 
counter-rotating cylinders, spontaneously shifts from a state of laminar flow 
(pattern forming state), at low angular speeds, as shown in Fig. 1.1.4(b), to a state 
of turbulent flow, when the angular speed increases beyond a certain threshold.  
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The Benjamin-Feir instability is another well-known pattern-forming 
hydrodynamic instability, usually described in the context of deep water waves. 
Here, a periodic train of traveling waves becomes unstable with respect to the 
carrier wavelength, leading to the generation of exponentially growing sidebands 
and consequently, to modulated patterns, see Fig. 1.1.4(c). In a general context, 
this is known as Modulation Instability (MI) and is widely observed in many 
different physical systems, which will be described in subsequent sections.  
 
 
Figure 1.1.4: (a) Roll patterns in the Rayleigh-Benard convection [Kosc74] (b) Horizontal 
stripe patterns in counter-rotating Taylor-Couette cells in the laminar regime [Trit88] (c) 
Benjamin-Feir instability leading to the breakdown of a train of plane waves originating 
from the right side [Dyke82] 
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Yet another type of pattern formation phenomenon occurs through the process 
of parametric instability or Faraday instability, named after Michael Faraday who 
first observed it in a layer of vertically oscillating fluid [Fara31]. In this case, a 
spatially uniform time-dependent parametric oscillation, at frequency 𝜔0, 
triggers an instability which leads to spatial patterns, with wavenumber 𝑞, 
related, via the dispersion relation, 𝑘(𝜔), to half the driving frequency: 𝑞 =
𝑘(𝜔0 2⁄ ). For example, in the original experiment, the periodic vertical oscillation 
of a fluid surface essentially modulates the gravitation acceleration term, g, in 
the system equations. This triggers the instability which leads to the spatial 
surface patterns, as shown in Fig. 1.1.5(a). Faraday instability has also been 
reported in various physical systems such as Bose-Einstein Condensates [Stal02], 
see Fig. 1.1.5(b), among others [Doua90, Mile90] and has also led to the discovery 
of interesting new physics and fundamental, new instabilities [Pere16].  
 
 
Figure 1.1.5: (a) Parametric exciting of Faraday patterns in water, at different modulation 
frequencies leading from the regular pattern (top) to turbulent regimes (bottom) [Xia10]. 
(b) Faraday patterns in Bose-Einstein condensate [Stal02].  
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Due to the wide interest in pattern formation phenomena over many decades, 
this field has become perhaps one of the most diverse, encompassing the 
disciplines of nonlinear dynamics, chaos, complex systems etc… [Stro14]. A huge 
amount of theoretical and experimental studies which have been conducted, 
with some becoming ideal models for the description of entire classes of systems 
showing similar properties.  
All spontaneously occurring patterns bifurcate from the breaking of spatial or 
temporal symmetry of a previously homogenous state. The various mechanisms 
leading to these patterns develop via different types of instabilities. Most 
patterns encountered in such spatially-extended systems can be classified into 
three broad categories based on their spatiotemporal dynamics: patterns which 
are stationary in time and periodic in space, patterns which are periodic in time 
and uniform in space (these are not patterns in the colloquial sense of the word, 
but formally can also be included), and lastly patterns which are periodic in both 
space and time (spatiotemporal patterns).  
Despite the apparent complexity and variety in the physical mechanisms of the 
different classes of patterns and pattern forming instabilities, there are 
underlying, common characteristics shared by these systems. One would also 
intuitively expect so, given the remarkable similarities of patterns appearing in 
completely unrelated physical systems: biological patterns in animal skins appear 
strikingly similar to convective patterns in fluids, patterns arising in cloud 
formations remind us of patterns in optical resonators and so on... This 
‘qualitative universality’ of the characteristics of pattern formation has been 
perhaps one of the main motivations for the search of simpler, universal models 
for the description of the pattern formation processes [Pass94].  
Spontaneous pattern formation processes always arise out of some underlying 
instability which may be modeled using a ‘control parameter’ of the system. 
When the value of such a parameter is increased (or decreased) beyond a 
particular threshold, the instability spontaneously arises and the system switches 
from one pattern (or homogenous) state to another, and vice-versa. For such 
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types of continuous (supercritical) instabilities, near the instability threshold, the 
dynamics may be generally described by certain so-called ‘amplitude equations’ 
[Cros93].  
Amplitude equations describe the large-scale dynamics in space and time near 
the threshold for an instability and their form is universal for each type of the 
instability. They describe critical aspects of pattern formation such as the type of 
instability and the nature of pattern dynamics etc. and are, most often, not 
concerned with the microscopic variable of the different systems, which are 
often much too complicated to be described fully by these relatively simple 
equations.  
Some examples of popular amplitude equations include the Swift-Hohenberg 
Equation, the Complex Ginzburg-Landau Equation, the Nonlinear Schrodinger 
Equation, the class of Reaction-Diffusion Equations, etc., which will be briefly 
described later in Section 1.3.  Sometimes order-parameter models are derived 
by systematically using the distance from threshold as a convenient parameter 
for mathematical manipulations, such that they lead to the correct amplitude 
equations near the instability threshold [Newe93].  
 
In the following section, a brief overview of the pattern-forming systems, various 
linear instabilities, and their characteristic nonlinear pattern states is presented. 
Further on, in Section 1.3, a brief discussion on different types of instabilities and 
various model equations are described. Finally, in section 1.4, an overview of 
Modulation Instability (MI) in different systems is provided. The implications of 
this type of instability on the stability properties of the systems are discussed, 
and finally, in Section 1.5, up to date methods for the control of MI is presented. 
Concluding this introductory chapter in Section 1.6, the motivation for the 
development of a new type of stabilization mechanism is given and the outline 
of this thesis is presented.  
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1.2  Characterization of Linear Instabilities and 
Patterns  
Dynamical systems can either be discrete (for example a system of coupled 
pendulums) or continuous (for example an oscillating liquid surface), being 
described respectively by ordinary differential equations (ODEs) or partial 
differential equations (PDEs).  Although the properties of discrete dynamical 
systems are, in general, simpler to analyze than that of continuous systems, 
primarily due to a finite, often much smaller, dimensionality of the phase space, 
they both share many common characteristics which form part of nonlinear 
analysis.  
In this thesis, however, we are concerned only with continuous systems, or more 
specifically, spatially-extended systems. Although, it should be kept in mind that 
all numerical studies are essentially, in a strict sense, a study of discrete systems, 
due to the discretization of space and time required in computation. The full 
analysis of spatially-extended systems in all their complexity is generally very 
challenging and usually many simplifications need to be compromised upon. For 
instance, the presence of boundaries and defects are sometimes ignored in the 
pursuit of ideal patterns, and often an infinite region of space is considered to 
maintain translational invariance.  
Patterns in such spatially-extended systems arise when a particular state 
spontaneously loses stability with respect to certain Fourier modes of the system. 
Although the exact physical mechanisms of the onset and growth of the 
instability are specific to the microscopic description of the different systems, 
there exist general macroscopic mechanisms which provide universal 
descriptions of the instabilities close to the threshold. The general form such 
models can be expressed as the PDE:   
𝜕𝑡𝑨(𝑥, 𝑡) = 𝐹(𝑨, 𝜀)     (1.2.1) 
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where, 𝑨 represets the dynamical variable in the spatial, 𝑥, and temporal, 𝑡, 
domains, 𝜀 represents the control parameter and 𝐹 is an arbitrary nonlinear 
function.  
As the control parameter, 𝜀, is increased across the instability threshold, the 
stability of the system’s solutions undergo a qualitative change. This critical 
change is referred to as a bifurcation in the context of spatially-extended 
dynamical systems [Stro14] and in the simplest forms may be of the following 
four types: Saddle-node, Transcritical, Pitchfork (supercritical and subcritical) and 
Hopf bifurcations.  Each of these bifurcations can be ideally described by very 
simple PDEs, described below in Eqs.(1.2.2), which differ from each other 
essentially in their characterization of the spatial and temporal symmetries. For 
instance, the saddle node bifurcation maintains reflection symmetry around the 
𝑦-axis: 𝑓(−𝑈) = 𝑓(𝑈), whereas, in the case of the pitchfork bifurcation, there is 
symmetry across the origin: 𝑓(−𝑈) = −𝑓(𝑈). A point to note is that the first 
three bifurcations only involves a single variable 𝑎, that is, a single physical 
quantity changing in time, and therefore can only describe instabilities leading to 
stationary, homogenous or pattern states. Whereas the Hopf bifurcation, defined 
by a coupled equation of two variables, 𝑎1,2, describes more complex 
phenomenon such as oscillatory waves, which have amplitude and phase 
components coupled to each other.  
 
Saddle-node bifurcation:  𝜕𝑡𝑎 = 𝑅 − 𝑎
2    (1.2.2a) 
Transcritical bifurcation:  𝜕𝑡𝑎 = 𝑅𝑎 − 𝑎
2    (1.2.2b) 
Pitchfork bifurcation:  𝜕𝑡𝑎 = 𝑅𝑎 − 𝑓𝑎
3    (1.2.2c) 
Hopf bifurcation:            {   
𝜕𝑡𝑎1 = −𝑎2 + 𝑅𝑎1 − (𝑎1
2 + 𝑎2
2)2𝑎1
𝜕𝑡𝑎2 = 𝑎1 + 𝑅𝑎2 − (𝑎1
2 + 𝑎2
2)2𝑎2   
 (1.2.2d) 
 
The stability characteristics of the solutions for these different bifurcations are 
illustrated in Fig.1.2.1.  
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Figure 1.2.1: The simplest four types of Bifurcations for dynamical systems. The control 
parameter, 𝜀, increases from left to right. The solid and dashed lines represent, 
respectively, stable and unstable solutions of the system.  
 
1.2.1  Instabilities of Linearized Systems 
The first step in the analysis of any dynamical system is to characterize its stability 
in a linear sense, that is, the stability of the solution with respect to small random 
perturbations. Consider the system described by Eq. (1.2.1), with the 
solution 𝐴(𝑥, 𝑡) = 𝐴0. To analyse the linear stability of the solution, a small 
perturbation is applied: 
 𝐴(𝑥, 𝑡) = 𝐴0 + 𝑎(𝑥, 𝑡)    (1.2.3) 
with,                   𝑎(𝑥, 𝑡) = 𝑎0𝑒𝑥𝑝(𝑖𝑘𝑥 + 𝜆𝑡)                     (1.2.4) 
and where 𝑎0 represents small amplitude of the perturbation, 𝑎0 ≪ 𝐴0. Solving 
these two equations simultaneously and linearizing around 𝐴0 leads to: 
𝜕𝑡𝑎 = 𝑱. 𝑎        (1.2.5) 
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where, 𝑱𝒊𝒋 = 𝜕𝐹𝑖 𝜕𝑎𝑗⁄  is the Jacobian of the function F, evaluated at 𝐴0. The 
solution of Eq. (1.2.5) leads to a set of eigenvalues 𝜆𝑖(𝑘), the real part of the 
which represent the growth rates of the possibly many eigenvectors: 𝜆𝑅𝑒(𝑘) =
 𝑅𝑒[𝜆𝑖(𝑘)]. The largest growth exponent, 𝜆0(𝑘) = 𝑀𝑎𝑥[𝜆𝑅𝑒(𝑘)] represents the 
value of the eigenvector which grows the fastest and generally dictates the 
spatiotemporal scales of the growth and forms the ‘characteristic wavelength’ of 
the emerging pattern.  
As one nears the threshold of the control parameter, 𝜀, i.e. to the threshold of 
the instability, distinct types of patterns that can occur depending on the 
character of the eigenvalue 𝜆0 and the spatial wavevector 𝑘.   
For 𝜀 > 𝜀𝑇𝐻 , a band of wavenumbers (𝑘0 ± ∆𝑘) becomes unstable, either with 
purely real eigenvalues 𝐼𝑚[𝜆𝑖] = 0, leading to (short-wavelength) stationary 
patterns, or with complex eigenvalues 𝐼𝑚[𝜆𝑖] ≠ 0, leading to (short-wavelength) 
oscillatory patterns.  An example of this type of instability is Turing instability, 
found in reaction-diffusion systems, or pattern formation in biological tissues.  
The patterns formed here are generally called short-wavelength patterns 
because the characteristic wavelengths of the pattern in these cases are far away 
from zero-mode in the Fourier space. The growth spectrum of this type of 
instability is represented in Fig. 1.2.2(a).  
Another class of instability, as shown in Fig. 1.2.2(b), occurs when the zero mode 
(𝑘 = 0) remains always equal to zero, i.e.: 𝜆|𝑘=0 = 0 in all situations. In this case, 
modulating patterns appear spontaneously on an otherwise stable constant 
background. This kind of instability may be found in optical systems with Kerr 
nonlinearity, for example, leading to spatial patterns with a constant average 
intensity.   
The third class of instability is defined when the zero mode is the most unstable. 
Patterns in these systems may not be visible, as the size of the patterns would be 
limited by the size of the system itself; one would rather observe the growth 
dynamics of the homogenous background state itself. The instability spectrum, 
in this case, is shown in Fig. 1.2.2(c). 
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Figure 1.2.2: The spectrum of the growth exponents for the three different kinds of 
spatiotemporal instabilities in spatially-extended systems (adapted from [Cros93]). 
Examples of these instabilities are Turing patterns of biological tissues (a), patterns in 
optical systems with Kerr nonlinearity (b) and scale-free patterns (c).  
1.2.2 Nonlinear States and Pattern Formation 
The nonlinearity sometimes (usually) plays the role of saturating the growth of 
the linearly unstable modes. In such cases, the linear instabilities lead to 
nonlinear states characterized by a uniquely set pattern. In cases where there are 
more than one unstable growing modes, the nonlinearity can also have a role in 
selecting one or the either or a combination of them.  
In many cases, the saturating nonlinearity could also have a positive feedback 
effect on the fastest growing mode, that is, the spatial mode, 𝑘0 with the largest 
eigenvalue, 𝜆0 leading to its enhancement at the expense (suppression) of all 
other growing modes in a ‘winner takes all’ scheme. The resulting stationary 
pattern in this scenario is a sinusoidal shape with spatial frequency 𝑘0, which is 
the well-known ‘roll pattern’ found in many nonlinear systems, such as in the 
Rayleigh-Benard convection. When two such perpendicular wavevectors are 
present, which is often the case in two dimensional systems, the resulting 
patterns are of square or rectangle geometry. Square patterns are generally 
unstable and often lead to the stable hexagonal patterns, which are 
characterized by the presence of three such equiangular wavevectors. These 
three basic types of most commonly observed ‘primary’ patterns in stationary 
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two dimensional systems are illustrated in Fig. 1.2.3. One may note that while 
the rolls and the square pattern maintains inversion symmetry, in the case of the 
hexagons this symmetry is lost. Finally, it must be kept in mind that these 
patterns are an ideal case; in real systems, one or more of them may coexist and 
small perturbations near threshold may shift the system from one to the other 
state.  
 
Figure 1.2.3: (a) The most commonly observed stationary patterns in systems with 
saturating nonlinearity (from [Cros93]). (b) An example of such ‘primary’ patterns in a 
convective pattern-forming system for increasing (left to right) Rayleigh number. At low 
values simple roll patterns are present (left). Increasing values cause rolls to develop in 
the perpendicular direction too, leading to square patterns (center). At even higher 
Rayleigh numbers, the pattern becomes hexagonal, before eventually leading to turbulent 
regimes (from [Trit88]).  
In systems with saturating nonlinearity and oscillatory linear instability, that is, 
when the eigenvalue has a positive real and nonzero imaginary part, the simplest 
nonlinear state is an oscillating pattern with a spatial wavevector ?⃗? . If two 
unstable modes coexist with wavevectors ?⃗?  and – ?⃗? , then we have standing wave 
patterns which remains stationary in time. Although not considered as patterns 
in the traditional sense, a large number of complex structures are possible for 
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such instabilities, such as vortices, breathers and others. Detailed descriptions of 
these, however, can be found elsewhere [Pere83, Mann95].  
These basic spatial patterns, or nonlinear state, arising from the saturation of the 
linear instabilities are not always stable and can sometimes lead via secondary 
instabilities to further differentiated nonlinear states. Two of the most well-
known are the Eckhaus [Eckh65] and the zigzag [Buss71] instabilities, which lead, 
via transverse destabilization, to secondary patterns in many two-dimensional 
stationary patterns forming systems such as fluids, chemical systems etc. 
[Kram85, Pena03]. Very often, however, nonlinearities lead to spatiotemporal 
chaos, which is again a very broad branch of science [Stro14, Hilb94, Walg12].  
 
 
Figure 1.2.5: An example of secondary instability in liquid crystals. The images show the 
temporal evolution of an initial roll state evolving via transverse instabilities into more 
complex zigzag patterns (from [Tada12]).  
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1.3   Model Equations 
As we have briefly reviewed, there are many different systems which show 
similar instabilities and pattern formation. While on the microscopic level every 
system is different from the other, it is evident that there are deep-lying 
similarities which manifest at the macroscopic scale. An attempt to generalize 
such features leads us to the formulation of simple enough model equations, 
which describe qualitatively similar pattern formation phenomenon in arbitrarily 
different systems. In other words, we aim to devise universal equations which 
are general enough to describe the dynamical behavior of a broad class of 
systems at a sufficiently basic level of detail. The trade-off, however, is that these 
models it themselves, cannot be expected to describe completely all the 
complexities of any of the given physical systems in full detail outside certain 
parameter regions. 
One of the main motivations of this search for universality is this: by studying a 
certain behavior of the model, one can essentially understand the phenomenon 
occurring in all the various different systems belonging to that class. For instance, 
in the early decades of research in this field, many nonlinear phenomena which 
were well-known in hydrodynamics were being rediscovered in the context of 
lasers, so much so that this field was often referred to as the field of ‘optical 
hydrodynamics’ [Stal93, Long96]. Some of the most well-known model 
equations, describing common classes of instabilities in spatially-extended 
systems, are outlined in the following sections, with brief explanations.  
 
1.3.1  Swift-Hohenberg Model  
One such popular model is the Swift-Hohenberg equation, which in the most 
common form, is written as the real-valued order parameter equation:  
 
 
 
Chapter 1: Introduction  19 
 
 
𝜕𝑡𝐴 = 𝜀𝐴 − (∇
2 + 1)2𝐴 − 𝐴3      (1.3.1) 
Originally defined in the context of hydrodynamics for describing the convective 
instability [Swif77], it has been widely used for the description of a large class of 
pattern-forming systems. The real-valued Swift-Hohenberg model describes a 
wealth of different pattern forming states and nonlinear structures [Lega94, 
Kozy07, Tlid94].  
 
Figure 1.3.1: (a) An example of localized patterns in nature are these striking structures in 
vegetation, known as ‘fairy-circles’, found across the south-African continent in semi-arid 
climate regions. (b) The Swift-Hohenberg model is a good candidate for the modelling of 
these localized patterns, as shown in this study [Tlid08], where the spots represent bare-
patches (white regions) on a background of homogeneous vegetation (gray region) (from 
[Tlid08]).  
It has been especially successful in the description of spatially localized stable 
solutions [Burk06, Akhm05] across many different systems, from optics [Tara98] 
to semiconductor lasers [Tlid12] and vegetation patterns in ecology [Tlid08].   An 
extension of the real Swift-Hohenberg model to complex variables is sometimes 
used to describe many different types of pattern formation phenomena [Stal97, 
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Ques16]. A detailed description of the SH model is not the aim of this chapter, 
and much literature on it can found elsewhere, for instance in [Lega94, Kozy07] 
and references therein. 
 
1.3.2  Reaction-Diffusion Models  
Then there are the reaction-diffusion models, which as the name suggests, 
describe the dynamics of quantities reacting with each other, and diffusing in 
space at different rates [Miur04]. The model, in a simplified general form, for 
two-component systems may be written as: 
 𝜕𝑡𝑢 = 𝑓(𝑢, 𝑣) + 𝐷∇
2𝑢     
𝜖𝜕𝑡𝑢 = 𝑔(𝑢, 𝑣) + ∇
2𝑣          (1.3.2) 
where 𝑓, 𝑔 are arbitrary nonlinear functions, D is the ratio of the diffusion 
coefficients of u and v, and 𝜖 ≪ 1. This small 𝜖 parameter introduces different 
time scales for the reaction dynamics while D controls the ratio of the diffusion 
rates of the two quantities. The well-known Turing mechanism [Turi52] is based 
on the reaction-diffusion model and thus, it naturally finds application in the 
description of chemical systems [Winf72, Kapr12] such as the Belousov–
Zhabotinsky reactions.  It is also widely applied to various biological [Kond10, 
Brit86] and ecological models of pattern formation [Cant04].  
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Figure 1.3.2: (Clockwise from top-left) Starting from the homogenous initial state, the 
formation and evolution of a rotating spiral wave in a reaction-diffusion model [Lian13].  
 
1.3.3 Complex Ginzburg-Landau Model  
While previous models represent the time evolution of real quantities, and thus 
describe non-oscillating pattern formation only, for the description of oscillatory 
systems a universal model is the Complex Ginzburg-Landau equation (CGLE). In a 
general from the CGLE can be written as: 
𝜕𝑡𝐴 = (𝑑1 + 𝑖𝑏1)∇
2𝐴 + (𝑝 − 𝑖𝑐1)(1 − |𝐴|
2)𝐴   (1.3.3) 
Where, 𝑑1 and 𝑏1 are the coefficients of diffusion and diffraction respectively, 
and 𝑐1 is the coefficient of nonlinearity. In this form, the CGLE is known as the 
cubic CGLE. Other forms of the equations also exist, such as the cubic-quartic 
CGLE and the cubic-quintic CGLE, which include terms with higher order 
nonlinearities and have been described in various different contexts [Aran02]. 
The CGLE is a universally suitable model for homogeneous, spatially-extended 
systems close to the threshold of a finite (or long) wavelength oscillatory 
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instability, or in other words, at the threshold of a supercritical Hopf Bifurcation 
[Saar92, Moha05].  
It has been derived systematically as the order parameter equation for many such 
pattern-forming systems. Some examples include the laser [Kart11, Vlad06, 
Coul89, Oppo91, Stal93], oscillatory chemical systems [Ipse97, Kura76], polariton 
condensates [Keel08, Caru13], hydrodynamic flows, electroconvection in liquid 
crystals [Kram95], among others [Hake75]. 
The CGLE exhibits the long-wavelength modulation instability, or the Benjamin 
Feir instability in hydrodynamics and supports a large number of fascinating 
nonlinear structures like solitons, spirals, two-dimensional vortices and three-
dimensional vortex filaments etc. [Aran02], as well as demonstrating nonlinear 
phenomena such as turbulence and spatiotemporal chaos [Bart90, Shra92]. 
Some complex vortex structures supported by the CGLE are shown in Fig.1.3.3. 
All these properties make it an excellent candidate for a generic study of 
modulation instability in spatially-extended nonlinear systems.  
 
 
Figure 1.3.3: Examples of spatiotemporal pattern formation CGLE. A stable ‘vortex glass’ 
state (a), and turbulent vortices (b), in the 2D CGLE (see [Kevr02]). (c) An unstable 3D 
vortex filament (from [Aran02]). 
 
1.3.4  Nonlinear Schrödinger Equation 
In the conservative limit, the CGLE reduces to the very well-known Nonlinear 
Schrodinger equation (NLSE), which is one of the most important equations of 
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mathematical physics for describing conservative systems. It is a universal model 
for nonlinear dispersive waves in many physical systems including fluids [Ablo11, 
Osbo10], optical fibers [Agra07], plasmas [Zakh72], magnetic spin waves 
[Zved83], and Bose-Einstein condensates. In the latter system, the NLSE is known 
as the Gross-Pitaevskii equation [Pita03]. The NLSE, despite its apparent 
simplicity, supports a variety of fascinating nonlinear structures like solitons, 
breathers, recurrences, etc. [Trom01], and more recently, traveling ‘bullet’ 
solutions on finite backgrounds [Kuma17]. It is hence, undoubtedly one of the 
most fundamental, attractive and rich models for physicists and mathematicians. 
 
1.4  Modulation Instability in Various Physical 
Systems 
Linear instabilities lead to pattern formation or spatiotemporal chaos in many 
spatially-extended nonlinear systems. One of the most predominant of these is 
the Modulation Instability (MI), also known as the Benjamin-Feir instability in the 
context of hydrodynamics or the Bespalov-Talanov instability [Besp66]. MI has 
been a subject of a great deal of research in the past decades [Zakh09], and a 
brief overview of this phenomenon for different physical systems in various 
branches of science is provided in this section.   
 
1.4.1  MI in Spatially-Extended Systems 
In optics, this instability is ubiquitous and manifests at operating powers in the 
nonlinear regimes. In self-focusing (Kerr) materials, a spatially homogeneous 
wavefront breaks up due to the presence of MI, leading to filamentation (see Fig. 
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1.4.1(a)) and ultimately to wave collapse [Berg98, Camp73]. This phenomenon, 
both in isotropic and anisotropic optical media, is responsible for pattern 
formation in optical resonators [Stal03], in nonlinear optics [Stal98] and optical 
devices [Fang00, Male01].  
MI is observed in various different optical systems including anisotropic media, 
incoherent light sources, nonlocal media, and other optical structures. [Mama96, 
Kip00, Pecc03, Tikh96]. In many devices, such as lasers, MI poses serious 
limitations on the operating power, as it leads to serious deterioration of the 
beam quality at higher operating powers [Prat07].  
However, in some materials where the nonlinearity causes a strong saturation of 
the intensity, leading to a stabilizing effect such collapse may be prevented. In 
such cases, the MI provides a way for the generation of optical solitons and also 
optical bullets [Mcle95], which has opened up an exciting field of research and 
applications. MI has also been used for the generation of novel optical fields such 
as supercontinuum sources of light [Demi05], ultrashort pulse generation 
[Agra07] and more recently, optical rogue waves [Soll07, Gibs16] as shown in Fig. 
1.4.1(b).  All of these lie at the forefront of current research in photonics.  
MI has also been widely studied in plasma physics, where it leads to many 
significant effects.  For example, the modulation instability of plasma oscillations 
can lead to weak or strong turbulent states [Thor78, Gold84] and spatiotemporal 
structures such as filaments, solitons [Wong75, Anti81] and other nonlinear 
states [Ikez76]. Evidence for such phenomena has been found in numerous 
experiments in the laboratory [Saye15], and in the natural world [Stub92].  
Bose-Einstein Condensates (BECs) provide another good playground for the 
observation of MI in spatially-extended systems [Kevr04, Carr04]. MI in BECs 
originates from the nonlinear atomic interactions in the system that may be 
attractive (modulationally unstable) or repulsive (modulationally stable) in 
simple single component BECs, while the interactions can be manipulated in two 
component systems.  BECs support many fascinating nonlinear structures such as 
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bright and dark solitons, vortices (see Fig.1.4.1(c)), quantum filaments etc. as well 
as other complex dynamics [Sala03, Smer02, Wach16] where MI plays a critical 
role in their generation [Kono02, Li05].  
MI was first studied in the field of hydrodynamics, by Benjamin and Feir 
[Benj67a, Benj67b], who demonstrated the existence of nonlinear surface waves 
on a deep body of water. Although these waves can exist, they are unstable, and 
the instability grows through small modulations of the carrier wave. The resulting 
sidebands grow exponentially, leading to the eventual breakup of the wave itself. 
This growth of the unstable sidebands, through small amplitude modulation of 
the stationary wave, came to be widely known as modulation instability.  
As a result of the intense research on MI in fluids a few decades ago [Yuen82, 
Zakh68], many fascinating nonlinear phenomena have been discovered such as 
solitons, breathers, recurrence phenomenon etc. and more recently, perhaps 
also the generation of rogue waves [Zhou12, Lake77, Khar03, Chab11].  
 
Figure 1.4.1: (a) Snapshots during the process of MI induced filamentation of a radially 
symmetric Gaussian beam at different propagation distances [Mama96] (b) Generation of 
an optical rogue wave [Gibs16]. (c) Formation of a vortex lattice in BECs, from an initially 
symmetric state [Baiz02]. 
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Apart from the above more intensely studied systems, there are a lot of evidence 
of MI in various other spatially-extended systems. Such instabilities have been 
found in surface plasmon polaritons [Lin09, Kuma17], in electromagnetic waves 
[Ostr72], astrophysics [Haar81] and many others [Krol2001, He12].  
1.4.2  MI in Discrete and Spatially-Confined Systems 
The research on MI has a long history in discrete and spatially confined systems 
as well, where it finds huge applications. Although discrete systems are not a 
focus of this thesis, some very common examples of MI in these systems, such as 
waveguide arrays and optical fibers, are worth mentioning. In optical fibers, for 
instance, it has been one of the most extensively studied phenomena in the last 
decades [Agra07].  Solitons, soliton trains, ultrashort pulses and supercontinuum 
sources of light are a few of the applications resulting directly from the 
exploitation of the MI phenomenon which finds huge applications in modern 
technology. The rapid pace and growth of modern telecommunications drive an 
intense research and engineering effort into fiber optics where the presence of 
MI is universal. The vast literature, however, is beyond the scope of this 
introductory chapter on MI, and since it is not the aim of this thesis to study MI 
in such systems, a literature review on it is left untouched. 
1.5  Existing Methods of Controlling Instability 
It is evident from the vast array of examples, that there are two sides of the 
phenomenon of MI relevant to technology. On one hand, this phenomenon is 
useful and exploited in modern technology to generate a large number of useful 
spatiotemporal fields and structures such as solitons, ultrashort pulses, spectrally 
broad sources of light, etc. And on the other hand, its presence adversely affects 
the spatial field structures in many systems, leading to unwanted and often 
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limiting phenomenon such as filamentation of light in many laser systems. In this 
context, a mechanism for the suppression of MI is highly desirable.   
The control of instabilities, spatiotemporal turbulence and in general the 
complex behavior of a dynamical system is broadly known in the literature as the 
control of chaos. Due to the presence of nonlinearities and feedback loops, the 
variables of such systems have a critical dependence on the initial conditions of 
the system with exponentially diverging different trajectories in the phase space 
that further add to the property of unpredictability.  
In many applications these features are undesirable and a dynamical control of 
these instabilities is needed to stabilize the systems into simple phase-space 
trajectories such as periodic orbits or stationary states.   
The control of chaos in low-dimensional systems (or discrete systems), which 
have a finite number of degrees of freedom, several methods have been 
proposed [Bocc00]. The main idea of the stabilization of such systems is the 
introduction of appropriate, small temporal perturbations to the system when its 
natural trajectory is close to the desired, stable trajectory. This is essentially 
exploiting the property of the extreme sensitivity of the system to small changes, 
in order to push the system back into the stable manifold through small temporal 
perturbations of a control parameter. The first example of such chaos control was 
given by Ott, Grebogi and Yorke [Ott90] and it has been demonstrated in 
different physical systems [Garf92, Munk97, Biel94]. Another major technique 
for such systems has been the use feedback and delayed feedback control to 
stabilize a periodic orbit of the system [Pyra92, Pyra93].   
However, the stabilization of high-dimensional, spatially-extended systems turns 
out to be a significantly more ambitious goal. Such systems show pattern 
formations due to a continuum (an infinite number) of unstable spatial modes. 
Therefore the stabilization of spatially-extended systems means the suppression 
of an infinite number of unstable modes within the instability band, which is 
possible only in very limited extents by such feedback schemes.   
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One such attempt to stabilize spatiotemporal systems is the use of external 
driving (forcing) of the system with spatiotemporal functions. These methods too 
have only limited applicability, which is for systems presenting low-dimensional 
chaos [Gome15].  
Another such mechanism relies on applying a tightly focused potential to the 
homogenous field, which has been observed to control long wavelength 
instabilities, for example in plasmas [Kevr04]. While yet another approach has 
been through the introduction of higher dissipation into the system with narrow 
unstable bands [Segu05]. However, these two approaches, while applicable to 
some extend in specific scenarios, are not generic mechanisms of suppression of 
MI. In the first case, of a tightly binding spatial modulation with sufficiently small 
periods, the mechanism simply acts as a filter for wavelengths larger than the 
size of the half-period of the modulation; in a manner similar to a resonator which 
supports wavelength only smaller than its ‘cut-off wavelength’. In the second 
scenario, the decrease of MI with increasing dissipation in a system is a well-
known property.  
While these mechanisms have been applied in a very limited sense in some cases, 
a general mechanism for the suppression of MI still eludes us. In this thesis, a 
new mechanism for the suppression and manipulation of MI for spatially-
extended oscillatory systems is presented. This new mechanism is based on a 
new understanding of a fundamental physical phenomenon, which is the link 
between the dispersion relations of oscillatory systems with the presence and 
character of the MI present in it. Using a spatiotemporal modulation of the 
potential, under a unique, ‘resonant’ geometric relation, the MI in a system can 
be suppressed and manipulated with unprecedented control. Moreover, this 
phenomenon has a general character, which is expected to be universally 
applicable to various different spatially-extended oscillatory systems across 
many fields of physics. 
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1.6  Conclusions       
Patterns in nature have always been a fascination and inspiration for mankind. 
Beginning with the first scientific approach to simple, geometric patterns in art 
and mathematics many centuries ago, we have come to a much deeper 
understanding of the underlying universal laws and mechanisms that govern the 
formation of patterns across different fields of science.  
In this brief introduction, an overview of different dynamical instabilities and the 
nonlinear route to pattern formation was presented. In the search for ‘qualitative 
universal’ models of pattern formation phenomena, certain order parameter 
equations like the Swift-Hohenberg and Complex Ginzburg-Landau Equations 
have provided a paradigm shift.  An introduction to some of these mathematical 
equations used to describe and study the linear instabilities in such systems was 
provided. The MI, which is the main concern of this thesis work was presented in 
the case of various different systems, and a brief review of the methods for the 
control of instabilities was presented.  
The main work of this thesis, presented in the following chapters, is the 
development of a new method for the control and stabilization of MI is 
developed. The thesis can be roughly divided into two main parts: proposal of 
the idea and application of the idea. The first part is covered in Chapters 2 and 3, 
where the main idea of the thesis is developed, and the suppression and 
manipulation of MI in spatially-extended oscillatory systems is demonstrated on 
a model of the CGLE. Using a spatiotemporal modulation of the potential with a 
‘resonant’ geometry, the MI in a system can be suppressed. And generalizing this 
idea to more complex spatiotemporal modulation geometries, the MI in the 
system can be manipulated to an unprecedented degree of control. The analysis 
being based on the Complex Ginzburg-Landau equation, lends its universal 
applicability, as this is often used as the order parameter model in a huge range 
of different physical systems.  
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In the second part, presented in Chapter 4, the applicability of the proposed 
method is demonstrated in real physical systems. In this chapter, we 
demonstrate the stabilization of Broad Area Semiconductor amplifiers and 
Vertical Cavity Surface Emitting Semiconductor Lasers by these techniques. These 
results successfully establish the proof of principle of these new stabilization 
methods and open the door to potential applications in various different systems.  
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2.1  Introduction 
We have seen in the previous chapter that Modulation Instability (MI) 
is a persistent phenomenon in nonlinear spatially extended systems which leads 
to a spontaneous deformation of the homogenous, steady-state solution through 
exponentially growing sidebands. This instability, although heavily exploited for 
many useful applications in spatially confined systems such as optical fibers, is 
often a serious hindrance in many spatially extended systems (see Section 1.3 of 
the previous chapter). Often in such systems, the growth of unstable sidebands 
from MI leads to turbulence of the field, spatiotemporal chaos, and other 
nonlinear structures. [Shra92]. In fact, the origin of most complex structures in 
such nonlinear systems lies in the MI, which dominates in the linear stages of field 
propagation and eventually dictates the long term spatiotemporal dynamics of 
the system.  
In this chapter, we will explore the phenomenon of MI, using the Complex 
Ginzburg-Landau Equation (CGLE) model, which provides a universal 
representation of this phenomenon in such spatially extended systems [Aran02].  
The aim of this study is to provide a mechanism for the suppression of this 
instability- a stabilization technique- such that the steady-state solution remains 
stable in propagation in the presence of noise, for arbitrarily long times. Although 
being developed on a model of the CGLE, this stabilization mechanism entails a 
general character, meaning that it could be applied to a large class of systems 
which are described asymptotically by the CGLE.  
The chapter is structured as follows: we begin by characterizing the mechanism 
of MI in the CGLE, in Section 2.2, by performing a standard linear stability analysis 
of its stationary, steady-state solution. The results reveal that an intricate link 
connects the dispersion profile of the system and the character of its MI. This 
connection is explored in Section 2.3, and a new idea is proposed for the control 
of MI in a system based on the manipulation of dispersion. A stabilization method 
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is then proposed, in Section 2.4, based on a spatiotemporal modulation of the 
potential of the system. Following that, in section 2.5, a numerical procedure for 
a modified Floquet linear stability analysis is developed for the analysis of MI in 
spatiotemporally modulated systems. The stabilization performance is analyzed 
and the results presented in Section 2.6, for one-dimensional CGLE. Finally, 
Section 2.7 shows how the entire analysis is extended to (2 spatial + 1 temporal) 
dimension CGLE, with positive results. Lastly, Section 2.8, summarizes the most 
relevant conclusions from this study.  
The model of the CGLE used in this thesis can be written in a conveniently 
normalized form, for one spatial dimension as: 
𝜕𝑡𝐴 = (𝑖 + 𝑑)𝜕𝑥𝑥
2 𝐴 + (1 − 𝑖𝑐)(1 − |𝐴|2)𝐴  (2.1.1) 
The notations 𝜕𝑡 and 𝜕𝑥𝑥
2  represent the partial derivative with respect to time and 
partial double derivative with respect to space respectively. The gain threshold 
and the dispersion coefficient in Eq. (2.1.1) are normalized to unity, without any 
loss of generality.  In this form, the CGLE contains only two independent 
parameters: the coefficient of the cubic nonlinearity, 𝑐, and the diffusion 
coefficient 𝑑.  
 
2.2  Linear Stability Analysis of the Complex 
Ginzburg-Landau Equation 
To characterize the stability of the CGLE one must perform a standard linear 
stability analysis [Besp66]. In this procedure the stationary (steady-state), a non-
zero homogenous solution of Eq. (2.1.1), is subjected to a small spatial 
perturbation of the form: 𝐴(𝑥, 𝑡) = 𝐴0  + 𝑎(𝑡)cos(𝑘𝑥)  where, 𝐴0 = 1, |𝑎| ≪ 1. 
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Substituting 𝐴(𝑥, 𝑡) back into Eq. (2.1.1) and simplifying for the first order terms 
leads to: 
𝜕𝑡𝑎 = −𝑘
2(𝑖 + 𝑑)𝑎 −  (1 − 𝑖𝑐)(𝑎 + 𝑎∗)     (2.2.1) 
By replacing the complex perturbation 𝑎 into the form: 𝑎 = 𝑎1 + 𝑖𝑎2  and 
separating out the real and imaginary parts, we obtain a set of coupled equations: 
(
𝜕𝑡𝑎1
𝜕𝑡𝑎2
) = (−𝑑𝑘
2 − 2 𝑘2
−𝑘2 + 2𝑐 −𝑑𝑘2
) (
𝑎1
𝑎2
)   (2.2.2) 
This is now an eigenvalue problem for the complex perturbation, of the 
form:  𝜕𝑡𝑎(𝑡) =  𝜆𝑎(𝑡), whose solution represents an exponential dependence of 
the complex perturbation in time  𝑎(𝑡) = 𝑎0𝑒𝑥𝑝(𝜆𝑡). Thus the solution of 
Eq.(2.2.2) provides us with the spectrum of the eigenvalues, of the growing or 
decaying perturbation modes:  
𝜆(𝑘) = −(1 + 𝑑𝑘2)  ± √1 + 2𝑐𝑘2 − 𝑘4   (2.2.3) 
The real part of the eigenvalues in Eq. (2.2.3) is called the growth exponent, which 
in the case of spatially confined systems is commonly known as the Lyapunov 
exponent 𝜆𝑅𝑒(𝑘) = 𝑅𝑒{𝜆(𝑘)} - a term which we shall use in this thesis as well, 
although we deal with spatially extended systems.  
In the case when the Lyapunov exponents are positive, 𝜆𝑅𝑒(𝑘) > 0 the 
perturbation modes grow exponentially with time, signifying an unstable system. 
While conversely, when 𝜆𝑅𝑒(𝑘) < 0, the perturbation modes decay exponentially 
with time and the system is stable with respect to small complex perturbations. 
This is the meaning of linear stability analysis and it is an important tool for 
analysing the stability of the system in the initial stages of growth of the 
perturbation.  
From Eq. (2.2.3) it becomes clear that MI can only occur when 𝑐 > 0. Such is the 
situation, for example, in the so-called ‘focusing’ or Kerr nonlinearity in case of 
optics or ‘attractive-condensates’  in case of Bose-Einstein Condensates (BECs).  
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On the contrary, for 𝑐 < 0, the system is modulationally stable, that is, all 
perturbations to the stationary solution decay exponentially, and the system 
remains in the original state.   
Since this work is focused on the stabilization of modulationally unstable system, 
we shall be concerned with the cases of  𝑐 > 0, for the entire thesis.  
It is also true that for a given set of parameters, the value of 𝜆𝑅𝑒(𝑘) decreases 
with increasing coefficient of diffusion, 𝑑 [Zakh09]. In simple terms, it means that 
the presence of diffusion in the system tends to stabilize it- the higher is the 
coefficient of diffusion, the smaller are the Lyapunov exponents.  
In pursuit of simplicity, however, we will generally only consider the most 
symmetric case of 𝑑 = 0, that is, without the presence of diffusion in the system. 
Nevertheless, without loss of any qualitative effects, all the results can be 
generally extended to positive or negative diffusion values: In those cases, the 
CGLE is simply more or less stable, respectively, than in the case of 𝑑 = 0.  
In the modulationally unstable case (𝑐 > 0), the range of the unstable spatial 
wavevectors can be determined by solving Eq. (2.2.3) for 𝜆𝑅𝑒(𝑘) > 0. This leads 
to the inequality: 0 < 𝑘𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒
2 < 2(𝑐 − 𝑑) (1 + 𝑑2)⁄  which in the case of 𝑑 = 0 
is: 
 0 < 𝑘𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒
2 < 2𝑐  (2.2.4) 
A typical Lyapunov spectrum for such a system is plotted using Eq. (2.2.3) in Fig. 
2.2.1.  
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Figure 2.2.1: The typical shape of the Lyapunov spectra in modulationally stable (a) and 
unstable (b) systems, showing the real (left) and imaginary (right) parts of the Lyapunov 
growth exponents. (c) Temporal evolution in the unstable regime leads to spatiotemporal 
chaos as shown in the field (left) and spectral (right) dynamics.  
2.3   Modulation Instability and Dispersion  
A more detailed inspection of the linear stability analysis indicates that, for a fixed 
coefficient of nonlinearity, the character of the MI depends uniquely on the 
character of the dispersion relation of the system. The Laplace operator 𝜕𝑥𝑥
2  in Eq. 
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(2.1.1) introduces, into the system, a parabolic dispersion profile: 𝜔(𝑘) = −𝑘2 
where 𝜔(𝑘) represents the frequency spectrum of the spatial modes.  
It is evident, from Eq. (2.2.4), that for this parabolic dispersion profile there exists 
a range of unstable frequencies lying within the band: −2𝑐 < 𝜔(𝑘) < 0. This is 
illustrated in Fig. 2.3.1(a). Assuming for a moment that the dispersion profile can 
be modified, a generalized CGLE can be written, for an arbitrary operator of the 
dispersion ?̂?(𝜕𝑥): 
𝜕𝑡𝐴 = 𝑖?̂?(𝜕𝑥)𝐴 + (1 − 𝑖𝑐)(1 − |𝐴|
2)𝐴   (2.3.1) 
Where the spatial differential operator of the dispersion, ?̂?(𝜕𝑥), has a 
corresponding dispersion profile ?̃?(𝑘). The dispersion for the neutral mode may 
be normalized to zero, without any loss of generality. In such a scenario, the 
stability analysis of the CGLE with generalized dispersion, Eq. (2.3.1), results in: 
𝜆(𝑘) = −1 ± √1 − 2𝑐?̃?(𝑘) − ?̃?2(𝑘)   (2.3.2) 
This implies that the instability of the spatial modes, 𝑘, is entirely determined by 
the profile of the dispersion, ?̃?(𝑘), and the condition for the occurrence of MI, 
following directly from Eq. (2.2.4), becomes: −2𝑐 < ?̃?(𝑘) < 0. This means that 
the stability of the stationary solution of the CGLE with generalized dispersion 
depends solely upon the presence of spatial modes with frequencies within a 
particular unstable frequency band, as illustrated in Fig. 2.3.1.  
Thus, the shape of the dispersion profile is the critical determining factor for the 
character of the MI in the system. This leads to the possibility of manipulating the 
MI in a system by reshaping its dispersion profile. This manipulation could, in 
general, be of different kinds- suppression or enhancement, partial or complete, 
depending on the scope of reshaping the dispersion. In this thesis, we will mainly 
focus on suppression or elimination of MI from the system in order to stabilize it. 
In fact, it is known that the spatial dispersion profile of linear systems can be 
modified by introducing small-scale spatial or temporal modulations of the 
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potential [Yalb87, Stal06a]. The modification of dispersion by small-scale spatial 
modulations is, for instance, the basis of controlling light-matter interactions in 
many periodic systems.  
 
Figure 2.3.1: A schematic representation of the origin of MI arising from unstable bands in 
the dispersion profile of a system. (a) The parabolic dispersion profile of the CGLE, with the 
unstable band denoted by the pink region. All spatial wavevectors, k, falling in this region 
are unstable, with a corresponding instability spectrum shown directly under it. (b) The 
modification of the dispersion lifts larger wavevectors outside the instability spectrum 
leading to partial stabilization with a remaining long-wavelength instability. (c) Modifying 
dispersion for to remove smaller wavevectors from the instability band leads to partial 
stabilization with remaining short- wavelength instability.  
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In Photonic Crystals, for example, small-scale periodic modulations result in the 
formation of photonic bandgaps which lead to unprecedented control of light in 
novel ways in these materials [Yalb87]. In this context, a large variety of different 
phenomena from light collimation, to spatial filtering have been demonstrated 
[Maig14, Maig15, Joan11]. Such dispersion management, by purely spatial small-
scale periodic modulations of the potential, also underlies the phenomenon of 
bandgap solitons in atomic condensates [Stee98, Ostr03, Eier03, Cont04, Stal06b, 
Stal06c], solitons in cavities [Egor07, Stal07], and can lead to filtering effects in 
BECs [Stal11]. On the other hand, the tailoring of diffraction by a spatiotemporal 
modulation, in the case of defocusing nonlinear media, can lead to sub-diffractive 
solitons [Stal08a, Stal08b]. Similar modulation schemes have also been reported 
in different gain/loss materials in photonics, leading to effects such as 
subdiffractive propagation [Stal09a, Kuma12] and beam shaping [Herr12, Radz13] 
which is related to the spatial filtering (in linear limits) in optics [Stal09b, Maig15] 
and photonic [Gail16].  
Thus, we have seen two different ideas: (i) The MI depends essentially on the 
shape of the spatial dispersion and (ii) spatial and temporal periodic modulations 
of the potential can lead to a reshaping of the dispersion profile of the system. If 
one could effectively combine these two ideas, a new method for the control of 
MI would be created. That is, through an appropriate spatiotemporal modulation 
of the potential, a reshaping of the dispersion profile and ultimately of the 
Lyapunov spectrum would become possible. For appropriately designed 
modulations, a suppression of the MI- partially or even completely, would be 
made possible. 
The rest of this chapter is devoted to exploring and substantiating this proposal 
on the basis of the CGLE model.  
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2.4   Manipulation of MI through Periodic 
Spatiotemporal Modulation of the Potential  
In this section, the effect of a periodic spatiotemporal modulation on the 
dispersion of a linear system is analyzed. The analysis is presented for the simplest 
case of a periodic spatiotemporal modulation─ sinusoidal modulation in both, the 
longitudinal (time) and transverse (space) coordinates. The modulation potential 
in such case can be described as  𝑀(𝑥, 𝑡) = 𝑖𝑚𝐶𝑜𝑠(𝑞𝑥)𝐶𝑜𝑠(Ωt), where 𝑚 is the 
amplitude, 𝑞 is the spatial wavenumber and Ω the temporal frequency of the 
modulation. The profile of such a modulation is shown in Fig. 2.4.1.  
 
Figure 2.4.1: The profile of the spatiotemporal modulation in space-time (left) and its 
representation in the Fourier space (right).  
 
This periodic spatiotemporal modulation is introduced phenomenologically into 
the linear CGLE, which now reads:   
𝜕𝑡𝐴 = (𝑖 + 𝑑)𝜕𝑥𝑥
2 𝐴 + (1 − 𝑖𝑐)𝐴 + 𝑖𝑚𝐶𝑜𝑠(𝑞𝑥)𝐶𝑜𝑠(𝛺𝑡)𝐴  (2.4.1) 
The modulation is considered on small space and fast time scales, that is, |𝑞| ≫
|𝑘|  and |Ω| ≫ |𝜆|, where 𝑘 and 𝜆 are the typical wavenumber and growth 
exponent of the MI in unmodulated CGLE.  
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The solution of the modulated CGLE Eq. (2.4.1) can be represented as a series of 
harmonic Bloch modes of the form:  
𝐴(𝑥, 𝑡) = ∑ 𝐴𝑗,𝑙𝑒𝑥𝑝[𝑖(𝑘 + 𝑗𝑞)𝑥 + 𝑖(𝜔 + 𝑙Ω)𝑡]𝑗,𝑙   (2.4.2) 
where, (𝑗, 𝑙) = {…− 2,−1, 0, 1, 2… }. When this ansatz is substituted into 
Eq.(2.4.1) and subsequently expanded, it leads to an equation where, depending 
on the truncation order of the series, the different (𝑗, 𝑙) harmonics are present. 
These harmonics are independently separated and result in a system of 
(𝑗 × 𝑙 + 1) coupled equations.  
In the simplest case, considering two spatial and one temporal mode, that is,  𝑗 =
{−1,1} and 𝑙 = 1 (the reason for choosing such will become apparent later) we 
have the following set of coupled equations: 
𝜕
𝜕𝑡
(
𝐴−1,1
𝐴0,0
𝐴1,1
) = (
𝜉(−𝑞) 𝑖𝑚 0
𝑖𝑚 𝜉(0) 𝑖𝑚
0 𝑖𝑚 𝜉(𝑞)
)(
𝐴−1,1
𝐴0,0
𝐴1,1
)   (2.4.3) 
where, 𝜉(𝜃) = 1 − 𝑖𝑐 + 𝑖Ω − (𝑖 + 𝑑)(𝑘 + 𝜃)2. 
The eigenvalues of these three coupled equations result in the dispersion relations 
for the Bloch modes, which is represented schematically in Fig. 2.4.2. 
The dispersion relation of the zero modes (𝑗, 𝑙 = 0) is the parabola  𝜔 = −𝑘2, 
represented by the central parabola in Fig. 2.4.2(a). The presence of the 
spatiotemporal modulation results in the generation of additional parabolas 
centred around (±𝑞, Ω), as shown by the dashed curves in Fig. 2.4.2. When the 
modulation amplitude is zero (𝑚 = 0), the couplings between the different 
harmonics is also zero (given by the off-diagonal terms in Eq.(2.4.3)) and the 
parabolas do not interact. In this situation the system behaves identical to the 
unmodulated CGLE as shown in Fig. 2.4.2(a). 
However, when the modulation strength is slowly increased, the degeneracy is 
lifted and the parabolas split up at the points of crossing, forming ‘gaps’ 
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(equivalent to the well-known bandgaps) in the dispersion relation as shown in 
Fig. 2.4.2(b).  
 
Figure 2.4.2: The dispersion profile of spatiotemporally modulated CGLE for zero-
amplitude modulation (𝑚 = 0) (a), and nonzero-amplitude modulation (𝑚 ≠ 0) (b). The 
introduction of the modulation with spatial frequency, 𝑞, and temporal frequency, 𝛺, leads 
to the generation of additional parabolas (dashed curves), shifted with respect to the 
central (solid curve) by (±𝑞,±𝛺) in the respective coordinates. Only the three most 
relevant parabolas are shown in the picture.  
The above discussion is the case when we consider only two spatial harmonics 
and one temporal harmonic. The consideration of only two spatial harmonics has 
been deemed sufficient in various cases [Stal06a] and as this is more a proof of 
concept, than a rigorous calculation, this is a sufficient. Moreover, the higher 
spatial harmonics are far away from the smaller modes around 𝑘 = 0, and thus 
have diminishingly small effect on the shape of dispersion around this point, which 
is in fact the region of primary importance for finite wavelength instabilities. In the 
temporal case, the above schematic represents only the positive harmonics; the 
presence of the negative harmonics would lead to two more identical parabolas 
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but shifted negatively by an equal amount. These two parabolas, however, are 
again not very relevant to the study of the bandgaps close to the smaller modes 
and can be similarly ignored.  
The spatiotemporal modulation frequencies are now redefined in a more 
convenient form, the one which will be used throughout the rest of the thesis. An 
adimensional variable 𝑄 is defined as 𝑄 = 𝑘0Ω 𝑞𝑥
2⁄  where 𝑘0 is the free space 
wavenumber of the propagating wave. This parameter 𝑄 is called the ‘resonance 
parameter’, as it represents a resonance between the spatial and the temporal 
harmonics when 𝑄 ≈ 1. Around this point, the two lateral parabolas cross close 
to the origin in the (𝑘, 𝜔) plane, and most significantly affect the long-wavelength 
instabilities. This phenomenon is more clearly understood from Fig. 2.4.3. The 
plots demonstrate the effects of the modulation amplitude, 𝑚, and the resonance 
parameter, 𝑄, in various different cases.  
 
Figure 2.4.3:  The plots show the dependence of the dispersion relation on the modulation 
strength, 𝑚, and resonance parameter, 𝑄, for various different values. It is evident that the 
modulation strength dictates the size of the bandgap while the resonance parameter is 
responsible for the position and shape of the bandgap.  
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It is evident from Fig. 2.4.3 that the modulation amplitude, 𝑚, has a direct 
influence on the strength of the coupling between the parabolas, with larger 
bandgaps for larger amplitudes. On the other hand 𝑄 is closely related to the form 
of the bandgaps; for 𝑄 < 1, the two lateral parabolas intersect the central 
parabola before crossing the perpendicular axis, while for 𝑄 > 1, they cross the 
central parabola after crossing the perpendicular axis. At ‘resonance’, 𝑄 = 1, the 
parabolas cross the central parabola exactly on the perpendicular axis. These are 
qualitatively different regimes, which ultimately lead to different types of 
behaviour of the modulated steady-state solution. It is important to note, 
however, that the results are most interesting and of maximum significance only 
close to the resonance condition, 𝑄 ≈ 1, on either sides.   
It must also be kept in mind that this analysis of the dispersion relation in the 
presence of spatiotemporal modulations, is for a linear CGLE, that is, without the 
presence of nonlinearity. In the full nonlinear model, however, the dispersion 
relations will no doubt be slightly modified, depending on the strength of the 
nonlinearity. Yet, the general idea always holds; the manipulation of dispersion is 
possible through a spatiotemporal modulation of the potential of the system 
which leads to the appearance of bandgaps in the system. This phenomenon, 
when combined with the idea presented in Section 2.3, hints that the MI in the 
system can be directly affected, possibly even controlled, through an appropriate 
spatiotemporal modulation of the potential. 
The following sections provide a detailed study of the properties of such 
spatiotemporally modulated CGLE and the suppression and control of the 
modulation instability in this system. 
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2.5  Spatiotemporal Modulation of the CGLE 
Upon introducing the spatiotemporal modulation into the CGLE, the full model- 
the modulated CGLE becomes: 
𝜕𝑡𝐴 = (𝑖 + 𝑑)𝜕𝑥𝑥
2 𝐴 + (1 − 𝑖𝑐)(1 − |𝐴|2)𝐴 + 𝑖4𝑚𝐶𝑜𝑠(𝑞𝑥)𝐶𝑜𝑠(Ω𝑡)𝐴      (2.5.1) 
In the presence of such spatiotemporal modulation, it is not feasible to perform 
the linear stability analysis analytically and one must resort to numerical 
techniques for the same. The numerical linear stability analysis technique 
described in this section is roughly based on the standard Floquet stability analysis 
procedure [Klau08]. The Floquet stability analysis, however, is for systems 
homogeneous in space but periodic in time. Therefore a modified procedure has 
been developed here, in order to incorporate the spatial periodicity. It is referred 
to as the modified Floquet linear stability analysis, or simply the modified Floquet 
analysis.  
We begin by calculating the steady-state solution of Eq. (2.5.1), by truncating the 
expansion of the spatiotemporal harmonics to the fundamental and the two most 
significant harmonics, shifted by (±𝑞,+Ω). This truncation has been proved useful 
for various linear [Stal06a] and nonlinear systems [Stal08a, Stal08b]. These three 
spatiotemporal harmonics, namely (𝑛, 𝑙) = (0, 0), (−1,−1) and (1, −1) are at, 
or close to, mutual resonance for 𝑄 ≈ 1.    
The steady-state solution in most cases, depending on the modulation 
parameters, is analogous to a Bloch mode, that is, a spatiotemporally periodic 
function with spatial period 𝑞 and temporal period Ω, and with average amplitude 
equal to unity, as shown in Fig. 2.5.1.  
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Figure 2.5.1: A representative plot of the steady-state Bloch mode of the spatiotemporally 
modulated CGLE showing the field (left) and the spatial spectrum (right) of the solution. 
The periodicities in the spatial and temporal domains of the field are related to the spatial 
frequency, 𝑞, and temporal frequency, 𝛺, of the modulation. 
The numerical stability analysis proceeds by introducing a set of random 
perturbations to the steady-state Bloch modes in the form of separate, 
independent real and imaginary perturbations at each wavenumbers +𝑘 and – 𝑘. 
For each case, the evolution of this set of perturbations is calculated by 
numerically integrating the perturbed steady solution over one temporal 
period Ω, illustrated as a Poincaré diagram in Fig. 2.5.2. 
 
Figure 2.5.2: The Floquet linear stability analysis calculates the distance between the initial 
and final points for a given Poincaré section, as shown in this representation. The Floquet 
stability analysis calculates the distance between the points 𝑄𝑘+1 and 𝑄𝑘, located 
infinitesimally small distance away from each other, after one temporal period 𝛺.  
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2.5.1  Modified Floquet Linear Stability Analysis 
In the standard Floquet analysis, that is, in the absence of spatial modulation, the 
harmonics of small complex perturbations at wavenumbers +𝑘 and – 𝑘 (in the 
Fourier space) are coupled. In such case, the evolution of four independent 
perturbations (real and imaginary perturbations for ±𝑘) must be numerically 
calculated for each pair of perturbation modes 𝑎1(𝑘) and 𝑎2(−𝑘). This leads to 
an evolution matrix of size (4 × 4). Diagonalizing the evolution matrix, we obtain 
the eigenvalues, 𝜆(𝑘), for the perturbation modes, and the real part of these 
eigenvalues are the Lyapunov growth exponents, 𝜆𝑅𝑒(𝑘). This standard Floquet 
procedure must be modified in view of the spatial modulation of the potential, 
which causes a linear coupling between the spatial harmonics of the 
perturbation 𝑘, 𝑘 ± 𝑞, 𝑘 ± 2𝑞 … In this case, a perturbation at any 
wavenumber 𝑘, is coupled to all these harmonics, which is represented in 
Fig.2.5.3.  
By considering 𝑛 spatial harmonics, the linear evolution matrix dimension 
is (4𝑛 × 4𝑛). The diagonalization of this evolution matrix results in a set of 
eigenvalues (Floquet multipliers) and its real part provides the average (over a 
time-period) Lyapunov exponents, 𝜆𝑅𝑒(𝑘). In this study, typically four harmonics 
are considered, which lead to an evolution matrix of the size (16 × 16) and thus 
to a set of 16 different eigenvalues for each spatial mode, many of may be 
degenerate.  
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Figure 2.5.3: These plots, in the Fourier space, demonstrate the spatial coupling of the 
perturbations due to the spatial modulation, after one temporal period. Perturbations 
introduced at −𝑘 (left) and 𝑘 (right), are marked by the solid arrow in the top figures. After 
one temporal period, the new excited modes are indicated by the dashed arrows in the 
bottom figures. The vertical axes is in log scale.  
The results of such modified Floquet stability analysis is presented in Fig. 2.5.4, for 
a particular set of spatial and temporal frequencies. The plot in Fig. 2.5.4(a) shows 
the result of the modified Floquet analysis for zero modulation depth, 𝑚 = 0, 
which exactly coincides with the results from the unmodulated CGLE, as expected. 
Each of the various curves corresponds to one of the 16 eigenvalues of the system, 
with many of them being degenerate.  
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Figure 2.5.4: (a, b) The Lyapunov exponents obtained from the modified Floquet analysis 
for the unmodulated and modulated CGLE. The presence of nonzero modulation lifts some 
of the degeneracy in the systems, as seen by the distorted curves in (b). The nonlinear field 
dynamics from direct integration of the full model (c-d), and their corresponding spectra 
(e-f). It is evident that the modulation results in partial stability of the system: the field 
dynamics is quieter (d), and the spectrum narrower (f), as compared to the unmodulated 
case (c, e). The parameter are: c=0.5, d=0, space=64π, grid=512 points, with periodic 
boundary conditions.  
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The presence of a nonzero modulation (𝑚 ≠ 0) lifts the degeneracy from some of 
the modes, as described in Section 2.4 (also see Fig. 2.4.3), and leads to a 
modification of the Lyapunov exponents, as shown in Fig. 2.5.4(b). Comparing the 
two plots it is clear that this particular modulation has two main effects: the 
spectrum of unstable wavenumbers is reduced and the value of the maximum 
Lyapunov exponent (𝜆𝑅𝑒
𝑚𝑎𝑥) is lowered. As a result of a smaller number of unstable 
modes, the resulting dynamics is comparatively less ‘chaotic’ than before. While a 
lowered 𝜆𝑅𝑒
𝑚𝑎𝑥  means that the most unstable mode grows comparatively slower, 
resulting in much longer times for the chaotic dynamics to set in. It is typical in 
nonlinear systems that the fastest growing mode ‘hogs’ the available energy the 
fastest, thereby depleting the other, slower growing modes and eventually 
dictating the scales of the emerging pattern. Therefore, in most cases, the 
characteristic wavelength of the pattern formation occurs at wavelength of the 
maximally unstable Lyapunov exponent. Thus, in the subsequent sections, the 
value of 𝜆𝑅𝑒
𝑚𝑎𝑥will be the measure used to quantify the instability of the system.  
It must be kept in mind that the full nonlinear dynamics cannot be characterized 
by the modified Floquet linear stability analysis which actually is the linearization 
of the nonlinear problem around the steady solution. It nevertheless gives us a 
deep insight into the character of the instability in the fully nonlinear regime of 
the CGLE, that is, for long propagation times. In any case, the results of the linear 
stability analysis must be validated by numerical integration of the full nonlinear 
CGLE, as shown by the plots in Fig. 2.5.4(c-f). The integration is performed using 
the numerical split-step technique, with periodic boundary conditions. The results 
bear a direct relation to the linear stability analysis results, which is evident when 
comparing the widths of the Lyapunov spectra (Fig. 2.5.4(a-b)) with the nonlinear 
spectra (Fig. 2.5.4(e-f)) during evolution. The spectral evolution demonstrates 
quantitatively the difference between the two cases of zero and non-zero 
modulation.  
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Having confirmed the validity of the modified Floquet analysis, the range of 
different possible parameters and their implications on the stability of the system 
is now explored, and the results presented in the following sections. 
2.6 Results: Stabilization of MI in Modulated CGLE 
In order to comprehensively study the effects of the modulation on the stability 
of the system, the entire parameter space, comprising of the parameters 𝑚, 𝑞 
and Ω, must be explored for any given values of the nonlinearity and diffusion 
coefficients. As this would have led to a 3-dimensional parameter space, which is 
already quite a large volume to explore, the parameters 𝑞 and Ω are coupled into 
the single parameter 𝑄, as explained in Section 2.4. This brings down the 
parameter space to 2 dimensions (𝑚, 𝑄), which is much more convenient, while 
at the same time preserving the interesting phenomena in the limit of finite and 
long-wavelengths instability. For every point (𝑚𝑖 , 𝑄𝑗) in the parameter space, the 
instability of the corresponding modulated CGLE is quantified by the value of the 
maximum Lyapunov exponent, 𝜆𝑅𝑒
𝑚𝑎𝑥 , and a color-coded ‘stability map’ is plotted, 
as described next.  
2.6.1  Stability Map  
One such map is shown in Fig. 2.6.1(a) for the case of the nonlinearity parameter 
being 𝑐 = 0.5. The value of the maximum Lyapunov exponent is represented by 
the color-coded map with darker colours for lower values of 𝜆𝑅𝑒
𝑚𝑎𝑥 , i.e. for more 
stable situations. The value of the map at 𝑚 = 0, is identical to the unmodulated 
CGLE. The central, dark-blue island in the figure is the region of complete 
stabilization, that is, where all the Lyapunov exponents are negative and the MI is 
completely suppressed. Around this area are partially-stable regions, with the 
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demarcated regions representing stabilization by a factor of more than two and 
four- i.e., the  𝜆𝑅𝑒
𝑚𝑎𝑥  in these regions are ½ and ¼th times the unmodulated case.  
The stabilization area appears in general for 𝑄 < 1, approaching 𝑄 ≈ 1. This is in 
accordance with the initial idea that the stabilization occurs close to resonance 
between the harmonics of plane waves forming the Bloch mode. For much higher 
values of these parameter, 𝑄 ≫ 1 and 𝑚 ≫ 1, the stabilization effect disappears. 
The central, completely stabilized island divides the map into three different 
regions- one where long-wavelength MI remains after partial stabilization (on the 
left of the island), the regions where short-wavelength instability remains (right 
side) and where both co-exist (below the island).  
In the three cases, the patterns formed are of different characters. As the name 
implies, long-wavelength instabilities lead to pattern formation with 
comparatively large characteristic wavelengths (i.e., with small wavenumber). 
They are formed when smaller wavenumbers are dominant in the Lyapunov 
spectrum, as is the case in Fig. 2.6.1(b). Long-wavelength instabilities generally 
lead to a gradual widening of the unstable spectral region, due to effects such as 
nonlinear four-wave mixing, and eventually lead to turbulence and chaotic 
patterns. 
On the other hand, short-wavelength instabilities lead to pattern formation with 
comparatively shorter characteristic wavelengths. In this case, the unstable 
wavenumbers in the Lyapunov spectrum are far from 𝑘 = 0, as is the case in Fig. 
2.6.1(c-d). This separation generally helps in keeping the unstable region 
spectrally confined, and as a result, the patterns formed generally also display 
regular periodicities. 
Finally, it must be noted that around the vertical line corresponding to 𝑄 = 1, 
there is the so-called Arnold tongue- a region where the numerically calculated 
steady-state Bloch modes are highly unstable. This fact is attributed to the strong 
nonlinear coupling between harmonics near resonance. It is therefore not 
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possible to perform a perturbation analysis for these parameters and they are 
excluded from the modified Floquet analysis, as represented by the black region.  
 
Figure 2.6.1: (a) The color-coded ‘stability’ map representing 𝜆𝑅𝑒
𝑚𝑎𝑥 in the parameter space, 
(𝑚, 𝑄). The darker regions represent smaller 𝜆𝑅𝑒
𝑚𝑎𝑥 and thus, higher stability, with the 
central island representing complete suppression of MI, i.e.: 𝜆𝑅𝑒
𝑚𝑎𝑥 = 0. Different regions 
of remaining long-wavelength (LW), and short-wavelength (SW) instabilities are indicated 
on the map. The black Arnold tongue around 𝑄 = 1 is where the stationary Bloch solution 
are unstable and these areas are excluded from the analysis. (b-e) The individual Lyapunov 
spectra for individual points on the map as compared to the largest Lyapunov exponents 
of the unmodulated CGLE (red dashed). Here, c=0.5, q=4, space=256π, grid=2048 points.  
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2.6.2  Effects of Spatial Frequency and Diffusion 
In general, the stabilization performance is independent of the choice of the 
spatial frequency, 𝑞. Qualitatively, the results described in the previous section 
remains the same for arbitrary choice of the spatial modulation frequency while 
under the limit  |𝑞| ≫ |𝑘|, |Ω| ≫ 𝜆, where 𝑘 and 𝜆 are the typical wavenumber 
and growth exponent of emerging instability. Quantitatively, for small values of 𝑞, 
the stabilization increases for larger 𝑞’s, that is, the smaller-scale modulations 
produce better stabilization. However, this trend saturates beyond a certain point 
and the stability islands remain more or less unchanged upon further reducing the 
spatial scale of the spatial modulations. The improvement in the stabilization 
performance for relatively small values of 𝑞 is demonstrated in Fig. 2.6.2 where 
different stability maps are plotted for various parameter values. For larger values 
(𝑞 > 4) the increase in 𝑞 cause diminishing increase in the stabilization trend.  
 
Figure 2.6.2: The stability maps for different values of q, with other parameters being 
constant. The increase in the stabilization property of the modulation increases with higher 
q, before eventually saturating. Parameters: c=0.5, space=256π, grid=2048 points. 
So far these stability maps have been plotted in the absence of diffusion, 𝑑 = 0, 
with the aim of describing the most symmetric case. However, as mentioned in 
Section 2.2, in the presence of positive diffusion, 𝑑 > 0, the system tends to be 
comparatively more stable. While in the presence of negative diffusion, 𝑑 < 0, the 
stability decreases. This behaviour is demonstrated in Fig. 2.6.3, where different 
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stability maps, plotted for increasing values of 𝑑, show increasing areas of the 
stabilization island for increasing values of diffusion. 
 
Figure 2.6.3: The properties of the stability maps for different values of the diffusion 
coefficient. As expected, the stabilization effect increases with increasing diffusion, and the 
islands of complete stabilization grow larger. Moreover, the presence of diffusion also 
helps to stabilize the stationary solution, resulting in a reduction of the area of non-
stationary solution (black areas). The plots are for 𝑞 = 2, with other parameters the same. 
 
2.6.3  Full Nonlinear Dynamics 
The results of the modified Floquet linear stability analysis are confirmed here by 
numerical integration of the full nonlinear model, Eq.(2.5.1). The steady-state 
stationary Bloch modes are numerically calculated (in the regions where it exists, 
i.e.: outside the black tongues of the above figures), and then perturbed by weak, 
random δ-correlated noise. The perturbed solution is numerically integrated using 
the split-step technique with periodic boundary conditions. A sufficiently long 
integration time allows for the identification of the instability of the solution, well 
beyond the linear regimes.  
Let us consider the stability map in Fig. 2.6.1. In all cases, it is found that the 
instability regions identified by the numerical integration, perfectly coincide with 
the predictions of the partially and fully stable regions.  
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The integration results show that within the stable region of the stability map, see 
Fig 2.6.4(a), all perturbation modes decay, and the steady-state Bloch mode 
solution is recovered. Outside the stability region, the perturbations grow 
depending upon the shape of the Lyapunov spectrum in each case, and the 
modulated regime sets in. The most representative examples of the propagation 
dynamics of the system are shown in Fig. 2.6.4 for various parameter sets, 
corresponding to different points on the stability map. The Lyapunov spectra of 
all these examples have been provided earlier in Fig. 2.6.1, for convenient 
comparison. 
Integration results for the unmodulated CGLE are provided in Fig. 2.6.4(b), where 
the dynamics of the field is typically chaotic, with a large unstable spectrum, 
corresponding to the width of the Lyapunov spectrum of the unmodulated 
situation. The evolution of the modulated CGLE in cases of partial stabilization is 
typically more ‘quiet’. When long-wavelength instability dominates in the partially 
stabilized cases, the field dynamics gradually turns chaotic, but with a 
correspondingly narrower spatial spectrum as shown in Fig. 2.6.4(c).  
When the weak short-wavelength instability dominates, one may obtain 
stationary roll patterns, which is characteristic of short-wavelength instabilities. 
These stationary patterns may or may not be stable, leading, in the latter case, to 
complex nonlinear phenomena such as wave collapse. Long-time dynamics is 
generally complicated; even in the case of unmodulated CGLE the long-time 
regime is not fully understood in spite of extensive analysis of last decades 
[Coul93, Aran02]. 
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Figure 2.6.4: Integration results of the full nonlinear model. The plots in (b)-(f) represent 
the space-time dynamics of the field (left) and spectrum (right) for the modulated CGLE, 
corresponding indicated points on the map (a). The results confirm the predictions of the 
modified Floquet analysis. The chaotic dynamics in the unstable, unmodulated CGLE (b) 
and partially stabilized CGLE in (c-e) where the unstable spectrum in each case matches 
well with the respective Lyapunov spectra (see Fig. 2.6.1) from the modified Floquet 
analysis. The dynamics of the fully stabilized CGLE is shown in (f) where the steady-state 
Bloch mode remains stable in propagation. Parameters: c=0.5, q=4, space=256π, grid=2048 
points, with periodic boundaries. 
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Examples of such short-wavelength instabilities are provided; in Fig. 2.6.4(d), an 
unstable short-wavelength instability first leads to regular roll patterns before 
eventually breaking into chaotic dynamics, while in Fig. 2.6.4(e) the stationary 
pattern remains stable. Generally, the stationary modulated patterns are 
obtained close to the boundaries of the stabilization balloon.  
Finally, in Fig. 2.6.4(f), the fully stabilized CGLE is presented, in which case, all 
perturbation modes decay and the steady-state solution remains stable for 
arbitrarily long integration times.  
 
2.7  Extension to Two Dimensions (2D) 
The stabilization of MI by a modulated spatiotemporal potential can be 
generalized for two or more spatial dimensions. In this section, we consider the 
CGLE in two-dimensional (2D) space. The 2D modulated CGLE may be written as: 
𝜕𝑡𝐴 = (𝑖 + 𝑑)(𝜕𝑥𝑥
2 + 𝜕𝑦𝑦
2 )𝐴 + (1 − 𝑖𝑐)(1 − |𝐴|2)𝐴 +
                         4𝑖 [𝑚𝑥𝐶𝑜𝑠(𝑞𝑥𝑥) + 𝑚𝑦𝐶𝑜𝑠(𝑞𝑦𝑦)]𝐶𝑜𝑠(Ω𝑡)                   (2.7.1) 
In this form, the periodic modulation potential has rectangular symmetry in space, 
with amplitudes 𝑚𝑥 and 𝑚𝑦 in the 𝑥 and 𝑦 coordinates respectively. Similarly, 
𝑞𝑥  and 𝑞𝑦 are the small-scale spatial modulation wavenumbers in those 
coordinates, and Ω is the fast-scale temporal modulation frequency.  
2.7.1   2D Modified Floquet Linear Stability Analysis  
The numerical linear stability analysis is performed following the same modified 
Floquet analysis technique but expanded to 2D space. The concept remains the 
same: in the Fourier space, a perturbation at any given wavenumber (𝑘𝑥, 𝑘𝑦) is 
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coupled to the wavenumbers  (𝑘𝑥 ± 𝑗𝑞𝑥, 𝑘𝑦 ± 𝑙𝑞𝑦), where 𝑗, 𝑙=1,2... are the 
number of harmonics considered in the 𝑥 and 𝑦 coordinates respectively. 
The linear evolution matrix, in this case, has the size (16𝑗 × 16𝑙). Given that we 
consider four spatial harmonics in each coordinate, keeping 𝑗 = 𝑙, this amounts 
to the evolution matrix of dimensions (64 × 64). Diagonalizing the evolution 
matrix leads to a set of 64 eigenvalues for each mode (𝑘𝑥 , 𝑘𝑦), many of which 
may be degenerate. Taking the real part of the eigenvalues provides us the 
Lyapunov exponents for the spatial modes.  
 
Figure 2.7.1: Representative plots of the 2D modified Floquet linear stability analysis for 
unmodulated (left) and symmetrically modulated (right) 2D CGLE. (a, b) The color plots 
represent the maximum Lyapunov exponents in the 2D Fourier plane. The cross-sections 
of the Lyapunov spectra along the 𝑘𝑥  (c-d) and 𝑘𝑑  coordinates (e-f). The effect of the 
spatiotemporal modulation in this case is a weak distortion (reduction) of the Lyapunov 
growth spectrum of the initial, unmodulated system.  
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An example of the 2D Floquet analysis is provided in Fig. 2.7.1(a-b), where the 
maximum Lyapunov exponent is plotted as a 2D color map for the unmodulated 
and modulated CGLE with the given parameters. The Lyapunov exponents may be 
analyzed along different cross-sections, which represent the MI in different 
directions, as shown in Fig. 2.7.1(c-f). A careful examination of the given example 
reveals that the presence of the modulation has a weakly stabilizing effect on the 
stability characteristic of the, which can be seen from the slightly weaker 
Lyapunov spectra in the 𝑘𝑥 and 𝑘𝑑  cross-sections.  
 
2.7.2  Stabilization of MI in 2D Modulated CGLE 
a.  Symmetric 2D Modulation 
The linear stability analysis is used to identify the different regions of stability. In 
order to reduce the dimensionality of the parameter space, the most symmetric 
case of 𝑚𝑥 = 𝑚𝑦 = 𝑚 and 𝑞𝑥 = 𝑞𝑦 = 𝑞 is used here, and a stability map is 
plotted in the two dimensional parameter space (𝑚, 𝑄). Although this 
simplification may seem far from an exhaustive analysis, this stability map gives 
us quite significant insights into the stabilization characteristics of the 2D 
modulated CGLE, such as the regions of short-wavelength or long-wavelength 
remaining instability or regions of full stabilization.  
This stability map is plotted in Fig. 2.7.2(a), where we find that the stabilization 
characteristics are quite similar to the 1D modulated CGLE, as intuitively expected. 
There are distinct regions where partial stabilization with remaining long-
wavelength or short-wavelength instability, and an island of complete 
stabilization. The suppression is most effective directly along the 𝑥 and 𝑦 
coordinates, following the profile of the spatial modulation. Analogous to the 1D 
case, there is also a region where the steady-state solution is unstable, as marked 
by the black tongue in the map; this area is excluded from the analysis.    
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Figure 2.7.2: Results of the linear stability analysis for the case of symmetric modulation, 
where the modulation parameters are 𝑚𝑥 = 𝑚𝑦 = 𝑚 and 𝑞𝑥 = 𝑞𝑦 = 𝑞.  The stability map, 
plotted in (a), indicates a clear region of complete suppression of the MI, shown as the dark 
blue island. The black tongue is the region where the stationary state is unobtainable due 
to being highly unstable, thus being excluded from the analysis. The surface plots in (b-d) 
represent 𝜆𝑅𝑒
𝑚𝑎𝑥(𝑘𝑥 , 𝑘𝑦) for the different modulations. The plots in (e-g) and (h-j) are the 
cross-sections of the Lyapunov spectra along the 𝑘𝑥  and 𝑘𝑑  coordinates respectively. The 
three cases are representative of the unstabilized MI, partial stabilization with weak 
remaining SW instability and full stabilization. Parameters: c=0.5, q=8, space=(100x100), 
grid=(512x512) points, with periodic boundaries. 
The results of the 2D modified Floquet analysis under symmetric modulation are 
validated by direct integration of the full nonlinear model, Eq.(2.7.1). Starting 
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from the steady-state solution, a complex 𝛿-correlated perturbation is added to 
the field and integrated. The snapshot of the field and spectral intensity after 
finite propagation time is recorded, which allows to identify the stable and 
unstable regimes. The numerical integration results corresponding to the three 
cases of Fig.2.7.2 are now presented in Fig. 2.7.3.  
 
Figure 2.7.3: The results from the integration of the full model confirm the validity of the 
2D modified Floquet analysis. The plots represent the field (top) and spectrum (bottom) 
for the different modulations. (a) The unmodulated CGLE shows significant chaotic 
dynamics in its field and a broad spectrum after a finite integration time. (b) The partially 
stabilized CGLE with remaining SW instability has quieter field dynamics and narrower 
spectrum. (c) In the case of full stabilization, the field is completely stable and the instability 
spectrum does not develop. Note that the spatial modulations are filtered out in the plots 
for sake of clear representation. Parameters are the same as in Fig.2.7.2. 
For the unmodulated 2D CGLE, in Fig. 2.7.3(a), the long-time snapshot of the field 
(top) displays typical chaotic dynamics, evident by the large spread of the unstable 
wavevectors in the spatial spectrum (bottom). For partial stabilization, shown in 
Fig. 2.7.3(b), the MI develops slower and the field dynamics is therefore much 
quieter. The range of the unstable wavevectors, in this case, is correspondingly 
 
 
 
Chapter 2: Suppression of MI via Spatiotemporal Modulation  63 
 
 
narrower as seen in the figure. Lastly, in the completely stabilized 2D CGLE, in Fig. 
2.7.3(c), the MI has been completely suppressed: the perturbed steady-state 
Bloch mode solution remains stable for arbitrarily long propagation times, and the 
spectrum remains confined.  
 
b.  Asymmetric 2D Modulation  
Apart from the symmetric case, in the general case of an asymmetric 2D 
modulation, there are many different possibilities of modulation geometries, 
which could lead to different stabilization effects. For situations of asymmetric 
partial stabilization, i.e. different degrees of MI suppression in different spatial 
directions, the result could be the generation of various different types of 
patterns. The modulation geometry can be of many different types: stripes, 
rectangles, hexagons and so on… and a comprehensive analysis of all the possible 
cases an elaborate challenge. This is because the symmetry constraints of the 
numerical modified Floquet analysis would require it to be redesigned for all cases 
which do not have a square symmetry; this is a future prospect. 
Here, we focus on a stripe-modulation geometry, where the modulation is only in 
one direction, that is, 𝑚𝑥 ≠ 0,𝑚𝑦 = 0. This analysis is summarised below.  
The Lyapunov exponents for the most representative cases of such stripe-
modulation profiles are plotted in Fig. 2.7.4 (a-c), for increasing stabilization 
performances. Also plotted below are the cross-sections of the Lyapunov 
exponents along the 𝑘𝑥-direction (middle) and along the diagonal direction, 
𝑘𝑑,(bottom) in the spectral domains. It is clear that a strip-modulation geometry 
suppresses the MI only in the direction of the modulation. The numerical 
integration results of the full model confirm this fact, the results of which are 
shown alongside in Fig. 2.7.4 (d-f). In the case of the weakest suppression of MI in 
𝑥-direction, in Fig. 2.7.4 (d), the remaining MI in the 𝑥-direction is comparable in 
magnitude to the MI in the 𝑦-direction, resulting in spatiotemporal patterns which  
 
 
 
64     
 
 
 
Figure 2.7.4: The results of the stabilization by an asymmetric 2D modulation with a ‘stripe’ 
geometry (i.e. 𝑚𝑥 ≠ 0,𝑚𝑦 = 𝑚), in three most representative cases. The maximum 
Lyapunov exponents, 𝜆𝑅𝑒
𝑚𝑎𝑥, remaining after stabilization are plotted in (a-c), along with the 
cross-sections in the 𝑘𝑥  and 𝑘𝑑  directions, as indicated. The numerical integration results 
(c-d), show the snapshots of the field intensity and spectrum for long integration times, 
confirming the results of the modified Floquet analysis. (The parameters are as in Fig.2.7.2.)  
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have similar characteristic scales in both coordinates. This is evident from the long-
time snapshots of the field intensity (top) and the comparable widths of the 
unstable wavevectors in the corresponding spectrum (bottom).  
For the second case, in Fig. 2.7.4 (e), instability in the 𝑥-direction is much smaller 
than the MI in y-direction, resulting in predominantly vertical patterns, while for 
the final parameter sets, in Fig. 2.7.4 (f), the MI in the 𝑥-direction is completely 
suppressed, while the MI in the 𝑦-direction remains unchanged. This leads to 
pattern formation only in the vertical direction, as shown in the plots.  
 
 
2.8  Conclusions  
We began this chapter with the proposal that the MI in spatially extended 
dissipative systems, represented by the CGLE, could be controlled and suppressed 
by a periodic spatiotemporal modulation of the system’s potential. This hypothesis 
hinged on two different ideas: firstly, the origin of MI was rooted in the presence 
of unstable bands in the dispersion profile of the system and its character 
depended solely on the shape of the dispersion profile. And secondly, that the 
modification of dispersion is possible by a periodic spatiotemporal modulation of 
the potential of the system. Upon combining these two ideas, the control of MI in 
a system was made possible by manipulation of its dispersion profile.  
The analysis of the MI in the unmodulated and modulated CGLE was performed 
by a modified Floquet linear stability analysis technique. The modulation of the 
CGLE indeed led to a modification of the character of MI in the system and 
eventually to its complete suppression. The stabilization of the CGLE depends on 
critical parameters such as the modulation amplitude, 𝑚, and the so-called 
resonance parameter, 𝑄. The complete characterization of the parameter space 
(𝑚, 𝑄) was done by plotting the ‘stability map’ for the system. Finally, all the 
results of the stability analysis were corroborated by direct numerical simulations 
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and the stabilization effect was confirmed.  
The analysis was extended to the two-dimensional CGLE, and similar techniques 
were followed, with the analysis becoming more involved, which was particularly 
complex for the 2D modified Floquet analysis. The characterization of the MI in 2D 
CGLE was possible through the 2D Floquet analysis, which led to the stability maps 
in the simplest cases for symmetric (square) and asymmetric (stripe) modulation 
profiles. The results bore similar characteristics to the 1D CGLE and complete 
stabilization in the symmetric case was demonstrated. In the case of asymmetric 
modulation, various other interesting geometries are possible such as hexagons, 
octagons and possibly even quasi-periodic structure. This, however, represents 
demands serious further development of the modified Floquet procedure and 
remain as a future prospect of this work.  
This phenomenon has been shown for a general case, being demonstrated on the 
universal model of the CGLE. In the presence of diffusion, the stabilization effect 
persists. In fact, a positive diffusion coefficient enlarges the full stabilization region 
(as the instability of unmodulated CGLE with diffusion is weaker than that without 
diffusion). On the contrary, a negative diffusion coefficient (anti-diffusion) reduces 
the full stabilization region. While the presence of a large anti-diffusion coefficient 
in the system prevents complete stabilization, partial stabilization is always 
observed, in all cases.  
It is critical that the modulation of the potential must occur necessarily in both 
spaces and time. Purely spatial modulations, as e.g. in for Bose-Einstein 
condensates in (stationary) optical lattices [Kevr04], do not lead to the proposed 
stabilization effect. Hence, the presence of a temporal modulation is crucial, as it 
allows for near-resonant regimes, i.e. 𝑄 ≈  1, which lies at the basis of the 
proposed mechanism.  
It is expected that the idea can also be extended to conservative systems, e.g. 
Bose-Einstein condensates, in order to stabilize the homogenous state of 
intrinsically unstable attractive condensates. The proposed effect opens a new 
possibility towards the stabilization of various spatially distributed nonlinear 
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systems (asymptotically) described by CGLE. Examples in optics are broad aperture 
lasers and laser-like resonators with Kerr-like focusing nonlinearity, where the MI 
plays a negative role by destabilizing the emitted radiation. The mechanism is 
simple, relying only on a resonant spatial and temporal modulation of the 
potential, and could be implementable in actual experimental setups. As for 
instance, in the case of Bose-Einstein condensates, it could entail a spatiotemporal 
modulation of the optical trap amplitude at appropriate frequencies, while in 
nonlinear optics it would imply a simultaneous transverse and longitudinal 
modulation of the refractive index. 
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3.1  Introduction  
In the previous chapter, a new method for the control of Modulation 
Instability (MI) in spatially-extended systems was presented. The method relies 
on the displacement of dispersion curves from the modulationally unstable 
frequency band by introducing an appropriate bandgap in the dispersion 
spectrum. This is achieved by a small-scale spatiotemporal modulation of the 
potential of the system, with appropriately ‘resonant’ spatial and temporal 
frequencies, which are related by the resonance parameter 𝑄. The technique was 
demonstrate on the Complex Ginzburg Landau equation (CGLE) in both one and 
two dimensions, thus forming the basis of a general, universal stabilization 
mechanism, potentially applicable to a wide range of spatially-extended pattern 
forming systems. In this way, a completely new approach for the complete 
suppression of MI in such nonlinear systems was demonstrated, the stabilization 
of which had always been a challenging task [Kevr04, Segu05].  
At the basis of the method is the introduction of a bandgap for the modulationally 
unstable frequencies (−2𝑐 < 𝑘𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒 < 0), which is made possible only when 
the dispersion ‘parabolas’ introduced by the spatiotemporal modulation interact 
close to the instability region, i.e. close to 𝑘 = 0 in the relevant cases of long-
wavelength instabilities. However, if in a certain scenario the nonlinearity, 𝑐, is so 
large that the unstable range of wavevectors, 𝑘𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒 , remains wider than the 
bandgap introduced by the modulation, then this method will begin to saturate. 
Or considering another hypothetical case, where the unstable frequencies occupy 
multiple bandgaps distributed arbitrarily across different positions of the 
dispersion curve: in this complex scenario too, the introduction of a bandgap 
would be insufficient for the stabilization of the entire system. Thus, in these 
situations, this stabilization mechanism would be able to only partially suppress 
the MI, that is, the instabilities may develop slower and cover a smaller spectral 
range; but the overall system would be unstable nevertheless. 
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Building on this mechanism of suppression of MI, this chapter provides yet 
another, much more powerful method for the suppression of MI in utterly 
complex scenarios. In fact, now one is not only concerned with the suppression of 
MI but rather with a more general tool for the control and almost arbitrary 
manipulation of the MI, that is, a reshaping of the Lyapunov spectrum at-will. The 
approach is principally different: rather than attempting to systematically create 
bandgaps at the ‘unstable frequencies’ of the dispersion spectra, one may set the 
desired stability properties of the nonlinear system (the shape of the Lyapunov 
spectra of modulation modes) and use heuristic optimization algorithms to create 
a multi-frequency spatiotemporal modulation to achieve it. The use of a multi-
frequency modulation profile, instead of a simpler sinusoidal modulation profile, 
enables the generation of multiple bandgaps at different frequencies, depending 
on the various resonances induced. In other words, it does not count on searching 
for one, two, or several frequencies of a multiple-frequency stabilizing potential, 
but directly determine the optimal shape of the temporal modulation using a 
powerful optimization algorithm. This also opens up the possibility to attain not 
just the stability of the nonlinear system but also arbitrary shapes of the instability 
spectrum on demand. This method will provide access to unprecedented levels of 
control over the modulation instability in a system, including the ability to stabilize 
highly nonlinear systems, selectively reshape certain portions of the instability 
spectrum or even generate specific patterns in a system on demand.   
For sake of universal applicability, this method too is developed on the basis of 
the Complex Ginzburg-Landau Equation (CGLE) while the optimization procedure 
is based on the, widely popular, Genetic Algorithm (GA).  
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3.2  Review of Stabilization via Single-Frequency 
Spatiotemporal Modulation 
First, we briefly re-examine the stabilization by a single-frequency spatiotemporal 
modulation presented in the previous chapter. The term single-frequency 
spatiotemporal modulation refers to the presence of one frequency each in the 
spatial and temporal domains, and this will be the terminology used throughout 
the chapter. The stabilization performance of the single-frequency stabilization 
procedure based on the CGLE with relatively moderate nonlinearity (𝑐 = 0.5) is 
summarized in Fig.3.2.1, following directly from the analysis of Chapter 2. 
 
Figure 3.2.1: Summary of stabilization by single-frequency spatiotemporal modulation of 
the potential, of the CGLE for 𝑐 = 0.5. (a) The color-coded stability map of the largest 
Lyapunov exponent 𝜆𝑅𝑒
𝑚𝑎𝑥 after stabilization reveals an island of complete suppression of 
MI, as shown by the Lyapunov spectrum in (e), surrounded by regions of partial 
suppression. Partial suppression may result in a weaker remaining long-wavelength 
instability (b) or short-wavelength instability (c-d). Parameters: c=0.5, q=4, space=256π, 
grid=2048 points, with periodic boundaries. 
The stability performance is quantified by means of a color-coded ‘stability map’ 
in the parameter space  (𝑚, 𝑄), as shown in Fig. 3.2.1(a), representing the 
maximum Lyapunov exponent, (𝜆𝑅𝑒
𝑚𝑎𝑥), remaining after stabilization. In such a 
representation, the region of complete stabilization (𝜆𝑅𝑒 ≤ 0, for every 𝑘𝑥) is 
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represented by the central, darkest island in the map. The Lyapunov spectra of 
individual points on the map is plotted alongside, in Fig. 3.2.1(b-e), for some 
representative cases.  
Calculation similar stability maps for different coefficients of nonlinearity, reveals 
that the stabilization becomes increasingly challenging for higher nonlinearities. 
That is, the single-frequency stabilization mechanism becomes gradually less 
effective and it eventually saturates.  A detailed analysis of the matter is 
presented in Fig. 3.2.2, where the stability maps for different nonlinearity 
coefficients are plotted. It is clear that the islands of complete stabilization 
diminish as the nonlinearity parameter, 𝑐, is increased, and beyond a certain 
threshold (𝑐 ~1.2), the stabilization island shrinks finally to zero.  
It must be kept in mind that although this threshold (𝑐 ~1.2) is not absolute, and 
the results could perhaps still be further improved by optimizing other modulation 
parameters, the general tendency is a move towards saturation. For instance, 
increasing the spatial frequency,  𝑞, (i.e., smaller-scale spatial modulations) 
initially increases the stabilization performance; however eventually this too 
saturates at sufficiently high values of 𝑞. Thus, it suffices to say that in all cases, 
there comes a point beyond which further improvement by this mechanism 
saturates. 
The saturation tendency can be attributed to the fact that while larger 
nonlinearities result in an increasingly larger instability band (see Eq. 2.2.3), the 
increase of the width of the bandgap introduced by the modulation, beyond a 
certain limit, is not possible by a single spatiotemporal modulation. In this case, 
as one can intuitively imagine, the need for more than one bandgaps, covering a 
larger area of the instability spectrum becomes vital. A natural question thus 
arises- would it be possible to use multiple different modulation geometries 
simultaneously, so as to create multiple bandgaps, covering a larger area of the 
unstable dispersion spectrum?  
 
 
 
 
Chapter 3: Control of MI by Genetic Optimization  73 
 
 
 
Figure 3.2.2: (a-d) The plots show the saturation of the stabilization mechanism when using 
the ‘single-frequency’ spatiotemporal modulation technique for the suppression of MI. The 
islands of complete stabilization (dark blue) decrease in size for increasing coefficients of 
nonlinearity, c, before eventually vanishing around c~1.2. For larger nonlinearities, there 
is only partial stabilization of the MI. The parameters remain the same as in Fig.3.2.1. 
One possibility could be to use a multi-frequency spatiotemporal modulation.  
That is, a periodic modulation consisting of a single spatial frequency, 𝑞, and 
multiple temporal frequencies Ω𝑗  (𝑗 =  1, 2. . . 𝑛). The modulated CGLE in such a 
case can be written as:  
𝜕𝑡𝐴 = 𝑖𝜕𝑥𝑥
2 𝐴 + (1 − 𝑖𝑐)(1 − |𝐴|2)𝐴 + 4𝑖𝑀(𝑥, 𝑡)𝐴   (3.1.1) 
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where, 
𝑀(𝑥, 𝑡) = 𝐶𝑜𝑠(𝑞𝑥)[𝑚1𝐶𝑜𝑠(Ω1𝑡) + 𝑚2𝐶𝑜𝑠(Ω2𝑡) + ⋯ + 𝑚𝑛𝐶𝑜𝑠(Ω𝑛𝑡)]    (3.1.2) 
As a straightforward attempt, we shall begin by exploring, systematically, the 
effect of introducing additional modulation frequencies, on the stabilization 
performance of the system. For a certain spatial frequency, 𝑞, the temporal 
frequencies, Ω𝑗 , can be related by a corresponding ‘resonance parameter’ 
term: 𝑄𝑗 = Ω𝑗/𝑞
2. And thus the parameter space can be condensed to 
(𝑚1,2…𝑗, 𝑄1,2…𝑗), where 𝑗 is the number of frequencies considered.  
In the following section, we serially introduce a second and third temporal 
frequency in the existing single-frequency modulation and analyze its effects on 
the stabilization performance of the system. These two modulation schemes are 
denoted as the bi-frequency and tri-frequency modulations respectively.  
 
3.3  Stabilization with Two and Three-Frequency 
Spatiotemporal Modulation   
3.3.1  Bi-Frequency Spatiotemporal Modulation 
Here we face the analysis of the stability of the modulated CGLE in the presence 
of a bi-frequency modulation. Such a modulation implies that, along with a spatial 
modulation with wavenumber, 𝑞, there are two temporal modulation frequencies 
Ω1 and Ω2  which make up the spatiotemporal modulation profile:  𝑀𝑏𝑖(𝑥, 𝑡) =
𝐶𝑜𝑠(𝑞𝑥)[𝑚1𝐶𝑜𝑠(Ω1𝑡) + 𝑚2𝐶𝑜𝑠(Ω2𝑡)]. The resonances between the spatial and 
the temporal frequencies in this case, are characterized by the two resonance 
parameters: 𝑄1 = Ω1 𝑞
2⁄  and 𝑄2 = Ω2 𝑞
2⁄ . The steady-state solution for such a 
modulated CGLE is a spatiotemporal Bloch mode with a bi-periodicity in the 
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temporal domain following the temporal bi-periodicity in the modulation profile. 
A representative plot of such a solution is shown below in Fig.3.3.1 along with its 
temporal cross-section.   
The linear stability analysis of this steady-state is performed using the same 
modified Floquet procedure, as described earlier in Chapter 2. The modified 
Floquet analysis provides the spectrum of the Lyapunov exponents averaged over 
one temporal period, which, however, in this case, must be averaged over the bi-
period. This means that the integration needs to be done over a time 𝑡 = 2π Ω1,2⁄  
where Ω1,2 represents the Lowest Common Multiple (𝐿𝐶𝑀) of the two 
frequencies,  Ω1,2 = 𝐿𝐶𝑀(Ω1, Ω1).  
 
Figure 3.3.1: (a) A representative portion of the stationary Bloch mode solution for such a 
bi-frequency spatiotemporal modulation. (b) The temporal cross-section of the modulation 
(dashed red curve) and the steady-state field (solid black curve) profiles reveals the that 
their temporal periods have the same value, but their exact profiles may differ.  
The calculations which follow are for a relatively high nonlinearity (c = 2), which 
corresponds to the case when the system is already beyond the scope of being 
stabilized by a single-frequency modulation.  
To characterize the stability, we begin with the stability map of the single-
frequency modulation as plotted in Fig. 3.3.2(a). From this map, it is clear that the 
region of maximum (partial) stabilization lies in the central (blue) region as 
denoted. We can identify the modulation parameters corresponding to the point 
of maximum stabilization, (𝑚1, 𝑄1) and, keeping the spatial modulation, 𝑞, fixed, 
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introduce a second temporal frequency Ω2 with amplitude 𝑚2, leading to a bi-
frequency modulation. This opens a new parameter space(𝑚2, 𝑄2), which must 
be explored in order to find the best possible bi-frequency stabilization. Thus, a 
second stability map is calculated in this parameter space (𝑚2, 𝑄2), with 
parameters from the most stable single frequency modulation case (which is: 
𝑚1 = 0.85 and 𝑄1 = 0.6). The bi-frequency stability map is plotted in Fig. 3.3.2(b) 
for the modulated CGLE.  
Therefore, to summarize: each point on this map corresponds to a different set of 
parameters (𝑚2, 𝑄2), for the second modulation frequency while the first 
modulation frequency parameters remain constant (𝑚1 = 0.85, 𝑄2 = 0.6).  
 
Figure 3.3.2: (a) The stability map of single-frequency modulation for high nonlinearity (𝑐 =
2) reveals only partial suppression of MI, with the maximumally stabilized Lyapunov 
spectrum shown in inset (solid black curve), compared with the unstabilized MI (dashed 
red curve). Fixing these values for (𝑚1, 𝑄1), a second temporal frequency is introduced and 
the resulting new parameter space (𝑚2, 𝑄2) explored and the stability map is plotted in 
(b). The inset compares the Lyapunov spectra of the maximally stabilized bi-frequency 
modulated CGLE (solid green) with the single-frequency modulation (black, dashed curve). 
The bi-frequency modulation leads to a substantial improvement in the stabilization, but 
does not produce complete stabilization. Parameters are as in Fig. 3.2.1. 
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For both single-frequency and bi-frequency modulations, the stabilization 
performance of the best set of parameters is shown by the respective Lyapunov 
spectra in the insets, compared to the Lyapunov spectrum of the unmodulated 
CGLE (red dashed curve). 
It is observed that in the best stabilized case of the bi-frequency modulation, the 
Lyapunov exponents are comparatively much smaller and spectrally narrower 
than the single-frequency modulation. However, for some wavenumbers they still 
remain positive, implying that although the spectrum of the bi-frequency 
modulation is much more stable than the single-frequency case,  complete 
stabilization is still not achieved.  
Nevertheless, the substantially large improvement over the single frequency 
modulation case gives hope that the idea, in principle, works and it is perhaps only 
a matter of finding the appropriate combination of frequencies in order to achieve 
complete stabilization of the system. 
3.3.2  Tri-frequency Spatiotemporal Modulation 
In search of complete stabilization, this logic is taken forward and a third 
modulation frequency is introduced, being called the ‘tri-frequency’ modulation. 
The parameters of the third frequency are chosen in a similar fashion, that is, by 
keeping fixed, the parameters of the most stable bi-frequency modulation, 
obtained from the map in the Fig. 3.2.2(b), which are: 𝑚1 = 0.85, 𝑄1 = 0.6,
𝑚2 = 0.35 and 𝑄2 = 0.45. Thus the independent parameter space now becomes 
(𝑚3, 𝑄3) which is explored in another stability map, plotted in Fig. 3.3.3.  
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Figure 3.3.3: (a) The stabilization performance of the tri-frequency modulation is 
summarized in the stability map. There is an increase in the areas of unstable steady-state 
solutions (multiple black tongues) and decrease in the areas of stabilization (limited to two 
tiny islands around 𝑄3~1.15). (b) The maximally stabilized Lyapunov spectra in the cases 
of the different modulation schemes. While tri-frequency modulation arguably provides 
slightly better results, the goal of complete stabilization remains elusive.  
We recall that the map plots the maximum Lyapunov exponent 𝜆𝑅𝑒
𝑚𝑎𝑥  for each 
point on the map, corresponding to the stabilization performance for different 
sets of tri-frequency modulation. The darker colours represent lower𝜆𝑅𝑒
𝑚𝑎𝑥and 
thus higher stability.  
Several interesting features present in the tri-frequency stability map give us an 
insight into the stabilization performance of this modulation. The first thing to 
note is that for the most regions of the map, the stability is actually poorer than 
the case with bi-frequency modulation (i.e., with 𝑚3=0). The only regions where 
this is not so, are two tiny islands around 𝑄3~1.15. This means that for most 
cases, the introduction of a third modulation frequency, in this fashion, actually 
destabilizes the system instead of further stabilizing it. Nevertheless, in the two 
stability islands, the system is comparatively more stable, as shown by the 
Lyapunov spectra in Fig. 3.3.3(b). Complete stabilization is, however, still not 
achieved.  
Another feature to note in this map is the presence of a large number of areas of 
unstable steady-state solutions, shown as the black tongues in Fig. 3.3.3(a). This 
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can be expected, as the presence of multiple interacting frequencies can lead to 
a large number of non-trivial resonances between them, potentially acting as a 
destabilizing factor for the steady state solution.  
Thus, in summary, we may conclude that by introducing the third modulation 
frequency, while there may be some small improvement in the stability, it is 
confined to very small regions of the parameter space, while for most other parts 
the system has become relatively unstable.   
Moreover, it is evident that introducing more and more frequencies dramatically 
increases the volume of the parameter space, thereby making the task of finding 
the optimum stabilizing parameters increasingly challenging.  
We could expect an improvement in the stabilization performance over single-
frequency modulated CGLE by more carefully ‘engineering’ the frequencies of 
several modulation harmonics: introducing several 𝑄′𝑠 which suppress the 
Lyapunov spectrum at different positions, in 𝑘-space, attempting to position 
suppression areas over all unstable spectral regions (positive 𝜆𝑅𝑒 areas). However, 
it is quite certain that attempting to systematically tailor the bandgaps in this 
simplistic, ‘linear’ fashion by sequentially adding more modulation frequencies 
over previous ones, can be quite problematic and one could expect that it often 
would not lead to the desired stability results. Thus, a new approach to the 
stabilization by multi-frequency  modulation is sought, as explained in the 
following section.  
  
3.4  ‘Reverse-Engineering’ the Stability Problem  
We have seen that the motivation to increase the number of modulation 
frequencies is justified, as it potentially results in better stabilization performance. 
However, at the same time, a multi-frequency modulation profile severely 
increases the dimensionality of the parameter space, making the process of 
finding the optimum frequency parameters much more complex.   
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From these two considerations, a new and principally different approach takes 
shape, which is essentially an inverse stabilization problem.  Instead of attempting 
a systematic stabilization based on the serial introduction of several temporal 
frequencies, one might instead set the desired optimum shape of the Lyapunov 
spectrum and then use a heuristic optimization algorithm to find the modulation 
function which attains this spectrum (see schematic in Fig. 3.4.1).   
The modulation function, in this case, will comprise of multiple frequencies, which 
different amplitudes and phases and all these parameters will be optimized by the 
algorithm. The generalized modulation function 𝑀(𝑥, 𝑡) is this case is:  
𝑀(𝑥, 𝑡) = 𝐶𝑜𝑠(𝑞𝑥)∑ 𝑚𝑗𝐶𝑜𝑠(Ω𝑗𝑡 + 𝜑𝑗)
𝑛
𝑗=1    (3.4.1) 
 
 
Figure 3.4.1: The ‘reverse-stabilization’ approach. Normally, one proposes a particular 
modulation profile and calculates its stabilization capability through a modified Floquet 
stability analysis. In the reverse approach, a particular stabilization profile (target Lyapunov 
spectrum) is first specified and then an optimization algorithm is used to design a (multi-
frequency spatiotemporal) modulation profile which closely satisfies the specified 
Lyapunov spectrum upon modified Floquet analysis.  
In other words, the aim is to design the bandgap and the Lyapunov 
spectrum, 𝜆𝑅𝑒(𝑘), in a general way; for instance, by setting the property of the 
Lyapunov spectrum to be completely stable (i.e.: 𝜆𝑅𝑒(𝑘) < 0 , for all 𝑘's), one can 
obtain an optimized  modulation profile which results in such stabilization.  
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The parameter space in these optimization problems is bound to be huge; and 
this kind of attempt for an on-demand stabilization mechanism would not be 
feasible if not for the availability of modern heuristic optimization algorithms such 
as the Genetic Algorithm, which is used in this study.  
 
 
3.4.1  Multi-Frequency Optimization using Genetic Algorithm 
In this section, the main objective is the complete suppression of MI, for a highly 
nonlinear system (𝑐 ≥ 2), using an optimized multi-frequency periodic 
modulation. It may be noted from the beginning, that this is a rather ambitious 
goal, as in this case the CGLE possesses a broad band of unstable exponents, and 
all other stabilization methods are unable to stabilize such a strongly nonlinear 
system. The parameters of the multi-frequency modulation must be selected, or 
rather optimized, to best achieve the stabilization using the GA. The procedure is 
described as follows.  
In this approach, we start by defining the maximum number of temporal 
frequencies in the modulation function, which is fixed, by choice, to an arbitrarily 
large value (in this case to 20, but it can be increased for even more complicated 
cases). The frequencies are equidistant from each other, that is, Ω𝑗 = 𝑗 × ∆Ω 
where (j=1, 2...).  Such an equidistant discretization puts a rather strong constraint 
on the choice of the possible frequencies, but is a requirement of the modified 
Floquet stability analysis, for calculating the evolution of perturbations over a 
fixed time period 𝑇 (where 𝑇 = 2𝜋/∆𝛺). The resonance parameters, defined as 
before, are: 𝑄𝑗 = Ω𝑗 𝑞
2⁄   and the frequency range is set such that 0.1 < 𝑄𝑗 < 2, 
which is sufficiently large to cover all of the interesting region. With these 
definitions, the size of the entire parameter space, comprising of the amplitudes 
and phases of the 20 different temporal frequencies (𝑚1,2...𝑗, 𝜑1,2...𝑗) is of 
dimension 40- a rather large number for an optimization problem! 
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Next, the Genetic Algorithm (GA) is used for the optimization procedure. The GA 
is one of the most widely used methods for optimization of high dimensional 
parameter spaces. It belongs to the larger class of Evolutionary Optimization 
Algorithms [Back96, Eibe03] which search for the optimized parameters to a 
problem by minimizing a predefined, so-called, ‘fitness function’, through 
processes which tend to mimic the process of natural evolution [Holl92]. The GA 
begins by creating a ‘population’ of ‘individuals’ which are but different 
combinations of parameters, selected randomly from the available parameter 
space; in effect, similar to a population of genetically different individuals in any 
particular species in nature. Each individual is assigned a ‘fitness’ value 
determined by the ‘fitness function’ and the algorithm evolves by minimizing this 
fitness value. Taking a cue from the biological process of natural selection, 
‘genetic material’ (parameter values) from the ‘fittest’ individuals is used to 
produce an offspring (in this case, the generation of new sets of parameter 
values). In addition, there are random ‘mutations’ which affect every individual in 
any given generation. The algorithm, after successive generations, results in a 
population whose average ‘fitness’ is sufficiently optimized, and the individual 
with the best fitness is the final optimized solution.  
A rigorous proof of these algorithms still eludes researchers, however, in spite of 
it, they are a widely used optimization tool due to their high efficiencies. A 
detailed description of the GA, however, is beyond the scope of this thesis and 
will not be discussed here. An abundance of literature on this matter can be found 
easily elsewhere [Holl92, Mich94, Mitc96].  
The fitness function, 𝐿, can be defined in different ways [Mitc92]. At this point it 
is defined as the positive area of the Lyapunov spectrum:  
 𝐿 = ∫[𝜆𝑅𝑒(𝑘)]𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑑𝑘 
 (3.4.2)  
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Where, [𝜆𝑅𝑒(𝑘)]𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = [   
𝜆𝑅𝑒        𝑖𝑓 𝜆𝑅𝑒 > 0
 
0           𝑖𝑓 𝜆𝑅𝑒 ≤ 0
 
Since the GA searches the parameter space (𝑚1,2..𝑗, 𝜑1,2..𝑗) for combinations of 
parameter sets which minimize the target function, in this case it means 
minimizing the positive area of the Lyapunov spectra. Therefore, lower values of 
L generally increase the stabilization, with 𝐿 = 𝐿𝑚𝑖𝑛 = 0 corresponding to 
complete stabilization. On the other hand, 0 ≤ 𝐿 ≤ 𝐿0, represents partial 
stabilization, where 𝐿0  is the value of the fitness function in the absence of any 
modulation.  
While in this example of the fitness function, the main aim is to minimize the 
‘total’ instability (i.e. the positive area of the Lyapunov spectrum), its choice may 
vary for different systems and different requirements, depending on to the final 
stabilization goal, discussed in detail later in this chapter.  
 
3.5  Results of Genetic Algorithm based Optimization   
3.5.1 Complete Stabilization of MI 
The results from the GA optimized modulation for described here. It must be 
noted that the GA is free to give multiple different solutions to the same problem 
as long as all the solutions reach the global minimum, which is 𝐿 = 0. Moreover, 
there is no way to capture all the solutions in any kind of a ‘stability map’ type 
plot, simply due to the challenge of expressing, sufficiently well, a map of the 40-
dimensional parameter space. We therefore are limited to viewing only individual 
particular solutions at a time.  
The results of the GA leads to many stable solutions with complete stabilization 
(𝐿 = 0), and one such solution is summarized in Fig. 3.5.1. Here, the GA 
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optimization results in a multi-frequency spatio-temporal modulation 
function,  𝑀(𝑥, 𝑡), which leads to a completely stabilized steady solution. The 
optimized modulation parameters are given in Fig. 3.5.1(a) and the modulation 
profile is shown in Fig. 3.5.1(b) for one time period  𝑇 = 2𝜋 ∆Ω⁄  and five spatial 
periods, 𝑑𝑥, where 𝑑𝑥 = 2𝜋 𝑞⁄ . Also shown, are the temporal cross-sections of 
the steady-state field and the modulation itself, in Fig. 3.5.1(c),  from which it is 
clear that the steady state field has the same periodicity as the modulation, but 
they do not share the same exact profiles.  
Finally, the results of the modified Floquet analysis, for this modulation profile, 
reveals that the Lyapunov spectrum (Fig. 3.5.1(d)) is completely stable, with the 
value of the fitness parameter 𝐿 = 0.  
 
Figure 3.5.1: Results from the GA optimization showing one of the solutions of complete 
stabilization for c =2. (a) The parameters of the multi-frequency GA optimized modulation 
representing the amplitudes and phases of the 20 different temporal frequencies. (b) The 
spatiotemporal profile of the modulation for one full temporal period T=2π/∆Ω, and five 
spatial periods. (c) The comparison of the temporal cross-sections of the modulation and 
the field profiles. (d) The Lyapunov spectrum of the GA optimized CGLE showing complete 
stabilization (solid, black curve) compared with the unmodulated CGLE (dotted red curve).  
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The results of the stability analysis are confirmed by numerical integration of the 
modulated CGLE. The results are plotted in Fig. 3.5.2, in comparison with the 
unmodulated CGLE. In the unmodulated case, in Fig. 3.5.2 (a), we observe that 
due to the high nonlinearity in the system, the MI quickly sets in making the field 
(left plot) chaotic in a short amount of time, which is also evident from the spectral 
profile (right) where a wide range of wavenumbers are unstable.  
 
Figure 3.5.2: Integration results showing the field (left) and spectral (right) dynamics for 
unmodulated CGLE (a), and GA optimized spatiotemporally modulated CGLE (b) with the 
modulation parameters given in Fig.3.5.1. While in the former case the homogenous 
steady-state quickly becomes unstable as MI sets in, leading rapidly to chaotic dynamics, 
in the latter case, the steady state remains stable for arbitrarily long propagation times. 
The system has high nonlinearity, c=2, which could not stabilize by up to serially introduced 
tri-frequency modulation. Parameters: q=4, space=256π, grid=2048 points, with periodic 
boundary conditions. 
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This is in far contrast from the latter case of the CGLE with GA optimized multi-
frequency modulation, shown in Fig. 3.5.2 (b). Here, the complete stabilization of 
MI is achieved, seen clearly from the plots of the field (left), where only the profile 
of the nonlinear Bloch mode is visible, and from the spectrum (right), where no 
unstable wavenumbers are observed. 
As a result of the complete suppression of MI, the field remains in the steady-
state for indefinitely-long integration times. The validity of the results of the GA 
optimization is thus verified.  
 
3.5.2 Stabilization Performance Comparison   
In the previous, complete stabilization by GA optimized multi-frequency 
modulation was demonstrated for the case in which complete stabilization was 
not possible with up to tri-frequency modulation. Therefore, this is a clear 
evidence of the potential of this powerful new method for stabilization of 
arbitrarily complex systems. In this section, a quantitative comparison of the 
stabilization performance through the GA optimization method is presented, with 
respect to the stabilization performance of single-frequency modulation for 
different degrees of nonlinearity.  
The maximum Lyapunov exponent, 𝜆𝑅𝑒
𝑚𝑎𝑥, remaining after stabilization is plotted, 
for the different techniques and the results are summarized in Fig. 3.5.3(a). As 
mentioned earlier, the single-frequency modulation method allows complete 
stabilization until a certain level of nonlinearity, (𝑐~1.2) beyond which only 
partial stabilization is possible; this is denoted by the blue curve in Fig. 3.5.3(a). 
The GA optimized multi-frequency stabilization method, on the other hand, is 
greatly superior, presenting complete stabilization up until substantially higher 
nonlinearities: 𝑐~4. 
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Figure 3.5.3: (a) A comparison of the stabilization performances of single-frequency 
modulation (blue) and the GA Optimized multi-frequency modulation (red) techniques. It 
is clear that GA optimization results in a huge improvement of the stabilization 
performance, allowing the complete suppression of MI in highly nonlinearity systems, as 
high as c~4. (b)-(c) Individual plots of the Lyapunov spectra showing the stabilization 
achieved by the single-frequency (blue) and GA Optimized (red) techniques, compared 
with the MI (green) in the unmodulated CGLE.  Parameters as in Fig.3.5.2. 
The stabilization beyond that decreases sharply, due to the presence of a large 
number of resonant tongues (where the steady-state solution is unstable), 
possibly invading the complete stabilization island, in the parameter space. 
Representative Lyapunov spectra, for the two stabilization methods, and for the 
unmodulated CGLE are also shown, in Fig. 3.5.3(b-c), for different, high 
nonlinearities, illustrating the effectiveness of the GA optimized method.   
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3.5.3 Design of Target Spectrum and On-Demand Stabilization  
Up until now, the proposed procedure has only been used to obtain the complete 
stabilization of the MI in the system. The method, however, is much more 
versatile and flexible and can be easily adapted for different stabilization 
requirements. Some general examples to highlight its adaptability in a 
‘stabilization on demand’ scheme are now provided. 
 It is easy to imagine that the stabilization requirements for different systems and 
different applications may be widely varying. For instance, in some cases the 
complete stabilization of the system may not be of prime importance, rather it 
may be sufficient to only suppress either short-wavelength or long- wavelength 
instabilities. In other systems, stronger suppression around some critically 
unstable spatial frequency may be the required. One could even imagine a 
situation in which MI around some critical frequency may need not to be 
suppressed, but enhanced– that is, to be made unstable! All these different 
situations can essentially be represented by different Lyapunov spectra, which is 
the defining characteristic of the stability profile. It means that in each case, the 
appropriate target spectra must be specifically designed. This ability to modify the 
stabilization property of the system, almost arbitrarily at will, by redesigning the 
target spectra, is the basis of the so-called stabilization on demand. The concept 
is demonstrated in the examples summarized in Fig. 3.5.4.  
The first situation, shown in Fig. 3.5.4(a), represents a scenario in which strong 
suppression of the short-wavelength instability is required, while the stabilization 
of the long-wavelength instability is not as important. Such a condition may arise, 
for instance, in spatially-bounded systems, where the boundaries make large 
wavelengths already inaccessible to the system, leaving only a short-wavelength 
instability in the system. The target Lyapunov spectrum (dashed line in the left 
plots) is thus, designed to be strongly negative around larger 𝑘’s (short-
wavelengths) while less so around smaller 𝑘′𝑠 (long-wavelengths). It is suitably 
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defined as: 𝜆𝑅𝑒
𝑡𝑎𝑟𝑔𝑒𝑡 = −𝛼𝑘, where 𝛼 is an arbitrary positive scalar. The results 
from the optimization procedure, that is, the optimized Lyapunov spectrum is 
plotted as the solid line. We see that it quite clearly follows the specified target 
spectrum, being very strongly suppressed at short wavelengths (large 𝑘’𝑠). The 
accompanying plots (right), denotes the optimized modulation parameters 
resulting from the GA optimization. 
 
Figure 3.5.4: Examples of the ‘on-demand stabilization’ scheme where, depending on the 
stabilization requirements of the system, the target Lyapunov spectra could be designed 
varyingly. The target Lyapunov spectrum (dashed curves, left) is designed for strong 
suppression of only short-wavelength (large 𝑘′s) modes (a), strong suppression of only 
long-wavelengths (small 𝑘′s) modes (b), and strong suppression around a critical 
wavelength, 𝑘𝑐𝑟=1, (c). The GA optimization provides suitable solutions whose Lyapunov 
spectra (solid curves) are plotted alongside. The optimized modulation parameters 
(amplitudes and phases) are shown on the right panels.  
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In another example, shown in Fig. 3.5.4(b), the target spectrum (dashed line) is 
designed for strong suppression at long wavelengths whereas the MI at small 
wavelengths is not of much relevance. Such a target spectrum can be defined, for 
example, as: 𝜆𝑅𝑒
𝑡𝑎𝑟𝑔𝑒𝑡 = 𝛽𝑘𝑒(−𝛾𝑘), with (𝛽, 𝛾) being positive scalars. The results 
prove that the GA optimization provides a very good solution: the optimized 
Lyapunov spectrum (solid line) matches well with the specified target spectrum, 
especially in the important, long-wavelength region.  
In the third example, shown in Figs. 3.5.4(c), the target spectrum is aimed to 
provide extreme stability around a critical spatial frequency,  𝑘𝑐𝑟 , by strongly 
suppressing the instability around this wavenumber, while neglecting other 
spatial ranges. The target Lyapunov spectrum in this case has been defined as 
𝜆𝑅𝑒
𝑡𝑎𝑟𝑔𝑒𝑡 = −𝜂 [(𝑘 − 1)2 + 𝜇]⁄  with (𝜂, 𝜇) being positive scalars and 𝑘𝑐𝑟 = 1, 
being the critical frequency. The GA optimization again provides remarkable 
results as plotted by the solid curve, thereby validating the stabilization on-
demand concept.  
Apart from these three general examples, there exist, certainly, countless 
different situations, which may arise in different systems where the stabilization 
on demand mechanism can be potentially applied. In all such cases, the efficiency 
of this method is only limited by the accuracy of the design of the target spectrum 
and the availability of the computing power.  
 
3.6  Conclusions 
We began with a short overview of the stabilization technique based on the 
(single-frequency) spatiotemporal modulation of the potential, which was 
proposed in Chapter 2. We have seen that as the systems become increasingly 
complex and nonlinear, the stabilization of MI becomes greatly challenging and 
the stabilization performance by the single-frequency modulation technique 
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tends towards saturation. Eventually, this technique, or any stabilization 
technique in general, at a high enough complexity of the stabilization problem 
fails to achieve complete suppression of the MI. 
In this chapter, a general new and vastly more powerful stabilization mechanism 
was proposed, based on a multi-frequency spatiotemporal modulation of the 
potential. The profile of such a modulation contains multiple temporal 
frequencies combined with a single spatial frequency.  
The stabilization effect emerges from the formation of multiple bandgaps in the 
dispersion relation, resulting from multiple resonances between the 
spatiotemporal modulation frequencies, thus covering a wider region(s) of the 
instability spectrum. The ability to tune the location of the bandgaps, by 
controlling the modulation parameters, gives us an unprecedented control over 
the final Lyapunov spectrum of the stabilized system. This provides us with a 
mechanism for the complete suppression of highly unstable system, and more 
importantly, a general tool for the arbitrarily tailoring of the stabilization in highly 
nonlinear unstable systems.  
The novelty of this method is in its unique, ‘reverse-engineered’ approach to the 
stabilization problem; that is, to first specify the desired stability properties of the 
system and then search for an optimum multi-frequency spatiotemporal 
modulation, which satisfies the desired stability properties. The optimization 
algorithm is based on the Genetic Algorithm.  
The concept is demonstrated on the Complex Ginzburg-Landau equation, using 
the modified Floquet linear stability analysis and through numerical integration of 
the full model. The successful results demonstrate the potential of this method, 
which allows for a high degree of control over of the dispersion and thus on the 
Lyapunov spectrum of the stabilized system. 
A quantitative comparison of the stabilization performance of this system over 
the single-frequency modulation demonstrates a multi-fold improvement in the 
stabilization performance.   
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Lastly, the concept of on-demand stabilization is proposed. This follows from the 
ability to define arbitrarily complex target spectrums. Using this approach the 
instability in the system can be designed for almost arbitrarily complex 
requirements. Thus any stabilization profile can be produced on demand. The 
performance limits of this technique perhaps only depend on the computation 
capability available and not due to any fundamental physical limits. In all cases, 
the proper design of the target spectrum and the fitness function holds the key to 
the efficiency of the stabilization performance.  
The idea is expected to be generic, paving the way for the stabilization of 
arbitrarily complex nonlinear systems across many branches of physics- from high 
power lasers and Bose-Einstein condensates of attracting atoms to spatially-
extended chemical and biological pattern-forming systems. 
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4.1  Introduction to Semiconductor Amplifiers and 
Lasers  
 Optical semiconductor devices such as Broad Area Semiconductor 
(BAS) lasers and amplifiers and Vertical External Cavity Surface Emitting Lasers 
(VECSELs) are some of the most widely used coherent light sources in modern 
technology. This is primarily because they offer some major advantages over 
other conventional lasers. They have a particular (planar) geometry, such that the 
pump has effective access to the whole volume of the active amplifying media 
which allows for high conversion efficiency of the pump, leading to high output 
intensities for relatively small pump currents. The high degree of efficiency, 
coupled with low lasing thresholds, and tiny, compact physical dimensions, makes 
for a very potent combination, attractive for most devices where efficient power 
and/or space constraints are of vital importance (see Fig. 4.1.1).  
A major disadvantage, however, of these devices is the relatively low spatial and 
temporal quality of the emitted light beam, which becomes worse with increasing 
pump power [Marc96, Adac93, Ohts12, Tart98]. This fact seriously restricts the 
maximum power at which the device can be operated before the beam quality 
becomes unacceptable. 
The deterioration of the spatial structure of the beam in BAS amplifiers and 
VSCELs arises from two distinct features: large transverse widths of the cavity and 
a high degree of nonlinearity in the optical fields. The large transverse size of the 
cavity results in the lack of an intrinsic spatial mode selection mechanism in linear 
stages of amplification, usually resulting in the amplification of higher order 
transverse modes which significantly diverge in propagation. On the other hand, 
in the nonlinear stages of amplification, a high degree of nonlinearity leads to the 
growth of spatiotemporal instabilities through the phenomenon of Modulation 
Instability (MI) [Prat07], also called as the Bespalov-Talanov instability [Besp66] 
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after the founders who first explained this phenomenon for light beams in 
nonlinear liquids. 
It is well known that inverted semiconductor materials (where the population 
inversion of electron-hole pairs or carriers is the source of lasing) typically display 
self-focusing nonlinearity, due to the dependence of the refractive index on the 
population inversion– characterized by the so-called linewidth enhancement or 
Henry factor, 𝛼𝐻 [Adac93].  
The MI seriously limits the output power of these devices since the larger the 
intensity, the stronger is the self-focusing effect. As these devices typically 
operate at comparatively high powers, the instability is quite pronounced and the 
spatial structure of the beam becomes poor. The output power of these lasers is, 
therefore, severely restricted, limiting thus, their applications.  
 
 
Figure 4.1.1. (a-b) Semiconductor-based optical devices offer compact sources of coherent 
light, widely used in various modern technological applications (from [Moen16]). MI in 
broad area semiconductor amplifiers (c), and Vertical Cavity semiconductor lasers (d), leads 
to poor quality of the optical emission, severely limiting the applicability of these devices 
at higher optical powers.  
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Current approaches to solving this issue, that is, the stabilization of output beam’s 
spatial structure, commonly rely on external forcing techniques such as optical 
injection [Taki09] and optical feedback in various configurations spatially 
structured feedback [Mand03, Simm99] and feedback from external cavities 
[Mart96, Munk97]. All these techniques, however, require various external, often 
complex, prearrangements which reduce, if not completely destroy, one of the 
main advantages of these devices: their compactness, and thus again limit their 
applicability.  
A completely different approach to this issue is therefore needed: a method which 
can suppress the MI at high powers, without relying on external mechanisms and 
bulky arrangements. An intrinsic control on MI is essential for lasers and amplifiers 
in order to provide an efficient source of high-quality beam especially at high 
operating powers, which could open up a whole new realm of possible 
applications of these semiconductor devices.  
In some recent studies, it has been shown that a periodically modulated gain 
profile can result in an anisotropic net gain of Bloch-like modes in semiconductor 
media [Herr12, Radz13]. Besides, it is also well-known that a periodic gain profile 
in the longitudinal direction results in net gain profile in frequency; as it is in the 
case of the so-called distributed feedback lasers [Koge71, Koge72]. Distributed 
feedback is considered in one-dimensional (1D) systems, by a 1D modulation of 
the gain/loss profile on a period of half-wavelength. A two-dimensional (2D) 
modulation of the gain/loss profile with transverse, 𝑑⊥, and longitudinal,  𝑑|| , 
periods,  has a similar effect: in an analogous way, it leads to the modification of 
the angular net gain profile [Herr12, Radz13]. A particular adimensional ratio, 𝑄, 
relates the two modulation periods. The particular case when 𝑄 ≈ 1  corresponds 
to a resonance between the Talbot-like longitudinal oscillations of the modulated 
wave and the longitudinal component of the gain/loss modulation. This leads to 
a stronger amplification of the on-axis emission than the off-axis one. The 
references [Herr12, Radz13] study the exponential growth of weak radiation 
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(linear stage of the amplification), when the depletion of the inversion is not 
considered, and consequently the, MI does not develop. 
The modification of the spatial dispersion profile in BAS amplifiers is at the core 
of another (linear) physical phenomenon- the angular filtering of the spatial 
modes of the beam [Herr12, Radz13]. Such spatial filtering leads to partial 
improvement of the spatial output beam quality but, on its own, does not 
guarantee high spatial beam. Hence, the problem of MI remains irrespective of 
the presence of angular filtering mechanism and it is vital to address MI in order 
to get an improved beam profile in BAS devices. 
On the other hand, VECSELs attempt to solve the issues of transverse mode 
control using an output spherical mirror that ensures operation at the 
fundamental transverse mode [Trop06]. Being a rather simplistic approach, it 
brings along with it many new complications, such as the requirement for an 
external (bulkier) setup and a substantial reduction in the effective volume of the 
active area of the VECSEL. It is safe to say that this approach is not an effective 
solution, and thus the problem remains unsolved. 
In this chapter, a new solution is proposed which directly addresses this problem. 
Armed with the findings of Chapters 2 and 3, a mechanism for the suppression of 
MI in BAS amplifiers and VECESLs is developed which allows for the stabilization 
of the output beam. By using a periodic modulation of the pump profile, a spatial 
modulation of the gain profile of the amplifying active medium is created, which, 
for appropriately tuned periods, leads to the suppression of the MI in these 
systems.  
Moreover, one finds that the suppression of MI can be achieved with realistic 
modulation parameters. By stabilization, we mean that qualitatively the profile of 
the MI spectrum (the spectrum of Lyapunov exponents) is substantially narrowed, 
when modulation is applied, and can even be completely removed in working 
scenarios. Physically, this means that the MI develops slower, so more intense 
fields can be produced in a finite-length cavity, with a smaller risk of beam quality 
deterioration. 
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These studies are proof that the ideas developed in the previous chapters, on the, 
rather mathematical, model of the Complex Ginzburg-Landau Equation, and 
which form the main novelty of the thesis, are indeed suitable for real-world 
applications in physical systems.  
The main analyses in this chapter are structured into three parts, following the 
introduction. The first part, in Section 4.2, deals with BAS amplifiers where a 
simple model is developed for the suppression of MI in moderately high nonlinear 
regimes and successful stabilization is demonstrated.  
In Section 4.3, a similar method is then applied to the model of VECSELs, which 
can be of broadly three types, depending on certain parameters. The results for 
all three types of VECSELs are discussed.   
In Section 4.4, we take a relook into the working of BAS amplifiers and 
demonstrate another, much more powerful method, for the suppression of MI in 
highly nonlinear BAS cavities. This method is based on the ‘on-demand 
stabilization’ method which was developed and explained in detail in Chapter 3. 
Finally, in Section 4.5, a brief conclusion to these studies is provided.   
 
 
  
 
 
 
Chapter 4: Control of MI in Semiconductor Amplifiers and Lasers  99 
 
 
4.2 Broad Area Semiconductor (BAS) Amplifiers 
4.2.1 Modelling BAS Amplifiers 
The mathematical model of the BAS amplifier is based on the following stationary 
equation for the evolution of the optical field amplitude, 𝐴(𝑥, 𝑧), injected at 𝑧=0:  
𝜕𝑧𝐴 =
𝑖
2𝑘0
𝜕𝑥𝑥
2 𝐴 + 𝑠 (
𝑝−1
1+|𝐴|2
(1 − 𝑖𝛼𝐻) − 𝑖𝛼𝐻 − 𝛾)𝐴     (4.2.1) 
Here, 𝑘0 is the free-space wavenumber of the optical field, 𝑠𝛾 represents the 
linear losses in the cavity, and 𝑝 is proportional to the pump. The parameter 𝑠 
denotes the inverse absorption length in a cold semiconductor media and is 
introduced here for sake of convenience, that is, for a more direct comparison 
with experiment. It can be eliminated from the model by scaling the spatial 
coordinates, which was the case in [Herr12]. The complex amplitude of the 
electric field, 𝐴(𝑥, 𝑧), evolves under paraxial approximation, experiencing 
diffraction and nonlinearities due to the gain and refractive index dependence on 
the carrier density.  
The spatial coordinates are left un-normalized for better comparison with real 
BAS systems. The Eq. (4.2.1) is derived from the traveling wave model [Ulta03] 
neglecting gain (chromatic) dispersion, assuming only linear spontaneous 
recombination, and adiabatically eliminating the carrier density. The linewidth 
enhancement factor, 𝛼𝐻, for semiconductor lasers ranges between 1.5 < 𝛼𝐻 < 8  
[Mull99, Osin87]. 
The homogeneous solution of Eq. (4.2.1) represents the plane wave propagating 
in a saturated semiconductor media, with an amplitude 𝐴0 = √−1 + (𝑝 − 1) 𝛾⁄ . 
A standard linear stability analysis of this solution can be performed by perturbing 
𝐴0 with a weak transverse perturbation, leading to the general form: 
𝐴 = 𝐴0[1 + 𝑎+ exp(𝑖𝑘𝑥𝑥 + 𝜆𝑧) + 𝑎− exp(−𝑖𝑘𝑥𝑥 + 𝜆𝑧)] where 𝑎± ≪ 1. This is 
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substituted back into Eq. (4.2.1) and then solved for linear order terms of the 
perturbation, leading to the following expression for the Lyapunov growth 
exponents, 𝜆𝑅𝑒 , of the transverse perturbation modes:  
            𝜆𝑅𝑒(𝑘𝑥) =
1
2
𝑅𝑒 {−𝑐1 ± 𝑖 √
𝑘𝑥
2
𝑘0
(
𝑘𝑥
2
𝑘0
− 2𝛼𝐻𝑐1) − 𝑐1
2  }  (4.2.2) 
where, 𝑐1 = 2𝑠𝛾(𝑝 − 1 − 𝛾)/(𝑝 − 1).  
The Eq. (4.2.2) predicts a long wavelength MI of the stationary solution, which can 
be seen when it is plotted for arbitrary parameters, as represented in Fig.4.2.1. 
The maximum growth exponent is given by  𝜆𝑅𝑒
𝑚𝑎𝑥 =
𝑐1
2
(√1 + 𝛼𝐻
2 − 1), which 
occurs at the modulation wavenumber 𝑘𝑥 = √𝛼𝐻𝑐1𝑘0. The instability is closely 
related with the linewidth factor 𝛼𝐻, as the system becomes increasingly unstable 
for higher 𝛼𝐻 values and for increasing pump values, 𝑝, as illustrated by the plots 
in Fig. 4.2.1. 
 
Figure 4.2.1: The results from the linear stability analysis showing the dependence of the 
Lyapunov growth exponents (𝜆𝑅𝑒) on: (a) the linewidth enhancement factor, 𝛼𝐻 and (b) 
the pump, 𝑝 in different scenarios.  
A good indicator of the instability is the integral of the positive part of the 
Lyapunov growth spectra:  𝐿 = ∫ 𝑑𝑘𝑥𝜆(𝑘𝑥), which will be referred to as the 
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global instability. This parameter 𝐿 can be used as a quantitative measure of the 
stabilization performance of the system.  
4.2.2 Spatial Modulation of the Pump  
The attempt towards stabilization of the MI in BAS is based follows on the lines of 
a spatiotemporal modulation of the potential. The temporal dispersion as 
described in the case of the CGLE in Chapter 2 can be equivalently replaced by the 
spatial dispersion in the case of the BAS amplifier. This can intuitively be 
understood by visualizing a photon moving in the z-coordinate: for the ‘flying 
photon’ this direction effectively acts as a temporal coordinate, thereby 
preserving the essential similarity between the dispersion relations. Thus by 
reshaping the spatial dispersion through a two-dimensional (2D) spatial 
modulation, one can expect to suppression the MI in the same fashion.  
 
Figure 4.2.2. A periodic spatial modulation scheme for a BAS amplifier. The modulation of 
the pump is achieved by using a spatially modulated ‘fishnet’ type electrode structure with 
appropriate transverse and longitudinal periods. This eventually results in a modulated 
potential of the system, or more specifically in the gain/loss profile, of the active medium.  
However, unlike the previous cases where the modulation was introduced 
phenomenologically into the equation, in real systems it should be in a physically 
applicable manner, through the modulation of a system parameter for instance. 
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In the present case, we consider a spatial modulation profile of the gain/loss of 
the active semiconductor medium, which can be achieved through a modulation 
of the pump current, as illustrated in Fig. 4.2.2. Such 2D modulation of the pump 
may be achieved by different approaches and is discussed later towards the end 
of Section 4.2.  
Mathematically, the 2D pump modulation may be introduced into Eq. (4.2.1), as 
a function of the following spatial profile:  
𝑝(𝑥, 𝑧) = 𝑝0 + 4𝑚𝐶𝑜𝑠(𝑞𝑥𝑥)𝐶𝑜𝑠(𝑞𝑧𝑧)      (4.2.3) 
where the modulation geometry is defined by the normalized transverse 𝑞𝑥 =
2𝜋/𝑑𝑥  and longitudinal 𝑞𝑧 = 2𝜋/𝑑𝑧  components of the lattice wavevectors. 
These are combined to define the resonance parameter 𝑄 = 2𝑘𝑞𝑧/𝑞𝑥 
2 =
 2𝑑𝑥
2/𝜆𝑑𝑧. Strictly speaking, it should be noted that  𝑝(𝑥, 𝑧) is in fact proportional 
to the pump profile, smoothed by the carrier diffusion by a factor  (1 +
𝐷(𝑞𝑥
2 + 𝑞𝑧
2))
−1
 where D is the carrier diffusion (see e.g. [Radz13, Ulta03]). 
The modulations are considered on small spatial scales, in both longitudinal and 
transverse directions, |𝑞𝑥| ≫ |𝑘𝑥|, |𝑞𝑧| ≫ |𝜆|, where 𝑘𝑥 and 𝜆 are the typical 
transverse and longitudinal wavenumbers of the emerging instability. The 
parameter m stands for the modulation amplitude of the potential.  
 
The steady-state solution of Eq. (4.2.1) with modulated pump, Eq. (4.2.3), is a 
periodic pattern, following the modulation of the gain profile, which is in a sense 
the nonlinear dissipative Bloch mode.  For certain modulation frequencies, 
however, there can be a phase difference between the modulation profile and the 
steady state Bloch mode, depending mainly on the resonance parameter Q, as 
shown in Fig. 4.2.3.  
In the linear stage of amplification, the field exponentially increases along z, 
therefore one can speak about an evanescent (or exponentially 
increasing/decreasing) Bloch mode [Herr12]. In the nonlinear case, however, the 
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field stabilizes due to saturation (of the nonlinearity) and therefore the steady 
picture is recovered.   
 
Fig. 4.2.3. (a) A 2D profile of the modulated gain of the semiconductor, and (c) the intensity 
profile of the steady-state field (the nonlinear Bloch mode). (b) Longitudinal cross-sections 
(along with the dashed lines) of the modulation profile (blue) and the field intensity (red). 
We see that the field profile has a phase lag with respect to the gain profile, which is 
generally expected for a periodically forced system with small negative detuning from 
resonance. 
The calculation of the steady-state is done by expanding the complex field 
amplitude into harmonics (n, l), of the transverse and longitudinal modulations: 
         𝐴(𝑥, 𝑧) = ∑ 𝐴𝑛,𝑙(𝑧) exp(𝑖𝑛𝑞𝑥𝑥 + 𝑖𝑙𝑞𝑧𝑧)𝑛,𝑙           (4.2.4) 
This is then substituted into Eq. (4.2.1) (with pump modulation) and expanded. 
The expansion can be truncated to the three most relevant harmonics, which is 
sufficient to provide realistic results, as will be later shown. Precisely the same 
truncation has been shown to be useful close to resonance in many relevant linear 
systems such as photonic crystals [Stal06a], but also in certain nonlinear systems 
such as repulsive Bose-Einstein condensates [Stal06b, Stal08a] and nonlinear 
periodic defocusing Kerr media [Stal08b].  
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4.2.3 Stabilization Results of Modulated BAS Amplifiers  
The steady solution (the nonlinear Bloch mode), is a locked state of the 
harmonics 𝐴0,0, 𝐴−1,−1, 𝐴1,1 ≠ 0, which can be determined by numerical 
integration of Eq. (4.2.1) using the expansion of Eq. (4.2.4). Such steady solution 
exists for a broad range of parameters; however, for certain values of the 
parameters it either ceases to exist or is highly unstable, as shown by the black 
region in Fig. 4.2.4(a). In such case, instead of a steady solution in form of a 
nonlinear Bloch mode, the amplitudes of the harmonics develop unstable 
oscillatory dynamics. These unstable parameter ranges are therefore excluded 
from the linear stability analysis.  
The linear stability analysis is performed numerically following the, previously 
introduced, modified Floquet procedure, developed for such modulated systems, 
as described in detail Chapter 2. As noted there, for spatially-homogenous 
systems, only the harmonics of small complex perturbations at +𝑘𝑥 and – 𝑘𝑥 are 
coupled through the modulation, leading to the evolution of 4 independent 
perturbations for each perturbation mode  𝑎±(𝑘), and to the linear evolution 
matrix of dimensionality (4 × 4). In contrast, for spatially modulated systems, the 
number of coupling is greatly enhanced, with  4𝑛 modes being coupled to each 
perturbation mode, 𝑛 being the number of harmonics considered, leading to the 
linear evolution matrix of dimensionality (4𝑛 × 4𝑛). In this study, it was sufficient 
to consider 4 harmonics (evolution matrix of dimensionality (16 × 16)), checking 
that for larger number of harmonics the results do not alter.  
The results of the linear stability analysis in parameter space (𝑚, 𝑄) are 
summarized in Fig. 4.2.4. In this system, there was no area of complete 
suppression of the instability, but rather only partial suppression. However, close 
to the resonance condition, 𝑄 = 1 there are where the MI is drastically reduced, 
as shown for instance in Fig. 4.2.4 (d-e).  Depending on the parameters, the partial 
suppression of the MI generally results in a remaining weak instability which could 
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either be Long-Wavelength (LW) or Short-Wavelength (SW) instability or a 
combination of both. Some of the most representative cases are plotted in Fig. 
4.2.4 (b-e). Thus, unlike, in the case of CGLE, in this model of the BAS amplifier, a 
weak LW instability remains in the entire parameter space, even for the cases of 
strongest suppression and complete stabilization seems to be theoretically not 
possible.  
 
Fig.4.2.4. Results of the by modified Floquet linear stability analysis. (a) The ‘stability map’ 
of the global Lyapunov exponent, 𝐿, in parameter space (𝑚, 𝑄) with darker regions 
denoting greater stability and the black tongues denoting unstable steady-state solutions.  
(b-d) Lyapunov spectra for individual points on the map showing typical cases of: (b) 
remaining LW instability, (c-d) remaining SW and LW instability and (d) maximum 
suppression. The red dashed curves represents the unmodulated BAS case. The units of 𝑘𝑥  
and 𝜆𝑅𝑒  are in 𝜇𝑚
−1. Parameters: 𝑝0 = 1.2, 𝛼𝐻= 2, 𝛾 = 0.1, 𝑘0= 2π, 𝑠=0.01.  
 
 
 
106     
 
 
This is, however, not the end of the story, and in reality, full stabilization is still 
achievable, explained as follows. We recall that the modified Floquet stability 
analysis is done for an infinite width BAS amplifier, due to constraints put by the 
numerical algorithm. However, the amplifiers are always of finite width, generally 
of the order of a few hundred microns. This puts a natural upper limit on the 
wavelength (lower limit on wavenumber) of the transverse instability that can 
operate in the region. For a given BAS amplifiers of width 𝑤, this lower limit is 
given by  𝑘𝑥
𝑚𝑖𝑛 = 2𝜋/𝑤 . Thus if the spectrum of the remaining LW instability is 
sufficiently narrow, then the instability becomes irrelevant in a realistic scenario. 
In other words, if the transverse wavenumber of the first transverse mode of the 
structure with 𝑘𝑥 ≈ 2𝜋/𝑤 is larger than the width of the profiles of instability 
spectra, then it is no more affected by the remaining LW instability.  
In order to demonstrate this, we perform several numerical simulations, 
integrating Eq. (4.2.1) for a finite-width amplifier (~128 microns wide). The 
modulation parameters for the pump current is kept the same as in Fig. 4.2.4(d), 
which has a weak remaining LW instability.   
The integration results of the full nonlinear models in both cases, that is, for 
infinite-width and finite-width amplifiers are presented in Fig. 4.2.5. The dynamics 
of the unmodulated infinite and finite-width amplifiers are also provided for 
comparison in Figs. 2.4.5 (a) and (c), respectively. In both the unmodulated 
amplifiers the field becomes chaotic as MI develops, indicated by the large spread 
of the corresponding Fourier spectra.  
In the more theoretical case of the infinite-width amplifier, as expected, the 
periodic modulation, only partially stabilizes the dynamics of BAS. In this case, the 
angular area of growing modes becomes much narrower, as shown in Fig. 2.4.5(b), 
although the MI still develops for sufficiently long structures.  
On the other hand, in the case of a realistic finite-width structure, shown in Fig. 
2.4.5(d), the modulation completely stabilizes the system, wherein the field 
remains stationary for long propagation times and the spectrum does not spread 
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with increasing time. As shown in the plots, the modulated finite-width BAS 
amplifier leads to an almost non-diverging beam in angular space.  
 
 
Fig.4.2.5: Numerically calculated field (left) and spectral (right) dynamics along the infinite-
width (periodic boundary conditions) (a-b), and finite-width BAS amplifier (c-d), for 
unmodulated (a,c) and modulated cases. Partial stabilization with remaining LW instability 
is achieved in (b) while complete stabilization occurs in (d). For sake of clear representation 
the small-space modulations are filtered out while plotting. Parameters: 𝑝0 = 1.2, 𝛼𝐻= 2, 
𝛾= 0.1, 𝑘0= 2π, 𝑠=0.01.  
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4.2.4 Summary 
The problem of the stability of the optical field in BAS amplifiers and lasers is 
currently a key technological challenge and of great relevance for many 
applications today. The problem of MI, which arises in the highly nonlinear optical 
fields, has posed a serious limitation on the performance of these devices and so 
far the efforts to curtail these instabilities have not been very successful. In this 
study, we proposed a method for the suppression of MI using a spatially 
modulated gain/loss profile of the active medium. Technically, this kind of spatial 
(spatiotemporal) modulation can be obtained by spatially modulating the pump 
current, by using, for instance, a pattern of ‘fishnet’ electrodes as illustrated 
earlier in Fig. 4.2.2. There can arguably be many other ways for this which are 
feasible by current technological means. Some of the possible methods for 
obtaining the spatial gain/loss modulation are illustrated in Fig. 4.2.6.  
 
 
Figure 4.2.6: Schematic representation of potential methods for the implementation of a 
2D spatial modulation of the gain/loss and index profile in BAS amplifying mediums. 
The stabilization of MI by this method is shown to work satisfactorily well in the 
theoretical sense, where we have a substantial removal of the instability, but just 
fall short of complete stabilization. This limitation is, however, merely theoretical 
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since for real parameters and simulating for finite-width of the amplifier, this 
remaining instability is removed due to the cut-off effect of the transverse 
boundaries imposed on the weakly remaining long-wavelength instability. The MI 
in such BAS amplifiers is, in effect, completely suppressed leading to a stable, non-
diverging output beam.  
The present study for BAS amplifiers can be straightforwardly extended to BAS 
lasers, where many roundtrips of the amplifier need to be accounted for. We 
expect the stabilization mechanism to work equally well, if not better, in the case 
of BAS lasers, where multiple round-trips of the stable, amplified field, results in 
further suppression of the unstable modes, leading to a higher quality output 
beam at much higher powers.   
Thus, the proposed mechanism for the control of MI in BAS amplifiers and laser 
has the potential to be a milestone in the drive towards achieving high-quality 
output beams in high power optical BAS devices. 
 
 
4.3 Vertical-External-Cavity Surface-Emitting Lasers 
(VECSELs)  
Like BAS lasers, another relevant class of semiconductor lasers are the Vertical-
cavity semiconductor lasers which are equally important key sources of coherent 
light. The main difference lies in their configuration; unlike BAS lasers which are 
edge-emitting, VECSELs emit light from their top surfaces (see Fig. 4.3.1) which 
offers certain advantages over BAS emitters, including convenient fabrication 
processes. Being very efficient and with low production costs, they find 
applications in a large number of technical and commercial devices being also a 
major source of the optical signal in modern telecommunications.  
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Vertical-cavity semiconductor lasers are commonly distinguished into Vertical-
Cavity Surface-Emitting Lasers (VCSELs) which have cavity length of a few 
micrometers and Vertical-External-Cavity Surface-Emitting Lasers (VECSELs), 
where an external cavity is used, with resonator lengths typically ranging from 
millimeters to centimeters. Seeded by intrinsic noise, VCSELs and VECSELs also 
suffer from dynamical spatiotemporal instabilities, which leads to chaotic 
oscillations and poor spatial beam quality, as illustrated in Fig. 4.3.1 (b-d). Some 
common phenomena such as self-focusing, filamentation, and spatial hole 
burning etc. are all dramatically enhanced with increasing pump power [Vall95, 
Marc96, Adac93].  
While there are no methods which directly aim to suppress the MI in these 
devices, attempts to address the issue of transverse mode selection are usually 
made using a spherical output mirror which ensures operation at the fundamental 
transverse mode [Trop06]. The disadvantage of this technique, however, is that it 
strongly reduces the effective size of the active semiconductor region, confining 
it to the center of the device. This brings with it a reduction of the possible output 
power as well as the introduction of several disjoined elements into the setup, 
thereby reducing the robustness and compactness of the device. Moreover, long 
external resonators and external feedback designs in these lasers lead to 
additional unfavorable temporal effects such as linewidth broadening, coherence 
collapse and intensity noise enhancement [Law98, Ho93].  
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Figure 4.3.1: (a) Schematic representation of VCSELs and VECSELs showing their physical 
configuration and emission direction. The spatial beam quality of the output beam is poor, 
as plotted in (b) and (c) representing typical far-field and near-field profiles respectively. 
This is due to the MI present in the system, as seen from the unstable Lyapunov spectrum 
(d). 
The possibility to use a flat output mirror in VECSELs would allow for the 
realization of relatively compact and robust devices with higher output powers. 
However, the MI problem remains to be solved in this case. Therefore, at present, 
there is a need for finding alternative physical mechanisms to eliminate MI in 
VCSELs and VECSELs. 
In this section, we show that a stabilization of the MI in VECSELs is possible 
through a periodic spatiotemporal modulation of the potential. The modulation 
will be introduced into the system, parametrically, through the pump current as 
in the previous case of BAS amplifiers.  
We consider VECSELs operating in three distinct regimes: Class-A laser regime, 
where a centimeter-long cavity results in a photon lifetime, 𝜏𝑝, longer than the 
non-radiative carrier recombination time, 𝜏𝑁, that is,  𝜏𝑝 ≫ 𝜏𝑁; Class-B laser 
regime, with micrometer-long cavities and much shorter photon lifetimes, 𝜏𝑝 ≪
 𝜏𝑁, and an intermediate laser regime with  𝜏𝑝 ≈ 𝜏𝑝.  
The spatial field structures in all three cases can be described by the same physical 
model [Spin98], due to the common nature of the active semiconductor media. 
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Relaxation oscillations do not appear for the relatively long Class-A and the 
intermediate class lasers, which are characterized by the relative carrier 
relaxation rate values in the range of 1 <  𝛾 = 𝜏𝑝 𝜏𝑁⁄ < 10 .  
On the other hand, the few-micrometer-long VCSELs, with 𝜏𝑝~𝑝𝑠  and 𝜏𝑁~𝑛𝑠 
photon and carrier lifetimes respectively, can be regarded as Class-B lasers 
[Uchi12]. As a consequence, contrary to the case of VECSELs, relaxation 
oscillations are inherent in VCSELs due to the small aspect ratio 𝛾 ≈ 0.01. 
Semiconductor lasers in all of the above-discussed limits exhibit chaotic 
oscillations due to MI. A representative plot showing the typical near-field (or the 
Fourier spectrum) and far-field profiles of these lasers along with the typical shape 
of the instability spectrum are shown in Fig.4.3.1 (b-c). 
 
4.3.1 Modelling VECSELs 
The mathematical model used to describe VECSELs, are a set of coupled equations 
describing the evolution of the optical field and carrier dynamics. The description 
of both VECSELs and VCSELs can be done by the well-established model proposed 
in [Spin98]. The mean field dynamics of the complex field amplitude, E, and the 
carrier density, N, in the active region are determined by the paraxial equations: 
𝜕𝑡𝐸 = −[1 + 𝑖𝜃 + 2𝐶(𝑖𝛼𝐻 − 1)(𝑁 − 1)]𝐸 + 𝑖∇⊥
2𝐸     (4.3.1.a) 
𝜕𝑡𝑁 =  −𝛾[𝑁 − 𝐼𝑝 + (𝑁 − 1)|𝐸|
2] + 𝛾𝑑∇⊥
2𝑁      (4.3.1.b) 
where 𝜃 is the cavity detuning parameter, 𝛼𝐻 is the linewidth enhancement factor 
of the semiconductor, and 𝛾 =
𝜏𝑝
𝜏𝑁
 is the carrier decay rate, normalized to the 
photon relaxation rate. The time, 𝑡, is normalized to the photon life-time, 𝜏𝑝 =
2𝐿𝑐/𝜈𝑇𝑐, which depends on the transmissivity factor, 𝑇𝑐, velocity of light, 𝑐, and 
cavity length, 𝐿𝑐. The transverse spatial coordinates (𝑥, 𝑦) are normalized to 
√𝜆0𝐿𝑐/2𝜋𝑇𝑐  , where 𝜆0 is the central wavelength of the emitted light. The 
parameter 𝐶 represents the interaction between carriers and the field and 
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depends on the laser differential gain and the photon relaxation rate. The 
transverse Laplacian operator, ∇⊥ 
2 , describes the paraxial diffraction and carrier 
diffusion in the transverse direction. The pump current, 𝐼𝑝, generates the carriers 
within the active region which diffuse in the transverse direction according to the 
diffusion coefficient 𝑑. The interaction between carriers and the electromagnetic 
field corresponds to either absorption or stimulated emission depending on the 
sign of the (𝑁 − 1)  term in the two coupled equations. The linewidth 
enhancement factor is a crucial parameter for semiconductor lasers. The laser 
operates in the amplifying regime for (𝑁 − 1) > 0, and lies in the self-focusing 
regime for 𝛼𝐻 > 0, which will be the case for the rest of this chapter.   
 
4.3.2 Spatiotemporal Modulation of the Pump 
The MI for the VECSEL model in Eq. (4.3.1) is explored through a standard linear 
stability analysis, in one-dimensional (1D) space. The amplitudes of the 
homogeneous stationary-state solution, (𝐸0, 𝑁0), are given by, 𝐸0 =
((𝐼𝑝 − 𝑁0) (𝑁0 − 1)⁄ )
1
2   and 𝑁0 = (1 + 1 2𝐶⁄ ).  
We add small amplitude perturbations to the stationary state solutions:           
𝐸(𝑥, 𝑡) = 𝐸0 + 𝑒(𝑡)𝐶𝑜𝑠(𝑘𝑥𝑥) and 𝑁(𝑥, 𝑡) = 𝑁0 + 𝑛(𝑡)𝐶𝑜𝑠(𝑘𝑥𝑥) where |𝑒 𝐸0⁄ |,
|𝑛 𝑁0⁄ |  ≪ 1, and substitute these expressions back into Eq. (4.3.1). Neglecting 
higher order terms of (𝑒, 𝑛) we can calculate the eigenvalues, 𝜆𝑖(𝑘𝑥), of the 
evolution equations for the small spatial perturbations, the real part of which 
gives the instability (Lyapunov) spectrum,  𝜆𝑅𝑒(𝑘𝑥), for the system. The typical 
shape of the Lyapunov spectrum for VECSELs, as shown in Fig. 4.3.1(d), represents 
finite long wavelength instability, similar to the BAS amplifier.  
The bandwidth of unstable growing modes ranges from 0 to the largest unstable 
wavenumber 𝑘𝑐 = √2𝛼𝐻(𝜇 − 1)/𝜇 , where 𝜇 = 2𝐶(𝐼𝑝 − 1) is the pump 
parameter, scaled conveniently so that it the laser threshold is at 𝜇 = 1 [Prat07].  
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We aim to stabilize this MI by a small and fast scale spatiotemporal modulation of 
the potential, which is introduced through the pump current, 𝐼𝑝 = 𝐼0 +
4𝑚𝐶𝑜𝑠(𝑞𝑥𝑥)𝐶𝑜𝑠(Ω𝑡), with (𝑚, 𝑞𝑥 , Ω) being the usual modulation parameters.  
The condition 4𝑚 < 𝐼0 is maintained, in order to keep 𝐼𝑝 positive at all times.  
 
4.3.3 Results: Stabilization of Modulated VECSELs 
The solution of Eq. (4.3.1) with modulated pump is the so-called spatiotemporal 
Bloch mode with spatial and temporal periods of 𝑞 and Ω respectively, that is, 
following the modulation profile. The resonance parameter remains 𝑄 = Ω 𝑞𝑥
2⁄  .  
We numerically investigate the stability of the Bloch solutions following the 
modified Floquet method. The results are presented in the following sections for 
three characteristic operation regimes. 
 
I. Intermediate Class VECSELs  
 
In the case of millimeter-long optical cavities, the normalized carrier decay rate 
 𝛾 ≈ 1 and VECSELs operate in a relaxation free lasing regime.  
In such regimes, by scanning the parameter space, (𝑚, 𝑄), we are able to obtain 
certain regions (i.e. different parameter sets) where the MI is completely 
stabilized.  Different regions of the parameter space may lead to partial 
suppression with remaining long-wavelength or short-wavelength instability, 
while other regions may also show enhancement of the MI. Some of the most 
representative Lyapunov spectra, showing the different types of kinds of partial 
and complete stabilization, for various parameter sets are plotted in Fig. 4.3.2.  
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Figure 4.3.2: Representative cases showing partial and complete stabilization of MI in 
intermediate class VECSELs for various parameter sets. The different plots show complete 
stabilization (a), and partial stabilizations with weak remaining long-wavelength instability 
(b) and short-wavelength instability (c-d). The red dashed curve represents the 
unmodulated VECSEL prior to stabilization. Parameters: 𝛼𝐻=1.5, 𝜃=-1.5, C=0.6, 𝐼0=1.9, 
𝑑=0.052, 𝛾=1 and 𝑞𝑥=1.4, with periodic boundaries. 
A color-coded stability map in the parameter space (𝑚,𝑄) plots the maximal 
Lyapunov exponent, 𝜆𝑅𝑒
𝑚𝑎𝑥  , of the linear evolution matrix, as shown in Fig. 
4.3.3(a). There are, in fact, two distinct islands of complete stabilization, one of 
which is located close to resonance, 𝑄 ≈ 1, and within reasonable limits of the 
modulation amplitude 4𝑚 < 𝐼0. The other stable island is located far from 
resonance, around 𝑄 ≈ 0.3 and for values 4𝑚 > 𝐼0, which could probably be 
ignored in the case of a real physical model.  Like always, we note that there are 
distinct areas in the map, represented as yellow, where the stationary Bloch-
mode solutions are too unstable to isolate. These regions are excluded from the 
analysis. An accompanying map in Fig. 4.3.3(b) classifies the regions of the 
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parameter space according to the nature of the remaining instability, which may 
be either short or long wavelength instability.  
 
Figure 4.3.3: (a) Stability map of the largest remaining Lyapunov exponent 𝜆𝑅𝑒
𝑚𝑎𝑥 after 
stabilization in the parameter space (𝑚, 𝑄) for intermediate class VECSELs. (b) Map of the 
corresponding dominant wavenumbers 𝑘𝑥
𝑚𝑎𝑥.  The limit for the modulation amplitude of 
common VECSEL configurations (i.e. 4𝑚 < 𝐼0) is represented by a horizontal red dashed 
line. The other parameters are as in Fig. 4.3.2. 
The modified Floquet stability analysis results are confirmed by numerical 
integration of the full nonlinear model. These are presented in Fig. 4.3.4, in 
comparison to the unstable unmodulated VECSEL model. For appropriate pump 
modulation parameters, the chaotic dynamics is reduced or eliminated, resulting 
in partial stabilization with remaining weak LW or SW instabilities or complete 
stabilization, shown in Fig. 4.3.4 (b-d).  
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Figure 4.3.4: Numerically calculated field intensity (left) and spatial spectrum (right) 
dynamics of spatiotemporally modulated VECSELs in the intermediate regime. The plots 
are for unmodulated (a) and modulated cases (b-d). Full stabilization is realized in (d), while 
a weak remaining LW MI is seen in (b) and SW MI in (c). The parameters remain the same 
as in Fig. 4.3.2, with periodic boundary conditions being used.  
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A more extensive analysis of the results of the integration of the full nonlinear 
model is presented in comparison with the results of the stability analysis for the 
entire relevant parameter space, (𝑚, 𝑄), in Fig. 4.3.5. The system’s stability under 
direct integration is determined by following the long-time (typically integration time 
of 25000 units) spatiotemporal dynamics of the modulated system after perturbing the 
steady-state solution with a small, δ-correlated perturbation. The stable and unstable 
regimes obtained by the numerical integration are superposed onto the stability map 
obtained from modified Floquet linear stability analysis, represented as solid dots () and 
crosses (x) respectively.  
 
Figure 4.3.5: The results of the numerical integration and the stability analysis are in good 
agreement with each other as shown in the superposed map. The area outside the yellow 
contour, but within the central blue region (indicated by triangles) represents a bistable 
region. The other parameters remain the same as in the previous plots.  
We find that the stable points () resulting from the numerical integration match well with 
the stabilized area of the stability map (blue area), confirming the results of the linear 
stability analysis.  There is also a small sub-region within the stabilized region, in 
Fig.4.3.5, where, depending on the initial conditions, at least two different 
nonlinear states exist: (a) the stable Bloch-modes as predicted by modified 
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Floquet analysis (stable regime) or (b) Bloch modes which become turbulent after 
some time (turbulent regime). Thus, we can say that the parameters in this region 
lead to bistability. To identify the bistable regimes we perform numerical 
simulations of Eq.(4.3.1) for a fixed modulation amplitude, 𝑚, while step-wise 
changing (increasing and decreasing) the parameter 𝑄. A comparison of the field 
dynamics for different directions of sweep of the parameter 𝑄 allows us to 
distinguish a uniquely stable region delimited by the yellow curve and the bistable 
region located within the blue shaded area but outside the yellow curve and 
represented by the green triangles. Here, depending on the initial conditions, the 
calculated solution was attracted either to the stable stationary Bloch-mode 
solution, or to some chaotic attractor. Note that bistability between different 
spatiotemporal dynamical regimes is generally typical for intermediate regime of 
VECSELs, for instance as reported in rocked VCSELs in [Oto14]. 
 
II. Class-A VECSELs 
 
Next, we investigate the stability of VECSELs in Class-A limit where the normalized 
carrier decay rate reaches 𝛾 ≈ 10, as a result of centimeter-long optical cavities. 
This is compatible with the general conclusion that unstable spatio-temporal 
dynamics are more pronounced for Class-B lasers than for Class-A lasers [Stal03].  
We find that in this case, MI is easier to stabilize. The modified Floquet stability 
analysis is performed and the parameter space is explored by plotting the stability 
map, in order to determine the complete and partial stabilization regions. The 
results of this are summarized in Fig. 4.3.6(a), from which it is evident that the 
completely stabilized region is slightly enhanced as compared to the intermediate 
class of VECSELs. The spectra of the Lyapunov exponents for the most 
representative points in the parameter space are shown in in Fig. 4.3.6(b-d).  
The model equations for Class-A lasers (𝛾 ≈ 10) can be further simplified by 
adiabatically eliminating the population inversion. Particularly, for small field 
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intensities, the model given by Eq.(4.3.1) can be reduced to a single nonlinear field 
equation: 
𝜕𝑡𝐸 = −[1 + 𝑖𝜃 + 2𝐶(𝑖𝛼𝐻 − 1)(𝐼𝑝 − 1)(1 − |𝐸|
2 )]𝐸 + 𝑖Δ⊥
2 𝐸   (4.3.2) 
This is the Complex Ginzburg-Landau equation (CGLE). The complex potential of 
such CGLE is periodically modulated due to the modulation of the pump current. 
In this way, stabilization of modulated VECSEL in Class-A limit is directly related to 
the stabilization of the modulated CGLE of Chapter 2. Different versions of the 
CGLE have been derived for Class-A and Class-C laser models [Coul89, Oppo91, 
Stal93], in contrast to Class-B lasers where the models are not reducible to a single 
equation of the CGLE type [Stal03, Oppo09]. 
 
Figure 4.3.6: (a) Stability map for the largest Lyapunov exponent 𝜆𝑅𝑒
𝑚𝑎𝑥 in the parameter 
space (𝑄,𝑚) for Class-A VECSELs with 𝛾=10 and 𝑞𝑥=1.8. The main Lyapunov exponents 
(solid lines) in each case are compared to the unmodulated VECSELs (red dashed line). 
Complete and partial stabilization with remaining weak LW and SW instabilities are shown 
in the plots in (b), (c) and (d), respectively. Other parameters are the same as in Fig. 4.3.2. 
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III. Class-B VECSELs 
 
The stabilization of short-cavity Class-B VECSELs is more challenging. The results 
from the stability analysis show that in this regime full stabilization is possible for 
VECSELs with cavity lengths only as small as ~100 µm, but not smaller. We 
consider a normalized carrier decay rate on the order of  𝛾 ≈ 0.1, corresponding 
to the limiting case of a ~100 µm long cavity. The complete suppression of MI can 
still be achieved for these parameter values in a small region of the parameter 
space. However, stronger modulation amplitudes are required for such 
stabilization, as compared to the Class-A and intermediate class VECSELs. This is 
mainly due to intrinsic relaxation dynamics of the carriers which tends to make 
the system very unstable.  
We see from the stability map, plotted in Fig. 4.3.7, that a complete stabilization 
region exists, although it is smaller than the Class-A and intermediate class 
VECSELs. We also note that bistability is obtained in all stabilized regimes for Class-
B VECSELs (compare with Fig. 4.3.5). 
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Figure 4.3.7: The stabilization of Class B VECSELs, although a more challenging task, is 
possible for cavity lengths as small as ~100μm. (a) Stability map in the parameter space for 
Class-B VECSELs with 𝛾 = 0.1 and 𝑞𝑥=1.0. Lyapunov exponents for particular cases showing 
complete stabilization (b), partial stabilization with remaining weak LW and SW instability 
in (c) and SW instability alone (d). Other parameters are the same as in Fig. 4.3.2. 
 
4.3.4 Stabilization of MI in Two-Dimensional (2D) VECSELs 
Finally, the analysis of the stabilization of VECSELs is extended to two-dimensions 
(2D) in space (𝑥, 𝑦) and time. The modulation of the pump current in this case is 
of the form:  𝐼𝑝 = 𝐼0 + 4[𝑚𝑥𝐶𝑜𝑠(𝑞𝑥𝑥) + 𝑚𝑦𝐶𝑜𝑠(𝑞𝑦𝑦)]𝐶𝑜𝑠(Ω𝑡), where, 𝑚𝑥 and 
𝑚𝑦 are the modulation amplitudes along 𝑥 and 𝑦-coordinates respectively while 
𝑞𝑥  and 𝑞𝑦 are the corresponding spatial frequencies of the modulation.  
The analysis in this cases is limited to the direct numerical integration method, 
the typical results of which are shown in Fig. 4.3.8, representing cases of partial 
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and complete suppressions of the MI. The different plots represent snapshots of 
the numerically calculated field (left) and spectra (right) of the system after a long 
transient time (t~400). For comparison, a snapshot of the chaotic field patterns 
and the unstable spectrum the unmodulated VECSEL is shown in Fig. 3.4.8(a).  
In the case of asymmetric modulation, for instance, when the modulation is 
introduced in only one spatial coordinate, as shown in Fig. 3.4.8(b) where (𝑚𝑥 ≠
0,𝑚𝑦 = 0), the suppression of the MI is correspondingly asymmetric, that is, only 
along the modulated coordinate 𝑥.  
On the other hand, the symmetric modulation profiles are shown in Fig. 3.4.8(c-
d), with square symmetry, for different values of the parameter 𝑚. The two 
representative cases demonstrate the partial and complete stabilization of the 
MI.  
The general conclusion from 2D calculations is that the stabilization mechanism 
introduced in the 1D model works just as well also in the 2D scenarios. The 2D 
system, however, offers richer possibilities: one can imagine scenarios where we 
have different modulation geometries or different modulation frequencies in the 
two coordinates, perhaps leading to interesting phenomena. These analyses are, 
however, left for a detailed study of these individual models as it is not the main 
focus of this thesis.  
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Figure 4.3.8: Analysis of 2D VECSELs. Numerically calculated snapshots of the intensity 
distribution patterns after a long transient time (t~400) for the 2D VECSEL model, showing 
field intensity (left) and spatial spectrum (right). The size of integration window is 100x100. 
(a) Chaotic intensity distributions for the unmodulated system. (b) Suppression of MI only 
in the horizontal direction. (c) Partial stabilization in both spatial directions and (d) 
complete stabilization for a square symmetric modulation. Parameters are as in Fig.4.3.2.  
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4.3.5 Summary  
Summarizing, we have proposed and demonstrated the stabilization of flat-mirror 
VECSELs by a spatiotemporal modulation of the pump current which can 
contribute to enhance the stability of such lasers at higher powers and improve 
the spatial quality of the output beam.   
By using a modified Floquet analysis and direct integration methods, we calculate 
the MI free operating regions, in the parameter space. The analyses are presented 
for VECSELs operating in different regimes with special attention to the case of 
intermediate class VECSELs which is expected to have the most important 
technological impact. We show that Class-A VECSELs can also be efficiently 
stabilized thus making the proposed stabilization technique well suitable for 
quantum dot VECSELs, which are characterized by significantly large values of the 
carrier decay rate [Shan12].  Short cavity, Class-B laser VECSELs (and VCSELs) limit 
the stabilization since only lasers with length cavities down to around 100 µm can 
be completely stabilized by the proposed method.  
Long cavity VECSELs are not compact light sources and can, therefore, be 
stabilized by other means, such as by using curved mirrors, as discussed in the 
introduction. On the contrary, we show that VECSELs of ~1 mm cavity length, 
referred to as the intermediate case, can be most efficiently stabilized by the 
proposed method. This is especially significant since for this class no other 
regularization mechanisms (e.g. curved mirrors) are applicable. The estimated 
frequency and period of the modulation required for the stabilization of VECSELs 
in such intermediate regimes are experimentally achievable and technologically 
viable, being on the order of 10 GHz and 100 µm, respectively. 
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4.4 Stabilization of BAS Amplifiers using Genetic 
Optimization  
In Section 4.2 of this chapter, we analyzed the stabilization of the BAS amplifier 
by a 2D spatial modulation finding that although in real devices the stabilization 
is achieved, in a strictly theoretical sense, complete stabilization was not possible. 
This was due to the presence of very weakly remaining long-wavelength MI. We 
can also recall the work from that Chapter 3 which demonstrated the use of a 
multi-frequency Genetic Algorithm (GA) optimized multi-frequency modulation to 
control MI in arbitrarily complex systems.  
In this section, we will apply this concept to the BAS amplifier with the aim of fully 
controlling the MI, even in the theoretical limit of infinite-width amplifiers. We 
will also present the method of GA optimized multi-frequency modulation of BAS 
amplifiers for more complicated scenarios, such as for high values of the linewidth 
enhancement factor 𝛼𝐻.  
In order to introduce the modulation into the active medium, we modulate the 
pump current with a multi-frequency modulation. We consider a 2D pump profile 
generated by 𝑛 wavevectors 𝑞 𝑗(𝑞𝑥 , 𝑞𝑧) with amplitudes 𝑚𝑗  and phases 𝜙𝑗: 
𝑝(𝑥, 𝑧) = 𝑝0 + 𝐶𝑜𝑠(𝑞𝑥𝑥)∑ 𝑚𝑗𝐶𝑜𝑠(𝑞𝑧,𝑗𝑧 + 𝜙𝑗 )
𝑛
𝑗      (4.4.1) 
The longitudinal frequencies are distributed in an equidistant manner, such that 
𝑞𝑧,𝑗 = 𝑗 × Δ𝑞𝑧, in order to maintain the Floquet linear stability procedure (for a 
detailed explanation, see Section 3.4).  
We first analyze the case of 𝛼𝐻 = 2, the same problem as in Section 4.2, by 
considering the number possible wavevectors limited to 𝑛 = 20, and the 
corresponding equi-spaced resonance parameters, within the range 0.1 <  𝑄𝑗 <
 2. The target function is defined, in this case, as the integral of the positive 
Lyapunov exponents 𝐿 = ∫[𝜆𝑟𝑒(𝑘)]𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑑𝑘. In this way, as the GA iteratively 
searches for a minimum value, in each generation, we can expect the ‘global 
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instability’ to reduce correspondingly. The parameters of the optimization 
problem are the amplitudes and phases (𝑚1,2…𝑗, 𝜙1,2…𝑗) of the modulation 
function in Eq. (4.4.1), where an upper limit to the modulation amplitudes  is 
specified, 𝑚𝑗 ≤ 1, to keep it within realistic values.  
One of the results from the GA optimization is presented in Fig.4.4.1, where 
complete stabilization is achieved. The multi-frequency modulation profile, as 
obtained by the algorithm is shown in Fig. 4.4.1(a) for one period, 𝑇𝑧 = 2𝜋/Δ𝑞𝑧, 
in the 𝑧-coordinate, along with the values for the parameters (𝑚1,2…𝑗, 𝜙1,2…𝑗) in 
Fig. 4.4.1(b-c). The stabilized Lyapunov spectrum of the system is presented along 
with the unmodulated system for comparison.  
 
Figure 4.4.1: Results from GA optimized stabilization of BAS amplifier for large linewidth 
enhancement factor and pump values (𝛼 = 5, 𝑝0 = 2). (a) The profile of the 
spatiotemporal modulation for one period. (b) Values of the calculated modulation 
parameters and (c) the stable Lyapunov spectrum (solid) compared to the unmodulated 
BAS amplifier (dashed). 
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The results of the stability analysis are confirmed by straightforward integration 
of the modulated system in Fig.4.4.2, where the longitudinal periodicity is visible. 
The evolution along the propagation axis is compared with the unmodulated case. 
It is evident from the figures that the complete stabilization of MI is achieved in 
the GA optimized modulation, where the steady-state Bloch-mode remains stable 
for indefinitely long propagation times. This is in sharp contrast to the highly 
unstable case of the unmodulated BAS amplifier MI leads to turbulent regimes 
and highly chaotic field dynamics.  
 
Figure 4.4.2: Complete stabilization of the BAS laser with an optimized multi-frequency 2D 
spatial modulation. The parameters are for a linewidth enhancement factor, αH=2, an 
average pumping of p0=1.2, 𝛾=0.1 and s=0.1. The direct integrations are calculated for a 
free space wavenumber𝜆0 = 1𝜇𝑚, for the transverse width of 64μm active area and an 
integrated length of 3mm.  
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The successful stabilization of the MI in a BAS amplifier with such a high value of 
the 𝛼𝐻 parameter demonstrates the huge potential of the genetically optimized 
multi-frequency method. One of the main advantages of this method is the 
possible stabilization of transverse modes with small wavenumbers that 
transports a lot of energy and previously always remained unstable. 
Increasing the number of modulation frequencies, however, brings with it certain 
challenges too, such as an increase in the number of regions of unstable stationary 
Bloch solutions, similar to what was encountered in the single-frequency 
modulations (for example, the black tongues in Fig. 4.2.4). This further adds to the 
decrease in the areas of complete stabilization, which was already smaller for 
higher instabilities. As a result, the areas of complete stabilization in the 
parameter space shrinks substantially as the stabilization problem becomes more 
complex, leading to an eventual saturation of the stabilization performance of the 
multi-frequency GA optimized method. A full quantitative study of the saturation 
limits of this method is still a work in progress.  
 
 
 
 
 
 
 
 
 
 
130     
 
 
4.5 Conclusions 
The modern technological revolution is based on many key pillars, and perhaps 
one of the most transformative are has been the field of photonics. This has been 
mainly possible with the availability of cheap and robust photonic devices among 
which semiconductor amplifiers and laser occupy a central place. There are 
numerous benefits that these coherent light sources offer over other 
conventional types of lasers but, however, there is one key drawback- the 
inherent lack of good optical quality of the emission; which puts a serious limit on 
their potential applications. In this chapter, it has been demonstrated that by 
means of a new method for the control of MI in BAS amplifiers and VECSELs we 
can obtain an improved optical beam quality from these devices at high operating 
powers, and this limit can be substantially overcome.  
The method works based on a spatiotemporal (or 2D spatial) modulation of the 
gain/loss profile of the active semiconductor medium. This spatiotemporal 
modulation causes a modification of the temporal dispersion (spatial dispersion 
in BAS device) relation, by introducing bandgaps in the unstable regions of the 
dispersion profile, most effective close to the resonance condition 𝑄 ≈ 1.  
The characterization of the instability is done through a modified Floquet linear 
stability analysis, a numerical technique, which was developed for this study and 
which provides a very accurate analysis of the stabilization performance. Using 
this technique, the parameter space of the independent modulation parameters 
is explored through a ‘stability map’ which quantifies the stabilization 
performance for all sets of parameters.   
In the context of Vertical Cavity Semiconductor lasers, complete stabilization was 
possible in some cases such as the Intermediate class of VECSELs in 1D and 2D, 
the Class-A VECSELs, and to some extent the Class-B VECSELs. In the context of 
BAS amplifiers, while partial stabilization was achieved by this method, in a 
theoretical sense, with weak remaining long-wavelength instability, in real 
physical systems with finite-widths, this remaining instability does manifest. All 
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these results were confirmed by direct numerical integration of the full nonlinear 
models.  
A further improvement of the stabilization by spatiotemporal modulation 
method, which follows from the work of Chapter 3, was demonstrated in the case 
of BAS amplifiers. This method uses multiple modulation frequencies in the 
longitudinal direction, leading to the creation of multiple bandgaps in the 
dispersion profile of the system. This is required for complicated or highly 
unstable systems when the instability band is too large to be covered by a single 
modulation induced bandgap. The effectiveness of this method was 
demonstrated for BAS amplifiers with much larger linewidth enhancement 
factors, up to 𝛼𝐻=5, and the results confirmed by direct integration.  
Thus, in this chapter, the first realization of a powerful new technique for the 
stabilization of different types of semiconductor amplifiers and lasers is 
demonstrated. Future works in this direction would be the application of this 
stabilization technique to BAS lasers, and the experimental demonstrations of the 
working of these stable semiconductor amplifiers and lasers. 
 
 
 
 
 
 
 
Chapter 5 
General Conclusions and 
Future Perspectives 
 
 
The promise of the stabilization of MI in spatially-extended systems has been an 
alluring but challenging one. In spite of the efforts of the last few decades there 
still does not exist a general mechanism for the control and suppression of this 
instability, yet some steps have been advanced towards the comprehension of 
the problem. In this thesis, a fundamental mechanism for the same was 
proposed, based on a newfound understanding of this old phenomenon. 
In Chapter 2, the initial idea is exposed, and a method is described to exploit the 
deep physical insight of the link between the modulation instability in a system 
and the profile of its dispersion curve. It is found that the presence of unstable 
bands in the dispersion profile is the root cause of the modulation instability, with 
the character of the instability directly depending on the shape of the dispersion 
curves within certain unstable bands. The modification of these unstable 
dispersion bands automatically leads to a modification of the instability, thus 
providing an intrinsic powerful method for its manipulation and ultimately 
suppression. Specifically, the introduction of appropriately located bandgaps in 
the dispersion profile would allow for the suppression of the continuum of 
unstable modes in that frequency band, thereby eliminating MI. 
An appropriate manipulation of the dispersion- one which leads to the 
suppression of the MI- is indeed possible through a properly designed 
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spatiotemporal modulation of the potential of the system, at small spatial and 
fast temporal scales. The mechanism of MI suppression relies on a ‘resonant’ 
interaction between the spatial and temporal frequencies of the modulation, 
which only occurs when the, aptly named, ‘resonance parameter’, 𝑄, is close to 
or equal to unity, 𝑄 ≈ 1.  
For such modulation geometries, the bandgaps introduced by the periodic 
modulations are located close to the origin, i.e. in the Fourier space close to, 
which results in a suppression of the long-wavelength type instabilities, which are 
very difficult, if not impossible to suppress otherwise. The results comprising this 
chapter have been published in [J4].  
This initial idea is then further explored and generalized, leading to a much more 
powerful mechanism in a ‘stabilization on demand’ scheme. In Chapter 2, the 
suppression of MI was obtained by a periodic spatiotemporal potential: i.e. 
through sinusoidal modulation profiles in the spatial and transverse coordinates.   
In Chapter 3, this concept has been adapted for arbitrary modulation profiles, 
which is represented through multiple sinusoidal modulations in the temporal 
coordinate, leading to the concept of stabilization by a multi-frequency 
spatiotemporal modulation. The presence of multiple frequencies creates 
multiple resonances which lead to the creation of multiple different bandgaps in 
the dispersion profile. These can be tuned so that they cover a much broader 
area of the unstable spectrum or create bandgaps around different spatial 
wavevectors, depending on the stabilization requirements. To achieve the 
desired stabilization profile, i.e. a desired shape of the Lyapunov spectrum, an 
appropriate modulation is created using a ‘reverse optimization process’, in 
which a target Lyapunov spectrum is first specified and then an optimization 
algorithm is tasked to find the corresponding multi-frequency modulation profile 
which best fulfills the stabilization requirement.  Due to the huge volumes of the 
parameter space, this optimization problem is very complex and challenging task, 
and can only be approached using the modern heuristic search algorithms, such 
as the Genetic Algorithm (GA).  
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This reverse approach to the stabilization problem, that is, the understanding of 
the dispersion dependent instability, when used in conjunction with the 
powerful, GA-based optimization method, yields a very powerful tool for not just 
the suppression of modulation instability, but its manipulation in an arbitrarily 
desired manner. In other words, one has the ability to create stabilization on 
demand, in systems described by the complex Ginzburg-Landau model. This can 
be used, for instance, to suppress pattern forming modulation instabilities at 
short wavelengths, long wavelength or strictly over a finite band of wavelengths. 
Lastly, it may also be used for the generation of patterns at desired wavelengths, 
by specifying appropriately designed unstable Lyapunov spectra, and this could 
lead to potentially new applications in the future. The results of this Chapter have 
been published in [J2].  
The mechanism of stabilization of MI by these methods are potentially applicable 
to a large class of spatially-extended systems- those which are described by the 
complex Ginzburg-Landau equation. The universality of the CGLE for the 
description of the phenomenon of MI was the main motive behind its use as the 
central equation in the study. This applicability is demonstrated in Chapter 4, for 
the case of Broad Area Semiconductor (BAS) amplifiers and Vertical Cavity 
Surface Emitting Lasers (VCSELs).  
There is no doubt that semiconductor light sources have revolutionized the field 
of photonics and find innumerable application in modern technology. Being both, 
a very efficient source of coherent light, and having very tiny physical dimensions, 
they offer unparalleled advantages. However, at the same time, these devices 
suffer seriously from modulation instability, leading to very poor spatial quality 
of the output beam, which deteriorates with increasing operating powers.  
A novel method for the suppression of these instabilities is provided in this 
chapter, which relies on our proposed stabilization methods.  
In the case of the BAS amplifier, using a two-dimensional spatial modulation of 
the pump current (which is in essence similar to a spatiotemporal modulation in 
this system) the MI can be partially (for infinitely broad amplifiers) and 
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completely (for finite width amplifiers) suppressed for realistic parameters. The 
suppression of MI leads to a large improvement in the output beam quality, 
which shows little to no divergence in propagation as compared with the 
unmodulated amplifiers. The results of this study have been published in [J5]. 
In VECSELs, the range of parameters is quite broad and depending on the cavity 
length, 𝛾, these lasers can be divided roughly into three categories: Class- A, 
Class-B and intermediate VECSELs regimes. The stabilization procedure remains 
the same, and although the suppression of MI is achieved all three cases, the 
success of the results vary. In Class-A VECSELs the MI is efficiently suppressed, 
making the proposed stabilization technique well suitable for quantum dot 
VECSELs. While in the case of short cavity, Class-B VECSELs (and VCSELs) the 
stabilization is limited for cavity lengths down to around 100 µm, below which 
the stabilization effects is reduced.  
Of most special interest, however, is the intermediate regime VECSELs with cavity 
lengths of ~1 mm, which are very effectively stabilized by this method, and for 
which no other stabilization mechanisms (e.g. using external curved mirrors) are 
applicable. These class of VCSELs is expected to have the widest impact in 
technological areas. The results of this part of the study have been published in 
[J3].  
Finally, the BAS amplifier is revisited and in the context of stabilization by a GA 
optimized multi-frequency 2D spatial modulation. This method is the most 
powerful as it allows for the complete suppression of MI even for very high 
nonlinear regimes. The results are verified through numerical integration of the 
full nonlinear model and corroborate the results of the Floquet stability analysis. 
A more detailed study on the stabilization of MI by this method, in the context of 
BAS amplifiers, is in progress, although expected to be completed soon and 
submitted for publication.  
Apart from this ongoing work, there are a few potential ideas and lines of 
research which have come to light during the development of this thesis. 
Following the successful demonstration of stabilization in the 2D CGLE, the scope 
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for further investigation remains open. The dynamics of 2D CGLE provides a rich 
playground for many interesting phenomena which are not necessarily present 
in the 1D analysis. The development of the 2D modified Floquet analysis is an 
important first step in that direction, although much remains to be explored. For 
instance, the effect of various other asymmetric modulations geometrics such as 
hexagonal, octagonal, quasi-periodic etc. on the MI of the system is a challenge. 
At the same time, it is also a great opportunity, as these case have never been 
researched before.  
The successful suppression of MI in BAS amplifiers also leads naturally towards 
the next phase, which is the stabilization of BAS lasers. The expectation is that 
the stabilization of lasers will also prove successful. Simultaneously, the 
possibility of experimental demonstration of this stabilization phenomenon is 
also high, and there are already steps being taken in this direction with new 
collaborations with experimental groups and semiconductor laser companies.  
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