Spike-layered solutions with compact support to some singularly perturbed quasilinear elliptic problems in general smooth domains  by Zhang, Zhengce & Li, Kaitai
Journal of Computational and Applied Mathematics 162 (2004) 327–340
www.elsevier.com/locate/cam
Spike-layered solutions with compact support to some
singularly perturbed quasilinear elliptic problems in general
smooth domains
Zhengce Zhang∗, Kaitai Li
College of Sciences, Xi’an Jiaotong University, Xi’an 710049, People’s Republic of China
Received 12 November 2002; received in revised form 10 June 2003
Abstract
In this paper we study the structure of nonnegative nontrivial solutions of the following problem:{
−pu= f(u) in 
u¿ 0 in ; u= 0 on 9
as → 0+; where pu= div(|Du|p−2Du) with p¿ 1. ¿ 0 is a small parameter and  is a bounded smooth
domain in RN (N¿ 1). f is a class of logistic-type nonlinearities satisfying f(0) = f(z1) = f(z2) = 0
with 0¡z1¡z2, f¡ 0 in (0; z1), f¿ 0 in (z1; z2) and lim u→ 0+f(u)=up−1 =−∞. By virtue of the sub- and
supersolution method, we prove that there are many nonnegative nontrivial solutions and they are spike-layered
solutions. Moreover, the measure of each spike layer is estimated as → 0+.
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0. Introduction
In this paper we study the following singularly perturbed problem:{−pu= f(u) in 
u¿ 0 in ; u= 0 on 9
(P)
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where  is a bounded smooth domain in RN (N¿ 1), pu = div(|Du|p−2Du) with p¿ 1, Du =
(D1u; : : : ; DNu), Diu= 9u=9xi, ¿ 0 is suEciently small.
The p-Laplacian operator p appears in the study of non-Newtonian Guids. The quantity p is
a characteristic of the medium. Media with p¿ 2 are called dilatant Guids and those with p¡ 2
are called pseudoplastics. If p = 2, they are Newtonian Guids (see, for example, [4,10] and the
references therein). The p-Laplacian also appears in the study of torsional creep (elastic for p= 2,
plastic as p→∞, see [9]), Gow through porous media (p= 32 , see [14]) or glacial sliding (p∈
(
1; 43
]
,
see [13]).
u is called a nonnegative nontrivial solution of (P) if u ∈W 1;p() ∩ C10 ( J) satisKes (P) in the
weak sense and u¿ 0; u ≡ 0 in .
Problem (P) and its semilinear case have been studied by many authors recently (see [3,7,8,11,16]
and the references therein). In [7], Guo and Webb show that there exist two positive solutions of
(P) for  suEciently small. One is the unique large solution Ju, the other is a small solution (or
mountain pass solution) u. Moreover, Ju satisKes max Ju ¡ z2 and Ju→ z2 in Cloc() as → 0+;
which develops a boundary layer as → 0+, if the function f∈C1+(R) (0¡¡ 1) satisKes the
following conditions:
(f1) f(0) = 0 and lim s→ 0+f(s)=sp−1 =−m¡ 0;
(f2) f has only two positive zeros z1 and z2 such that z1¡z2, and there exist ¿ 0 and M ¿ 0
such that f′(s)¡ 0 in (z2 − ; z2) and f(s)6M (z2 − s)p−1 for 0¡s¡z2;
(f3)
∫ z2
0 f(s) ds¿ 0.
Moreover, if f satisKes (f1)–(f3) and
(f4) The function s→f(s)=(s− )p−1 is nonincreasing in the interval (; z2), where  is deKned as
the unique number in (z1; z2) such that
∫ 
0 f(s) ds= 0.
Guo and Webb also prove that u has only one maximum point x ∈ when p¿ 2 and  is a
convex domain. Moreover, v(y) := u(1=py+ x)→ v as → 0+ in C1loc(RN ), where v= v(x) is the
unique positive (radial) solution of{−pv= f(v) and v¿ 0 in RN
v(0) = maxx∈RN v(x) and v(x)→ 0 as |x|→ +∞
(Q)
and lim→ 0+ dist(x; 9)¿  ¿ 0. From Theorem B in [7], we know that for Problem (Q) exists a
unique positive radial solution v= v(r); (r= |x|) with v(0)¿; v′(0)=0; v′(r)¡ 0 for r ¿ 0 under
the assumptions (f1)–(f4) with p¿ 2. It is also shown that
lim
r→∞ sup v(r)e
( mp−1−!)1=pr ¡∞
for any !∈ (0; m=(p− 1)) and
lim
r→∞
v′(r)
v(r)
=−
(
m
p− 1
)1=p
:
When  is a convex domain and f(s)= sq− sp−1, the authors in [16] prove that Problem (P) exacts
a small solution similar to that in [7] by moving plane method, where p¿ 2; p− 1¡q¡p∗− 1,
and p∗ is the critical Sobolev exponent, i.e., p∗ = Np=(N − p) if p¡N ; p∗ =+∞ if p¿N .
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In the present paper, we are interested in the structure of nonnegative nontrivial solutions of (P)
when f∈C1(0;∞) ∩ C([0;∞]) satisKes (f ′1); (f2) and (f3), where (f ′1) is as follows:
(f ′1) f(0) = 0, lim s→ 0+ f(s)=s! =−m1, lim s→ 0+ f′(s)=s!−1 =−m2
for some m1; m2¿ 0, 0¡!¡p− 1.
We can easily see that lim s→ 0+ f(s)=sp−1 =−∞ if f satisKes (f ′1). A typical example is
f(s) =
{
s!|s− a|p−2(s− a)|1− s|p−2(1− s) for p¿ 2;
s!(s− a)(1− s) for 1¡p¡ 2;
where 0¡a¡ 14 . If 0¡!¡p−1, then f satisKes (f ′1); (f2) and (f3). If !=p−1, then f satisKes
(f1)–(f4), which has appeared in various models in applied mathematics, including population genetics
and chemical reactor theory (see, e.g., [8] with p= 2 and the references therein).
It is known from Theorem 5 in [15] (see also [5]) that the strong maximum principle holds if f
satisKes
− f(s)6 $(s) for s near 0; (∗)
where $∈Ap and
Ap =
{
$∈C(R+0 ); $(0) = 0; $ is nondecreasing and
∫ t
0
(s$(s))−1=p ds=+∞ for any t ¿ 0
}
:
That is, if f satisKes (∗) and u is a nonnegative nontrivial solution of (P), then u ¿ 0 in  and
9u
9' ¡ 0 on 9, where ' is the unit outward normal vector of 9. Moreover, (∗) is necessary and
suEcient for u having such properties. In other words, if f does not satisfy (∗), the dead core, i.e.
G = {x∈ : u(x) = 0} = ∅ can occur for any nonnegative nontrivial solution u of (P) (see [15]).
The simple example of f satisfying (∗) is f(s) = sp−1 |log s|p(s− a)(1− s) with 0¡a¡ 14 .
It is clear that f does not satisfy (∗) if f satisKes (f ′1). We shall prove that (P) only has
nonnegative nontrivial solutions with compact support for  suEciently small if f satisKes (f ′1); (f2)
and (f3). It is the goal of this paper to prove the following Theorem:
Theorem A. Let f satisfy (f ′1), (f2) and (f3). Then, for  su5ciently small, any nonnegative non-
trivial solution u of Problem (P) satis6es
supp u =
q()⋃
k=1
F;k ;
where q()¡∞, lim→ 0+ q() =∞, and F;k ⊂ . For each F;k , u has only one local maximum
point x;k ∈F;k ; u→ 0 outside any neighbourhood of x;k and
¡u(x;k) = max
F; k
u ¡ z2: (0.1)
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More precisely, there exist constants 0¡C06C∗0 ¡∞ independent of  and k such that
C06 −1=p dF; k6C
∗
0 (0.2)
for all k = 1; 2; : : : ; q(), where dF; k = diam F;k .
We shall Krst consider the case of  = B, the unit ball of RN . It is seen that all nonnegative
nontrivial solutions of (P) develop to the solutions with spike layers as → 0+. It is well known
from [6] that any nonnegative nontrivial solution of (P) with p=2 is radially symmetric for f being
locally Lipschitz continuous in [0;∞). Our results in this paper imply that such a property does not
hold if f is only HOolder continuous at s = 0. Then we generalize the results to bounded smooth
domains . We prove that if f satisKes (f ′1); (f2) and (f3), there are many nonnegative nontrivial
solutions of (P) and they are spike-layered solutions for  suEciently small. We also obtain the
estimate of measure of each spike layer as → 0+.
1. The case of N = 1
In this section, we study the structure of nonnegative nontrivial solutions of (P) with N = 1. Our
problem now is
− (|u′|p−2u′)′ = f(u) in (0; 1); u(0) = u(1) = 0: (1.1)
We assume that f satisKes (f ′1); (f2) and (f3). We can easily Knd a nonnegative nontrivial solution
u of (1.1) which is a global minimizer of the functional
J :=

p
∫ 1
0
|u′|p −
∫ 1
0
F(u+); 0¡¡ 1;
where u+ =max{u; 0} and F(u) =
∫ u
0 f(s) ds for u∈W 1;p0 (0; 1). Moreover, it is easily known from
the regularity of the operator −div(|D · |p−2D·) that u ∈W 1;p(0; 1) ∩ C10 ([0; 1]). By (f2), we know
from the maximum principle near z2 (see Theorem B in [7] or [12]) that max u ¡ z2.
To prove our results, we shall make use of the following Lemma 1.1. In recent papers, F. Brock
proved Lemma 1.1 using a new rearrangement technique called Continuous Steiner Symmetrization
(CStS) (see [1,2]).
Lemma 1.1 ([Brock 1, Theorem 1]). Let N¿ 1; f∈C([0;∞)); u∈W 1;p0 (B) ∩ C1(B) be a non-
negative nontrivial solution of (P) with  = B, a ball, and suppose that
(a) if f(S) = 0 for some S ¿ 0 and there is a function $ˆ∈Ap such that
f(s)6 $ˆ(S − s) for 06 s6 S: (1.2)
Then
supp u=
m⋃
k=1
BRk (zk); (1.3)
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where Ap is de6ned as the above, zk ∈RN ; Rk ¿ 0; u is radially symmetric in BRk (zk) with respect
to the origin zk , i.e.,
u= u(0); (0= |x − zk |) and 9u(x)90 ¡ 0 (1.4)
for any x∈BRk (zk)\{zk}, k = 1; 2; : : : ; m and the case m=∞ is possible in (1.3).
Note that if f satis6es (f ′1), (f2) and (f3), we can choose $ˆ = Msp−1 ∈Ap (M ¿ 0 su5ciently
large) and S = z2 (or z1) such that
f(s)6 $ˆ(z2 − s) ($ˆ(z1 − s)) for 06 s6 z2 (06 s6 z1):
Remark. Note that if f satisKes (f ′1), (f2) and (f3), there exists M ¿ 0 such that f(s)+Ms!¿ 0 for
s¿ 0 but Ms! ∈Ap with 0¡!¡p − 1, we cannot Knd $ˆ∈Ap such that f(s) + $ˆ¿ 0 for s¿ 0.
So Lemma 1.1 and the necessary and suEcient conditions (see Theorem 5 in [15]) imply that any
nonnegative nontrivial solution u of (1.1) is one of the following two cases.
Case (i) u ¿ 0 in (0; 1), u is symmetric to x= 12 , u(0)=u
′
(0)=u(1)=u
′
(1)=0 and u
′
(x)¿ 0
for x∈ (0; 12), u′(x)¡ 0 for x∈ ( 12 ; 1).
Case (ii) u satisKes (1.3) with m¿ 1, BRk = (zk − Rk; zk + Rk) ⊂ (0; 1), 0¡Rk ¡ 1=2, u is
symmetric to x=zk in BRk , u
′
(x)¿ 0 for x∈ (zk−Rk; zk), u′(x)¡ 0 for x∈ (zk ; zk+Rk), u′(zk−Rk)=
u′(zk + Rk) = 0.
Note that zk , Rk and m depend upon  and we denote them by z;k , R;k and m().
Theorem 1.2. Let f satisfy (f ′1); (f2) and (f3). Then, for ¿ 0 su5ciently small, any nonnegative
nontrivial solution u of (1.1) satis6es ‖u‖∞¡z2 and
supp u=
m()⋃
k=1
BR; k (z;k); (1.5)
where m()¡∞; lim→ 0+ m() =∞, and BR; k (z;k) = (z;k − R;k , z;k + R;k). Moreover, we have
R;k ≡ R = 1=p
∫ 
0
[− pF(s)]−1=p ds (1.6)
for all k = 1; 2; : : : ; m(). Furthermore,
max
BR; k (z; k)
u = 
and u is symmetric to x = z;k in (z;k − R; z;k + R) with u(z;k − R) = u′(z;k − R) =
u(z;k + R) = u′(z;k + R) = 0, u′ ¿ 0 in (z;k − R; z;k) and u′ ¡ 0 in (z;k ; z; k + R) for
k = 1; 2; : : : ; m().
Proof. The existence of at least one nonnegative nontrivial solution u of (1.1) is known from the
beginning of this section and ‖u‖∞¡z2. On the other hand, it follows from Lemma 1.1 that u
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satisKes (1.3) and (1.4). Note that zk ; Rk and m are replaced by z;k ; R;k and m(). We Krst claim
u(z;k − R;k) = 0; u(z;k + R;k) = 0; k = 1; 2; : : : ; m() (1.7)
and
u′(z;k − R;k) = 0; u′(z;k + R;k) = 0; k = 1; 2; : : : ; m(): (1.8)
Here m()¿ 1 and m() =∞ is possible. We Kx some l∈{1; 2; : : : ; m()}; l =∞ such that
u(z; l − R;l) = u(z; l + R;l) = 0
(we know that such l exists since u(0) = u(1) = 0) and set
ul(x) =
{
u(z;k − R;k) if x∈BR; k (z;k); k = 1; 2; : : : ; m(); k = l;
u(x) otherwise:
Then, it follows from the facts u ∈W 1;p(0; 1) ∩ C10 ([0; 1]), (1.3) and u(z;k − R;k) = u(z;k + R;k)
for all k that u ∈C1([0; 1]) and (ul)′ = 0 in (0; 1)\BR; l(z; l), which means that ul(x) = u(z; l −
R;l) = u(z; l + R;l) for any x∈ (0; 1)\BR; l(z; l). Moreover,
(ul)
′(z; l − R;l) = (ul)′(z; l + R;l) = 0:
This implies that
ul(x) = 0 for any x∈ (0; 1)\BR; l(z; l):
Since ul = 0 at x = z; l − R;l and x = z; l + R;l. This is our claim.
Multiplying the equation in (1.1) by u and integrating it over (0,1), we have

p
|u′(x)|p + F(u(x)) ≡ C in (0; 1): (1.9)
Since u(0)=u′(0)=0, it follows that C=0. For any k ∈{1; 2; : : : ; m()}, one obtains that F(u(z;k))=
0 by (1.9). Thus, u(z;k) = . This implies that 06 u6  in BR; k (z;k). On the other hand, (1.9)
implies that
−1=p(x − (z;k − R;k)) =
∫ u (x)
0
[− pF(s)]−1=p ds (1.10)
for x∈ (z;k − R;k ; z; k) and
R;k = R := 1=p
∫ 
0
[− pF(s)]−1=p ds: (1.11)
We know that
∫
[−pF(s)]−1=p ds converges at s=0 since f satisKes (f ′1), the integral also converges
at s =  since F ′() = f()¿ 0. Therefore, the solution u can be constructed by (1.10) and R;k
can be obtained from (1.11). This also implies m() :=
[
1
2R
]
¡∞ for any ¿ 0 suEciently small
and lim→ 0+m() =∞, where [C] denotes the integer part of the number C. This completes the
proof.
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Remark. If we deKne
uk (x) =
{
u(x) if x∈BR; k (z;k);
0 otherwise;
a peak of u, it is easy to know that for each k ∈{1; 2; : : : ; m()}; uk is a nonnegative nontrivial
solution of (1.1) and for any j; k ∈{1; 2; : : : ; m()} and j = k; uk +uj is also a nonnegative nontrivial
solution of (1.1). These also imply that (1.1) has at least 2m() − 1 nonnegative nontrivial solutions.
2. The case of N ¿ 2
In this section, we shall see that the structure of nonnegative nontrivial solutions of (P) in B with
N¿ 2 is similar to the case of N = 1, but the proof is a little more complicated.
Theorem 2.1. Let f satisfy (f ′1); (f2) and (f3). Then, for ¿ 0 su5ciently small, any nonnegative
nontrivial solution u of (P) in B satis6es
¡max
B
u ¡ z2; (2.1)
supp u =
m()⋃
k=1
BR; k (z;k); (2.2)
where m()¡∞; lim→ 0+m()=∞; and BR; k (z;k) is a ball with the center at z;k and radius R;k .
Moreover, we have
C16 −1=pR;k6C2 (2.3)
for all k=1; 2; : : : ; m(), where 0¡C16C2¡∞ are constants independent of  and k. Furthermore,
¡maxBR; k (z; k) u ¡ z2,
u = u(0) (0= |x − z;k |) and 9u(x)90 ¡ 0 (2.4)
for x∈BR; k (z;k)\{z;k}; k = 1; 2; : : : ; m().
Proof. The existence of at least one nonnegative nontrivial solution u of (P) can be obtained by
minimizing the corresponding functional of the equation of (P) and the regularity of the operator
−div(|D · |p−2D·). Moreover, max u ¡ z2.
It follows from Lemma 1.1 and Theorem 5 in [15] that u satisKes (1.3). By arguments similar
to Theorem 1.2, we have that
u = 0 on 9BR; k (z;k);
9u
90 = 0 on 9BR; k (z;k):
DeKne
I(u(r)) =

p
|u′(r)|p + F(u(r)):
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We easily know that [I(u(r))]′¡ 0 for r ∈ (0; R;k); k = 1; 2; : : : ; m() (if m() =∞; k = 1; 2; : : :).
This implies that
I(u(r))¿ 0 in (0; R;k) and F(u(0))¿ 0:
Thus, ¡maxBR; k (z; k) u ¡ z2.
Now show (2.3). We shall use contradiction arguments to prove it. Suppose that there exists a
sequence {(n; kn)} with n→ 0 as n→∞ such that (2.3) does not hold for all n large. Then we can
re-order the compact sets in (1.3) for each n such that kn = 1 for all n. Setting Rn;1 ≡ Rn; un ≡
un, we shall prove that the following two possibilities cannot occur (if necessary, we can choose
subsequences):
Case (i) −1=pn Rn→ 0 as n→∞;
Case (ii) −1=pn Rn→∞ as n→∞.
Carrying out the transformations
r = 0=Rn; u˜ n(r) = un(0):
We know that u˜ n satisKes the problem
− nR−pn [(|u˜′n|p−2u˜′n)′ +
N − 1
r
|u˜′n|p−2u˜′n] = f(u˜ n) in (0; 1); u˜ n(1) = u˜′n(1) = 0: (2.5)
Moreover, ¡ u˜n(0)¡z2.
If (i) occurs, we can easily obtain by the regularity of the operator −div(|D · |p−2D·) that there
exists u˜∈C1( JB) such that u˜ n→ u˜ in C1( JB) and u˜ satisKes the problem
−div(|Du˜|p−2Du˜) = 0 in B; u˜= 0 on 9B: (2.6)
This implies that u˜ ≡ 0. This contradicts the fact that u˜(0)¿ .
If (ii) occurs, we have the problem
−5n[(|u˜′n|p−2u˜′n)′ +
N − 1
r
|u˜′n|p−2u˜′n] = f(u˜ n) in (0; 1); u˜ n(1) = u˜′n(1) = 0 (2.7)
and u˜ n are positive solutions of (2.7) for all n; 5n = nR
−p
n → 0 as n→∞.
DeKne
En(r) =
5n
p
|u˜′n(r)|p +
∫ u˜ n(r)
0
f(s) ds:
Then E′n(r)¡ 0 for 0¡r¡ 1. Let Hn = {r ∈ (0; 1); 06 u˜ n(r)6 }. We claim that meas(Hn)→ 0
as n→∞. In fact, we know that each Hn is an annulus and
51=pn |u˜′n(r)|¿
[
−p
∫ u˜ n(r)
0
f(s) ds
]1=p
for r ∈Hn:
Therefore,
5−1=pn (1− r)¡
∫ u˜ n(r)
0
[− pF(s)]−1=p ds for r ∈Hn: (2.8)
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Since F(s)¡ 0 is increasing for s∈ (z1; ) and f satisKes (f ′1), we easily know that the right-hand
side of (2.8) is Knite. This implies that
dist(9Hn\9B; 9B)6 51=pn
∫ 
0
[− pF(s)]−1=p ds: (2.9)
This implies meas(Hn)→ 0 as n→∞.
Let 8 =
∫ 
0 [−pF(s)]−1=p ds. Since u˜ n is strictly decreasing in (0; 1), for any 0¡¡8=2, we
have
max
Jn
u˜ n ¿ + 9; 0¡9¡z2 − ;
where 9 is independent of n and Jn = {x∈B; dist(x; 9B)¿ 51=pn }. Let rn ∈ (0; 1) such that
1− rn = 051=pn ; 0¡0¡8=2. Then u˜ n(rn)¿ + 9.
Setting
y = 5−1=pn (1− r); uˆ n(y) = u˜ n(r):
We easily know that uˆ n satisKes the problem
(|uˆ′n|p−2uˆ′n)′ +
N − 1
5−1=pn − y
|uˆ′n|p−2uˆ′n + f(uˆ n) = 0 in (0; 5−1=pn ); uˆ n(0) = uˆ′n(0) = 0: (2.10)
Let Zn = 5
−1=p
n (1− rn). We have that Zn = 0 and
uˆ n(0)¿ + 9: (2.11)
Now we claim that {uˆ′n} is uniformly bounded. In fact, multiplying the equation in (2.7) by uˆ′n and
integrating it over (0; r), we see that
p− 1
p
|u˜′n(r)|p + (N − 1)
∫ r
0
|u˜′n(s)|p
s
ds¡5−1n
∫ z2
z1
f(s) ds: (2.12)
This implies that
|u˜′n(r)|6 5−1=pn
(
p
p− 1
∫ z2
z1
f(s) ds
)1=p
: (2.13)
Since |uˆ′n(y)| = 51=pn |u˜′n(r)|, we easily obtain our claim from (2.13). So {|uˆ′n|p−2uˆ′n}, with p¿ 1
uniformly bounded. Therefore, we obtain from (2.10) that uˆ n→ uˆ in C1loc(0;∞) as n→∞ and uˆ
satisKes
(|uˆ′|p−2uˆ′)′ + f(uˆ) = 0 in (0;∞); uˆ(0) = uˆ′(0) = 0: (2.14)
Moreover,
uˆ(0)¿  + 9: (2.15)
Multiplying the equation in (2.14) by uˆ′ and integrating it over (0; y), we have
p−1
p |uˆ′(y)|p=−F(uˆ(y)). But from (2.15), we know −F(uˆ(y))¡ 0, it is a contradiction. This implies
that Case (ii) cannot occur either. Thus (2.3) holds. Moreover, (2.3) also implies that m()¡∞ for
¿ 0, but lim→ 0+ m() =∞. There is a remark similar to that after Theorem 1.2 here. Therefore,
there are many nonnegative nontrivial solutions of (P) for  suEciently small.
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Remark. The results similar to Theorem 2.1 hold for any ball BR(x0) for x0 ∈RN and R¿ 0.
3. The proof of Theorem A
In this section, we consider the case that  is a bounded smooth domain. We Krst obtain the
following comparison result which is useful in the following results.
Denition 3.1. We call a function u a subsolution (or supersolution) of Problem (P) if
(i) u∈C( J) ∩W 1;p0 (),
(ii) u6 0(¿ 0) on 9, and
(iii)
∫
 (|Du|p−2Du · D;− f(u);) dx6 0(¿ 0)
for every ;∈D+(), where D+() consists of all nonnegative functions in C∞0 ().
Lemma 3.2. Consider function g :R→R, continuous and increasing, such that g(0) = 0 and func-
tions u1; u2 ∈C( J) ∩W 1;p0 () such that, ∀;∈D+():∫

|Du1|p−2Du1 · D;+
∫

g(u1);6
∫

|Du2|p−2Du2 · D;+
∫

g(u2);;
and
u16 u2 on 9:
Then u16 u2 in .
Proof. Let us choose ;= (u1 − u2)+ ∈D+(). Then it follows that
0¿
∫

[|Du1|p−2Du1 − |Du2|p−2Du2] · D(u1 − u2)+
+
∫

[g(u1)− g(u2)](u1 − u2)+
=
∫


|Du1|p−2 + |Du2|p−2
2
|D(u1 − u2)+|2
+
∫
{u1¿u2}

|Du1|p−2 − |Du2|p−2
2
[|Du1|2 − |Du2|2]
+
∫

[g(u1)− g(u2)](u1 − u2)+:
Observe that every summand in this last expression is nonnegative, and hence we obtain that (u1 −
u2)+ = 0 in  or, equivalently, u16 u2 in .
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Lemma 3.3. For every function h(x)∈Lp′(); 1p + 1p′ = 1, the problem
−pu(x) + g(u(x)) = h(x); x∈; u(x) = 0; x∈ 9;
admits a unique solution u∈W 1;p0 (), where g is de6ned as in Lemma 3.2. Moreover, the associated
operator T : Lp
′
()→W 1;p0 (), h → u is continuous and nondecreasing.
The proof of this result can be found in [4]. The fact that T is nondecreasing follows from
Lemma 3.2.
Proposition 3.4. Let N¿ 1,  ⊂ RN be a bounded smooth domain ( be an open interval of R
if N =1) and f satis6es (f ′1) and (f2). Let u ; Ju∈W 1;p0 ()∩C( J) with u; Ju¿ 0 be, respectively, a
sub and a supersolution of Problem (P), with
u6 Ju in :
Then there exists a minimal (and, respectively, a maximal) solution u∗ (resp. u∗) for Problem (P)
in the “interval ”
[ u; Ju] = {u∈C() : u(x)6 u(x)6 Ju(x) in }:
In particular, every solution u∈ [u; Ju] of (P) also satis6es u∗(x)6 u(x)6 u∗(x) for x∈.
Proof. Since f satisKes (f ′1), there exists M ¿ 0 suEciently large such that f(s) +Ms! is nonde-
creasing for s∈ (0; z2). Consider the set [u; Ju] and deKne the operator S : [u; Ju]→Lp′() by
Sv= f(v(·)) +Mv(·)! ∈L∞() ⊂ Lp′(); ∀v∈ [u; Ju]:
Clearly, S is nondecreasing and bounded. Moreover, if vn; v∈ [u; Ju], then
‖Svn − Sv‖p
′
Lp′
=
∫

|f(vn) +Mv!n − f(v)−Mv!|p
′
:
Let vn→ v in . Applying the Lebesgue dominated convergence theorem, we obtain that ‖Svn −
Sv‖Lp′ → 0, and then S is continuous.
Consider the continuous nondecreasing operator G : [u; Ju]→W 1;p0 () deKned by G = T ◦ S, i.e.,
for a function v∈ [u; Ju]; G(v) is the unique solution of the boundary value problem
−pu(x) +Mu(x)! = f(v(x)) +Mv(x)!; x∈; u(x) = 0; x∈ 9:
Writing u1 = G(u); u1 = G( Ju), we obtain that ∀;∈D+(),∫

|Du1|p−2Du1 · D;+
∫

Mu!1; =
∫

f(u);+
∫

Mu !
¿
∫

|Du|p−2Du · D;+
∫

Mu !;;
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and ∫

|Du1|p−2Du1 · D;+
∫

M (u1)!; =
∫

f( Ju);+
∫

M Ju !
6
∫

|D Ju|p−2D Ju · D;+
∫

M Ju !;:
Applying Lemma 3.2 and taking into account that G is nondecreasing, we obtain u6G(u)6G(u)6
G( Ju)6 Ju in ; ∀u∈ [u; Ju]. Repeating the same reasoning, we can prove the existence of sequences
{un} and {un} satisfying
u0 = Ju; un+1 = G(un);
u0 = u; un+1 = G(un);
and, for every solution u∈ [u; Ju] of Problem (P), we have
u06 u16 · · ·6 un6 u6 un6 · · ·6 u16 u0 in :
Then, un→ u∗; un→ u∗ in , with u∗; u∗ ∈ [u; Ju]; u∗6 u∗ in . Since un+1 = G(un)→G(u∗), and
un+1 = G(un)→G(u∗) in W 1;p0 () by continuity of G, then u∗; u∗ ∈W 1;p0 () with u∗ = G(u∗);
u∗ = G(u∗). This completes the proof.
The Proof of Theorem A. It follows from the necessary and suEcient conditions (see Theorem 5 in
[15]) that if f satisKes (f ′1); (f2) and (f3), any nonnegative nontrivial solution u of (P) satisKes
9u=9' = 0 on 9. By arguments similar to Theorem 2.1, we know that Problem (P) has at least
one nonnegative nontrivial solutions.
Choose a large ball B˜ ⊂ RN such that J ⊂ B˜, and deKne u to be 0 in B˜\ J, we have that
u ∈W 1;p(B˜) ∩ C10 ( J˜B). On the other hand, it follows from Proposition 3.4 that there exists a non-
negative nontrivial solution v of (P) in B˜ with v¿ u in B˜ and maxB˜ v ¡ z2. Note that u is
a subsolution of (P) in B˜ and z2 is a supersolution of (P) in B˜. It follows from Theorem 2.1 that
supp v =
m()⋃
k=1
BR; k (z;k); (3.1)
where m()¡∞; lim→ 0+ m()=∞; BR; k (z;k) ⊂ B˜ is a ball with the center at z;k and radius R;k .
Moreover,
C16 −1=pR;k6C2 (3.2)
for  suEciently small and all k =1; 2; : : : ; m(), where 0¡C16C2¡∞ are constants independent
of  and k. Since 06 u6 v in , we have that
supp u ⊂
m()⋃
k=1
(BR; k (z;k) ∩ ): (3.3)
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This implies that there exist 16 q()6m() and F;k ⊂ BR; k (z;k) ∩  such that
supp u =
q()⋃
k=1
F;k : (3.4)
It is easy to see from (3.2) that
−1=pdF; k6C2
for  suEciently small and all k = 1; 2; : : : ; q(). Suppose that the left-hand side of (0.2) were not
true, we can choose the largest ball B∗; k ⊂ F;k such that there exists at least one point x;k ∈ 9B∗; k
with u(x;k) = 0; moreover, there exists a sequence {(n; kn)} with n→ 0 as n→∞ such that
−1=pn dB∗n; kn→ 0 as n→∞. We can re-order the sets F;k in (3.4) such that kn =1 for all n. Now we
consider the problem
−n div(|Dwn|p−2Dwn) = f(wn) in B∗n;1; wn = 0 on 9B∗n;1: (3.5)
It follows from Theorem 2.1 and the remark after its proof of it that there exists a nonnegative
nontrivial solution wn of (3.5) such that
suppwn =
mn⋃
k=1
BRn; k (zn;k) ⊂ B∗n;1
and
wn = wn(0) (0= |x − zn;k |) and 9wn90 ¡ 0 (3.6)
for x∈BRn; k (zn;k)\{zn;k}, k = 1; 2; : : : ; mn.
Since −1=pn dB∗n;1 → 0 as n→∞, we obtain that
−1=pn Rn;k → 0 as n→∞ for all k: (3.7)
The arguments similar to Theorem 2.1 also imply that
max
BRn; k (zn; k)
wn¿ for all k: (3.8)
So we can easily derive a contradiction by the similar proof of Case (i) of Theorem 2.1. This
completes the proof of (0.2).
To prove (0.1), we consider the problem
− div(|Dw|p−2Dw) = f(w) in B∗; k ; w = 0 on 9B∗; k : (3.9)
It is clear that u is a supersolution of (3.9) and 0 is an unstable solution of (3.9). Proposition
3.4 implies that there exists at least one nonnegative nontrivial solution w;k of (3.9) satisfying
06w;k6 u in B∗; k . Theorem 2.1 implies that ¡maxw;k ¡ z2, hence ¡maxF; k u ¡ z2. This
completes the proof of Theorem A.
Remark. The arguments similar to Theorems 1.2 and 2.1 imply that there are many nonnegative
nontrivial solutions of (P) when  is bounded smooth domain and  is small.
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