It is well known that iterative algorithms for image deblurring that involve the normal equations show usually a slow convergence. A variant of the normal equations which replaces the conjugate transpose A H of the system matrix A with a new matrix is proposed. This approach, which is linked with regularization preconditioning theory and reblurring processes, can be applied to a wide set of iterative methods; here we examine Landweber, Steepest descent, Richardson-Lucy and Image Space Reconstruction Algorithm. Several computational tests show that this strategy leads to a significant improvement of the convergence speed of the methods. Moreover it can be naturally combined with other widely used acceleration techniques.
Introduction
In the field of linear inverse problems, new methods for dealing with ill-posedness have been successfully developed, and significant advances were made in the last years. Among inverse problems, an important example is image deblurring [2, 17, 22, 23] . It consists in finding the true image x true of an unknown object, having only the detected image b, which is affected by blur and corrupted by a noise η. In other words, the aim is to find (an approximation of) x true by solving in some way the following linear system
where A is a n × n matrix created according to the Point Spread Function (PSF) and to the Boundary Conditions (BCs), and where b = Ax true + η is the blurred and noisy data [23] . In this paper we assume that the blurring system is space-invariant, which means that the same blur arises all over the image domain, so that the image deblurring is basically a deconvolution problem. Astronomy and civil or biomedical tomography are only few of the many scientific areas in which (1) needs to be solved. There are several techniques in the literature to do that, but generally in real applications, from which arise large-scale linear systems, the choice falls on iterative algorithms. Usually, instead of (1), the system of normal equations
is solved in order to find an approximated least squares solution. Here A H denotes the conjugate transpose of A and we adopt the notation of the complex settings even for real matrices since, in our variant of the next section, complex matrices may arise. Besides ensuring existence in every case and uniqueness of the solution for overdetermined systems, the coefficient matrix A H A of the normal equations has properties that usually A does not have, first of all symmetry in the real case and (semi-)positive definiteness. These properties allow us to use specific powerful algorithms -such as Conjugate Gradient and its generalizations, not considered in this paper -and to improve the behaviour of all iterative methods, which generally become more "stable" (i.e. less sensitive w.r.t. data noise) when applied to (2) than when applied to (1) .
Here we propose a variant of the classical normal equations (2) for deblurring problems which is based on the application of a new preconditioning matrix, called Z, instead of the conjugate transpose matrix A H . In particular, this variant will be considered in the context of iterative methods.
An iterative method for solving (1) is the Van Cittert (or Richardson) method [32] 
whereas the Landweber method [24]
is related to (2) . In these two methods the step size τ > 0 is fixed, while in the Steepest descent method [2] 
τ k is computed at every step by τ k = r k 2 2 / Ar k 2 2 , with r k = A H (b − Ax k ) and where · 2 denotes the Euclidean norm.
Basically, Van Cittert method is fast, but often cannot converge and in general gives rise to stability problems, since it is not able to filter out the noise components on the data b. On the other hand, Landweber and Steepest descent, which have good stability and convergence behaviours, are very slow.
Other methods considered in this paper are Richardson-Lucy method (RL) [29, 25, 30] x k+1 = x k · A H b Ax k (6) and Image Space Reconstruction Algorithm (ISRA) [8, 9] 
that are well-known "statistical" iterative methods, where the multiplication operator · and the division operator / have to be read componentwise and each component of the denominators must be not null. We recall that the RL method requires that the system matrix A is normalized so that the sum of the elements of each column is always 1 (otherwise scaling factors are needed). For classical image deblurring problems, where the entries of A are nonnegative, these two methods directly preserve nonnegativity, but unfortunately they also have a low convergence rate. Usually these latter two methods are applied to actual problems where there is a small background signal [28] , so that the denominator cannot vanish (otherwise the iterations were not well defined), but we do not take care of these details here. Since our blurring model is assumed to be shift-invariant, the matrix A is a (twolevel) structured matrix. The particular structure depends on the boundary conditions of the model [15] and in many cases the matrix A belongs to a trigonometric matrix algebra, so we dispose of the exact spectral decomposition of A via fast trigonometric transforms. The simplest BCs are the periodic ones, leading to the most popular case of block circulant with circulant blocks. These matrices, diagonalized by the 2D Fast Fourier Transform (FFT), are often used in the literature as preconditioners for the system (2), which becomes DA H Ax = DA H b. The two-level circulant preconditioner D is basically a regularized approximation of (A H A) −1 , whose aim is to speed up the convergence only in the subspace with low level of noise (i.e. the so called signal space). We can notice that the adjoint operator A H is first applied to (1), which stabilizes but also slows down the restoration of all the components related to the small singular values of A, and then the circulant preconditioner D is applied to speed up the convergence in the signal space. In other words, in the classical regularizing preconditioning, the preconditioner D has to speed up the slowing down produced by A H . On these grounds, our proposal here is to use a single preconditioning operator, which is the new matrix Z, with the aim of obtaining a preconditioned system ZAx = Zb such that iterative methods become stable (as well as usually obtained through the normal equations involving A H ) without slowing the convergence in the signal space (so that no subsequent accelerating operator D is needed). A forefather of this idea can be found in [12] , where, in the equation (2) , A H was replaced by a particular blurring operator. This means that the right hand side of our preconditioned system can be seen as a further blurring of b by the application of Z. Thus, according to this notion, we call our approach reblurring preconditioning. In this paper, we show how to define a proper blurring operator Z, depending on A, that provides a faster convergence than the normal equations (2) (i.e. Z = A H ), without spoiling the quality of the restoration. The Z variant will be introduced and analysed in the context of all the iterative methods (3)-(7), allowing us for promising developments and further applications [10] . We emphasize that Z can be designed in many ways, not only by using the characterization based on classical regularizing preconditioning D: once singled out what properties have to be considered as "attractive" (stability similar to that of normal equations, without slowing down the convergence), one can try to build Z in different ways to get them. In this paper we explore: i) preconditioners Z obtained by coarsening of the PSF;
ii) preconditioners Z defined by complex spectral filtering of the matrix A.
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The first technique is simple to be implemented, but it requires a blurring about symmetric in every direction and it does not provide accurate restorations when the PSF is highly non-symmetric. The second one, with complex spectral filtering, provides good restorations without requiring an accurate estimation of the regularization parameter, as opposed to the classical regularizing preconditioning, with real spectral filtering, of the normal equations. Furthermore our approach avoids the matrix-vector product with A H . This way, together with a faster convergence, the matrix Z leads to a lower computational cost. Several numerical tests confirm the good feature of our proposal for different kinds of BCs like zero, reflective and anti-reflective.
The paper is organized as follows. In Section 2 we introduce the Z variant idea in a general framework, illustrating theoretical properties and applications to iterative methods (3)- (7) . In Section 3 we describe a simple coarsening technique to build a specific matrix Z and report first related computational results. Section 4 is devoted to the investigation and testing of more sophisticated strategies to build Z, coming from preconditioning theory based on complex spectral filtering of A. In Section 5, some comparisons, general comments and numerical results for deblurring problems with zero BCs are shown, where Z variant gives rise to a huge improvement of performances with respect to classical circulant preconditioners. In Section 6, in order to corroborate our proposal in a more general setting, we do the same thing for problems having reflective or anti-reflective BCs. Finally, Section 7 is devoted to conclusions, open issues and possible developments.
The idea
All the algorithms of §1 base the update of the iteration on the "key" quantities
which both give information on the "distance" between the blurred data b and the blurred iteration Ax k . All the methods, except (3), require the application of the adjoint operator A H . By an applicative point of view, the n × n matrix A H can be seen as a reblurring operator, whose role is basically to help the method to manage the noise.
As already sketched in the Introduction, our idea is to pick a new n × n matrix Z, which is related to A H and which will replace A H . This way, (2) becomes
which is just a preconditioned version of (1). Pure formally, we can reformulate all the previous iterative methods in the new Z context. We will place a Z before the name of a method to distinguish it from the original one. Then, for complex step lengths τ, τ k , we have the Z-Landweber method
the Z-Steepest descent method
4 the Z-RL method
and the Z-ISRA
Van Cittert algorithm (3) does not depend on A H , so that it cannot be directly generalized to Z. However, the Van Cittert idea (that is, not to use A H ) can be applied to RL and to ISRA. This way, in both the RL and ISRA cases, Van Cittert gives rise to the same method
It is interesting to note that Z-Landweber (9) can be seen as a generalization of both Landweber method (4), where Z = A H , and Van Cittert method (3), where Z = I. The goal of any Z variant is then to find an "equilibrium" between high convergence speed (such as Van Cittert, i.e. Z = I, which is fast and unstable), and good quality of the reconstruction (such as Landweber, i.e. Z = A H , which is slow and stable). Furthermore one can think to choose Z as a completely new operator, not necessarily related to a blurring process, and this might drive to further developments of the idea proposed here.
Z-Landweber method
Let us first consider the Z-Landweber method and let x 0 = 0 be the initial guess (this assumption is not mandatory, but it simplifies and improves the readability). For our analysis, we only require that the n × n matrix M = ZA is diagonalizable as
where Λ M = diag(m 1 , . . . , m n ) is the diagonal matrix of the (complex) eigenvalues of M and the columns of T denote the corresponding eigenvectors. Following [5] , by rewriting (9) as
such that x k = G k Zb can be diagonalized in the same way as follows
for k ≥ 1 , where
is a k-degree polynomial. Using the last formula, for j = 1 . . . n, we have
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Now we are ready to study the behaviour of the k-th Z-Landweber iteration x k . Let t 1 , . . . , t n be the column vectors of the matrix T andt 1 , . . . ,t n the row vectors of the matrix T −1 . On one hand
Zb and therefore, if we define the (complex)
On the other hand, we can define as x the vector x = (ZA) Zb,
where we define ( † if ZA, hence Λ M , is invertible or T is unitary, so that, in these cases, x = x † , where x † denotes the Moore-Penrose generalized solution of (8) . Since
. . , n . Thanks to (14) , if m j = 0 we have
The rate of decay of this error depends on the value of the parameters τ and m j . For Landweber with normalized matrices such that ZA 2 = 1, we set τ = 1, so that (16) only depends on the distance of m j from 1. Now we give some theoretical results about convergence of Z-Landweber method, based on the analysis of (16) . We underline that (16) requires that m j = 0 and so we will prove convergence under such an assumption, which simplifies the analysis.
Before going on, we briefly mention that if m j = 0 (i.e. when M is not invertible or equivalently Kernel Z ∪ Kernel A = 0 ), we havet j x = 0, whereas, thanks again to (14) , t j x k = τ kβ j , which diverges if β j = 0. This case requires an early stop of the iterations in order to prevent the growth of such a divergent componentt j x k . Theorem 1. Let m j = ρ j e iθj , j = 1, . . . , n , be the non-zero complex eigenvalues of the n × n matrix M = ZA. Then a necessary condition for the convergence of the Z-Landweber iteration (9) is that there exists an angle δ such that
Moreover, with complex iteration step length τ = ρ τ e iθτ , then Z-Landweber method converges to the generalized solution x † of Ax = b if and only if
Proof. Since M is invertible, by virtue of (14) and (16) we have thatt j x k →t j x † ∀j, as k → +∞, if and only if |1 − τ m j | < 1, ∀j . Here x † is the same generalized solution of 6 both (1) and (8) . Let τ m j = ρ τ e iθτ ρ j e iθj = σ j e iγj , where σ j = ρ τ ρ j and γ j = θ τ + θ j . The last condition |1 − τ m j | < 1, since
is equivalent to σ j (σ j − 2 cos γ j ) < 0, ∀j. This yields σ j = 0, ∀j, which implies ρ τ > 0, since by hypothesis ρ j = 0, and the latter condition becomes
To satisfy (19) , it is necessary that ∀j , cos γ j > 0, that is γ j = θ τ + θ j ∈ (−π/2, π/2), which can be satisfied only if (17) holds . Finally, (19) leads to (18) . We note that, when the necessary condition (17) holds, θ τ has to be chosen in such a way to satisfy θ τ + θ j ∈ (−π/2, π/2) . If there exists an index j such that θ τ ∈ (−π/2 − θ j , π/2 − θ j ) , then condition (18) on ρ τ cannot be satisfied. In this case, ZLandweber method will never converge, independently from the choice of τ ∈ C (on the contrary, we recall that the classical Landweber method always converge for a right choice of the real step length τ ∈ R ).
In the hypotheses of Theorem 1, then
are two necessary conditions for the convergence of the Z-Landweber method. Moreover, the Z-Landweber method converges to x † if and only if
Proof. Once noticed that M = A H A is a hermitian and positive definite matrix, so that θ j = 0 ∀j , these results follow from (17) and (18) , using the general inequality 2 cos θ ≤ 2 and min 1/ρ j = (max ρ j )
2 . It is interesting to notice that, by Corollary 2, if τ ∈ R we obtain the well-known convergence interval of the classical Landweber method 0 < τ < 2/ A 2 2 . Anyway, when τ ∈ C, we highlight that the analogous condition related to the modulus ρ τ is not sufficient, but only necessary.
In some cases (see §3), both A and Z have the same basis of eigenvectors, that is
where the values λ i and z i , for i = 1 . . . n, denote the complex eigenvalues of A and Z respectively and the columns of T denote the corresponding eigenvectors. This condition allows us to better discuss the basic properties of the matrix Z. For sake of simplicity, let us consider a preconditioned matrix ZA such that τ = 1 guarantees convergence according to Theorem 1 (a rescaling is enough to do this). Recalling that the classical Landweber method is an iterative regularization method, in order to have that the new ZLandweber method is again a regularization method, z j has to behave so that |1 − m j | = 7
|1 − z j λ j | is close to 1 when λ j is a small eigenvalue -so the reconstruction is slow in "high frequencies", typically highly corrupted by noise -and close to zero when λ j is a large eigenvalue -so that the reconstruction is fast in "low frequencies", typically slightly corrupted by noise. From this fact we can deduce that ∀j, z j can be chosen as |z j | ≈ 1/ |λ j | when λ j is a large eigenvalue, while |z j | ≈ 0 when λ j is a small eigenvalue, with argument arg(z j ) = − arg(λ j ) (or a suitable approximation). As we will see in §4, these constraints can be satisfied, for instance, choosing z j by means of filtering procedures on λ j .
Z-RL and Z-ISRA
Now we study the Z variant of the non-linear statistical methods (11) and (12). Differently from Z-Landweber, we now do not provide a rigorous convergence analysis, but we show some analogies with classical linear iterative methods, in order to understand how they work. Anyway, in the following sections we will see that numerical experiments with (11) and (12) show good performances.
Let us assume that each component of Ax k and ZAx k is not null. Z-ISRA can be exactly rewritten in this way
while Z-RL can be approximated by the following formula
The approximation error for Z-RL, that is the difference between (21) and (11), is
Recalling our basic assumption [Ax k ] j = 0 ∀j, this approximation error is zero when Ze = e, being e the all-ones vector. We remark that normalized blurring operators Z with periodic, reflective and anti-reflective BCs always satisfy Ze = e, differing from the zero BCs which usually do not give Ze = e (so that in this latter case the approximation error may be not null). Anyway, from (20) and (21), we can write this general form
where S k and T k are diagonal matrices. In particular, for (20) we have S k = diag(
and T k = I, where I is the identity matrix of order n, while for (21) we have (22) is interesting since it shows that both Z-ISRA and Z-RL have analogies with the iterative scheme of the Simultaneous Iterative Reconstruction Techniques (SIRT), in which S k ≡ S and T k ≡ T are two fixed matrices (see [16] for details). S k and T k of (22) depend on x k and can be viewed as componentwise adaptive descent parameter of the methods (they play a role similar to the step length τ of Landweber, which, on the contrary, is fixed and equal for all the components). 8
Z built by a coarsening technique
Firstly we consider the case of periodic boundary conditions such that both A and Z are Block Circulant with Circulant Blocks (BCCB) matrices. Since both A and Z have a common eigenvector basis, the 2D discrete Fourier matrix F [27, 4, 6], we can write
where λ i and z i are the complex eigenvalues of A and Z. Therefore, replacing T with F , arguments of the end of §2.1 can be used in this context. The issue concerning how to build, in some sense, the "better" Z -that is, we recall, the better compromise between high convergence speed for Z = I and good quality of the restored image for Z = A H -goes beyond the aim of this paper and it might be the topic for a future research. In this paper we only provide some valid roads. The first simple procedure we use to construct Z from A is a coarsening strategy that we define working directly on the images.
Let X ∈ R n1×n2 be the 2D image corresponding to the vector x ∈ R n , with n = n 1 n 2 , where x is obtained by stacking the columns of X. We denote by PSF A ∈ R n1×n2 the PSF associated with the matrix A (for an example see the image in the middle of Figure 4 ). Only for notational simplicity, we assume that the PSF is centered in the middle (the central coefficient is indexed by (0, 0)) and both n 1 and n 2 are odd. In the case of periodic BCs the matrix A has the factorization (23) with the eigenvalues
If PSF A is quadrantally symmetric (i.e. symmetric along the two axes), then A is positive definite and, according to well-known spectral properties of blurring matrices [23, 13] , f has the following property.
Property 3 ([13]
). Let f be the generating function associated to a positive definite blurring matrix A. Then f is even, non-negative, 2π periodic in each variable, and monotone nonincreasing in [0, π] × [0, π] along each direction (f has maximum at the origin and minimum at [π, π]).
To define a proper coarsening strategy, we need to define the projection operator by convolution with a chosen kernel followed by down-sampling. The downsampling operator ↓ is defined as
such that
According to the analysis in [13] , the convolution kernel P ∈ R m1×m2 , m 1 ≤ (n 1 − 1)/2, m 2 ≤ (n 2 − 1)/2, m 1 and m 2 odd, has to be a low-pass filter in order to obtain a coarser PSF that is again a blurring operator. In the following P will be usually chosen as the 2D Full Weighting Operator Fwo = 1 16
centered at the entry in position (2, 2). On these grounds, we generate the following new smaller PSF
where is the convolution operator defines as (X Y ) i,j := j1,j2∈Z X j1,j2 Y i−j1,j−j2 and ν a constant such that i,j (PSF NEW ) i,j = i,j (PSF A ) i,j , in physical terms the overall light (i.e. the energy) of the PSF is kept as constant. For instance, for P = Fwo we fix ν = 4. Since the size of PSF NEW is about one half of the size of PSF A in each direction, if useful in the implementation, PSF NEW can be padded by zeros until to size n 1 × n 2 keeping the center of the PSF in the middle of the image.
The choice P = Fwo ensures that PSF NEW has non-negative entries and is again a blurring operator. Unfortunately, it is not sufficient that PSF NEW is a blurring operator, but it has to share, and possibly enhance, some properties of PSF A . When PSF A is quadrantally symmetric, i.e. A is positive definite, P should to be chosen such that the generating function obtained by PSF NEW has again the Property 3. The filter factor analysis in [14] shows that a multilevel regularization strategy requires that also the generating function of P satisfies the Property 3. The following result allows us to directly verify that the PSF NEW satisfies Property 3.
Proposition 4 ([1]
). Let f and p be real trigonometric polynomials associated to PSF A and P , respectively. Then, computing PSF NEW by (26) , the generating function associated to
where
If P is Fwo or the identity, then p and hence also f NEW share the Property 3. For instance, when P = Fwo the associated generating function is p(x) = (1 + cos(x 1 ))(1 + cos(x 2 ))/4. The coarsening strategy (26) is the algebraic procedure for defining coarser matrices in multigrid methods by Galerkin conditions [13] . Thus, the Z-matrix is defined as Z = V H , where V is the matrix that results from using the PSF NEW with, in general, the same BCs of A. The support of PSF NEW is about one half the support of PSF A and repeating the procedure recursively we can get smaller and smaller PSFs (see Proposition 2 in [1] ). In the following, we will denote by PSF 1/2 j the PSF obtained applying j times the coarsening strategy since its size in each direction is about a factor 1/2 j of the size of PSF A .
In this paper we only consider weighting operators P that give rise to the new point spread function PSF NEW "thiner" than the original PSF, that is, which is mainly located near the center and which fast vanishes to zero far from the center. Heuristically, the new PSF lies between the original PSF and the Dirac delta function, which is the PSF of the identity operator, so that the role of Z will lie between those of A H and I. 10 A classical PSF that is included in the previous analysis is the Gaussian blur. However, the following numerical results show that in practice this approach is robust to small perturbations. Figure 1 shows the trend of the modulus of the eigenvalues of Z, |z j |, in comparison with the modulus of the eigenvalues of A, |λ j |, for the PSF in Figure  4 (i.e. the Satellite deblurring problem of the next §3.1). We note that |z j | is closer to 1 than |λ j | for large |λ j |, i.e. in the signal space (low frequencies, corresponding to the small indices j of Figure 1 ). This way, the eigenvalues m j = z j λ j of the preconditioned matrix M = ZA are closer to 1 than the eigenvalues |λ j | 2 of the preconditioned matrix M = A H A of the classical least squares approach, so that Z variant is able to speed up the iterative method in the signal space with respect to the least squares approach. From Figure 2 , related to PSF 1/8, we can analyse the behaviour of λ j , z j and m j in the complex Gauss plane. According to the previous analysis (Proposition 4), for the coarsening technique (26) the PSF must be quadrantally symmetric, and Theorem 1 tells us that it is necessary that all the eigenvalues m j lie in the same half-plane. This is numerically true for Satellite example, i.e. the PSF is near to be symmetric and the eigenvalues m j stay basically in a half-plane. Indeed, as we will see in §3.1, the use of Z variant in numerical tests is successful. On the other hand, for a highly non-symmetric PSF like a motion blur, z j and m j have the "bizarre" behaviour reported in Figure 3 . The necessary condition of Theorem 1 does not hold (since there is not any half plane containing all the eigenvalues) and in this case any Z method proposed in this section fails to converge (these arguments will be numerically confirmed at the end of §5.2).
Finally we observe that, although Z variant by coarsening (26) can be fruitfully applied to very different PSFs, it is mainly conceived for PSFs which have a wide distribution width. This is due to the fact that the downsampling technique reduces the "size" of the distribution width of the PSF, so that the technique is really effective if the original distribution is large. Moreover the PSF has to be (at least numerically) quadrantally symmetric.
Computational results relative to Z built by the coarsening technique
Throughout this paper we will always use images of 256 × 256 pixels to test the proposed techniques. The first popular dataset we consider has been developed by the US Air Force Phillips Laboratory, Laser and Imaging Directorate, Kirtland Air Force Base, New Mexico [20] and it is shown in Figure 4 . The problem is moderately ill-conditioned (cond(A) ≈ 1.3 · 10 6 ), but it has a considerable presence of Gaussian white noise ( η 2 / Ax true 2 ≈ 4.5%). Since we know the true image x true , to measure the quality of the deblurred images we compute the Relative Restoration Error (RRE) x − x true F / x true F , where · F is the Frobenius norm and x is the computed restoration. In the following tables we will list the minimum RRE, that is the minimum value of x k − x true F / x true F within the first 10000 iterations (always not achieved), and the corresponding number of iterations k (IT), for different Z methods of §3. Since the statistical methods RL and ISRA compute automatically non-negative approximations, in the numerical tests for Landweber method and Steepest descent method we employ the projection on the non-negative orthant, by setting to zero all the negative components of any iteration. In Table 1 the numerical results for both Landweber (left) and Steepest descent (right) are reported in the first row, followed by their related Z variants. Table 1 shows that Z matrices of §3, although they are not able to overcome the best RRE of the classical methods in the first row of the tables, give rise to remarkable acceleration of the convergence speed. In particular the RRE values of Z-Landweber (left) are similar to the RRE of the corresponding Z-Steepest descent ones (right), but the iterations values (IT column) show that the Z-Steepest descent methods are better. About the Van Cittert method, the numerical results of the last row confirm that the method is unstable, since it starts to diverge very quickly, so that the quality of its reconstruction is really poor. As expected, the more the PSF of Z is thin (i.e. the technique (26) is applied more times), the more the Z-method is fast. From end to end, we have the Landweber method (Z = A H ) on one side, which is very stable but very slow, and Van Cittert method (Z = I) on the other side, which is very fast but very unstable. The new preconditioning strategy of this paper can be viewed as a first attempt to obtain a compromise between stability of Landweber and speed of Van Cittert. Indeed the preconditioner Z has to be properly chosen in an intermediate way between these two extremes preconditioners A H and I, to inherits and to balance the good properties of both Landweber and Van Cittert methods (see Figure 5 where three corresponding restorations are shown; similar images can be obtained by Steepest descent and its Z variants). Table 1 , left side. Table 2 is related to the statistical methods Z-RL (left) and Z-ISRA (right), with the same organization of Table 1 . We mention that this kind of test, which involves Gaussian noise, is not properly suitable for RL, specifically designed for image deconvolution in the presence of Poisson noise. Anyway, RRE of Z-RL and RRE of the corresponding Z-ISRA are very close each other. It is interesting to notice that as the PSF of Z becomes thiner and thiner, the results of Z-RL (11) and Z-ISRA (12) tend to become more and more 13 similar: this scenario is expected, since at the end Z ≈ I, so that Z-RL and Z-ISRA tend to be the same method (13) . Figure 6 shows some restorations with Z-ISRA for some choices of Z (similar images can be obtained by RL and its Z variants). Table 2 , right side.
Finally we compare different choices of the weighting operator P in the projector. We can chose P as a small Gaussian blur or P = I (the identity matrix) instead of the full weighting operator Fwo. In these cases, we have that Z-Landweber with PSF 1/8 gives the following results: for P = I the RRE is equal to 0.3540 in 88 steps (high speed and low accuracy), for P = Fwo the RRE is equal to 0.3458 in 111 steps (middle speed and middle accuracy) and for P equal to a Gaussian the RRE is equal to 0.3384 in 168 steps (low speed and high accuracy).
Z built by filtering techniques
On the one hand, the way to build Z of §3, which acts directly on the PSF of A, has the advantage of being simple and reliable, since it does not require to set any parameter, and the advantage of preserving the non-negativity of the elements of the PSF. On the other hand, Z of §3 has the drawback that ZA of (8) looses the good property of the classical least squares matrix A H A of having real and non-negative eigenvalues -although the complex eigenvalues of ZA of §3 have usually real part which is nonnegative and imaginary part which is very small. As a matter of fact, Z of §3 gives poor restorations in the non-symmetric cases.
More sophisticated techniques to build Z require to work with the eigenvalues λ j of A -available, for instance, by means of FFT of the PSF in the case of periodic BCs -and to filter them in a proper way. These techniques based on filtering, lead to Z matrices that have, in some sense, opposite properties of the Z matrices of §3 based on downsampling. Indeed, as we will see in the following of this section, the new Z matrices 14 require the choice of a proper threshold parameter ζ and unfortunately the non-negativity of the elements of the PSF is not preserved. Despite that, the technique of this section is successfully applicable to any PSF and the imaginary part of any eigenvalue of ZA vanishes.
Basically the simplest procedure to compute Z by filtering is the following. By considering the decomposition (23), chosen a threshold parameter ζ in a suitable way, we take Z = F diag(z 1 , . . . , z n )F H with each z j defined as
where λ j = ρ j e iθj denotes any eigenvalue of A. This simple procedure, which we will refer as VC filtering, for the largest eigenvalues of A employs (a symmetric generalization of) the Van Cittert approach of using the identity matrix instead of A H in the normal equations (indeed the modulus ofλ j / |λ j | is one if |λ j | ≥ ζ , so that ZA can be though as a symmetric approximation of A for those eigencomponents). On the contrary, for the small eigenvalues of A, (27) gives rise to the classical normal equations approach, since for those eigencomponents (8) is equivalent to (2) (indeed therein the eigenvaluesλ j of Z are exactly the eigenvalues of A H ). To generalize the basic technique (27), we consider a real function f : [0, +∞) → [0, +∞) and define an f filter for Z such that
Heuristically, comparing again Z and A H , the function f is conceived with the aim of modifying the modulus of the eigenvalues of A H with continuity, as will be better explained in the comprehensive §4.1. A simple but effective choice might be f (x) = γx+1, with γ 1. This gives rise to a matrix Z with eigenvalues z j such that |z j | = 1 if the corresponding eigenvalue λ j of A is large and such that |z j | is contained in (|λ j | , 1) if the corresponding eigenvalue λ j of A is small. To allow us a comparison between the (small) parameter ζ of (27) and the (large) parameter γ for this particular filter f (x) = γx + 1, we calculate the intersection between the line y = 1, related to the modulus of the largest eigenvalues z j of (27) , and y = γx 2 + x, related to the smallest eigenvalues z j of (28) for f (x) = γx+1, and we impose that this point is ( √ 2ζ, 1). This choice is only motivated by numerical validation; the choice ( √ 2ζ, 1) allows to obtain restorations of similar quality. So we have
Before going on, in Table 3 we report some first computational results of Z variant with VC filter (with ζ = 0.01, left side) and f filter (with γ = (2ζ 2 ) −1 = 5000, right side) for the same Satellite data set used in §3.1 (more meaningful results will be given in §4.2). Table 3 shows that performances of Z-Landweber with VC filter (left side) are superior to those of Z-Landweber 1/2 k of Table 1 , in terms of both quickness and quality of reconstruction. Furthermore results of Z-Landweber with f filter are slightly better 15 than those obtained by VC filter. The latter statement is also true for Z-Steepest descent and Z-ISRA, while for Z-RL f filter takes an higher number of steps, but reaches a much better restoration than VC filter. Table 3 : Z variants with VC filter (27) and with f filter (28) for test set of Figure 4 .
Z variant meets regularizing preconditioning
In this section we will illustrate the link between Z variant and classical preconditioning described in the literature. By considering again the decomposition (23) and taking into account (16), if we attempt to reduce the distance of m j from 1 in the most intuitive way, i.e. by trying to do a kind of inversion, just considering z j ≈ λ −1 j , we meet the classical preconditioning framework developed for Landweber. Basically, the least squares problem (2) is replaced by the following linear system
where the matrix D is the preconditioner, while the Landweber method becomes
Without deep details, the preconditioner D is a regularized approximation of (A H A) −1 . In image deblurring, D can be successfully computed by means of filtering procedures on the eigenvalues of A H A [5] . A natural question arises: which are the differences and the connections between the preconditioning (29) based on D and the proposed preconditioning of §4 based on Z?
Our aim is now to analyse the question and give an answer. In the context of
H preconditioning, called λ j the eigenvalues of A, d j the eigenvalues of D, we first can itemize the following filtering procedures:
• f Filter
• p Low Pass Filter
• p Hanke Nagy Plemmons (H.N.P.) Filter [20] 
• Tikhonov Filter
• q Tikhonov Filter
where p, q > 0 are real values, and m q = mean j (|λ j | q ) is the arithmetic mean.
On the other hand, in the context of Z = F diag(z 1 , . . . , z n )F H variant, recalling the basic example (27) , by using each filter we can define the eigenvalues of Z as
Indeed note that (27) corresponds to the H.N.P. filter (33) with p = 1.
This way, the answer of our question about differences and connections between D of (29) and Z of (8) is now given: in the case of periodic BCs, in which A is BCCB, using filters with Z or D, both BCCB, is completely equivalent, since Z = F Λ Z F H , where the diagonal matrix Λ Z is formed by the eigenvalues z j =λ j F(λ j ), F denoting the filter, and
where the diagonal matrix Λ D contains the eigenvalues d j = F(λ j ). In both the two cases (9) and (30), the methods become the same
where Λ = Λ Z = Λ D Λ A H . The basic assumption that both A and Z are related to periodic BCs (i.e. BCCB matrices) is crucial. Indeed the equivalence between Z and DA H is no more true if we have zero BCs. The reason is that the related space of Toeplitz matrices is no longer an algebra. We will analyse this matter in §5, devoted to the zero BCs case, in which we will show how Z variant can improve the classical circulant preconditioning.
We note that the first filtering technique (31) has been defined here in (28) , while the others, for p = 2, come from literature about preconditioning; p variants and q variants are our proposals, based on heuristic considerations linked to the recent regularization theory on L p Banach spaces. According to the classical regularization theory, the key parameter of most of these filters is the threshold parameter ζ > 0: in the noise space (i.e. eigencomponents with |λ j | < ζ) high filtering effects arise, while in the signal space (i.e. |λ j | ≥ ζ) there is low or null filtering. Analogously, the key parameter of the Tikhonov filter is the regularization parameter α. Regarding our proposal of q Tikhonov filter (36), with q > 0 (usually 1 ≤ q ≤ 2), the regularization parameter becomes q, since the classical Tikhonov parameter α is now replaced by m q , which depends on q. In this case, the convergence speed of iterative method increases as q approaches 0, and in general the quality of the restoration does the opposite. The introduction of the p-filters (32)-(34) (with 1 ≤ p ≤ 2) is an attempt to create a link, for example in (33) , between VC filter (27) (for p = 1) and the classical H.N.P. filter [20] (for p = 2) and, at the same time, to generalize them. The speed of iterative method increases as p approaches 2, and again the quality of the restoration do the opposite.
On these grounds, we can say that the action of these different filters can be unified in the framework of the two leading ideas of reblurring and inversion. More specifically, looking at Figure 7 , where we have the modulus of the eigenvalues λ j of a blurring matrix A (normalized as A 2 = 1) on the abscissa and the corresponding modulus of the eigenvalues of the matrix Z on the ordinate, we have drawn three areas: a) the black one, over the horizontal line of ordinate equal to 1 (this line corresponds to the Van Cittert method, where Z = I, so that all the eigenvalues are equal to 1); b) the white one, between the horizontal line and the bisecting line (this line corresponds to the Landweber method, where
c) the grey one, under the bisecting line.
We will talk about regularizing inversion preconditioner if |z j | lie in the black area, while we will talk about regularizing reblurring preconditioner if |z j | lie in the white area. Taking into account that any |λ j | ≤ 1, in the first case the role of Z is close to an inversion, since |z j | ≥ 1, while in the second case, the role of Z is close to a blurring, since |z j | ≤ 1 as well as |λ j |. The first case should give a strong, and often unstable, acceleration of the convergence; the second case -which we are interested in -should give a convergence speed greater than the one of the classical Landweber method, without loosing its good stability properties. In the grey area, any iterative methods based on the Z variant equation (8) is even slower than the corresponding method based on the normal equation (2), since |z j | < |λ j |, as used in the theory of regularizing preconditioning for strongly ill-posed problems [18] . More generally, the relationships between (8) and (29) can be easily understood by considering the case where A is real symmetric and positive definite. Taking into account the basic convergence behaviour of the simplest stationary method (4), since
is small, we have that the iterative method based on the normal equation A H Ax = A H b is much slower than the same iterative method based on the original equation Ax = b for all the components related to small eigenvalues of A. Although the normal equation improves the regularization capabilities of the iterations (indeed the noise space is generated by spanning the eigenvectors associated to small eigenvalues), often the convergence becomes too much slow. To overcome this issue, the inversion preconditioner D (which approximates the inverse of A H A) is applied to quicken. Our proposal can be summarized as follows: instead of slowing down with A H (to obtain stability) and then speeding up via the preconditioner D (to obtain again quickness), we adopt a single preconditioner operator Z which gives, simultaneously, good stability and high speed.
Before analysing the zero BCs case in §5, we have to complete the arguments for the periodic BCs case, by giving computational results in the next subsection. We also discuss if and how it is possible to use the previous filters for the statistical iterative methods (11) and (12).
Computational results relative to Z built by filtering techniques
The aim of this subsection is to provide a comparison of performances of the filters (31)-(36). In Table 4 we list the results of Z-Landweber for the Satellite deblurring problem (ζ = 0.013, α = 0.005, q = 1). We can argue that the proposed q Tikhonov filter (36) gives a better compromise between speed and quality, as shown in the last row of left side where RRE = 0.3369 within only 7 iterations and in Figure 8 , where three different restorations can be evaluated. Moreover the results of the right side of Table 4 , all related to different choices of the value of p of the filters (32), (33) and (34), show that, in general, the p strategy can bring a meaningful enhancement of the restored image. We remind that Low pass, H.N.P. and T.Y.Z. are well-known filters coming from literature about preconditioning (where p is set equal to 2), while our proposals are p variants of them. Table 4 , right side.
approximation [7] , see [18] for references and details). In other words, if we want to obtain a BCCB preconditioner for a BTTB problem, we have only to replace the eigenvalues of A, λ j , with the eigenvalues ofÃ, say κ j , in all the filters and the techniques used to create Z and D. The idea behind the classical inversion filters, such as (32)- (36) (resp. A −1 ), so that DA H A (resp. ZA) is "near" to the identity matrix. The reason of inverted commas is that, as we described in §4.1, this is done only in the signal space, i.e. where |λ j | ≥ ζ, being ζ the threshold parameter, or with the introduction of the regularization parameter α, associated with Tikhonov filter.
Our aim is to compare here the effects of using classical preconditioners D and reblurring preconditioners Z. Differently from the periodic BCs case, D and A H A (resp. Z and A) are no longer in the same algebra. Thus, using eig to indicate the eigenvalues of a matrix, we arrange the eigenvectors of A H A (resp. A) according to the Fourier basis, whose vectors are the eigenvectors of D (resp. Z), (see [33] for the approximation of the eigenvectors of Toeplitz matrices by means of the Fourier vectors). On these grounds, let us consider a matrix D (resp. Z) such that eig j (D) = (κ j κ j ) −1 (resp. eig j (Z) = (κ j ) −1 ) in the signal space (i.e. for |κ j | 0). In this signal space we have
Therefore, with regard to the comparison between Z variant and inversion preconditioning, the point is to evaluate if (38), which comes from Z approach, is closer to one than (37), which is related to D approach. Regarding (38), we have
where the complex value ω = (κ j λ j )/(|κ j | |λ j |) depends on how good is the approximation of the angle of the eigenvalue λ j made by κ j . Regarding (37), we have
where the real value t = 1 + |λ j | / |κ j | depends on how good is the approximation of the modulus of the eigenvalue λ j made by κ j . We notice that if the angle of κ j is near to the angle of λ j , then ω ≈ 1, hence
where t > 1 (t ≈ 2 if also the approximation of the modulus is close to be exact). So by comparing (39) and (40), we can summarize that the reblurring preconditioner Z gives the possibility to manage and control the angles between its eigenvalues and the corresponding eigenvalues of the system matrix (these angles are related to the values ω, which are basically fixed for D). Figure 9 (left) shows that for ω = 1, Z variant beats D preconditioning everywhere, since the distance (39) (dotted line) is always lower than (40) (solid line). As ω goes away from 1, the interval in which (40) is lower than (39) spreads slowly, as shown by Figure 9 (right). From this simple analysis we can argue that the proposed Z strategy is suitable for the more involved zero BCs too, as confirmed in the next subsection. 21 
Computational results
To test BCCB preconditioning and Z variant for BTTB systems, we take into account the Saturno deblurring problem of Figure 10 The blurred and noisy data b has been generated by convolution with zero-BCs. The noise is white Gaussian, about 4%. First we compare the performances of D-Landweber method (30) versus the Z-Landweber method (9), both using q Tikhonov filtering (36). In this case, the top side of Table 7 shows some improvements given by Z variant. ZLandweber is preferable both in terms of speed (i.e. number of iterations) and accuracy (i.e. RRE). We enforce this comment on the computational time, by reminding that one single iteration of Z-Landweber is even cheaper than one single iteration of DLandweber. In Figure 11 , some restorations relative to the top side of Table 7 are shown, highlighting the difference between the two strategies. For the same level q = 2, the ZLandweber restoration (center) is better than the D one (left). By comparing a number of iteration similar to the Z one, for D-Landweber we show the restoration with q = 3 on the right, where again a lower reconstruction of the details appears. In Figure 12 we report the related convergence histories, that is, the RRE vs the iteration index, for q = 2 (left) and q = 3 (right). We notice that Z approach and D approach walk together for the initial iterations, then D-Landweber (solid line) starts to diverge, whereas ZLandweber (dashed-dotted line) continues its iterative process going to a valuable better approximated solution for many iterations (and after that, but much later, also the ZLandweber starts to slowly diverge). This flat behaviour of Z close to the best solution is very useful since it simplifies the choice of the stopping iteration. The bottom-right side of Table 7 concerns the VC filter (27) and the reblurring filters of type (28) (ζ = 0.01, γ = 5000). The difference between the D-Landweber and ZLandweber methods is again strong, and Z is better in terms of RREs. The same can be observed for the p T.Y.Z. filter, with ζ = 0.05, reported in the bottom-left side of Table 7 . The D-Landweber suffers often from convergence problems: if we pick a lower ζ value (ζ = 0.01), D-Landweber does not converge at all for any value of p, while our 23 Z-Landweber works fine, since it gives RRE = 0.1675 after 5 steps for p = 1.5, and RRE = 0.1580 after 26 steps for p = 1. Anyway, a similar negative influence starts to affect also Z-Landweber as p becomes greater, even if in a less dramatic way. Finally we report also here the Z-Landweber method presented in §3, which has the great advantage that it does not need any parameter setting. For Z-Landweber 1/4 we get an RRE equal to 0.1470 after 60 steps, which is a quite good result compared to ones reached by sophisticated filters, which, on the contrary, require the tuning of the threshold parameter.
As already remarked, the efficiency of Z variant by filtering techniques of §4 does not depend on the symmetry of the PSF. This is important since, differing from the D preconditioning (which is always applied to the normal equation with the Hermitian matrix A H A), the preconditioner Z is applied to possibly non-Hermitian matrix A. To evaluate this fact, we consider a test having the same true Saturno image but a highly non-symmetric linear motion blur as PSF. The resulting Saturno deblurring problem has about 3.6% of white Gaussian noise (see the blurred and noisy image on the left of Figure  13 ). We remind that the simple coarsening technique introduced in §3 fails in the nonsymmetric case, while D-Landweber and Z-Landweber exhibit now a behaviour similar to one showed in the symmetric case, i.e. they still work and Z is again better than D. In Figure 13 , we report two restorations made by those methods with q Tikhonov filter, where q = 1.5. Z-Landweber restoration (right) is good enough, while D-Landweber one is still blurred (center) and shows stains along the borders. 
Deblurring problems with accurate boundary conditions
We recall that, when we build a BCCB preconditioner D for a BTTB matrix A (i.e. zero BCs), we make use of a circulant approximationÃ of A (in our caseÃ is the T. Chan optimal approximation [7] ), and we have that
where N is a low norm correction and R is a low rank correction. If we have other boundary conditions such as reflective or antireflective, the matrix A can be written again in this form. So we can compute Z and D both BCCB in these cases too. Without giving many details about them, we say that in the case of reflective BCs the scene outside the image is assumed to be a reflection of the scene inside it, while in the case of anti-reflective BCs the scene outside the image is assumed to be an anti-reflection of the scene inside it. Both reflective and anti-reflective BCs are an improvement of the model with respect to zero and periodic ones, because they preserve the continuity of the image and anti-reflective BCs preserve also the continuity of the normal derivative.
We stress that for reflective and anti-reflective BCs the matrix-vector product with A H could be unavailable or computationally expensive even if the matrix-vector product with A is cheap. Hence instead of A H one usually considers A , which is the matrix related to the PSF rotated by 180 degrees, whose computational load of the matrixvector product is the same of A (this is implemented in the Matlab Toolbox RestoreTools [26] and used in the numerical test of the following subsection). In this context, to use Z instead of DA H is very useful, since it avoids to deal with A H .
Computational results for reflective and anti-reflective BCs
To test BCCB preconditioning for reflective BCs, we take into account the Cameraman deblurring problem of Figure 14 . The PSF is a portion of a Gaussian blur, so it is strongly non-symmetric. The noise on the data b is about 2% of white Gaussian one. Numerical results are reported in Table 8 , while some restorations are reported in Figure 15 . We note that for Z-Landweber the regularization parameter affects only the speed of convergence, while for D-Landweber a wrong estimation of the regularization parameter leads to a poor computed approximation. Such a convergence behaviour is shown in Figure 16 , where we can see that the restoration error for Z-Landweber remains stable also for small values of the regularization parameter. Of course, for small values of the regularization parameter the method converges faster and a good restoration can be computed within few iterations.
To test BCCB preconditioning for problems with anti-reflective BCs, we take into account the Bridge deblurring problem of Figure 17 . Now the PSF is a strongly nonsymmetric portion of a defocus blur. The noise on the data b is about 0.75% of white Gaussian one. Numerical results are reported in Table 9 , while some restorations are reported in Figure 18 .
We mention that in the tests of this subsection we have considered only strongly non-symmetric PSFs, since if the PSF is near to be symmetric, one usually takes the reflective (resp. anti-reflective) blurring matrix associated to the symmetrized PSF as preconditioner (see [11] for details).
To summarize, also for these more accurate boundary conditions Z variant is able to be more stable than D preconditioning and to give a higher acceleration when applied to an iterative method. The only drawback of Z variant is that the quality of the restoration is sometimes slightly worse than one obtained by D preconditioning (see first column of Table 9 ). This may be caused by the fact that, since Z is BCCB, we are imposing periodic BCs, so we completely lose the reflective (resp. anti-reflective) information on the boundary, while DA keep this information thanks to A , which is a reflective (resp. anti-reflective) blurring matrix. Indeed in the third image of Figure 15 and of Figure 18 , we can notice that errors are mainly placed along the borders (right and bottom border in the case of Bridge reconstruction). Anyway, as explained in [10] , it is possible to avoid this drawback by using Z constructed with the same BCs of A. 
Conclusions
In this paper a preconditioner, called Z and based on a variant of the adjoint matrix A H of the normal equations approach, has been proposed. We have introduced two strategies for defining Z: by coarsening of the PSF and by filtering of the eigenvalues of A. Both the blurring matrix A and the preconditioner Z have been first taken as BCCB (periodic BCs) for a simple theoretical analysis. Afterwards, the use of zero, reflective, and anti-reflective BCs for A has highlighted that our BCCB preconditioner Z provides accurate restorations with a computational cost lower than classical regularizing preconditioning [20] and without requiring an accurate estimation of the thresholding parameter.
After the basic foundations given in this paper, a natural continuation of the work will be the design of a general algorithm which allows us to choose Z as a blurring matrix with exactly the same BCs of the blurring operator A, so that Z has the same matrix structure of A [10] . Moreover Z preconditioning could be applied to direct filtering methods, like Tikhonov, instead of iterative regularization methods as in this paper.
Finally we provide an example showing that our Z approach gives an acceleration of the speed of convergence higher than one provided by classical acceleration techniques widely used in the literature. Concerning the RL method, at our knowledge, the most popular acceleration technique is described in [3] and it is implicitly included in the RL implementation of Image Processing MatLab toolbox (see the function deconvlucy.m). We refer it as automatic acceleration. It exploits a vector extrapolation, thus it introduces a little computational overhead at each iteration of the RL method. Recalling the Satellite problem in Figure 4 , creating Z by applying three times the coarsening technique of §3, Table 10 shows that in this case Z variant overcomes automatic acceleration. Nevertheless, a more important fact is that by using automatic acceleration and Z variant together we get an acceleration which is more powerful than both ones (17 iterations, instead of 55 or 83; see the third row of the table and dotted line of the plot). In conclusion, beyond the intrinsic strength of Z approach, it can be naturally and fruitfully combined with other acceleration techniques. Future developments will be focused in these directions.
