Abstract. Based on Burnside's parametrization of the algebraic curve y 2 = x 5 − x, we provide remaining attributes of its uniformization: Fuchsian differential equations, accessory parameters, generators of monodromies, conformal representations, fundamental polygons etc. As a generalization, following by Poincaré, we construct universal function uniformizing all plane curves and generalizing Legendre's and Riemann's moduli k 2 (τ ) and λ(τ ).
Introduction and historical remarks
The uniformization of the plane algebraic curves X : F (x, y) = 0,
where F (x, y) is an irreducible polynomial in x and y, is a 50/50 union of analytical theory (complex analysis and Fuchsian differential equations) and theory of infinite discontinuous subgroups of the group of Möbius transformations
A. The algebraic aspects of the theory have been rather well developed. By this we mean theory of Fuchsian and Kleinian groups [27, 32, 44] , their subgroups [26, 50, 22, 66] , hyperbolic geometry, and fundamental polygons [53, 5, 45, 24] . However, explicit relation of this objects with concrete classes of curves has received less attention. Not numerous known examples are classical (XIX century) and belong to Schottky [75] , Weber [81] , Burnside [7, 8] , and Whittaker [84] . The first nontrivial (in context under question) Fuchsian equation arose in an explicit way in dissertation of Shottky [76, pp. 57-58] for genus 2 and 3. Non well-known American results of the 1900's, in spirit of Fricke & Klein [50, I] , relate to subgroups of PSL 2 (Z): dissertation of Morris [57] , a series of papers of Hutchinson [37, 38, 39, 40] , Young [88, 89] , Dalaker [16] . Some of them already explicitly dealt with the representations in terms of Jacobi's ϑ-and general ϑ-constants. For recent developments in the theory of Jacobi's identities see [20, 23] and bibliography and number theory applications therein. Comparatively recently found explicit parametrization of the famous Klein's curve x 3 y + y 3 z + z 3 x = 0 of genus 3 by Farkas and Kra [20] turned out to be rediscovering of the result of Klein himself [47] . For the systematic and excellent exposition of modern view on the ϑ-technique, more examples of ϑ-identities which may be considered as projective curves, and other applications see their book [23] . Some examples of horocyclic groups were considered by Rankin in the fifties [68, 69, 70] in the context of explicitly determined accessory parameters. Recently, more concrete results of geometric description and classification for genus g = 2 appeared [51, 43, 13] . Questions of description and classification of Fuchsian groups of higher genera g > 1 were less investigated by computational reasons and a problem one to impart to the theory a computational character [83, pp. 176-179] was highlighted only recently [11] . For the uniformization of curves one needs to have a group with number of generators not less than 2 g. The classical examples, solved more or less, mentioned above mostly are examples of groups for hyperelliptic curves.
B. The analytical description implies the presence of two single-valued analytical functions of a global uniformizing parameter τ :
which are invariant under a discontinuous subgroup of the Möbius group. Such a group is not unique, but we leave aside this question. We shall restrict our consideration only to Fuchsian groups of first kind, because any algebraic curve can be uniformized by such a type of groups [1] . We call this group a group G uniformizing the equation (1) . There are two kinds of the analytical description of uniformizing functions: 1) those which express the functions (2) in terms of substitutions of a group and 2) those which express the functions in terms of coefficients of equation of a curve (1) . Θ-series of Poincaré [66] and theory of automorphic forms [53, 28, 32] formally (from computational standpoint) solve the first problem. If the group G is not free then we have additional difficulties related to determination an identity word in these series. The second kind is a description in the language of differential equations (see last sentence in the book [24] ). Both the functions satisfy a nonlinear autonomous ordinary differential equation of the third order [66, 74, 24] x, τ = Q 1 (x, y), y, τ = Q 2 (x, y),
where Q 1,2 are some (not arbitrary) rational functions of (x, y), x, τ is a notation for meromorphic derivative [10] 1 x, τ ≡ 1 x 2 τ x, τ and x, τ is the standard designation for Schwarz's derivative [24] :
It is well-known that the equations (3) are equivalent to linear ordinary differential equations (ode's) of Fuchsian type
A connection between these equations and (3) is known also. For example for fundamental solutions Ψ 1,2 (x) of the first equation in (4) we have
The central problem of the theory consists in joining of both the components A and B. In the framework of differential equations (3) (4) this means one to determine coefficients of the rational function Q 1 (x, y) as a function of the equation of the curve (1). A part of its coefficients is easily determined (algebraically) by equation of the curve (1) [67, § 5] . To find out the remaining coefficients, so that corresponding monodromy group of the equation shall be Fuchsian, is the celebrated problem of accessory parameters [67, 81, 84, 33, 34] . There is a one-to-one correspondence between geometric parameters of a fundamental polygon, identification of its sides and accessory parameters (Klein-Poincaré) . The number 3 g − 3 of them is equal to a dimension of moduli space M g of algebraic curves [1] . Thus, knowledge of the accessory parameters could provide us with a coordinate representation of this space. It is clear that explicit ϑ-and Θ-representations mentioned above, in principle, will provide determination of the accessory parameters, but this question is not developed. Among other things such representations would provide us nontrivial (g > 1) examples of explicitly solved equations the Picard-Fuch type on automorphic forms corresponding to these groups. Nice examples for genus zero are known and intriguing [79] , but are not far from exhaustive. Detailed and clear exposition of this theme can be found in [31] . See also references in [79, 31] for further study.
The problem of accessory parameters is an essentially global one and, to all appearance, is transcendental in general statements [67, 28, 74, 33, 34] , but there exist instances of its algebraic solution. First and non well-known examples had been given by Edmund Whittaker 2 [85] and his pupils [87, 17, 58] . The last modern and effective results in this area belong to R. Rankin [69, 70] .
Note that algebraic solution of the problem does not even exist for genus g = 1. It is well-known that for the elliptic curve y 2 = 4 x 3 − a x − b, a solution to the problem is given by solving of a transcendental equation in a ratio of periods of elliptic functions
In recent note [10] , some elements of an analytical description were obtained for the Burnside curve [9] 
and relationship to a Whittakers's conjecture [85, 87] was discussed. Presently, the example of Burnside allows us to get all the attributes of the theory in an explicit form. This is one of the subjects of the present work 3 (Sections 2-5). The sections 6-7 contain generalizations.
In the following table we exhibit differences between the cases g = 0, 1 and g > 1.
2 A quotation from [85] in 1929: "Unfortunately, no one has ever been able to translate this condition into an analytic form in terms of the constants c 1 , c 2 , c 3 , so that these constants are really at present time unknown, and, in fact, the progress of the theory has been arrested at this point for a whole generation". 3 The example appeared in 1893 [9] , has not got into one of subsequent monographs on uniformization theory and related topics [27, 28, 29, 30, 4, 3, 74, 53, 36, 60, 77, 24, 25, 21, 23] , earlier and modern surveys [26, 1, 49, 6, 34] . A mention of key results of Whittaker's group [85, 87, 17, 58, 59] is quite rare [15] . See also the papers of Rankin mentioned above. One of his last papers [72] was devoted to the curve (5 
A sign "±" means incomplete description. We reflected far not all possible problems because the theory has numerous branchs and direct links to other areas. See an additional discussion in the review [34] , references therein, relevant bibliography in [23] and classical bibliography in the book [24] . It should be emphasized here that all these points being known for the elliptic curves provide the great number of their applications. For the case g > 1 proofs of corresponding existence theorems were completed at the beginning of the 1900's by Poincaré and Koebe.
Transformations between Fuchsian equations
Since χ(τ ) and ϕ(τ ) are connected by the algebraic equation (1) , the differential equations (3) are not independent of each other. The present section clarifies such a connection.
Lemma. The functions Q 1 (x, y) and Q 2 (x, y) for the curve (1) are connected by the linear relation
which is understood modulo F (x, y).
Proof. Differentiating an identity
three times with respect to τ and using the equations (3), we get algebraic relations on τ -derivatives F x x τ + F y y τ = 0,
Elimination the derivatives of x, y-functions completes the proof.
In the case of hyperelliptic curves y 2 = P (x) the formula (6) is simplified:
In terms of the Fuchsian equations (4), the change of variables x → y and Lemma take the following form:
therefore an integrability of one of the equations (4) involves integrability of the other. The accessory parameters problem is a problem of one Fuchsian equation.
Note that formulas (6-7) provide a general rule of transformations between normal forms of Fuchsian equations (4) and formula (8) is more convenient for arbitrary change of variables x → y (algebraic or no). For example, not algebraic change is used in [10] to get a Fuchsian integrable equation on a torus. Uniformizing functions χ(τ ) and ϕ(τ ) satisfy differential equations (3). Let G x and G y be monodromy groups of the equations (4) respectively. Assuming the accessory parameters to be known, G x and G y become automorphism groups of the functions χ(τ ) and ϕ(τ )
by definition. Since regions of existence of analytical functions χ(τ ) and ϕ(τ ) coincide, G is an intersection G x G y 4 and is a nontrivial group of genus g. The transformations mentioned above do not solve the problem seeking the global monodromies of both equations or, even monodromy of one of the equations if the monodromy of the other is known. Nevertheless the simplest but not trivial examples were revealed by Whittaker [85] and generalized in the subsequent papers [87, 17, 58, 59] . Both the functions Q 1 , Q 2 are rational functions of x, y respectively. It is important from computational standpoint that both the groups G x and G y have genus zero and, moreover, G y is a triangle group and, in its turn, G x is an index 2 g + 1 subgroup of the triangle group G x 2g+1 . This point was a crucial step which allowed to compute a global monodromy of both the equations (4) for the curves y 2 = x 2g+1 + 1. Accessory polynomials have turned out to be equal to zero. See [10] for additional comments about such a reduction in the framework of transformations between equations (4). Below we will consider the equation (5) 4 If Gx and Gy are not isomorphic. In any case, G and its fundament polygon P is constructed by minimal number of copies of Px and Py. If Gx = Gy the polygon P = N Px, where N is number of y-sheets. more detailly. As we will see, Burnside's example does not fit such a simplification although an accessory polynomial is equal to zero.
3.
Monodromy G x for the curve (5) A structure of the group of the function χ(τ ) was recognized in [50] and then had being used by Burnside [9] . It was found [9, 72] that group of invariance of χ(τ ) is the principal congruence subgroup Γ(4) of level 4 in the modular group Γ(1) = PSL 2 (Z) [71] . It is known [50, I: p. 355 ] that Γ(4) is generated by five matrices
Slightly different generators can be found in [23] . It would be worth to find out transition between these group aspects and Fuchsian equations by straightforward computations, i. e. exact relations between Γ(4), monodromy groups G x and G y , and accessory parameters. A Fuchsian equation for the function χ(τ ) has the following form [10] Ψ xx = − 1 4
therefore its monodromy group G x is Γ(4). The fact that G x is a subgroup of Γ(1) of index 24 follows from degree of the algebraic relation connecting function χ(τ ) and the absolute modular invariant J(τ ) [10] J(τ ) = 1 108
or from properties Γ(4) as a subgroup in Γ(1). Algebraic substitution (11) in the equation (10) and simultaneous changing Ψ(x) → Ψ(J) = J x Ψ(x) (use the Lemma) reduce the equation (10) to the equation
and vice versa. Another change of variables x → z, Ψ(x) → Φ(z) :
reduces the equation (10) to one more equation of hypergeometric type
which is Legendre's (Gauss, Riemann-Papperitz) equation [61] . Clearly, the function z is Legendre's modulus
A simple calculation leads to the solutions
which can be written in a form of complete elliptic integrals K:
An integral form to these solutions is useful for obtaining the corresponding monodromy groups. These integrals being considered as functions of the ratio τ
become important and very effective in computations. It is well-known [74, pp. 130-132], [61] that the monodromy group of (14) is Γ(2) and is generated by two matrices
Therefore, G x is an index 4 subgroup of Γ(2). This follows from degree of the substitution (13) or a property of Γ(4) as a subgroup of free group Γ(2). The equation (10) has five finite regular singularities
and a singularity at infinity e 6 = ∞. Each singularity corresponds to one of the generators S k of the group G x . It is obviously
Hence, there are only five independent generators. All of them are parabolic that can be observed from the multiplier − 1 4 in the equation (10) . Global form of the monodromy S k can be obtained using 24 relations of Kummer and some identities in theory of hypergeometric functions [61] . As a set of generators, S k is equivalent to the matrices (9) .
A fundamental polygon for Γ(4) is a 10-gon P x with all parabolic vertices ( Fig. 1) . Genus of Γ (4) is zero [50, 53] . Hence, χ(τ )-function has one simple pole in a fundamental polygon for Γ(4). A natural question arises: what function does realize a conformal representation of this polygon with a proper correspondence of boards? The section 5 answers to this question.
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Figure 1. Fundamental 10-gon P x for the group G x = Γ(4).
4.
Group G of the equation (5) The Riemann surface of the equation (5) consists of two x-leaves, hence, a fundamental polygon P for G must contain two arbitrary neighbouring copies of P x . Therefore, G is a subgroup of G x of index 2. In this section we shall define a structure of the group G. Proposition 1. The group G of the equation (5) is a free group of rank 9 and is a subgroup of index 2 in Γ(4). The group G is generated by the following elements :
Proof. Since function y is a modular function belonging to G x with a multiplier system κ = −1 [71, 72] , the automorphism group G y coincides to the group G.
Thus we expect to see this on differential equations. Following the Lemma, one gets a Fuchsian equation with algebraic coefficients Ψ yy (y) = The equation (18) has 9 finite regular singular points
Clearly, each point x k corresponds to a generator S k of the monodromy group G y . The point x = ∞ is not a singular one, hence, rank of the group G is equal to 9. The first five singularities 0, ±1, ±i correspond to parabolic generators, because Fuchsian indicial equation at these points has multiply root 1 2 . They become punctures on Riemann surface: factor of upper half plane (τ ) modulo group G. Analysing four remaining points one obtains a local representation for the functions x, y:
where ν is a local coordinate on the curve. In reality, we could make use of the global parametrization [10] 2 }, so that we have an identity transformation for the local monodromy at these points. Globally, all these nine generators {S k } correspond to five punctures on the curve plus canonical base of four cycles (a k , b k ) existing on any compactified Riemann surface of genus 2.
Straightforward calculation of the monodromy G y for (18) is difficult enough. In fact, at present, there is no known method to do this for Fuchsian equations with rational/algebraic coefficients by a computational procedure. However, we can get the group G using two-sheetness of the cover x → y (5), that is G x : G = 2. A simplest way to get an index 2 is to divide G x into elements of odd and even length with respect to the base (9). We take a subgroup with elements of even length because G x is free:
Perhaps this fact has being used in [72] to describe group property of the Burnside parametrization. Note that each matrix in the group G is equal modulo 8 to one of the following four matrices
which were established in the treatise [50, I: p. 652 ]. This is not a base of the group and one hundred matrices (19) is not a minimal base. Since the group Γ(4) is free, all its subgroups are free. Therefore, by the Nielsen-Schreier formula [54, p. 16] a subgroup of index m in a free group of rank k is generated by N = (k − 1) m + 1 elements. Hence, rank of our subgroup of index 2 is (5 − 1) 2 + 1 = 9 as stated above.
Arguments of symmetry in the doubled Fig. 1 prompt how one to construct a minimal set of generators. Let P be a polygon that consists of two copies of P x : P = P x V 0 (P x ). We build the set of 9 elements
It is easy to see that they identify the sides of P as it is shown in Fig. 2 . Clearly, the group generated by T is a subgroup of index 2 in G x . The property to be discontinuous is evident. The next step is to use the Poincaré theorem [66, 5] for a fundamental polygon P to convince of group T has no relations and is of genus 2 group. Checking of multiplier system y(V k τ ) = −ϕ(τ ) and (19) (20) complete the proof: G = G y = T . 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 00000000000000000000000000000000000000000 Figure 2 . Fundamental 18-gon P for Burnside's parametrization.
Note that the Reidemeister-Schreier rewriting algorithm [54] provides another general recipe to obtain a minimal set of generators but does not provide a straight geometric information like Fig. 2 .
Conformal representation
The functions χ(τ ) and ϕ(τ ), as meromorphic functions on the Riemann surface of algebraic curve (5), assume every complex value the same times: χ -twice and ϕ(τ ) -five times. Both the functions are analytical, hence, they realize a conformal mapping of corresponding domains in the plane (τ ) onto whole planes (x) and (y) respectively. By the principle of uniformization this is true for any functions χ(τ ) and ϕ(τ ) uniformizing every curve (1) with the help of arbitrary kind of uniformization. Owing to these properties, the function χ(τ ) takes on all possible values from C for all τ from P x . This corresponds to analytical points (x, y). The second copy of P x corresponds to the analytical points (x, −y). Since the polygon P x is a simply connected region, its image χ(P x ) must coincide with the extended plane (x). The conformness is lost at N -fold e-points 5 of the function χ(τ ). There must exist cuts between them.
On the other hand, all sides of P x are splited into equivalent pairs. Hence, the images of two equivalent sides coincide in the plane (x). This gives two-folded walking there and back direction along a cut between branch points e k and e k+1 which are critical points of conformal mapping. Thus, starting from some point x on a cut we shall come back to x passing subsequently branch points e k+1 , e k+2 , . . .. The only possible kind of the cuts in the plane (x) satisfying the demands above is the star-like one. Thus, we have proved the following result:
The Burnside's function χ(τ ) realizes a one-to-one conformal mapping of the interior P x in τ -plane onto the exterior of a star-like domain in the plane (x). The center of the star is a point (e 1 = 1) and corresponds to equivalent points Fig. 1 )
forming a vertex cycle of P x . A shape of the cuts can not be found using general group properties or defining ode, but it is well defined by an analytical function itself. In our case we have 5 α-point of analytical function is a point where the function takes on the value α [9, 10] 
This shape depends on a boundary of fundamental polygon P x which is not unique.
In Fig. 3 we use more illustrative disc model obtained from the upper half-plane of the variable τ (Fig. 2) after the transformation τ → τ ′ :
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brings about a conformal mapping shown in Fig. 3 . A big arc −1 . . . 1 is an arc of radius √ 2 with the center at τ = i. The circular character of all the cuts is a computational fact. This is nothing but solution of the inversion problem
and is an analog of well-known problem in the theory of elliptic functions
We can also find exact values of the function χ(τ ) in some internal points τ ∈ P x . To do this we make use of the equation (11) and exact values of the Klein modular invariant:
The point J = ∞ corresponds to branch points {0, ±1, ±i, ∞}. From (11), the point J = 0 yields 8 values of the function x (x 8 + 14 x 4 + 1)
All roots of (22) have multiplicity 3 and correspond to eight images of the point ρ under substitutions of the modular group PSL 2 (Z):
.
The point J = 1 yields 12 roots of multiplicity 2
3
All these roots correspond to 12 images of the point τ = i under the substitutions of Γ(1). More exact values of x can be found by involving modular equations on J(τ ) and J(n τ ) [82, III] , [55] . In order to find the inverse image of the real axis of the plane (x) we use the fact that J(τ ) assumes all possible real values on the boundary of a well-known fundamental triangle for the group Γ(1). Hence, as it follows from (11), the function χ(τ ) takes all possible real values on arcs in the decomposition of P x into triangles of the group Γ(1). Analysing such a decomposition, one can find a curve γ in the plane (τ ) such that χ(γ) is a real quantity. It is shown in Fig. 4 .
In addition, in Fig. 4 , we pictured noncomplete triangulation of the Riemann surface and the images of some n-gons on the plane (x). As a corollary we get an inverse image of the upper half-plane of the variable x. 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 
Generalization: Uniformization of hyperelliptic curves
As it was mentioned in Introduction, there are a few descriptions of uniformization for a given class of algebraic curves. We would like to point out some their features and differences and to propose one more kind of the uniformization. Uniformization of Schottky [75] deals with multiconnected regions in the plane (τ ) and free Fuchsian groups of the second kind (third family in terminology of Poincaré [66] ). Any algebraic curve can be parametrized by such kind of groups, but in this case both the equations (4) have algebraic coefficients Q 1,2 (x, y), and groups G x = G y = G have non-zero genus g. This complicates an analysis and solutions of corresponding differential equations.
Uniformization of Weber [81] is aimed to the hyperelliptic curves with real coefficients. The equation is of genus g and fundamental domain for the group is also milticonnected. In both the uniformizations multiconnectivity means that holomorphic and meromorphic abelian integrals are multivalued functions of a global uniformizing parameter τ . [84] is free from such a feature and is the most natural generalization of parametrization of elliptic curves. A fundamental polygon for a group uniformizing a hyperelliptic curve has minimal number of sides 4 g, group G contains no elliptic or parabolic elements, but is not free and contains the only defining relation
Uniformization of Whittaker
where T k are properly sorted generators identifying opposite sides. An essential advantage of Weber's and Whittaker's uniformizations is that the Fuchsian linear ode is an ode with rational coefficients in a variable x. The genus 2 is an exception: the equation always may be transformed into such a form, which was demonstrated already in [75] . As we have seen, for the Whittaker's examples [85, 87, 58, 17] we have even more, both the equations (4) have zero genus monodromies G x , G y , so that G = G x G y . It should be noted here that all known classical examples of solved Fuchsian equations in context of uniformization of hyperelliptic curves and examples of Rankin [68, 69] correspond to Q 1 (x)-function and zero genus monodromy group G x .
The example of Burnside helps one to uniformize hyperelliptic curves by free groups with simply connected fundamental regions. Availability of punctures makes a group to be free of defining relations.
We emphasize here that not all curves admit uniformization by functions (2) as a conformation of pure upper half-plane (with the subsequent application of Schwarz's reflection principle) meanwhile every uniformizing function (and generally, every algebraic function being a meromorphic one on a Riemann surface) implements a conformal mapping onto a whole plane C with corresponding cuts between critical points of this mapping. Nontrivial cases arise even in the elliptic case [ Let us take 2 g + 2 arbitrary real points ω k such that
Let these points, except for ω 1 , be fixed points of 2 g + 1 parabolic transformations V 1 , V 2 , . . . , V 2g , V 0 consequently. Let ε k be 2 g arbitrary real points located between points ω k like in the Fig. 5 . Figure 5 . Location of parabolic vertexes.
We construct parabolic transformations V k identifying arcs of circles orthogonal to real axis by the following rule:
Since we deal only with Fuchsian groups, a parabolic transformation contains two real indetermined constants. What number of the parameters do we have at our disposal? It is equal to 2 g + 1 real fixed points of generators V k plus 2 g arbitrary real points ε k which define second parameters of generators V k . The remaining point ω 1 is equivalent to the point ε 2g by the construction:
Hence this scalar identity kills one of 2 (2 g + 1) parameters in the set {V k }. All total is 4 g + 1. The group in question is not essentially different from one which is obtained by transforming it with arbitrary real transformation. Subtracting 3 real parameters, we get 4 g − 2 essential real parameters which are equivalent to 2 g − 1 essential complex parameters: branch points of a hyperelliptic curve
with ramification at infinity e 2g+2 = ∞. We get G x = V k . Furthermore, we construct function x = χ(τ ) as a conformal mapping of the interior of the (4 g + 2)-side polygon in the plane (τ ) onto the plane (x) with starlike cuts (not necessary straight; see Fig. 3 ). It is clear that points ω and ε are critical points of the mapping. Due to equivalence of sides (24) we must have zero derivative of the function x at all the points ω and ε. Since they lie on a fundamental circle, we make a natural change of a local parameter
and repeating arguments of works [84, 10] , we get
Hence an equation satisfied by the uniformizing function x = χ(τ ) takes the form
where A(x) = a 1 x 2g−2 + · · · + a 2g−1 is an accessory polynomial.
Thus, proposed uniformization can be treated as a parabolic version of Whittaker's one with (4 g+2)-gon but without a defining relation like (23) . The polygons P x have the same number of sides 6 . Now we construct the group G of the equation (25) . We generate a second copy of (4 g + 2)-gon P x by transformation T 0 = V 2 0 and erase the boundary which separates P x and its copy. The identification of sides of built (4 g + 2) 2 − 2 -gon P = T 0 (P x ) is doing analogously to (20)
2g , i. e G = T k . The last step is to count an Eulerian characteristics [66] 
where c is a number of cycles, 2 s is number of sides of P, and 1 is a number of polygons. We have 2 s = (4 g + 2) 2 − 2. All points ω 2...2g+2 form 2 g + 1 separate parabolic cycles and points (ω 1 , ε 1 , . . . , ε 2g ) form one more cycle: c = (2 g + 1) + 1. Checking
completes the construction: genus is equal g. Note that the case g = 2 is the only one which corresponds to maximal possible number of sides of normal polygon 2 s = 12 g − 6 = 18 [83, p. 174 ], [5] in our uniformization.
Nonhyperelliptic curves. Examples
Example. Trigonal nonhyperelliptic curve
We call this curve Jacobi's because it is isomorphic to the curve
due to transformations
The curve (27) is a singular one, but uniformization is indifferent to singularity. Based on different representations of Burnside's function (21) (see for example [72, 10] ), results of sect. 3, and the ϑ-constant identities [86, 23] we conclude that
6 As examples show, the conjecture of Whittaker, when it does hold, is applicable to this parabolic version.
In the other hand, Legendre's moduli k(τ ) and k ′ (τ )
3 (τ ) are single valued functions and arbitrary algebraic or logarithmic functions of them with ramifications only at points {k 2 , k ′ 2 } = {0, ±1, ∞}, say
, . . . , will be single-valued also. The question is their explicit representation. It does exist and the ϑ-constants bring it about. In particular, for Burnside's function y = ϕ(τ ) (21) we have
The representation (29) was obtain in [72] (apart from misprint ϑ 3 ↔ ϑ 4 in (1.3) and its consequences). We make a change x, y, τ → − x, −i y, 2 τ whereupon we arrive at the natural conclusion. Proposition 2. The function of Burnside (21) realizes uniformization of both curves (5), (28) and explicit representations have the following form
The ϑ-quotient y in (30) satisfies the second equation (3) with Q 2 defined from (18) and the quotients (x, z, w) satisfy one equation
with automorphism group G x = G z = G w = Γ(4). Proof uses some "bookkeeping abilities" of the ϑ-constant technique [86, 23, 56 ] like
and the Lemma. Isomorphism of monodromies follows from (31) and explicitly is provided by the formula w(τ ) = z
As a generalization, we uniformize Fermat's curves
in sense that the generators of the field z(τ ), w(τ ) satisfy one Fuchsian equation
and explicit solutions to them are provided by suitable ϑ-quotient representations
Clearly all singularities in (34) are parabolic ones and q-series representations may be obtained directly from this equation even we do not have the ϑ-representations to them. See [10] for example n = 4. Internal points ℑ(τ ) > 0 is not an exception. The simplest way to do this is make of use an algebraic relation (11) between x and J, because the series for Klein's invariant J(τ ) have a simple form and Hurwitz's functional q-series for the forms g 2 (τ ), g 3 (τ ) are very effective. For example for the point τ = i we have
where
1 − e −2πk = 189.0727 . . . .
As a byproduct, these series generate exact identities like the following
The example (27-28) seems quite evident and symmetrical due to the Jacobi quartic identity (32) . The next one is not so simple [41, 18, 80, 12] . It gives solution of the equation (33) and (34) under n = 8.
where we used the identity (Cayley [12, p. 290] calls (35) a remarkable identity)
. The equations (34) look like "hyperelliptic" equations (26) . Let α be branch points in the equations (25) (26) . For example in the case n = 4 the equations (31) and (34) become
with zero accessory polynomial A(z) for the Burnside curve y 2 = z 5 − z [10] . It is obvious from the previous considerations and the explicit formulas in Proposition 2. The same situation will take place for higher n. Under n = 8 we have
This is a Fuchsian equation with Fuchsian monodromy G z of genus zero and zero accessory polynomial A(z). It uniformizes a hyperelliptic curve y 2 = z 9 − z. The function z(τ ) is given by any of terms in (35) :
The second function
by construction, is a single-valued one in a domain of its existence
7
. Its monodromy G y has genus 4 and index 2 in 9-generated group G z of genus zero. An explicit representation for this function is a separate question
exp −π i τ + 1 24
but can be solved, in principle, with the help of the technique of ϑ-constants [23] or q-series/products [12] . The series representation for y(τ ) is obtained with the help of Fuchsian ode (34), (36) or from the last ϑ, η-formulas. The group G y is constructed as shown in the previous section. All the groups are free and one of the generators satisfies the hyperelliptic Fuchsian equation (34) . Moreover all wellknown classical modular equations of arbitrary level m and related to Jacobi's equations [41, 12] of genus g = 7 and 15 respectively:
All these uniformizing function satisfy the equation (36) . See [82, III] , [48] , and [12, 55, 23] for additional information about modular equations. The book [23] contains extra examples of explicit parametrizations of nontrivial genera. Fuchsian equations and automorphisms G x , G y are not discussed there. All the examples mentioned above belong to Jacobi [41] . As we have seen, they are directly connected to suitable hyperelliptic curves owing to their high symmetries/automorphisms. Note that additional identities among η, ϑ-constants lead to essentially different parametrized curves. For example two identities of Dedekind [18, p. 191-192] 
yield, after scale transformations, the curve (35) of genus g = 21, the curve
of genus g = 85 and all curves obtaining by reducing the exponents like
Fuchsian equations (4) with accessory parameters, parametrizations can be obtained from the previous formulas (34) (35) (36) (37) (38) , [18] and the Lemma, and group properties from the book [23] . For example the genus g = 3 Jacobi's curve (28) fits the Table 8 on p. 214 in this book. Probably examples of Rankin [69, 70] could be transfered onto this parabolic version.
In the next section we show that every algebraic curve can be uniformized in similar manner.
Uniformization of arbitrary curves
A possibility one to uniformize arbitrary curves was pointed out already by Whittaker [85] in the framework of groups G x generated by self-inverse generators V 2 k = 1. It is not difficult to see that the ideology is applicable for groups described in the sect. 6 with advantages of free groups and parabolic vertexes. We make of use the key property of curves belonging to Kronecker [52] : Every plane algebraic curve can be birationally transformed into a curve with only double points (all branch indecies are equal 2). Generally, this is implemented by increasing of number of sheets with the help of some linear transformation in homogeneous coordinates.
In order to explain the main ideology, we take the Klein curve
as an example. Originally, i. e. in "natural variables of Γ (7)", this curve is rather complicated 168-sheet cover. Klein found its compact symmetrical representation
, which is birationally isomorphic to the form mentioned above. In this form we have the flex-point X = ∞ with index 3 (a tangent line intersects with multiplicity 3). But there are only finitely many flex-points hence we have to avoid only finitely many tangent lines in order to get its desingularized representation. For example after the transformations (X, Y ) ↔ (x, y):
3 (x + y − 3)(x − y + 5) 2 we get four-leaved covering of (x)-plane: 
We call the curve X the hyperelliptic curve associated to a given curve X (in our case, Klein's). The multivalued function 31 x 12 + 324 x 11 + 1746 x 10 + 5916 x 9 + · · · − 24 x + 23
can be done a single-valued one if we take the function x = χ(τ ) as a conformation with, at least, double α-points
Based on the previous sections, such a function is readily constructed as satisfying the Fuchsian hyperelliptic ode (26) with monodromy G x . Modifying the equation (26) for the case of even number of points e k
we get an equation for the function x uniformizing both equations (39) and (40) x, τ = − 1 2
324 31
with some accessory polynomial A 8 (x). Whittaker's equation [84] is obtained by a change of the multipliers
. The monodromy group G x , which we redenote G, does exist and is unique (by the theorem of Klein-Poincaré) , and is constructed as it was shown in the sect. 6. Just the same is valid for the group G z = G. The second generator of the field of meromorphic functions on the Klein's curve y = ϕ(τ ) is a single-valued function by the construction. Therefore G x = G x . An associated Fuchsian ode (4) is computed involving the Lemma and its monodromy G y is Fuchsian due to the last property of the function ϕ(τ ). We have also an obvious equality G : G y = 4. Generally, a number of accessory parameters in hyperelliptic equation (41) is bigger than in an original equation, but all the groups are free and their properties are much simpler. Summarizing, in the previous notation, we have finally Theorem.
(1) Uniformization of arbitrary algebraic curve X of genus g is reduced to uniformization of associated hyperelliptic curve X of genus g ≷ g; (2) This uniformization is brought about by subgroup G of a 1-st kind free Fuchsian group G of genus zero and G : G = 2g+8 3
; (3) The group G is (2 g + 1)-generated automorphism group of the equation (26) or (41) and explicitly constructed. The curves X, their groups G, and genus g are explicitly computed. If X is hyperelliptic then G = G (g = g) and G : G = 2.
The theorem with minor modifications is reformulated for Whittaker's equation [84] and its monodromy
A parabolicity of vertexes α in (26) and (41) leads to further advantage as comparing to Whittaker's case. Namely, we do not need a birational transformation of a curve because arbitrary multivalued algebraic function y(x) with ramifications only at the points α k becomes single-valued one y χ(τ ) . This is a direct generalization of Riemann's 8 and Klein's [46, 48] considerations of the function k 2 (τ ) on the thrice punctured sphere at points {0, 1, ∞}. For these reasons we call the function
satisfying the equation (26) the universal uniformizing function in sense that the group G uniformizing an arbitrary algebraic curve either is a subgroup of G or isomorphic to it. In the last case we have
and the corresponding curve is called modular equation belonging to the function χ(τ ). The hyperelliptic equations distinguish by an efficacy: all the groups are explicitly constructed. Clearly, there are infinitely many associated hyperelliptic curves corresponding to one nonhyperelliptic equation. For example linear birational homogeneous transformations contain 8 arbitrary parameters. What is the relation between these hyperelliptic curves? The answer lies in a structure of discriminant transformation like (39) → (40). What role does a curve F (y, z) = 0 play which arises after elimination of the function x from the equations of the curves X and X? In our example of Klein's curve (40) and (39) we have the curve of genus g = 17. To all appearances, cyclic covers
can also be effectively described like hyperelliptic cases. Conversely, we can take uniformized hyperelliptic curves (sect. 7) and immediately one to get all their cyclic extensions (43) or to construct analogs of modular equations related to the function χ(τ ). Uniformizing equations of Whittaker, Weber and (26) are included in the general set of the same Fuchsian differential equations (up to the multiplier), except that the accessory polynomial will have different coefficients.
Additional comments and bibliographical remarks
Parabolic equations like (26) or, more precisely its linear Fuchsian relative, were subject of many deep investigations beginning from Riemann in 1858/59 [73] . Single-valued q-series and different representations for moduli k, k ′ (τ ) and their roots/logarithms were appearing already in Jacobi [41, I: pp. 159-164] and Riemann [73, pp. 427-437] . The Fuchsian equation with n parabolic singularities was a start point of underlying ideas of Poincaré. Automorphic Θ-series, four parabolic singular points and Abelian integrals as functions of τ arised in [62, 63] . General Fuchsian equation with n parabolic points, real accessory parameters, free monodromy group G x (our group G x is slightly differed from Poincaré's), functional analog of Legendre's modulus etc was described in [64, 65] . Universality of the equation (26) supplemented with the computational technique in spirit of above ϑ-formulas would provide an additional efficacy to the two-dimensional quantum gravity theory [2] and uniformization through Liouville equation [90, 91, 78] .
Modular equations (37-38) appear on first pages of Fundamenta Nova [41, § § 13-15]. An explicit parametrization (35) , with many details, appeared in a letter of Jacobi to Legendre 1828 [41, I: pp. 409-416] . No doubts that Jacobi considered these series and parametrizations as single-valued objects. The third order differential equations between moduli k(τ ), k(m τ ) were also obtained by Jacobi himself, including the important third order differential equation satisfied by the series y = 1 ± 2 q + 2 q 4 ± 2 q 9 + · · · , q ≡ e πiτ ,
i. e. y(τ ) = ϑ 3,4 (τ )-constants, 
with a complete solution and numerous details [42] . Its relative for ϑ ′ 1 -constant (modular discriminant ∆(τ )) was rediscovering many times later, especially the known homogeneous fourth order differential equation (van der Pol 1951, Resnikoff 1950-60's, Ablowitz 1990's, [71, 79] ). In a modern language, this is nothing but the modular forms and such equations have an independent interest although they are consequences of Fuchsian equations (3) (4) . Insomuch as the function Ψ 2 is a modular form of weigth 2, it satisfies the third order differential equation which is obtained by elimination the function x from the two identities 2 Ψ Ψ τ τ − 4 Ψ where Q(x) is a "hyperelliptic" function (26) and the Ψ function is taken in a form Ψ 2 (τ ) = x τ . If we have the ϑ-representations then this equation generalizes the Jacobi's formulas (13) (14) , (44). Jacobi's equation (44) is obtained after the substitution (13): Ψ = π 2 y(τ ) ϑ 2 3 (τ ) with Q(z) from (15) . Compact symmetrical form of Klein's curve, birational transformations, the celebrated 14-gon, and parametrization in terms of single-valued q-series are written up in the paper of Klein [46] . The explicit representation all of these objects in the language of ϑ-constants, division by seven, and many other was obtained slightly later by Klein [27, 28] , Hurwitz. Note that Jacobi's modular equations even of low levels lead to nontrivial algebraic curves of higher genera meanwhile modular equations of Γ(1), i. e. related to Klein's invariant J, have genus zero or one for levels up to 11. It is explained by that Γ(2) is a free group and Γ(1) is not. Weber [82] obtained a nice nontrivial example (see Appendix) completely in terms of variables of Γ(1).
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Appendix
Below we summarize notations and properties of some function used in the paper. θ-functions of Jacobi θ(x|τ ): The values of θ-functions at x = 0 are designated as ϑ-constants: θ(0|τ ) ≡ ϑ(τ ). .
