We present the methods that were used in capturing a library of human movements for use in computer animated displays of human movement. The library is an attempt to systematically tap into and represent the wide range of person properties, such as identity, gender and emotion that is available in a person's movements. The movements from a total of 30 individuals (15 female) were captured while they performed walking, knocking, lifting and throwing actions as well as their combination in angry, happy, neutral and sad affective styles. From the raw motion capture data, a library of 4080 movements were obtained using techniques based on Character Studio (plug-ins for 3D Studio Max, AutoDesk Inc.), Matlab (The Mathworks) or a combination of these two. For the knocking, lifting and throwing actions 10 repetitions of the simple action unit were obtained for each affect, and for the other actions two longer movement recordings were obtained for each affect. We discuss the potential use of the library for computational and behavioural analyses of movement variability, human character animation and how gender, emotion and identity are encoded and decoded from human movement.
The human body in motion provides a rich source of information about the intentions, and goals of an actor as well as various aspects of their internal state. For example, studies with sparse point light displays (Johansson, 1973) have revealed the competence of observers to recognize gender (Troje, 2002; Mather & Murdoch, 1994; Kozlowski & Cutting, 1978) , identity (Hill & Pollick, 2000; Cutting & Kozlowski, 1977) and affect (Pollick, Paterson, Bruderlin, & Sanford, 2001; Dittrich, Troscianko, Lea, & Morgan, 1996) from human movement. Extensive reviews of the perception of biological motion, it's history and potential mechanisms can be found in several sources (Giese & Poggio, 2003; Jellema & Perrett, 2003; Verfaillie, 2000) . While these and other related studies have proposed visual cues that might support the recognition process, the field is far from obtaining a general description of the movement properties that inform recognition. At least one reason for this is that each examination of biological motion perception has typically used a small library of movements that was devoted to the purpose of that study.
Here we describe a library of motion-captured movements from 30 individuals (15 female), with each individual performing multiple repetitions of various movements (walking, knocking, lifting, throwing) with different affects (angry, sad, happy, neutral).
We envision that this library would be useful for research in the perception of biological motion studying factors such as gender, identity and affect. For example, the availability of data on different affective presentations of a movement could guide research into what movement cues are available to recognize emotion and how these cues are used individual as well as across individuals it should be possible to find different exemplars as well as to estimate the natural variability of movement about these exemplars. In addition since the movement data is available in a format compatible with sophisticated animation packages it is possible to use the motion data with a variety of physical representations of the human form and from a multitude of viewing directions and viewing conditions. The library could also prove useful in fields other than the perception of human movement such as motor control, humanoid robotics and computer graphics were it would be informative to know the motion pattern and variability for performing simple tasks.
Obtaining the movement library involved many steps including capturing the 3D movement data, post-processing the movement data, converting it to appropriate formats for presentation and making it available publicly. Some of the aspects of this process are discussed by Dekeyser, Verfaillie and Vanrie (2002) as well as Vanrie and Verfaillie (in press). However, due to the nature of the movements being recorded and the larger volume of data to be collected, several differences exist with these previous works. In the following we describe the processing sequence used to obtain the movement library in detail.
Methods
In describing the processing sequence used to obtain the movement library we begin with the description of the actions used, and the instructions given to the participants.
Next, we describe the details of the motion capture apparatus, motion-capture sessions and the post-processing of the movements. Following this we describe our procedure for 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 prop and actors were asked to pick this up, look at it for a moment and then replace it on the same location (a cross on a table). We also made five retro-reflective balls that were the props for throwing actions and actors were to throw these into a bin, we did not ask The order of actions and emotions was randomised for each actor. For each emotion a script was written that described the scenario and the affect to be produced. The emotion scripts were adapted from those of Amaya, Bruderlin and Calvert (1996) 
Angry
Today you slept in, so you had to rush to get ready. Then on the way to work, a policeman flags you down and gives you a speeding ticket, although you were just keeping up with traffic. You finally get to work where a note is waiting for you denying your request for having Friday off; now you are furious. Standing by your desk, you reach for a bit of rubbish and slam it into the bin as you temper flares. that you're going to get excellent marks for it. You just talked you your best friend who suggested you go out to celebrate and now you are just waiting for her to arrive.
Happy
As your excitement mounts you joyously pick up a bit of rubbish on the table in front of you and throw it at the bin.
Sad
You are in your flat after just trying to finish dinner. You didn't feel like eating, your stomach is heavy and seems to be bearing all of your body's inner activity and weight. Half an hour ago, you received a telephone call that your best friend had died in a car accident. Deeply grieving, you don't know what to do needing to do something you reach for a bit of rubbish and throw it in the bin.
Motion Capture. Motion Capture took place at the Edinburgh Virtual Environment
Centre (EdVEC) with the Falcon Analog optical motion capture system (Motion Analysis Corporation, Santa Rosa, CA, USA). The system has 8 cameras that offered online monitoring of the 3-dimensional (3D) motion signals. Actors were dressed in a suit to which retro-reflective markers were attached; these retro-reflective markers are illuminated by infrared light produced by an integrated LED array in the cameras. By reflecting the light back to cameras, markers produce a number of light-spots in a two-dimensional (2D) Movement segmentation: finding start and end points. In each capture record for arm movements, volunteers were asked to perform the arm movements 5 times with a brief pause between each example. It was therefore necessary to provide start and end points of individual repetitions in order to segment these movement sequences into individual actions. We developed a MATLAB program to automatically search the start and end points of each repetition for a knocking, lifting or throwing record. The program read a CSM file into MATLAB and converted all marker data (3D position data) into a matrix; this part of the code has been reproduced in Appendix B. And from this matrix we identified the data associated with the right arm of each actor and specifically the right wrist and shoulder of the actor. Because the volunteers were asked return to a relaxed pose, with their arm by their side and pause the hand for a moment at the beginning and end of the movement as well as between two repetitions, there were two characteristics that we were able use in order to detect the start and end of each repetition. For the start of each repetition, we assumed that the distance between the wrist joint and the shoulder joint reached a local maximum distance (Figure 1 ) and the velocity of the wrist joint increased from the local minimum. On the other hand, for the end of each repetition, the distance between those two joints should again have reached the local maximum distance however, the velocity of the wrist joint should have decreased toward a local minimum. By calculating the distances between the wrist joint and the shoulder joint over time, we were able to generate a distance curve as shown in figure 2. It was then possible to segment the whole movement by finding the local maximum distance (LMD) and calculating the velocity profile of this distance curve. However, not all actors allowed their arm to come to a complete halt between repetitions. Therefore, we defined a velocity threshold ( th V ) at 5% of maximum velocity, as the second criteria by which to segment the data.
We formulated the start and end point of an individual movement as: 
where LMD increasing were a set of points belonging to the sub-movement where the distance between the wrist joint and the shoulder joint reached the local maximum distance and the movement velocity was increasing from the threshold. Similarly, LMD decreasing were the set of those points belonging to the sub-movement where the movement velocity was decreasing towards the threshold. Within each set of sub-movements, the start point was the last point satisfying these two criterions while the end point was the first point satisfying two criterions. An illustration of finding the start and end points is given in Figure 2 .
This program was designed for automatic segmentation of arm movements under perfect conditions, however, the program output wrong start or end points in cases where actors produced some extra movements during the pause between actions. For instance, an actor might not have come to a complete halt between actions, or they might have "wobbled" their arm by swinging it backwards and forwards. However, the automatic procedure was robust enough to cope with the majority of arm movements and our statistics shows that less than 10% segments (360 out of 3600 segments) needed manual adjustment. The final results of start and end points were manually verified in order to correct the exceptional cases. For verification, the Matlab program used start and end points to add a few A final note is that the two characteristic properties of velocity and distance worked for the segmentation of arm movements, but they could be adapted to segment any kinds of human movements as long as the relevant moving part of the body comes into a rest position and pauses momentarily between actions.
Preparation of the movements for animation. The procedures we have outlined up to now provided us with CSM files along with start and end points that can be used to segment the arm movement files into the component actions. The final step that was needed was to create animations of the movements. A straightforward step discussed by Dekeyser, Verfaillie, & Vanrie (2002) is to use Character Studio to animate the movements. However, this might not be appropriate for all needs, particularly given the strong tradition of using point light displays as a means of presenting human movement in psychological research. In the following sections we first discuss how the program 3D
Studio Max can be used to produce animations and then how point light data were extracted from the CSM files.
3D Studio Max. The solid-body animations were created by using a Biped model and a Physique modifier, which are two plug-ins for 3D Studio MAX (Discreet, Montreal, Canada). A biped is a two-legged figure containing a hierarchical system of linked bones (Figure 3 ). Physique is a mesh object modifier that enables animators to deform a solidbody model by using a biped or other 3D Studio MAX bone system. The biped model uses motion capture data to create rigid body animations and Physique modifier is used to Figure 4 (a) and b) illustrates the solid-body and default biped models that we animated with our captured motion. In order to create an accurate representation of the movement, the dimension, orientation and centre position of all body parts from the mesh model (solid body) were aligned to the relative parts of the biped model.
---------------------------------------Insert Figure 3 around here ------------------------------------------------------------------------------Insert Figure 4 around here ---------------------------------------Extraction of point light data
While the CSM file contains all the necessary information to animate a biped model in Character Studio, it does not contain the data necessary to generate point light displays.
For instance in the marker set each hip was represented by 2 markers, one on the front of the waist at the hip bone prominence and the other on the left back waist, on the side of the back dimples. However, since the 3D structure of each actor was retained, we were able to obtain the virtual joint position data by searching for the hierarchical structure of joints in the biped model's skeleton, on a frame by frame basis. Figure 4 (c) shows an illustration of the 15 virtual joints that we extracted. For each data record, the 3D (x, y, z) position data of virtual joints were then output as a tab delimited ASCII file with position co-ordinates in (2002) using the more time-consuming procedure of manually attaching spheres to the joint centers and extracting the location of the center of these spheres.
The details of technical procedures in the MAX script are divided into three steps.
Firstly a biped model was created and a motion capture data file was loaded. Following this, in order to speed up the script's operation, we triggered an internal time change within the 3D Studio Max for switching between frames in the data file. Finally the 3D position of virtual joints was acquired from the hierarchy structure of the biped model and output to PTD files.
Presenting the library on the web. The final step to perform, after recording and post-processing of all movements, was to make them available publicly. To achieve this the movements were organized into a library and made available on our group website (http://paco.psy.gla.ac.uk/data.php). The data are available in three packed (ZIP) files for each actor. These files are arranged in an HTML table with a row for each actor that provides the actor's name, a brief description, and separate links for each of the three zip Our library, with its emphasis on multiple recordings of the same action by the same individual, is well suited to the study the sources of variability in movements. We can consider both identity and affect to be important contributors to the variability of 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 A methodological issue in our library of movement involves our choice of inexperienced actors to portray the different affects. This can be criticized on two levelsfirst that we used actors at all and second that the inexperience of the actors will produce movements that do not effectively convey affect. The first criticism, while important to keep in mind, is impossible to get around since at present it is impossible to get both control of measurement and naturally occurring expressions. A similar dilemma exists in libraries of faces used to study face perception (Sim, Baker, & Bsat, 2002; Martinez & Benavente, 1998; Ekman & Friesen, 1972 ) that have been used to good effect. The second criticism about the use of inexperienced actors was the result of our decision to avoid any systematic exaggeration or distortion of movement that might result from specific training in acting. However, the possible variability of expression quality resulting from using inexperienced actors has the potential to be used to advantage in experiments where a range of expressivity is required. A useful next step in the development of the library for use in affective research would be to perform extensive and systematic evaluation of the library.
Conclusions
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