Isolating relevant information and reducing the dimensionality of the original dataset are key areas of interest in pattern recognition and machine learning. In this paper a novel approach to reducing dimensionality of the feature space by employing independent component analysis (ICA) is introduced. While ICA is primarily a feature extraction technique, it is used here as a feature selection/construction technique in a generic way. The new technique, called FS_ICA, efficiently builds a reduced set of features without loss in accuracy and also has a fast incremental version. When used as a first step in supervised learning, FS_ICA outperforms comparable methods in efficiency without loss of classification accuracy. For large datasets as in medical image segmentation of High-Resolution Computer Tomography (HRCT) images, FS_ICA reduces dimensionality of the dataset substantially and results in efficient and accurate classification.
Introduction
In many real world problems, feature selection is an essential part of data analysis. When applied as a pre-processing step to machine learning, feature selection is valuable in dimensionality reduction, isolating the most important information and thereby improving classifier performance. In recent years, datasets in many applications have become larger and contain more features. Correlated or noninformative features can behave like noise in the data, thereby degrading classifier performance, as both performance and cost are sensitive to the features used to construct the classifier. As a result, dimensionality reduction through feature selection plays an important role in classification tasks. If the features in the original high dimensional sample are important in their own right and the emphasis of the analysis lies in detecting cause and effect of certain features, then it is essential to keep the original features explicitly and unchanged. If, on the other hand, the primary goal of the analysis is accurate and efficient classification, then the original features may not be optimal and may contain redundancy, and combining the original features with judiciously chosen weights may lead to better classification performance. In this paper, the second approach is followed and techniques which will result in new features with suitably chosen weights are presented. Bach and Jordan (2002) refer to this process of deriving feature sets simply as feature selection 1 .
Terminology is not always consistent regarding feature selection, but following Hastie and Tibshirani (2002) this new set is called a derived feature set 2 . Other common terms are feature extraction or feature construction. The purpose of this selection and extraction process is to arrive at a smaller number of features which have more predictive power in subsequent classification, and to discard irrelevant information. This results in an increase in computational efficiency without loss of accuracy.
As new observations are added to the existing data over time, the problem becomes complex with both the feature space and the instance space becoming large. A setting is called incremental if new observations are added to an existing database over time. A feature selection algorithm that works in an incremental setting would be a great advantage. Although more features may enhance discriminating power in representation, irrelevant features can be counterproductive. Firstly, the time required by an inductive classifier often grows dramatically with the number of features. Secondly, irrelevant and redundant features may misdirect a learner by obscuring the distribution of the small set of relevant features. Thirdly, the demand for data storage increases. For example, in a binary domain, the extra m irrelevant/relevant features would require 2m times more patterns to describe the whole data. For an induction algorithm, the reduced features can result in a simpler induction model such as smaller trees or fewer classification rules 3 .
The different techniques for performing feature selection may be divided into three major classes: filter, wrapper, and eigenspace approaches. All are discussed briefly in section 2. An overview of these methods can be found in (Guyon and Elisseeff, 2003) and references therein 4 . The filter approach eliminates irrelevant features before the actual induction. Algorithms used are based on general characteristics of the training set in order to select only the relevant features. In the wrapper approach, the feature subset is selected using the same learning algorithm that will later be used for learning on domains represented with the selected feature subset. The problem with the wrapper approach is that it is restricted by the time complexity of the learning algorithm 5 . Often the wrapper techniques are intractable and expensive to run for large number of features.
Eigenspace methods include principal components analysis (PCA) and Fisher's linear discriminant analysis (LDA). PCA loses some of its properties when the data are non-normal, while LDA becomes inefficient for large datasets. In this paper a new eigenspace type approach to feature selection, called FS_ICA (Feature Selection based on Independent Component Analysis), is presented. It employs independent component analysis (ICA) to extract and then select statistically independent feature directions which have more predictive power than the original feature vectors. The new algorithm is more efficient than other available methods in that the new features are fewer than the original features in number without loss in classification accuracy for most continuous datasets. It is very widely applicable, since many real-world problems are dominated by continuous datasets, for example, in process control, medical imaging and aerial imaging flight simulators applications. This paper also presents an incremental version of FS_ICA, called IFS_ICA. It is shown that IFS_ICA can be applied to many pattern recognition tasks in dynamic domains where the system status changes over time. In addition to performance tests and comparisons with other methods on a number of benchmark datasets, the performance of the algorithms on the ``real world" problem of medical image segmentation is presented.
The paper is organized as follows: In section 2, work related to feature selection is reviewed. In sections 3 and 4, independent component analysis is described and FS_ICA and IFS_ICA are introduced. In section 5, the efficiency and effectiveness of the algorithms are evaluated via extensive experiments on various datasets and comparisons with other representative feature selection algorithms. Implications and conclusions are presented in Section 6.
Related Work
The problem of feature selection has long been an active research topic within statistics, pattern recognition and machine learning 4, 6, 7 . The different techniques for performing feature selection may be divided into three major classes: filter, wrapper and eigenspace approaches. In the filter model, feature selection algorithms can be classified into two groups, namely, feature weighting algorithms and subset search algorithms. The Relief algorithm is a feature weighting algorithm that assigns a "relevance" weight to each feature 8 . It samples patterns randomly from the training set and updates the relevance values based on the difference between the selected pattern and the two nearest patterns of the same and opposite classes. Relief works by selecting those features whose scores exceed a user-defined threshold to form the final subset.
For the subset search algorithms in the filter model, exhaustive search over all possible subsets of a feature set is not computationally feasible. Hence a number of authors have explored the use of heuristics, often in conjunction with branch and bound search 9, 10 . The most common sequential branch and bound search algorithms are `forward selection or backward elimination' 6, 11, 12, 13 . Common heuristic measures that have been shown effective in finding a relevant subset include the consistency measure 14 and the correlation measure 15 . Consistency measures aim to find a subset of features that separate classes as consistently as the full set of features, and correlation measures are based on the hypothesis that a good feature subset is one that contains features highly correlated within the class, yet uncorrelated between classes.
Another school of thought argues that the bias of a particular classifier should be taken into account when selecting features. This technique is called the `wrapper' 5 . It uses an induction algorithm together with a statistical resampling technique such as cross-validation to evaluate feature subsets. Wrappers often achieve better results than filters due to the fact that they are tuned to the specific interaction between an induction algorithm and its training data. However, they are usually much slower than filters as they repeatedly execute the induction algorithm and must be re-run when a different induction algorithm is used 15 .
Eigenspace methods for data reduction include PCA, LDA and ICA. These methods are not aimed directly at eliminating irrelevant and redundant attributes, but are concerned with constructing or extracting new (and usually fewer) feature directions as linear combinations of original features. PCA projects the original feature space onto the eigenvectors of the data covariance matrix, and the new directions are ranked by the size of the eigenvalues of the covariance matrix 16 . The principal component directions are generally not independent unless the data are normal. LDA works by maximizing the ratio of between-class variance to the within-class variance in a dataset thereby guaranteeing maximal separability 13 . Both methods have special properties for normal data. For non-normal data, these methods have been complemented by ICA which explicitly focuses on non-normal directions -see also end of section 5.1.
Feature extraction with ICA has been used predominantly in vision applications 17, 18, 19, 20; Huang and Luo, 2003) , where it has proved superior to PCA 17 . Ekenel and Sankur (2004) and Huang and Luo (2003) have shown feature selection for face recognition tasks 20, 21 . Ekenel and Sankur use their `sequential forward selection' and `sequential floating forward selection' in order to improve (visual) recognition, and Huang and Luo's selection is based on a genetic algorithm. These criteria are suitable in their vision context. In contrast our selection is based on finding the most non-Gaussian features, a natural choice in classification. Feature selection based on ICA has also been addressed in a Bayesian context 22 . Their approach is very different from the one proposed here. Bressan and Vitria explore the consequences of class-conditional independence using decision trees within a Bayesian framework while ICA is used in this paper in a much more generic non-Bayesian way. In particular, they explore the consequences of class-conditional independence and Bayesian feature selection through the use of independent component analysis, which could be subsumed within the more comprehensive approach to feature selection presented here. A study of feature extraction using supervised ICA 23 is specifically tailored to Japanese handwritten character datasets. They further consider all possible feature directions rather than selecting a few highly significant feature directions.
In the context of large datasets or those where new samples are accumulating incrementally, it is feasible to design an incremental feature selection algorithm. A probabilistic approach to incremental feature selection based on a 'Las Vegas algorithm' has been proposed 24 . However, the time performance of Las Vegas algorithms may not be better than heuristic algorithms. Grafting is another technique that performs feature selection incrementally but it is very much an integral part of an incremental learning framework 25 . At each increment, a gradient based heuristic is used to determine the feature that is most likely to improve the existing model. The technique is similar to the wrapper approach and its applicability is restricted by the time complexity of the learner used. A large amount of research in incremental computation of eigenspace models has revolved around adding exactly one new observation at a time to an eigenspace model 26, 27, 28, 29 . Some researchers have proposed incremental principal component analysis methods that target more than one observation 30, 31, 32 . These methods run into convergence problems when faced with high-dimensional image vectors. Weng et al. (2003) proposed an incremental PCA algorithm that updates the covariance matrix rather than recalculates it and thereby overcomes the convergence problem 33 . In this paper, it is shown how these ideas may be included into an ICA based incremental algorithm to achieve computational efficiency.
Feature Selection using Independent Component Analysis
Independent component analysis (ICA) can be seen as an extension of principal component analysis and factor analysis but it is a much more powerful technique, capable of finding the underlying factors or components in high dimensional data for non-normal data. The ICA technique originated in the signal processing community, where it was developed as a powerful procedure for `blind-source separation' 34 .
In the blind-source separation problem, one determines the source signals given only the mixtures. ICA is an emerging technique that appears as a powerful generic tool for data analysis along with the processing of multi-sensor recordings. What distinguishes ICA from other methods such as PCA and LDA is that ICA looks for components that are both non-Gaussian and independent. The algorithm works iteratively and determines the most non-Gaussian direction first. Starting from this direction, it finds a direction, which is independent to the first and most non-Gaussian direction, and so on. For n p-dimensional data vectors it determines up to n p-dimensional independent vectors. The transformation of the original feature space into independent components has proved to be useful in an important number of applications such as data analysis and compression, blind source separation, blind deconvolution and denoising 34 . In this paper, the ICA algorithm proposed by Hyvarinen, et al. (2001) called FastICA is used. The basic ICA model can be expressed as x = As (1) or equivalently as Bx = s (2) where x are the observed feature vectors, s are the independent vectors, A is the mixing matrix and B is the inverse of the mixing matrix. It is the mixing matrix A, or more precisely, its inverse B, that is used to project the feature vectors representing the original data onto independent components, so B must be estimated from the data. Maximizing non-Gaussianity is the key to estimating the ICA model. Hence an algorithm that seeks to find the least normal components ought to pick out non-normal sources in isolation. An important characteristic in the iterative search of ICA is the choice of criterion of nonGaussianity of the one-dimensional direction vectors. Mutual information, negentropy or the KullbackLeibler distance give rise to maximally non-Gaussian independent components. Although theoretically these criteria lead to the optimal directions, in practice the distribution of the data is unknown, and none of the above criteria can be applied directly. One either has to approximate the distribution of the data (which may not be very accurate especially for high dimensional data) or use approximations to mutual information or the negentropy. Following Hyvaerinen et al. (2001), we use the skewness and kurtosis approximation to negentropy. The skewness and kurtosis functions can be calculated directly from the data without resort to computationally demanding approximations. Kurtosis is used as the default contrast in their algorithm. Skewness is another option in their algorithm and both skewness and kurtosis yield very similar results for all the data in the experiments used here. As skewness is simpler computationally, only skewness results are presented here. FS_ICA encapsulates these choices and incorporates FastICA as shown below. Alternative contrast functions do exist 35, 36 . Contrast functions based on canonical correlations have been used to build ICA models 1 .
The feature selection process consists of two steps. In the first step, the dimension of the dataset is reduced and in the second step, the `best' features are extracted. In step 1, FS_ICA relies on PCA to establish the number of necessary principal components. Data dimensionality is reduced by retaining the first npc components such that they explain a certain percentage of the total variance 37, 16 . Another way of interpreting this is the fact that the n data vectors k X can be approximated by The value of npc is obtained by ensuring at least 95% of total variance, which was found to provide an acceptable compromise between accuracy of reconstruction and dimensionality reduction. The percentage of total variance was varied from 87% to 99% to observe the effect on the final number of components, time taken to compute the components and the classification accuracy. Datasets with a small number of features do not provide much insight, and are therefore omitted in this comparison. For the highdimensional datasets (listed in Table 1 ), very small improvement in classification accuracy is observed as the variance increases from 95 to 99 percent. However, as the variance increases to 99%, the computation time substantially increases in most cases. The improvement in classification accuracy is higher when the variance is increased from 87 or 91 to 95 percent as opposed to an increase from 95 to 99. Hence, the choice of 95% variance represents a good compromise.
A more objective and data-driven rule for selecting the final number of features has been proposed by Koch and Naito (2007) 43 . These authors' approach is based on selecting the number of features or dimensions which result in the most non-Gaussian directions relative to the dimension of the final subspace. In the case of the ionosphere dataset their method resulted in 8 for the raw data and 9 for the standardised data which explained about 75% of the variance.
Algorithm 1 FS_ICA
Let npc = number of PCA components. The first npc eigenvectors are then selected, i.e. an npc-dimensional subspace spanned by eigenvectors with λ 1 ≥ ,…, ≥ λ pnc . After obtaining the principal components, they are sphered to ensure unit variance of the reduced data. It is this reduced data whose non-Gaussian components are extracted by ICA. Since real data are usually not normal, decomposition into independent components cannot be achieved with PCA. As noted in section 5.1.2, using the ICA selected features rather than those obtained by PCA leads to much higher classification accuracy.
Using FastICA it was observed that for the same input data repeated runs of ICA result in different answers; this is caused by the ICA optimization having several locally optimal solutions, with different solutions found with different starting points. The Best_ICA algorithm addresses this problem and finds the `best' ICA answer. The best direction is obtained by running the ICA algorithm a number of times and then by selecting the direction which has the highest absolute skewness (respectively kurtosis, in the kurtosis option of the algorithm). Ten iterations sufficed to guarantee the most non-Gaussian directions. As can be seen in Algorithm 2, B_l matrices are obtained in the first loop for each iteration in order to compute the absolute skewness of the independent components. The second loop is used to sort the B_l matrices by the largest absolute skewness, and the largest such matrix is returned. 
Incremental ICA Updating
ICA seeks to find a system that results in statistically independent non-Gaussian directions, with the first IC direction being the most non-Gaussian. However, this problem is usually solved in batch-mode which is computationally intensive when applied to large scale problems where both the dimensionality and the number of training examples are large. Incremental algorithms can be developed to provide solutions with simplified computations. The algorithm presented here is capable of performing ICA based feature selection incrementally by updating instead of re-calculating the covariance matrix.
Given two sets of observations X and Y where X is an n x N and Y is an n x M matrix. Here n is the number of features, and N and M are the number of observations for each set respectively. Let C and D be the n x n covariance matrices of X and Y respectively.
The mean of all N+M observations is:
The computational efficiency comes from updating the covariance matrix instead of re-calculating it as proposed in (Hall et al., 2000) 37 . The covariance matrix E of all N+M observations is then evaluated as:
The expression for E works for any values of N and M=1,2,… and reduces the computational effort from O(N+M) to O(M) multiplications in each update. This incremental algorithm is called IFS_ICA. In practice we update when a sufficient number of new training data has been obtained. The combined covariance matrix is then used to perform the steps of FS_ICA. When the data becomes too large, it can be split into smaller groups. The final covariance matrix may be computed over small groups of data and FS_ICA is performed after the final update. It is this feature that makes the approach computationally feasible when large datasets are involved. 
_________________________________________________________________________

Algorithm 2 BEST_ICA _________________________________________________________________________
Experiments
Experiments were performed on two types of data. The first was the set of standard continuous datasets available form the UCI Machine Learning Repository 44 and the second was obtained from HRCT (High Resolution Computer Tomography) lung images.
Comparison with other methods
The datasets from the UCI Machine Learning Repository were chosen because of their predominance in the literature and their characteristics are listed in Table 2 . The features describing the datasets were all numeric and a detailed description of each dataset is available in (Blake and Merz, 1998) 44 . For each dataset, Relief was run with relevance threshold 0.01, as this threshold has been found to give best results 15 . All features less than this threshold were removed form the final subset. For the experiments in this paper, the same parameter settings used by Hall (1999) have been used: m = 250 (number of instances sampled), k = 10 (number of nearest neighbours) and σ = 20 (a parameter that controls the exponential decrease in influence for more distant neighbours).
Comparisons were also performed with CFS, a feature subset selector based on correlation based measures that has been commonly used in machine learning problems 15 . Unlike Relief, CFS evaluates feature subsets rather than individual features. The correlation based heuristic is based on the fact that good feature subsets contain features highly correlated with the class, yet uncorrelated with each other. The search strategy used with CFS is best first search 5 .
Once the relevant features are obtained using FS_ICA and the two competitors, the features are fed into a learner to perform classification. Three machine learning algorithms representing different approaches to learning were used in the experiments: a probabilistic learner (Naive Bayes), a decision tree learner (C4.5) and an instance based learner (IB1). The Naive Bayes algorithm employs a simplified version of Bayes formula in order to classify each instance 38 . The posterior probability of each possible class is calculated given the feature values present in the instance; the instance is assigned to the class with the highest probability. C4.5 is an algorithm that represents the training data in the form of a decision tree 39 . Decision trees are often known for their robustness and execution speed. IB1 is an implementation of the simplest similarity based learner known as nearest neighbour 40 . IB1 simply finds the stored case closest (usually defined by a distance metric) to the instance being classified. The new instance is assigned to the retrieved instance's class. The percentage of correct classification averaged over ten-fold cross-validation runs for each algorithm/dataset combination before and after feature selection were computed. For each train/test split, the dimensionality was reduced by the feature selector before being passed to the learner. The Weka data mining suite 41 was used for all the experiments.
FS_ICA was also compared with the PCA input to the three learners. In each case the same number of components, npc, was used. We observed that on most datasets, for each of the three learners, FS_ICA performed at least as well as PCA, and in some cases the classification accuracy of FS_ICA exceeded PCA. The following subsections present the results and discuss feature reduction, classification accuracy and computational efficiency of FS_ICA.
Feature Reduction
In Figure 1 the average number of features selected by the three different feature selection methods is depicted. For most datasets, FS_ICA selects fewer features than Relief and CFS. It is well known that Relief is very effective at identifying irrelevant attributes but not so good at identifying redundant attributes 42 . As a result, most attributes are retained in Relief. Since the selection processes are different for each selector, the final feature sets are not comparable. FS_ICA reduces the number of features by 28% on average while maintaining or even improving accuracy of classification, which is discussed in Section 5.1.2. 
Classification Accuracy
The classification performance of FS_ICA is evaluated using three common machine learning algorithms: Naive Bayes, C4.5 decision trees and IB1. Accuracy is defined as the percentage of correctly classified examples. A feature selection algorithm is called efficient when it matches the accuracy achieved with all the original features for a reduced set of features. A convenient way to compare accuracy of two methods visually is given in Figures 2-4 . Each dataset is represented as a point in the scatterplot, with the x and y values representing the accuracy of the 'x' and 'y' method respectively. If two accuracies are identical, the points lie on the diagonal. Points above the diagonal show where the 'y' method outperforms the 'x' method and vice versa. Figures 2(b) , 2(c) and 2(d) represent the accuracy of FS_ICA against the original feature space (referred to as original here) using Naive Bayes, C4.5 and IBL respectively. Figure 2 (a) represents percentage accuracy of FS_ICA using the best learner (out of Naive Bayes, C4.5 and IB1) against the best learner in the original feature space (which may be different for the different datasets). Figure 2 (a) shows that FS_ICA performs as well as the original with one notable exception being the Images dataset, where its corresponding point falls below the diagonal line. A comparison of the different learners in the ICA space is shown in Figure 5 . The datasets are ordered on the x-axes of the subfigures according to the numbering of the datasets in Table 1 . Naive Bayes performs better than other learners on 4 of the nine datasets and on par on another dataset in the ICA space. This is expected because the Naive Bayesian classifier is known to be optimal when attributes are independent given the class 16 . Naive Bayes in ICA space provides independence between attributes, thereby achieving better performance on most cases.
Computational Efficiency
IFS_ICA can be applied to many pattern recognition tasks, especially for dynamic problems where the system status changes over time. When datasets contain too much information, they can be split into small groups of observations making computations more feasible and the incremental version IFS_ICA may be used to reduce dimensionality of the data. The computational time needed to run IFS_ICA was compared against FS_ICA run in batch mode. Two sets of experiments were run in order to choose between 5 and 10 iterations for each dataset. Each of the nine datasets was split into 5 or 10 groups of about the same sample size. These groups were used for the incremental version of the experiments. The underlying idea was to compare the computational efficiency (which here refers to time) when the sample sizes are small and large respectively. A graph of the ratio of time taken for incremental and batch modes is shown in Figure 6 : Increments of 5 resulted in much higher efficiency than increments of 10 except for the third dataset which is Character Recognition. A possible explanation is the large number of observations in the Character Recognition dataset. A comparison of the computational time taken between IFS_ICA (5 iterations were used as it performed much better than 10) and batch mode is presented in Figure 7 . The incremental version updates only the covariance matrix from individual covariance matrices, and it was found that IFS_ICA was much faster than the batch-mode FS_ICA as shown in Figure 7 . 
Tree Sizes
FS_ICA reduces C4.5 tree sizes significantly on most datasets as shown in Figure 8 For the Character Recognition dataset, the size of the tree from FS_ICA is large compared to Relief and CFS. This may be attributed to the large number of classes within that dataset. CFS also builds a fairly large tree compared to that of the original feature space for this dataset which was not expected 15 . The size of the tree for the Images dataset is quite large but the overall accuracy is much higher than the rest as shown in Figure 5 .
Classification of HRCT lung diseases
FS_ICA and IFS_ICA were applied to two very different `real-world' classification problems of determining regions of Emphysema and Ground-glass opacity in HRCT (High Resolution Computer Tomography) images through the use of 21 textural features. HRCT scans have emerged as an important tool for detection and characterization of lung diseases. The diffuse radiographic patterns are a challenge even for the radiologists during diagnosis.
Emphysema is a chronic respiratory disorder, and Emphysema regions appear as low attenuation areas (Prasad and Sowmya, 2008) 45 in CT images as shown in Figure 11 (a). Ground-glass opacity refers to the radiographic appearance of a hazy increase in lung opacity not associated with obscuration of underlying vessels as shown in Figure 12 (a). Classification was done at pixel level and each HRCT scan consists of 262144 pixels on average and the training and testing datasets were set up as shown in Table 3 . A detailed description of the experimentation is provided in (Prasad et al., 2004) 46 . In the HRCT domain, FS_ICA reduces the original dimensionality from 21 features to 5 independent components, with no loss in classification accuracy. 
Results and Discussions
The results of the HRCT domain datasets are shown in Table 4 . The regions for training and testing were labeled manually through interactive drawing of regions of interest in consultation with radiologists. As well as visual inspection of the results, the accuracy of different learners in the ICA space using FS_ICA is quantified. Seeded K-means Var. is an instance based learner based on semi-supervised learning. For more information on the learners refer to Prasad et al. (2004) 46 . Briefly, classification accuracy trends for ICA features were mixed when compared to the classification accuracies in the original feature space. For the Emphysema dataset, although the classification accuracy using Naive Bayes is lower for FS_ICA compared to the original features, significant visual improvement is nevertheless observed in Figure 11 . For the Ground-glass opacity dataset, the best visual results are obtained by Naïve Bayes in the original feature space (see Fig 12 (e) ), and C4.5 in the FS_ICA feature space (see Fig. 12 (c) ); in Table 4 , the highest accuracies in both columns correspond to these classifiers. The visual results have been reviewed and the interpretations confirmed by a radiologist in the team. 
Conclusions
In this paper, an efficient feature selection/construction method, FS_ICA, based on independent component analysis has been proposed. The new selection method has been implemented and evaluated through extensive experiments. The experiments were based on continuous datasets since ICA is tailored to work on continuous problems. This makes the algorithm more practical and widely applicable since many `real-world' applications are dominated by continuous datasets. The feature selection results are verified by applying three different classification algorithms to data with and without feature selection. Compared to Relief and CFS, FS_ICA results in greater dimensionality reduction while performing comparably with respect to the accuracy of classifiers. In experiments on two HRCT lung datasets, the accuracies achieved by different classifiers in the FS_ICA space were more mixed, though visual results appear to be acceptable at least. Further experiments using more original features and a wider variety of classifiers appear warranted. In addition, an incremental feature selection algorithm, called IFS_ICA, is introduced as an extension of FS_ICA. The proposed incremental algorithm can easily be applied to many pattern recognition tasks, especially to dynamic problems where the system status changes over time. It is much faster than the conventional batch-mode FS_ICA algorithm for large scale problems and the model can be updated online over time when new observations become available. This is especially important for modelling dynamic systems where the system state is variable; for example, when medical images from new patients become available incrementally.
