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Charles T. Shoemaker, Daniel Salas-Meza, Erin Gaidis and Henry H. Yin *
Department of Psychology and Neuroscience, Department of Neurobiology, Center for Cognitive Neuroscience, Duke
University, Durham, NC, USA
We recorded activity of dopamine (DA) neurons in the substantia nigra pars compacta in
unrestrained mice while monitoring their movements with video tracking. Our approach
allows an unbiased examination of the continuous relationship between single unit
activity and behavior. Although DA neurons show characteristic burst firing following
cue or reward presentation, as previously reported, their activity can be explained by
the representation of actual movement kinematics. Unlike neighboring pars reticulata
GABAergic output neurons, which can represent vector components of position, DA
neurons represent vector components of velocity or acceleration. We found neurons
related to movements in four directions—up, down, left, right. For horizontal movements,
there is significant lateralization of neurons: the left nigra contains more rightward
neurons, whereas the right nigra contains more leftward neurons. The relationship
between DA activity and movement kinematics was found on both appetitive trials
using sucrose and aversive trials using air puff, showing that these neurons belong to
a velocity control circuit that can be used for any number of purposes, whether to seek
reward or to avoid harm. In support of this conclusion, mimicry of the phasic activation
of DA neurons with selective optogenetic stimulation could also generate movements.
Contrary to the popular hypothesis that DA neurons encode reward prediction errors, our
results suggest that nigrostriatal DA plays an essential role in controlling the kinematics of
voluntary movements. We hypothesize that DA signaling implements gain adjustment for
adaptive transition control, and describe a new model of the basal ganglia (BG) in which
DA functions to adjust the gain of the transition controller. This model has significant
implications for our understanding of movement disorders implicating DA and the BG.
Keywords: dopamine, substantia nigra, basal ganglia, movement, reward prediction error, striatum
Introduction
The role of dopamine (DA) in behavior has remained controversial despite decades of research
(Cannon and Palmiter, 2003; Cagniard et al., 2006; Jin and Costa, 2010; Leblois et al., 2010; Rossi
et al., 2013a). Degeneration of DA neurons results in Parkinson’s disease, associated with severe
motor deficits, suggesting that dopaminergic signaling is essential for movement. Some studies
showed that DA activity is correlated with the initiation and termination of instrumental actions,
locomotion, and postural adjustments (Jin and Costa, 2010;Wang and Tsien, 2011a; Fan et al., 2012;
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Barter et al., 2014). Others, however, found no clear relationship
between DA activity and movement (Schultz et al., 1983; Romo
and Schultz, 1990), and concluded instead that phasic DA signal
encodes reward prediction error, the difference between the
expected reward and the actual reward, which can serve as a
teaching signal in reinforcement learning (Schultz et al., 1997).
One limitation of previous work is that detailed movement
parameters were rarely measured continuously and quantified.
To obtain continuous measures of behavioral parameters,
we recently began to combine video tracking and wireless
in vivo recording, to study the relationship between movement
kinematics and activity in the BG. We found that medium spiny
projection neurons in the sensorimotor striatum, a major target
of DA projections, showed activity reflecting the horizontal and
vertical vector components of movement velocity (Kim et al.,
2014). On the other hand, the projection neurons from the
substantia nigra pars reticulata (SNr), a major output nucleus
of the BG that receives direct striatal input, showed activity
reflecting distinct components of position vectors (Barter et al.,
2015). These findings support a new model of BG function,
according to which these nuclei collectively function as a
transition control system situated in a hierarchy of negative
feedback control systems that vary outputs to reach inputs
specified by their reference signals. In the sensorimotor circuit,
the relevant proprioceptive transition represents the rate of
change in the representation of body configurations, so that
movement velocity can be a key controlled variable. The nigral
output neurons, in turn, can integrate the striatal velocity signals
to generate commands representing desired position, which
are then used to alter the reference signals for downstream
position controllers for body orientation and configuration in the
midbrain and diencephalon (Yin, 2014b).
What is the role of DA in this circuit? There are massive
nigrostriatal DA projections which synapse on the neck of
the dendritic spines, the sites of glutamatergic corticostrial
projections. We hypothesize that DA serves as gain modulation
for the movement velocity controller in the BG, e.g., via
the corticostriatal projections (Yin, 2014b). Together with
glutamatergic inputs DA signals can determine the magnitude of
the descending signal from the velocity controller, and the rate
of change in BG outputs (Kim et al., 2014; Barter et al., 2015).
This hypothesis predicts that the firing rate of DA neurons is also
related to movement velocity.
To test this hypothesis, we simultaneously measured
movement kinematics as well as single unit activity from
DA neurons in the substantia nigra pars compacta (SNc) in
unrestrained mice (Fan et al., 2011). As predicted, we found
that the phasic activity of DA neurons reflected distinct vector
components of movement velocity and acceleration. Using a
transgenic mouse line in which channelrhodopsin 2 is expressed
selectively in DA neurons, we found that photo-stimulation of
DA neurons in the SNc could also generate movements reliably.
Methods
Subjects
Eleven male C57BL6/J mice (25–35 g) were used in the
electrophysiology experiments. Seven mice (two males, and
five females) were used in the optogenetics experiments. All
procedures were approved by the Duke University Institutional
Animal Care and Use Committee. To make mice perform
movements repeatedly, we gave them limited access to water.
After the recording session each day, they had free access to water
for 1 h. Each mouse received about 0.5 to 1ml of 10% sucrose
during the experimental session. When they had free access to
water afterwards, they consumed ∼2ml. The health of all mice
was monitored daily.
Behavior
We used a simple Pavlovian trace conditioning task to study
the phasic DA responses in relation to rewards (unconditional
stimulus, US) and cues predicting rewards (conditional stimulus,
CS). In this task, the mouse stands on an elevated platform
(4 × 5 cm, elevated 40 cm) and its movement can be monitored
with a camera facing it at 30 frames/s (Figure 1). An auditory
cue predicted the delivery of a sucrose reward, and the mouse
reliably moved following the cue and following the reward.
The experimental apparatus and procedures are the same as
what we used in two recent studies (Kim et al., 2014; Barter
et al., 2015). This design allows us to record from DA neurons
while monitoring movement kinematics, using a small LED light
positioned on the headstage. It also minimizes z-axis movements.
Each trial began with the presentation of a tone (100ms,
4 kHz, 21.6 dB) followed by the delivery of 13µl 10% sucrose
solution dispensed by a Valvelink 8.2 (AutoMate Scientific) and
delivered through a spout fixed to the platform. The sucrose
solution was delivered ∼2 s after the termination of the tone.
Each session contained 50–150 trials, with a variable inter-trial-
interval of 20–50 s. Each session lasted approximately 1 h.
For sucrose/air puff sessions, either an ABAB design was used,
in which reward trials and air puff trials were presented in blocks,
or a AB design was used, in which sucrose trials were followed by
air puff trials. The same auditory cue was used. Air puffs were
200ms in duration and delivered from a computer-controlled
1500 series dispenser (EFD, 12 PSI).
Neural Recording and Data Analysis
Sixteen-channel electrode arrays (Innovative Neurophysiology)
were lowered at the following stereotaxic coordinates in relation
to bregma: 2.9–3mmposterior, 1.2mm lateral, and 4.6mmbelow
brain surface. Six mice were implanted in left nigra and the
other six were implanted in the right nigra. The arrays consisted
of 16 tungsten wires, 35µm in diameter and 7mm in length,
arranged in a four by four configuration, attached to an Omnetics
connector. Row spacing was 200µm and electrode spacing was
150µm. Electrode arrays were fixed to the skull with dental
acrylic. Following the completion of the experiments, all mice
were perfused and their brains sliced with a Vibratome and
examined under a microscope to verify electrode placement.
The behavioral and electrophysiological data were recorded
with a Cerebus data acquisition system (Blackrock) and analyzed
with Matlab, Neuroexplorer, and Graphpad Prism. Single unit
activity was recorded with miniaturized wireless headstages
(Triangle BioSystems International), as described previously (Fan
et al., 2011). Attached to the front end are miniature LEDs
(2mm, Osram). Single units were selected using online sorting
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FIGURE 1 | Behavior and video tracking in unrestrained mice. (A) Mice
perched on an elevated platform housed in a tube, wearing a miniaturized 16
channel wireless headstage (∼3.8 g). The camera (not shown) is facing the
animal. (B) Illustration of movement trajectory. The mouse starts to move
following presentation of the cue (CS), and moves again following the
presentation of the reward (US, 13µl 20% sucrose solution). Each color
illustrates the path on a single trial, showing variability from trial to trial. (C)
Illustration of the Pavlovian trace conditioning task used (Barter et al., 2015).
(D) Cartoon illustration of the movements. Top row illustrates movement
toward the spout; bottom row illustrates movement back to the starting
position. (E) Illustration of movement tracked by the head LED. Pressure pads
were placed underneath the animal, so that changes in pressure exerted by
the hind paws can be measured. Pressure pad measures as well as video
tracking of the tail demonstrate that the movements were not restricted to the
head. Position coordinates are mm from frame edge.
algorithms and then re-sorted oﬄine (Fan et al., 2011; Rossi et al.,
2013a). Only single-unit activity with a clear separation from
noise (at least five to one compared to the noise band) was used
for data analysis.
Kinematic Variables
Position, velocity, and acceleration are vector quantities with
both magnitude and direction. For movement measured with 2D
video tracking, this vector has two components (x and y). X and Y
head position vectors were differentiated to get X and Y velocity,
and the second derivative was taken to obtain acceleration. X and
Y velocity and X and Y acceleration were then split into positive
and negative components to yield a total of eight kinematic
variables: up and down velocity and acceleration, left and right
velocity and acceleration.
We then compared the neural activity to kinematic variables.
To assess the correlation between neural activity between firing
rate and kinematics, we analyzed data from the entire session. A
complete record of neural activity and the continuous kinematic
variables for each sessionwas analyzed inMatlab with a bin size of
30ms. The analysis consisted of two steps: first, for each session,
cross-correlation was performed between the firing rate of each
neuron and each of the eight kinematic variables to determine the
shift required for the highest correlation between the two signals.
Second, the neural signal and the kinematic signal were shifted
accordingly and a Pearson correlation was then performed to
determine the correlation between the two signals. Classification
of different functional classes of neurons was determined by the
strength of the correlation between the kinematic variable and
neural activity (p < 0.05).
Optogenetic Stimulation
By crossing Th-cre mice, which express Cre recombinase in
tyrosine hydroxylase positive neurons, with a knockin line (Ai32,
ChR2-EYFP) for Cre-dependent expression of channelrhodopsin
2 (Madisen et al., 2012), we generated Th::Ai32mice for selective
activation of DA neurons.
Custom-made optic fibers (5mm length below ferrule, 105-
µm core diameter, 1.25-mm-OD ceramic zirconia ferrule;
Precision Fiber Products) were lowered into the brain and
secured in place with dental acrylic and skull screws (Sparta et al.,
2012). Mice were allowed to recover for 2–3 weeks before testing
began.
Photo-stimulation was always bilateral. A custom-made
commutator was used to split a single laser beam into two beams
for bilateral stimulation. During stimulation sessions, mice were
connected to a 473-nm wavelength laser by two sheathed fibers
(62-µm core diameter, connected by ceramic sleeves, Precision
Fiber Products). The total output of the laser was adjusted each
day, to obtain∼636mW/mm2 transmittance.
Following completion of experiments, mice were anesthetized
with isoflurane and perfused with ice-cold 4% paraformaldehyde.
Brains were post fixed for∼24 h at 4◦C, cryoprotected in sucrose
solution, and then sliced at 60µm on a Vibratome. Slices were
incubated with primary chicken anti-GFP (1:1000, AbCam) and
TH primary rabbit anti-TH (1:1000, Millipore) with 10% goat
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serum and 0.25% Triton X-100 overnight at 4◦C. Secondary
antibodies (Alexa Fluor 594 goat anti-rabbit and Alexa Fluor
488 Goat anti-Chicken) were used to visualize TH and GFP,
respectively (1:250, Molecular Probes). Slices were imaged with
an Axio Zoom.V16 (Zeiss) microscope and processed using Zen
software (Zeiss).
Results
Video Tracking
The sucrose spout was located next to the platform on which the
mouse stands. Following the cue, the mouse started a movement
toward the sucrose spout, adjusting its body to prepare for the
reward delivery. Once the sucrose solution was delivered, the
mousemade another movement to consume the sucrose. Because
the mice were not restrained and allowed to move freely within
the confines of the small platform, the movement trajectories
varied considerably between animals. Although we used a single
LED placed on the head to track movements, this does not mean
that themouse onlymoved its head. There was clearmovement of
the whole body, as confirmed by pressure pads placed underneath
the mouse, and video tracking of tail movements at the time of
cue or reward (Figure 1E).
Classification of DA Neurons
We recorded activity of DA neurons in the SNc, the largest
DA cell group targeted by classic studies of phasic DA
activity (Ljungberg et al., 1992; Schultz, 1998a). As shown
in Figure 2, putative DA neurons recorded from the SNc,
are identified by their firing rate and waveforms (Grace
and Bunney, 1984; Rossi et al., 2013a,b). DA neurons have
considerably wider spike waveforms and overall lower firing
rates compared to other neurons in this area (Figure 2D,
unpaired t-tests, ps < 0.0001). We recorded from 106 putative
DA neurons over a period of 1–6 months depending on the
animal. The rest of the recorded waveforms are often putative
GABAergic neurons due to their narrow spikes and high firing
rates.
Correlation between DA Activity and Kinematics
We observed phasic activity of DA neurons following the
auditory cue and sucrose reward delivery (Figure 3), similar
to what was observed in previous studies in monkeys (Schultz
et al., 1997) and in mice (Cohen et al., 2012). But we found a
strong correlation between the neural activity and kinematics
at the time of the auditory cue or the reward. The correlation
analysis shown in Figures 3, 4 was performed on neural and
movement data taken from a 1 s peri-event window for the
FIGURE 2 | Identification of DA neurons in the substantia nigra. (A)
Classification of a putative DA neuron and a non-DA neuron using principal
component analysis (PCA). (B) Representative waveforms of putative DA
neurons. (C) Summary of electrode placements shown in coronal brain
sections take from the Allen Brain Atlas (Lein et al., 2006). (D) Average firing
rate and spike width (FWHM, full width at half maximum) of putative DA
neurons and non-DA neurons. DA neurons are characterized by lower firing
rates and wider spike widths (unpaired t-tests, ps < 0.0001).
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FIGURE 3 | “Burst” DA neurons show positive correlation with
kinematic variables. (A) Firing rate of representative neuron showing
positive correlation with vector components of velocity and acceleration.
Two major movements are detected during the trial, one in response to
the cue and the other in response to reward delivery. These are displayed
separately. “Velocity up” means velocity in the upward direction. Blue
arrows indicate movement direction, but note that only the vector
components are indicated. Actual movements would consist of both x
and y components. The correlation analysis uses data displayed in the
raster plots below. A 1 s peri-event window (either cue or reward) was
used. (B) Peri-event raster plots of the neurons and the correlated
kinematic variables. (C) The major alternative kinematic variables are
shown. These are not highly correlated with neural activity as determined
by our unbiased cross-correlation analysis.
task related events—either cue or reward. However, the same
conclusion was confirmed by an unbiased analysis using data
from the entire session. It is important to note that our
classification of different functional classes of neurons is based
on the unbiased cross correlation analysis from the entire
session.
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FIGURE 4 | “Pause” DA neurons is negative correlated with
kinematic variables. (A) Firing rate of representative neuron showing
negative correlation with vector components of velocity and acceleration.
Two major movements are detected during the trial, one in response to
the cue and the other in response to reward delivery. These are displayed
separately. (B) Peri-event raster plots of the neurons and the correlated
kinematic variables. (C) The major alternative kinematic variables are
shown.
The firing rates of DA neurons at the time of cue and
reward were correlated with movement velocity and acceleration.
Because the movements were time-locked to the cue and reward
delivery, it is important to dissociate kinematic variables from
these task events. For this reason, rather than selecting only
data from the trial, we performed an unbiased correlation
between firing rate and the kinematic variables for the entire
session, including inter-trial-intervals (Figure 5). The strength of
overall correlation cross correlation does not depend on the high
correlation during the trials. By far the majority of the data come
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from inter-trial-intervals (20–50 s) because the latter last much
longer than the trial duration (∼2 s). The correlations between
DA activity and kinematics are significant after controlling for
the effects of event timing and reward related responses.
This unbiased method, using cross-correlation of data from
the entire session, was used to classify the neurons (Table 1).
Note that, because different vector components of velocity
and acceleration variables can be correlated, there are often
statistically significant correlations between DA activity and
multiple vector components, but the kinematic variable with the
FIGURE 5 | Continuous correlation between neural activity and
kinematics. Illustration of a representative neuron and its correlation with
kinematics independent of task-related events such as cue and reward. To
dissociate kinematic variables from these task events. Rather than selecting
only data from the trial, we performed an unbiased correlation between firing
rate and the kinematic variables for the entire session, including
inter-trial-intervals. This unbiased analysis was used to classify the neurons.
highest correlation coefficient was used to classify the neurons.
This classification method supports the observation of strong
correlation between DA firing and movement at the time of cue
and reward. Therefore, a given neuron shows similar correlation
during the trial (following cue or reward) and during the inter-
trial-interval, when spontaneous movements were observed.
Cross-correlation analysis allows us to examine the direction
specificity of the relationship between neural activity and
movements. If a neuron is positively correlated with velocity in
a particular direction, it will often show the opposite correlation
with velocity in the opposite direction (Figure 6). Thus, not only
do DA neurons show direction selectivity, there also appears to
be a reciprocal inhibition organization, with opponent signals
generated for different movement directions. This pattern was
not common in neurons that are negatively correlated with
movement in a particular direction.
Appetitive vs. Aversive Behavioral Tasks
Because we used an appetitive behavioral task, it is unclear
whether the observed correlation between neural activity and
acceleration is specific to reward-related behaviors, whether in
reward anticipation or consumption. To address this question,
we performed additional experiments with aversive outcomes.
We measured the activity of DA neurons on both appetitive
TABLE 1 | Summary of different types of DA neurons.
Velocity Acceleration Total
Up 18 9 31
Down 19 13 28
Left 13 4 18
Right 16 5 20
Total 66 31 97
FIGURE 6 | Selectivity of DA responses. To illustrate the direction selectivity
of DA neurons, we compared the session-wide cross-correlation between
neural activity and velocity in opposite directions. Shown are two examples in
which the cell is positive correlated with movement in one direction and
negatively correlated with movement in the opposite direction. This pattern is
similar to what we observed previously in SNr GABAergic output neurons
(Barter et al., 2015).
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and aversive conditioning trials. The same experimental setup
was used, with the same trace conditioning procedure, except
an aversive air puff was delivered as the unconditional stimulus
instead of sucrose solution, from the same location where sucrose
was delivered (n = 3 mice). On these aversive trials, the behavior
was very different from that observed on sucrose reward trials,
as clearly revealed in the movement trajectories. The animal
moved away from the site of the air puff. Following the cue,
the animal attempts to avoid the expected air puff by moving
its body, and again at the time of the air puff delivery. On such
trials, the correlation between kinematics and neural activity was
still robust, and comparable to the correlation on reward trials
(Figure 7).
Summary of Correlation Analysis
Based on data from all recording sessions (appetitive as well
as appetitive/aversive), we identified neurons that are correlated
with velocity and acceleration in four directions (Table 1).
Neurons associated with different directions have comparable
firing rates [One-Way ANOVA, F(3, 97) = 0.63, p = 0.6]. Of all
recorded neurons, nine neurons were not significantly correlated
with any of the kinematic variables. The firing rates of most
recorded DA neurons (97/106, 91%) were correlated with either
movement acceleration or velocity. Both positive and negative
correlations were found, but the positive correlation is far more
common (78 vs. 22% of correlated neurons).
The DA neurons with positive correlation with velocity or
acceleration (Figure 3) are the burst neurons that increase firing
transiently at the time of salient events (cue or reward), which
have been well-documented in previous studies (Schultz, 1998a).
The less common neurons with negative correlations are those
that pause at the time of cue or reward (Table 1). The different
types of neurons all show comparable firing rates [Figure 8A,
One-Way ANOVA, F(7, 89) = 1.30, p = 0.26]. The lag between
neural activity and kinematics is much longer in negatively
correlated neurons (Figure 8, 158 ± 25.7ms, compared with
20.0 ± 10.5ms for positively correlated neurons, unpaired test,
p < 0.0001). The proportion of positively correlated and
negatively correlated neurons is not different for appetitive and
aversive sessions (Figure 8C; chi-square= 1.16, p = 0.28).
Lateralization of the DA Response
The electrode arrays were always implanted unilaterally, in the
left nigra in six mice, and in the right nigra in five mice. Of the
movement-correlated neurons, 40 were recorded from the left
nigra and 57 from the right nigra. Since many neurons recorded
were correlated with either leftward or rightward movements, we
examined the distribution of these neurons to see if there is any
lateralization of leftward and rightward neurons. As shown in
Figure 9, among velocity-correlated neurons, most DA neurons
correlated with rightward movements are found in the left nigra,
whereas most DA neurons correlated with leftward movements
are found in the right nigra (Chi-square = 5.99, p = 0.01).
There was no statistically significant difference between the two
sides for acceleration-correlated neurons (Chi-square= 3.60, p =
0.06), though the sample size is much smaller compared to the
velocity neurons.
Optogenetic Stimulation of DA Neurons
Although our electrophysiological experiments show striking
correlations between movement kinematics and firing rates of
DA neurons, such results do not tell us whether DA activity
is directly involved in generating movement. To establish a
“causal” role for DA neurons in movement, it would be necessary
to manipulate the activity of these neurons while measuring
movement kinematics. To selectively stimulate DA neurons, we
developed a transgenic mouse line in which channelrhodopsin
2, which depolarizes neurons upon stimulation with blue light
(Boyden et al., 2005), is expressed selectively in DA neurons.
This was accomplished by crossing Th-cre (expressing Cre
recombinase in tyrosine hydroxylase positive neurons) with the
Ai32 line, which has a floxed stop cassette at the Rosa26 locus,
allowing Cre-inducible ChR2 expression (Madisen et al., 2012).
Representative pattern of ChR2 expression is shown in Figure 10.
We used a blue laser (473 nm) to stimulate two groups of
mice, one group with ChR2 expressed in Th-positive neurons
(Th::Ai32), and a control group with only Th-Cre expression
but no ChR2. We found that optogenetic stimulation of DA
neurons could induce movements. Although such movements
were sometimes too subtle to be apparent to a casual observer,
they could easily be detected by our tracking program. Because
the different types of DA neurons are functionally defined,
it is not yet possible to manipulate each type independently
and examine the impact on movement kinematics. As photo-
stimulation presumably activated multiple types of DA neurons
simultaneously, the net effect will not be pure vertical or
horizontal movements. We therefore used distance and speed
to quantify the movements. Distance is defined as the distance
traveled between the location of the LED at the onset of
stimulation train and its location at the termination of the train.
Speed is defined as the derivative of the distance.
As shown in Figure 11, we first mimicked the phasic burst
of activity by high frequency stimulation (40Hz, 5 pulses, 3ms
pulse width, power∼636mW/mm2). This stimulation parameter
generated movements that are similar to what we observed
during our recording experiments (2 Th-Cre control mice, eight
sessions, 3 Th::Ai32 mice, 14 sessions, 40 stimulation trials per
session, variable inter-trial-interval: 6–18 s with a mean of 12 s,
unpaired t-test, p = 0.025 for peak speed, and p = 0.028 for
distance).
We then varied stimulation frequency (each train lasted∼1 s)
and examined the effects on movement kinematics (3 Th-Cre
control mice, 12 sessions, 4 Th:: Ai32 mice, nine sessions,
8–20 stimulation trials per session, inter-trial-interval = 9 s).
To analyze the movement kinematics generated by photo-
stimulation of DA neurons, we used a repeated-measures Two-
Way ANOVA with genotype and stimulation frequency as
factors. For peak speed during stimulation, we found a main
effect of genotype [F(1, 38) = 6.44, p = 0.02], no main effect
of frequency [F(2, 38) = 0.2, p = 0.82], and no interaction
between genotype and frequency [F(2, 38) = 0.41, p = 0.67]. For
distance moved, we found a main effect of genotype [F(1, 38) =
6.06, p = 0.02], no main effect of frequency [F(2, 38) = 0.90,
p = 0.41], and no interaction between genotype and frequency
[F(2, 38) = 0.92, p = 0.41]. These results demonstrate that
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FIGURE 7 | Correlation between firing rate and acceleration is similar
on appetitive (sucrose reward) and aversive (air puff) trials. (A) An
example of a positively correlated DA neuron on reward trials. The red line
represents average movement trajectory from the session. (B) The same
neuron on air puff trials. Note that the actual trajectories differed significantly
between reward and air puff trials, but the upward components of velocity
are similar, as shown here. (C) An example of a negatively correlated DA
neuron on reward trials. (D) The same neuron on air puff trials.
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FIGURE 8 | Population data for DA neurons on rewarded and air puff
trials. (A) Different classes of DA neurons show comparable firing rates. (B)
Using cross correlation analysis, we also found the lag is much longer for
negatively correlated neurons, suggesting that, in these neurons, a pause in
firing precedes some movement.(C) The proportion of positively and
negatively correlated neurons is similar for aversive and rewarding sessions.
FIGURE 9 | Lateralization of direction-specific neurons. Among
velocity-related DA neurons, there are more rightward neurons in the left nigra,
and more leftward neurons in the right nigra. There was no significant
lateralization among acceleration-related neurons, though the sample size is
much smaller.
stimulation of DA neurons is sufficient to generate movements.
The distinct horizontal and vertical components of the kinematic
variables produced by stimulation are shown in Figure 12. This
example showed that movements induced by photo-stimulation
had both x and y components, in accord with our prediction that
stimulation will affect multiple types of DA neurons.
Comparing DA and GABA Neurons
SNr GABA output neurons are known to inhibiti DA neurons.
Some have argued that the firing of DA neurons is largely
due to disinhibition: bursting is observed when GABA output
neurons pause (Tepper and Lee, 2007; Paladini and Roeper,
2014). This view is supported by our data. In some sessions,
we simultaneously recorded from putative DA neurons neurons
and GABA neurons from the same electrode array. Of these
putative GABA neurons, 20 are also correlated with head position
coordinates (x or y), as we previously described (Barter et al.,
2015). Figure 13 shows examples of simultaneously recorded DA
and GABA neurons, which are both correlated with movement
along a single axis (y axis). When a DA neuron is compared
with a neighboring GABA output neuron, there is a clear
mathematical relationship between their outputs, as shown by
the cross correlation analysis. It appears that the derivative of the
GABA output signal is subtracted from the DA output.
Discussion
Using a Pavlovian trace conditioning task, we first studied the
responses of DA neurons following cue and reward presentation.
Such responses are similar to what was reported in previous
work on monkeys (Schultz, 1998b), rats (Roesch et al., 2007),
and mice (Cohen et al., 2012). At first glance, our results may
appear to support the idea that phasic DA neurons encode reward
prediction errors (Schultz et al., 1997), but such an appearance
is misleading, for a careful analysis revealed for the first time a
continuous relationship between the firing rates of DA neurons
and specific kinematic variables.
A key difference between our study and previous work is our
use of continuous video tracking to quantify the behavior of the
animal, allowing us to examine the relationship between single
unit activity and movement kinematics. As shown in Figure 1,
the mouse typically initiates a movement following the cue, and
again following the reward delivery. The single unit activity is
highly correlated with the vector components of the kinematic
variables (velocity and acceleration). Even though most DA
neurons showed phasic activity at the time of cue presentation
or reward delivery, this pattern can be explained by the actual
movement kinematics of the animal. The neural representation of
kinematics is found not only at the time of cue or reward, but also
during the inter-trial-interval (Figure 6). Different types of DA
neurons are identified based on their correlation with movement
kinematics during the entire behavioral session. As shown in
Figure 7, the correlation is also independent of outcome valence–
whether it is aversive (air puff trials) or rewarding (sucrose trials);
a neuron that fires during upward movement on a sucrose trials
also shows the same correlation on an air puff trial. DA neurons
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FIGURE 10 | Expression of channelrhodopsin 2 in dopamine neurons
in Th::Ai32 mice. (A) Locations of bilateral optic fibers based on histological
verification of coronal brain slices. Representative GFP fluorescence,
indicating ChR2 expression, is colocalized with TH in the substantia nigra of
Th::Ai32 transgenic mice. Scale bar is 50µm (upper panels). Lower panels
are zoomed in images from the box shown in the upper right panel (scale bar
5µm). (B) GFP fluorescence is absent in Th-Cre control mice. Same
conventions as (A). (C) Optic fiber placements for Th::Ai32 (n = 4; black
circles) or Th-Cre (n = 3; yellow circles) mice. Atlas images are from the Allen
Brain Atlas (Lein et al., 2006). Available from: http://mouse.brain-map.org/.
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FIGURE 11 | Optogenetic stimulation of DA neurons can elicit
movements. (A) To mimic burst firing of DA neurons, we selectively
stimulated DA neurons using optogenetics. We generated a transgenic
mouse line (Th-Cre × Ai32) to selectively express ChR2 in DA (tyrosine
hydroxylase-positive) neurons. A brief stimulation at 40Hz (3ms pulse width,
5 pulses) generated movement, in the ChR2 (Th::Ai32) mouse but not in a
control mouse (Th-Cre) that also received the same light stimulation. Control
mice were implanted with fibers and stimulated using identical procedures.
Red trace represents movement trajectory. (B) Peak speed and distance for
ChR2 (Th::Ai32) and control (Th-Cre) mice. *p < 0.05. (C) Left, movement
kinematics plotted for different stimulation frequencies (11, 15, and 25Hz,
3ms pulse width, 1 s duration. (D) Peak speed during stimulation train and
distance traveled (at the end of the train) at different stimulation frequencies.
*p < 0.05.
thus represent movement kinematics whether the movement was
performed to acquire sucrose or to avoid air puff.
To ascertain the “causal” role of DA neurons in movement,
we alsomimicked phasic DA activity by photo-stimulation. Using
brief stimulation pulses and physiological frequencies (Pan et al.,
2013; Rossi et al., 2013b), we were able to elicit movements
that are comparable to those during our recording experiments
(Figure 10).
Caveats
Our results therefore suggest that DA is critical for shaping
the kinematics of movements, and support the hypothesis
that nigrostriatal DA modulates the gain of a closed loop
movement velocity controller (Yin, 2014b). They have important
implications for our understanding of BG function, but before
discussing these implications, a few caveats must be mentioned
at the outset.
First, we only examined the activity of nigrostriatal DA
neurons in the SNc, which mainly target the dorsal striatum.
We did not record from the mesolimbic DA neurons in the
ventral tegmental area (VTA), which target the ventral striatum,
prefrontal cortex, and other limbic regions. It is possible that
VTA DA neurons have different properties, which allow them to
encode reward prediction errors. Although we cannot rule out
this possibility, classic studies from monkeys concluded that DA
neurons from both SNc andVTA have similar phasic responses in
relation to behavioral events (Schultz, 1998a). In addition, recent
studies also found a strong correlation between VTA activity and
movement (Puryear et al., 2010; Wang and Tsien, 2011b; Wang
et al., 2013). It remains to be seen whether VTA DA neurons also
represent movement kinematics.
In our optogenetic experiments, the Cre driver line which
we used for generating the Th::Ai32 mice may express Cre
recombinase in some non-DA neurons as well (Lammel et al.,
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FIGURE 12 | Detailed movement kinematics during optogenetic
stimulation. (A) Representative horizontal (x) and vertical (y) components
of the movements in a control mouse (Th-Cre). Position, velocity, and
acceleration are plotted separately. Red traces show movement
trajectories produced by the stimulation. (B) Representative data from a
Th::Ai32 mouse.
2015). Although the main evidence showing Cre expression in
non-DA neurons comes from the VTA rather than the SNc, we
cannot rule out the possibility that photo-stimulation activated a
few non-DA neurons as well. Although our histological analysis
showed that ChR2 expression is confined to tyrosine hydroxylase
positive neurons, exhaustive cell counts using confocal images
will be necessary to confirm this conclusion.
Pan and colleagues recently reported a subset of
optogenetically identified SNr GABAergic neurons with
short latency burst responses to salient cues during a trace
conditioning task (Pan et al., 2013). Are the putative DA neurons
reported here just a subset of GABA neurons with phasic
responses? In the absence of cell type identification in each
recorded neuron, we cannot rule out this possibility. But it
is unlikely for a number of reasons. First, the average firing
rates of putative DA neurons (usually ∼5Hz) reported here
are comparable to those of identified DA neurons reported in
Pan et al. The high tonic firing rates of their GABA neurons
are also comparable to what we observed, indicating similar
cell type classification criteria. Indeed, in recent studies we also
observed the type of short latency phasic responses in SNr GABA
neurons, identified using similar criteria as the present study
(Fan et al., 2012; Rossi et al., 2013a). In addition, Pan et al. did not
examine the relationship between neural activity and movement
kinematics, leaving open the possibility that their observation
of reduced firing rates of DA neurons following extinction
can be explained by the reduction in Pavlovian conditional
responses (licking in their case) or other more specific changes
in unobserved movement kinematics.
Reward Prediction Error
Previous work found burst firing of DAneurons following reward
delivery, but this phasic activity occurred earlier in time with
training, following any reward predicting cue (Schultz, 1998a).
This observation was thought to support models of learning that
use a prediction error as a teaching signal (Schultz, 1998b). It is
beyond the scope of this article to discuss problems with learning
models that use prediction errors, but our results clearly furnish
evidence against the reward prediction error hypothesis of DA
function.
Previous studies in support of this hypothesis rarely quantified
movements, even though reward-related behavioral variables are
not dissociated from movement kinematics. Moreover, most
studies used restrained animals; even if they attempted to move
by generating the requisite neural signals, it would not have
been possible to achieve the actual movements. Inability to move
does not mean that the neural signals necessary for movement
velocity control are absent. Consequently, in all previous studies
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FIGURE 13 | Comparison of putative nigral GABA and DA neurons
from the same electrode array. (A) The activity of the GABA neuron
reflects y position coordinates, an example of representation of
instantaneous position coordinates reported in our recent study (Barter
et al., 2015). The activity of DA neuron reflects velocity in the upward
direction. If we take the derivative of the GABA output, we can generate
a mirror image of the DA activity. This result, then, is in support of
disinhibition: the reduction in GABA output is accompanied by an
increase in DA firing. Note that these projections are mostly collaterals of
fibers terminating in other areas such as the tectum and thalamus.
Cross-correlogram shows the relationship between DA firing and the
derivative of the GABA output from the entire session. (B) Another
example illustrating the relationship between DA and GABA neurons from
a different mouse.
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on reward prediction errors, there is an important movement
confound.
Our results suggest that the previously observed shifts in
phasic DA activity over time could reflect changes in movement
kinematics. Of course, without using the identical experimental
design, a direct comparison between our results and those
from previous studies is impossible. Yet none of the standard
manipulations (e.g., of reward size, probability, violations of
reward prediction) used in previous studies can be free of
the movement confound. In all these cases, the experimental
manipulations can produce behavioral differences too subtle
to be noticed by the casual observer. But we do not know
how the animal is moving under the different experimental
manipulations.
The reward prediction error hypothesis cannot explain
the selectivity of DA neurons for different directions of
motion (Figure 3), the linear relationship between DA activity
and kinematic variables independent of reward (Figure 6),
the high correlation between DA activity and movement on
appetitive and aversive trials (Figure 7), the lateralization of
leftward and rightward selective neurons on the two sides
of the brain (Figure 9), and the observation that DA activity
reflects the mathematical derivative of the GABAergic SNr
output (Figure 13). Nor can it explain previous observations
on locomotion (Wang et al., 2013), posture control (Barter
et al., 2014), motivational modulation (Rossi et al., 2013a), or
instrumental actions (Jin and Costa, 2010; Fan et al., 2012). Yet, as
we shall see below, all these results can be explained by the crucial
role of DA in shaping movement kinematics.
Nigrostriatal DA and Control of Movement
Velocity
The correlation with vector components of velocity and
acceleration observed in DA neurons is similar to what we
observed in striatal neurons (Kim et al., 2014). This is not
surprising since the striatum is the major target of DA projection,
and stimulation of the DA neurons or of their targets in the
striatum can elicit movements (Ferrier, 1876; Kravitz et al., 2010;
Rossi et al., 2015).
Our finding of direction specificity in DA neurons and
striatal neurons suggests considerable specificity in the pattern
of nigrostriatal projections. DA neurons that fire during
leftward movements, for example, are hypothesized to project to
striatal neurons that fire during leftward movements. Unilateral
stimulation of the striatum or application of DA agonists
after depletion-induced receptor supersensitivity can produce
contraversive turning or circling behavior (Ferrier, 1876; Hefti
et al., 1980; Rossi et al., 2015). The striatal modules and their
corresponding DA neurons are expected to be asymmetrically
distributed across the two sides, e.g., the right striatum and
nigra are expected to contain more units that generate leftward
movements. This prediction is supported by our results, which
show that the left nigra contains more rightward neurons and the
right nigra contains more leftward neurons (Figure 9).
Any point in space can be described in Cartesian coordinates,
which indicate the direction and distance of this point from some
arbitrarily chosen origin. In our model, the origin is the current
position of the animal. From the egocentric reference frame, the
position change is generated by the action of different classes of
striatal neurons, but through a velocity control mechanism.
Movement direction is often assumed to be encoded by a
population vector, which combines activity from many motor
cortical neurons (Georgopoulos et al., 1986). On the other
hand, here we assume that such tuning properties reflect the
presence of different classes of neurons for different vector
components. Their outputs can be combined by vector addition.
Neurons that fire preferentially for a specific direction command
a downstream controller that will ultimately produce movement
in this direction. For movement along any axis (x, y, z), opponent
signals are needed for antagonistic controllers for opposite
directions. This is supported by previous work suggesting
distinct controllers in the brainstem for horizontal and vertical
movements in orienting movements (Masino, 1992).
Transition Control
The role of DA in scaling performance has long been
noted and emphasized by another class of ideas, e.g., DA is
thought to reduce sensorimotor threshold (White, 1986), or
increase “response vigor” (Niv et al., 2007), or bias action
selection (McClure et al., 2003; Roesch et al., 2007). Such
ideas just re-describe the behavioral observations following DA
manipulations. They do not offer any mechanisms by which DA
can affect BG circuit function.
On the other hand, the present results support the model that
the BG circuit acts as a transition controller, with DA acting as
the gain of this system. Transition, in the sense used here, refers
to change in specific perceptual representations, which range
from modality specific perceptual representations to multimodal
representations of more abstract relationships. To control these
perceptions, a hierarchy of negative feedback control system
is used, in which variable outputs are produced to reach and
maintain desired inputs, as discussed below.
A major function of the sensorimotor BG circuit is to
control transition in body configurations, which corresponds
to movement velocity. This circuit controls the rate of change
in proprioceptive transitions by sending descending reference
signals to position controllers in the midbrain and diencephalon,
which in turn commandmuscle length and joint angle controllers
in the reticulospinal pathway (Yin, 2014a).
The striatum contains comparators that compare reference
and input velocity values, and the resulting velocity error
signals are integrated and converted into the nigral output,
which represents the reference signals for lower level position
controllers.
Position Control
It is critical to view the BG output as a continuously varying
quantity, rather than either on or off. At any time, the output
from SNrGABAneurons represents a specific body configuration
and orientation. Constant firing rate is associated with a constant
reference signal, i.e., no change in posture. When the firing rate
does not change, the posture is fixed. To generate a voluntary
action, the reference signal can be adjusted by a change in BG
output from the SNr GABA neurons. For example, one change
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associated with steering of the body is a gaze shift, as the foveation
target shifts to a different position. The descending command
allows steering in any direction by shifting to a new target
position. This allows acquisition of any sensory input with the
corresponding changes in body configurations.
There are multiple position controllers, found in the tectum,
pedunculopontine nucleus, and perhaps the thalamus, that
receive descending commands from the BG output. Without
a change in the descending BG output, lower level position
controllers can independently control position, based on their
own reference signals. They can produce outputs to resist any
perturbation, even when there is no overt movement. Their
outputs vary continuously according to the perturbation signals
transmitted via the feedback path. A large output is due to a
significant perturbation, as the input transiently deviates from
that allowed by the internal reference. This is usually created by
a salient stimulus (visual, auditory, or somatosensory), and the
resulting behavioral response is traditionally labeled “reflexive.”
So-called reflexes are behavioral outputs generated to restore
the desired inputs dictated by lower level reference signals, for
position, muscle length, tension, etc. Interestingly, artificially
induced position error signals from deep layer tectal neurons can
also activate DA neurons (Dommett et al., 2005). This type of
short latency activation may serve to prime the higher levels for
transition control.
One important property of the different types of position
controllers is that they will generate movement at a certain
velocity, proportional to the position error. For a given position
error, the velocity will not vary much. In other words, for
behaviors generated at levels below the BG, velocity cannot
be regulated independently. To change the velocity, one must
change the rate of change in their reference signals, which dictates
how quickly the position input should change. This requires a
higher level system, a master loop in a cascade control hierarchy.
It can be achieved by placing the velocity controller above the
position controller, so that the output of the higher loop is the
reference signal for the lower loop (Figure 15). In the output
function of the velocity controller, there is a neural integrator that
converts the striatal output signal into the rate of change in the
nigral output. Consequently, the rate of striatal neurons reflects
velocity, yet their target nigral GABA neurons show position-
related activity. Once a new position is achieved, it is held in the
absence of further input from the striatal neurons.
Commanding the Velocity Controller
Ascending the hierarchy still further, we must ask what is
represented by inputs to the striatum. According to our model,
corticostriatal inputs reaching the sensorimotor comparator
function in the striatum can either be perceptual representations
or reference signals (Figure 15). This arrangement allows the
velocity controller to be commanded by any number of systems,
just as a particular action can be performed for any number of
purposes, e.g., turning left to reach a reward or to avoid an air puff
(Kim et al., 2014). The velocity controller can therefore be viewed
as the final common path for behaviors that are traditionally
called “voluntary.” These behaviors originate from error signals
in controllers above the level of velocity control. The higher
error signals can become the reference signals for the velocity
controller. The magnitude of the signal will be reflected in the
actual movement velocity, unless two conflicting commands are
sent simultaneously.
Many reference signals at the higher levels are acquired
perceptual representations, i.e., memories. These signals
represent behavioral goals, yet goals, in the sense used here,
do not represent nor determine desired outputs. Instead they
represent perceptual variables to be achieved.
Control of Input
To understand the hierarchical control model, it is important
to grasp the fundamental difference between this model and
traditional models that purport to use closed loop control
(Todorov and Jordan, 2002). Attempts to apply control theory
in neuroscience have failed so far, largely due to a key
misunderstanding introduced by engineering terminology. In the
engineering tradition, controllers are typically said to control
their outputs, because the output value can match the desired
value (from the perspective of the engineer), which is fed into the
system. The controller is treated just like an input/output device:
reference signal is injected and the desired output is produced.
Thus, according to the traditional view, feedback control
means computing the commands (or “control signals”) needed
to produce a particular position and then executing these
commands. But this analysis is very misleading. Engineers
measure the output of a negative feedback controller and
compare the measurement with the desired reference value to
generate the error signal needed to produce the output. The
desired output is in fact some measure of the actual output.
Such systems are known as servos, for without their own
reference values they can never be autonomous agents. But
the prescribed reference value in any living organism does not
come from without, say a user adjusting the temperature setting
or commanding a position, but from within (Powers et al.,
1960). The measure of its own output is also taken by the
organism itself, via continuous feedback detected by sensory
systems. Consequently, in living control systems, the reference
signal is never a input command from the environment. The
true input always comes from perceptual representations, the
values of which, at any moment, are dictated by the intrinsic
reference signals within the organism. The key operation, then,
is the control of inputs, while varying behavioral outputs. The
variable outputs are only the outward manifestation of the
more fundamental process of control, which remains largely
invisible to the casual observer. Whenever feedback control
is viewed as the control of output, the control loop cannot
be analyzed correctly, because the inside and outside of the
system are reversed. This misunderstanding led to widespread
misunderstanding of gain and feedback delays in closed loop
controllers, as well as conclusions that the nervous system
contains internal models of Newtonian laws, when what is
measured is just environmental properties fed back to the
organism (Robinson, 1981; Green and Angelaki, 2010).
In the model described here, only perceptual inputs—sensed
rate of change in body configurations and other transitions—
are controlled. Outputs vary in proportion to the discrepancy
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between reference and input. Given the anatomical connections
of the BG, we hypothesize that the instantaneous position
coordinates represented by SNr GABAergic output neurons are
reference signals sent to the comparators in various position
controllers. These signals are not sensory or motor. Such
a classification is meaningless in a closed loop controller,
because the output is not driven by sensory inputs or by
descending commands; it is a result of a comparison between
the two (Figure 15). The part of the sensory signal that deviates
from the internal reference generates the appropriate amount
of output, which acts through the feedback function in the
environment.
In the control hierarchy only the lowest level has access to
muscles. The higher order outputs from different controllers are
used as descending signals that prescribe the desired amount
of perceptual input for the immediately lower level. These are
the orders sent to lower levels, not to command a specific
output value, but to “request” a specific input value to be
reached by the perceptual input functions of the lower level.
The descending signals from the SNr GABAergic output neurons
are not used to command muscle contractions, but to request
specific values from specific position controllers in the tectum
and pedunculopontine nucleus, which control orientation and
body configuration.
DA and Gain Control
We hypothesize that the sensorimotor striatum is organized
as a topographically mapped modules, each dedicated to a
specific velocity vector component corresponding to amovement
direction (forward/backward, up/down, left/right). There are
probably modules for different body parts, as different types of
reference signals are generated for different controllers at lower
levels (Carelli and West, 1991).
DA is hypothesized to serve as the gain in the transition
controller. As a neuromodulator, DA does not directly cause
firing of target neurons, though it can alter responsiveness of
these neurons to inputs, e.g., glutamatergic corticostriatal inputs
(Gerfen and Surmeier, 2011). Thus, DA can determine the
magnitude of the velocity error signal, and the rate of change in
body configurations.
DA can have different effects on striatonigral (D1-expressing)
and striatopallidal (D2-expressing) neurons giving rise to the
direct and indirect pathways, respectively, but the ultimate
effect is to modulate opponent output signals for downstream
controllers (Figure 14). The organization of direct and indirect
pathways implements a phase splitter that takes a common input
and generates antiphase signals for commanding antagonistic
controllers, e.g., opposite movement directions. The facilitating
properties of the striatonigral synapse suggests that nigral
integration of the inhibitory input is possible, whereas the
depressing property of the pallidonigral synapse means that
integration of the excitatory (disinhibitory) input is possible
(Connelly et al., 2010; Zhou and Lee, 2011). On the other hand,
the nigrotectal synapse appears to be neither facilitating nor
depressing (Kaneda et al., 2008), so there does not appear to be a
neural integrator in the tectum. This arrangement avoids having
two integrators in the overall control hierarchy, which can create
oscillations.
This hypothesis is supported by findings that neurons from
both pathways are simultaneously activated during behavior (Cui
et al., 2013; Isomura et al., 2013), and with opponent BG outputs
from the SNr projection neurons (Fan et al., 2012; Rossi et al.,
2013a; Barter et al., 2014, 2015).
Relationship between BG Output and DA Activity
A major source of input is neighboring SNr GABA neurons,
which inhibit DA neurons directly. These inhibitory projections
come from collaterals of the GABAergic fibers which presumably
synapse on other targets such as the tectum and ventral thalamus
(Tepper and Lee, 2007). SNc DA neurons can fire tonically
at a low rate by calcium entry through voltage-gated calcium
channels; burst firing, on the other hand, appears to require
NMDA currents produced by glutamatergic inputs. But due to
tonic GABAergic inhibition from SNr outputs, reduced GABA
release can also generate burst firing (Kang and Kitai, 1993;
Tepper et al., 1995; Paladini et al., 1999). Local blockade of
nigral GABA-A receptors causes bursting in DA neurons, which
suggests tonic activation of GABA-A receptors on DA neurons.
Thus, disinhibition is a major contributor to burst firing in
DA neurons recorded here. Bursting is prevented by GABA-A
inhibition even in the presence of glutamatergic inputs.
Whereas most DA neurons are correlated with velocity and
acceleration, GABA neurons are correlated with instantaneous
position coordinates (Barter et al., 2015). This pattern suggests
that the DA neurons are in a position to take the derivative
of the GABA outputs from the BG. Our results support this
hypothesis (Figure 13), showing simultaneously recorded GABA
and DA neurons in which the derivative of the GABA output is
subtracted from the output of the DA neurons. Although these
results are preliminary, they suggest specific pairing of GABA
neurons and DA neurons that are classified by their preferred
vector components.
A derivative of the BG output, then, can be fed back to
the striatum. This could represent a mechanism for adaptive
gain control, in which the gain can vary according to the
movement velocity requirement. The gain of controllers for
different body parts can also be independently adjusted. Haber
and colleagues observed that the nigral output disinhibits a
region of the SNc that send DA projections to the origin of the
striatonigral projections as well as neighboring regions, forming a
striatonigrostriatal loop (Haber et al., 2000). Currently it remains
unclear how these projections are related to the functionally
defined striatal modules shown in Figure 14. One possibility
is that this type of velocity or acceleration feedback is sent to
the same striatal neurons that generated the reference signal
for movement in a particular direction, as well as neurons that
generated the opponent signal. More generally, it will allow the
rate of change in one controlled transition to adjust the gain for a
different but related transition controller.
On the other hand, because the SNrGABA output (position) is
a time integral of the striatal output (velocity), the GABA neurons
possess cellular properties that implement leaky integration of
their inputs (Barter et al., 2015). This is integral gain in a
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FIGURE 14 | Proposed model for DA modulation of striatal outputs.
(A) SNr neurons receive projections from the striatum and external globus
pallidus, via the direct (D, striatonigral) and indirect (I, striatopallidal)
pathways. The net effect on the SNr could be either inhibitory (minus sign) or
excitatory (disinhibitory, plus sign). Both types of signals represent velocity
error signals from the velocity controller. The dorsal striatum is hypothesized
to contain at least four different modules, each responsible for movement in a
specific direction. Striatal neurons can signal velocity error signals (Kim et al.,
2014), which is integrated by the SNr and converted into position reference
signal to position controllers in the midbrain and diencephalon (Barter et al.,
2015). Using the outputs from the different modules, this circuit can perform
vector addition to generate the actual movement vector. The magnitude of
the signal entering the integrator is proportional to the rate of change in the
integrator output. (B) Illustration of activity in the BG circuit, using a square
pulse to represent a transient burst of action potentials with constant firing
rate from striatal projection neurons. Dotted lines indicate altered firing rates
as a result of DA modulation. DA is known to exert opposite effects on
striatonigral neurons and striatopallidal neurons. Striatonigral neurons, which
express D1 receptors, are increased by D1 activation, whereas striatopallidal
neurons are inhibited by D2 activation(Gerfen and Surmeier, 2011).
Moreover, activation of D1 receptors can also potentiate GABA release at the
striatonigral terminals (Chuhma et al., 2011), whereas activation of D2
receptors can reduce GABA release at the pallidonigral terminals (Connelly
et al., 2010; de Jesús Aceves et al., 2011). The net effect is consistent for the
targets of SNr output. DA modulation has the net effect of potentiating the
firing rate in a given position vector component, and further suppressing the
antagonistic component. By increasing the rate of change in the position
reference, the actual movement velocity is increased. As shown, both
movement amplitude and speed are altered, but these variables can be
independently controlled.
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FIGURE 15 | Model of cascade control hierarchy for velocity and
position control. The velocity control system is hierarchically higher than the
position control system. There are multiple position controllers, including those
for orientation and body configuration, which can command hierarchically
lower controllers for joint angle, muscle length, and muscle tension (not shown
here). The lowest level is the tension or force controller, with alpha motor
neurons acting as the comparator and muscles as the output function (Yin,
2014a).
transition control system, in which the error is a velocity signal,
and the output represents the rate of change in position. In
this cascade control arrangement, the higher “master loop” has
an integrator, whereas the lower level position loop does not
(Figure 15).
Clinical Implications
Because DA adjusts the gain of the velocity controller, it primarily
affects the rate of change in perceptual variables, including those
beyond the proprioceptive domain. This could explain common
symptoms in various disorders—such as Parkinson’s disease and
Tourette syndrome—which are associated with abnormal DA
levels. To put it simply, too much DA can result in faster
movements as well as other types of perceptual transitions,
whereas too little DA can result in a slowing down of the
same transitions (Yin, 2014b). This could explain the continuum
between hypokinetic and hyperkinetic disorders. On the other
hand, the role of DA is to adjust the responsiveness of striatal
neurons to glutamatergic inputs, so increasing glutamatergic
signaling can have similar effects to a certain extent. In this
circuit, the signal that matters is the spiking of the striatal
neurons.
A reduction in DA reduces the magnitude of the velocity error
signaled by the striatal projection neurons. Because there is a
neural integrator in the SNr, the reduced rate of firing in striatal
neurons results in reduced rate of change in body configurations.
The total number of spikes from the striatal comparator can
be reduced, so that movement amplitude is also reduced. In
Parkinson’s disease, which mainly involve degeneration of DA
neurons in the SNc, both amplitude and speed of movements are
reduced, which is why DeLong and colleagues proposed that BG
output firing rate could encode both variables (DeLong, 1990).
Although this hypothesis is wrong, the reduction in the gain of
the velocity controller can result in reduced amplitude and speed
of movements.
Another implication is suggested by the possible
differentiation of the GABA output performed by DA neurons,
as a result of the disinhibition mechanism discussed above. Such
velocity or acceleration feedback is often used in engineering to
prevent oscillations and overshoots, by damping the controller in
motion control. The lack of such feedback may explain common
symptoms in Parkinson’s disease, which is characterized by
tremor and neural oscillations (Brown, 2006; Costa et al., 2006).
One implication of our model is that, in principle, the
contribution of the DA signal can be replaced. When DA
signaling is insufficient, as in Parkinson’s disease, it may be
possible to take the derivative from the GABA projection neurons
to generate the needed DA signal. The challenge is to find
the appropriate place where this signal can be injected. Clearly
the striatum is the main candidate, but too little is known
about the organization of the functional striatal modules to
identify the suitable place in the circuit where more gain can be
added. Moreover, to enhance the gain of such a system requires
recording neural activity and delivering stimulation in real time
based on the recorded data. This could also be challenging,
especially in clinical practice.
Implications for Motor Control
In conventional studies attempting to relate neural activity
with movement kinematics, the observed correlation between
kinematic variables and single unit activity is very low (Paninski
et al., 2004). When movement-related signals are used to
move some load, e.g., in brain-machine-interface applications,
extensive transformation of the neural data is needed. It is
necessary to design a “decoder” to get the “control signal”
needed to drive the effector (Taylor et al., 2002). Even though
sensory feedback is often used, the feedback is not implemented
correctly in the appropriate places in the control loop, due to the
misunderstanding of inputs and outputs in the systems analysis.
With this approach, there is no need for a neural signal, as
any behavioral output can be transformed similarly, and even
if neural signals are used, single unit activity is not necessarily
better than population measures such as local field potential or
electroencephalogram recording.
By contrast, we have shown a strikingly linear relationship
between neural activity and kinematics. But this is not due to
any coding of movement to be used by a decoder. Rather the
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signals recorded are the signals used in circuits that generate
the movements. Strictly speaking, there is neither encoding nor
decoding of movement kinematics.
Rewards and Other Goals
The control of movement velocity is only one type of
transition control. The controlled variable is the perceptual input
representing the rate of change in kinesthetic variables, e.g.,
rate of change in joint angle (Mountcastle et al., 1975). To use
this general purpose system, reference signals must enter the
striatum, e.g., from the cerebral cortex.
There are multiple parallel cortico-BG networks (Alexander
et al., 1986). Corticostriatal projections are topographically
organized, with the sensorimotor striatum receiving inputs
from primary motor and somatosensory cortices. According
to our model, this sensorimotor network contains the velocity
controller. The other networks would constitute different
transition controllers with different controlled variables based
on their sensory representations. The content of the signals they
process can be very different, explain the well-known functional
heterogeneity in the striatum (Yin et al., 2004, 2005, 2009). The
controlled variables for the associative and limbic networks are
not well-defined, but they are presumably related to exteroceptive
and interoceptive inputs, respectively.
The term “reward” can be better defined as the control of some
of these sensory representations that are sent to the striatum. The
most immediate representation of the rate of food reward comes
from controlled perceptual variables in behaviors like chewing
and licking. The rate of change in these perceptual transitions can
also be controlled in much the same way, though using a different
set of effectors. Indeed, for orofacial consummatory behaviors,
DA has been implicated in the control of reward rate (Rossi and
Yin, 2015).
According to our model, what is often called “reward
expectancy” can be viewed as an error signal in another higher-
order reward rate controller. The reference for this controller
is altered by changes in motivational state, i.e., satiety. Its
error signal signals one more unit of the reward, just like
marginal utility (Alchian and Allen, 1977), and commands the
sensorimotor BG circuit by altering the reference value for
movement velocity. Consequently, the actual velocity achieved
is proportional to the higher order error signal. Thus, in food
deprived animals, an increase in the size of the expected reward is
known to associated with faster movements (Hikosaka, 2007). Of
course, such a mechanism is not restricted to rewards, but would
equally apply to a representation of impending danger.
Conclusions
Given the known movement deficits following degeneration of
DA neurons, it is hardly surprising that phasic DA activity
can be related to movement kinematics. What is surprising
is how long it took for this relationship to be uncovered.
The failure of previous studies to identify the role of DA in
shaping movement kinematics could be explained by the lack
of continuous behavioral measurements in unrestrained animals
(Romo and Schultz, 1990).
There is a fundamental difference between our approach and
that taken in most previous studies. The traditional measure
consists of discrete time stamps that are supposed to represent
specific events labeled by the experimenter. This type of
measurement creates the impression that behavior comprises a
series of pulse-like events, and neural activity is supposed to be
found around the time of these events. Although this approach
may provide the appearance of rigor, it also makes it all too easy
for the experimenter to ignore any behavior that is not described
by the task labels, which often reflect his own perception of the
experimental events and theoretical biases.
Perhaps there is a deeper reason for the popularity of
conventional behavioral analysis in neuroscience (Yin, 2013). The
dominant paradigm assumes that the nervous system converts
inputs into outputs, through “sensorimotor transformation.”
This open loop model of the organism leads to the convenient
fiction of the passive animal processing information and
generating motor responses and justifies the practice of heavily
restraining animals to create the illusion of an input/output
device. Instead, we assume behavior reflects the attempt to
control specific sets of inputs in a hierarchy of control systems.
Output varies to reach desired inputs, because the intrinsic
reference signals dictate how much of the input is to be acquired.
Behavioral output is not driven by sensory inputs, or by intrinsic
signals in the absence of sensory input. It is always the result of a
comparison between input and reference.
It has become customary in neuroscience to attribute
behavioral variability to noise in sensory systems (Osborne et al.,
2005). The underlying assumption, again, is that behavioral
output is driven by sensory inputs. But in our model, behavioral
variability has nothing to do with noise, but simply mirrors
environmental disturbances to hidden controlled variables.
In fact, although noise has always been a favorite concept
that can be replied upon to explain away those undesirable
features of behavior or neural activity (usually those features
the experimenter fails to understand), from our perspective
it is completely irrelevant. As shown by the present study,
however variable the behavioral output may be, there is a linear
relationship between the relevant neural signals and some time-
varying measure of the continuous behavior. This relationship
holds for any behavior, at any time, in any animal, with no need
for averaging. As suggested by the present results, our approach
promises to yield new insights into how neural activity generates
behavior in the individual organism.
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