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Uvod
Svrha ovog diplomskog rada je dati pregled linearnih procjenitelja regresijskih funkcija
vezanih uz problem neparametarske regresije. Regresijski problem je pronac´i funkciju
r na osnovi podataka (x1, Y1), (x2, Y2), . . . , (xn, Yn) uzimajuc´i da vrijedi relacija
Yi = r(xi) + i, (1)
gdje su (i)i=1,...,n nezavisne slucˇajne varijable s ocˇekivanjem 0 i konacˇnom varijan-
com σ2. Ponekad se varijanca od i gleda kao funkcija od x. Takoder, u literaturi je
najcˇesˇc´e zadovoljeno da su (i)i=1,...,n nezavisne i jednako distribuirane slucˇajne vari-
jable. Slucˇajnu varijablu Y nazivamo varijablom odaziva (eng. response variable), a x
kovarijatom, varijablom poticaja ili prediktorom (eng. covariate, feature). Procjeni-
telj rˆn(x) od r(x) naziva se izgladivacˇ (eng. smoother). Pojam neparametarske regre-
sije odnosi se na takve metode pronalaska izgladivacˇa koje zadovoljavaju minimalne
pretpostavke o regresijskoj funkciji r i uglavnom se odnose na glatkoc´u. Vrijednosti
kovarijate x se mogu tretirati kao fiksne, tj. deterministicˇki, ili kao realizacije slucˇajne
varijable X i u tom slucˇaju slucˇajni uzorak zapisujemo kao (X1, Y1), . . . , (Xn, Yn) te
regresijsku funkciju interpretiramo na sljedec´i nacˇin:
r(x) = E(Y |X = x). (2)
U ovom radu u fokusu c´e biti fiksni dizajn.
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Poglavlje 1
Osnovni pojmovi
1.1 Regresijski model
Neka je rˆn(x) procjenitelj funkcije r(x) iz regresijskog modela (1). Jasno je da moramo
odabrati kriterije koje c´emo koristiti za penalizaciju pogresˇke procjene regresijske
funkcije i predikcije varijable odaziva. U ovom su poglavlju navedeni pojmovi vezani
uz razne pogresˇke izgladivacˇa koji se koriste dalje u radu.
Kao funkciju gubitka koristimo kvadratnu pogresˇku, u oznaci SE:
SE(x) = (rˆn(x)− r(x))2. (1.1)
Ocˇekivanje kvadratne pogresˇke ili srednju kvadratnu pogresˇku oznacˇavamo s
MSE(x) = E(SE(x)) = E((rˆn(x)− r(x))2). (1.2)
Lako se pokazˇe da vrijedi
MSE(x) = (E(rˆn(x)))2 − 2r(x)E(rˆn(x)) + r(x)2 + E(rˆn(x)2)− (E(rˆn(x)))2
= (E(rˆn(x))− r(x))2 + Var(rˆn(x))
(1.3)
U prvom sumandu u gornjem izrazu treba prepoznati kvadrat pristranosti procje-
nitelja rˆn(x), pri cˇemu je pristranost definirana kao E(rˆn(x)) − r(x), a u drugom
sumandu varijancu istog procjenitelja. Jednadzˇba (1.3) ukazuje na glavni izazov u
izgladivanju, a to je postic´i ravnotezˇu izmedu pristranosti i varijance procjenitelja
(eng. bias-variance tradeoff). Kazˇemo da smo podatke previˇse izgladili ako je pris-
tranost velika, a varijanca mala (velika i mala za neki odabrani kriterij). Ako je
pristranost mala, a varijanca velika, kazˇemo da smo podatke premalo izgladili.
SE i MSE odnose se na gresˇke za fiksnu vrijednost x. Ako zˇelimo dobiti uvid o tome
kako se izgladivacˇ ponasˇa globalno, za sve vrijednosti kovarijate, mozˇemo koristiti
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jedan od sljedec´a dva pojma.
Integrirana kvadratna gresˇka definira se kao broj
ISE =
∫
(rˆn(x)− r(x))2f(x)dx (1.4)
te njezinu ocˇekivanu vrijednost ili srednju integriranu kvadratnu gresˇku oznacˇavamo
s
MISE = E(ISE) = E
∫
(rˆn(x)− r(x))2f(x)dx, (1.5)
gdje je f(x) gustoc´a tocˇaka x, a u slucˇaju fiksnog dizajna f(x) ≡ const. Primjetimo
da primjenom Fubinijevog teorema dobijemo:
MISE = E(ISE) =
∫
E(SE(x))f(x)dx =
∫
MSE(x)f(x)dx. (1.6)
Oznacˇimo s ARSS prosjecˇnu sumu kvadrata reziduala vrijednosti prave funkcije i
njene procjene u svim tocˇkama xi danih podataka:
ARSS(rˆn) =
1
n
n∑
i=1
(rˆn(xi)− r(xi))2. (1.7)
Definirajmo rizik kao
R(rˆn) = E(ARSS) = E
1
n
n∑
i=1
(rˆn(xi))− r(xi))2. (1.8)
Intuitivno, u slucˇaju fiksnog ekvidistantnog dizajna kada su xi medusobno udaljeni
za 1
n
, ARSS se mozˇe shvatiti kao diskretna aproksimacija ISE, a R kao diskretna
aproksimacija od MISE.
Uzmimo novu observaciju Y ∗i = r(xi) + 
∗
i u svakom xi, i = 1, . . . , n tako da su
(∗i )i=1,...,n nezavisne s (i)i=1,...,n. Izgladivacˇ nekad zˇelimo vrednovati i kao prediktora
vrijednosti varijable odaziva. Neka je rˆn(xi) predikcija od Y
∗
i . Analogno, kvadratna
prediktivna pogresˇka u xi definira se kao
PRSE(Y ∗i , rˆn(xi)) = (Y
∗
i − rˆn(xi))2 = (r(xi) + ∗i − rˆn(xi))2. (1.9)
Nadalje, definiramo prosjecˇnu kvadratnu prediktivnu pogresˇku i prediktivni rizik kao
njeno ocˇekivanje, odnosno:
PRSS(rˆn) =
1
n
n∑
i=1
(Y ∗i − rˆn(xi))2
PR(rˆn) = E(
1
n
n∑
i=1
(Y ∗i − rˆn(xi))2).
(1.10)
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Vrijedi
PR(rˆn) = E(
1
n
n∑
i=1
Y ∗i − r(xi) + r(xi)− rˆn(xi))2)
=
1
n
n∑
i=1
[E(Y ∗i − r(xi))2 + E(r(xi)− rˆn(xi))2
+ 2E[(Y ∗i − r(xi))(r(xi)− rˆn(xi))]]
=
1
n
n∑
i=1
E(∗i )2 +
1
n
n∑
i=1
E(rˆn(xi))− r(xi))2 + 2 1
n
n∑
i=1
E[(∗i )(r(xi)− rˆn(xi))]]
= σ2 + R(rˆn).
(1.11)
Zadnja jednakost vrijedi jer su ∗i nekorelirani s rˆn(xi) pa je trec´i sumand jednak
0. Vidimo da su rizik i prediktivni rizik jednaki do na konstantu σ2, a to znacˇi
da izgladivacˇ koji minimizira rizik takoder minimizira i prediktivni rizik te obratno.
Drugim rijecˇima, ako nam je kriterij za odabir rˆn minimizacija nekog rizika, dobar
izgladivacˇ je i dobar prediktor te obratno.
Sve gore navedene velicˇine odgovaraju nasˇoj predodzˇbi o kvaliteti procjene, ali ih
ne mozˇemo izracˇunati jer bi to zahtjevalo poznavanje funkcije r (koju pokusˇavamo
procijeniti) ili dodatno uzorkovanje varijable odaziva. Dodajmo josˇ jedan pojam
kojeg c´emo nazvati prosjecˇna suma kvadrata:
LS =
1
n
n∑
i=1
(Yi − rˆn(xi))2. (1.12)
Ovaj izraz mozˇe se dobiti iz podataka. Cˇesto se minimizacija tog izraza koristi kao
kriterij odabira parametara modela i naziva se procjena metodom najmanjih kvadrata
(eng. least squares estimate). Ako se koristi i kao kriterij vrednovanja modela,
treba napomenuti da je LS kao procjenitelj prediktivnog rizika pristran, odnosno
podcjenjuje ga. Uzrok lezˇi u tome sˇto se isti podaci koriste za procjenu parametara
modela i za vrednovanje kvalitete procjene. Metode navedene u sljedec´em odlomku
pokusˇavaju zaobic´i taj nedostatak.
1.2 Unakrsno vrednovanje
Neformalno recˇeno, unakrsno vrednovanje (eng. cross-validation) je metoda ocje-
njivanja modela. Rezultat unakrsnog vrednovanja je procjena prediktivnog rizika.
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Zbog toga se upotrebljava kao usporedni kriterij izmedu razlicˇitih modela, ali i za
odredivanje hiperparametara modela. Naime, svi izgladivacˇi u ovom radu ovisit c´e o
tzv. parametru izgladivanja koji se zapravo tretira kao hiperparametar i cˇesto oda-
bire tom metodom.
Kao sˇto je spomenuto ranije, ova metoda procjene prediktivnog rizika pokusˇava uk-
loniti pristranost, barem “prema dolje”, tako da podijeli uzorak na dio koji se koristi
za procjenjivanje parametara modela i dio koji se koristi za vrednovanje. Postoji viˇse
vrsta unakrsnog vrednovanja, ovisno o nacˇinu na koji se dijeli uzorak. Ovdje opisano
je tzv. k-terostruko unakrsno vrednovanje:
Neka su (x1, Y1), (x2, Y2), . . . , (xn, Yn) podaci iz modela (1). Za neki prirodni broj
k ≤ n podatke particioniramo na k podjednakih dijelova. Neka je κ : {1, . . . , n} →
{1, . . . , k} funkcija koja odreduje tu particiju. Za svaki l ∈ {1, . . . , k} s rˆ−l oznacˇimo
izgladivacˇ dobiven iz podataka bez l-tog elementa particije. Tada je vrijednost koju
racˇunamo (eng. CV-score)
CV (rˆ) =
1
n
n∑
i=1
L(Yi, rˆ
−κ(i)(xi)) (1.13)
gdje je L odabrana funkcija gubitka, vec´inom kvadratna pogresˇka pa, u skladu s
dosadasˇnjim pojmovima, uzimamo L(Yi, rˆ
−i(xi)) = (Yi− rˆ−i(xi))2. Drugim rijecˇima,
svaki element particije smo jednom koristili za evaluaciju gresˇke izgladivacˇa kojeg
smo procjenili na podacima iz preostalih elemenata particije. U slucˇaju k = n svaki
element particije sadrzˇi tocˇno jedan podatak i rijecˇ je o “leave-one-out” unakrsnom
vrednovanju (dalje u tekstu “LOO”). U tom slucˇaju mozˇemo pisati
CV (rˆ) =
1
n
n∑
i=1
(Yi − rˆ−i(xi))2. (1.14)
Pogledajmo kako funkcionira LOO unakrsno vrednovanje kao procjenitelj prediktiv-
nog rizika:
E(Yi − rˆ−i(xi))2 = E(Yi − r(xi) + r(xi)− rˆ−i(xi))2
= E(i)2 + 2E(i(r(xi)− rˆ−i(xi))) + E(r(xi)− rˆ−i(xi))2
= σ2 + E(r(xi)− rˆ−i(xi))2
≈ σ2 + E(r(xi)− rˆn(xi))2
= σ2 + MSE(xi).
(1.15)
Trec´a jednakost slijedi iz nekoreliranosti i s rˆ
−i(xi), a aproksimacija iz pretpostavke
da je rˆ−i koji je zapravo rˆn−1 dovoljno slicˇan rˆn jer su dobiveni na gotovo jednakim
uzorcima. Sumacijom po i lako dobijemo
E(CV (rˆn)) ≈ σ2 + R(rˆn) = PR(rˆn). (1.16)
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Iz ovoga vidimo da je LOO unakrsno vrednovanje “skoro” nepristran procjenitelj
prediktivnog rizika, a tocˇnost procjene, kao sˇto se vidi iz raspisa, ovisi o ponasˇanju
preciznosti izgladivacˇa s obzirom na promjene u velicˇini uzorka.
1.3 Asimpotska notacija
Neka su f : R −→ R i g : R −→ R proizvoljne funkcije.
Kazˇemo da je f reda g i piˇsemo f(x) = O(g(x)) ako postoji C > 0 takav da vrijedi
(∀x ∈ R) |f(x)| ≤ C|g(x)| (1.17)
Notacija
f(x) = O(g(x)), x→ a (1.18)
za neki a ∈ R znacˇi da postoje c, C > 0 takvi da vrijedi
|x− a| < c =⇒ |f(x)| ≤ C|g(x)|. (1.19)
Ekvivalentno je
f(x) = O(g(x)), x→ a ⇐⇒ lim sup
x→a
∣∣∣∣f(x)g(x)
∣∣∣∣ <∞. (1.20)
Analogno, notacija
f(x) = O(g(x)), x→∞ (1.21)
podrazumijeva da postoje c, C > 0 takvi da
x > c =⇒ |f(x)| ≤ C|g(x)|. (1.22)
Kazˇemo da je f malog reda g kad x→ a i piˇsemo f(x) = o(g(x)) ako za svaki  > 0
postoji c > 0 takav da vrijedi
|x− a| < c =⇒ |f(x)| ≤ |g(x)|. (1.23)
To je ekvivalentno s
f(x) = o(g(x)), x→ a ⇐⇒ lim
x→a
∣∣∣∣f(x)g(x)
∣∣∣∣ = 0. (1.24)
Analogna tvrdnja vrijedi za granicˇno ponasˇanje u ∞.
Kazˇemo da je f asimptotski ekvivalentno g kad x→ a i piˇsemo f(x) ∼ g(x), x→ a
ako vrijedi
lim
x→a
f(x)
g(x)
= 1. (1.25)
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Analogna tvrdnja vrijedi za granicˇno ponasˇanje u ∞. Ovdje navodimo neka pravila
za manipulaciju s O-notacijom, uz sve oznake kao prije.
f(x) = O(f(x)) (1.26)
cO(f(x)) = O(f(x)) (1.27)
O(O(f(x))) = O(f(x)) (1.28)
O(f(x))O(g(x)) = O(f(x)g(x)) (1.29)
O(f(x)g(x)) = f(x)O(g(x)). (1.30)
1.4 Jezgre
Definicija 1.4.1. Jezgra je funkcija K : R −→ R koja zadovoljava sljedec´e uvjete:
K(x) ≥ 0, (1.31)∫
K(x)dx = 1, (1.32)∫
xK(x)dx = 0, (1.33)
0 <
∫
x2K(x)dx = M2 <∞. (1.34)
Drugim rijecˇima, jezgra je funkcija gustoc´e neke slucˇajne varijable koja nije kons-
tanta i ima ocˇekivanje 0. Ponekad se u definiciji jezgre zahtjeva josˇ i simetricˇnost oko
0, odnosno parnost te dodatni uvjet
∫
K(x)2dx = V <∞. (1.35)
Definirajmo pomoc´nu funkciju I(x) kao
I(x) =
{
1, |x| ≤ 1
0, |x| > 1. (1.36)
Sada mozˇemo navesti neke cˇesto koriˇstene jezgre:
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Jezgra K(x)
∫
x2K(x)dx
∫
K(x)2dx
Uniformna K(x) = 1
2
I(x) 1
3
1
2
Gaussova K(x) = 1√
2pi
e−
x2
2 1
1
2
√
pi
Epanechnikova K(x) = 3
4
(1− x2)I(x) 1
5
3
5
Tricube K(x) = 70
81
(1− |x|3)3I(x) 35243
175
247
Triangularna K(x) = (1− |x|)I(x) 1
6
2
3
Biweight K(x) = 15
16
(1− x2)2I(x) 1
7
5
7
Triweight K(x) = 35
32
(1− x2)3I(x) 1
9
350
429
Jezgre se cˇesto koriste kod procjenjivanja funkcija gustoc´e kada imamo uzorak iz
nepoznate neprekidne razdiobe. Navodimo kratku motivaciju. Kao sˇto znamo,
f(x) =
d
dx
F (x) = lim
h→0
F (x+ h)− F (x− h)
2h
, (1.37)
za neki h > 0 i gotovo svaki x ∈ R. Procjena koja se koristi za funkciju distribucije je
empirijska funkcija distribucije Fˆ za koju po Glivenko-Cantellijevom teoremu znamo
da uniformno konvergira ka F gotovo sigurno. Ako uzmemo dovoljno mali h i u
gornju jednadzˇbu umjesto F uvrstimo empirijsku funkciju distribucije
Fˆ (x) =
#{xi : xi ≤ x}
n
, (1.38)
dobijemo
fˆ(x) =
#{xi ∈
〈
x− h, x+ h]}
2nh
. (1.39)
Ako nam K ovdje oznacˇava uniformnu jezgru, tada gornji izraz mozˇemo zapisati kao
fˆ(x) =
1
nh
n∑
i=1
K(
x− xi
h
) (1.40)
i to nazivamo procjeniteljem funkcije gustoc´e jezgrama. Svi procjenitelji funkcija
gustoc´e koji koriste jezgre izgledaju kao (1.40). Gornju formulu mozˇemo interpretirati
na nacˇin da jezgre shvatimo kao tezˇine i tada vidimo da procjenitelj svakom xi pridruzˇi
“centar mase” jer sve jezgre navedene na pocˇetku imaju maksimum u 0 i svima osim
Gaussove je nosacˇ
[ − 1, 1]. Tada se transformacijom x−xi
h
za neki xi pojedinom x
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pridaje vazˇnost prema tome koliko je udaljen od xi, a parametar h odreduje sˇirinu
utjecaja jezgri. Ako je nosacˇ jezgre
[−1, 1], tada kompozicijom s x−xi
h
dobijemo nosacˇ[
xi−h, xi+h
]
. Vrijednost procjenitelja fˆ(x) je prosjek svih n tezˇina dodijeljenih tom
x u odnosu na sve vrijednosti kovarijate, a sve je skalirano s h da vrijednost integrala
od fˆ bude 1. Koja c´e se jezgra tocˇno koristiti ovisi o problemu koji imamo i tome
koje svojstvo procjenitelja zˇelimo optimizirati.
Poglavlje 2
Linearni izgladivacˇi
Definicija 2.0.1. Procjenitelj rˆn(x) od r(x) je linearni izgladivacˇ ako za svaki x
postoji vektor l(x) = (l1(x), l2(x), . . . , ln(x))
T takav da je
rˆn(x) =
n∑
i=1
li(x)Yi. (2.1)
Ako definiramo rˆn = (rˆn(x1), . . . , rˆn(xn))
T , Y = (Y1, . . . , Yn)
T i
L = (l(x1), . . . , l(xn))
T , tada je
rˆn = LY. (2.2)
Definicija 2.0.2. Matrica L zove se matrica izgladivanja (eng. smoothing matrix,
hat matrix). i-ti redak od L zove se efektivna jezgra za procjenu r(xi), a efektivne
stupnjeve slobode definiramo kao
ν = tr(L). (2.3)
i-ti redak od L, odnosno l(xi), interpretira se kao vektor tezˇina koje se dodjeljuju
svakom Yi pri procjeni r(xi). Nadalje, efektivni stupnjevi slobode mogu se shva-
titi kao generalizacija stupnjeva slobode u parametarskoj regresiji, gdje su oni cˇesto
odgovarali broju parametara koji se procjenjuju. Primjer je linearna regresija, gdje
su stupnjevi slobode jednaki broju regresijskih koeficijenata. No, oni imaju mozˇda
jasniju interpretaciju ako ih definiramo na sljedec´i nacˇin. Neka je rˆ(Y ) izgladivacˇ
funkcije r. Ovdje se zˇeli naglasiti ovisnost izgladivacˇa o realizaciji varijable odaziva,
a ovisnost o realizaciji kovarijate se podrazumijeva implicitno. Neka je M : Rn → Rn
preslikavanje takvo da M(Y ) = rˆ. Definiramo generalizirane stupnjeve slobode kao
gdf(M) =
n∑
i=1
∂E(rˆi(Y ))
∂ri
(2.4)
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Dakle, generalizirani stupnjevi slobode su suma osjetljivosti ocˇekivanih vrijednosti
procjenitelja u tocˇkama dizajna na male promjene u vrijednostima varijable odaziva.
Mozˇe se rec´i da mjere fleksibilnost modela. Ako je model jako fleksibilan, procijenjene
i stvarne vrijednosti su dosta blizu pa je osjetljiv na male promjene te su i stupnjevi
slobode veliki. U slucˇaju linearnih izgladivacˇa
gdf(M) =
n∑
i=1
∂E(rˆi(Y ))
∂ri
=
n∑
i=1
∂E(
∑n
j=1 LijYj)
∂ri
=
n∑
i=1
∂(
∑n
j=1 Lijrj)
∂ri
=
n∑
i=1
Lii
= tr(L).
(2.5)
Vidimo da dobijemo tocˇno definiciju efektivnih stupnjeva slobode pa interes za njih
ima smisla.
Primjer 2.0.3. (Regresogram)
Neka su a, b takvi da je a ≤ xi ≤ b, za i = 1, . . . , n. Uzmimo ekvidistantnu sub-
diviziju segmenta [a, b] koja odreduje njegovu m-cˇlanu particiju B1, . . . , Bm (m − 1
poluotvorenih intervala i jedan rubni zatvoreni). Neka je s kj oznacˇen broj tocˇaka xi
koji pripada intervalu Bj i uzmimo da je kj > 0,∀j. Tada definiramo regresogram
kao izgladivacˇ:
rˆn(x) =
m∑
j=1
1Bj(x)
1
kj
n∑
i=1
1Bj(xi)Yi (2.6)
Vidimo da je rˆn step funkcija koja na svakom Bj procjenjuje r s prosjekom Yi takvih
da xi ∈ Bj. Takoder, za dani x ∈ Bj vidimo da je rˆn linearna funkcija po svim Yi
s tezˇinama li(x) =
1
kj
za xi ∈ Bj i li(x) = 0 inacˇe. Ako pretpostavimo da su tocˇke
x1, . . . , xn sortirane, tj. x1 ≤ x2 ≤ . . . ≤ xn tada redak matrice izgladivanja izgleda
poput
Li = l(xi)
T = (0, 0, . . . , 0,
1
kj
, . . . ,
1
kj
, 0, . . . , 0). (2.7)
Za konkretan slucˇaj, npr. m = 3, k1 = 2, k2 = 3, k3 = 2 to je:
L =

1
2
1
2
0 0 0 0 0
1
2
1
2
0 0 0 0 0
0 0 1
3
1
3
1
3
0 0
0 0 1
3
1
3
1
3
0 0
0 0 1
3
1
3
1
3
0 0
0 0 0 0 0 1
2
1
2
0 0 0 0 0 1
2
1
2

. (2.8)
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Primjetimo da regresogram ovisi o parametru h = 1
m
, odnosno o sˇirini intervala Bj
koju odaberemo. Taj parametar izgladivanja (tzv. sˇirina prozora u ovom slucˇaju) i
njegove razne inacˇice u primjerima koje c´emo tek navesti utjecˇe na to koliko c´emo
zagladiti procjenu - optimalno, previˇse ili premalo u smislu ravnotezˇe pristranosti i
varijance izgladivacˇa kao u (1.3). Lako se vidi da su efektivni stupnjevi slobode jed-
naki broju intervala Bj, ν = tr(L) = m.
Jedna varijacija ovog izgladivacˇa je izgladivacˇ prozorima, detaljniji opis mozˇe se
nac´i u [8]. Tamo se intervali Bj, odnosno prozori, definiraju tako da svi osim mozˇda
zadnjeg (Bm) sadrzˇe jednak broj tocˇaka xi. Za odabrani w ∈ [0, 1], intervali sadrzˇe
[wn] tocˇaka (zadnji mozˇe i manje) pa je u tom slucˇaju w parametar zagladivanja. Kod
ove varijacije se ne moramo brinuti imamo li prazan interval Bj kao u regresogramu.
Primjer 2.0.4. (Lokalni prosjeci)
Neka je h > 0 i Bx = {i : |xi − x| ≤ h}. Oznacˇimo s nx broj elemenata u Bx.
Izgladivacˇ lokalnim prosjecima u nekom x ∈ R definiramo kao:
rˆn(x) =
{
1
nx
∑
i∈Bx Yi, nx > 0
0, nx = 0.
(2.9)
Vidimo da rˆn procjenjuje r(x) tako da uzima prosjek svih Yi za koje su xi u h-okolini
od x i da je to linearni izgladivacˇ s tezˇinama li(x) =
1
nx
za |xi − x| < h i li(x) = 0
inacˇe.
Uzmimo za primjer jednostavan slucˇaj n = 7, xi =
i
7
, h = 1
7
i pretpostavimo da su xi
sortirani. Tada matrica izgladivanja izgleda ovako:
L =

1
2
1
2
0 0 0 0 0
1
3
1
3
1
3
0 0 0 0
0 1
3
1
3
1
3
0 0 0
0 0 1
3
1
3
1
3
0 0
0 0 0 1
3
1
3
1
3
0
0 0 0 0 1
3
1
3
1
3
0 0 0 0 0 1
2
1
2

. (2.10)
U [8] nalazimo slicˇan izgladivacˇ, tzv. izgladivacˇ pomicˇnim sredinama. Za w ∈
[0, 1] takav da je [wn] neparan broj te i ∈ {1, . . . , n} definiramo susjedstvo kao skup
indeksa
Bi = {max(i− [wn]− 1
2
, 1), . . . , i− 1, i, i+ 1, . . . ,min(i+ [wn]− 1
2
, n)}, (2.11)
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za sortirane vrijednosti varijable poticaja. To se naziva simetricˇno najbliˇze susjedstvo.
Tada je procjena u xi definirana s
rˆn(xi) =
1
[wn]
∑
j∈Bi
Yj. (2.12)
Vidimo da je procjena u xi prosjek
[wn]−1
2
susjednih Yj slijeva,
[wn]−1
2
zdesna i sa-
mog Yi. Dakle, izgladivacˇ lokalnim prosjecima uzima u obzir susjedne xi do neke
udaljenosti, a izgladivacˇ pomicˇnim sredinama susjedne xi do nekog indeksa.
Primjer 2.0.5. (Linearna regresija, jednostavna i polinomna)
Sljedec´i model, iako ima nesˇto jacˇe pretpostavke na oblik regresijske funkcije, jedan
je od najpoznatijih modela u statistici opc´enito i, kao sˇto c´emo pokazati, zadovoljava
definiciju linearnog izgladivacˇa. Pocˇinjemo od modela cˇija dimenzija kovarijate mozˇe
biti i vec´a od 1. Neka je zadan model (1) i neka je xi = (1, xi1, . . . , xip) za p ≥ 1.
Jednostavni linearni regresijski model pretpostavlja da je r(x) = β0 +
∑p
j=1 βjxj, sˇto
znacˇi da realizacija slucˇajnog uzorka zadovoljava
Yi = β0 +
p∑
j=1
βjxij + i, (2.13)
pri cˇemu su i nezavisne slucˇajne varijable s homogenom varijancom. Taj model uvodi
pretpostavku o linearnoj ovisnosti varijable odaziva o varijabli poticaja i naziva se
linearnom regresijom. Koeficijenti se biraju procjenom najmanjih kvadrata, odnosno,
procjenitelj je rjesˇenje minimizacijskog problema navedenog prije kao izraz LS:
LS(β) =
1
n
n∑
i=1
(Yi − β0 −
p∑
j=1
βjxij)
2. (2.14)
Ako uvedemo vektorski zapis Y = (Y1, . . . , Yn)
T , β = (β0, β1, . . . , βp)
T ,  = (1, . . . , n)
i matricu dizajna
X =

1 x11 x12 . . . x1p
1 x21 x22 . . . x2p
...
...
...
...
...
1 xn1 xn2 . . . xnp
 , (2.15)
model mozˇemo zapisati kao
Y = Xβ + , (2.16)
a minimizacijski problem kao
min
β
||Y −Xβ|| (2.17)
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pri cˇemu je || · || euklidska norma na Rn. Rjesˇenje postoji jer ga iz zadnjeg zapisa
mozˇemo prepoznati kao projekciju na potprostor razapet stupcima od X u Hilbertovom
prostoru Rn s euklidskim skalarnim produktom. Ako je XTX invertibilna matrica,
procjenitelj koeficijenata β glasi:
βˆ = (XTX)−1XTY, (2.18)
a procjenitelj regresijske funkcije r(x) u tocˇki x = (1, x1, . . . , xp):
rˆn(x) = βˆ0 +
p∑
j=1
βˆjxx = x
T βˆ. (2.19)
Ako uvrstimo
rˆn(x) = x
T (XTX)−1XTY, (2.20)
jasno je da je rˆn linearna funkcija od (Y1, . . . , Yn), a matrica izgladivanja
L = XT (XTX)−1XT (2.21)
je naravno projektor na potprostor razapet stupcima od X. Buduc´i da je trag projek-
tora jednak njegovom rangu, p + 1 = tr(L), vidimo da su ovdje efektivni stupnjevi
slobode jednaki broju parametara modela.
Ovog procjenitelja mozˇemo primijeniti na nasˇ pocˇetni univarijatni model (1) na
viˇse nacˇina. Najjednostavnije je da uvrstimo p = 1, β = (β0, β1) i matricu dizajna
X =

1 x1
1 x2
...
...
1 xn
 . (2.22)
Tu metodu procjene nazivamo jednostavnom linearnom regresijom.
Nadalje, kao sˇto smo pretpostavili linearnu ovisnost Y od x, mozˇemo pretpostaviti
polinomnu ovisnost nekog stupnja p i to nazivamo polinomnom regresijom. Tada
model glasi:
Yi =
p∑
j=0
βjx
j
i + i. (2.23)
U tom slucˇaju tretiramo vektor (1, xi, x
2
i , . . . , x
p
i ) kao vektor poticaja pa matrica di-
zajna izgleda kao
X =

1 x1 x
2
1 . . . x
p
1
1 x2 x
2
2 . . . x
p
2
...
...
...
...
1 xn x
2
n . . . x
p
n
 (2.24)
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i vektor βˆ je zapravo procjena koeficijenata regresijskog polinoma. Ovdje se p mozˇe
shvatiti kao hiperparametar zagladivanja koji se isto mozˇe procjenjivati.
Sada c´emo se fokusirati na 3 vrste izgladivacˇa koje c´emo formalno podijeliti na
2 vec´e skupine po tome koliki utjecaj pri formiranju procjene rˆn(x) za neki x imaju
pojedini xi. Uzmimo za primjer lokalne prosjeke i linearnu regresiju. Pri odredivanju
procjene za r(x) kod lokalnih prosjeka gleda se samo prozor kojem x pripada, tj. uzˇa
okolina od x i ostali elementi slucˇajnog uzorka nemaju utjecaj na to. Takve metode
koje pridaju razlicˇite tezˇine pojedinim xi pri procjenjivanju regresijske funkcije za neki
x nazivamo metodama lokalne regresije. S druge strane, linearna regresija koeficijente
modela odreduje globalno, minimizacijom izraza koji pridaje jednake tezˇine svim xi
pa u odredivanju procjene za neki x jednaku vazˇnost imaju svi elementi uzorka. To
bismo mogli nazvati metodama globalne regresije, a njen najvazˇniji primjer, osim vec´
spomenute linearne regresije, bit c´e regresija splajnovima.
Poglavlje 3
Metode lokalne regresije
Neka je zadan regresijski model (1). U ovom poglavlju navedeni su linearni procjeni-
telji od r(x) koji daju vec´e tezˇine onim Yi za koje su xi blizu x.
3.1 Lokalni procjenitelji jezgrama
Za pocˇetak mozˇemo na jednostavan nacˇin iskoristiti ideju procjenitelja funkcija gustoc´e
kako bismo konstruirali regresijski izgladivacˇ. Pretpostavimo da su xi =
i
n
, i =
0, 1, . . . , n, dakle tocˇke xi su ekvidistantne i xi ∈
[
0, 1
]
, i = 1, . . . , n, a radi laksˇe no-
tacije kasnije uzimamo dodatnu tocˇku x0 = 0. Prethodno smo za vrijednost gustoc´e
u nekom x uzimali prosjek tezˇina dodijeljenih svim xi pa tako ovdje za procjenu re-
gresijske funkcije u nekom x mozˇemo uzeti tezˇinski prosjek Yi koji je opet odreden s
polozˇajem xi u odnosu na x:
rˆn(x) =
1
nh
n∑
i=1
K(
x− xi
h
)Yi (3.1)
Ako izbacimo pretpostavku da su xi ekvidistantne, i radi laksˇeg zapisa podrazumije-
vamo da su xi uredeni, imamo sljedec´u modifikaciju gornje definicije.
Definicija 3.1.1. Neka je h > 0 sˇirina pojasa (eng. bandwidth). Priestley-Chao
procjenitelj jezgrama je linearni procjenitelj definiran relacijom
rˆn(x) =
1
h
n∑
i=1
(xi − xi−1)K(x− xi
h
)Yi. (3.2)
Sˇirina pojasa h je hiperparametar kojeg dalje radi jednostavnosti zovemo samo
parametar izgladivanja. Pokazˇimo kako bismo generalizirali Priestley-Chao procje-
nitelja u slucˇaju
[
x0, xn
]
=
[
a, b
]
. Kako bismo sveli taj slucˇaj na gornju definiciju,
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napravimo linearnu transformaciju realizacije slucˇajnog uzorka x˜i =
1
b−axi − ab−a pa
smo preslikali
[
a, b
]
u
[
0, 1
]
i na taj nacˇin smo dobili novu realizaciju slucˇajnog
uzorka (x˜1, Y1), . . . , (x˜n, Yn). Dakle, argumentu x za kojeg trazˇimo procjenu pri-
druzˇimo x˜ = 1
b−ax − ab−a . Neka je rˆn(x) = 1h˜
∑n
i=1(x˜i − x˜i−1)K( x˜−x˜ih˜ )Yi odabrani
procjenitelj na transformiranoj realizaciji slucˇajnog uzorka. Pogledajmo sˇto nam to
znacˇi u terminima xi:
rˆn(x) =
1
h˜
n∑
i=1
(x˜i − x˜i−1)K( x˜− x˜i
h˜
)Yi
=
1
h˜
n∑
i=1
(
1
b− a(xi − xi−1))K(
1
b−a(xi − xi−1)
h˜
)Yi
= {h = h˜(b− a)} = 1
h
n∑
i=1
(xi − xi−1)K(x− xi
h
)Yi.
(3.3)
Zakljucˇak je da, ako imamo proizvoljan uzorak, izvrsˇimo navedenu linearnu transfor-
maciju na njemu te na novonastalom uzorku odaberemo izgladivacˇ, to je ekvivalentno
tome da smo na pocˇetnom uzorku izabrali izgladivacˇ sa sˇirinom pojasa onoliko puta
vec´om koliki je raspon kovarijate pocˇetnog uzorka. Drugim rijecˇima, h˜ je optimalan
za prvi izgladivacˇ ako i samo ako je h optimalan za drugi izgladivacˇ. Zato mozˇemo
Priestley-Chao procjenitelja koristiti u opc´enitom slucˇaju.
Definicija 3.1.2. Neka je h > 0 sˇirina pojasa. Nadaraya-Watson procjenitelj jez-
grama je linearni procjenitelj definiran relacijom
rˆn(x) =
n∑
i=1
K(x−xi
h
)∑n
j=1K(
x−xj
h
)
Yi. (3.4)
Izbor jezgre K nije toliko bitan jer se teoretski mozˇe pokazati da je rizik neosjetljiv
na njega i procjene koje se dobiju koriˇstenjem razlicˇitih jezgri su numericˇki obicˇno
dosta slicˇne. S druge strane, izbor h je vazˇan. Sˇirina pojasa h je ovdje parametar
izgladivanja, a to je sˇirina okoline od x kojoj pridajemo vec´u tezˇinu pri formiranju
procjene i o njemu ovisi koliko c´emo izgladiti podatke - sˇto je pojas sˇiri podaci su
izgladeniji. Opc´enito, h se bira u ovisnosti o velicˇini uzorka pa se nekad koristi u
oznaci h = hn. Sljedec´i rezultat pokazuje kako procjenitelj ovisi o izboru h u smislu
kvalitete koju mjerimo integriranim rizikom definiranim u 1.5. U tu svrhu promatrat
c´emo vrijednosti kovarijate x1, . . . , xn kao realizaciju slucˇajnog uzorka iz razdiobe s
gustoc´om f jer nam trebaju pretpostavke o ponasˇanju kovarijate kada se velicˇina
uzorka povec´ava, odnosno o distribuciji njenih vrijednosti. Vrijedi sljedec´i teorem
(vidjeti [1], str. 73, teorem 5.44):
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Teorem 3.1.3. Integrirana srednja kvadratna pogesˇka Nadaraya-Watson procjenitelja
jezgrama je
MISE =
h4n
4
(
∫
x2K(x)dx)2
∫
(r′′(x) + 2r′(x)
f ′(x)
f(x)
)2dx+
+
σ2
∫
K2(x)dx
nhn
∫
1
f(x)
dx+ o((nhn)
−1) + o(h4n)
(3.5)
kada hn → 0 i nhn →∞.
Prvi sumand je kvadrirana pristranost, a drugi varijanca procjenitelja kao u (1.3).
Primjetimo da pristranost ovisi o distribuciji xi preko izraza
2r′(x)
f ′(x)
f(x)
(3.6)
i zbog toga (3.6) nazivamo pristranost dizajna. Nadalje, pokazuje se da procjenitelji
jezgrama imaju veliku pristranost blizu rubova raspona vrijednosti kovarijate i ta po-
java zove se granicˇna pristranost. Deriviranjem (3.5) po hn mozˇe se dobiti optimalna
sˇirina pojasa, ali ona ovisi o nepoznatoj regresijskoj funkciji r pa se u praksi bira
LOO unakrsnim vrednovanjem.
Definicija 3.1.4. Neka je h > 0 sˇirina pojasa. Gasser-Mu¨ller procjenitelj jezgrama
je linearni izgladivacˇ definiran relacijom:
rˆn(x) =
1
h
n∑
i=1
Yi
∫ si
si−1
K(
x− s
h
)ds, (3.7)
pri cˇemu su
s0 = 0, si−1 ≤ xi ≤ si, i = 1, . . . , n, sn = 1. (3.8)
Vidimo da Gasser-Mu¨ller procjenitelj pojedinim Yi pridaje tezˇine koje su srednja
vrijednost integrala funkcije K u okolini od xi. Ako na trenutak zanemarimo da je
dizajn fiksan i uzmemo u obzir da je K funkcija gustoc´e, mozˇemo to interpretirati i
kao da tezˇina od Yi ovisi o vjerojatnosti okoline od xi s obzirom na to da je “centar
vjerojatnosne gustoc´e” od K smjesˇten u x. Nadalje, mozˇemo vidjeti da je on konvo-
lucija funkcije K i step funkcije
∑n
i=1 1{x∈[si−1,si]}Yi.
Jedna modifikacija Gasser-Mu¨ller izgladivacˇa umjesto step funkcije u konvoluciji ko-
risti koristi po dijelovima linearnu funkciju koja nastaje povlacˇenjem pravca izmedu
svake dvije susjedne tocˇke Yi.
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Definicija 3.1.5. Neka je h > 0 sˇirina pojasa. Clarkov izgladivacˇ jezgrama je linarni
izgladivacˇ definiran relacijom
rˆn(x) =
1
h
n∑
i=1
∫ si
si−1
K(
x− s
h
)pY (s)ds, (3.9)
pri cˇemu je
pY (s) =

Y1, s ≤ x1
Yi
xi+1−s
xi+1−xi + Yi+1
s−xi
xi+1−xi , xi−1 < s ≤ xi
Yn, xn < s.
(3.10)
Iako za sve izgladivacˇe jezgrama vrijede slicˇni rezultati, ovdje c´emo se usredotocˇiti
na one vezane uz Gasser-Mu¨llerov izgladivacˇ.
Konzistentnost Gasser-Mu¨llerovog izgladivacˇa
Zˇelimo provesti analizu pogresˇke Gasser-Mu¨llerovog izgladivacˇa u smislu ocjene nje-
gove srednje kvadratne pogresˇke i rizika i njihove ovisnosti o velicˇini uzorka i para-
metru zagladivanja. U tu svrhu uvodimo neke dodatne pretpostavke. Neka je dizajn
ekvidistantan, odnosno
xi =
2i− 1
2n
, i = 1, . . . , n (3.11)
s0 = 0, sn = 1, si =
xi+1 + xi
2
, i = 1, . . . , n (3.12)
i neka je K ∈ C 1( [−1, 1] ) jezgra. Dakle, jezgra zadovoljava kao i prije
K(x) ≥ 0,
∫ 1
−1
K(x)dx = 1,
∫ 1
−1
xK(x)dx = 0, 0 <
∫ 1
−1
x2K(x)dx = M2 <∞
(3.13)
uz jednu dodatnu pretpostavku∫ 1
−1
K(x)2dx = V <∞. (3.14)
Za pocˇetak racˇunamo srednju kvadratnu pogresˇku Gasser-Mu¨llerovog izgladivacˇa za
neki x ∈ 〈0, 1〉, odnosno njen asimptotski izraz. Kao sˇto je pokazano, znamo da je
MSE(x) = (E(rˆ(x))− r(x))2 + Var(rˆ(x)) (3.15)
pa srednju kvadratnu pogresˇku mozˇemo dobiti proucˇavajuc´i pristranost i varijancu
izgladivacˇa zasebno.
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Lema 3.1.6.
Var(rˆ(x)) =
σ2
nh2
∫ 1
0
K2(
x− u
h
)du+ O((nh)−2) (3.16)
Dokaz.
Var(rˆ(x)) = E(rˆ(x)2)− (E(rˆ(x)))2 (3.17)
= E
[(
1
h
n∑
i=1
∫ si
si−1
K(
x− s
h
)ds Yi
)2]
−
[
1
h
n∑
i=1
∫ si
si−1
K(
x− s
h
)ds E(Yi)
]2
. (3.18)
Prvi izraz u (3.18) je jednak:
1
h2
n∑
i,j=1
∫ si
si−1
K(
x− s
h
)ds
∫ sj
sj−1
K(
x− u
h
)du E(YiYj). (3.19)
Znamo da je
E(YiYj) = r(xi)r(xj) + E(ij) =
{
r(xi)r(xj), i 6= j
r(xi)r(xj) + σ
2, i = j
(3.20)
pa iz toga slijedi da je izraz u (3.19) jednak
1
h2
n∑
i,j=1
∫ si
si−1
K(
x− s
h
)ds
∫ sj
sj−1
K(
x− u
h
)du r(xi)r(xj) (3.21)
+
σ2
h2
n∑
i=1
(∫ si
si−1
K(
x− s
h
)ds
)2
. (3.22)
Drugi izraz u (3.18) je
1
h2
n∑
i,j=1
∫ si
si−1
K(
x− s
h
)ds
∫ sj
sj−1
K(
x− u
h
)du r(xi)r(xj). (3.23)
(3.21) i (3.23) zajedno daju
Var(rˆ(x)) =
σ2
h2
n∑
i=1
(∫ si
si−1
K(
x− s
h
)ds
)2
. (3.24)
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Pogledajmo razliku izmedu (3.24) i tvrdnje Leme u (3.16).
σ2
h2
n∑
i=1
(∫ si
si−1
K(
x− s
h
)ds
)2
− σ
2
nh2
∫ 1
0
K2(
x− u
h
)du (3.25)
=
σ2
h2
n∑
i=1
[(∫ si
si−1
K(
x− s
h
)ds
)2
− 1
n
∫ si
si−1
K(
x− s
h
)2ds
]
(3.26)
Po Teoremu srednje vrijednosti postoje θi ∈ [ si−1, si] i ξi ∈ [ si−1, si] , i = 1, . . . , n
takvi da vrijedi ∫ si
si−1
K(
x− s
h
)ds = (si − si−1)K(x− θi
h
) (3.27)∫ si
si−1
K(
x− s
h
)2ds = (si − si−1)K(x− ξi
h
)2 (3.28)
za i = 1, . . . , n. Ako to uvrstimo, (3.26) postaje
σ2
h2
n∑
i=1
(si − si−1)
[
(si − si−1)K(x− θi
h
)2 − 1
n
K(
x− ξi
h
)2
]
(3.29)
=
σ2
(hn)2
n∑
i=1
[
K(
x− θi
h
)2 −K(x− ξi
h
)2
]
(3.30)
Buduc´i da je K ∈ C 1( [−1, 1] ) , K2 je posebno Lipshitz neprekidna pa postoji kons-
tanta C > 0 takva da za u, v ∈ [−1, 1] vrijedi |K(u)2 −K(v)2| ≤ C|u− v|. Uvedemo
li supstituciju ui =
x−θi
h
i vi =
x−ξi
h
za i = 1, . . . , n, imamo |ui − vi| ≤ 1nh pa je
σ2
(nh)2
∣∣∣∣∣
n∑
i=1
[
K(
x− θi
h
)2 −K(x− ξi
h
)2
]∣∣∣∣∣ (3.31)
≤ σ
2
(nh)2
n∑
i=1
∣∣K(ui)2 −K(vi)2∣∣ ≤ C
n2
∑
ui,vi∈[−1,1]
|ui − vi| (3.32)
≤ Cσ
2
(nh)2
1
nh
O(nh) = O((nh)−2)O(1) = O((nh)−2) (3.33)
jer je kardinalnost skupa {i : ui, vi ∈ [−1, 1] } reda O(nh). 
Za dovoljno mali h, izraz za varijancu iz Leme (3.1.6) se mozˇe zapisati kao
Var(rˆ(x)) =
σ2V
nh
+ O((nh)−2) (3.34)
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pri cˇemu je V =
∫ 1
−1K
2(u)du.
Lema 3.1.7. Neka je r ∈ C 1( [ 0, 1] ) . Tada je
E(rˆ(x)) =
1
h
∫ 1
0
K(
x− s
h
)r(s)ds+ O(n−1). (3.35)
Dokaz. Znamo da je
E(rˆ(x)) = E
[
1
h
n∑
i=1
∫ si
si−1
K(
x− s
h
)ds Yi
]
(3.36)
=
1
h
n∑
i=1
∫ si
si−1
K(
x− s
h
)ds r(xi). (3.37)
Pogledajmo razliku izmedu izraza u (3.37) i tvrdnje Leme u (3.35).∣∣∣∣∣1h
n∑
i=1
∫ si
si−1
K(
x− s
h
)ds r(xi)− 1
h
∫ 1
0
K(
x− s
h
)r(s)ds
∣∣∣∣∣ (3.38)
=
1
h
∣∣∣∣∣
n∑
i=1
(r(xi)− r(ξi))
∫ si
si−1
K(
x− s
h
)ds
∣∣∣∣∣, (3.39)
pri cˇemu su xi−1 ≤ ξi ≤ xi. Po Teoremu srednje vrijednosti znamo da postoji
θi ∈ [ si−1, si] (odnosno θi ∈ [ min(xi, ξi),max(xi, ξi)] ) takav da vrijedi
r(xi)− r(ξi) = r′(θi)(xi − ξi) (3.40)
za i = 1, . . . , n. Zbog |xi − ξi| ≤ 1n imamo
|r(xi)− r(ξi)| ≤ max
θ∈[ 0,1]
|r′(θ)| 1
n
(3.41)
za i = 1, . . . , n. Iz toga slijedi da je izraz u (3.39) omeden s
1
h
n∑
i=1
|(r(xi)− r(ξi))|
∣∣∣∣∫ si
si−1
K(
x− s
h
)ds
∣∣∣∣ (3.42)
≤ 1
hn
max
θ∈[ 0,1]
|r′(θ)|
n∑
i=1
∣∣∣∣∫ si
si−1
K(
x− s
h
)ds
∣∣∣∣ (3.43)
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Supstitucija u = x−s
h
uz oznake ui−1 =
x−si−1
h
i ui =
x−si
h
daje gornju ogradu za (3.43).
1
n
max
θ∈[ 0,1]
|r′(θ)|
n∑
i=1
∣∣∣∣∫ ui
ui−1
K(u)du
∣∣∣∣ (3.44)
≤ 1
n
max
θ∈[ 0,1]
|r′(θ)| max
u∈[ 0,1]
|K(u)|
∑
ui∈[−1,1]
|ui − ui−1|. (3.45)
Kardinalnosti skupa ui : ui ∈ [−1, 1] je O(nh) pa je∑
ui∈[−1,1]
|ui − ui−1| = 1
nh
O(nh) = O(1). (3.46)
Iz toga slijedi da je izraz u (3.45) O(n−1). 
Korolar 3.1.8. Ako je r ∈ C 2( [ 0, 1] ) , tada je pristranost od rˆ(x) jednaka
E(rˆ(x))− r(x) = h
2
2
r′′(x)M2 + o(h2) +O(n−1) (3.47)
pri cˇemu je M2 =
∫ 1
−1 u
2K(u)du.
Dokaz. Lema (3.1.7) uz supstituciju u = x−s
h
daje
1
h
∫ 1
0
K(
x− s
h
)r(s)ds =
∫ x
h
x−1
h
K(u)r(x− hu)du. (3.48)
Taylorov razvoj funkcije r u okolini od x je
r(x− hu) = r(x)− hr′(x)u+ h
2
2
r′′(x)u2 + o(h2) (3.49)
pri cˇemu koristimo Peanov oblik ostatka. u kojem za funkciju p vrijedi
lim
(x−hu)→x
p(x− hu) = 0⇒ lim
h→0
p(x− hu) = 0. (3.50)
Iz toga slijedi∫ x
h
x−1
h
K(u)r(x− hu)du = r(x)
∫ x
h
x−1
h
K(u)du− hr′(x)
∫ x
h
x−1
h
uK(u)du (3.51)
+
h2
2
r′(x)
∫ x
h
x−1
h
u2K(u)du+ h2
∫ x
h
x−1
h
u2K(u)p(x− hu)du.
(3.52)
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Buduc´i da nas zanima granicˇno ponasˇanje kada h→ 0, ako uzmemo h1 dovoljno mali,
imamo [−1, 1] ⊆ [ x−1
h
, x
h
] za svaki h ≤ h1 pa iz definicije od K u (1.4.1) slijedi∫ x
h
x−1
h
K(u)du = 1,
∫ x
h
x−1
h
uK(u)du = 0,
∫ x
h
x−1
h
u2K(u)du = M2 <∞ (3.53)
Nadalje, za iste uvjete na h
h2
∫ x
h
x−1
h
u2K(u)p(x− hu)du = h2
∫ 1
−1
u2K(u)p(x− hu)du. (3.54)
Buduc´i da je limh→0 p(x−hu) = 0, za proizvoljan  > 0 postoji h2 takav je |p(x− hu)| <
 za svaki h ≤ h2. Iz toga za h ≤ min(h1, h2) slijedi
h2
∫ 1
−1
u2K(u)p(x− hu)du ≤ h2
∫ 1
−1
u2K(u)du = h2M2 = o(h
2), (3.55)
jer je  proizvoljno mali. Konacˇno, za h ≤ min(h1, h2) uvrsˇtavanjem (3.53) dobijemo
1
h
∫ 1
0
K(
x− s
h
)r(s) = r(x) +
h2
2
r′′(x)M2 + o(h2). (3.56)
Iz (3.56) i Leme (3.1.7) imamo tvrdnju korolara. 
Korolar (3.1.8) daje indikaciju da c´e pristranost izgladivacˇa biti najvec´a tamo
gdje je vrijednost r′′(x) najvec´a po apsolutnoj vrijednosti. Dakle, rˆ c´e biti najviˇse
pristran tamo gdje se nagib od r mijenja brzo, tj. tamo gdje je regresijska funkcija
jako nelinearna.
Nadalje, tamo gdje je r′′ > 0 izgladivacˇ c´e imati tendenciju precjenjivanja regresijske
funkcije, dok c´e ju za r′′ < 0 podcjenjivati. Drugi rijecˇima, izgladivacˇ c´e precjenji-
vati konveksne dijelove i podcjenjivati konkavne, odnosno “izravnavati udubljenja i
izbocˇenja” regresijske funkcije. Iz toga vizualnom inspekcijom podataka mozˇemo do-
biti ideju o tome za koje se vrijednosti kovarijate izgladivacˇ nec´e ponasˇati najbolje u
smislu pristranosti i u kojem smjeru c´e grijesˇiti u procjeni.
Konacˇno, dolazimo do sljedec´eg teorema.
Teorem 3.1.9. Neka je r ∈ C 2( [ 0, 1] ) . Ako n → ∞ i h → 0 tako da nh → ∞,
tada je
MSE(x) ∼ σ
2V
nh
+
h4
4
r′′(x)2M22 , (3.57)
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pri cˇemu je V definiran u (3.34), a M2 u (3.53). Nadalje, za r
′′(x) 6= 0 asimptotski
optimalna sˇirina pojasa je
hopt(x) = n
− 1
5
(
σ2V
r′′(x)2M22
) 1
5
(3.58)
i MSE optimiziran po h je
MSEopt(x) ∼ 1.25
n
4
5
(|r′′(x)|σ4M2V 2) 25 . (3.59)
Dokaz. Izraz za MSE(x) u (3.57) slijedi uvrsˇtavanjem (3.34) i (3.47). Imamo
(E(rˆ(x))− r(x))2 = (h
2
2
r′′(x)M2 + o(h2) +O(n−1))2 (3.60)
= (
h2
2
r′′(x)M2 +O(h2 + n−1))2 (3.61)
=
h4
4
r′′(x)2M22 +M2 max
x∈[ 0,1]
r′′(x)2O(h2)O(h2 + n−1) (3.62)
=
h4
4
r′′(x)2M22 +O(h
2)O(h2 + n−1) (3.63)
pri cˇemu se u zadnjoj jednakosti koristi neprekidnost od r′′. Sada imamo
MSE(x) = (E(rˆ(x))− r(x))2 + Var(rˆ(x)) (3.64)
=
h4
4
r′′(x)2M22 +O(h
2)O(h2 + n−1) +
σ2V
nh
+O((nh)−2), (3.65)
iz cˇega slijedi izraz za MSE. Optimalna sˇirina prozora dobije se deriviranjem (3.57)
po h, a (3.59) uvrsˇtavanjem (3.58) u (3.57). 
Teorem (3.1.9) ima za posljedicu da je optimalni rizik vec´i tamo gdje je |r′′(x)|
vec´e. Intuitivno, jasno je da je regresijsku funkciju tezˇe procijeniti u tocˇkama u cˇijoj
okolino njezino ponasˇanje jako varira, tj. tamo gdje je dosta “krivudava”. S druge
strane, optimalna sˇirina prozora je vec´a tamo gdje je |r′′(x)| manje. Uzmimo prvo da
je r′′(x) priblizˇno 0 za neki x. To znacˇi da je r skoro linearna u okolini od x i da sve
tocˇke u okolini od x daju dobru informaciju o ponasˇanju r. Iz tog razloga h treba
prosˇiriti da bismo jacˇe “uprosjecˇili” procjenu i tako smanjili varijancu izgladivacˇa (jer
time nec´emo puno povec´ati pristranost). Obrnuto, ako je |r′′(x)| veliko, to znacˇi da se
ponasˇanje funkcije u okolini x intenzivno mijenja i samo tocˇke jako blizu x sadrzˇavaju
korisne informacije o r. Iz tog razloga treba smanjiti sˇirinu pojasa, ali ovaj put kako
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bismo smanjili pristranost izgladivacˇa.
Teorem (3.1.9) nam govori o optimalnom MSE(x) i optimalnoj sˇirini pojasa za
neki fiksni x. Vidimo da je optimalna brzina opadanja srednje kvadratne pogresˇke
O(n−
4
5 ). No, taj teorem ne mozˇemo direktno primijeniti ako bismo htjeli proucˇiti
R(rˆ) = E 1
n
∑n
i=1(rˆn(xi))− r(xi))2, tj. asimptotsko ponasˇanje rizika izgladivacˇa. Raz-
log lezˇi u tome sˇto se u Korolaru (3.1.8) i posljedici Leme (3.1.6) za fiksni x zahtjeva
dovoljno mali h da bi vrijedile jednakosti u (3.53) i izraz za varijancu u (3.34), od-
nosno potrebno je [−1, 1] ⊆ [ x−1
h
, x
h
] . Drugim rijecˇima, mora biti x ∈ [h, 1 − h] i
takvu tocˇku nazivamo unutrasˇnjom tocˇkom. Ako racˇunamo MSE(xi) za i = 1, . . . , n
i gledamo asimptotsko ponasˇanje po n → ∞ i h → 0 tako da nh → ∞, ne mozˇemo
postic´i da sve realizacije kovarijate budu unutrasˇnje tocˇke. Nasˇ dizajn je ekvidistan-
tan s razmakom sˇirine 1
n
medu tocˇkama xi, a zbog nh → ∞ vidimo da 1n → 0 brzˇe
nego h → 0 pa nam neizbjezˇno ostaju neki xi ∈ [ 0, h〉 ∪ 〈1 − h, 1] i njih nazivamo
granicˇnim tocˇkama. U granicˇnim tocˇkama imamo problem vec´e pristranosti koji na-
zivamo granicˇna pristranost. Jedan pokusˇaj da se rijesˇi taj problem je modifikacija
procjenitelja
rˆc(x) =
n∑
i=1
Yi
∫ si
si−1
K(
x− s
h
)ds/
n∑
i=1
∫ si
si−1
K(
x− s
h
)ds. (3.66)
To je tzv. cut-and-normalize izgladivacˇ i ima svojstvo da je rˆc(x) = rˆ(x) za x ∈
[h, 1−h] , no u granicˇnim tocˇkama rˆc ima manju pristranost. Mozˇe se pokazati da je
u tom slucˇaju optimalna brzina opadanja rizika O(n−
3
4 ), a ne O(n−
4
5 ) kao u slucˇaju
unutrasˇnjih tocˇaka sˇto bismo htjeli. Drugi pristup smanjivanju granicˇne pristranosti
je koriˇstenje tzv. granicˇnih jezgri. Za pocˇetak uzmimo proizvoljan x ∈ [ 0, h〉, odnosno
donju granicˇnu tocˇku. Tada je x = qh za neki q ∈ [ 0, 1〉. Pretpostavimo da za svaku
takvu tocˇku mozˇemo konstruirati modifikaciju jezgre K, odnosno granicˇnu jezgru Kq
koja zadovoljava
Kq(x) ≥ 0, (3.67)∫ q
−1
Kq(x)dx = 1, (3.68)∫ q
−1
xKq(x)dx = 0, (3.69)
0 <
∫ q
−1
x2Kq(x)dx = M2q (3.70)∫ q
−1
Kq(x)
2dx = Vq <∞ (3.71)
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te da je Kq(x) diferencijabilna po x i neprekidna po q i da vrijedi
q → 1 =⇒ Kq → K. (3.72)
Ako imamo takvu granicˇnu jezgru i nju koristimo u izgladivacˇu za neku granicˇnu
tocˇku x = qh, analogno kao u Lemi (3.1.6) pokazˇe se da je
Var(rˆ(x)) =
σ2
nh
Vq +O((nh)
−2), (3.73)
a jer je Kq ogranicˇena i neprekidna po q, takoder je po teoremu o dominiranoj ko-
nvergenciji Vq neprekidna po q pa je
Var(rˆ(x)) ≤ σ
2
nh
max
q∈[ 0,1]
Vq +O((nh)
−2) (3.74)
=⇒ Var(rˆ(x)) = O((nh)−1) +O((nh)−2) = O((nh)−1). (3.75)
Takoder, jednakosti (3.53) u (3.1.8) su ispunjene jer je [−1, q] ⊆ [ x−1
h
, x
h
] za x = qh
pa je
E(rˆ(x))− r(x) = h
2
2
r′′(x)M2q + o(h2) +O(n−1) (3.76)
≤ h
2
2
max
x∈[ 0,1]
|r′′(x)|M2q + o(h2) +O(n−1) (3.77)
= O(h2) +O(n−1) = O(h2 + n−1) (3.78)
Iz (3.75) i (3.78) imamo ocjenu za MSE donjih granicˇnih tocˇaka kad n→∞ i h→ 0
tako da nh→∞:
MSE(qh) = (E(rˆ(qh))− r(qh))2 + Var(rˆ(qh)) (3.79)
= O((nh)−1) +O((h2 + n−1)2) (3.80)
= O((nh)−1) +O(h4 + h2n−1 + n−2) (3.81)
= O((nh)−1) +O(h4 + n−2) (3.82)
= O((nh)−1 + h4), (3.83)
pri cˇemu sve gornje ocjene vrijede uniformno po q.
Analogno se pokazˇe da jednaka ocjena za MSE vrijedi i za gornje granicˇne tocˇke,
odnosno tocˇke oblika x = 1 − qh za q ∈ [ 0, 1〉 ako za izgladivacˇ u tom slucˇaju
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koristimo granicˇne jezgre sa svojstima
Kq(x) ≥ 0, (3.84)∫ 1
−q
Kq(x)dx = 1, (3.85)∫ 1
−q
xKq(x)dx = 0, (3.86)
0 <
∫ 1
−q
x2Kq(x)dx = M2q (3.87)∫ 1
−q
Kq(x)
2dx = Vq <∞ (3.88)
te kao i prije da je Kq(x) diferencijabilna po x i neprekidna po q i limq→∞Kq =
K. Primjetimo da ako imamo donju granicˇnu jezgru Kq(x), gornju granicˇnu jezgru
mozˇemo dobiti kompozicijom Kq(−x). U tablici ispod navedeni su neki primjeri
donjih granicˇnih jezgri.
Jezgra K Kq(x)
Uniformna Kq(x) =
2
(1+q)3
[ 3(1− q)x+ 2(1− q + q2)] I[−1,q] (x)
Epanechnikova Kq(x) =
12(x+1)
(1+q)4
[ (1− 2q)x+ 1
2
(3q2 − 2q + 1)] I[−1,q] (x)
Biweight
Kq(x) =
15(1+x)2(q−x)
(1+q)5
[ 2x(51−q
1+q
− 1) + (3q − 1) + 5 (1−q)2
1+q
] I[−1,q] (x)
Sada imamo sve potrebno da odredimo asimptotski rizik Gasser-Mu¨llerovog iz-
gladivacˇa te kao za MSE pronademo h koji ga minimizira, odnosno nademo globalno
optimalan parametar izgladivanja i optimalan rizik.
Teorem 3.1.10. Neka je r ∈ C 2( [ 0, 1] ) . Ako u svim granicˇnim tocˇkama u izgladi-
vacˇu koristimo pripadajuc´e granicˇne jezgre, tada za n→∞ i h→ 0 tako da nh→∞,
vrijedi
R(rˆ) ∼ σ
2V
nh
+
h4
4
M22J2(r), (3.89)
pri cˇemu je J2(r) =
∫ 1
0
r′′(x)2dx. Nadalje, asimptotski globalno optimalna sˇirina
pojasa je
hopt = n
− 1
5
(
σ2V
J2(r)M22
) 1
5
, (3.90)
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a asimptotski optimalan rizik
R(rˆ)opt ∼ 1.25
n
4
5
J2(r)
1
5 (σ4M2V
2)
2
5 . (3.91)
Dokaz.
Neka je B = {xi : xi < h ∨ xi > 1− h}. Vrijedi
R(rˆ) =
1
n
n∑
i=1
E(rˆ(xi)− r(xi))2 (3.92)
=
1
n
∑
xi /∈B
E(rˆ(xi)− r(xi))2 + 1
n
∑
xi∈B
E(rˆ(xi)− r(xi))2 (3.93)
Uvrsˇtavanjem rezultata iz (3.57) i (3.83) dobivamo
R(rˆ) ∼ 1
n
∑
xi /∈B
(
σ2V
nh
+
h4
4
r′′(xi)2M22 +
)
+
1
n
O(nh)O((nh)−1 + h4) (3.94)
=
σ2V
nh
+
h4
4
M22
1
n
∑
xi /∈B
r′′(xi)2 +O(h)O((nh)−1 + h4). (3.95)
Buduc´i da je r′′ neprekidna,
lim
n→∞,h→0
1
n
∑
xi /∈B
r′′(xi)2 =
∫ 1
0
r′′(x)2dx = J2(r) (3.96)
pa imamo
R(rˆ) ∼ σ
2V
nh
+
h4
4
M22J2(r). (3.97)
Isto kao prije, izraz za hopt dobije se deriviranjem (3.89) po h, a izraz za R(rˆ)opt
uvrsˇtavanjem hopt u (3.89). 
Teorem (3.1.10) kazˇe da ako prilagodimo izgladivacˇ u granicˇnim tocˇkama, mozˇemo
sa individualnih tocˇaka prenijeti globalno red konvergencije O(n−
4
5 ). Nazˇalost, Te-
orem (3.1.10) ima slabu prakticˇnu korist jer je za odredivanje optimalne sˇirine pojasa
potrebno poznavanje σ i J2(r). No, moguc´e je aproksimirati J2(r), a za σ postoje
konzistentni procjenitelji tako da se teoretski mozˇe doc´i do procjene za hopt.
Svi rezultati za konzistentnost Gasser-Mu¨llerovog izgladivacˇa dobiveni su pod
pretpostavkom uniformnog dizajna. Oni se mogu poopc´iti tako da se dizajn generira
iz pozitivne i diferencijabilne funkcije gustoc´e w tako da je zadovoljena relacija∫ xi
0
w(x)dx =
2i− 1
2n
, i = 1, . . . , n. (3.98)
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Mozˇe se pokazati da je izraz za pristranost izgladivacˇa za neku fiksnu unutarnju tocˇku
x u takvom dizajnu jednak kao u Korolaru (3.1.8), dok izraz za varijancu postaje
Var(rˆ(x)) =
σ2V
w(x)nh
+O((nh)−2). (3.99)
U tom slucˇaju optimalna sˇirina pojasa za fiksni x je
hopt = n
− 1
5
(
σ2V
w(x)r′′(x)2M22
) 1
5
, (3.100)
a optimalni rizik
R(rˆ)opt =
1.25
n
4
5
(
σ2V
w(x)
) 4
5
(r′′(x)2M22 )
1
5 . (3.101)
Uz modifikaciju izgladivacˇa granicˇnim jezgrama u granicˇnim tocˇkama, dobijemo glo-
balno optimalnu sˇirinu pojasa
hopt = n
− 1
5
(
σ2V
J2(r)M22
) 1
5
(3.102)
i optimalan rizik
R(rˆ) =
1.25
n
4
5
(σ2V )
4
5 (J2(r)M
2
2 )
1
5 , (3.103)
gdje je sada
J2(r) =
∫ 1
0
r′′(x)2w(x)dx. (3.104)
3.2 Lokalna polinomna regresija
Za motivaciju sljedec´eg izgladivacˇa promotrit c´emo iz druge perspektive vec´ spome-
nutog Nadaraya-Watson procjenitelja jezgrama. On ima sljedec´e svojstvo. Recimo
da za neki fiksni x regresijsku funkciju zˇelimo aproksimirati konstantom u okolini x,
odnosno a0 = rˆn(x), a za minimizacijski kriterij odaberemo tezˇinsku sumu kvadrata
n∑
i=1
K(
xi − x
h
)(Yi − a0)2, (3.105)
pri cˇemu je K jezgra. Trazˇenjem minimuma (3.105) po a0 odnosno parcijalnom
derivacijom tog izraza lako se dobije
a0 =
n∑
i=1
K(x−xi
h
)∑n
j=1K(
x−xj
h
)
Yi, (3.106)
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sˇto je tocˇno Nadaraya-Watson procjenitelj jezgrama. Buduc´i da se a0 odreduje za
svaki pojedini x, tu ovisnost navodimo eksplicitno pa piˇsemo a0 = a0(x). Primjetimo
da smo ovdje umjesto K(x−xi
h
) uzimali K(xi−x
h
) da naglasimo centriranost oko tocˇke
x. Zato u ovom dijelu radi dosljednosti zahtijevamo dodatni uvjet na K, a to je
simetricˇnost oko 0.
Tezˇinskom sumom kvadrata pri formiranju procjene rˆ(x) najvec´u ulogu dobivaju
oni xi koji su blizu x i za koje bi a0 trebala i sama dobro odgovarati kao procjena
regresijske funkcije r(xi). Argument za to je i Taylorov teorem koji kazˇe
r(xi) = r(x) +O(|xi − x|) (3.107)
pa je prirodno najvec´u tezˇinu pridavati onim xi u kojima je vrijednost regresijske
funkcije blizu r(x).
Zˇelimo napraviti generalizaciju kriterija u (3.105). Opet u duhu Taylorovog teorema,
mogli bismo r u okolini nekog fiksnog x umjesto konstantom a0 aproksimirati poli-
nomom stupnja p. Za neki u u okolini od x definiramo polinom
px(u) = a0 + a1(u− x) + a2
2!
(u− x)2 + . . .+ ap
p!
(u− x)p. (3.108)
Regresijsku funkciju r(u) u okolini od x aproksimiramo polinomom
r(u) = px(u). (3.109)
Analogno, koeficijente a = (a0, . . . , an) biramo tako da minimiziramo
n∑
i=1
K(
x− xi
h
)(Yi − px(xi))2. (3.110)
Dakle, procjena r u okolini od x glasi
rˆn(u) = aˆ0 + aˆ1(u− x) + aˆ2
2!
(u− x)2 + . . .+ aˆp
p!
(u− x)p. (3.111)
U samoj tocˇki u = x to je
rˆn(x) = aˆ0(x). (3.112)
Za p = 0 izgladivacˇ kojeg ova metoda daje je, kao sˇto je vec´ pokazano, Nadaraya-
Watson izgladivacˇ jezgrama, a u slucˇaju p = 1 metoda se naziva lokalna linearna
regresija.
Da bismo laksˇe dosˇli do izraza za koeficijente aˆ uvedimo matricˇne oznake
Xx =

1 x1 − x . . . (x1−x)pp!
1 x2 − x . . . (x2−x)pp!
...
...
. . .
...
1 xn − x . . . (xn−x)pp!
 , Y =

Y1
Y2
...
Yn
 , a =

a0
a1
...
ap
 (3.113)
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i neka je Wx n×n dijagonalna matrica cˇiji je element na mjestu (i, i) jednak K(x−xih ),
odnosno Wx = diag(K(
x1−x
h
), K(x2−x
h
), . . . , K(xn−x
h
)). Tada tezˇinsku sumu (3.110)
mozˇemo zapisati kao
(Y −Xxa)TWx(Y −Xxa). (3.114)
Imamo
f(a) = (Y −Xxa)TWx(Y −Xxa) = (Y T − aTXTx )Wx(Y −Xxa) (3.115)
= Y TWxY − Y TWxXXa− aTXTxWxY + aTXTxWxXxa (3.116)
= Y TWxY − 2Y TWxXXa+ aTXTxWxXxa. (3.117)
Zˇelimo minimizirati izraz (3.117) po a, odnosno dobiti diferencijal funkcije f . Prvi
dio gornjeg izraza je afina funkcija, a za opc´enitu kvadratnu formu
g(a) = aTSa =
n∑
i=1
n∑
j=1
Sijaiaj, (3.118)
pri cˇemu je S proizvoljna kvadratna matrica, lako dobijemo
∂g
∂ak
(a) =
∑
j 6=k
Skjaj + 2Skkak +
∑
i 6=k
Sikai (3.119)
=
n∑
i=1
Sikai +
n∑
j=1
Skjaj =
n∑
i=1
(Sik + Ski)ai = [ a
T (ST + S)] k (3.120)
=⇒ Dg(a) = aT (ST + S). (3.121)
Izjednacˇavanjem Df(a) = 0 imamo
0 = −2Y TWxXX + aT ((XTxWxXx)T +XTxWxXx) (3.122)
= −2Y TWxXX + 2aT (XTxWxXx) (3.123)
=⇒ aT (XTxWxXx) = Y TWxXX . (3.124)
Pod pretpostavkom invertibilnosti matrice XTxWxXx slijedi
aT = Y TWxXX(X
T
xWxXx)
−1 (3.125)
a = (XTxWxXx)
−1XTxWxY. (3.126)
Buduc´i da je nasˇa procjena u tocˇki x jednaka slobodnom cˇlanu, ako s e1 oznacˇimo
(p + 1) × 1 vektor s prvim elementom 1 i ostalim 0, odnosno e1 = (1, 0, . . . , 0)T ,
mozˇemo pisati
rˆ(x) = a0(x) = e
T
1 (X
T
xWxXx)
−1XTxWxY (3.127)
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Osim za slucˇaj p = 0, jednostavnija eksplicitna formula postoji i za slucˇaj p = 1.
Matrica Xx je tada
Xx =

1 x1 − x
1 x2 − x
...
1 xn − x
 . (3.128)
Imamo
XTxWxXx =
[
1 . . . 1
x1 − x . . . xn − x
]K(
x1−x
h
)
. . .
K(xn−x
h
)


1 x1 − x
1 x2 − x
...
...
1 xn − x
 (3.129)
=
[
K(x1−x
h
) . . . K(xn−x
h
)
(x1 − x)K(x1−xh ) . . . (xn − x)K(xn−xh )
]
1 x1 − x
1 x2 − x
...
...
1 xn − x
 (3.130)
=
[ ∑n
i=1K(
xi−x
h
)
∑n
i=1(xi − x)K(xi−xh )∑n
i=1(xi − x)K(xi−xh )
∑n
i=1(xi − x)2K(xi−xh ).
]
(3.131)
Uvedemo li oznake
sr(x) =
1
n
n∑
i=1
(xi − x)rK(xi − x
h
), (3.132)
izraz (3.131) postaje
XTxWxXx = n
[
s0(x) s1(x)
s1(x) s2(x)
]
. (3.133)
Sada imamo
n(XTxWxXx)
−1 =
1
s0(x)s2(x)− s1(x)2
[
s2(x) −s1(x)
−s1(x) s0(x)
]
. (3.134)
Nadalje,
XTxWxY =
[ ∑n
i=1K(
xi−x
h
)Yi∑n
i=1(xi − x)K(xi−xh )Yi
]
. (3.135)
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Iz (3.134) i (3.135) dobijemo
rˆ(x) = eT1 (X
T
xWxXx)
−1XTxWxY (3.136)
=
1
n
s0(x)s2(x)− s1(x)2
[
1 0
] [ s2(x) −s1(x)
−s1(x) s0(x)
] [ ∑n
i=1K(
xi−x
h
)Yi∑n
i=1(xi − x)K(xi−xh )Yi
]
(3.137)
=
1
n
s0(x)s2(x)− s1(x)2
[
s2(x) −s1(x)
] [ ∑n
i=1K(
xi−x
h
)Yi∑n
i=1(xi − x)K(xi−xh )Yi
]
(3.138)
=
1
n
s0(x)s2(x)− s1(x)2
[
s2(x)
n∑
i=1
K(
xi − x
h
)Yi − s1(x)
n∑
i=1
(xi − x)K(xi − x
h
)Yi
]
(3.139)
=
1
n
n∑
i=1
[ s2(x)− s1(x)(xi − x)]K(xi−xh )Yi
s0(x)s2(x)− s1(x)2 . (3.140)
Pretpostavimo da je K jezgra s nosacˇem [−1, 1] , simetricˇna oko 0 i ∫ K(x)2dx =
V < ∞. Nadalje, neka je dizajn xi = 2i−12n , i = 1, . . . , n, regresijska funkcija
r ∈ C2([ 0, 1] ) te x ∈ [h, 1 − h] unutarnja tocˇka. Zˇelimo izracˇunati MSE(x) za lo-
kalno linearno izgladivanje i koristimo slicˇnu tehniku kao za Gasser-Mu¨ller izgladivacˇ
jezgrama.
Prvo slijedi pomoc´ni rezultat.
Lema 3.2.1. Neka je sr(x) definiran kao u (3.132). Tada je
sr(x) =
∫ 1
0
(s− x)rK(s− x
h
)ds+O(n−1). (3.141)
Dokaz. Neka su s0 = 0, sn = 1, si =
xi+1+xi
2
slicˇno kao prije. Po Teoremu srednje
vrijednosti postoje i ∈ [ si−1, si] , i = 1, . . . , n takvi da vrijedi
I(x) =
∫ 1
0
(s− x)rK(s− x
h
)ds =
n∑
i=1
∫ si
si−1
(s− x)rK(s− x
h
)ds (3.142)
=
n∑
i=1
(si−1 − si)K(i − x
h
)(i − x)r (3.143)
=
1
n
n∑
i=1
K(
i − x
h
)(i − x)r (3.144)
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Nadalje, zbog Lipschitz neprekidnosti funkcije (s− x)rK( s−x
h
) po s imamo
|sr(x)− I(x)| = 1
n
∣∣∣∣∣
n∑
i=1
(
K(
xi − x
h
)(xi − x)r −K(i − x
h
)(i − x)r
)∣∣∣∣∣ (3.145)
≤ 1
n
∑
xi∈[x−h,x+h]
C
∣∣∣∣xi − xh − i − xh
∣∣∣∣ (3.146)
=
1
n
∑
xi∈[x−h,x+h]
C
∣∣∣∣xi − ih
∣∣∣∣ (3.147)
za neku konstantu C > 0. Buduc´i da je kardinalnost skupa {xi ∈ [x − h, x + h] }
jednaka O(nh) i
∣∣xi−i
h
∣∣ < 1
nh
, izraz u (3.147) je omeden s
1
n
∑
xi∈[x−h,x+h]
C
∣∣∣∣xi − ih
∣∣∣∣ ≤ 1nO(nh) 1nh = O(n−1), (3.148)
sˇto je tvrdnja Leme. 
Lema 3.2.2. Pod navedenim pretpostavkama,
E(rˆ(x))− r(x) = h
2
2
r′′(x)M2 + o(h2) +O(n−1), (3.149)
pri cˇemu je M2 =
∫ 1
−1 x
2K(x)dx kao i prije.
Skica dokaza. Uz oznaku R =
r(x1)...
r(xn)
, znamo da je
E(rˆ(x)) = eT1 (XTxWxXx)−1XTxWxR. (3.150)
Taylorov razvoj funkcije r u okolini od x za pojedini xi glasi
r(xi) = r(x) + r
′(x)(xi − x) + r
′′(x)
2
(xi − x)2 + o(|xi − x|2). (3.151)
Zato mozˇemo pisati
R = Xx
[
r(x)
r′(x)
]
+
r′′(x)
2
(x1 − x)
2
...
(xn − x)2
+
o(|x1 − x|
2)
...
o(|xn − x|2)
 . (3.152)
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Ako prvi dio izraza (3.152) ubacimo u formulu za ocˇekivanje procjene u x, dobijemo
eT1 (X
T
xWxXx)
−1XTxWxXx
[
r(x)
r′(x)
]
= r(x). (3.153)
Zato je
E(rˆ(x))− r(x) = eT1 (XTxWxXx)−1XTxWx
(
r′′(x)
2
(x1 − x)
2
...
(xn − x)2
+
o(|x1 − x|
2)
...
o(|xn − x|2)
).
(3.154)
Otprije znamo da je
1
n
XTxWxXx =
[
s0(x) s1(x)
s1(x) s2(x)
]
, (3.155)
a sada imamo josˇ
1
n
XTxWx
(x1 − x)
2
...
(xn − x)2
 = [s2(x)
s3(x)
]
. (3.156)
Za unutarnju tocˇku x lema (3.2.1) uz supstituciju u = s−x
h
daje
sr(x) =
∫ 1
0
(s− x)rK(s− x
h
)ds+O(n−1) (3.157)
=
∫ 1−x
h
− x
h
hrurK(u)du+O(n−1) = hr
∫ 1
−1
urK(u)du+O(n−1). (3.158)
Za simetricˇnu jezgru K funkcija u 7→ urK(u) je parna za paran r i neparna za neparni
r pa uz svojstva jezgre K imamo
s0(x) = 1 +O(n
−1) (3.159)
s1(x) = O(n
−1) (3.160)
s2(x) = h
2M2 +O(n
−1) (3.161)
s3(x) = O(n
−1). (3.162)
Uvrsˇtavanjem (3.159) u (3.155) i (3.156) dobijemo
1
n
XTxWxXx =
[
1 +O(n−1) O(n−1)
O(n−1) h2M2 +O(n−1)
]
(3.163)
1
n
XTxWx
(x1 − x)
2
...
(xn − x)2
 = [h2M2 +O(n−1)
O(n−1)
]
. (3.164)
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Kada sve uvrstimo u (3.154) dobijemo tvrdnju leme
E(rˆ(x))− r(x) = h
2
2
r′′(x)M2 + o(h2) +O(n−1). (3.165)
Lema 3.2.3. Pod navedenim pretpostavkama,
Var(rˆ(x)) =
σ2V
nh
+ o((nh)−1), (3.166)
gdje je V =
∫ 1
−1K(x)
2dx kao i prije.
Skica dokaza. Ako s L oznacˇimo matricu eT1 (X
T
xWxXx)
−1XTxWx, lako dobijemo
izraz za varijancu procjene u nekom fiksnom x.
rˆ(x) = LY =
n∑
i=1
Li(x)Yi (3.167)
E(rˆ(x)2) = E
( n∑
i=1
n∑
j=1
Li(x)Lj(x)YiYj
)
(3.168)
=
n∑
i=1
n∑
j=1
Li(x)Lj(x)r(xi)r(xj) +
n∑
i=1
σ2Li(x)
2 (3.169)
E(rˆ(x))2 =
( n∑
i=1
Li(x)r(xi)
)2
=
n∑
i=1
n∑
j=1
Li(x)Lj(x)r(xi)r(xj) (3.170)
=⇒ Var(rˆ(x)) = σ2
n∑
i=1
Li(x)
2 = σ2LLT (3.171)
= σ2eT1 (X
T
xWxXx)
−1XTxW
2
xXx(X
T
xWxXx)
−1e1 (3.172)
Izraz (3.172) vrijedi u opc´enitom slucˇaju. Ako matricu XTxW
2
xXx raspiˇsemo za lokalni
linearni izgladivacˇ, imamo
σ2
n
XTxW
2
xXx =
σ2
n
XTxWxWxXx (3.173)
=
σ2
n
[
K(x1−x
h
) . . . K(xn−x
h
)
(x1 − x)K(x1−xh ) . . . (xn − x)K(xn−xh )
]K(
x1−x
h
) (x1 − x)K(x1−xh )
...
...
K(xn−x
h
) (xn − x)K(xn−xh )

(3.174)
=
σ2
n
[ ∑n
i=1K(
xi−x
h
)2
∑n
i=1(xi − x)K(xi−xh )2∑n
i=1(xi − x)K(xi−xh )2
∑n
i=1(xi − x)2K(xi−xh )2
]
. (3.175)
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Aproksimacijama analognim onima u Lemi (3.2.1) i (3.159) mozˇe se pokazati
σ2
n
XTxW
2
xXx =
[
h−1σ2V + o(h−1) O(n−1)
O(n−1) hσ2J2(K2) +O(n−1)
]
, (3.176)
pri cˇemu je J2(f) =
∫ 1
−1 x
2f(x)dx kao i prije. Uvrsˇtavanjem tog rezultata i prethodno
dobivenog izraza za XTxWxXx slijedi tvrdnja Leme. 
Promotrimo li rezultate (3.2.2) i (3.2.3), vidimo da su oni jednaki onima za lokalne
izgladivacˇe jezgrama, u smislu jednakog izraza za pristranost i varijancu izgladivacˇa
i jednakog reda konvergencije u unutarnjim tocˇkama.
Navedeni rezultati odnose se na lokalni linearni izgladivacˇ u unutarnjim tocˇkama.
Opc´enito, mozˇe se pokazati da lokalni polinomni izgladivacˇi neparnog stupnja p imaju
pristranost reda O(hp+1) za razliku od onih parnog stupnja cˇija je pristranost reda
O(hp+2). Nadalje, pristranost izgladivacˇa parnog stupnja ovisi o dizajnu, odnosno o
gustoc´i f tocˇaka kovarijate, dok pristranost izgladivacˇa neparnog stupnja ne ovisi i
u tom smislu su prilagodljiviji dizajnu. Varijanca je u oba slucˇaja reda O((nh)−1).
Nadalje, u slucˇaju granicˇnih tocˇaka lokalno polinomno izgladivanje neparnog stupnja
automatski eliminira granicˇnu pristranost u smislu da je red pristranosti granicˇnih
tocˇaka jednak unutrasˇnjim. To je velika prednosti u odnosu na izgladivacˇe jezgrama
kod kojih smo to morali korigirati posebno granicˇnim jezgrama.

Poglavlje 4
Metode globalne regresije -
splajnovi
Neka je zadan regresijski model (1). Kod lokalnog polinomnog izgladivanja i ranije
vidjeli smo da je izgladivacˇ odreden optimizacijskim problemom kojeg odaberemo i
klasom funkcija na kojoj trazˇimo njegovo rjesˇenje. Odaberimo nesˇto opc´enitiji skup
funkcija, tzv. Sobolovljev prostor funkcija na segmentu [ a, b] u oznaci Wm2 [ a, b] :
Wm2 [ a, b] = {f m-puta derivabilne funkcije : f, f ′, . . . , f (m−1) ∈ C([ a, b] ), (4.1)∫ b
a
(f (m)(x))2dx <∞}. (4.2)
Definirajmo izgladivacˇ rˆ kao rjesˇenje minimizacijskog problema
1
n
n∑
i=1
(Yi − r(xi))2 + λ
∫ b
a
(r(m)(x))2dx (4.3)
po r ∈ Wm2 [ a, b] . Takav izgladivacˇ koji minimizira (4.3) nazivamo polinomni splajn.
Kriterij (4.3) predstavlja ravnotezˇu izmedu vjerne procjene uzorka i glatkoc´e funkcije.
Ona je regulirana parametrom λ. Prvi dio izraza je vec´ spomenut kao LS u (1.12),
a drugi dio je prirodna mjera glatkoc´e za funkcije iz Wm2 [ a, b] . Primjetimo da kada
je λ = 0 izgladivacˇ koji se dobije interpolira tocˇke uzorka jer je prostor Wm2 [ a, b] be-
skonacˇnodimenzionalan. S druge strane, kada λ→∞ naglasak je na glatkoc´i funkcije
i svi izgladivacˇi kojima
∫ b
a
rˆ(m)(x)2dx poprima veliku vrijednost se jako “kazˇnjavaju”.
Zato je rjesˇenje u tom slucˇaju izgladivacˇ linearne polinomne regresije stupnja m− 1.
Josˇ jedna motivacija za ovako odabran regresijski problem je sljedec´a. Za svaki
x ∈ [ a, b] po Taylorovom teoremu je
r(x) =
m−1∑
k=1
r(k)(a)
k!
(x− a)k +
∫ x
a
(x− u)m−1
(m− 1)! r
(m)(u)du. (4.4)
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Sjetimo se da kod modela polinomne regresije u (2.23) pretpostavljamo da je Rem(x) =∫ x
a
(x−u)m−1
(m−1)! r
(m)(u)du zanemariv. Ovdje je ideja iˇscˇitati iz podataka koliko velik
Rem(x) smije biti. Naime, mozˇe se pokazati da je pod odredenim uvjetima Jm(r) =∫ b
a
r(m)(x)2dx jedna moguc´a mjera udaljenosti izmedu izgladivacˇa i polinoma stupnja
m − 1, odnosno mjera odstupanja izgladivacˇa od polinomnog modela. To se mozˇe
vidjeti iz relacije
Rem(x) =
∫ x
a
(x− u)m−1
(m− 1)! r
(m)(u)du =
∫ b
a
(x− u)m−1+
(m− 1)! r
(m)(u)du (4.5)
≤
∫ b
a
(r(m)(u))2du
∫ x
a
(x− u)2(m−1)
((m− 1)!)2 du ≤
(b− a)2m−1Jm(r)
(2m− 1)((m− 1)!)2 (4.6)
=⇒ max
a≤x≤b
Rem(x) ≤ CJm(r), (4.7)
pri cˇemu prva nejednakost slijedi iz Cauchy-Schwarzove nejednakosti. Ako bismo
zˇeljeli minimizirati LS izraz
∑n
i=1(Yi − r(x))2 pod uvjetom∫ b
a
(r(m)(u))2du ≤ ρ, (4.8)
za neku odabranu konstantu ρ ≥ 0, uvodenjem Lagrangeovog multiplikatora λ vidimo
da je to ekvivalentno minimizaciji LS +λ(Jm(r)− ρ), sˇto je zapravo ekvivalentno mi-
nimizaciji (4.3).
Iz toga da polinomni splajn minimizira kriterij (4.3) nije odmah jasno kako on iz-
gleda. Zato c´emo definirati splajn i dokazati da je on rjesˇenje zadanog problema.
Definicija 4.0.1. Polinomni splajn reda r na segmentu [ a, b] s cˇvorovima 1, . . . , k
takvih da a ≤ 1 ≤ . . . ≤ k ≤ b je realna funkcija s takva da vrijedi:
(i) s je polinom reda r na svakom intervalu [ i, i+1〉 (odnosno s je po dijelovima
polinomna funkcija)
(ii) s je klase Cr−2, odnosno r − 2 puta neprekidno diferencijabilna
(iii) s ima derivaciju reda r − 1 koja ima prekide u tocˇkama 1, . . . , k (to je step
funkcija sa skokovima u cˇvorovima).
Dakle, polinomni splajn je po dijelovima polinomna funkcija koja je po segmen-
tima “glatko slijepljena”. To je ekvivalentno tome da za x ∈ [ a, b] s mozˇemo prikazati
kao
s(x) =
r−1∑
j=0
θjx
j +
k∑
j=1
ηj(x− j)r−1+ (4.9)
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za neke koeficijente θ0, . . . , θr−1, η1, . . . , ηk, pri cˇemu je x+ = max{x, 0} i notacija
(x−j)r−1+ podrazumijeva ((x−j)+)r−1. Primjetimo da funkcija s iz (4.9) zadovoljava
definiciju (4.0.1). Nadalje, oznacˇimo sa Sr(1, . . . , k) sve polinomne splajnove oblika
(4.9). Tada je Sr(1, . . . , k) vektorski prostor, a jer su funkcije 1, x, . . . , x
r−1, (x −
1)
r−1
+ , . . . , (x− k)r−1+ nezavisne, slijedi da taj prostor ima dimenziju k+ r. Takoder,
iz (4.0.1) mozˇemo vidjeti da za jednoznacˇno odreden polinomni splajn treba r(k+ 1)
koeficijenata od kojih je k(r−1) odredeno s uvjetima neprekidnosti, dakle prostor svih
splajnova stvarno ima dimenziju k+r pa su definicija (4.0.1) i izraz (4.9) konzistenti.
Medutim, rjesˇenje (4.3) je posebna vrsta polinomnog splajna, to je tzv. prirodni
splajn.
Definicija 4.0.2. Prirodni splajn je polinomni splajn reda r = 2m, s cˇvorovima
x1, . . . , xn koji zadovoljava dodatni uvjet
(iv) s je polinom reda m izvan [x1, xn] .
Da bismo jednoznacˇno odredili polinomni splajn potrebno je 2m(n − 2) koefi-
cijenata za unutrasˇnje segmente i 2m za rubne, dakle ukupno 2mn koeficijenata.
Od toga je iz uvjeta neprekidnosti odredeno n(2m − 1), sˇto znacˇi da prostor pri-
rodnih splajnova ima dimenziju n. Oznacˇimo ga s NS2m(x1, . . . , xn). Jasno je da
je to potprostor od S2m(x1, . . . , xn). Takoder, odmah vidimo da prirodni splajn
s(x) =
∑r−1
j=0 θjx
j +
∑k
j=1 ηj(x− xj)r−1+ mora zadovoljavati
θm = . . . = θ2m−1 = 0. (4.10)
Od sada nadalje pretpostavljamo da je a = 0, b = 1, odnosno promatramo splajnove i
prirodne splajnove na [ 0, 1] i svi rezultati su radeni pod tim uvjetima. Sljedec´a lema
daje jedno korisno svojstvo prirodnih splajnova.
Lema 4.0.3. Neka je s1, . . . , sn baza za NS
2m(x1, . . . , xn). Tada postoje koeficijenti
θ0j, . . . , θ(m−1)j, η1j, . . . , ηnj za j = 1, . . . , n takvi da vrijedi
sj(x) =
m−1∑
i=0
θijx
i +
n∑
i=1
ηij(x− xi)2m−1+ , (4.11)
za svaki j = 1, . . . , n. Ako je s(x) =
∑n
j=1 bjsj(x) prirodni splajn i f ∈ Wm2 [ a, b] ,
tada je ∫ 1
0
f (m)(x)s(m)(x)dx = (−1)m(2m− 1)!
n∑
i=1
f(xi)
n∑
j=1
bjηij. (4.12)
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Dokaz.
Prva tvrdnja leme slijedi iz dviju vec´ pokazanih cˇinjenica. Prvo, NS2m(x1, . . . , xn) ≤
S2m(x1, . . . , xn) pa se svaki prirodni splajn mozˇe napisati kao linearna kombinacija
baze za polinomne splajnove. Drugo, (4.10) daje nuzˇne uvjete za neke od koeficijenata
u tom raspisu. Ostaje josˇ pokazati jednakost (4.12). Za pocˇetak, primijetimo da
je s(m+j) jednaka 0 izvan [x1, xn] za j = 0, . . . ,m − 1. Parcijalnom integracijom
dobijemo:
∫ 1
0
f (m)(x)s(m)(x)dx = f (m−1)(x)s(m)(x)
∣∣∣1
0
−
∫ 1
0
f (m−1)(x)s(m+1)(x)dx (4.13)
= (−1)1
∫ 1
0
f (m−1)(x)s(m+1)(x)dx = . . . = (−1)m−1
∫ 1
0
f ′(x)s(2m−1)(x)dx (4.14)
= (−1)m−1
n−1∑
i=1
∫ xi+1
xi
f ′(x)s(2m−1)(x)dx (4.15)
Nadalje, s(x) =
∑n
j=1 bjsj(x) pa je
s(2m−1)(x) = (2m− 1)!
n∑
j=1
bj
n∑
k=1
ηkj1[xk, 1](x). (4.16)
Uvrsˇtavanjem u (4.15) imamo:
∫ 1
0
f (m)(x)s(m)(x)dx = (−1)m−1(2m− 1)!
n−1∑
i=1
∫ xi+1
xi
f ′(x)
[ n∑
j=1
bj
i∑
k=1
ηkj
]
dx (4.17)
= (−1)m−1(2m− 1)!
n−1∑
i=1
(f(xi+1)− f(xi))
n∑
j=1
bj
i∑
k=1
ηkj (4.18)
= (−1)m−1(2m− 1)!
n∑
j=1
bj
[ n−1∑
i=1
(f(xi+1)− f(xi))
i∑
k=1
ηkj
]
(4.19)
= (−1)m−1(2m− 1)!
n∑
j=1
bj
[ n−1∑
i=1
f(xi+1)
i∑
k=1
ηkj −
n−1∑
i=1
f(xi)
i∑
k=1
ηkj
]
(4.20)
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= (−1)m−1(2m− 1)!
n∑
j=1
bj
[ n∑
i=2
f(xi)
i−1∑
k=1
ηkj −
n−1∑
i=1
f(xi)
i∑
k=1
ηkj
]
(4.21)
= (−1)m−1(2m− 1)!
n∑
j=1
bj
[ n−1∑
i=2
f(xi)
( i−1∑
k=1
ηkj −
i∑
k=1
ηkj
)
(4.22)
+ f(xn)
n−1∑
k=1
ηkj − f(x1)η1j
]
(4.23)
= (−1)m(2m− 1)!
n∑
j=1
bj
[ n−1∑
i=1
f(xi)ηij − f(xn)
n−1∑
k=1
ηkj
]
. (4.24)
Uzmimo x > xn. Kao sˇto je recˇeno, za j = 1, . . . , n je s
(2m−1)
j (x) = 0, a zbog
s
(2m−1)
j (x) =
∑n
k=1 ηkj imamo
n∑
k=1
ηkj = 0 =⇒
n−1∑
k=1
ηkj = −ηnj. (4.25)
Uvrsˇtavanjem (4.25) u (4.24) dobijemo∫ 1
0
f (m)(x)s(m)(x)dx = (−1)m(2m− 1)!
n∑
j=1
bj
n∑
i=1
f(xi)ηij, (4.26)
sˇto zamjenom poretka sumacije daje tvrdnju leme. 
Sljedec´a lema govori o svojstvu interpolacijske optimalnosti prirodnih splajnova.
Lema 4.0.4. Neka je s1, . . . , sn baza za NS
2m(x1, . . . , xn) kojoj pridruzˇujemo matricu
dizajna X = [ sj(xi)] i,j=1,...,n i neka je a = (a1, . . . , an)
T vektor konstanti. Tada, ako
je n ≥ m, jedinstvena funkcija koja minimizira Jm(f) na skupu funkcija iz Wm2 [ 0, 1] ,
a koje zadovoljavaju f(xi) = ai, je prirodni splajn s(x) =
∑n
j=1 bjsj(x), pri cˇemu je
b = (b1, . . . , bn)
T rjesˇenje sustava Xc = a. Posebno, matrica X je punog ranga n.
Dokaz.
Pokazˇimo prvo da je X punog ranga. Za to je dovoljno dokazati da je Xc = 0
ako i samo ako je c = 0. Neka je Xc = 0 i pridruzˇimo vektoru c prirodni splajn
s =
∑n
j=1 cjsj. Tada je s(x1)...
s(xn)
 = Xc = 0. (4.27)
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Po lemi (4.0.3) vrijedi∫ 1
0
s(m)(x)2dx = (−1)m(2m− 1)!
n∑
i=1
s(xi)
n∑
j=1
bjηij = 0. (4.28)
Iz toga slijedi da je s polinom reda m na [ 0, 1] koji ima vrijednost 0 u n ≥ m tocˇaka.
To znacˇi da je s =
∑n
j=1 cjsj = 0. Buduc´i da je {s1, . . . , sn} baza, mora biti c = 0.
Neka je sada s(x) =
∑n
j=1 bjsj(x) pri cˇemu je b = X
−1a. Primijetimo da vrijedi∑n
j=1 sj(xi) = ai, odnosno s interpolira tocˇke ai. Uzmimo proizvoljnu funkciju g ∈
Wm2 [ 0, 1] koja zadovoljava g(xi) = ai za i = 1, . . . , n. Tada vrijedi:
Jm(g − s) =
∫ 1
0
(g(m)(x)− s(m)(x))2dx (4.29)
= Jm(g) + Jm(s)− 2
∫ 1
0
g(m)(x)s(m)(x)dx (4.30)
=⇒ Jm(g) = Jm(s)− 2Jm(s) + Jm(g − s) + 2
∫ 1
0
g(m)(x)s(m)(x)dx (4.31)
= Jm(s) + 2
∫ 1
0
s(m)(x)[ g(m)(x)− s(m)(x)] dx+ Jm(g − s). (4.32)
Po lemi (4.0.3) i zbog g(xi) = s(xi) vrijedi∫ 1
0
s(m)(x)[ g(m)(x)− s(m)(x)] dx (4.33)
= (−1)m(2m− 1)!
n∑
i=1
[ g(xi)− s(xi)]
n∑
j=1
bjηij = 0. (4.34)
Izraz (4.32) daje:
Jm(g) = Jm(s) + Jm(g − s). (4.35)
Iz toga slijedi da je Jm(g) > Jm(s) osim ako je Jm(g − s) = 0. Dakle,
∫ 1
0
(g(m)(x) −
s(m)(x))2dx = 0, iz cˇega slijedi da je g(m) − s(m) jednako 0 na intervalu [ 0, 1] . No,
tada g− s mora biti polinom reda m koji ima n ≥ m nultocˇaka, ali tada je g− s ≡ 0.
Dakle, vrijedi tvrdnja leme. 
Koristec´i lemu (4.0.4) sljedec´i teorem pokazuje da je rjesˇenje problema (4.3) pri-
rodni splajn i daje eksplicitni oblik izgladivacˇa.
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Teorem 4.0.5. Neka je s1, . . . , sn baza za NS
2m(x1, . . . , xn) kojoj pridruzˇujemo ma-
tricu dizajna X = [ sj(xi)] i,j=1,...,n. Ako je n ≥ m, jedinstveno rjesˇenje minimiza-
cijskog problema (4.3) je rˆ =
∑n
j=1 bjsj, pri cˇemu je b = (b1, . . . , bn)
T jedinstveno
rjesˇenje sustava
(XTX + nλΩ)c = XTY, (4.36)
po varijabli c i matrica Ω je definirana s
Ω =
[ ∫ 1
0
s
(m)
i (x)s
(m)
j (x)dx
]
i,j=1,...,n
. (4.37)
Dokaz.
Uzmemo li proizvoljnu funkciju f ∈ Wm2 [ 0, 1] , lema (4.0.4) pokazuje da c´emo ako
zamijenimo f s prirodnim splajnom koji se podudara s f u tocˇkama xi, i = 1, . . . , n,
smanjiti Jm(f), odnosno drugi dio kriterija (4.3), dok c´e LS izraz ostati nepromije-
njen. Drugim rijecˇima, za proizvoljnu funkciju f ∈ Wm2 [ 0, 1] postoji prirodni splajn
koji strogo smanjuje kriterij (4.3) ako ona sama nije prirodni splajn. Iz toga slijedi da
je izgladivacˇ koji je rjesˇenje optimizacijskog problema (4.3) upravo prirodni splajn.
Dakle, mozˇemo izgladivacˇ trazˇiti na skupu funkcija oblika s =
∑n
j=1 cjsj, minimiza-
cijom po c. Zapiˇsimo kriterij (4.3) matricˇno:
1
n
n∑
i=1
(Yi − r(xi))2 + λ
∫ 1
0
(r(m)(x))2dx (4.38)
=
1
n
n∑
i=1
(Yi −
n∑
j=1
cjsj(xi))
2 + λ
∫ 1
0
(
n∑
j=1
cjs
(m)
j (x))
2dx (4.39)
=
1
n
(Y −Xc)T (Y −Xc) + λ
n∑
i=1
n∑
j=1
cicj
∫ 1
0
s
(m)
i (x)s
(m)
j (x)dx (4.40)
=
1
n
(Y −Xc)T (Y −Xc) + λcTΩc (4.41)
=
1
n
(Y TY − Y TXc− cTXY + cTXTXc) + λcTΩc (4.42)
Deriviranjem po c dobije se
− 2Y TX − Y TX + 2cTXTX + 2nλcTΩ = 0 (4.43)
Y TX = cT (XTX + nλΩ) (4.44)
=⇒ (XTX + nλΩ)c = XTY. (4.45)
Josˇ samo treba pokazati invertibilnost matrice XTX + nλΩ. X je matrica punog
ranga po lemi (4.0.4) pa je zbog toga matrica XTX simetricˇna i pozitivno definitna.
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Nadalje, zbog Jm(s) = c
TΩc ≥ 0 slijedi da je matrica Ω pozitivno semidefinitna. Iz
toga slijedi da je matrica XTX + nλΩ pozitivno definitna pa posebno i invertibilna.
Stoga, sustav (4.45) ima jedinstveno rjesˇenje. 
Iz teorema (4.0.5) vidimo da je izgladivacˇ splajnovima oblika rˆ =
∑n
j=1 bjsj, pri
cˇemu je b = (XTX + nλΩ)−1XTY . Ako uvedemo oznaku S = (s1, . . . , sn), slijedi da
je
rˆ(x) = S(x)b = S(x)(XTX + nλΩ)−1XTY (4.46)
pa vidimo da zadovoljava definiciju linearnog izgladivacˇa. Posebno,
S(x1)...
S(xn)
 = X
pa je na tocˇkama uzorkarˆ(x1)...
rˆ(xn)
 =
S(x1)...
S(xn)
 b = X(XTX + nλΩ)−1XTY, (4.47)
sˇto znacˇi da je matrica izgladivanja L = X(XTX + nλΩ)−1XT .
Iako lema (4.0.3) govori nesˇto o obliku prirodnih splajnova, josˇ nismo naveli ni-
jednu bazu za prostor NS2m(x1, . . . , xn). Jedan primjer baze koji je viˇse teoretskog
karaktera, u smislu da je korisna za izracˇun gresˇke, ali se u praksi koriste numericˇki
optimalnije baze, je Demmler-Reinschova baza. Ona ima zatvoren oblik samo za
slucˇaj m = 1, odnosno za linearne splajnove pa ovdje navodimo samo taj poseban
slucˇaj.
Neka je zadan dizajn xi =
2i−1
2n
za i = 1, . . . , n. Demmler-Reinschova baza {s1, . . . , sn}
interpolira konstantu i vrijednosti funkcija
√
2 cos(jpix) za j = 1, . . . , n − 1 respek-
tivno u tocˇkama xi, i = 1, . . . , n. Primjetimo da smo time za svaki element baze zadali
n interpolacijskih uvjeta i time ga jednoznacˇno odredili. Eksplicitno baza glasi:
s1(x) ≡ 1 (4.48)
sj+1(x) =

√
2 cos(jpix1), 0 ≤ x < x1√
2 cos(jpixi) +
√
2 x−xi
xi+1−xi [ cos(jpixi+1)− cos(jpixi)] ,
xi ≤ x < xi+1,
i = 1, . . . , n− 1√
2 cos(jpixn), xn ≤ x ≤ 1
(4.49)
j = 1, . . . , n− 1. (4.50)
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Mozˇe se pokazati da ta baza dijagonalizira matrice XTX i Ω te se u tom slucˇaju
linearni izgladivacˇ splajnovima mozˇe napisati kao
rˆ(x) =
1
n
n∑
i=1
(1 +
n−1∑
j=1
cos(jpixi)sj+1(x)
1 + λγj
)Yi =
1
n
n∑
i=1
l(x, xi)Yi, (4.51)
pri cˇemu je definirano l(x, y) = 1 +
∑n−1
j=1
cos(jpiy)sj+1(x)
1+λγj
), a
γj = (2n sin
(
jpi
2n
)
)2, j = 1, . . . , n− 1 (4.52)
su tzv. Demmler-Reinschove svojstvene vrijednosti.
Sljedec´i teorem (vidjeti [2], str.253-254) daje ocjenu asimptotskog rizika izgladivacˇa
splajnovima.
Teorem 4.0.6. Neka je r ∈ C 2( [ 0, 1] ) . Ako je r′ omedena, barem jedan od r′(0),r′(1)
je razlicˇit od 0 i nλ
3
2 →∞, vrijedi
R(rˆ) ∼ λ
3
2
2
[ r′(0)2 + r′(1)2] +
σ2
4n
√
λ
. (4.53)
Ako je dodatno r′′ Lipschitz neprekidna, r′(0) = r′(1) = 0 i nλ2 →∞, tada je
R(rˆ) ∼ λ2
∫ 1
0
r′′(x)2dx+
σ2
4n
√
λ
. (4.54)
.
U prvom slucˇaju, odnosno kada vrijedi izraz (4.53), pokazuje se da je optimalni
parametar izgladivanja λ reda O(n−
1
2 ), zbog cˇega optimalni rizik opada brzinom
O(n−
3
4 ). U drugom slucˇaju optimalni parametar izgladivanja reda O(n−
2
5 ), a cjelo-
kupni rizik opada brzinom O(n−
4
5 ).

Poglavlje 5
Odabir parametra izgladivanja
Vidjeli smo da velicˇine poput MSE i rizika kod svih navedenih linearnih izgladivacˇa
ovise o sˇirini pojasa h, odnosno λ. Krac´e, oba parametra c´emo zvati parametrom
izgladivanja. Takoder, u uvodnom poglavlju naveli smo unakrsno vrednovanje kao
jednu metodu odabira hiperparametara modela. Ovdje c´emo navesti josˇ neke metode i
pokazati rezultat vezan uz laksˇe racˇunanje CV-score-a u slucˇaju lokalnog polinomnog
izgladivanja i izgladivacˇa splajnovima.
Navedimo prvo rezultat vezan uz unakrsno vrednovanje.
Lema 5.0.1. Neka je k ∈ {1, . . . , n} i rˆ−k izgladivacˇ koji minimizira tezˇinsku sumu
kvadrata (3.110) za neki fiksni broj x ili globalnu penaliziranu sumu kvadrata (4.3) na
uzorku (x1, Y1), . . . , (xk−1, Yk−1), (xk+1, Yk+1), . . . , (xn, Yn). Tada rˆ−k minimizira isti
kriterij na uzorku (x1, Y1), . . . , (xk−1, Yk−1), (xk, rˆ−k(xk)), (xk+1, Yk+1), . . . , (xn, Yn).
Dokaz.
Pokazˇimo prvo rezultat u slucˇaju lokalnog polinomnog izgladivanja.
∑
i 6=k
K(
x− xi
h
)(Yi − rˆ−k(xi))2 +K(x− xk
h
)(rˆ−k(xk)− rˆ−k(xk))2 (5.1)
=
∑
i 6=k
K(
x− xi
h
)(Yi − rˆ−k(xi))2 ≤
∑
i 6=k
K(
x− xi
h
)(Yi − rˆ(xi))2 (5.2)
≤
∑
i 6=k
K(
x− xi
h
)(Yi − rˆ(xi))2 +K(x− xk
h
)(rˆ−k(xk)− rˆ(xk))2, (5.3)
pri cˇemu je rˆ proizvoljni lokalni polinomni izgladivacˇ istog stupnja kao rˆ−k. Jednak
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slijed zakljucˇivanja daje isti rezultat za izgladivacˇe splajnovima:
∑
i 6=k
(Yi − rˆ−k(xi))2 + (rˆ−k(xk)− rˆ−k(xk))2 + λJm(rˆ−k) (5.4)
=
∑
i 6=k
(Yi − rˆ−k(xi))2 + λJm(rˆ−k) ≤
∑
i 6=k
(Yi − rˆ(xi))2 + λJm(rˆ) (5.5)
≤
∑
i 6=k
(Yi − rˆ(xi))2 + (rˆ−k(xk)− rˆ(xk))2 + λJm(rˆ). (5.6)

Pogledajmo kakvu nam prakticˇnu korist lema (5.0.1) daje u slucˇaju LOO una-
krsnog vrednovanja. Ako za neki fiksni parametar izgladivanja h zˇelimo izracˇunati
procjenu prediktivnog rizika, trebamo n puta pronac´i izgladivacˇ na uzorcima od kojih
je svaki bez jednog elementa pocˇetnog uzorka i broj kojeg zˇelimo dobiti je
CV (h) =
1
n
n∑
i=1
(Yi − rˆ−i(xi))2, (5.7)
pri cˇemu ovdje implicitno podrazumijevamo ovisnost svakog izgladivacˇa rˆ o h. Lema
(5.0.1) kazˇe da se svaki takav izgladivacˇ rˆ−k mozˇe dobiti minimizacijom istog kri-
terija na uzorku koji se od pocˇetnog razlikuje po tome sˇto mu je k-ta vrijednost
varijable odaziva promijenjena u rˆ−k(xk). To nam je bitno jer u slucˇaju lokalnih
polinoma i splajnova matrica izgladivanja, odnosno tezˇine koje se pridaju pojedinom
Yi ne ovise o njima samima vec´ samo o dizajnu, odnosno o vrijednostima kovari-
jate. Stoga, izgladivacˇ rˆ−k dobiven na uzorku (x1, Y1), . . . , (xk, rˆ−k(xk)), . . . , (xn, Yn)
i izgladivacˇ rˆ dobiven na uzorku (x1, Y1), . . . , (xk, Yk), . . . , (xn, Yn) imaju jednake ma-
trice izgladivanja. Iz toga slijedi:
rˆ(xk) =
n∑
j=1
LkjYj (5.8)
rˆ−k(xk) =
∑
j 6=k
LkjYj + Lkkrˆ
−k(xk) (5.9)
=⇒ rˆ−k(xk)− rˆ(xk) = Lkkrˆ−k(xk)− LkkYk (5.10)
rˆ−k(xk) =
rˆ(xk)− LkkYk
1− Lkk . (5.11)
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Konacˇno, slijedi
Yk − rˆ−k(xk) = Yk − LkkYk + LkkYk − rˆ(xk)
1− Lkk (5.12)
=
Yk − rˆ(xk)
1− Lkk . (5.13)
Uvrsˇtavanjem u izraz za unakrsno vrednovanje dobijemo
CV (h) =
1
n
n∑
i=1
(
Yk − rˆ(xk)
1− Lkk
)2
. (5.14)
Iz ovoga vidimo da u slucˇaju LOO unakrsnog vrednovanja za fiksni h nije potrebno
pronalaziti n izgladivacˇa na n poduzoraka, vec´ je dovoljno pronac´i jedan izgladivacˇ na
cijelom uzorku da bismo dobili vrijednost CV (h). To znatno ubrzava racˇun u slucˇaju
velikih vrijednosti n. Kriterij (5.14) mozˇemo koristiti opc´enito kao kriterij odabira
parametra izgladivanja. Samo u slucˇaju nekih izgladivacˇa, poput Gasser-Mu¨llerovog,
nemamo ovakvu interpretaciju.
Izraz (5.14) dobar je uvod u josˇ jednu cˇesto koriˇstenu metodu. To je generalizirano
unakrsno vrednovanje definirano izrazom
GCV (h) =
1
n
n∑
i=1
(
Yk − rˆ(xk)
1− ν
n
)2
, (5.15)
pri cˇemu su ν = tr(L) generalizirani stupnjevi slobode. Drugim rijecˇima, u izrazu
(5.14) smo elemente dijagonale matrice izgladivanja zamijenili s njihovim prosjekom.
Generalizirano unakrsno vrednovanje ima svojstvo invarijantnosti na ortogonalne
transformacije od Y . Nadalje, vrijedi i teorem (vidjeti [2], str. 44, teorem 2.1):
Teorem 5.0.2. Neka je ν = tr(L), ν˜ = tr(LTL) i pretpostavimo da je ν < 1. Tada
je
|E(GCV (h))− PR(h)|
R(h)
≤ g(h), (5.16)
pri cˇemu je
g(h) =
2ν + ν
2
ν˜
(1− ν)2 . (5.17)
Odnosno, kada je vrijednost g(h) mala tada je i ocˇekivana vrijednost generalizi-
ranog unakrsnog vrednovanja priblizˇno jednaka prediktivnom riziku relativno prema
velicˇini rizika.
54 POGLAVLJE 5. ODABIR PARAMETRA IZGLADIVANJA
Postavlja se pitanje, koliko su obicˇno i generalizirano unakrsno vrednovanje efikasni u
smislu brzine konvergencije. Neka je hˆ vrijednost parametra dobivenu optimizacijom
CV (h) ili GCV (h) kriterija. Oznacˇimo s hˆ0 vrijednost parametra koja minimizira
ARSS. Pokazuje se da
n
1
10
hˆ− hˆ0
hˆ0
d−→ υZ, (5.18)
pri cˇemu je Z varijabla iz standardne normalne razdiobe, a υ2 odreduje varijancu i
ovisi o σ2,r i K. Ovaj rezultat pokazuje da hˆ kao procjenitelj hˆ0 konvergira brzinom
O(n
−1
10 ).
Izbor jezgre
Vec´ smo kod Nadaraya-Watson procjenitelja naveli da izbor jezgre u lokalnom izgladi-
vanju nije toliko bitan jer su dobiveni izgladivacˇi numericˇki dosta slicˇni. Kao dodatni
argument, recimo da zˇelimo izabrati jezgru na nacˇin da minimiziramo asimptotski
optimalan rizik kao u teoremu (3.1.10). Tada vidimo da nam je to ekvivalentno
pronalasku jezgre K koja minimizira izraz M2(K)
2
5V (K)
4
5 . Jezgra koja je rjesˇenje
tog problema je Epanechnikova, a vrijednost tog izraza za nju iznosi M
2
5
2 V
4
5 = 3
5
√
5
.
Zbog toga za proizvoljnu jezgru K mozˇemo promatrati omjer M2(K)
2
5 V (K)
4
5
3
5
√
5
kao mjeru
relativne neefikasnosti jezgre prema kriteriju optimizacije asimptotskog rizika. U
donjoj tablici je navedena mjera neefikasnosti za neke jezgre.
Jezgra Neefikasnost
Epanechnikova 1
Uniformna 1.0758
Biweight 1.0061
Triweight 1.0135
Gaussova 1.0513
Iz tablice mozˇemo zakljucˇiti da je asimptotski rizik neosjetljiv na izbor jezgre i da
jezgru mozˇemo birati na temelju stvari poput laksˇe izracˇunljivosti ili svojstava koja
zˇelimo za rˆ.
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5.1 Primjer: mcycle
Preostaje nam josˇ na primjeru pokazati primjenu obradenih metoda. Odabrani po-
daci nalaze se pod nazivom “mcycle” u R-ovom paketu “MASS” Podaci su mjerenja
ubrzanja glave u simuliranim motoristicˇkim nesrec´ama koja su koriˇstena za testira-
nja kaciga. Sastoji se od dvije varijable: vremena nakon udara u milisekundama i
akceleracije u g. Podaci su prikazani na Slici 5.1.
Slika 5.1: mcycle podaci
Od metoda lokalne regresije odabrano je lokalno polinomno izgladivanje stup-
nja 1,2 i 3, a od metoda globalne regresije splajnovi. U svim slucˇajevima kao me-
toda odabira parametra izgladivanja koriˇsteno je LOO unakrsno vrednovanje. Sve je
radeno u R-u. Lokalno polinomno izgladivanje implementirano je u paketu “locpol”,
a izgladivanje splajnovima u paketu “stats”.
Slika 5.2 prikazuje lokalne polinomne izgladivacˇe za koje je koriˇstena Epanechni-
kova jezgra. Za lokalni kubicˇni izgladivacˇ optimalna sˇirina pojasa je h = 7.114456,
dok je procjena prediktivnog rizika CV (h) = 542.1867 i to je najbolji izgladivacˇ
po kriteriju unakrsnog vrednovanja. Za lokalni kvadratni izgladivacˇ sˇirina pojasa
je h = 5.717588, a procjena rizika je CV (h) = 546.9584, dok je za lokalni linearni
h = 3.430307 i CV (h) = 575.0025.
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Slika 5.2: Usporedba lokalnih polinomnih izgladivacˇa stupnja 1,2 i 3 na mcycle po-
dacima
Slika 5.3 prikazuje izgladivacˇ kubicˇnim splajnom s λ = 9.120377e− 05 i CV (λ) =
543.1041.
Vidimo da nema neke velike razlike u prediktivnom riziku izmedu kubicˇnog splajna
i lokalnog kubicˇnog izgladivacˇa. Mozˇda je malo iznenadujuc´e sˇto smo morali uzeti
trec´i stupanj polinoma da bismo dobili bolji rezultat od splajna.
Na slici 5.4 vidi se primjer ovisnosti CV-score-a o parametru izgladivanja za lokalni
kubicˇni izgladivacˇ. Vec´ navedena optimalna vrijednost oznacˇena je crvenom bojom.
5.2 Primjer: airquality
Podaci airquality nalaze se pod istim nazivom u R-ovom paketu “datasets”. Podaci su
dnevna mjerenja kvalitete zraka u New Yorku u razdoblju od svibnja do rujna 1973.
Mi c´emo uzeti samo dvije varijable: redni broj dana u odnosu na 1.5.1973. (dakle,
mjerna jedinica je dan) i maksimalna dnevna temperatura na taj dan u stupnjevima
Fahrenhajta mjerena u zracˇnoj luci La Guardia. Podaci su prikazani na Slici 5.5.
Slika 5.6 prikazuje lokalni linearni izgladivacˇ sa sˇirinom prozora h = 2.125255
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Slika 5.3: Kubicˇni splajn na mcycle podacima
odabranom unakrsnim vrednovanjem i procijenjenim prediktivnom rizikom CV (h) =
20.67577.
Slika 5.7 prikazuje izgladivacˇ kubicˇnim splajnom sa parametrom izgladivanja λ =
6.294312e−07, takoder odabranim unakrsnim vrednovanjem, i procijenjenim predik-
tivnom rizikom CV (h) = 21.97132.
Slika 5.8 prikazuje ta dva izgladivacˇa na jednoj slici radi usporedbe.
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Slika 5.4: Ovisnost CV-score-a o parametru izgladivanja
Slika 5.5: airquality podaci
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Slika 5.6: Lokalni linearni izgladivacˇ na airquality podacima
Slika 5.7: Kubicˇni splajn na airquality podacima
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Slika 5.8: Usporedba izgladivacˇa na airquality podacima
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Sazˇetak
Glavni cilj ovog rada je predstaviti najcˇesˇc´e koriˇstene linearne izgladivacˇe neparame-
tarske regresije.
Zapocˇinjemo uvodenjem terminologije teorije aproksimacije i nekih poznatih kon-
cepata primjenjene statistike potrebne za razumijevanje daljnjeg materijala. Nakon
toga definiramo linearne izgladivacˇe i dajemo nekoliko njihovih jednostavnih primjera.
Nadalje, linearne izgladivacˇe svrstavamo u dvije glavne skupine i dajemo osnovne re-
zultate vezane uz procjenu pogresˇke procjene. Na kraju predlazˇemo metode odabira
hiperparametara izgladivacˇa i provodimo linearno izgladivanje na primjeru odabrana
dva skupa podataka.

Summary
The main goal of this thesis is to present most commonly used linear smoothers in
nonparametric regression.
We begin first by introducing terminology of approximation theory and some well
known concepts from applied statistics necessary for understanding the material. We
continue by defining linear smoothers and giving several simple examples. Next,
two main categories of linear smoothers are discussed and basic results considering
approximation of estimation error are given. Furthermore, we suggest methods for
smoothing models hyperparameter tuning and show examples of applying linear smo-
othing on two chosen datasets.
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