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UNIVERSALITY AND RIGIDITY FOR PIECEWISE
SMOOTH HOMEOMORPHISMS ON THE CIRCLE
KLEYBER CUNHA AND DANIEL SMANIA
Abstract. In this work, we find sufficient conditions for two
piecewise C2+ν homeomorphism f and g of the circle to be C1 con-
jugate. Besides the restrictions on the combinatorics of the maps
(we assume that maps have bounded “rotation number” ), and
necessary conditions on the one-side derivatives of points where f
and g are not differentiable, we also assume zero mean nonlinearity
for f and g.
The proof is based on the study of Rauzy-Veech renormaliza-
tion of genus one generalized interval exchange maps with certain
restrictions on its combinatorics.
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1. Introduction and results
Consider the following rigidity problem. Let f, g : X → X be two
(piecewise) smooth dynamical systems that are conjugated by an ori-
entation preserving homeomorphism, i.e., there is h : X → X such that
f ◦ h = h ◦ g. On what conditions is the conjugation smooth (for in-
stance C1)? When X = S1 and f, g are smooth diffeomorphisms there
are many results of rigidity, for example, [5], [9], [19], [16], [7]. In this
article we study the rigidity problem for piecewise smooth homemor-
phisms on the circle.
The map f : S1 → S1 is a piecewise smooth homemomorphism on
the circle if f is a homeomorphism, has jumps in the first derivative
on finitely many points, that we call break points, and f is smooth
outside its break points. The set BPf = {x ∈ S1 : BPf (x) :=
Df(x−)/Df(x+) 6= 1} is called the set of break points of f and the
number BPf (x) is called the break of f at x. Denote BPf = {x1, ..., xm}
and BPg = {y1, ..., yn}.
We say that two piecewise smooth homeomorphisms on the circle
are break-equivalents if there exists a topological conjugacy h such that
h(BPf) = BPg and BPf(xi) = BPg(h(xi)). It is easy to see that there
is a C1 conjugacy between f and g then f and g are break-equivalents.
As in [3] the key idea is to consider piecewise smooth homeomor-
phisms on the circle as generalized interval exchange transformations,
g.i.e.t. for short. Let I be an interval and let A be a finite set (the
alphabet) with d ≥ 2 elements and P = {Iα : α ∈ A} be an A−indexed
partition of I into subintervals1. We say that the triple (f,A,P), where
f : I → I is a bijection, is a g.i.e.t. with d intervals, if f |Iα is an
orientation-preserving homeomorphism for each α ∈ A. The order of
subinterval in the domain and in the image of f constitue the combi-
natorial data of f, denoted by π = (π0, π1), where πi : A → {1, ..., d}
is a bijection for i = 1, 2 and π0, π1 given the order of subintervals Iα
and f(Iα) in I, respectively. For the explicit formula of π = (π0, π1)
see [3]. We always assume that the combinatorial data is irreducible,
i.e., π1 ◦ π−10 ({1, ..., s}) 6= {1, ..., s} for all 1 ≤ s ≤ d− 1.
There is a renormalization scheme in the space of g.i.e.m. called the
Rauzy-Veech induction ([14], [17]), that associates with f a sequence
of first return maps fn = R
n(f) to a nested sequence of intervals In
with the same left endpoint of I. The map fn is again g.i.e.m. with the
same alphabet A but the combinatorial data may be different.
More specifically, denoting by α(0), α(1) ∈ A the letters such that
π0(α(0)) = d and π1(α(1)) = d, we compare the lenght of the intervals
1All the subintervals will be bounded, closed on the left and open on the right.
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Iα(0) and f(Iα(1)). If |Iα(0)| > |f(Iα(1))| (resp. |Iα(0)| > |f(Iα(1))| ) we
say that f has type 0 (resp. type 1) and that the letter α(0) is the
winner (resp. loser) and that the letter α(1) is the loser (resp. winner).
Then putting I1 = I \ f(Iα(1)) (resp. I1 = I \ Iα(0)), we have that
R(f) is the first return map of f to the interval I1 and so on. We
say that f has no connections if the orbits of the boundary of each
Iα are distinct whenever possible. It has been established by [6] that
if an interval exchange transformation f has no connections then f is
infinitely renormalizable. If a g.i.e.m. f is infinitely renormalizable
then the sequence (πn, εn)n of combinatorial data and types of R
n(f)
is called combinatorics of f. For more details about the Rauzy-Veech
induction the reader may consult, for example, [3], [13], [18].
For each i.e.t. f it is possible to associate a genus g that corresponds
to the genus of translate surface associate to f [20]. This genus is
invariant under Rauzy-Veech renormalization. Indeed f has genus one
if f has at most two discontinuities. In a similar way, we will say that
a g.i.e.m. has genus one if f has at most two discontinuites. If f is a
homeomorphism on the circle, then f has genus one as a g.i.e.m.
Let H be a non-degenerate interval, let g : H → R be a homeomor-
phism and let J ⊂ H be an interval. We define the Zoom of g in H,
denoted by ZH(g), the transformation ZH(g) = A1 ◦ g ◦ A2, where A1
and A2 are orientation-preserving affine maps, which sends [0, 1] into
H and g(H) into [0, 1] respectively. So we can identify a g.i.e.m. f
defined in the interval [0, 1] with the quadruple
(
π, (|Iα|)α∈A, (|f(Iα)|)α∈A, (ZIαf)α∈A
) ∈ Πd×∆A×∆A×Hom+([0, 1]),
where Hom+([0, 1]) is the set of orientation preserving homeomorphisms
h : [0, 1]→ [0, 1] such that h(0) = 0 and h(1) = 1, |J | denote the length
of interval J and
∆A = {(xα)α∈A ∈ RA+ s.t. xα > 0 and
∑
α
xα = 1}.
If we change the set Hom+([0, 1]) by the set Diff
r
+([0, 1]) of orienta-
tion preserving diffeomorphism h of class Cr such that h(0) = 0 and
h(1) = 1 we get the space of g.i.e.m. of class Cr. If we change the set
Hom+([0, 1]) by the set {Id} we have the space of affine i.e.t.. If in
addition we replace the set ∆A × ∆A by the set {(λ, λ), λ ∈ ∆A} we
get the space of standard i.e.t..
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In the set of g.i.e.t. of class Cr, r ≥ 0, we define the distance in the
Cr topology by
dCr(f, g) := max
α∈A
{‖ZIαf − ZI˜αg‖Cr}+∥∥∥(Iα)α∈A − (I˜α)α∈A∥∥∥
1
+
∥∥∥(f(Iα))α∈A − (g(I˜α))α∈A∥∥∥
1
,(1)
where ‖ · ‖Cr denote the sup-norm in the Cr topology and ‖ · ‖1 denote
the sum-norm.
Let αn(εn), αn(1−εn) be the winner and loser letters of Rn(f), where
εn ∈ {0, 1} is its type. As defined in [3] we say that infinitely renor-
malizable g.i.e.m. f has k−bounded combinatorics if for each n and
β, γ ∈ A there exists n1, p ≥ 0, with |n− n1| < k and |n− n1− p| < k,
such that αn1(εn1) = β, αn1+p(1− εn1+p) = γ and
αn1+i(1− εn1+p) = αn1+i+1(εn1+i)
for every 0 ≤ i < p.
Let B2+νk , k ∈ N and ν > 0, be the set of g.i.e.m. f : I → I such
that
(i) For each α ∈ A we can extend f to Iα as an orientation-
preserving diffeomorphism of class C2+ν ;
(ii) the g.i.e.m. f has k−bounded combinatorics;
(iii) The map f has genus one and has no connections;
In [3] the authors show that if f ∈ B2+νk then Rn(f) converges to
a 3(d−1)−dimensional space of the fractional linear g.i.e.t. Moreover if
mean-nonlinearity is zero then Rn(f) converge to a 2(d−1)−dimensional
space of the affine interval exchange maps. Our main results are:
Theorem 1. Let (f,A, {Iα}α∈A) ∈ B2+νk be such that
(2)
∫
D2f(x)
Df(x)
dx = 0.
Then there exists an affine i.e.t. (fA,A, {I˜α}α∈A), i.e., fA|I˜α is affine
for each α ∈ A, and 0 < λ < 1 such that
(i) fA has the same combinatorics of f ;
(ii) dC2(R
nf, RnfA) = O(λ
√
n).
Theorem 2 (Universality). If f and g satisfies the assumptions of
Theorem 1, they have the same combinatorics and they are break-
equivalents then we can choose fA = gA.
The next result is a consequence of Theorem 1 and Theorem 2.
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Theorem 3. Let f, g ∈ B2+νk be such that
i. f and g have the same combinatorics;
ii. f and g are break-equivalents;
iii. We have ∫ 1
0
D2f(s)
Df(s)
ds =
∫ 1
0
D2g(s)
Dg(s)
ds = 0.
Then there exists 0 < λ < 1 such that
dC2(R
nf, Rng) = O(λ
√
n).
It is known that if f and g has the same k−bounded combinatorics
then they are semi-conjugate and this semi-conjugation sends break-
point in break-point [13]. If f and g have genus one then this semi-
conjugation is indeed a conjugation (non wandering intervals).
Theorem 4 (Rigidity). Suppose that f and g satisfy the assumptions
of Theorem 3. Then f and g are C1-conjugated.
Theorem 5 (Linearization). If f satisfies the assumptions of Theorem
1 then f is C1-conjugate with a unique piecewise affine homeomorphism
on the circle.
There are previous results on rigidity for piecewise smooth diffeo-
morphism of the circle with only one break point and also satisfying
certain combinatorial restrictions [8] [10]. There are also recent results
[13] on the structure of the set of ”simple”, small deformations of a
standard i.e.m. T0 (with certain Roth type combinatorics) which are
Cr conjugated with T0, but the nature of their results and methods are
quite distinct from ours.
Remark 1.1. As notice by the anonymous referee, the estimates for the
rate of convergence of the renormalization operator that appears above
are not optimal. We would expect, as commented in [9] in the case
of diffeomorphisms on the circle, that in fact exponential convergence
holds true.
2. Rauzy-Veech Cocycle
In this section we use the notation of [18].
Let π be a combinatorial data of a g.i.e.m. and let λ = (λα)α∈A be
a vector in RA. Define ω = (ωα)α∈A as
(3) ωα =
∑
π1(β)<π1(α)
λβ −
∑
π0(β)<π0(α)
λβ.
6 KLEYBER CUNHA AND DANIEL SMANIA
Notice that Ωπ(λ) = ω, where Ωπ is the anti-symmetric matrix given
by
Ωα,β =


+1 se π1(α) > π1(β) and π0(α) < π0(β)
−1 se π1(α) < π1(β) and π0(α) > π0(β)
0 otherwise.
If π has genus one then dimKer Ωπ = d−2, so dim Im Ωπ = 2. Denote
by Π1 the set of all possible genus one irreducible combinatorial data
π = (π0, π1). The Rauzy-Veech cocycle are the functions
Θε : Π
1 × RA → Π1 × RA,
with ε ∈ {0, 1}, defined by Θε(π, v) = (rε(π),Θπ,ǫv). Here
Θπ,ε = I+ Eα(1−ε)α(ε),(4)
where Eαβ is the elementary matrix whose only nonzero coefficient is
1 in position (α, β) and rε(π) is the combinatorial data of R(f).
We know that if π′ = rε(π) then
(5) Θπ,εΩπ = Ωπ′(Θ
t
π,ε)
−1
Let g : [0, 1) → [0, 1) be an affine i.e.m. without connexions. Then
g is uniquely determined by the triple (π, λ, ω0), where π is the combi-
natorial data, λ = (λα)α∈A ∈ Rd+ is the partition vector of the domain
and ω0 = (ω0α)α∈A ∈ Rd is such that
g(x) = eω
0
αx+ δα for all x ∈ Iα.
For each n denote by ωn = (ωnα)α the vector such that R
n(g)(x) =
eω
n
αx+ δnα for all x ∈ Inα . By Rauzy-Veech algorithm we know that
ωn+1α = ω
n
α if α 6= αn(1− ε)(6)
ωn+1αn(1−ε) = ω
n
αn(ε) + ω
n
αn(1−ε), otherwise,(7)
where αn(ε) and αn(1−ε) are the winner and loser ofRn(g) respectively.
Therefore
Θn(ω
n) = Θπn,εn(ω
n) = ωn+1.
Repeating this process inductively we have
ΘnΘn−1 · · ·Θ1Θ0(ω0) = ωn.
To prove Theorem 1 we need to understand the hyperbolic properties
of the Rauzy-Veech cocycle restricted to the k-bounded combinatorics.
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2.1. Invariant cones. Since Θπ,ε , Θ
t
π,ε are non negative matrices, it
preserves the positive cone RA+. It follows from (5) that
Θπ,εIm Ωπ = Im Ωπ′ .
We need to find cones inside Im Ωπ which are invariant by the action
of Θπ,ε and Θ
−1
π,ε. Define the two dimensional cone
Csπ := ΩπR
A
+ ⊂ Im Ωπ.
It follows from (5) that
Θ−1π,εC
s
π′ ⊂ Csπ.
For each π ∈ Π1 define the convex cone
T+π = {(τα)α∈A :
∑
π0(α)≤k
τα > 0 and
∑
π1(α)≤k
τα < 0, for every 1 ≤ k ≤ d−1}
We have [18, Lemma 2.13] that
(Θtπ,ε)
−1T+π ⊂ T+π′
Define
Cuπ = −ΩπT+π ⊂ Im Ωπ
By definition
Cuπ ⊂ Im Ωπ ∩ RA+,
and it is easy to show that
(8) Cuπ ∩ ker Ωπ = {0}.
Note that Θπ,εC
u
π ⊂ Cuπ′. Indeed applying T+π in (5) we have that
Θπ,ε(−ΩπT+π ) = −Ωπ′(Θtπ,ε)−1T+π ⊂ −Ωπ′T+π′ .
Proposition 2.1 (Uniform hyperbolicity). For each k there exists µ =
µ(k) > 1 and C1, C2 > 0 with the following property: Let (π
n, εn) be a
sequence de combinatorics k-bounded with rεn(π
n) = πn+1. Then
(a) For every n and v ∈ Cuπ0 we have
‖(Θπn,εn · · ·Θπ1,ε1Θπ0,ε0)v‖ ≥ C1µn‖v‖.
(b) For every n and v ∈ Csπn we have
‖(Θπn−1,εn−1 · · ·Θπ1,ε1Θπ0,ε0)−1v‖ ≥ C2µn‖v‖.
Proof. Note that for every n the finite sequence
{(πn, εn), (πn+1, εn+1), . . . , (πn+k, εn+k)}
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is complete, that is, every letter α ∈ A is the winner at least once along
this sequence. It follows from [11, Section 1.2.4] and [19, Section 10.3]
that
Θn,n+k(3d−4) = Θπn+k(3d−4),εn+k(3d−4) · · ·Θπn+1,εn+1Θπn,εn
is a positive matrix with integer entries satisfying
t(Θn,n+k(3d−4))
−1T+πn ⊂ T+πn+k(3d−4)+1 ∪ {0}.(9)
By (9) and Θπj ,εjΩπj (T
+
πj) = Ωπj+1
tΘ−1πj ,εj(T
+
πj ) for all j ≥ 0 we have
(10) Θn,n+k(3d−4)Cuπn ⊂ Cuπn+k(3d−4)+1 ∪ {0}
for every n ∈ N. Since Cuπn ⊂ RA+, in particular we have
(11) ‖Θn,n+k(3d−4)v‖1 ≥ d‖v‖1,
for every v ∈ Cuπn. Given n ∈ N, let n = qk(3d− 4) + r, with q, r ∈ N,
0 ≤ r < k(3d− 4). Then
‖Θ0,nv‖ ≥ dq‖Θ0,rv‖1 ≥ d(n−r)/(k(3d−4)min{‖Θ−10,r‖−1, r < k(3d−4)}‖v‖1
= C1µ
n‖v‖1
To show (b), note that by (a) we have that for every n
tΘn+k(3d−4),n =
t(Θπn,εnΘπn+1,εn+1 · · ·Θπn+k(3d−4),εn+k(3d−4)).
has positive integer entries. Using an argument similar to the proof of
(a) we conclude that
‖t(Θπn,εn · · ·Θπ0,ε0)w‖ ≥ C1µn‖w‖
for every w ∈ RA+. By (5) we have
(Θπn−1,εn−1 · · ·Θπ0,ε0)−1Ωπn = Ωπ0 t(Θπn−1,εn−1 · · ·Θπ0,ε0).
Given v ∈ Csπ0 there exists w ∈ RA+ such that v = Ωπ0w. The fact that
Θti+k(3d−4),i > 0 for every i easily implies that there exist δ1, δ2 ∈ (0, 1)
such that
tΘ0,nR
A
+ ⊂ Λδ1,δ2 = {(λα)α∈A ∈ RA+, δ1 ≤
λα∑
β λβ
≤ δ2 for every α}.
Now note that
(12) RA+ ∩Ker Ωπn = ∅.
In fact, let λ ∈ RA+ be such that Ωπnλ = 0. Then by definition of Ωπn
we have ∑
πn1 (β)<π
n
1 (α)
λβ −
∑
πn0 (β)<π
n
0 (α)
λβ = 0, for all α ∈ A.
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Let α0 ∈ A such that πn0 (α0) = d. Then
0 =
∑
πn1 (β)<π
n
1 (α0)
λβ −
∑
πn0 (β)<d
λβ
=
∑
πn1 (β)<π
n
1 (α0)
λβ −
∑
πn1 (β)<π
n
1 (α0)
λβ −
∑
πn1 (β)>π
n
1 (α0)
λβ
= −
∑
πn1 (β)>π
n
1 (α0)
λβ,(13)
which is a contradiction because ♯{β ∈ A : π1(β) > π1(α0)} ≥ 1, due
to the fact that πn = (πn0 , π
n
1 ) is irreducible.
By 12 we have that
C3 = inf{‖Ωπu‖1‖u‖1 , u 6= 0, u ∈ Λδ1,δ2 , π ∈ Π
1 and irreducible} > 0.
For all v ∈ Csπn there is w ∈ RA+ such that v = Ωπnw. Therefore
‖(Θπn−1,εn−1 · · ·Θπ0,ε0)−1v‖ = ‖Ωπ0 t(Θπn−1,εn−1 · · ·Θπ0,ε0)w‖
≥ C3 · ‖t(Θπn−1,εn−1 · · ·Θπ0,ε0)w‖
≥ C3 · C1 · µn−1‖w‖
≥ C3 · C1 · 1
C4
· µn−1‖v‖,
where
C4 = sup
π∈Π1
sup
v∈RA\{0}
{‖Ωπv‖
‖v‖
}
.

Motivated by Proposition 2.1 we define the stable direction in the
point {πj , εj} as
Esj := E
s(πj) =
⋂
n≥0
Θ−1j · · ·Θ−1j+n(Csπj+n+1).(14)
By definition the subspaces Esj are invariant by the Rauzy-Veech
cocycle, i.e, for all j ≥ 0
Θj(E
s
j ) = E
s
j+1.
Now we define the unstable direction. Let u0 ∈ Cuπ0 be such that‖u0‖ = 1. Then we define Eu0 as the subspace spanned by u0, that we
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will be denoted by < u0 > . For all j > 0 we define
Euj :=<
uj
‖uj‖ >, where uj = Θj−1(uj−1).(15)
The subspaces Euj are forward invariant by the Rauzy-Veech cocycle.
The result of this subsection shows that Rauzy-Veech cocycle is hy-
perbolic inside Im Ω. In the next subsection we show that outside
Im Ω the Rauzy-Veech cocycle has a central direction and it is a quasi-
isometry in this direction.
2.2. Central direction: Periodic combinatorics. First we study
periodic combinatorics. Suppose that there is p ∈ N such that {πn, εn} =
{πn+p, εn+p} for all n ∈ N, i.e. the combinatorics has period p. So we
know that (Θt0,p−1)
−1|ker Ω
pi0
= Id, see [18, Lemma 2.11].
Lemma 2.2. Define Ψp : ker Ωπ0 → Im Ωπ0 as
Ψp(k) = (Θ0,p−1 − Id)−1(k −Θ0,p−1(k)).
Then the subspace Ec0,p−1 :=
{
k + Ψp(k), k ∈ ker Ωπ0
}
is the central
direction of Θ0,p−1. Indeed Θ0,p−1v = v for every v ∈ Ec0,p−1.
Proof. Since Θ0,p−1−Id is not invertible on RA, firstly we show that Ψp
is well defined. We claim that k − Θ0,p−1(k) ∈ Im Ωπ0 . Indeed, using
the fact that (Θt0,p−1)
−1|ker Ωpi0 = Id, we have that for all u ∈ ker Ωπ0
< u, k −Θ0,p−1(k) > = < u, k > − < Θt0,p−1(u), k >
= < u, k > − < u, k >= 0.
Therefore k−Θ0,p−1(k) ⊥ ker Ωπ0 , which proves our claim. By Propo-
sition 2.1 we have that Θ0,p−1 is hyperbolic in Im Ωπ0 , so
Θ0,p−1 − Id : Im Ωπ0 → Im Ωπ0
is invertible on Im Ωπ0 and we can define
Ψp(k) := (Θ0,p−1 − Id)−1(k −Θ0,p−1(k)).
We claim that Θ0,p−1v = v for every v ∈ Ec0,p−1. Indeed by the defini-
tion of Ψp
(Θ0,p−1 − Id)(k +Ψp(k)) = 0.
Note that dim Ec0,p−1 = dim ker Ωπ0 = d − 2. So Ec0,p−1 is the central
direction. 
The next result shows the invariance of Ec0,p−1 by the Rauzy-Veech
cocycle.
Lemma 2.3. Θπ0(E
c
0,p−1) = E
c
1,p.
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Proof. Let v ∈ Ec0,p−1. Then
Θπp−1 · · ·Θπ0(v) = v.
Applying Θπ0 to both sides
Θπ0 ·Θπp−1 · · ·Θπ1 ·Θπ0(v) = Θπ0(v).
So
Θ1,p ·Θπ0(v) = Θπ0(v)⇒ Θπ0(v) ∈ Ec1,p.

We now prove that the Kontsevich-Zorich cocycle behaves as a quasi-
isometry in its central direction. By Proposition 2.1 we can choose
n0 > 0 and µ >> 1 such that
‖Θn,n+n0(x)‖ ≥ µ‖x‖ ∀x ∈ Cuπn and ‖Θn+n0,n(x)‖ ≥ µ‖x‖ ∀x ∈ Csπn.
For ǫ > 0, define the cones Cnǫ,u and C
n
ǫ,s, where C
n
ǫ,u is the set of
vectors x = xk + xi ∈ ker Ωπn ⊕ ImΩπn such that
• ‖xk‖ ≤ ǫ‖xi‖,
• We have that xi = xsi + xui , where xsi ∈ Θn+n0−1,nCsπn+n0 ⊂ Csπn,
xui ∈ Θn−n0,n−1Cuπn−n0 ⊂ Cuπn and ‖xsi‖ ≤ ‖xui ‖.
and we define analogously Cnǫ,s replacing the last condition by ‖xui ‖ ≤
‖xsi‖. Define also Cnǫ := Cnǫ,u ∪ Cnǫ,s.
Proposition 2.4. There exists ǫ0 = ǫ0(k) > 0 and γ < 1 such that if
ǫ < ǫ0 then
Θn,n+n0−1(C
n
ǫ,u) ⊂ Cn+n0γǫ,u and Θn−1,n−n0(Cnǫ,s) ⊂ Cn−n0γǫ,s .
Before proving the Proposition 2.4 we need some lemmas.
Lemma 2.5. There exists C5 > 0 such that for n0 large enough and all
m > n0 there are linear projections Π
s
m and Π
u
m defined in Im Ωπm such
that for every v ∈ Im Ωπm we have that vs = Πsm(v) ∈ ±Θm+n0−1,m(Csπm+n0 )
and vu = Π
u
m(v) ∈ ±Θm−n0,m−1Cuπm−n0 satisfy v = vs + vu and
(16) ‖vs‖, ‖vu‖ ≤ C5‖v‖.
Proof. For a fixed n0 there exists only a finite number of matrices
Θm−n0,m−1 and Θm+n0−1,m. The same holds for the subspaces Im Ωπm
and cones Cu
πm−n0 , C
s
πm+n0
, Θm+n0−1,m(C
s
πm+n0
) and Θm−n0,m−1C
u
πm−n0 .
Moreover
(17) ±Θm+n0−1,m(Csπm+n0 ) ∩ ±Θm−n0,m−1Cuπm−n0 = {0}.
For each possible combination of matrices, cones e subspaces, choose
ws ∈ ±Θm+n0−1,m(Csπm+n0 ) and wu ∈ ±Θm−n0,m−1Cuπm−n0 . Then v =
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csws + cuwu, with cs, cu ∈ R. Define Πsm(v) = csws and Πum(v) = cuwu.
Let C5 be the supremum of the norms of all projections Π
s
m, Π
u
m
over all possible combinations of matrices, cones, spaces and choices
of ws and wu. This supremum is finite due (17). Finally, note that
the same C5 satisfies (16) if we replace n0 by some n1 ≥ n0, be-
cause Θm+n1−1,m(C
s
πm+n1
) ⊂ Θm+n0−1,m(Csπm+n0 ) , Θm−n1,m−1Cuπm−n1 ⊂
Θm−n0,m−1C
u
πm−n0 and the freedom to choose ws ∈ ±Θm+n0−1,m(Csπm+n0 )
and wu ∈ ±Θm−n0,m−1Cuπm−n0 as we like. 
Lemma 2.6. For all n > n0 and for all xk ∈ ker Ωπn
‖Θn,n+n0−1(xk)‖ker Ωpin+n0 := sup
kn+n0∈ker Ωpin+n0
< Θn,n+n0−1(xk), kn+n0 >
= ‖xk‖ker Ωpin ,
where < ·, · > denote the usual inner product of RA.
Proof. Note that tΘn,n+n0−1(ker Ωπn+n0 ) = ker Ωπn . Therefore
sup
kn+n0∈ker Ωpin+n0
< Θn,n+n0−1(xk), kn+n0 >=
= sup
kn+n0∈ker Ωpin+n0
< xk,
tΘn,n+n0−1(kn+n0) >
= sup
kn∈ker Ωpin
< xk, kn >
= ‖xk‖kerΩpin .

Proof of Proposition 2.4: Let x = xi + xk ∈ Cnǫ,u. First note that
‖Θn,n+n0−1(xi)‖ = ‖Θn,n+n0−1(xui + xsi )‖
≥ µ‖xui ‖ −
1
µ
‖xsi‖
≥
(
µ− 1
µ
)
‖xui ‖,(18)
and that
‖Θn,n+n0−1(xk)‖ImΩpin+n0 ≤ ‖Θn,n+n0−1(xk)‖
≤ ‖Θn,n+n0−1‖ · ‖xk‖
≤ ǫ · ‖Θn,n+n0−1‖ · ‖xi‖.(19)
Note that by Lemma 2.6 we have
‖Θn,n+n0−1(xk)‖ker Ωpin+n0 = ‖xk‖ker Ωpin ≤ ǫ‖xi‖
≤ 2ǫ‖xui ‖.(20)
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Then
‖Θn,n+n0−1(x)‖ImΩpin+n0
≥ ‖Θn,n+n0−1(xi)‖ImΩpin+n0 − ‖Θn,n+n0−1(xk)‖ImΩpin+n0
≥
(
µ− 1
µ
)
‖xui ‖ − 2ǫ · ‖Θn,n+n0−1‖ · ‖xui ‖, by (18)
≥ 1
2ǫ
(
µ− 1
µ
− 2ǫ · ‖Θn,n+n0−1‖
)
‖Θn,n+n0−1(x)‖ker Ωpin+n0
≥ 1
2ǫ
(
µ− 1
µ
− 2ǫ · C
)
‖Θn,n+n0−1(x)‖ker Ωpin+n0(21)
Here C depends only on n0. Therefore
‖Θn,n+n0−1(x)‖ker Ωpin+n0
≤ 2ǫ
(
µ− 1
µ
− 2ǫ · C
)−1
‖Θn,n+n0−1(x)‖ImΩpin+n0 .(22)
Choose ǫ0 small enough such that
γ := 2ǫ0
(
µ− 1
µ
− 2ǫ0 · C
)−1
< 1.
Note that
Θn,n+n0−1(x
u
i ) ∈ Θn,n+n0−1Cuπn
and
v = Θn,n+n0−1(x
s
i ) ∈ Csπn+n0
Let vs and vu, v = vs + vu, be as in Lemma 2.5. Note that
‖vs‖, ‖vu‖ ≤ C5‖v‖ ≤ C5
µ
‖xsi‖ ≤
C5
µ
‖xui ‖ ≤
C5
µ2
‖Θn,n+n0−1(xui ) ‖
Then vu+Θn,n+n0−1(x
u
i ) ∈ Θn,n+n0−1Cuπn and vs ∈ Θn+2n0−1,n+n0(Csπn+2n0 )
and moreover
‖vu+Θn,n+n0−1(xui )‖ ≥ (1−
C5
µ2
)‖Θn,n+n0−1(xui ) ≥
µ2
C5
(1−C5
µ2
)‖vs‖ ≥ ‖vs‖,
so Θn,n+n0−1(x) ∈ Cn+n0γǫ,u . The proof of Θn−1,n−n0(Cnǫ,s) ⊂ Cn−n0γǫ,s is
analogous.

Proposition 2.7. Suppose that p > n0. Then
sup
k∈ker Ω
pi0
k 6=0
‖Ψp(k)‖
‖k‖ ≤
1
ǫ0
.
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Proof. Suppose by contradiction that this claim is false. Then we could
find ǫ < ǫ0 such that
sup
k∈ker Ω
pi0
k 6=0
‖Ψp(k)‖
‖k‖ =
1
ǫ
>
1
ǫ0
.(23)
Let k0 ∈ ker Ωπ0 be such that the supremum above is attained on it.
Thus k0 + Ψp(k0) ∈ C0ǫ := C0ǫ,u ∪˙ C0ǫ,s. Assume, without loss of gener-
ality, that k0 + Ψp(k0) ∈ C0ǫ,u. By assumption Ec0,p−1 = Ecn0p,(n0+1)p−1
and by Lemma 2.3 we have Θ0,n0p−1(E
c
0,p−1) = E
c
n0p,(n0+1)p−1 . Thus by
Proposition 2.4
k˜0 +Ψp(k˜0) = Θ0,n0p−1(k0 +Ψp(k0)) ∈ Cn0pγǫ,u ⇐⇒
‖k˜0‖ ≤ γǫ‖Ψp(k˜0)‖ ⇐⇒ ‖Ψp(k˜0)‖‖k˜0‖
≥ 1
γǫ
>
1
ǫ
,
which contradicts (23). 
2.3. Central direction: arbitrary k-bounded combinatorics. Let
f ∈ B2+νk and γ(f) = {πi, εi}i∈N be its combinatorics. For each n ∈ N
we define the new periodic combinatorics, that will be denoted by
γn(f) = {π˜i, ε˜i}i∈N:
(a) For i ≤ n define (π˜i, ε˜i) = (πi, εi), and denote γ˜n = {π˜i, ε˜i}ni=0;
(b) Let γ˜n,pn = {(π˜n, ε˜n), ..., (π˜pn, ε˜pn)} be an admissible sequence
of combinatorics, i.e., rε˜i(π˜
i) = π˜i+1 for all n ≤ i < pn with
(π˜pn, ε˜pn) = (π0, ε0). It is possible to get this sequence by [18].
Then define γn(f) = (γ˜n ∗ γ˜n,pn) ∗ (γ˜n ∗ γ˜n,pn) ∗ · · · . Note that the
combinatorics γn(f) is periodic of period pn and that γn(f) → γ(f)
when n → ∞. The Rauzy-Veech cocycle associetade to γn(f) will be
denoted by Θ˜. By Lemmas 2.2 and 2.3 we have that for all s ≥ 0
the subspace Ecs,pn is the graph of Ψs,pn and Θ˜s(E
c
s,pn) = E
c
s+1,pn. By
Proposition 2.7 the sequence {Ψ0,pn}n∈N is equicontinuous and uni-
formly bounded, so it admits a subsequence {Ψ0,pn}n∈N0 that uniformly
converges. The same holds for {Ψ1,pn}n∈N0 , i.e. we can find a infinite
subset N1 ⊂ N0 such that {Ψ1,pn}n∈N1 is uniformly converge. Proceed-
ing analogously for each j ∈ N we can find a infinite subset Nj ⊂ N,
such that N0 ⊃ N1 ⊃ · · · ⊃ Nj ⊃ · · · and {Ψj,pn}n∈Nj uniformly con-
verge. Now define the infinite set N˜ ⊂ N taking as your j-th element
the j-th element of Nj . Define the subspace E
c
j,∞ as the graph of
Ψj,∞ = limn→∞
n∈N˜
Ψj,pn.
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By construction we have that dimEcj,∞ = d−2. The next easy Lemma
show that the subspaces Ecj,∞ are invariant by the Rauzy-Veech cocycle.
Lemma 2.8. For all j ≥ 0, we have that Θj(Ecj,∞) = Ecj+1,∞.
Proof. Denote by nj ∈ N the j−th element of N˜.
Θj(E
c
j,∞) = Θj( limn→∞
n∈N˜
graph(Ψj,pn))
= lim
n→∞
n≥nj
Θj(graph(Ψj,pn))
= lim
n→∞
n≥nj
graph(Ψj+1,pn), by Lemma 2.3
= Ecj+1,∞.

Proposition 2.9 (Quasi-isometry in the central direction). For all
vector v ∈ Ec0,∞ and for all n ≥ 0, there is C6 > 1 such that
1
C6
· ‖v‖ ≤ ‖Θ0,nv‖ ≤ C6 · ‖v‖,
where Θ0,n = ΘnΘn−1 · · ·Θ0.
Proof. For all v ∈ Ec0,∞, there is k ∈ ker Ωπ0 such that v = k+Ψ0,∞(k).
By continuity of inner product we have that k ⊥ Ψ0,∞(k). Then
‖k‖ ≤
√
‖k‖2 + ‖Ψ0,∞(k)‖2 = ‖v‖ ≤ ‖k‖+ ‖Ψ0,∞(k)‖ ≤ ‖k‖+ 1
ǫ0
‖k‖,
by Proposition 2.7. Therefore
‖v‖ker Ω
pi0
:= ‖k‖ ≤ ‖v‖ ≤
(
1 +
1
ǫ0
)
· ‖k‖.(24)
Let C := {u = (uα)α∈A ∈ RA : uα = −1, 0, or 1}. Then
max
u∈C
‖u‖ ≤
√
d =: C7.
We know that tΘ0,n : ker Ωπn → ker Ωπ0 maps the basis of ker Ωπn to
the basis of ker Ωπ0 , by [18, Lemma 2.16].
For all π ∈ Πg and for all k ∈ ker Ωπ we can put k =
∑d
i=1 aiui,
where ai ∈ R and ui belongs to the basis of ker Ωπ, in particular ui ∈ C
(see [18]). Using the sum norm we have that
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‖tΘ0,nk‖ = ‖
d∑
i=1
ai
tΘ0,nui‖
= ‖
d∑
i=1
aiu˜i‖, where u˜i ∈ C
≤
d∑
i=1
|ai| · ‖u˜i‖
≤ C7 · ‖k‖.
Therefore
‖tΘ0,n‖ker Ωpin ≤ C7.(25)
Then
‖Θ0,nv‖ker Ωpin = sup
k∈ker Ωpin
‖k‖≤1
< Θ0,nv, k >
= sup
k∈ker Ωpin
‖k‖≤1
< v, tΘ0,nk >
≤ ‖v‖ · ‖tΘ0,n‖ker Ωpin‖k‖
≤ C7 · ‖v‖, due (25).(26)
Now
‖Θ0,nv‖ ≤
(
1 +
1
ǫ0
)
‖Θ0,nv‖ker Ωpin , due (24)
≤
(
1 +
1
ǫ0
)
· C7 · ‖v‖, due (26).(27)
Now we can find the lower estimate for ‖Θ0,nv‖. First note that
‖Θ0,nv‖ker Ωpin = sup
k∈ker Ωpin
‖k‖≤1
< v, tΘ0,nk >
≥ sup
k˜∈ker Ω
pi0
‖k˜‖≤ 1
C7
< v, k˜ >
=
1
C7
· sup
k˜∈ker Ω
pi0
‖k˜‖≤1
< v, k˜ >
=
1
C7
· ‖v‖ker Ω
pi0
.(28)
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Using (24) we have that
‖v‖ ≤
(
1 +
1
ε0
)
· ‖v‖ker Ω
pi0
⇒
(
1 +
1
ε0
)−1
‖v‖ ≤ ‖v‖ker Ω
pi0
.
This estimate jointly with (28) and (27), yields
1
C7
(
1 +
1
ǫ0
)−1
‖v‖ ≤ 1
C7
‖v‖ker Ωpi0 ≤ ‖Θ0,nv‖ker Ωpin ≤ ‖Θ0,nv‖ ≤ C7
(
1 +
1
ǫ0
)
‖v‖.
Taking C6 = C7
(
1 + 1
ǫ0
)
we have the result. 
3. Proof of Theorems 1 and 2
Let f : [0, 1)→ [0, 1) be a g.i.e.m.. For simplicity we write Rn(f)(x) =
fn(x) = f
qαn (x) if x ∈ Inα . Define Ln = (Lnα)α∈A by
Lnα =
1
|Inα |
∫
Inα
lnDfn(s)ds =
1
|Inα |
∫
Inα
lnDf q
α
n(s)ds.(29)
Note that if f is a affine i.e.m. then Lnα = ω
n
α for all α ∈ A. The fol-
lowing proposition gives a relationship between Ln and Ln+1, more pre-
cisely we prove that Ln is an asymptotic pseudo-orbit for the Kontsevich-
Zorich cocycle.
Proposition 3.1. Let f ∈ B2+νk with
∫ 1
0
D2(f)(s)/Df(s)ds = 0. Then
Ln+1 = ΘnL
n + ~ǫn,(30)
where ‖~ǫn‖ = O(λ
√
n), 0 < λ < 1.
Proof. Denote by xnα ∈ Inα the point such that Lnα = lnDf qnα(xnα), for
all n ≥ 0.
• If α 6= αn(ε), αn(1− ε) then clearly Ln+1α = Lnα.
• If α = αn(ε) then qnαn(ε) = qn+1αn(ε) and therefore
Ln+1α = lnDf
qnα(xn+1α )
= lnDf q
n
α(xn+1α ) + lnDf
qnα(xnα)− lnDf q
n
α(xnα)
= Lnα + lnDf
qnα(xn+1α )− lnDf q
n
α(xnα)
= Lnα +O(λ
√
n),
by Theorem 3 of [3].
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• If α = αn(1 − ε) then qn+1αn(1−ε) = qnαn(1−ε) + qnαnn(ε). Note also
that f q
n
α(1−ε)(xnαnn(1−ε)) ∈ Inαn(ε). Therefore
Ln+1αn(1−ε) = lnDf
qn+1
αn(1−ε)(xn+1αn(1−ε))
= lnDf q
n
αn(ε)(f q
n
αn(1−ε)(xn+1αn(1−ε))) + lnDf
qn
αn(1−ε)(xn+1αn(1−ε))
= lnDf q
n
αn(ε)(f q
n
αn(1−ε)(xn+1αn(1−ε)))− lnDf q
n
αn(ε)(xnαn(ε)) + L
n
αn(ε)
+ lnDf
qn
αn(1−ε)(xn+1αn(1−ε))− lnDf q
n
αn(1−ε)(xnαn(1−ε)) + L
n
αn(1−ε)
= Lnαn(ε) + L
n
αn(1−ε) +O(λ
√
n),
by Theorem 3 of [3].
This finishes the proof.

Now we decompose the vector Ln = (Ln)α∈A as
Ln = L
s
n + L
c
n + L
u
n ∈ Esn ⊕Ecn,∞ ⊕Eun .
Lemma 3.2. The sequence {Lsn}n∈N satisfies ||Lsn|| = O(λ
√
n).
Proof. By Proposition 2.1 we have for all j, n ≥ 0 and for all v ∈ Esj
that
‖Θj+n−1 ·Θj+n−2 · · ·Θjv‖ ≤ 1
C2 · µn‖v‖.
Replacing this norm by the adapted norm, see [15, Proposition 4.2],
that we still denote by ‖ · ‖ for simplicity, we can find µ > µ˜ > 1 such
that for all n ≥ 0 and for all v ∈ Esn we have
‖Θnv‖ ≤ 1
µ˜
‖v‖.
By Proposition 3.1 we have
‖Lsn‖ ≤
1
µ˜
‖Lsn−1‖+ C · λ
√
n−1.
Applying this estimative n times we obtain
(31) |Lsn‖ ≤
1
µ˜n
· ‖Ls0‖+ C ·
n−1∑
i=0
1
µ˜i
λ
√
n−i−1.
Note that
1
µ˜n
· ‖Ls0‖ → 0 when n→∞.(32)
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Now we analyse the last part of the (31). Denote
an,i =
1
µ˜i
· λ
√
n−i+1.
Then
an,i+1
an,i
=
1
µ˜
· λ
√
n−i−2−√n−i−1 ≤ 1
µ˜
· λ −12√n−i−2 ,(33)
where the inequality above is given by Mean Value Theorem. Let
n0 ∈ N be such that if n− i− 2 ≥ n0 then
λ
−1
2
√
n−i−2 ≤ 1
µ˜
.
So
n−1∑
i=0
1
µ˜i
λ
√
n−i−1 =
n−n0−2∑
i=0
1
µ˜i
λ
√
n−i−1 +
n−1∑
i=n−n0−1
1
µ˜i
λ
√
n−i−1.
The first sum is estimated by
n−n0−2∑
i=0
1
µ˜i
λ
√
n−i−1 =
n−n0−2∑
i=0
an,i
≤
n−n0−2∑
i=0
1
µ˜2i
λ
√
n
≤ λ
√
n ·
n−n0−2∑
i=0
1
µ˜2i
, por (33)
≤ 1
1− µ˜−2 · λ
√
n(34)
and the second by
n−1∑
i=n−n0−1
1
µ˜i
λ
√
n−i−1 ≤
n−1∑
i=n−n0−1
1
µ˜i
≤ 1
µ˜n
n−1∑
i=n−n0−1
1
µ˜i−n
≤ C · 1
µ˜n
.(35)
Of (32), (34) e (35), we get the result.

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Lemma 3.3. There is λ5 ∈ [0, 1) such that the sequence {Lun}n∈N sat-
isfies ||Lun|| = O(λ
√
n
5 )
Proof. The proof is similar to Lemma 3.2 and we use the adapted norm
again. For all n ≥ 0 we have that
‖Lun+1‖ ≥ µ˜ · ‖Lun‖ − C · λ
√
n
5 .
Applying this estimative k times, we obtain
‖Lun+k‖ ≥ µ˜k‖Lun‖ − C ·
k−1∑
j=0
µ˜j · λ
√
n+k−1−j
5 ,
and therefore
‖Lun‖ ≤
1
µ˜k
‖Lun+k‖+ C ·
k−1∑
j=0
µ˜j−k · λ
√
n+k−1−j
5 .
Making k = n, we have
‖Lun‖ ≤
1
µ˜n
‖Lu2n‖+ C ·
n−1∑
j=0
µ˜j−n · λ
√
2n−1−j
5 .
The sequence {Lu2n}n∈N is uniformly bounded, then
1
µ˜n
‖Lu2n‖ → 0, when n→∞.(36)
Now note that
n−1∑
j=0
µ˜j−n · λ
√
2n−1−j
5 =
n−1∑
s=0
µ˜−1−s · λ
√
n+s
5 .
Let as = µ˜
−1−s · λ
√
n+s
5 . Then
as+1
as
=
1
µ˜
· λ
√
n+s+1−√n+s
5 ≤
1
µ˜
· λ
1
2
√
n+s+1
5 .(37)
By (37)
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∑n−1
s=0 µ˜
−1−s · λ
√
n+s
5
= µ˜−1λ
√
n
5 + µ˜
−2λ
√
n+1
5 + · · ·+ µ˜−nλ
√
2n−1
5
≤ µ˜−1λ
√
n
5
(
1 + µ˜−1λ
√
n+1−√n
5 + · · ·+ µ˜−n+1λ
√
2n−1−√n
5
)
≤ µ˜−1λ
√
n
5
(
1 + µ˜−1λ
1
2
√
n+1
5 + . . .+ µ˜
−n+1λ
1
2
√
n+1
+...+ 1
2
√
2n−1
5
)
≤ µ˜−1λ
√
n
5
(
1 + µ˜−1 + . . .+ µ˜−n+1
)
≤ µ˜−1λ
√
n
5 ·
1
1− µ˜−1 .(38)
Of (36) and (38) we get the result. 
Define for all n ≥ 0 the vector
ω˜n := Θ
−1
0 Θ
−1
1 · · ·Θ−1n−1(Lcn) ∈ Ec0,∞.
By Proposition 2.9 and Proposition 3.1 it is easy to see that
‖ω˜n+1 − ω˜n ‖ = O(λ
√
n).
Therefore {ω˜n}n∈N converges.
Lemma 3.4. Let ω = limn→∞ ω˜n ∈ Ec0,∞ and ωn ∈ Ecn,∞ be the orbit
given by Rauzy-Veech cocycle of ω, that is, ωn = Θ0 · · ·Θn−1ω. Then
‖ωn − Ln‖ = O(λ
√
n).
Proof. By Lemma 3.2 and 3.3 it is sufficient to estimate ωn − Lcn.
‖ωn − Lcn‖ = ‖Θ0 · · ·Θn−1ω − Lcn‖
≤ ‖ Θ0 · · ·Θn−1|Ec0.∞ ‖ · ‖ω − (Θ0 · · ·Θn−1)
−1Lcn‖
≤ C30 ·
(
1 +
1
ε0
)
· ‖ω − ω˜n‖, by Proposition 2.9
= O(λ
√
n).

3.1. Projective Metrics and Proof of Theorem 3. The presenta-
tion follows Section 4.6 of [18]. Consider the convex cone RA+. Given
any λ, γ ∈ RA+, define
a(λ, γ) = inf
α∈A
λα
γα
and b(λ, γ) = sup
β∈A
λβ
γβ
.
The projective metric associated to RA+ is defined by
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dp(λ, γ) = log
b(λ, γ)
a(λ, γ)
= log sup
α,β∈A
λαγβ
γαλβ
.
Follows easily from the definition that dp satisfies, for all λ, γ, ζ ∈ RA+
(a) dp(λ, γ) = dp(γ, α);
(b) dp(λ, γ) = dp(α, ζ) + dp(ζ, γ);
(c) dp(λ, γ) ≥ 0;
(d) dp(λ, γ) = 0 if and only if there exists t > 0 such that λ = tγ.
Let G : RA → RA be a linear operator such that G(RA+) ⊂ RA+ or,
equivalently, Gαβ ≥ 0 for all α, β ∈ A, where Gαβ are the entries of the
matrix G. Then for all α, γ ∈ RA,
dp(G(λ), G(γ)) ≤ dp(λ, γ).
Now, we define g : ∆A → ∆A by
g(λ) =
G(λ)∑
α∈AG(λ)α
=
G(λ)∑
α,β∈AGαβλβ
.
We say g is the projectivization of G.
The next proposition, whose proof can be found in [18], ensures that
if g(∆A) has finite dp−diameter in ∆A then g is a uniform contraction
relative to the metric projective:
Proposition 3.5. For any ∆ > 0 there is κ < 1 such that if the
diameter of G(RA+) relative to dp is less than ∆ then
dp(G(λ), G(γ)) ≤ κ · dp(λ, γ) for all λ, γ ∈ RA+.
Let ζn be the partition vector of fn = R
n(f). Define the following
linear operator Tn : R
A → RA whose the matrix is given by
Tn = (Tn)ij =


1, if i = j and i 6= αn(1− εnn)
exp(εn · Lnαn(1)), if i = j = αn(1− εn)
exp((1− εn) · Lnαn(1)), if i = αn(εn), j = αn(1− εn)
0, otherwise,
where Ln,αn(1−ε) is defined by (29).
Lemma 3.6. Let f ∈ B2+νk with
∫ 1
0
D2f(s)/Df(s)ds = 0. Then for all
n ≥ 0
Tnζ
n+1 = ζn +O(λn).
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Proof. It follows easily by the definition of the Rauzy-Veech induction
and by Theorem 3 of [3]. 
Note that (Tn)ij ≥ 0 for all n ≥ 0. Then we can define the projec-
tivization of Tn, this is, the map T
nor
n : ∆A → ∆A given by
T norn ζ
n+1 =
Tnζ
n+1
|Tnζn+1|1 ,
where | · |1 denote the sum-norm.
Let ω be either as in Lemma 3.4 (in this case ω ∈ Ec0,∞) or a per-
turbation of it by a vector in Es0. Define ω
n = Θ0 · · ·Θn−1ω. Define T˜n
and T˜ norn by
T˜n = (T˜n)ij =


1, if i = j and i 6= αn(1− εn)
exp(εn · ωnαn(1)), if i = j = αn(1− εn)
exp((1− εn) · ωnαn(1)), if i = αn(εn), j = αn(1− εn)
0, otherwise,
and
T˜ norn ζ =
T˜nζ
|T˜nζ |1
.
Lemma 3.7. Let f ∈ B2+νk with
∫ 1
0
D2f(s)/Df(s)ds = 0. Then for all
n ≥ 0
ζn = T˜ norn ζ
n+1 +O(λ
√
n),
Proof.
|ζn − T˜ norn (ζn+1)| ≤ |ζn − T norn ζn+1|+ |T norn ζn+1 − T˜ norn ζn+1|.
Both terms above are of order λ
√
n by Lemma 3.4, Lemma 3.6 and
Lemma 3.6, Lemma 3.7 of [3].

Given n,m ∈ N with n < m define
T
m
n := T˜
nor
n · · · T˜ norm .
By definition of T˜ norn we know that
T
m
n > 0⇔ Θπn,εn · · ·Θπm,εm > 0.
Then by [11, Section 1.2.4] we have that for all n ≥ k(2d− 3)
T
n−1
n−k(2d−3) > 0.(39)
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By [3] there exists C such that |ωnα| ≤ C for every n and α ∈ A. This
implies that there exists c0 such that for all n
T
n−1
n−k(2d−3)∆A ⊂ Kc0,
where Kc ⊂ ∆A is the set of all (ζα)α∈A such that ζα ≥ c > 0, for all
α ∈ A. Note that Kc is relatively compact in ∆A and by definition of
dp
diam(Kc) = sup
x,y∈Kc
dp(x, y) <∞.
and therefore Tn−1n−k(2d−3) is a contraction in the projective metric, and
the rate of contraction can be taken uniformly for all n. We will denote
this rate by κ < 1,
Let c < c0 be such that ζ
n
α ≥ c > 0 for all n ≥ 0 and for all α ∈ A.
Such c does exist by Lemma 3.6 and Lemma 3.7 of [3]. It is easy to see
that the metrics dp and | · |1 are equivalent in Kc.
Note that for every n and j
T
n+1
j ∆A ⊂ Tnj∆A.
Moreover
diam Tnj ≤ Cκ(n−j)/k(2d−3).
In particular
{ζ˜j} =
⋂
n≥j
T
n
j∆A
for some positive vector ζ˜j ∈ Kc0. As a consequence
(40) T˜ norn ζ˜
n+1 = ζ˜n.
Lemma 3.8. Let f ∈ B2+νk be such that
∫ 1
0
D2f(s)/Df(s)ds = 0. Let
fA be its affine model and let ζ
n, ζ˜n be as above. Then
|ζn − ζ˜n|1 = O(λ
√
n/2).
Proof. First note that for every n
dp(ζ
n−k(2d−3),Tn−1n−k(2d−3)ζ
n) ≤ dp(ζn−k(2d−3), T˜ norn−k(2d−3)ζn−k(2d−3)+1)
+dp(T˜
nor
n−k(2d−3)ζ
n−k(2d−3)+1,Tn−1n−k(2d−3)ζ
n)
≤ O(λ
√
n−k(2d−3)) + dp(ζn−k(2d−3)+1,Tn−1n−k(2d−3)+1ζ
n).
Applying this k(2d− 3)−times, we obtain
dp(ζ
n−k(2d−3),Tn−1n−k(2d−3)ζ
n) ≤
k(2d−3)−1∑
i=0
O(λ
√
n−k(2d−3)+i),(41)
but
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k(2d−3)−1∑
i=0
O(λ
√
n−k(2d−3)+i
5 ) = O(λ
√
n−k(2d−3))
k(2d−3)−1∑
i=0
O(λ
√
n−k(2d−3)+i−
√
n−k(2d−3))
≤ k(2d− 3) ·O(λ
√
n−k(2d−3))
= O(λ
√
n−k(2d−3)).(42)
The Eq. (41) jointly with Eq. (42) give us
dp(ζ
n−k(2d−3),Tn−1n−k(2d−3)ζ
n) = O(λ
√
n−k(2d−3)).(43)
From Eq. (43) it is easy to see that for all 1 ≤ j ≤
[
n
k(2d−3)
]
dp(ζ
n−jk(2d−3),Tn−1n−jk(2d−3)ζ
n)
≤
j−1∑
i=0
dp(T
n−ik(2d−3)−1
n−jk(2d−3) ζ
n−ik(2d−3),Tn−(i+1)k(2d−3)−1n−jk(2d−3) ζ
n−(i+1)k(2d−3))
≤
j−1∑
i=0
dp(T
n−(i+1)k(2d−3)−1
n−jk(2d−3) T
n−ik(2d−3)−1
n−(i+1)k(2d−3)ζ
n−ik(2d−3),Tn−(i+1)k(2d−3)−1n−jk(2d−3) ζ
n−(i+1)k(2d−3))
=
j−1∑
i=0
κj−1−iO(λ
√
n−(i+1)k(2d−3))
≤ O(λ
√
n−jk(2d−3)) ·
j−1∑
i=0
κj−1−i
≤ 1
1− κ ·O(λ
√
n−jk(2d−3)).
so
(44) dp(ζ
n−jk(2d−3),Tn−1n−jk(2d−3)ζ
n) = O(λ
√
n−jk(2d−3)).
Then
dp(ζ
n−jk(2d−3), ζ˜n−jk(2d−3)) ≤ dp(ζn−jk(2d−3),Tn−1n−jk(2d−3)ζn)
+dp(T
n−1
n−jk(2d−3)ζ
n,Tn−1n−jk(2d−3)ζ˜
n)
≤ O(λ
√
n−jk(2d−3)) + κj · dp(ζn, ζ˜n)
≤ O(λ
√
n−jk(2d−3)) + κj · diam(K)(45)
Taking j =
[
n
2k(2d−3)
]
in the Eq. (45) we have that
dp(ζ
[n/2], ζ˜ [n/2]) ≤ O(λ
√
[n/2]) + κ[
n
2k(2d−3) ] · diam(K),
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and therefore
dp(ζ
n, ζ˜n) = O(λ
√
n).(46)

Proposition 3.9. We have∑
i∈A
eωi ζ˜0i = 1.
Proof. For ζ ∈ ∆A and n ∈ N define
pn(ζ) =
∑
i e
ωni ζi∑
i ζi
Note that
pn(T˜nζ) =
∑
i e
ωn+1i ζi + e
ωn
αn(1)ζαn(1−εn)∑
i ζi + e
ωn
αn(1)ζαn(1−εn)
.
One can easily verify that
(47) |pn(T˜nζ)− 1| =
∑
i ζi∑
i ζi + e
ωn
αn(1)ζαn(1−εn)
|pn+1(ζ)− 1|
By Lemma 3.4 and [3, Lemma 3.5] we have that supn,α |ωnα| <∞. We
have that ζ˜n ∈ Kc for every n. In particular
sup
n
∣∣ ∑i ζ˜n+1i∑
i ζ˜
n+1
i + e
ωn
αn(1) ζ˜n+1αn(1−εn)
∣∣ = θ < 1.
By [3] we have that Rnf is almost an affine g.i.e.m. so
lim
n
∑
i∈A e
Lni ζni∑
i∈A ζ
n
i
= 1.
By Lemma 3.4 and Lemma 3.8 it follows that
lim
n
pn(ζ˜
n) = 1.
By (47)
|
∑
i∈A
eωi ζ˜0i − 1| = |p0(ζ˜0)− 1| ≤ θn|pn(ζ˜n)− 1| →n 0.

Proposition 3.10. (See also [12, Proposition 2.3]) There is an unique
affine g.i.e.m. fA with domain [0, 1], whose combinatorics is {πi, εi}i∈N
and the slope vector is ω.
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Proof. It follows from Proposition 3.9 that the slope vector ω and par-
tition vector ζ˜0 defines an affine g.i.e.m. By (40) such affine g.i.e.m.
has combinatorics {πi, εi}i∈N. To show the uniqueness, note that if
g : [0, 1] → [0, 1] is an affine g.i.e.m. with slope ω and combinatorics
{πi, εi}i∈N then the partition vectors ζˆn of Rng satisfies T˜ norn ζˆn+1 = ζˆn.
In particular
ζˆ0 ∈
⋂
n≥0
T
n
0∆A = {ζ˜0}.

Remark 3.1. For each ω that is a sum of the vector given by Lemma
3.4 and a vector in Es0 we constructed the unique affine interval ex-
change map fA given by Proposition 3.10. Each one of these affine
interval exchange maps is called a weak affine model of f . So the weak
affine model is not unique.
From now on we assume without loss of generality that f has only
one descontinuity that will be denoted by ∂Iα∗ .
Lemma 3.11. Suppose that f ∈ B2+νk satisfies
∫ 1
0
D2(f)(s)/Df(s)ds =
0 and let fA be a weak affine model of f . Then BPf(∂Iα) = BPfA(∂I˜α)
for all α ∈ A such that α 6= α∗ and π0(α) > 1.
Proof. Denote by ns the sequence of times of renormalization such that
Rsrotf = R
nsf and note that for all s > 0, ∂Insα∗ is the unique point of
descontiuity of f. Let γ ∈ A such that γ 6= α∗ and πns0 (γ) > 1. As f
has no connection we have that there is a unique 1 ≤ jγ < qnsγ and
unique α ∈ A such that f jγ(∂Insγ ) = ∂Iα.
We claim that α 6= α∗ and π0(α) > 1. In fact, if f jγ (∂Insγ ) = ∂Iα∗
then f jγ+1(∂Insγ ) = 0 = f
qns
α∗(∂Insα∗ ) which is absurd because f has no
connection. If π0(α) = 1 then f
jγ(∂Insγ ) = ∂Iα = f(∂Iα∗) which is
absurd by the same reason as in the previous case.
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By definition of ns we have that for all β ∈ A such that πns0 (β)+1 =
πns0 (γ) then q
ns
β = q
ns
γ . Therefore
BPRnsf (∂I
ns
γ ) = lnD−R
nsf(∂Insγ )− lnD+Rnsf(∂Insγ )
=
qnsβ −1∑
i=0
lnD−f(f i(∂Insγ ))−
qnsγ −1∑
i=0
lnD+f(f
i(∂Insγ ))
=
qnsγ −1∑
i=0
(
lnD−f(f i(∂Insγ ))− lnD+f(f i(∂Insγ ))
)
= lnD−f(f
jγ(∂Insγ ))− lnD+f(f jγ(∂Insγ ))
= lnD−f(∂Iα)− lnD+f(∂Iα)
= BPf(∂Iα)(48)
As f and its affine model has the same combinatorics we have
BPRnsfA(∂I˜
ns
γ ) = BPfA(∂I˜α).
Then
BPf(∂Iα)−BPfA(∂I˜α) = BPRnsf(∂Insγ )− BPRnsfA(∂I˜nsγ )
= lnD−R
nsf(∂Insγ )− lnD+Rnsf(∂Insγ )
− lnD−RnsfA(∂I˜nsγ ) + lnD+RnsfA(∂I˜nsγ )
= Lns,β − Lns,γ +O(λ
√
ns)− ωnsβ + ωnsγ
= O(λ
√
ns), by Proposition 3.4.

The Lemma 3.11 gives us that f and fA have d− 2 identical breaks.
Proof of Theorem 2. For simplicity we assume A = {1, 2, ..., d} and
denote by j0 ∈ A the letter such that ∂Ij0 is the descontinuity of fA.
As f and g are break-equivalents, by the Lemma 3.11 we have
ωfi+1 − ωfi = ωgi+1 − ωgi for every i ∈ A such that i 6= j0 − 1, d,
which is equivalent to
ωf1 − ωg1 = ... = ωfj0−1 − ωgj0−1,
ωfj0 − ωgj0 = ... = ωfd − ωgd,
where we choose ωf = (ωfi )i∈A ∈ Ec0,∞ and ωg = (ωgi )i∈A ∈ Ec0,∞ as the
slope-vectors of the weak affine models fA e gA respectively.
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Denoting by v := ωf1 − ωg1 and by v˜ := ωfj0 − ωgj0 we have that
ωf − ωg = (ωfi − ωgi )i∈A = (v, ..., v, v˜︸︷︷︸
j0−position
, ..., v˜) ∈ Ec0,∞,
that is, the vector ωf −ωg can be viewed as the slope-vector of a affine
interval exchange maps with two intervals. So we have (v, v˜) ∈ Ec0,∞(2),
where Ec0,∞(2) is the central space defined by the renormalization of two
intervals. As dimEc0,∞(2) = 0 we have v = v˜ = 0 and then ω
f = ωg.
By Proposition 3.10 we have that fA = gA. 
The next result estimate the distance between the image partition
vectors of Rnf and RnfA.
Lemma 3.12. Suppose that f ∈ B2+νk satisfies
∫ 1
0
D2(f)(s)/Df(s)ds =
0 and let fA be a weak affine model of f . Then∣∣∣|Rnf(Inα)| − |RnfA(I˜nα)|∣∣∣ = O(λ√n) for all α ∈ A.
Proof. It follows from Lemma 3.4 and Lemma 3.8. 
Now note that by Theorem 3 of [3] we have
‖ZInαRnf − ZI˜nαRnfA‖C2 = O(λ
√
n), for all n ≥ 0.(49)
Theorem 1 follows from (49), Lemma 3.8 and Lemma 3.12.
Proof of Theorem 3. Let f and g as in the assumptions of Theorem 3.
Then by Theorem 2 we have that fA = gA. Therefore
dC2(R
nf, Rng) ≤ dC2(Rnf, RnfA) + dC2(RngA, Rng) = O(λ
√
n).

4. Smoothness of the conjugacy
To simplify the statements, denote by B2+νk,∗ the set of all f ∈ B2+νk
such that
∫ 1
0
D2(f)(s)/Df(s)ds = 0.
Let f, g ∈ B2+νk,∗ be a g.i.e.m. with the the same combinatorics. Then
there is a orientation preserving homeomophism h : [0, 1)→ [0, 1) that
conjugates f and g, that is,
g ◦ h = h ◦ f,(50)
such that h maps break points of f into break points of g.
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4.1. Cohomological equation. The cohomological equation associ-
ated to (50) is
lnDg ◦ h− lnDf = ψ ◦ f − ψ,(51)
where ψ : [0, 1]→ R is called the solution of (51) if it exists.
For all x ∈ [0, 1) define in(x) := min{i ≥ 0; f i(x) ∈ In}. Let
ψn(x) :=
in(x)−1∑
i=0
lnDf(f i(x))− lnDg(h ◦ f i(x)).
Lemma 4.1. Let f, g ∈ B2+νk,∗ be g.i.e.m. with the same combinatorics
and they admit the same weak affine model (they are not necessarily
break-equivalents). Then the sequence ψn is uniformly convergent. In-
deed
(52) |ψn+1(x)− ψn(x)| = O(λ
√
n).
Proof. We will show that ψn is Cauchy. Suppose that in(x) < in+1(x).
Then in+1(x) = in(x) + q
n
(πn0 )
−1(d). Therefore
ψn+1(x)− ψn(x) =
in+1(x)−1∑
i=in(x)
lnDf(f i(x))− lnDg(h ◦ f i(x))
= lnDf in+1(x)−in(x)(f in(x)(x))− lnDgin+1(x)−in(x)(h ◦ f in(x)(x))
= lnDf
qn
(pin0 )
−1(d)(f in(x)(x))− lnDgq
n
(pin0 )
−1(d)(h ◦ f in(x)(x))
= lnDRnf(f in(x)(x))− lnDRng(h ◦ f in(x)(x))
= O(λ
√
n), by Proposition 3.4.

Let ψ(x) = limn→∞ ψn(x).
Lemma 4.2. Let f, g ∈ B2+νk,∗ be g.i.e.m. with the same combinatorics.
Assume that they are break-equivalents. Then ψ : [0, 1)→ R is contin-
uous and it is the solution of (51).
Proof. It is easy to check that ψ is solution of the (51). Note that
in : [0, 1) → N is continuous in the interior of each element of the
partition Pn. As a consequence ψn is continuous in the interior of each
element of the partition. Let x ∈ [0, 1]. There are four cases.
Case i. Suppose that fn(x) 6∈ ∪α∈A∂Iα for all n. Then ψn is continuous
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at x for all n and by Lemma 4.1 ψ is continuous at x. Moreover for
large n we have that in(f(x)) = in(x)− 1, so it is easy to see that
lnDg ◦ h(x)− lnDf(x) = ψn ◦ f(x)− ψn(x).
Taking the limit on n we obtain (51) for x in Case i.
Case ii. Suppose that x = 0. Then ψn(0) = 0, so ψ(0) = 0. Let
y > 0, with y ∈ In. Then ij(y) = 0 for every j ≤ n, so ψj(y) = 0 for
every j ≤ n. In particular
ψn+p(y) =
p∑
j=0
ψn+j+1(y)− ψn+j(y),
so by (52)
|ψn+p(y)| ≤ C
∞∑
j=0
λ
√
n+j →n 0.
Consequently
lim
n
sup
y∈In
|ψ(y)| = 0,
so ψ is continuous at x = 0.
Case iii. Suppose that there is k0 ≥ 0 such that fk0+1(x) = 0. Note
that f(0) falls in Case i., so ψ is continuous in it. Since there are not
wandering intervals, the points x in Case i. are dense in I. Let xn be
a sequence of points in Case i. such that limn xn = 0. Recall that xn
satisfies
lnDg ◦ h(xn)− lnDf(xn) = ψ ◦ f(xn)− ψ(xn).
Using Cases i. and ii., we can take the limit on n to obtain
(53) lnDg(0+)− lnDf(0+) = ψ ◦ f(0)− ψ(0) = ψ(f(0)).
Let
n0 = min{n ≥ 0 s.t. f i(x) 6∈ In, for every i ≤ k0}
Then in(x+) = k0 + 1 for every n ≥ n0. By (52) it follows that
ψ(x+) =
k0∑
i=0
lnDf(f i(x))− lnDg(h ◦ f i(x)).
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On the other hand, in(x−) = in(f(0)) + k0 + 2 for n ≥ n0. So by (53)
ψ(x−) =
k0∑
i=0
lnDf(f i(x))− lnDg(h ◦ f i(x)) + lnDf(1−)− lnDg(1−)
+ lim
n
in(x−)−1∑
i=k0+2
lnDf(f i(x−))− lnDg(h ◦ f i(x−))
=
k0∑
i=0
lnDf(f i(x))− lnDg(h ◦ f i(x)) + lnDf(1−)− lnDg(1−)
+ lim
n
in(f(0))−1∑
i=0
lnDf(f i(f(0)))− lnDg(h ◦ f i(f(0)))
=
k0∑
i=0
lnDf(f i(x))− lnDg(h ◦ f i(x)) + lnDf(0+)− lnDg(0+)
+ ψ(f(0))
=
k0∑
i=0
lnDf(f i(x))− lnDg(h ◦ f i(x)) + lnDf(0+)− lnDg(0+)
+ ψ(f(0)) = ψ(x+).
We conclude that ψ is continuous at x.
Case iv. Now suppose that there is k0 such that f
k0(x) = ∂Iβ for some
β ∈ A, but fk(x) 6= 0 for every k. In particular f is continuous at
fk(x), for every k. Then in(x+) = in(x−) for every n and
ψ(x+)− ψ(x−) = lim
n→∞
ψn(x+)− lim
n→∞
ψn(x−)
= lnDf(fk0(x))− lnDg(h ◦ fk0(x))
− lnDf(fk0(x)) + lnDg(h ◦ fk0(x))
= ln
Df(fk0(x))
Df(fk0(x))
− ln Dg(h ◦ f
k0(x))
Dg(h ◦ fk0(x))
= 0.

4.2. Conjugacies. The next step is to show that the conjugacy h is
Lipschitz if f and g have the same weak affine model.
Lemma 4.3. Let f, g ∈ B2+νk,∗ be g.i.e.m. with the same combinatorics
and they admit the same weak affine model (they are not necessarily
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break-equivalents). Then there is C8 > 0 such that for all β ∈ A
lim
n→∞
|Rng(h(Inβ ))|
|Rnf(Inβ )|
= C8,
and this convergence is uniform on β.
Proof. Let fA be a weak affine model of f and g. Let hˆ be the cor-
responding conjugacy, that is, fA ◦ hˆ = hˆ ◦ f . By the Mean Value
Theorem
ln
|RnfA(hˆ(Inβ ))|
|Rnf(Inβ )|
= ln
DRnfA(hˆ(y))
DRnf(y)
+ ln
|hˆ(Inβ )|
|Inβ |
= O(λ
√
n) + ln
|hˆ(Inβ )|
|Inβ |
(54)
Now we show that the second term converges. By Lemma 3.8 we have
|Inβ |
|In| =
|hˆ(Inβ )|
|hˆ(In)|(1 + O(λ
√
n))(55)
and
|Rnf(Inβ )|
|In| =
|RnfA(hˆ(Inβ ))|
|h(In)| (1 + O(λ
√
n).
Now suppose that Rnf is type 0. Then
|In+1|
|In| =
|In| − |Rnf(Inαn(1))|
|In|
= 1− |R
nf(Inαn(1))|
|In|
= 1− |R
nfA(hˆ(I
n
αn(1)))|
|hˆ(In)| (1 + O(λ
√
n))
=
|hˆ(In+1)|
|hˆ(In)| +O(λ
√
n).(56)
The case in which Rnf is type 1 is analogous. From (56) we obtain
|hˆ(In+1)|
|hˆ(In)| =
(
1 + O(λ
√
n)
)
· |I
n+1|
|In| .(57)
Therefore
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ln
|hˆ(In)|
|In| = ln
|hˆ(I0)|
|I0| +
n∑
i=1
ln
[
|hˆ(I i)|
|hˆ(I i−1)| ·
|I i−1|
|I i|
]
= ln
|hˆ(I0)|
|I0| +
n∑
i=1
ln[1 + O(λ
√
n)].
The sum above is summable, thus
lim
n→∞
ln
|hˆ(In)|
|In| = lnC8.(58)
Therefore
ln
|hˆ(Inβ )|
|Inβ |
= ln
|hˆ(Inβ )|
|hˆ(In)| + ln
|hˆ(In)|
|In| + ln
|In|
|Inβ |
= ln
(
1 + O(λ
√
n)
)
+ ln
|hˆ(In)|
|In| .
Then there is Cf > 0 such that
lim
n→∞
ln
|hˆ(Inβ )|
|Inβ |
= lnCf .(59)
So by (54)
(60) lim
n
|RnfA(hˆ(Inβ ))|
|Rnf(Inβ )|
= Cf .
Since fA is also an weak affine model of g, so there exists a conjugacy
h˜ between fA and g, h˜ ◦ fA = g ◦ h˜. As in the proof of (60) we can
show that there is Cg > 0 such that
lim
n
|Rng(h˜ ◦ hˆ(Inβ ))|
|RnfA(hˆ(Inβ ))|
= Cg.
Since h = h˜ ◦ hˆ it follows that
lim
n
|Rng(h(Inβ ))|
|Rnf(Inβ )|
= Cf · Cg = C8.

Lemma 4.4. Let f, g ∈ B2+νk,∗ be g.i.e.m. with the same combinatorics
and they admit the same weak affine model (they are not necessarily
break-equivalents). The conjugacy h : [0, 1)→ [0, 1) is Lipschitz.
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Proof. Let Jn ∈ Pn. Note that in is constant on Jn. By the Mean Value
Theorem there exist y, y′ ∈ Jn such that
|h(Jn)|
|Jn| =
Df in(y′)
Dgin(h(y))
· |g
in(h(Jn))|
|f in(Jn)| .
As {f j(Jn)}in−1j=0 is a pairwise disjoint family of intervals it follows that
exp(−V ) ≤ Df
in(y′)
Df in(y)
≤ exp(V ),
where V = Var(logDf). So
Df in(y′)
Dgin(h(y))
≤ exp(V ) Df
in(y)
Dgin(h(y))
· exp(ψn(y)).
Since that f in(Jn) = R
nf(Inα) and g
in(h(Jn)) = R
ng(h(Inα)) for some
α ∈ A we have
C9 := sup
n
sup
Jn∈Pn
|gin(h(Jn))|
|f in(Jn)| = supn supα∈A
|Rng(h(Inα))|
|Rnf(Inα)|
is finite by Lemma 4.3.
Note that C10 := supn supy∈[0,1){exp(ψn(y))} is also finite. Then
|h(Jn)|
|Jn| ≤ C9 · exp(V )
Df in(y)
Dgin(h(y))
≤ C9 · exp(V ) · exp(ψn(y))
≤ C9 · C10 · exp(V )
Therefore there is C11 > 0 such that for n large enough
|h(Jn)| ≤ C11 · |Jn|.
Let x, y ∈ [0, 1) be such that x < y and A = [x, y). Define
F1 = {J1 ∈ P1 \ Js1 ⊂ A} = {J11 , . . . , Js11 }
and
Fn = {Jn ∈ Pn \ Jn ⊂ A and Jn ∩ J = ∅ for every J ∈ Fi, i < n}
= {J1n, . . . , Jsnn }.
Note that if n 6= m then Jsn ∩ Jrm = ∅ for all 1 ≤ s ≤ sn, 1 ≤ r ≤ sm.
It is clear that
n⋃
i=1
si⋃
j=1
J ji ր A and
n⋃
i=1
si⋃
j=1
h(J ji )ր h(A).
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Therefore
|h(A)| = lim
n
n∑
i=1
si∑
j=1
|h(J ji )|
≤ C10 · lim
n
n∑
i=1
si∑
j=1
|J ji |
≤ C10 · |A|.

Lemma 4.5. Let f, g ∈ B2+νk,∗ be g.i.e.m. with the same combinatorics
and assume they admit the same weak affine model (they are not nec-
essarily break-equivalents). Let x in [0, 1), and let Jn ∈ Pn be such that
x ∈ Jn. For every yn, y′n ∈ Jn we have
lim
n
Df in(x)(y′n)
Df in(x)(yn)
= 1.
Proof. Note that f ij (Jn) ∈ Pn and f ij (Jn) ⊂ Ijβ, for some β ∈ A. By
[3], there exists θ < 1 such that
|f ijyn − f ijy′n|
|Ijβ|
≤ θn−j .
By [3] there exists C such that for every z, z′ ∈ Inβ we have∣∣ ln D(Rjf)(z′)
D(Rjf)(z)
∣∣ ≤ C |z′ − z||Inβ | .
Again by [3] we have ∣∣ ln D(Rjf)(z′)
D(Rjf)(z)
∣∣ = O(λ√j).
So
ln
Df in(x)(y′n)
Df in(x)(yn)
=
∑
j≤n/2, ij−1<ij
ln
D(Rjf)(f ij(y′n))
D(Rjf)(f ij(yn))
+
∑
n/2<j≤n, ij−1<ij
ln
D(Rjf)(f ij(y′n))
D(Rjf)(f ij(yn))
= O(
∑
j≤n/2
θn−j) +O(
∑
n/2<j≤n
λ
√
j)
→n 0

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Proposition 4.6. Let f, g ∈ B2+νk,∗ be g.i.e.m. with the same combi-
natorics. Assume that they are break-equivalents. Then the conjugacy
h : [0, 1)→ [0, 1) is C1.
Proof. Note thatDh(x) exists for almost every x ∈ [0, 1) and by Lemma
4.4 the map h is the integral of its derivative. Let x0 ∈ [0, 1) be such
that Dh(x0) exists. For all n ≥ 0 there is Jn ∈ Pn such that x0 ∈ Jn.
Then
lim
n→∞
|h(Jn)|
|Jn| = Dh(x0).(61)
Let α ∈ A be such that
f in(x0)(Jn) = R
nf(Inα).
We also have that gin(x0)(h(Jn)) = R
ng(h(Inα)). Let y
′ ∈ Jn be such
that
|Jn| = |R
nf(Inα)|
Df in(x0)(y′)
.
Analogously let y ∈ Jn be such that
|h(Jn)| = |R
ng(h(Inα))|
Dgin(x0)(h(y))
.
Therefore
|h(Jn)|
|Jn| =
Df in(x0)(y′)
Dgin(x0)(h(y))
· |R
ng(h(Inα))|
|Rnf(Inα)|
=
Df in(x0)(y′)
Df in(x0)(y)
· eψn(y) · |R
ng(h(Inα))|
|Rnf(Inα)|
.
When n converges to infinity we have, by Lemma 4.1, Lemma 4.3 and
Lemma 4.5 that
(62) Dh(x0) = C8 · eψ(x0).
Writing
h(x) =
∫ x
0
Dh(s) ds =
∫ x
0
C8 · eψ(s) ds,
we have the result. 
Proposition 4.7. If f, g ∈ B2+νk,∗ have the same combinatorics and they
admit the same weak affine model then h is differentiable at every point
x0 such that f
n(x0) 6= 0 for all n ≥ 0 and (62) holds.
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Proof. One can prove that ψ is continuous at every point x0 such that
fn(x0) 6= 0 for all n ≥ 0. Indeed under this assumption we can carry
out Cases i and iv in the proof of Lemma 4.2 and Lemma 3.11, as well
the proof of Proposition 4.6. 
5. Linearization
In this section we will show that, for each f ∈ B2+νk,∗ there exists a
unique weak affine model that is C1 conjugate with f .
Lemma 5.1. Let fA and fB be two weak affine models of f . If fA and
fB have the same breaks then fA = fB. In particular if fA and fB are
C1 conjugate on the circle then fA = fB.
Proof. If fA and fB have the same breaks, the corresponding slope
vectors ωA and ωB satisfy ωAi − ωBi = v, for every i. Let H be a
conjugacy of fA with a rotation on the circle. By [12, Proposition 2.3]
we have ∑
i
ωAi |H(IAi )| =
∑
i
ωBi |H(IAi )| = 0,
which implies ωA = ωB. By Proposition 3.10 we have that fA = fB. 
Proof of Theorem 5. Let ω be as in Lemma 3.4 and choose v ∈ Es0\{0}.
By Proposition 3.10 there is an unique weak affine model gt of f with
vector slope ωt := ω + t · v. By Lemma 5.1 the break at 0 is a non
constant linear functional on t. Let t0 be the unique parameter such
that the break at 0 of gt0 coincides with the break at 0 of f . Since by
Lemma 3.11 they already have d− 2 identical breaks and the product
of the breaks is 1, it follows that all the breaks of f and gt0 coincides.
By Theorem 4 the conjugacy between f and gt0 is C
1. On the other
hand, every piecewise affine homeomorphism g of the circle that is C1
conjugate with f is a weak affine model of f with the same break points
of f , so g = gt0 . 
Remark 5.1. All weak affine models of the g.i.e.m. f belongs the the
one-parameter family gt. All of them are Lipchitz conjugate with f .
Only one of these weak models, the strong affine model gt0, is indeed
C1 conjugate with f .
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