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I
In this paper we study the component, Hpc, d, nq, of the Hilbert scheme whose general point parameterizes a c-plane union a d-plane meeting transversely in P n . The case of a pair of codimension two planes (when c " d " n´2) is completely worked out in [CCN11] . The first goal of this paper is to prove that Hpc, d, nq is non-singular and describe it as a sequence of blowups of Gpc, nqˆGpd, nq or Sym 2 Gpd, nq. Then we describe the orbits under the PGL n action and show that the component has a unique borel fixed point. By explicitly constructing effective divisors and test curves, we describe the ample cones of Hp1, n´2, nq and Hpn´3, n´3, nq and prove that they are Mori dream spaces. We also describe the extremal rays of the effective and ample cones of Hpn´k, n´k, nq in general. The second goal is to describe the full Hilbert scheme when one of the linear spaces is a line. In this case, the Hilbert scheme has two components, one singular and the other non-singular. Remarkably, the local deformation computation is tractable and we can describe the intersection the two components. As far as we know, this is the only instance in literature of an explicit computation that involves a singular component meeting a non-singular component.
The study of compact moduli spaces is an essential part of algebraic geometry. The Hilbert scheme, Hilb Pptq P n , which parameterizes closed subschemes of P n with fixed a Hilbert polynomial Pptq introduced by Grothendieck [G61] has attracted a lot of interest. Although the Hilbert scheme is connected [H66] , it has been shown to be arbitrarily complicated [V06] . However, Fogarty [F68] proved that the Hilbert scheme of points in P 2 is non-singular and a crepant resolution of Sym n P 2 . Piene and Schlessinger [PS85] showed that Hilb 3t`1 P 3 has two non-singular components that meet transversely and described the points of the component corresponding to twisted cubics explicitly. Avritzer and Vainsencher [AV92] proved that the component corresponding to elliptic quartics in Hilb 4t P 3 is non-singular and isomorphic to a double blow up of Gp1, 9q. These non-singular compactifications have been used to solve many enumerative problems [ES96] . Other than these results, very little is known about components or Hilbert schemes that are well behaved. It is thus very interesting to find (components of) Hilbert schemes that are non-singular or have mild singularities.
be a subscheme corresponding to a point of Hpc, d, nq. Then I Z is 2-regular with a linear resolution. In the case where Z spans P n this implies, (i) I Z is generated by pn´cqpn´dq quadrics.
(ii) Every embedded subscheme of Z has dimension at least c`d`1´n.
Other than a few trivial cases, constancy of generators on a component of the Hilbert scheme is extremely rare. For example, consider Hilb 3 P 2 and notice that the (saturated) ideal of a general point of this Hilbert scheme is generated by three quadrics. On the other hand, there is a flat limit of three points whose ideal is generated by one linear form and one cubic! Similarly, even in the twisted cubic component of Hilb 3t`1 P 3 , the general point is cut out by three quadrics while there are points on the boundary cut out by three quadrics and one cubic.
Remark 0.3. Derksen and Sidman [DS02] proved that if X is an arrangement of d linear subspaces, then I X is d-regular. In the case of d " 2, the previous result can be thought of as a generalization of this statement: If X is a flat limit of an arrangement of 2 linear subspaces, then I X is 2-regular. This is not true for d " 3 as one can construct examples of a flat limit of 3 skew lines in P 3 that has regularity 4.
In the classical case of Hilb 2t`2 P 3 , the authors in [CCN11] showed that this Hilbert scheme has two components, one is Hp1, 1, 3q and the other is the component whose generic point parameterizes a conic union an isolated point. It turns out one can also completely describe the Hilbert scheme Hilb P 1,n´2,n ptq P n . To do this we will need to set up some notation. Choose coordinates so that A 6n´6 " Spec kru 1 , . . . , u 6n´6 s, A 4n´4 " Spec kru 2n´1 , . . . , u 6n´6 s and A 4n´5 " Spec kru 2n , . . . , u 6n´6 s. Let Y n Ď Spec kru 1 , . . . , u 2n s denote the generic (affine) determinental variety defined by the 2ˆ2 minors of the matrix, u 1 u 2¨¨¨un´1 u n u n`1¨¨¨u2n´2˙.
Note that Y n is Cohen-Macaulay and the singular locus is just Vpu 1 , . . . , u 2n´2 q [BH93] . The transverse hyperplane section Y n :" Y n X Vpu 2n´1 q is still Cohen-Macaulay. Theorem 3.6. Let n ě 4. An analytic neighbourhood of rI 1,n´2,n s P Hilb P 1,n´2,n ptq P n is isomorphic to
with transverse intersection along A 2n´1 " Vpu 1 , . . . , u 2n´1 q. In particular,
(i) Hilb P 1,n´2,n ptq P n is reduced and has two irreducible components, Hp1, n´2, nq and H
1
. The general point of H 1 paramaterizes a line intersecting an pn´2q-plane at a point, union an isolated point.
(ii) Hp1, n´2, nq is non-singular and H 1 is a Cohen-Macaulay scheme. Moreover, Hilb P 1,n´2,n ptq P n is singular precisely along H 1 X Hp1, n´2, nq. (iii) In a neighborhood of rI 1,n´2,n s, H 1 is isomorphic to an affine cone over a hyperplane section of the generic determinental variety Y n .
By explicitly describing the divisors on Hp1, n´2, nq and Hpn´3, n´3, nq we obtain, Theorem 4.2. For n ě 4, the component Hp1, n´2, nq is Fano with a simplicial nef cone. Theorem 4.6. For n ě 5, the components Hp2, 2, nq and Hpn´3, n´3, nq are Mori dream spaces. More precisely, Hp2, 2, nq is Fano, Hp3, 3, 6q is log-Fano and there is a divisorial contraction, Hp2, 2, nq ÝÑ Hpn´3, n´3, nq.
More generally we have the following theorem:
Theorem 4.9. Let n ě 2k´1. The effective cone and the nef cone of Hpn´k, n´k, nq are simplicial with the effective cone generated by the N i and the nef cone generated by the D i (see Section 4 for definitions).
Finally, we can consider the case of more than two linear spaces. The simplest is the case of a hypersurface union a few isolated points:
Theorem 5.5. Let P d ptq denote the Hilbert polynomial of a degree-d hypersurface in P n . For k ď 3, Hilb P d ptq`k P n is non-singular and,
Moreover, for k " 1, 2 the Hilbert scheme has one borel fixed point and for k " 3 it has two borel fixed points.
We can also consider the case of a lower dimensional plane. Let H n denote the (irreducible) Hilbert scheme whose general point parameterizes an pn´2q-plane union 2 isolated points. This Hilbert scheme has two borel fixed points, with the singular point equal to J n " px 0 , x 1 q¨px 0 , . . . , x n´1 q . Let Z n denote the generic (affine) determinental variety cut out by the 2ˆ2 minors of the matrix, u 1¨¨¨un u n`1¨¨¨u2n u 2n`1¨¨¨u3n‚ .
The singular locus of Z n is Vpu 1 , . . . , u 3n q and if n " 3, Z n is Gorenstein [BH93] .
Theorem 5.4. The Hilbert scheme H n is irreducible with singular locus equal to the PGL n orbit of rJ n s. Moreover, an analytic neighbourhood of rJ n s is isomorphic to A 3n´4 Z n . In particular if n " 3, H 3 is Gorenstein and for n ě 4 it is Cohen-Macaulay.
‚ P X ptq " P S{I ptq will always denote the Hilbert polynomial of the subscheme X " ProjpS{Iq Ď P n . ‚ All ideals are assumed to be saturated unless otherwise specified. ‚ ginp´q denotes the generic initial ideal of´in the standard reverse lexicographic ordering. We will assume the reader is familiar with the basics of borel fixed ideals (Chapter 2 of [MS05] ). In particular, it was shown in [H66] that the intersection of any two irreducible components of a Hilbert scheme will contain a borel fixed point. Philosophically, most of the borel fixed points should be of this form. However, Reeves and Stillman [RS97] proved that any Hilbert scheme always has a non-singular borel fixed point: Definition 1.1. Given a Hilbert polynomial Pptq, there exists a sequence of integers m 0 ě¨¨¨ě m d ě 0 such that Pptq "
. . , a 0 :" m 0´m1 . Then the lexicographic point is the point whose ideal is defined to be, Proof. Given A " pa i j q i j P GL n`1 pkq, the map on variables x i Þ Ñ ř a i j x j , induces an action on the set of ideals of S with a fixed Hilbert polynomial. Thus, the algebraic group GL n`1 acts on Hilb Pptq P n and so does its subgroup, B n , of upper triangular matrices. Let Fix B n pkq denote the set of k-points of Hilb Pptq P n fixed by B n . Since B n is solvable and connected, Borel's fixed point theorem implies that closure of every orbit of B n meets Fix B n pkq . Let X be any point of Hilb
Pptq P n and let B n pkqpXq be the orbit of X. Since Y » X for every Y P B n pkqpXq we have dim k T rYs " dim k T rXs (the normal sheaves of X, Y in P n are isomorphic). Since the dimension of the tangent space is upper semi continuous we have, dim k T rXs ď maxtdim k T rZs : rZs P Fix B n pkq u.
If Fix B n pkq contained a unique point rZs, it must be the non-singular lexicographic point. In particular, rXs lies on the same component as rZs and dim k T rXs " dim k T rZs . This proves that the Hilbert scheme is irreducible and non-singular. Corollary 1.4. The component Hpc, n´1, nq is non-singular and equal to the full Hilbert scheme Hilb P c,n´1,n ptq P n .
Proof. By the previous lemma it suffices to show that Hilb P c,n´1,n ptq P n has only one borel fixed point. Let rIs be a borel fixed point and note that ProjpS{Iq is generically a hyperplane with an embedded component supported on an c-plane. Since I is borel fixed, it must be of the form I " px 0 q X P with ? P " px 0 , . . . , x n´c´1 q. Since P is a monomial ideal and x 0 R P, we have I " px 0 qXP Ď px 0 qXpx 2 0 , x 1 , . . . , x n´c´1 q. Let Q " px 2 0 , x 1 , . . . , x n´c´1 q and consider the exact sequence, 0 ÝÑ S{px 0 q X Q ÝÑ S{px 0 q ' S{Q ÝÑ S{px 0 , . . . , x n´c´1 q ÝÑ 0.
Thus, S{px 0 q X Q has Hilbert polynomial`t`n´1 n´1˘`r`t`c`1 c`1˘´`t`c´1 c`1˘s´`t`c c˘" P c,n´1,n ptq. Since I and px 0 q X px 2 0 , . . . , x n´c´1 q are saturated ideals with the same Hilbert polynomial, they must be equal.
Corollary 1.5. The component Hp0, d, nq is non-singular and equal to the full Hilbert scheme
Proof. If rIs is a borel fixed point of Hp0, d, nq we have I " px 0 , . . . , x n´d´1 q X P with ? P " px 0 , . . . , x n´1 q. If x n´d´1 P P then x n´d´1 P I X and applying the borel moves we would get x 0 , . . . , x n´d´1 P I X ; a contradiction. Thus x n´d´1 R P and we have, I X Ď px 0 . . . , x n´d´1 q X px 0 , . . . , x n´d´2 , x Proof. We will use the notation from Algorithm 4.6 in [MN14] . Let Pptq :" P 1,d,n ptq and note that ∆ 1 Pptq " Pptq´Ppt´1q "`t`d´1 d´1˘`1 and ∆ i Pptq :" ∆ i´1 Pptq´∆ i´1 Ppt´1q "`t`d´i d´i˘f or i ě 2. Define R piq :" krx 0 , . . . , x n´i s for all 0 ď i ď d. At the beginning of the algorithm we set, S piq :" H for all 0 ď i ď d.
(i) The first step is to produce all saturated borel fixed ideals of length 1 in R pdq . Since I " px 0 , . . . , x n´d´1 q is the only such ideal, we add this into S pdq .
(ii) In the second step, we view I as an ideal of R pd´1q and compute the difference ∆ d´1 PptqṔ R pd´1q {I ptq "`t`d´p d´1q d´pd´1q˘´p t`1q " 0. Thus, we do not perform any expansions and set
At i " 1, we have ∆ 1 Pptq´P R p1q {I ptq " 1. Thus, we must perform one expansion from I Ď R p1q . The only expandable monomial in px 0 , . . . , x n´d´1 q is x n´d´1 . This gives us,
I
exp " px 0 , . . . , x n´d´2 , x 2 n´d´1 , . . . , x n´d´1 x n´2 q, and we set S p1q " tI exp u. (v) Finally at the last step we have, Pptq´P R{I exp ptq " 1. Now, there are two expandable monomials in I exp , namely x n´d´2 and x n´d´1 x n´2 . Expanding by x n´d´2 gives J 1 and expanding by x n´d´1 x n´2 gives J 2 .
By Theorem 1.2, J 2 is the smooth lexicographic ideal and lies in the interior of component whose general point paramaterizes a d-plane meeting a line at a point union an isolated point. Thus, there must be another borel fixed point on the boundary of Hp1, d, nq, and the only choice is J 1 .
We end with some useful remarks which we'll need later about components with one borel fixed point.
Remark 1.7. Let H be an irreducible component of a Hilbert scheme, Hilb Pptq P n and assume that H has a unique borel fixed point Z. Let rIs P H and by Theorem 15.17 in [E95] there is a flat family Z ÝÑ A 1 such that Z t » ProjpS{Iq for t ‰ 0 and Z 0 » ProjpS{ gin Iq. Since gin I is borel fixed and saturated we must have gin I " I Z . Since I and gin I " I Z have the same graded betti numbers [BSi87] , every point of H has the same graded betti numbers. In particular, the Hilbert function, depth, Castelnuovo-Mumford regularity are all constant along the component H.
S Hpc, d, nq
The goal of this section is to prove that Hpc, d, nq is non-singular. We do this by constructing an explicit bĳective morphism from a smooth variety to Hpc, d, nq and then checking that the differential is injective.
To motivate the general construction, we will explicitly construct a morphism Bl Γ 1 Sym 2 Gpn´2, nq ÝÑ Hpn´2, n´2, nq and explain why this is an isomorphism (deferring some of the proofs). This proof differs from the one given in [CCN11] , as we do not start by classifying ideals up to projective equivalence.
As noted in the introduction we have a natural rational map, Gpn´2, nq 2 ÝÑ Hpn´2, n´2, nq given by pΛ,
has the expected codimension (four) then the map is clearly defined. It is also defined if the the intersection has codimension (three)! Indeed, up to to projective equivalence,
Of course when the intersection has codimension 2 (along Γ 1 , see Definition 0.2), Λ " Λ 1 and the map is undefined. We can fix this by "blowing up" the locus Γ 1 .
Let π be the blowup map, Bl Γ 1 Gpn´2, nq 2 ÝÑ Gpn´2, nq 2 and π i the two projections to Gpn´2, nq. At the moment we have a rational map, (2.1) Ξ : Bl Γ 1 Gpn´2, nq 2 ÝÑ Hpn´2, n´2, nq that's defined away from π´1pΓ 1 q. Fix a point pΛ, Λq P Γ 1 with I Λ " px 0 , x 1 q. An affine neighbourhood of pΛ, Λq is given by
where a point pa i, j , b i, j q i, j is identified with,
We want to extend Ξ to π´1U. Along U, the locus Γ 1 is given by the 1ˆ1 minors of, a 0,2´b0,2¨¨¨a0,n´b0,n a 1,2´b1,2¨¨¨a1,n´b1,n˙.
We will first define the family when all the b i, j " 0; this amounts to defining a family over π´1 2 p0q. At the end we will substitute back the b i, j and this will give us our family over π´1pUq. Now, π´1 2 p0q is just the blow-up of Spec kra i, j s along the 1ˆ1 minors of, a 0,2¨¨¨a0,n a 1,2¨¨¨a1,n˙.
Since this locus is cut out by pa i j q i, j , the ideal of a point, this is a smooth subscheme. Thus, Spec kra i j s » Proj kra i j srT i, j s{pT i j a k ℓ´ai j T k ℓ q (we suppress the commas in the indices for the rest of this discussion).
We can now extend the map Ξ to this fiber by mapping,
To understand why this map is well defined, choose a natural affine open set DpT 1n q i.e. set T 1n " 1. On this affine open our relations become a i j " T i j a 1n . We need to check that when a 1n ‰ 0 (away from the exceptional divisor of π), the map on the fiber coincides with (2.1). This is indeed the case as,
This implies,
If a 1n " 0 then all the a i j " 0 and we are over the fiber pΛ, Λq. In this case our map is,
By using initial ideals, we can easily compute the Hilbert polynomial of I (it will take a lot more work in the general case, Theorem 2.3). Indeed, put the lexicographic ordering on S with the term order, x 0 ą x 1 ą x n ą x n´1 ą¨¨¨ą x 2 . Then it is clear that the initial ideal of I is just px 2 0 , x 0 x 1 , x 2 1 , x 0 x n q. One can easily check that this has the correct Hilbert polynomial.
Finally to extend Ξ to all of π´1pUq, we substitute a i j Þ Ñ a i j´bi j and apply x i Þ Ñ x i`ř n j"2 b i j x j (for i " 0, 1) to obtain,
By varying U, we see that Ξ extends to a morphism from Bl Γ 1 Gpn´2, nq. Note that we have implicitly determined the all ideals in the image of Ξ up to projective equivalence (Proposition 2.1). The natural action of Z{2Z on Gpn´2, nq 2 given by swapping the two factors fixes the diagonal. Thus the action lifts to an action of Z{2Z on Bl Γ 1 Gpn´2, nq 2 fixing Γ 1 and we obtain a quotient morphism, Ξ : Sym 2 Bl Γ 1 Gpn´2, nq 2 ÝÑ Hpn´2, n´2, nq.
Since the domain and codomain of Ξ are proper and have the same dimension, the map Ξ is also surjective. One can also check that Ξ is injective. Theorem 2.16 will show that Hpn´2, n´2, nq is non-singular. Since Sym 2 Bl Γ 1 Gpn´2, nq 2 is non-singular, Zariski's main theorem implies that Ξ is an isomorphism.
Thus we have proven, (ii) A union of two pn´2q-planes meeting along an embedded pn´3q-plane:
(iv) A double structure on an pn´2q-plane with an embedded pn´3q-plane:
Moreover, Hpn´2, n´2, nq is non-singular and isomorphic to the blow-up of Sym 2 Gpn´2, nq along the diagonal.
In fact, we can use what we have shown above to conclude that Bl Γ 1 pGp1, nqˆGpn´2, nqq ÝÑ Hp1, n´2, nq is an isomorphism. Indeed, the natural map Gp1, nqˆGpn´2, nq ÝÑ Hp1, n´2, nq given by pΛ 1 , Λ 2 q Þ Ñ rI Λ 1¨I Λ 2 s is defined away from the locus tΛ 1 Ď Λ 2 u. Fix a point in this locus pΛ 1 , Λ 2 q with I Λ 1 " px 0 , . . . , x n´2 q and I Λ 2 " px 0 , x 1 q. Then an affine neighbourhood of pΛ 1 , Λ 2 q is given by A 4pn´1q " Spec kra i, j , b i, j s where the point pa i, j , b i, j q is identified with,
Once again we first restrict to the fiber where b i, j " 0 and vary it at the end. Over this fiber, the locus of Γ 1 is just given by the 1ˆ1 minors of,ˆa 0,n´1 a 0,n a 1,n´1 a 1,n˙. Now we argue as we did in the case of Hpn´2, n´2, nq with the cross terms. We will obtain, Proposition 2.2. Let Z be a subscheme corresponding to a (closed) point of Hp1, n´2, nq for n ě 4. Then Z, up to projective equivalence, is (i) A disjoint union of a line and an pn´2q-plane: I Z " px 0 , x 1 qpx 2 , . . . , x n q.
(ii) An pn´2q-plane meeting a line along an embedded point:
(iii) An pn´2q-plane with a pure embedded line: 
There is a bĳective morphism,
Proof. Let π : Bl Γ k´1¨¨¨B l Γ 1 Gpn´k, nq 2 ÝÑ Gpn´k, nq 2 be the blow up map and π i the two natural projections onto Gpn´k, nq. We start with the natural rational map Gpn´k, nq 2 ÝÑ Hpn´k, n´k, nq given by pΛ 1 , Λ 2 q Þ Ñ rI Λ 1¨I Λ 2 s. This is clearly defined when the n´k plane pair pΛ 1 , Λ 2 q meet transversely. It is also defined when the pair meet along a plane of dimension, one lower than the expected. Indeed, up to projective equivalence we have I Λ 1 " px 0 , . . . , x k´1 q and I Λ 2 " px 0 , x n´k`1 , . . . , x n´1 q. The Hilbert polynomial is easy to compute as, I Λ 1¨I Λ 2 " I Λ 1 X I Λ 2 X px 2 0 , x 1 , . . . , x n´1 q. Thus, we have a rational map, Ξ : Bl Γ k´1¨¨¨B l Γ 1 Gpn´k, nq 2 ÝÑ Hpn´k, n´k, nq defined away from the strict transforms, Γ 1 , . . . , Γ k´1 . Let te, fu :" te 0 , . . . , e k´1 , f k , . . . , f n u be a choice of a basis for krx 0 , . . . , x n s 1 . Let Λ e " Vpe 0 , . . . , e k´1 q and note that each f defines a natural affine neighbourhood U e,f of pΛ e , Λ e q. Explicitly, U e,f " Spec kra i, j , b i, j s with points identified with
As we vary e, f, the open sets U e,f cover Gpn´k, nq 2 . Thus, the π´1pU e,f q cover Bl Γ k´1¨¨¨B l Γ 1 Gpn´k, nq 2 . Our goal is to extend Ξ along these open sets. Up to coordinate change, we may fix te, fu :" tx 0 , . . . , x n u, Λ :" Λ e and U e,f :" Spec kra i, j , b i, j s. Consider the following matrix,
Then, π´1pSpec kra i j , b i j sq is obtained by blowing up the strict transforms of the iˆi minors of this matrix for i " 1, . . . , k´1 in that order. As we did in the case of Hpn´2, n´2, nq, we will assume b i j " 0 and extend Ξ along the fiber π´1 2 p0q. Then we will substitute back b i j to get our desired morphism. In particular, this is just the blow up of U e " Spec kra i, j s along the strict transforms of the ideals of ℓˆℓ minors of the matrix, 
Now subtracting of multiples of the bottom row we obtain,
In this row reduced form, it is easy to see that the ideal of 2ˆ2 minors of A 2 is just a
This is the total transform of I 2 on DpT p1q k´1,n q and thus the strict transform is pT
. Notice that this ideal cuts out a smooth subscheme. Indeed, the rank of the Jacobian matrix with respect to these generators is at least pk´1qpn´kq; use the partials B BT p1q i, j for 0 ď i ď k´2 and k ď j ď n´1. On the other hand the codimension of this determinental subscheme is just kpn´k`1q´n " pk´1qpn´kq. Thus by the Jacobian criterion, the ideal is smooth. In particular, if we blow up this locus we obtain q and on this affine the Koszul relations amount to
q.
For simplicity let λ 1 " a k´1,n and λ 2 " T p1q k´2,n´1´T
. Substituting the Koszul relations into A 2 we have,
Row operations give us,
From this we see the that the strict transform of I 3 is pT
Once again the rank of the Jacobian matrix is at least pk´2qpn´k´1q while the codimension is kpn´k`1q´2pn´1q. Since these are equal the strict transform of I 3 cuts out a smooth subscheme and when we blow it up we only obtain the Koszul relations.
Inductively we have,
. . .
, and the ideal of the strict transform of
. Note that λ v :"
for v ě 2. Now assume we have constructed the first v blowups and fixed the
q X¨¨¨X DpT pvq k´v,n´v`1 q. Then for reasons similar to above, the rank of the Jacobian matrix of I v`1 on this open set is at least pk´vqpn´k´v`1q and is equal to the codimension of the subscheme cut out by I v`1 . Thus I v`1 cuts out a smooth subscheme and when we blow up along this ideal we obtain U vˆP roj rT 
Doing this k´1 times gives us the desired open set, U :" U k´1 " DpT p1q k´1,n q X¨¨¨X DpT pk´1q 1,n´k`2 q and constants, λ 1 , . . . , λ k´1 . We will now define our morphism on U.
Let J " px 0`ř n j"k a 0, j x j , . . . , x k´1`ř n j"k a k´1, j x j q and x :"`x 0¨¨¨xn˘b e a row vector. Then, a set of generators of J is given by the rows of`id kˆk A 1˘x T . Apply the row operations we did to go from A 1 to A k´1 to the matrix`id kˆk A 1˘, in that order. We do one more row operation by subtracting T 0,n´k`2 times the second row from the first row. This will give us new generators α 0 , . . . , α k´1 of J where,
To make our notation easier, define
(note that we have not blown up along I k ). We have the following "cross terms": For 0 ď p ă q ď k´1 define,
where k i " k´1´i for all i. Also, if 0 ă p then λ pp,qq :" λ k´q`1¨¨¨λk´p and λ p0,qq :" λ k´q`1¨¨¨λk´1 . We extend Ξ to π´1 2 p0q by mapping,
Note that this agrees with the original rational map Ξ wherever it was defined. Indeed, it was originally defined away from the strict transform of all the the exceptional divisors, Γ 1 , . . . , Γ k´1 . In particular, this is the locus where λ 1 , . . . , λ k´1 ‰ 0. In this case we have,
Thus, β pp,qq P J¨px 0 , . . . , x k´1 q and ppa i, j q i, j , rT p1q s i, j , . . . , rT pk´1q s i, j q Þ Ñ J¨px 0 , . . . , x k´1 q, as required. We have not checked that the image has the correct Hilbert polynomial. Once we do this, as noted in the beginning, we may replace a i, j with a i, j´bi, j and apply the projective transformation, ϕ that maps x i Þ Ñ x i`ř jěk b j x j if i ď k´1 and fixes the other x i , to obtain a morphism from U e,f ÝÑ Hpn´k, n´k, nq.
Let us now check that I :" pα 0 , . . . , α k´1 qpx 0 , . . . , x k´1 q`pβ pp,0ďpăqďk´1 has the correct Hilbert polynomial. For each 0 ď i ď k´1, consider the (invertible) linear map, ψ i that maps x i Þ Ñ x iř k´i´1 j"1 T p jq i,n´j`1 x k´j and fixes the other i. Let Ψ :" ψ k´1˝¨¨¨˝ψ0 and it is clear that ΨpIq equals,
x j and fixes the other x i (by definition of U, we have T pk´iq i,n´k i " 1). As we range over all i, we obtain maps ϕ n , . . . , ϕ n´pk´2q . We will now define ϕ n´pk´1q and a new constant λ k using cases:
0 for all j then we define ϕ n´pk´1q to be the identity and define λ k :" 0.
‰ 0 then we define ϕ n´pk´1q by sending x n´pk´1q Þ Ñ x n´pk´1q´1 T pkq 0,n´pk´1q
and fixing the other
‰ 0 with ℓ maximal and ℓ ă n´pk´1q, then we define, ϕ n´pk´1q by sending x ℓ Þ Ñ
Finally, for any 0 ď p ă q ď k´1 define λ pp,qq :" λ k´q`1¨¨¨λk´p . Note that λ p,q " λ pp,qq for p ‰ 0 and λ p0,qq " λ k´q`1¨¨¨λk . Let Φ :" ϕ n´k`1˝¨¨¨ϕn´1˝ϕn and one can check that, ΦpΨpIqq " px p`λpp,k´1q x n´k p q 0ďpďk´1 px 0 , . . . , x k´1 q`px p x n´k q´λ pp,qq x q x n´k p q 0ďpăqďk´1 .
Let γ p,q " px p`λpp,k´1q x n´k p qx q for 0 ď p, q ď k´1 and δ p,q :" x p x n´k q´λ pp,qq x q x n´k p for 0 ď p ă q ď k´1. Put the lexicographic ordering on krx 0 , . . . , x n s with terms ordered by x 0 ą x 1 ą¨¨¨ą x k´1 ą x n ą x n´1 ą¨¨¨ą x n´k`2 ą¨¨¨ą x k ; we denote this by "lex". I claim that tγ p,q , δ p,q u forms a gröbner basis for ΦpΨpIqq under this lexicographic ordering. To start off notice that in lex γ p,q " x p x q and in lex δ p,q " x p x n´k q . As we range over all p, q, m, n we obtain the following set of initial terms,
To show that tγ p,q , δ p,q u forms a gröbner basis we need to verify that all the S-pairs lie in pCq. We use Rpa, bq to denote the S pair of a and b.
Rpγ pp 1 ,q 1 q , γ pp 2 ,q 2" x p 2 γ pp 1 ,q 1 q´xp1 γ pp 2 ,q 1 q Ď px 0 , . . . , x k´1 q 2 Ď pCq ‚ If p 1 " p 2 and q 1 ‰ q 2 , then Rpγ pp 1 ,q 1 q , γ pp 2 ,q 2" x q 2 γ pp 1 ,q 1 q´xq1 γ pp 1 ,q 2 q " 0 ‚ If p 1 " p 2 and q 1 " q 2 , then we only have to consider Rpγ pp 1 ,q 1 q , γ pq 1 ,p 1. Without loss of generality assume p 1 ă q 1 . Then we have,
‚ If p 1 ‰ p 2 and q 1 " q 2 , then Rpδ pp 1 ,q 1 q , δ pp 2 ,q 2is just,
Once again the above remainder lies in px 0 , . . . , x k´1 q 2 Ď pCq, as required. ‚ If p 1 " p 2 and q 1 ‰ q 2 then Rpδ pp 1 ,q 1 q , δ pp 2 ,q 2" x n´k q 2 δ pp 1 ,q 1 q´xn´k q 1 δ pp 1 ,q 2 q " λ pp 1 ,q 1 q x n´k q 2 x q 1 x n´k p 1´λ pp 1 ,q 2 q x n´k q 1 x q 2 x n´k p 1 .
We have to analyze the coefficients a bit more in this case. Without loss of generality we may assume p 1 " p 2 ă q 1 ă q 2 . This implies k´q 1 ą k´q 2 . Then notice that if λ pp 1 ,q 1 q " 0 then,
Thus we only need to consider the case when λ pp 1 ,q 1 q ‰ 0. But in this case given our ordering it is clear that in lex Rpδ pp 1 ,q 1 q , δ pp 2 ,q 2" λ pp 1 ,q 1 q x n´k q 2 x q 1 x n´k p 1 . But since q 1 ă q 2 , the monomial x q 1 x n´k q 2 does appear in pCq, completing this case. ‚ If p 1 " p 2 and q 1 " q 2 then the only possible remainder is 0, as p 1 ă q 1 by assumption.
Observe that if λ pp 1 ,q 2 q " 0 then, λ pp 1 ,k´1q " 0. In particular, we may assume that λ pp 1 ,q 2 q ‰ 0 and thus,
We are done because x p 2 x n´k q 2 and x p 1 x q 2 both line in pCq! ‚ If p 2 ‰ p 1 , q 1 then we have,
Thus, C is a gröbner basis for ΦpΨpIqq and it suffices to compute the Hilbert polynomial of in lex ΦpΨpIqq " pCq. Well, notice that pCq is projectively equivalent to the borel fixed ideal,
Since x n does not appear in the support of any minimal generator, this ideal is saturated. Now Lemma 2.10 implies that pCq has the correct Hilbert polynomial.
The natural action of Z{2 on Gpn´k, nq 2 fixes Γ 1 and thus extends to Bl Γ 1 Gpn´k, nq 2 . Similarly, the strict transform of Γ 2 is stable under the action and thus it extends to the second blow up; in this fashion we obtain an action of Z{2 on Bl Γ k´1¨¨¨B l Γ 1 Gpn´k, nq 2 . Also by construction our extension of Ξ is equivariant under this action (with the trivial action on Hpn´k, n´k, nq) and thus we obtain,
Since the non-identity element of Z{2 fixes a divisor Γ 1 , the Chevalley-Shephard-Todd theorem implies that the quotient is non-singular. Since the original rational map was birational, Ξ is surjective. To check that Ξ is injective, it is enough to restrict to a fiber of π. This is because if z P π´1pΛ 1 , Λ 2 q then I Ξpzq red " I Λ 1 X I Λ 2 . Our construction then shows that Ξ is injective along each fiber (if we fix one of the planes to be Λ " Vpx 0 , . . . , x k´1 q then one can see that the β p,q is completely determined by Λ 2 ); thus Ξ is bĳective.
Remark 2.4. Our construction of Ξ shows that the ideal of every point of Hpn´k, n´k, nq is generated by k 2 quadrics.
Remark 2.5. The above proof shows that the natural action of PGL n on Hpn´k, n´k, nq has finitely many orbits. In fact one can check that there are exactly 2 k many orbits. With notation from the proof, let z " ppa i, j q i, j , rT p1q s i, j , . . . , rT pk´1q s i, j q. Then the orbit of a point Ξpzq is completely determined by which of the λ 1 , . . . , λ k are zero. For example, if λ 1 " 0 and λ i ‰ 0 for all other i, then Ξpzq is projectively equivalent to a pure double structure on an n´k-plane.
As an example, here is a complete description of the component Hpn´3, n´3, nq: Example 2.6. Let Z be a (closed) point in Hpn´3, n´3, nq. Then Z is, up to projective equivalence, (i) A union of two pn´3q-planes meeting along an pn´6q-plane:
(ii) A union of two pn´3q-planes meeting along an embedded pn´5q-plane:
(iii) A union of two pn´3q-planes meeting along an embedded pn´4q-plane:
(iv) A union of two pn´3q-planes meeting along an embedded pn´4q-plane with an embedded pn´5q plane on it:
(v) A pure double structure on an pn´3q-plane:
(vi) A double structure on an pn´3q-plane with an embedded pn´5q-plane:
(vii) A double structure on an pn´3q-plane with an embedded pn´4q-plane:
(viii) A double structure on an pn´3q plane with an embedded pn´4q-plane and an embedded pn´5q-plane on it:
All of this can be encoded in the following diagram of degenerations where the lighter shading implies a simpler double structure.
Remark 2.7. In [CCN11] it was shown that Hpn´2, n´2, nq meets only one more component in Hilb P n´2,n´2,n ptq P n . This is not true for Hpn´k, n´k, nq when k ě 3. For example, Hp2, 2, 5q will meet the component whose general member parameterizes a pair of 2-planes meeting at a point union an isolated point. It will also meet the component whose general member paramaterizes a quadric union an isolated line.
A very similar argument, which we omit, will give us the following result: Theorem 2.8. Let n ě a`b´1 and let a ą b. Then there is a natural bĳective morphism,
We can even drop the conditions on n (i.e. not assume that our pair of linear spaces span P n ). Indeed, assume c`d`1 ă n, let rX 0 s P Hpc, d, nq and choose a flat family tX t u t of pc, dq-plane pairs that degenerates to X 0 . For each t ‰ 0, the linear span of X t is a pc`d`1q-dimensional linear space and by upper semicontinuity, the limit X 0 must also lie in a pc`d`1q-dimensional linear space. Then, rX 0 s is naturally identified with a point of Hpc, d, c`d`1q, and by the previous two results we understand the points of this component! In particular, we obtain the following: Corollary 2.9. Assume n ă a`b´1. Then the natural map Hpn´a, n´b, nq ÝÑ Gp2n´a´b`1, nq that sends a scheme to its linear span, is a fibration with the fiber over a linear space W isomorphic to Hpn´a, n´b, PWq. Proof. It is clear that I c,d,n is borel fixed and since x n does not appear in the support of the minimal generators, it is saturated. After quotienting out the linear forms (if any) and shifting the indices down, we may assume that n ď c`d`1 i.e. I c,d,n " px 0 , . . . , x n´d´1 q 2`ř n´d´1 i"0 x i px n´d , . . . , x 2n´c´d´2´i q. We will do the case of c " d and leave the other similar cases to the reader.
Let I m :" px 0 , . . . , x m´1 , x 2 m , x m`1 , . . . , x 2n´2c´2´m q for 0 ď m ď n´c´1 and note that, I c,c,n " I 0 X¨¨¨X I n´c´1 .
We now proceed by induction on n. If n " c`2, then I c,c,c`2 " px 2 0 , x 1 , x 2 q X px 0 , x 2 1 q and we know this has the correct Hilbert polynomial (2.1). So assume n ą c`1 and observe that S{pI 1 X¨¨¨X I n´c´1 q » krx 0 , . . . , x n´1 s{I c,c,n´1 . Consider the following exact sequence, 0 ÝÑ S{I c,c,n ÝÑ S{pI 1 X¨¨¨I n´c´1 q ' S{I 0 ÝÑ S{pI 0`I1 X¨¨¨X I n´c´1 q ÝÑ 0.
Since I 0`I1 X¨¨¨I n´c´1 " px 0 , . . . , x 2n´2c´2 q, by induction we obtain, h S{I c,c,n ptq " 2ˆc`t t˙´ˆ2 c`1´n`t t˙`ˆ2 Proof. The case of d " n´1 or c " 0 has been done in Proposition 1.4 and Corollary 1.5, so we will assume 1 ď c, d ď n´2. We will proceed by induction on c with base case being Hp1, d, nq, which was done in Remark 1.6. Assume c ě 2 and let I be a saturated borel fixed ideal in Hpc, d, nq. Then by the proof of Theorem 2.3 (the argument extends to Theorem 2.8/2.9) we know that I " px 0 , . . . , x n´c´d´2 qp Q 1 , . . . , Q g q with x n not appearing in the support of the Q i . This implies that x n is a non-zero divisor on S{I and thus the following sequence is exact,
A straightforward computation shows that P S{pI`x n q ptq "`c`t´1 t˘``d`t´1 t˘´`c`d´n`t´1 t˘. In particular, letS " S{px n q,m " px 0 , . . . , x n´1 q and we have shown that rISs P Hpc´1, d´1, ProjSq. Since IS is borel fixed inS, its saturation, pIS :m 8 q is also borel fixed. By induction we have,
x i px n´d , . . . , x 2n´c´d´2´i q.
Of course this containment is also true when lifted to S. If n ď c`d`1, we have maxpn´c´d´2, 0q " maxpn´c´d´1, 0q and we may lift the above containment to S and obtain I Ď I c,d,n . If n ą c`d`1 note that I does not contain the linear form x n´c´d´1 Since I is a monomial ideal, all the minimal monomial generators of I containing x n´c´d´1 lie inside x n´c´d´1 m. In particular, we can lift the above containment to S and obtain,
Since I and I c,d,n are saturated with the same Hilbert polynomial, they must be equal. If we assume Z spans P n this implies, (i) I Z is generated by pn´cqpn´dq quadrics.
Proof. The fact that S{ ginpI Z q and S{I Z have the same graded betti numbers follows from Remark 1.7. Now reg I c,d,n " 2 because the regularity of a borel fixed ideal is the maximal degree of a minimal generator. If we assume Z spans P n , then it is easy to check that there are pn´cqpn´dq minimal quadratic generators in I c,d,n . Moreover, one can also see that x 0 , . . . , x 2n´c´d´2 are the only variables in the support of the minimal generators of I c,d,n . Thus, x 2n´c´d´1 , . . . , x n is a maximal regular sequence on S{I c,d,n and we have, depth m pS{I c,d,n q " n´p2n´c´d´1q`1 " c`d`2´n. Remark 2.13. One can use the Eliahou-Kervaire resolution ( [MS05] , Theorem 2.18) to obtain an explicit minimal free resolution of S{I c,d,n . If we only care about the betti numbers it is even easier. Let rZs P Hpc, d, nq with Z not contained in a hyperplane and write I c,d,n " pm 1 , . . . , m r q with m i the minimal monomial generators from 2.11. Then we have a resolution,
nd maxpm i q being the largest index of a variable in the support of m i .
Corollary 2.14 (Comparison Theorem).
There is an (analytic) isomorphism between the universal deformation space of I c,d,n and that of ProjpS{I c,d,n q.
Proof. The usual comparison theorem states that if X Ď P n with ideal I " p f 1 , . . . , f r q where deg f i " d i satisfying, pkrx 0 , . . . , x n s{Iq e » H 0 pO X peqq for e " d 1 , . . . , d r , then there is an isomorphism between the universal deformation space of I and that of X [PS85] . Let I :" I c,d,n and X " ProjpS{I c,d,n q and note that since I is 2-regular, S{I is 1-regular and thus 1 " regpS{Iq ě regpO X q ( [E05], Proposition 4.16). This implies H i pO X peqq " 0 for all e ě 1, i ě 1 giving us the equality, P X ptq " ř i h i pO Z ptqq " h 0 pO X ptqq for all t ě 1. On the other hand, P S{I ptq " dim k pS{Iq t for all t ě 1 ( [E05] , Corollary 4.8). Putting everything together we have, for all e ě 1, dim k pS{Iq e " P S{I peq " P X peq " h 0 pO X peqq.
Note that this proof applies to any point of Hpa, b, nq, not just the borel fixed point. 
Proof. Since Ξ is a bĳection of varieties, by the inverse function theorem it is enough to show that the differential is injective at every point. Notice that it is enough to check that the differential is injective at z satisfying Ξpzq " I n´a,n´b,n . Indeed, if it is injective at z, then Ξ is an isomorphism in a neighbourhood of that point; in particular rI n´a,n´b,n s is a non-singular point of Hpn´a, n´b, nq. Since the component Hpn´a, n´b, nq has an induced PGL n action, we can argue as in Lemma 1.3 to deduce that all of Hpn´a, n´b, nq is non-singular. We will now prove this for a " b " k and leave the analogous case of a ą b to the reader.
For the rest of the proof let I :" I n´k ,n´k ,n and X " Bl Γ k´1¨¨¨B l Γ 0 Sym 2 Gpn´k, nqq. Under the inclusion, Hpn´k, n´k, nq Ď Hilb P n´k,n´k,n ptq P n , we may identify T rIs Hpn´k, n´k, nq with a subspace of HompI, S{Iq 0 . Since X is non-singular, we know that dim T z X " dim X " 2kpn´k`1q. Thus, it suffices to find 2kpn´k`1q linearly independent derivations in HompI, S{Iq 0 that are in the image of the differential dΞ z . Let c " k´1 and order the generators of I as follows,
The trivial deformations of I, corresponding to a change of coordinates, clearly lie in the image of dΞ z . To find the trivial deformations consider,
x 0 x 1 . . .
Here 0 is a stand in for a sequence of 0 (of varying lengths). Ignoring the ones that are 0 in S{I one sees that t B Bt i j u jěi`1 is a basis for the trivial deformations. This space has dimension, n`pn´1q`¨¨¨`pn´2cq " p2c`1qn´cp2c`1q " p2c`1qpn´cq " p2k´1qpn´k`1q.
Thus we need to find n´k`1 more deformations of I. For c`2 ď i ď n, consider the following,
Here the subscript on 0 denotes the number of zero entries. It is straightforward to check that
are derivations in HompI, S{Iq 0 and linearly independent from the trivial deformations. The only thing left is to show that these are indeed in the image of dΞ z . To do this it suffices to show that I`ǫ B Bu i corresponds to an element of Hpn´k, n´k, nq for any ǫ P k. Then by our construction of Ξ, the pre-image of this curve is a curve in Bl Γ k´1¨¨¨B l Γ 0 Sym 2 Gpn´k, nq whose tangent vector at ǫ " 0 is the pre-image of
c´2 , x c , x c`1 , x c`2 q X¨¨¨X px 2 0 , x 1 , . . . , x 2c q and this corresponds to two n´k planes collapsing onto one-another with fixed embedded components.
Similarly,
c´3 , x c´2 , . . . , x c`2 q X¨¨¨px 2 0 , x 1 , . . . , x 2c q and these correspond to a pure double structure with fixed embedded components degenerating.
Thus we have found the desired 1`pn´c´1q " n´k`1 extra elements of HompI, S{Iq 0 .
D Hp1, d, nq
For the rest of this section let Qptq "`t`d d˘`t`1 , 2 ď d ď n´2 (we will eventually fix d) and n ě 4. The goal of this section is to study the global geometry of Hilb Qptq P n .
Definition 3.1. Let H 1 denote the component of Hilb Qptq P n whose general point is a d-plane meeting a line at a point union an isolated point. Let H i p1, d, nq be the stratum of Hilb Qptq P n consisting of (saturated) ideals with the same Hilbert function the same as J i (Proposition 1.6). Proposition 1.6 and Remark 1.7, imply that Hilb
Since rJ 2 s is a non-singular point of Hilb Qptq P n , by taking generic initial ideal degenerations we see that Hilb Qptq P n is non-singular at any point of H 2 p1, d, nq. Thus to understand the singular locus of Hilb Qptq P n , we will start by classifying up to projective equivalence the ideals in Hp1, d, nq. Proposition 1.6 implies that all ideals in H 1 p1, d, nq lie in an d`2 plane. In particular, rIs P H 1 p1, d, nq iff up to projective equivalence, I " px 0 , . . . , x n´d´3 q`I 1 with rI 1 s P H 1 p1, d, d`2q. Thus for the rest of the section we will be focused on classifying all the points in H 1 p1, n´2, nq i.e. fix d " n´2. Note that every ideal in H 1 p1, n´2, nq is generated by 2n´2 quadrics.
If X is a point in H 1 p1, n´2, nq, then it is straightforward to see that X red is either, (i) a disjoint union of an a plane and a line (ii) an a plane meeting a line union an isolated point.
(iii) an a-plane union a point.
(iv) an a plane meeting a line.
(v) an a-plane.
We will say X has Type p‹q if X red is of the form given in p‹q, above.
Type (i), (ii).
In this case the Hilbert polynomial of the reduced structure is Qptq. Thus, X red " X and it is straightforward to describe them up to projective equivalence.
be a subscheme with Hilbert polynomial`t`n´2 n´2˘`t for n ě 0. Then up to projective equivalence, I Z 1 " px 0 q`x 1 px 2 , . . . , x n´1 q or I Z 1 " px 0 q`x 1 px 1 , . . . , x n´2 q.
Proof. We may assume that Z 1 is supported on the n´2-plane, Vpx 0 , x 1 q. One can repeat the proof of Proposition 1.6 and obtain exactly one borel fixed point, x 0`x1 px 1 , . . . , x n´2 q " gin I Z 1 . Thus, I Z 1 is generated by one linear form and n´2 quadrics and we may assume, I Z 1 " px 0 q`px 1 Vq for some V Ď S 1 with dim k V " n´2. Moreover, by subtracting off x 0 terms and noting that x 1 P ? I Z 1 we may assume
q`px 0 Wq with W Ď span k tx 2 , . . . , x n u of dimension b´1. Now apply an automorphism of PGL n that fixes x 0 , x 1 and maps W Þ Ñ span k tx 2 , . . . , x n´2 u to obtain px 0 q`x 1 px 1 , . . . , x n´2 q.
Type (iii).
If X was a subscheme of type (iii), then X " Y Y p where p is a point and Y is a subscheme with Hilbert polynomial Qptq´1. By Lemma 3.2 we have, up to projective equivalence, I X " px 0 , x 1 q X px 2 0 , x 1 , . . . , x n´2 q X pα 1 . . . , α n q. Since Vpx 0 , x 1 q Y p spans a hyperplane, we may assume α 1 " αx 0`β x 1 . Since X is not contained in a hyperplane, α ‰ 0. Applying the linear transformation x 0 Þ Ñ 1 α px 0´β x 1 q we may assume, I X " px 0 , x 1 q X px 2 0 , x 1 , . . . , x n´2 q X px 0 , α 2 , . . . , α n q with x 0 not in the support of α i . Now write α i " α . Then applying the (invertible) linear transformation, α i Þ Ñ α i´βi x 1 we may assume x 1 doesn't appear in the support of α i . But then pα 2 , . . . , α n q " px 2 , . . . , x n q and thus, up to projective equivalence, I X " px 0 , x 1 q X px 2 0 , x 1 , . . . , x n´2 q X px 0 , x 2 , . . . , x n q Since there is an isolated point, these ideals do not lie in Hp1, n´2, nq.
Type (iv).
Assume X was a subscheme of type (iv). Let X red " Y Y L with Y an pn´2q-plane, L a line and p " L X Y be the point of intersection. Then the Hilbert polynomial of X red is Qptq´1 and thus X has embedded points. Since ℓpI X red {I X q " Qptq´pQptq´1q " 1 we see that the embedded structure is supported on a single point. Assume that the embedded point of X was not the supported on the point of intersection p. If it lies on Y we could write X " Y 1 Y L with Y 1 an pn´2q-plane with an embedded point. Using the exact sequence,
we see that the Hilbert polynomial of Y 1 is`t`n´2 n´2˘`1 (note that I Y 1`I L " I p ). An argument similar to Lemma 3.2 implies that, up to projective equivalence, I Y 1 " px 0 , x 1 q X px 2 0 , x 1 , . . . , x n´2 q. Since X does not lie in a hyperplane and p is not an embedded point of X, up to projective equivalence, we have I X " px 0 , x 1 q X px 2 0 , x 1 , . . . , x n´1 q X px 0 , x 3 , . . . , x n q. Similarly, if the embedded point was on L instead of Y we would end up up with I X " px 0 , x n q X px 2 0 , x 1 , . . . , x n´1 q X px 0 , x 1 , . . . , x n´2 q. Since the embedded point it not at the intersection of the two components, these two ideals do not lie in Hp1, n´2, nq. Now assume that the embedded point was at p. Then, up to projective equivalence, I X " ppx 0 qx 1 px 2 . . . x n´1X J with a J " px 0 , . . . , x n´1 q. Since I X is generated by quadrics X we must have x 0 P a J but x 0 R J. In particular, J Ď px 2 0 , x 1`α1 x 0 , . . . , x n´1`αn´1 x 0 q for some α i . Now apply the change of coordinates ϕ given by x i Þ Ñ x i´αi x 0 for 1 ď i ď n´1 and fixing x 0 , x n . Applying this change of coordinates to I X we see that, ϕpI X q " ppx 0 q`x 1 px 2 . . . x n´1X ϕpJq Ď ppx 0 q`x 1 px 2 . . . x n´1X px 2 0 , x 1 , . . . , x n´1 q. But a straightforward computation shows that the right hand side has Hilbert polynomial Qptq! Since ϕpI X q also has this Hilbert polynomial, up to projective equivalence we have, I X " px 0 , x 1 x 2 , . . . , x 1 x n´1 q X px 2 0 , x 1 , . . . , x n´1 q " px 0 , x 1 qpx 0 , x 2 , . . . , x n´1 q. This ideal lies in Hp1, n´2, nq because it equals lim tÑ0 px 0`t x n , x 1 q X px 0 , x 2 , . . . , x n´1 q.
Type (v).
Let X be a subscheme of type (v) and assume for now that it has embedded points. Let X " X 1 Y Z where X 1 has no embedded points and Z a finite non-empty embedded subscheme. Then we have, P X 1 ptq "`t`n´2 n´2˘`t`β for some β ă 1. By Macaulay's theorem the only possible Hilbert polynomial of this form is when β " 0. By Lemma 3.2 we may assume that I X 1 " px 0 q`x 1 px 1 , . . . , x n´2 q and that Z is supported on a single point. Up to projective equivalence and fixing I X 1 we may assume the point is either Vpx 0 , . . . , x n´1 q or Vpx 0 , x 1 , x 3 , . . . , x n q, depending on whether the embedded point lies on the embedded line or not. Arguing as we did for ideals of type (iv) we may find an automorphism ϕ fixing I X 1 such that ϕpI Z q Ď px , . . . , x 1 x n´2 q X px 2 0 , x 3 , . . . , x n q have the same Hilbert polynomial as X. Thus up to projective equivalence,
We are now left with the case when X has no embedded points. The deformation computation in Theorem 3.6 will show that Hilb Qptq P n has exactly two irreducible components, Hp1, n´2, nq and H . Thus, X lies in Hp1, n´2, nq and we know from Theorem 2.3 (or the discussion prior) that, up to projective equivalence,
So we have now proved the following: Theorem 3.3. Let Z be a subscheme correspond to a point of H 1 p1, n´2, nq. Then up to projective equivalence we have, ‚ A disjoint union of a line and an pn´2q-plane:
‚ A line meeting an pn´2q-plane and an isolated point:
‚ A line meeting a pn´2q-plane with an embedded point along the intersection: I Z " px 0 , x 2 1 , . . . , x 1 x n´2 q X px 2 0 , x 1 , . . . , x n´1 q. ‚ An pn´2q-plane meeting with a pure embedded line:
Since every irreducible component of the Hilbert scheme contains a borel fixed point and rJ 2 s is a smooth point, every other irreducible component must contain J 1 " I 1,n´2,n . Thus to prove that Hp1, n´2, nq and H 1 are the only irreducible components, it suffices to compute the local Hilbert scheme around the point rI 1,n´2,n s.
Lemma 3.4. The tangent space to Hp1, n´2, nq at rI 1,n´2,n s is 6n´6 dimensional.
Proof. Just for this proof let I n " I 1,n´2,n and by Remark 2.15 we know that the tangent space to Hp1, n´2, nq at I n is HompI n , S{I n q 0 . A general ϕ P HompI n , S{I n q 0 can be written as,
Here 2 ď i ď n´2 and a 0,i j , a 1,i j , c i , b i are independent parameters. Thus the dimension is n`n´13 pn´2q`2`n´1 " 6n´6.
To see why ϕ is of this form, note that all the relations on HompI n , S{I n q 0 are,
ϕpx 1 x i qx j " ϕpx 1 x j qx i , i, j P t0, . . . , n´2u.
For i ‰ j, the relations, ϕpx 0 x i qx j " ϕpx 0 x j qx i implies x i divides the monomials in the support of ϕpx 0 x i q that are not annihilated by x j . If j " n´1 the only quadratic monomial (non-zero modulo I) annihilated by x j is x 0 x n and if j ă n´1, x 0 x n , x 1 x n´1 , x 1 x n are all annihilated by x j . In particular, if i ‰ n´1 then ϕpx 0 x i qx n´1 " ϕpx 0 x n´1 qx i is a non-trivial relation and this implies ϕpx 0 x i q is supported on tx 2 x i , . . . , x n x i , x 0 x n u. Notice that if i " 0, 1 most of these monomials are 0. If i " n´1 then similarly, ϕpx 0 x n´1 q is supported on tx 2 x i , . . . , x n x i , x 0 x n , x 1 x n´1 , x 1 x n u. We can do the same thing with ϕpx 1 x i q, and obtain ϕpx 1 x i q is supported on tx 2 x i , . . . , x n x i , x 0 x n , x 1 x n´1 , x 1 x n u (because this time we can only go until j " n´2).
To figure out how these might be related, write ϕpx 0 x 2 q " c 2 x 2 x 2`¨¨¨cn x n x 2`a 0,2 1 x 0 x n . Then for j ě 2, the relation x j ϕpx 0 x 2 q " x 2 ϕpx 0 x j q forces ϕpx 0 x j q " c 2 x 2 x j`¨¨¨cn x n x j`a 0, j 1 x 0 x n if j ‰ n´1 and a similar thing for j " n´1. This is because, x j does not annihilate the the non-zero monomials of the form x 2 x i in ϕpx 0 x 2 q. Similarly, ϕpx 1 x 3 q determines most of ϕpx 1 x j q for all j ě 3. Now we have to deal with ϕpx 0 x 1 q. If we consider the relation x 1 ϕpx 0 x n´1 q " x n´1 ϕpx 0 x 1 q we obtain, 0`c n´1 x 1 x 2 n´1`c n x 1 x n x n´1`0 " x n´1 ϕpx 0 x 1 q. Thus c n´1 x 1 x n´1`cn x 1 x n is in the support of ϕpx 0 x 1 q. It is easy to see that the general ϕ we constructed satisfies all the relations.
We can do similar computations to determine the singular locus of the stratum, H 1 p1, n´2, nq.
Remark 3.5. Note that the H 1 has dimension 5n´5 and Hp1, n´2, nq has dimension 4pn´1q. ‚ Ideals of type (i) and type (ii) are of course smooth points of Hilb P 1,n´2,n ptq P n .
‚ The tangent space to an ideal of type (iii) has dimension 5n´5. On the other hand it is easy to see these ideals lie on the component H 1 ; thus they are smooth points of Hilb P 1,n´2,n ptq P n .
‚ The tangent space to an ideal of type (iv) with the embedded point away from the intersection has dimension 5n´5. Once again it is easy to see that it lies on H 1 and thus they are smooth points. On the other hand, if the embedded point lies on the intersection then the tangent space is 6n´6 and it is a singular point; it lies on Hp1, n´2, nq X H 1 . ‚ As in the previous cases if the embedded point of an ideal of type (v) does not lie on the embedded line then it is a smooth point. Moreover, if an ideal of type (v) has no embedded point, then the tangent space dimension is 4n´4; this is a smooth point of Hp1, n´2, nq. The remaining ideal of type (v) is covered by Lemma 3.4
Using the notation defined in introduction, we can now state the main theorem of the section:
Theorem 3.6. The universal deformation space of rI 1,n´2,n s P Hilb P 1,n´2,n ptq P n is isomorphic to,
with transverse intersection along A 2n´1 " Vpu 1 , . . . , u 2n´1 q. In particular, Proof. Note that all of the statements follow once we compute the universal deformation space of rI 1,n´2,n s (Remark 2.15). We have already seen that Hp1, n´2, nq is non-singular. For reducedness note that the reduced locus of Hilb P n ptq P n is open and both the borel fixed points lie inside it. Then by taking generic initial ideal degenerations to one of these borel fixed points, we see that the whole Hilbert scheme must lie in the reduced locus; this shows (i). From the universal deformation space of I 1,n´2,n we see that H 1 is locally Cohen Macaulay at the two borel fixed points. Since the Cohen-Macaulay locus is open (Theorem 24.5, [M] ), H 1 is Cohen Macaulay. We have already already established that the singular locus of Hilb P 1,n´2,n ptq P n is Hp1, n´2, nq X H 1 (Remark 3.5); this shows (ii). Writing down the deformation computation generally for all n ě 4 is a mess of double indices and not very enlightening. However, the deformation computation terminates at fourth order with obstructions only appearing in second order. Thus we will be explicit about the computation for n " 4 and leave the straightforward generalization to the reader.
Recall that I 1,2,4 Ď S " krx 0 , . . . , x 4 s has resolution,
where,
Let R " S{I 1,2,4 and note that the trivial deformations, corresponding to moving the flag determined by I 1,2,4 (equivalently, the image of the jacobian of ϕ 0 in the normal module of R, N R{k ; see [S] ) are as follows,
The rest of the tangent vectors (equivalently, a basis of T 1 R{k pRq) are as follows:
Here is the versal family and it is syzygies obtained by perturbing by the non-trivial deformations,
Let P " Rru 1 , . . . , u 8 s and let U " pu 1 , . . . , u 8 q be the maximal ideal. One can check that φ " 0 in pR{Jqru 1 , . . . , u 8 s where,
This implies that φ p8q 0 is a versal family and to obtain the universal family, we add back the trivial deformations. Up to a change of coordinates, this is as stated in the theorem. We briefly explain how we obtained these matrices (see [S] and [PS85] for the theory).
First order Perturb φ 0 by the non trivial deformations to obtain a lift φ 0 in Rru 1 , . . . u 8 s{U 2 ,
Then we choose a lifting, φ p1q 1 , of the syzygy matrix φ 1 (our choice is seen by considering φ p8q 1 mod U 2 ).
Second order
There is an obstruction to lifting this to second order and its image, which lies in the degree 0 piece of T 
Then we reduce this modulo the image of φ 1 to obtain,
The next step is to explicitly compute T Obs " p0, u 2 2´u 1 u 3´u 2 7 , 0, 0, u 2 u 4´u1 u 5´u4 u 7 , u 3 u 4´u2 u 5´u5 u 7 , u 7 u 8´u2 u 8 , u 3 u 8 ,´u 5 u 8 , u 1 u 8 , 2u 2 u 8 , u 4 u 8 q Finally to get the second order deformation, we need to kill the entries of Obs " 0 in Rru 1 , . . . , u 8 s i.e. let J denote the ideal generated by the entries of Obs and consider Rru 1 , . . . , u k s{J. Now we can lift φ Third order When we try to lift to third order we see that it is unobstructed and thus we can freely lift to φ . We can stop here because, if we multiply out φ p4q 0 φ p4q 1 we see that it is 0 in pR{Jqru 1 , . . . , u 8 s. In other words we have found a versal family and the versal deformation space of I is isomorphic to Spec kru 1 , . . . , u 8 s{J. Adding back the trivial deformations gives the universal deformation space, Spec krt i j , u 1 , . . . , u 8 s{J.
Remark 3.7. A small modification of the previous theorem implies that Hp1, d, nq is reduced, and has two irreducible components for d ă n´2. To see this consider rZs P Hp1, d, nq and note that Z lies in a P d`2 . Thus the universal deformation space of Z is obtained from the deformation space of Z in Hp1, d, P d`2 q and the deformations of P d`2 Ď P n .
Remark 3.8. For Hpn´3, n´3, nq, the deformation is a lot more complicated as there are third order obstructions! Thus, Hp1, d, nq and Hpn´2, n´2, nq are the only cases where one can explicitly compute the universal deformation space (ignoring the trivial cases of Hp0, d, nq and Hpc, n´1, nq).
B Hpc, d, nq
The goal of this section is to describe the ample and effective cones of Hpc, d, nq. For simplicity, we will assume c`d`1 ě n i.e. our subschemes span P n . In the case of Hp1, n´2, nq and Hpn´3, n´3, nq we will explicitly construct test curves and use them to show that thesee components are Mori dream spaces.
Since Gpr, nq is rational, we have h 1 pO Gpr,n" 0. is non-singular, the Weil divisors we define will be Cartier.
4.1. Hp1, n´2, nq with n ě 4.
Divisors.
Here are some effective divisors on Hp1, n´2, nq.
Consider the blow up map, π : Bl Γ 1 Gp1, nqˆGpn´2, nq ÝÑ Gp1, nqˆGpn´2, nq.
‚ Given a hyperplane Λ n´1 and a fixed point p P Λ n´1 , we obtain a divisor D 1 that is the locus of subschemes Z such that the linear span of Z X Λ n´1 Y tpu has dimension less than n´1 (the expected one). ‚ Let D 2 denote the strict transform of Op0, 1q P Pic Gp1, nqˆGpn´2, nq. Given a line Λ 1 , D 2 is just the locus of subschemes in Hp1, n´2, nq for which the n´2 dimensional component meets
denote the strict transform of Op1, 0q P Pic Gp1, nqˆGpn´2, nq. Given an pn´2q-plane
2 is also the locus of subschemes where the 1 dimensional component meets Λ n´2 ‚ Let N 1 denote exceptional divisor of π. This is also the locus corresponding to subschemes of that have an embedded line. ‚ Let N 2 denote the strict transform of Γ 2 . This is also the locus of subschemes having an embedded point (notice that Γ 2 is a divisor in Gp1, nqˆGpn´2, nq).
In particular, we have Pic Hp1, n´2, nqq " ZD 1 ' ZD 2 ' ZN 1 .
Curves. Here are some curves on Hp1, n´2, nq. Each type of curve has two versions, depending on whether we are using a pencil of lines or a pencil of pn´2q-planes. We start with moving curves in Hp1, n´2, nq and avoid subschemes with embedded lines.
‚ Let B 1 denote a pencil of pn´2q-planes contained in a hyperplane union a fixed line (with a single member having a uniquely determined embedded point). Explicitly, the pencil is tpx 0 , sx 1t
x 2 qpx 2 , . . . , x n qu rs:tsPP 1 . ‚ Let B 1 1 denote a general pencil of lines contained in a 2-plane union a fixed pn´2q-plane not containing any of the lines (with a single member having a uniquely determined embedded point). Explicitly, the pencil is tpx 0 , x 1 qpsx 1`t x 2 , . . . , x n qu rs:tsPP 1 .
Next is the moving curves in the divisor N 2 .
‚ Let B 2 denote a pencil of pn´2q-planes contained in a fixed hyperplane union a line in the hyperplane, lying on a unique n´2 plane of the pencil (there is a unique member in this pencil with an embedded line and all the members have embedded points).
2 denote a pencil of lines in a fixed 2-plane union a fixed pn´2q-plane that contains a unique member of the pencil. Now we define moving curves in Hp1, n´2, nq that avoid subschemes with embedded points. Choose a pencil tP t u t of lines from a ruling class of a non-singular quadric surface in Q Ď P 3 and let P 0 be a fixed line in the pencil. Choose a fixed n´2 dimensional linear space Λ n´2,0 such that Λ n´2,0 X Q " P 0 . Since P 0 Ď Λ n´2,0 , the pencil tP t u t induces a natural pencil tΛ n´2,t u t with P t Ď Λ n´2,t and span k pP t Y Λ n´2,t q X Q " P t for all t. Explicitly we can take Q " Vpx 0 x 3´x1 x 2 , x 4 , . . . , x n q and for any rs : ts we have, P rs:ts " Vpsx 2`t x 0 , sx 3`t x 1 , x 4 , . . . , x n q and Λ n´2,rs:ts " Vpsx 2`t x 0 , sx 3`t x 1 q. ‚ Let B 3 denote the pencil Λ n´2,t YP 0 where the embedded structure at t " 0 is uniquely determined. ‚ Let B 1 3 denote the pencil P t YΛ n´2,0 where the embedded structure at t " 0 is uniquely determined. , sx 0 x n´t x 1 x n´1 , x 2 , x 3 . . . , x n´2 qu rs:tsPP 1 .
Lemma 4.1. All the useful intersection numbers are as follows, 
Proof. The exceptional divisor N 1 is an extremal ray of the effective cone. Moreover, since B 2 is a moving curve in N 2 and N 2¨B2 ă 0, N 2 is also an extremal ray of the effective cone. At the moment the cone generated by D 2 , D 
D is a boundary face of the nef cone (they cannot be ample). Thus,
D is the nef cone and its interior is the ample cone. It is easy to see that codim Γ 1 " 4 and we obtain,
Since n ě 4,´K Hp1,n´2,nq lies in the ample cone and thus Hp1, n´2, nq is Fano. 4.2. Hpn´3, n´3, nq with n ě 5.
Here are some effective divisors on Hpn´3, n´3, nq.
‚ Given a point in a 4-plane Λ 0 P Λ 4 we obtain a divisor D 1 that is the locus of subschemes Z such that the linear span of Λ 0 Y pΛ 4 X Zq has dimension less than 4. ‚ Given a line in a 3-plane Λ 1 Ď Λ 3 we obtain a divisor D 2 that is the locus of subschemes Z such that the linear span of Λ 1 Y pΛ 3 X Zq has dimension less than 3. ‚ Given a 2-plane Λ 2 we obtain a divisor D 3 that is the locus of subschemes Z meeting Λ 2 . Consider the sequence of blowups,
‚ Let N 1 denote the strict transform of the exceptional divisor under the first blowup. This is also the locus corresponding to subschemes that are generically non-reduced (generically, a double structure on an pn´3q-plane). ‚ Let N 2 be the exceptional divisor of the second blow up. This is the locus corresponding to subschemes with an embedded pn´4q-plane. ‚ Fix a 5-plane, Λ 5 and let N 3 locus of subschemes where the intersection of the two subspaces in the pair intersects Λ 5 . If n " 5, this would be the locus of subschemes with an embedded point.
Curves.
Here are some test curves on Hpn´3, n´3, nq.
‚ Let C 1 denote the curve obtained by choosing two pn´3q-planes that meet along an embedded pn´4q-plane and then varying the embedded pn´4q-plane in a pencil. Explicitly, for rs : ts P P 1 we let,
Away from s, t " 0, the curve is an intersection of Vpx 0 , x 1 , x 2 q and Vpx 0 , x 1 , x 3 q along a pure embedded pn´4q-plane. ‚ Let C 2 denote the curve obtained by choosing a generically non-reduced pn´3q-plane with an embedded pn´5q-plane, and degenerating it to a generically non-reduced pn´3q-plane with an embedded pn´4q-plane and embedded pn´5q-plane. Explicitly, for rs : ts P P 1 we let,
Away from s, t " 0, the ideal of the point is px
. ‚ Let C 3 denote the curve obtained by choosing two pn´3q-planes meeting along an embedded pn´4q-plane and then degenerating one of the planes onto the other plane while keeping the embedded structure fixed. Explicitly, for rs : ts P P 1 we let,
Away from s, t " 0, the ideal of the point is
‚ Let C 4 denote the curve obtained choosing two pn´3q-planes meeting along an embedded pn´5q-plane, then degenerating one of the planes so that the limit ends up with an embedded pn´4q-plane. Explicitly, for rs : ts P P 1 we let,
Away from s, t " 0, the ideal of the point is,
We now define moving curves in Hpn´3, n´3, nq that only have a single type of embedded structure: ‚ Let C 5 denote the curve which away from r0 : 1s is a pn´3q-plane pair but at r0 : 1s is a pair of pn´3q-planes meeting along an embedded n´5 plane. Explicitly, for rs : ts P P 1 we let,
‚ Let C 6 denote the curve which away from r0 : 1s is a pn´3q-plane pair but at r0 : 1s is a pair of pn´3q-planes meeting along a pure embedded pn´4q-plane. Explicitly, for rs : ts P P 1 we let,
‚ Let C 7 denote a curve which away from r0 : 1s is a pn´3q-plane pair but at r0 : 1s is a pure double structure on an pn´3q-plane. Proof. We will explain the intersection numbers with D 1 and leave the rest to the reader. Choose a general 4-plane Λ 4 " Vpℓ 1 , . . . , ℓ n´4 q and a general point Λ 0 on it. We will start with the curves C 2 , C 3 , C 4 . We will write C i ps ,tq to denote the subscheme at the point rs : ts on C i . For each rs : ts P P 1 we have,
Lemma 4.3. All the useful intersection numbers are as follows,
This implies that if Z is a point on C 2 then Z X Λ 4 always spans a P 3 » Vpℓ 1 , . . . , ℓ n´4 , x 2 q. Since a general choice of a point Λ 0 will not lie in this P 3 , the linear span Λ 0 Y pΛ 4 X Zq will always be 4 dimensional. Thus, D 1¨C2 " 0. Similarly, for rs : ts P P 1 one can check that,
Here α, β are constants not depending only on the ℓ i and not on the s, t. Since the linear span of C ps ,tq 3 X Λ 4 is always a fixed P 3 , we once again obtain D 1¨C3 " 0. The case of C 4 is even easier as a general Λ 4 will be disjoint from any embedded n´5 plane. Thus,
Since the linear span of C 4 ps ,tq X Λ 4 is always P 3 » Vpℓ 0 , . . . , ℓ 4 , x 0 q and we obtain D 1¨C4 " 0. Let's now show that D 1¨C1 is supported on a single point p. Notice that,
Thus, as we vary rs : ts, span k pC ps ,tq 1 X Zq is a pencil of 3-planes in P 4 » Vpℓ 0 , . . . , ℓ n´4 q. Thus, for a generic choice of Λ 0 , there will be exactly one rs : ts for which Λ 0 P span k pC 1 ps ,tq X Zq. By using our explicit affine charts on Bl Γ 2 Bl Γ 1 Gpn´3, nq 2 constructed in Theorem 2.3 and the push-pull formula (as we are working on the branched cover) one can check that the intersection of D 1 and C 1 is transverse at the unique point. A similar computation shows D 1¨C5 " 1.
Proposition 4.4. For n ě 5, the effective cone of Hpn´3, n´3, nq is generated by N 1 , N 2 , N 3 and its nef cone is generated by Hp2, 2, 5q and Hp3, 3, respectively. Proof. N 1 , N 2 are extremaly rays of the effective cone and since C 4 is a moving curve in N 3 with C 4¨N3 ă 0, N 3 is also an extremal ray. Using the curves C 5 , C 6 , C 7 and arguing as in Theorem 4.2 we see that N i generate the effective cone. By varying the flags it is easy to see that the D i are base point free. Since C 1¨D2 " D 3 " 0 we see that the face xD 2 , D 3 y is an extremal face of the nef cone. Using C 2 , C 3 we see that xD 1 , D 3 y and xD 1 , D 2 y are also extremal faces, giving us the desired nef cone.
Let X " Bl Γ 2 Bl Γ 1 Gpn´3, nq 2 , G " Z{2Z and Y " Bl Γ 1 Gpn´3, nq 2 . Let g : X ÝÑ X{G be the branched cover with ramification divisor E 1 and let φ : X ÝÑ Y the blowup with exceptional divisor E 2 . Also write E 3 for the strict transform of Op1, 1q Ď Gpn´3, nq 2 in X. We have the following commutative diagram, X X{G Y Y{G g φ Write K X{G " aN 1`b N 2`c D 3 with a, b, c unknown. Notice that g˚N 1 " 2E 1 , g˚N 2 " E 2 and g˚D 3 " E 3 . Riemann-Hurwitz implies K X " g˚K X{G`E1 and the canonical divisor formula for a blow up implies K X "´pn`1qE 3`p 3n´7qE 1`p 2n´7qE 2 . Commutativity of the above diagram implies, 2aE 1`b E 2`c E 3 " g˚K X{G " p3n´8qE 1`p 2n´7qE 2´p n`1qE 3 .
Thus,
K X{G " p3n´8qpD 3´D2 q`p2n´7qp2D 2´D1´D3 q´pn`1qD 3 "´2D 3`p n´6qD 2´p 2n´7qD 1 .
If n " 5,´K X{G is clearly ample and thus Hp2, 2, 5q is Fano. If n " 6, we have for any ǫ P Q ą0 that K X{G´ǫ D 2 " 2D 3`ǫ D 2`5 D 3 is ample. For small enough ǫ, the pair pX{G, ǫD 2 q is Kawamata log terminal and thus Hp3, 3, 6q is log-Fano.
To prove that Hpn´3, n´3, nq is a Mori dream space for other n we will first show that Hp2, 2, nq is Mori dream space and admits a finite surjective map to Hpn´3, n´3, nq. Then [S16] would imply that Hpn´3, n´3, nq is a Mori dream space. This is motivated by the fact that it is shown in [CCN11] that Hp1, 1, nq contracts onto Hpn´2, n´2, nq.
4.3. Hp2, 2, nq for n ě 6.
Divisors.
Here are some effective divisors (throughout, Λ i denotes an i-plane):
‚ Given a flag Λ n´5 Ď Λ n´1 we obtain a divisor D 1 1 that is the locus of subschemes Z such that the linear span of Λ n´5 Y pΛ n´1 X Zq has dimension less than n´1. ‚ Given a flag Λ n´4 Ď Λ n´2 we obtain a divisor D 2 that is the locus of subschemes Z such that the linear span of Λ n´4 Y pΛ n´2 X Zq has dimension less than n´2. ‚ Denote by D be the locus of subschemes having an embedded point.
Curves.
To define the test curves we mimic Remark 3.6/3.7 of [CCN11] . Indeed, choose a Λ n´6 and a complementary Λ 5 and consider the linear projection, pr : P n´Λ n´6 ÝÑ Λ 5 . Then there is a natural rational map given by projecting, Hp2, 2, nq Hp2, 2, Λ 5 q, Z Þ Ñ prpZq.
‚ It is easy to see that the D 1 i
and N 1 i are just pullbacks of D i and N i , respectively, along this projection. Since the factorization, Hp2, 2, Λ 5 q ãÑ Hp2, 2, nq Hp2, 2, Λ 5 q is just the identity, we can choose natural curves C 1 i Ď Hp2, 2, nq such that their image under the projection is C i . This implies that C 1 i¨D 1 i " C i¨Di and C 1 i¨N 1 i " C i¨Ni (also see Lemma 4.3). ‚ Choose a 2-plane P 1 and a complementary 3-plane, Λ 3 . Let C 1 8 denote a pencil of 2-planes in Λ 3 union P 1 . ‚ Choose two 2-planes, P 1 , P 2 meeting at a point p. Then choose a line Λ 1 complementary to the 4-plane spanned by P 1 Y P 2 (we can do this since n ě 6). Then for each q P Λ 1 there is a unique embedded structure on P 1 Y P 2 at p such that the linear span of the subscheme contains q (intuitively, the embedded point, points towards q). Varying q gives a one paramater family C 1 9 . (More generally we could have chosen a subscheme Z parameterized by Hp2, 2, nq with an embedded point; let Z 1 be the subscheme of Z without its embedded point. Then we can replace P 1 Y P 2 with Z 1 ) Since Hp2, 2, nq is a Hp2, 2, 5q fibration over Gp5, nq, we have Pic Hp2, 2, nq » Z 1´p n´5qF. Thus,´K Hp2,2,nq is ample and [S16] implies that Hpn´3, n´3, nq is a Mori dream space.
We can now define divisors more generally on Hpn´k, n´k, nq: Definition 4.7. Let n ě 2k´1. Let π : Hpn´k, n´k, nq ÝÑ Sym 2 Gpn´kq be the composition of all the blow ups. For each 1 ď i ď k´1 let N i denote the strict transform in Hpn´k, n´k, nq of the i-th exceptional divisor of π. Given a p2k´1q-plane, Λ 2k´1 we let N k denote the locus of subschemes where the intersection of the two subspaces in the pair meets Λ 2k´1 . Note that N 1 is the locus of generically non-reduced schemes and N i , for 2 ď i ď k´1, is the locus of subschemes with an embedded pn´k´iq-plane.
It is clear that the N i are extremal rays of the effective cone (for N k argue as in the cause of Hpn´3, n3 , nq). Similarly, we can construct pencils such that from r0 : 1s, it is a pn´kq-plane pair, but at r0 : 1s it is a pair of pn´kq-planes meeting along an pure embedded pn´2k`iq-plane. As we noted in Proposition 4.4 this implies that xN 1 , . . . , N i´1 , x N i , N i`1 , . . . , N k y is an extremal face; thus the N i generate the effective cone.
Definition 4.8. Let n ě 2k´1. For each 1 ď i ď k´1 choose an pi´1q-plane Λ i´1 in a p2k´1´iq-plane, Λ 2k´1´i and let D i denote the locus of subschemes Z such that the linear span of Λ i´1 Y pZ X Λ 2k´1´i q has dimension less than 2k´i´1. Let D k denote the locus of subschemes meeting a fixed k-plane, Λ k .
By varying the flag one can see that the D i are base point free. Finally, by generalizing the curves we constructed for Proposition 4.4, we obtain the following result: Theorem 4.9. Let n ě 2k´1. The effective cone and the nef cone of Hpn´k, n´k, nq are simplicial, with the effective cone generated by the N i and the nef cone generated by the D i .
Arguing as in Corollary 2.14 shows that the comparison theorem holds for J n . The computation of the tangent space is very similar to Lemma 3.4, and leave it to the reader. In particular, a general ϕ P HompJ n , S{J n q 0 is of the form, and pR{Jqru 1 , . . . , u 9 s is a versal deformation space. Adding back the trivial deformations gives the universal deformation space.
Finally, since the comparison theorem holds the universal deformation space of J n is analytically isomorphic to the H n near rJ n s. Thus H n is Cohen-Macualay (resp. Gorenstein) for n ě 4 (resp. n " 3) near J n . By Proposition 5.3, any singular point rIs is projectively equivalent to rJ n s.Thus the universal deformation space of I is isomorphic to J n and we have the desired result.
5.2. Hypersurface and ď 3 isolated points.
Theorem 5.5. Let P d ptq be the Hilbert polynomial of a degree d hypersurface in P n . For k ď 3, Hilb P d ptq`k P n is non-singular and,
Proof. Let rZs be a subscheme of Hilb P d ptq`k P n then it is easy to see that I Z " I H¨IY , where H is a hypersurface and Y is a finite subscheme of length k. Moreover, this is unique (Proposition 2.4 in [CN12] ). Thus, we have a bĳective morphism, Hilb P d ptqˆH ilb k P n ÝÑ Hilb P d ptq`k P n , prHs, rYsq Þ Ñ rI H¨IY s.
Since the left hand side is non-singular for k ď 3 to conclude it is an isomorphism it suffices to show that the right hand side is non-singular. 
