INTRODUCTION
In some simulation applications quantiles are of interest instead of, or in addition to, the mean and the variance. 
The third estimator, proposed by Avramidis and Wilson (1995) , is the linear combinatioñ
here~= [nq + 0.51 -(nq + O. 5). The weights result from taking the empirical cdf to be a piece-wise linear function,~x(x), equal to (i -0.5) / n at x = X(i) and equal to zero for .x< X(l) and equal to one for x > X(n).
The fourth estimator, from Schmeiser (1975) , is the In this section we show that the cyclic behavior of OBQ, and the changes in the cyclic behavior depending on the distribution shape and the quantile value, make it very difficult to choose the "best" batch size and the "best" point estimator.
In our finite sample size discussions we use the criterion that an acceptable mse is one that satisfies
For all of our figures we indicate the mse value that satisfies the above criterion with a solid line.
In Figure 2 shows, however, that the above observations are specific to the uniform distribution.
For the exponential distribution the absolute bias of OBQ seems to be the same with ;q (lcS) and ;q (lcA). Since, in this case, OBQ has less variance with~q (lcS), it has the minimal mse with iq (lcS). Even with~q (lcS), however, only a few batch sizes result in mse below 10-10.
5.1.2
Effects of q Estimating extreme quantiles is more difficult than estimating the median. As \ 0.5 -q I increases, estimating Xq gets more difficult, in the sense that more data are needed for the same amount of accuracy. We observe the same effect of q on the performance of OBQ. With the same sample size when q=O.5 more point estimators for more batch sizes satisfy our criterion given by (2) than when either q= 0.1 or q=O. 9. The performance of OBQ is, however, not symmetric for q= 0.1 and q= 0.9 even for symmetric distributions. and 60.
The penalty for choosing a wrong batch size is less than that observed for q=O. 1. 
