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We revisit the dynamics of a Bose-Einstein condensate in a double-well potential, from the regime
of Josephson plasma oscillations to the self-trapping regime, by means of the Bogoliubov quasi-
particle projection method. For very small imbalance between left and right wells only the lowest
Bogoliubov mode is significantly occupied. In this regime the system performs plasma oscillations
at the corresponding frequency, and the evolution of the condensate is characterized by a periodic
transfer of population between the ground and the first excited state. As the initial imbalance is
increased, more excited modes – though initially not macroscopically occupied – get coupled during
the evolution of the system. Since their population also varies with time, the frequency spectrum of
the imbalance turns out to be still peaked around a single frequency, which is continuously shifted
towards lower values. The nonlinear mixing between Bogoliubov modes eventually drives the sys-
tem into the the self-trapping regime, when the population of the ground state can be transferred
completely to the excited states at some time during the evolution. For simplicity, here we consider
a one-dimensional setup, but the results are expected to hold also in higher dimensions.
I. INTRODUCTION
Two weakly coupled Bose-Einstein condensates
(BECs) in a double-well potential constitute a paradig-
matic system for investigating the physics of bosonic
Josephson junctions [1–4]. Owing to the nonlinear char-
acter of the interactions, this system exhibits different
dynamical behaviors, ranging from Josephson plasma
oscillations (in the limit of very small imbalance between
the population of the two wells) [5], to macroscopic self-
trapping where – above a critical value of the imbalance
– the population of the two wells is almost locked to the
initial value [3, 4, 6]. Due to the conceptual importance
of these phenomena, BECs in double-well potentials and
arrays of coupled boson Josephson junctions have been
extensively investigated in the last two decades both
theoretically [2, 3, 7–29] and experimentally [4, 6, 30–38],
as well as their counterparts with fermionic superfluid
atomic samples [39–42].
The physics of these systems is well captured by a
two-mode approximation of the Gross-Pitaevskii equa-
tion, each mode being localized in one of the two wells,
which allows for an effective description in terms of only
two parameters, namely the population imbalance z(t)
and the phase difference φ(t) between the left and right
components. Here we provide a complementary descrip-
tion by means of the quasiparticle projection method of
Ref. [43], extending the Bogoliubov treatment of Ref.
[29] to the case of arbitrary initial imbalance. For the
sake of simplicity, we shall restrict the analysis to the
case of a (quasi) one-dimensional condensate [44]
We find that in the regime of a small initial imbalance,
where only one Bogoliubov mode is significantly occu-
pied and the system performs plasma oscillations at the
corresponding frequency [29], the evolution of the con-
densate is characterized by a periodic transfer of popula-
tion between the ground state and the first excited state.
As the initial imbalance is increased, more Bogoliubov
modes get coupled during the evolution of the system,
and their population also varies with time, contrarily to
what happens in a linear system. As a consequence,
the frequency spectrum of the imbalance turns out to
be still peaked around a single frequency which is shifted
towards lower values, rather than getting relevant contri-
butions at higher frequencies, where Bogoliubov modes
are located. By further increasing the initial imbalance,
the population of the ground state can be completely
transferred to the excited states at some time during the
evolution, driving the system into the macroscopic self-
trapping regime.
The paper is organized as follow. In Sec. II we in-
troduce the formalism, reviewing the definition of the
two-mode approach (IIA) and of the quasiparticle Bo-
goliubov expansion (II B). Then, in Sec. III we present
the results by discussing the behavior of the system in the
regime of Josephson plasma oscillations (III A), the self-
trapping regime (III C), and that intermediate between
the former two (III B), highlighting the role of non-linear
mixing (III D). Final considerations are drawn in the con-
clusions.
II. MODEL
Let us consider the following (dimensionless) Gross-
Pitaevskii equation [29]
i∂tψ(x, t) =
[
−1
2
∇2x + V (x) + u0|ψ(x, t)|2
]
ψ(x, t) (1)
with
V (x) =
1
2
(x + δx)
2
+ V0e
−2x2/w2 , (2)
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FIG. 1. Plot of the critical initial imbalance z0c vs u0, as
obtained from the solution of the GP equation (solid line).
The shaded area indicates the self-trapping (ST) regime, for
µ/V0 = 0.25. Empty squares on the vertical dashed line rep-
resent the values of z0 and u0 considered in this paper. The
prediction of the TM model [3] in Eq. (9) is also shown as a
reference (dotted line).
and
∫
dx|ψ(x)|2 = 1, describing a (quasi) one dimensional
condensate trapped in a double-well potential. The latter
is composed by a harmonic potential term, plus a barrier
of intensity V0 and width w, with δx providing a relative
shift between the two. Here we are interested in describ-
ing the dynamics triggered by an initial population im-
balance between the two wells. This can be obtained by
preparing the system in the ground state ψg(x) = ψ(x, 0)
of the above potential with δx 6= 0, and then suddenly
switching δx = 0 at t = 0 (only the harmonic potential
is shifted, the barrier does not move). The ground state
ψg(x) is obtained from[
−1
2
∇2x + V (x) + u0|ψg(x)|2
]
ψg(x) = µψg(x), (3)
with µ being the condensate chemical potential. As for
the parameters, here we choosew = 0.3 and V0 = 50, that
correspond to a double-well configuration within reach of
current experiments (see e.g. Ref. [42]), whereas the in-
teraction strength u0 and the initial shift δx are taken as
free parameters, and will be varied for exploring differ-
ent regimes (see later on). In particular, δx, is chosen in
order to produce the desired initial imbalance z0.
As it is known, in the limit of very small initial imbal-
ance the system performs Josephson plasma oscillations
[1], and eventually enters a self-trapping (ST) regime at
a critical imbalance [3] whose specific value depends on
the strength u0 of the nonlinear term (see Fig. 1). The
dynamics of the system will be analyzed by means of an
expansion over the Bogoliubov modes, by comparing with
the exact evolution and the two-mode (TM) approach.
A. Two-mode model
Usually, the dynamics of a condensate in a double-well
potential is treated by means of the two-mode approach,
which consists in writing the condensate wave function
as (see e.g. [29, 45] and references therein)
ψ(x, t) = cL(t)ψL(x) + cR(t)ψR(x), (4)
where the functions ψL,R(x) are localized in the left and
right well, have unit norm, and are orthogonal to each
other, 〈ψL|ψR〉 = 0. Though somewhat approximate, –
and not entirely justified from the formal point of view
[29] – the two-mode model provides an effective descrip-
tion of the double-well system in several respects, and will
be used in the rest of the discussion as a reference. Here
we construct the two-modes ψL,R(x) from the ground
state ψg(x) (symmetric) and the first-excited solution
ψ1(x) (antisymmetric) of the stationary GP equation
[46]. Namely, we take the following linear combination,
ψL/R ≡ (ψg ± ψ1)/
√
2 [45], corresponding to the most
common approach in the literature [9, 13, 18, 33, 45, 47–
49]. Then, by defining (α = L,R)
cα(t) =
√
Nα(t)e
iφα(t), (5)
and
K ≡ −
∫
dxψα(x)Hˆ0ψβ(x)
Uαmnβ ≡ u0
∫
dxψα(x)ψm(x)ψn(x)ψβ(x) (6)
one gets the following equations for the phase difference
φ ≡ φα − φβ and the imbalance z ≡ Nβ −Nα [13],
z˙
2K
= (2Λ1 − 1)
√
1− z2 sinφ+ (1 − z2)Λ2 sin 2φ, (7)
φ˙
2K
= (Λ − 2Λ2)z + (1− 2Λ1)z√
1− z2 cosφ− zΛ2 cos 2φ, (8)
with Λ ≡ Uαααα/2K, Λ1 ≡ Uαααβ/2K, Λ2 ≡ Uααββ/2K.
In the following, this set of equations will be referred to
as the full two-mode (fTM) model. When the terms Λ1
and Λ2 can be neglected, it reduces to the well-known
two-mode (TM) model by Smerzi et al. [3].
We recall that the TM model predicts that the sys-
tem enters the ST regime when the parameter Λ exceeds
a critical value Λc. For φ0 = 0, it takes the following
value: Λc(z0) = 2(
√
1− z20 + 1/z20) [3]. Here, we shall
use as independent parameter u0 rather than Λ (which
will depend on u0). Then, the previous equation can be
easily inverted, yielding
z0c =
(
2
√
Λ(u0)− 1
)
/Λ(u0). (9)
As shown in Fig. 1, this formula provides a good estimate
for the actual critical imbalance extracted from the GP
equation, in the whole range considered (u0 ∈ [1, 200]).
B. Bogoliubov approach
As a complementary description, here we employ the
quasiparticle projection method introduced by Morgan
3et al. in Ref. [43]. It amounts to a Bogoliubov expansion
[50, 51] where the condensate and quasiparticle popula-
tions are allowed to vary with time, namely
ψ(x, t) = e−iµt/~ [ψg(x)(1 + bg(t)) + δψ(x, t)] , (10)
with
δψ(x, t) =
∑
i>0
bi(t)u˜i(x) + b
∗
i (t)v˜
∗
i (x). (11)
The functions u˜i(x) and v˜i(x) are the Bogoliubov eigen-
modes, with the tilde indicating that they are chosen to
be orthogonal to ψg(x) [52]. They are solutions of (from
now on we fix ψ∗g = ψg without loss of generality) [53]( L gψ2g
−gψ2g −L
)(
u˜i
v˜i
)
= ωi
(
u˜i
v˜i
)
, (12)
with
L ≡ −1
2
∇2x + V (x) + 2gψ2g − µ. (13)
The solutions of Eq. (12) satisfy the following orthogo-
nality relations [54]∫
dx [u˜∗i (x)u˜j(x) − v˜∗i (x)v˜j(x)] = δij , (14)∫
dx [u˜i(x)v˜j(x)− v˜i(x)u˜j(x)] = 0. (15)
The coefficients bg(t) and bi(t) are given by [43]
bg(t) =
∫
dx
[
ψg(x)ψ(x, t)e
iµt
]− 1, (16)
bi(t) =
∫
dx
[
u˜∗i (x)ψ(x, t)e
iµt− v˜∗i (x)ψ∗(x, t)e−iµt
]
. (17)
In the linear regime, when the modes remain decou-
pled during the whole evolution, the coefficients bi(t) are
solutions of ib˙i(t) = ωibi(t), namely [43, 50]
bi(t) = bi0e
−iωit, (18)
where the coefficients bi0 ≡ bi(0) (which do not depend
on time) are fixed by the initial conditions, see Eq. (17)
bi0 =
∫
dx [u˜∗i (x) − v˜∗i (x)]ψg(x). (19)
Imbalance. To construct the population imbalance be-
tween the right and left wells we start by integrating the
particle density
n(x, t) ≡ |ψ(x, t)|2 ≃ |1 + bg(t)|2|ψg(x)|2 (20)
+ 2Re
[
ψg(x)(1 + b
∗
g(t))
∑
i
(bi(t)u˜i(x) + b
∗
i (t)v˜
∗
i (x))
]
over the positive and negative x semi-axis. By taking
into account the symmetries of the problem we have
NR,L(t) = A(t)±B(t) (21)
with
A(t) = |1 + bg|2
∫ +∞
0
dx |ψg|2
+ 2Re
[
(1 + b∗g)
∑
i∈even
(
bi
∫ +∞
0
dx ψgu˜i + b
∗
i
∫ +∞
0
dx ψg v˜
∗
i
)]
,
B(t) ≃ 2Re
[(
1 + b∗g
)∑
i∈odd
(
bi
∫ +∞
0
dx ψgu˜i + b
∗
i
∫ +∞
0
dx ψg v˜
∗
i
)]
.
(22)
Then, the imbalance z(t) ≡ NR(t)−NL(t) is
z(t) = 2B(t). (23)
Remarkably, only the Bogoliubov excitations with odd i
contribute to the imbalance, owing to the symmetries of
the system. In the linear regime we have (using also the
fact that in our case u˜i, v˜i can be chosen real without
loss of generality)
B(t) ≃ 2
∑
i∈odd
[
bi0
∫ +∞
0
dx ψg (u˜i + v˜i)
]
cos(ωit)
≡ 2
∑
i∈odd
B0i cos(ωit). (24)
III. RESULTS AND DISCUSSION
Here we shall discuss the evolution of the imbalance
for different values of its initial value z0 ≡ z(0) (through-
out this work we set φ0 ≡ φ(0) = 0), discussing the
behavior of the system in terms of the quasiparticle pro-
jection method [43] introduced in the previous section.
The general behavior of z(t) has already been extensively
studied, at least in the framework of the TM model, see
e.g. the seminal Ref. [3]. In the rest of this paper we
fix the ratio µ/V0 ≡ 0.25, a value that characterizes a
typical Josephson regime (with the chemical potential
much lower than the barrier height [45]). The explicit
behavior of the imbalance evolution is shown in Fig. 2
for u0 = 4 and z0 = 0.1, 0.3, 0.5, 0.7 (empty squares in
Fig. 1), ranging from the regime of Josephson plasma
oscillations (z0 . 0.1), to the ST regime (z0 & 0.62). A
detailed description of the different dynamical behaviors
and of the various lines plotted in the figure is given in
the following.
A. Josephson plasma oscillations
In the limit of very small imbalance, the system per-
forms Josephson plasma oscillations characterized by a
frequency ωJ . This frequency corresponds to the energy
of the lowest Bogoliubov mode [29]. In fact, in this limit
only one Bogoliubov mode is occupied, the system is in
4-1
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FIG. 2. Evolution of the normalized imbalance, z(t)/z0, for
z0 = 0.1 (a), 0.3 (b), 0.5 (c), 0.7 (d). The different lines corre-
spond to the solution of the GP equation (solid purple line),
the TM model [dotted green line, in (a)], and the prediction
of the quasiparticle projection method in Eq. (23), with B(t)
given by Eq. (22) [short-dashed orange line, in (b)-(d)] and
Eq. (24) [dot-dashed cyan line, in (a)-(c)].
the linear regime, and z(t) is well reproduced by Eqs.
(23), (24) with the only contribution of B01, namely [29]
z(t) = 4B01 cos(ω1t). (25)
This is shown in Fig. 2(a), where the GP prediction
(solid purple line) is perfectly reproduced by that of Eq.
(25) (dotted cyan line). In general, if u0 is not too large,
namely the interaction term does not exceed significantly
the kinetic one, also the frequency obtained from the TM
model [3, 29, 45, 55]
ωTMJ = (2K/~)
√
1 + Λ (26)
can provide a reasonable estimate. In the present case
(µ/V0 = 0.25, u0 = 4), the prediction of the TM model –
that here coincides with that of the fTM model – exceeds
the exact frequency by approximately a 8% (ωJ = 0.595,
ωTMJ = 0.643), see the dotted green line in Fig. 2(a).
This difference may increase further by increasing u0 [29].
In this regime we also have∫
dx|ψ(x, t)|2 ≃ ng(t) + ne1(t) (27)
, where ng(t) ≡ |1+ bg(t)|2 represents the (relative) pop-
ulation of the ground state, and
ne1(t) ≡ |b10|2
∫
dx
(|u˜1|2 + |v˜1|2)
+ 2b210 cos(2ω1t)
∫
dxu˜1v˜1 (28)
that of the first Bogoliubov excitation, the other excited
modes being essentially irrelevant. The evolution of ng
and ne1 is plotted in Fig. 3(a) for z0 = 0.1 (the other
0
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FIG. 3. Evolution of the occupation number of the ground
state and of the Bogoliubov modes, ng and ne respectively,
for z0 = 0.1 (a), 0.3 (b), 0.5 (c), 0.7 (d). Notice that in (a),
where only the lowest excited mode is appreciably populated,
ne ≡ ne1 , the oscillation period of the population is half of
that of the imbalance, namely T = pi/ω1, see Eq. (28).
three panels will be discussed later on). A sinusoidal os-
cillation – with frequency 2ω1, see Eq. (28) – is clearly
visible in Fig. 3(a). It corresponds to a (small) periodic
transfer of population between the ground state and the
first excited state, contrarily to what happens in a truly
linear system, where the occupation number of each en-
ergy level is constant.
B. Intermediate regime
In general, when one increases the initial imbalance z0,
the form of z(t) changes, and its frequency (the inverse of
the period) changes as well [3], see Fig. 2(b) and 2(c). In
particular, before entering the ST regime, the imbalance
is still characterized by periodic oscillations, but with a
frequency ω that is shifted with respect to the plasma
value ωJ as an effect of the nonlinearity, see Fig. 4(a).
These changes are reflected in the change of the Fourier
spectrum, in Fig. 4(b). Remarkably, in this regime the
spectrum is still peaked around a single frequency, that is
shifted continuously towards lower frequency values with
respect to ωJ ≡ ω1, contrarily to the naive expectation of
having more Bogoliubov modes macroscopically occupied
(the first Bogoliubov frequencies is indicated by the solid
(red) point on the horizontal axis of Fig. 4(b), higher
modes lye far outside the present range). In fact, we find
that the system exits the linear regime, namely Eq. (24)
fails in reproducing the actual behavior of z(t) – see Fig.
2(b) and 2(c) – even if higher Bogoliubov modes have
an initial population that is still below 1% that of the
lowest mode. In other words, the linear approach fails
not because some of the other excited modes are initially
macroscopically occupied (as it would be the case for a
truly linear system), but because of the nonlinear mixing
during the evolution of the system.
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FIG. 4. (a) Frequency ω = 2pi/T of the oscillations of z(t) as a
function of the initial imbalance z0 obtained from the solution
of the GP equation and from the TM and the fTM models.
(b) Fourier spectrum of z(t) (calculated over an interval of
size t = 103), for different values of the initial imbalance z0.
The (red) point on the horizontal axis indicate the value of
the first Bogoliubov frequency, ω1 ≃ 0.6. Higher modes lye
far outside the present range (e.g. ω2 ≃ 1.84, ω3 ≃ 2.19).
In this regime, the analog of the decomposition (28)
becomes more complicated as the contribution of all the
excited modes to the total density is now
ne(t) =
∑
i,j
[
bi(t)b
∗
j (t)
∫
dx(u˜iu˜
∗
j + v˜
∗
j v˜i)
+bi(t)bj(t)
∫
dxu˜iv˜j + b
∗
i (t)b
∗
j (t)
∫
dxu˜∗j v˜
∗
i
]
, (29)
meaning that it is not possible to write the total density
as the sum of separate contributions of each Bogoliubov
mode. The evolution of ng(t) and ne(t) is shown in Fig.
3 for increasing values of the initial imbalance z0. This
figure shows that the transfer of population between the
ground and the excited states increases by increasing z0.
Initially, when the system exits the linear regime but z0
is not too large [e.g. z0 = 0.3, Fig. 3(b)], ng(t) and
ne(t) are still characterized by sinusoidal oscillations. For
larger values of z0, the oscillations in the population de-
viates from this behavior, as it does the corresponding
imbalance [see e.g. Fig. 3(c) and Fig. 2(c)]. In any case,
the oscillations of ng(t) are always in phase with those of
|z(t)| (that is, the maximal imbalance is obtained when
the population of the ground state is maximal).
C. Self-trapping regime
By further increasing the initial imbalance z0, the pe-
riod of z(t) gets larger and larger (see also [3]), and even-
tually diverges at the critical value z0c where ω ∝ 1/T →
0, see Fig. 4(a) (z0c ≃ 0.62 in the present case). Notice
that the value of z0c obtained from the solution of the
GP equation is reproduced with great accuracy by the
fTM model (we have verified that this holds true even
for values of u0 larger than that considered in the present
paper). Remarkably, the onset of ST corresponds to a
situation in which the population of the ground state can
be transferred completely to the excited states, namely
when ng(t) = 0 at some t during the evolution, see Fig.
3(d). This feature is indeed a distinctive characteristic
of the ST regime. In this regime the imbalance is stuck
on the positive side (or the negative one, depending on
the initial conditions), still oscillating, but with an ir-
regular pattern [3]. The latter reflects in the shape of
the frequency spectrum, that significantly broadens and
acquires a relevant contribution from the low frequency
region, ω ≃ 0 [dotted-dashed orange line in Fig. 4(b)].
D. Non-linear mixing
Owing to the coupling between the different Bogoli-
ubov modes, see Eq. (29), we argue that |bi(t)|2 can-
not be identified with the occupation number of the i-th
quasiparticle level, contrarily to the the interpretation
given in Ref. [43]. However, since the coefficients bi(t)
represent the quasiparticle amplitudes in the sense of the
expansion (11), in the following we shall consider their
modulus squared |bi(t)|2 as a measure of the weight of
each mode in the system dynamics. Their evolution (for
i = 1, 2, 3, 4) is shown in Fig. 5(left), along with the
corresponding time-averaged values
〈|bi|2〉(t) ≡ 1
t
∫ t
0
|bi(t′)|2dt′, (30)
for the same values of the initial imbalance as in the
previous figures, namely z0 = 0.1, 0.3, 0.5, 0.7. In Fig.
5(right) we show the corresponding region of the com-
plex plane spanned by the real and imaginary parts of
bi(t) (here normalized to b1(0), for easiness of visualiza-
tion) during the evolution of the system. In Fig. 5(e) we
also show the trajectory of the lowest Bogoliubov mode
(i = 1) for z0 = 0.005, indicating that in the limit z0 → 0
the expected behavior is recovered: in this case the coeffi-
cient b1(t) is constant in modulus as dictated by Eq. (18)
for the linear regime, and the contribution of all higher
excited modes is negligible [29]. As z0 is increased, the
dynamics in the complex plane becomes chaotic, each
mode spanning a larger portion of the plane. Notice also
the change in the orbit shape, from circular (in the limit
z0 → 0) to elliptical (for z0 & 0.1). Both left and right
panels evidence a mixing between different modes, espe-
cially those with i = 2 and i = 3. Remarkably, the mode
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FIG. 5. (left) Evolution of (the modulus square of) the quasiparticle amplitudes |bi(t)|
2 (i = 1, 2, 3, 4, dotted lines, from top to
bottom) and of their corresponding time-averaged values 〈|bi|
2〉(t) [solid lines, see Eq. (30)], for z0 = 0.1 (a), 0.3 (b), 0.5 (c),
0.7 (d). (right) Evolution of the real ad imaginary part of bi(t) [normalized to the initial value of b1(t)] in the complex plane,
for z0 = 0.1 (e), 0.3 (f), 0.5 (g), 0.7 (h). The legends of the two figures are the same. The (black) circle in (e) represents the
trajectory for mode 1 in the limit z0 → 0 (here z0 = 0.005).
i = 2 – which, being even, does not contribute directly
to the imbalance, see Eqs. (22) and (23) – indeed af-
fects it through the mixing with other modes during the
evolution of the system.
IV. CONCLUSIONS
We have analyzed the dynamics of a (quasi) one-
dimensional Bose-Einstein condensate in a double-well
potential, from the regime of Josephson plasma oscilla-
tions to the self-trapping regime, by means of the Bogoli-
ubov quasiparticle projection method [43]. In the limit of
very small initial imbalance, the system performs Joseph-
son plasma oscillations characterized by the frequency of
the lowest Bogoliubov mode (the only Bogoliubov mode
being significantly occupied) [29]. In this regime, the evo-
lution of the system is characterized by a periodic transfer
of population between the ground state and the first ex-
cited state. As the initial imbalance is increased, the sys-
tem still performs periodic oscillations between the left
and right wells, but with a frequency that is continuously
shifted towards values lower than the plasma frequency.
This occurs because of the nonlinear mixing of the Bo-
goliubov modes during the evolution of the system, and
not because some of the excited modes (besides the low-
est one) are initially macroscopically occupied, contrarily
to what happens in a linear system. The frequency spec-
trum of the imbalance is therefore still peaked around a
single frequency, and the corresponding period diverges
when the system enters the self-trapping regime. This
corresponds to a situation in which the population of the
ground state can be transferred completely to the excited
states at some time during the evolution. This feature
is indeed a distinctive characteristic of the ST regime.
The present picture is expected to hold also in higher
dimensions.
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