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1RESUMEN
La reprogramación del metabolismo es un proceso característico del cáncer, habiéndose des-
crito diferencias a nivel metabólico entre subtipos de cáncer de mama. El objetivo de este tra-
bajo es, por un lado, caracterizar la respuesta de líneas celulares de cáncer de mama a dos
fármacos con dianas metabólicas (metformina y rapamicina) y, por otro lado, caracterizar tu-
mores de mama a nivel metabólico combinando datos de metabolómica y proteómica con un
modelo computacional del metabolismo.
Las líneas celulares de cáncer de mama mostraron una respuesta heterogénea al tratamiento
con metformina y rapamicina, provocando en algunos casos un arresto del ciclo celular. Poli-
morfismos en el gen SLC22A1 podrían ser la causa de la sensibilidad a metformina mostrada
por las células MDAMB468. Además, el análisis proteómico sugiere que los tratamientos pro-
vocan alteraciones de procesos como la transcripción. El modelo computacional del metabo-
lismo predice que el tratamiento con metformina produce una disminución en la proliferación
y una activación de enzimas relacionadas con estrés oxidativo, que se validó experimentalmen-
te. Se propone además el método de las actividades de los flujos para comparar patrones de
flujos entre condiciones.
En cuanto a la caracterización del metabolismo tumoral, las predicciones del modelo compu-
tacional del metabolismo son comparables al conocimiento clínico previo, y confirman la natu-
raleza más proliferativa de los tumores triples negativos y TN-like. Asimismo, es posible asociar
las actividades de los flujos con el pronóstico.
La estructura funcional, que ya había sido vista en los modelos gráficos probabilísticos basados
en expresión génica y proteómica, se mantiene con los datos de metabolómica. El análisis
combinado de los datos de expresión génica y metabolómica permitió establecer relaciones
entre genes y metabolitos. Combinando las actividades de los flujos con datos de metabolómi-
ca se observó coherencia funcional entre metabolitos y la actividad de flujo asociada.
En este trabajo, se emplearon modelos computacionales junto a datos ómicos para caracteri-
zar en líneas celulares la respuesta a fármacos que afectan al metabolismo y las diferencias a
nivel metabólico entre tumores de cáncer de mama. Además se propone un nuevo método
para comparar patrones de flujo que ha demostrado su utilidad para caracterizar respuesta a
fármacos y proponer nuevos factores con valor pronóstico. Finalmente, se creó una interfaz
para llevar a cabo los análisis con el modelo computacional del metabolismo sin necesidad de
conocimientos de programación.
3SUMMARY
Reprogramming of metabolism is a hallmark of cancer. It is described that breast cancer sub-
types present differences in metabolic processes, being drugs targeting metabolism good can-
didates for treatment of this disease. The aim of this work is, on the one hand, the characteri-
zation of the response against two drugs targeting metabolism (metformin and rapamycin)
and, on the other hand, the characterization of breast tumors at a metabolic level using
metabolomics and proteomics data and computational metabolic models.
Breast cancer cell lines showed a heterogeneous response against metformin and rapamycin,
causing a cell cycle disruption. Polymorphisms in SLC22A1 may be the reason of the sensibility
of MDAMB468 to metformin. On the other hand, proteomics analyses suggest differences in
functional processes, such as transcription, due to the treatments. Moreover, the metabolic
computational model predicts a decrease in growth and an activation of enzymes related with
oxidative stress (experimentally validated) caused by metformin. A method to compare flux
patterns named flux activities was also proposed.
Predictions from computational metabolic models are comparable with previous clinical
knowledge, being more proliferative triple negative and TN-like tumors. It was also possible to
associate flux activities with prognosis.
Strikingly, the functional structure showed in probabilistic graphical models from gene or pro-
tein expression data is remained in metabolomics. Combining gene expression and metabo-
lomics data, it was possible to establish relationships between genes and metabolites. Combin-
ing flux activities and metabolomics data coherence was showed between metabolites and the
associated flux activity.
In this work, computational models, proteomics, metabolomics and gene expression data were
employed to characterize response against drugs targeting metabolism in cell lines and meta-
bolic differences between breast tumors. Additionally, a new method to compare flux patterns
was proposed and it has demonstrated its utility in the characterization of response and its
association with prognosis. Finally, the creation of an interface allows the management of
computational metabolic models.
Lastly, an interface was created in order to manage metabolic computational models without
the necessity to know programming.
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HR: De sus siglas en inglés, Hazard Ratio.
IA: Inhibidores de la aromatasa.
IMPaLA: De sus siglas en inglés, Integrated Molecular Pathway Level Analysis.
LDHB: Lactato deshidrogenasa B.
MGP: Modelos gráficos probabilísticos.
MPA: De sus siglas en inglés,Metabolic Phenotypic Analysis.
MTF: Metformina.
mTOR: De sus siglas en inglés,mammalian target of rapamycin.
m/z: Relación masa/carga.
NOS2: Reacción óxido nítrico sintasa 2.
PL: Programación lineal.
PR: Receptor de progesterona.
ROS: Especies reactivas de oxígeno, de sus siglas en inglés reactive oxygen species.
RP: Rapamicina.
SBML: De sus siglas en inglés, Systems Biology Markup Language.
SNP: De sus siglas en inglés, Single Nucleotide Polymorphism.
SPODM: Reacción superóxido dismutasa.
TCA: Ciclo de los ácidos tricarboxílicos, de sus siglas en inglés Tricarboxilic Acid Cycle.
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TNBC: Cáncer de mama triple negativo, de sus siglas en inglés Triple Negative Breast Cancer.
VEGF: Factor de crecimiento vascular epitelial.
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INTRODUCCIÓN
Con un millón de casos nuevos en el mundo al año, el cáncer de mama es el cáncer más común
en mujeres (1). Representa el 29% de los nuevos casos de cáncer diagnosticados y su probabi-
lidad de aparición en mujeres con más de 60 años está aumentando (2). El cáncer de mama es,
tanto desde el punto de vista clínico como desde el punto de vista molecular, una enfermedad
compleja y heterogénea.
1. Factores de riesgo
Los factores que aumentan el riesgo de padecer cáncer de mama (1) son:
• Edad: La incidencia de cáncer de mama aumenta con la edad, duplicándose aproxima-
damente cada 10 años hasta la menopausia, cuando la incidencia disminuye drástica-
mente.
• Localización geográfica: Existen diferencias significativas entre las diferentes zonas
geográficas. Las diferencias entre Oriente y Occidente están disminuyendo, pero toda-
vía existe una incidencia hasta cinco veces mayor en Europa y Norte América.
• Factores hormonales: Menarquía temprana, menopausia tardía o mayor edad al pri-
mer parto son factores que incrementan el riesgo de padecer cáncer de mama.
• Antecedentes familiares.
• Enfermedad benigna previa.
• Estilo de vida: dieta, ingesta de alcohol, tabaquismo, etc.
• Tratamientos hormonales: El uso de anticonceptivos orales y de terapias hormonales
sustitutivas aumentan ligeramente el riesgo de padecer cáncer de mama en los si-
guientes 10 años a su ingesta.
2. Histología del cáncer de mama
Los dos tipos histológicos de cáncer de mama más frecuentes son el ductal, actualmente lla-
mado carcinoma invasivo de tipo no especial (3), y el lobulillar, que representan el 75% y el
15% respectivamente de los casos de cáncer de mama en USA (4). El lobulillar deriva de células
epiteliales lobulillares (5). El tumor más frecuente (95% de los casos) es el carcinoma, que
puede dividirse en:
• In situ o no infiltrantes: Son tumores que permanecen localizados dentro de los con-
ductos lácteos o lobulillos de la mama. No invaden tejidos sanos.
• Invasivos o infiltrantes: Son tumores que atraviesan la membrana basal subyacente e
invaden otros tejidos.
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Por otro lado, cuando existe más de un tumor en la mama, los tumores pueden ser multifoca-
les o multicéntricos.  En el caso de los tumores multifocales, todos los tumores se generan a
partir de un único tumor original mientras que en los multicéntricos los tumores presentan
varios orígenes.
3. Caracterización clínica y molecular del cáncer de mama
Para el diagnóstico de esta enfermedad se utilizan en clínica tres biomarcadores: el receptor
de estrógenos (ESR1), el receptor de progesterona (PGR) y el receptor de crecimiento epidér-
mico humano 2 (ERBB2), denominados en el contexto clínico ER, PR y Her2 respectivamente.
En función de estos biomarcadores se establecen tres subtipos: receptores hormonales positi-
vos (ER+ y/o PR+), Her2+ y triples negativos (TNBC). Además, se tienen en cuenta otros facto-
res como tamaño del tumor, afectación ganglionar, grado del tumor, tipo histológico, estatus
de proliferación y tasa de crecimiento. (6, 7).
Por otro lado, existe una clasificación basada en perfiles moleculares que subdivide el cáncer
de mama en 5 subtipos moleculares: Luminales A (la mayoría ER+, baja proliferación), Lumina-
les B (generalmente ER+, alta proliferación), Her2 enriquecidos (Her2+), Basales (que engloban
entre otros a los triples negativos) y Normales (8-10).
3.1 Receptores hormonales positivos (ER+)
ER y PR son receptores nucleares que regulan la expresión de genes específicos. Los estróge-
nos ejercen su efecto mayoritariamente a través de los receptores ERα y ERβ (11). Los tumores
de mama ER+ se caracterizan por la expresión de estos receptores y comprenden entre el 50 y
el 80% de los casos de cáncer de mama. La primera terapia dirigida que demostró una mejora
en la supervivencia en mujeres con cáncer de mama de tipo ER+ fue el tamoxifeno, un modu-
lador selectivo del ER que se administra en adyuvancia (12).
Otro tipo de tratamiento endocrino administrado a este tipo de pacientes son los inhibidores
de la aromatasa (IA), como letrozol y anastrozol (13, 14), que se unen de manera reversible a la
aromatasa, enzima encargada de sintetizar los estrógenos. Posteriormente se demostró la
superioridad a nivel de tiempo de progresión y respuesta de los IA con respecto al tamoxifeno,
por lo que pasaron a considerarse como fármacos de primera línea para el tratamiento del
cáncer de mama de tipo ER+ en mujeres postmenopáusicas (15, 16). El último tratamiento
endocrino registrado es fulvestrant, un antagonista puro de ER (17-19).
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3.2 Her2+
Her2 es un receptor transmembrana tirosina-quinasa, perteneciente a la familia de los recep-
tores del factor de crecimiento epidérmico, que se encuentra sobreexpresado en el 20% de los
tumores de mama. Su presencia confiere un fenotipo agresivo con peor pronóstico (20). Su
detección se realiza mediante inmunohistoquímica o hibridación fluorescente in situ (21).
La señalización de Her2 promueve la proliferación celular a través de la vía Ras-MAPK e inhibe
la muerte celular programada modulada por la ruta PI3K/Akt (22).
El uso de trastuzumab (Herceptin®), un anticuerpo monoclonal contra la porción extracelular
de Her2, revolucionó el tratamiento de este tipo de cáncer de mama (23). A pesar de su uso
establecido, su mecanismo de acción no es completamente conocido, pero se cree que algu-
nos de los mecanismos implicados pueden ser la prevención de la dimerización del receptor
Her2, el aumento de la destrucción del receptor por endocitosis y la escisión de su dominio
extracelular (24).
3.3 Triples negativos (TNBC)
Los tumores triples negativos (TNBC) se caracterizan por la ausencia de expresión de ER y PR y
la ausencia de sobreexpresión de Her2 (25). Dentro de la clasificación molecular de Perou (8),
los TNBC se encuentran en su mayoría englobados dentro del grupo de los basales. Reciente-
mente, se han establecido hasta 4 subtipos moleculares dentro de los TNBC, demostrando que
son un grupo muy heterogéneo (26).
Los TNBC comprenden aproximadamente el 15% de todos los casos de cáncer de mama. Se
caracterizan por un peor pronóstico, asociado con un aumento de las metástasis, una alta tasa
de recaída y menor supervivencia que los tumores ER+. Menos del 30% de las mujeres con
TNBC metastásico sobreviven 5 años y casi todas fallecen de su enfermedad a pesar de la qui-
mioterapia, que es la base del tratamiento de estos cánceres (27).
Debido a que son muy proliferativos los TNBC responden bien al tratamiento quimioterápico
clásico (28, 29). Sin embargo, a diferencia de los otros subtipos, no responden a tratamientos
hormonales ni de tipo anti-Her2, ni disponen de ningún tratamiento farmacológico dirigido,
más allá de la quimioterapia tradicional.
3.4 TN-like
Recientemente, nuestro grupo ha descrito un nuevo subtipo dentro de los ER+. Estos tumores,
que hemos llamado TN-like, presentan un perfil de expresión proteico y una prognosis compa-
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rable a las presentadas por los tumores TNBC. Aquellos tumores que siguen teniendo caracte-
rísticas clínicas y moleculares de ER+ los denominamos ER-true. Estos subtipos (ER-true y TN-
like) presentan diferencias a nivel de metabolismo (30).
4. Tratamiento del cáncer de mama
En el caso de tumores localizados el tratamiento es curativo, mientras que en tumores ya me-
tastatizados el tratamiento es paliativo. El principal tratamiento en cáncer de mama es la ciru-
gía, que puede ser de dos tipos: una tumorectomía, centrada en eliminar sólo el tejido tumo-
ral, o una mastectomía, consistente en la extirpación de toda o parte de la mama y regiones
aledañas. Además, se suele administrar también radioterapia para eliminar el tejido tumoral
remanente. En algunos casos se emplean fármacos quimioterápicos después de la cirugía o la
radioterapia, lo que se denomina tratamiento adyuvante y cuyo objetivo es destruir las células
tumorales que estén dispersas por el organismo.
Como ya se ha mencionado, en el caso de los tumores con receptores hormonales positivos se
emplea terapia hormonal. En mujeres premenopáusicas la elección es tamoxifeno durante un
período de cinco años. En mujeres posmenopáusicas, en cambio, se emplean IA. En el caso de
los tumores Her2+ se administra trastuzumab combinado con quimioterapia (23). La quimiote-
rapia clásica, basada en antraciclinas y taxanos, se administra en el caso de los tumores con
receptores hormonales positivos de alto riesgo, en los Her2+ y en los triples negativos.
Sin embargo, cada vez con más frecuencia, se está optando por la administración de los fárma-
cos en neoadyuvancia (antes de la cirugía) debido a las ventajas que proporciona, como pue-
den ser la posibilidad de realizar una cirugía más conservadora y una pronta medición de la
respuesta (31).
5. Metabolismo tumoral y efecto Warburg
Las células tumorales se caracterizan por presentar un metabolismo alterado (32), uno de cu-
yos procesos más característicos, la glucolisis aerobia, ya fue descrito por Otto Warburg hace
casi un siglo (33). Las células normales en presencia de oxígeno producen la mayor parte de su
energía mediante el ciclo de los ácidos tricarboxílicos (TCA) y la respiración mitocondrial. Por el
contrario, las células tumorales, incluso en presencia de oxígeno, obtienen su energía median-
te la glucolisis y la posterior fermentación del piruvato a lactato, y requieren por tanto un ma-
yor aporte de glucosa (33). Warburg propone que la causa de que la célula adopte esta vía
menos eficaz es que existen daños en la cadena mitocondrial (34). Sin embargo, posteriormen-
te se ha visto que la mayoría de las células tumorales no presentan daños en la mitocondria
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(35). Esta reprogramación del metabolismo es debida a la alteración de las rutas de algunos
proto-oncogenes y genes supresores de tumores como la ruta PI3K/Akt (36) o la producción
del factor de hipoxia inducible 1 (HIF1), que estimulan la glucolisis y la fermentación del piru-
vato a lactato frente al TCA (37).
Por el contrario, la entrada de glutamina en el TCA (concretamente en forma de α-
cetoglutarato) genera lactato, lo que se conoce como glutaminolisis. El metabolismo de la glu-
tamina sirve para mantener la disponibilidad de aminoácidos no esenciales y para reponer
intermediarios del TCA o ciclo de Krebs (anaplerosis) mientras se genera NADH (38). La gluta-
mina es necesaria para la proliferación celular y su metabolismo está regulado por los niveles
del oncogénMYC (39, 40).
Recientemente, nuestro grupo ha establecido que existen diferencias significativas en diversos
procesos celulares como la proliferación o la adhesión según el subtipo de cáncer de mama
(30, 41). Entre estos procesos diferenciales se encuentra el metabolismo de la glucosa, que,
además, en líneas celulares caracterizadas como TNBC se encuentra aumentado con respecto
a líneas celulares ER+. En este trabajo también se caracterizaron diferencias en los niveles de
expresión de 19 microARN entre tumores ER+ y TNBC. Asociado al metabolismo de la glucosa
se identificó el miR-449a (41).
6. Fármacos que afectan al metabolismo
Las alteraciones del metabolismo descritas en células tumorales mencionadas previamente
han llevado a algunas compañías farmacéuticas a considerar estas rutas como fuente de nue-
vas dianas terapéuticas para el diseño de futuros tratamientos. Algunos de estos fármacos se
encuentran en distintas fases de ensayo clínico (42, 43).
6.1 Metformina
La metformina (MTF) es un fármaco de la familia de las biguanidas utilizado tradicionalmente
en el tratamiento de la diabetes mellitus tipo 2 (44). Se cree que su mecanismo de acción se
basa en la activación de la AMP proteína quinasa (AMPK) y, por tanto, reduce la lipogénesis y
la activación de la acetil-coenzima A carboxilasa, enzima encargada de degradar la acetil-
coenzima A (45). Además, la MTF inhibe al complejo I mitocondrial por un mecanismo indirec-
to aún desconocido (46). En células MCF7 de cáncer de mama la MTF es capaz de inhibir el
crecimiento y la proliferación celular (47). Actualmente, la MTF se encuentra en ensayos clíni-
cos de fase III para tratar cáncer de mama en adyuvancia tanto en estadios avanzados
(NCT01310231) como tempranos (NCT01101438).
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6.2 Rapamicina
La rapamicina (RP) o sirolimus es un macrólido fungicida aislado por primera vez a partir de
Streptomyces hygroscopicus hace más de 20 años y el primer inhibidor de mTOR (al que da
nombre: mammalian target of rapamycin), una proteína de la familia de las quinasas PI3K y un
efector de PI3K. La desregulación de la ruta de mTOR juega un papel fundamental en muchas
enfermedades, entre ellas el cáncer. La activación de la ruta PI3K/Akt/mTOR es muy común en
cáncer de mama, siendo PIK3CA el gen mutado con más frecuencia en tumores ER+ (48). RP y
derivados (conocidos como “rapálogos”) están en diferentes fases de ensayo clínico para el
tratamiento de diversos tipos de tumores (49). Además, está aprobado el uso en la clínica del
everolimus, uno de estos “rapálogos”, en pacientes con cáncer de mama avanzado postmeno-
páusico ER+ y que presentan resistencia a terapia hormonal (50). Estudios previos demuestran
que la RP promueve la apoptosis y un bloqueo del ciclo celular en fase G0/G1 en MCF7 (51).
mTOR promueve la captación de glucosa y la glucolisis a través de HIF1α, la ruta de las pento-
sas y la síntesis de novo de lípidos (52).
7. Método de Chou-Talalay para calcular parámetros farmacológicos
El método de Chou-Talalay (53, 54) es un método matemático basado en la ley fisicoquímica
de acción de masas y que unifica las cuatro ecuaciones principales en biomedicina: la ecuación
de Michaelis-Menten, la de Henderson-Hasselbalch y las teorías de unión a ligando de Hill y
Scatchard. Este método permite calcular el sinergismo, la potenciación del efecto o el antago-
nismo de dos o más fármacos y parámetros farmacológicos como la IC50. Los autores de este
método sostienen que es posible construir una curva dosis-respuesta a partir de únicamente
dos puntos.
Los parámetros de los que consta este método son: la ecuación del efecto medio, derivada de
la ley de acción de masas; la pendiente m de la recta que se obtiene en la gráfica del efecto
medio, el índice de correlación r, que nos da una idea de la calidad de los datos, y, en el caso
de estudios que impliquen combinaciones de fármacos, el índice de combinación CI. El CI sirve
para determinar qué tipo de interacción hay entre combinaciones de fármacos. Un CI = 1 indi-
ca un efecto aditivo, un CI>1, sinergia y un CI<1, antagonismo (Figura 1).
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Figura 1: A. Ecuación del efecto medio derivada de la ley de acción de masas en la que se basa el método de Chou-
Talalay. D= dosis, Dm= dosis con un efecto medio (IC50, EC50, DL50), m= pendiente de la recta, fa= fracción afectada
por a (por ejemplo, el porcentaje de inhibición), fu= fracción no afectada. B. Ecuación del índice de combinación (CI)
para dos fármacos. D1= dosis de fármaco 1 que en la combinación D1+D2 inhibe un x%. D2= dosis de fármaco 2 que
en la combinación D1+D2 inhibe un x%. (Dx)1= dosis de fármaco 1 necesaria para producir un x% de inhibición sin ser
combinado con otro fármaco. (Dx)2= dosis de fármaco 2 necesaria para inhibir un x% sin combinarse con otro fár-
maco. Fuente: Chou et al. (55).
El software CompuSyn (Combosyn.Inc) permite el cálculo automatizado de estos parámetros
(55).
8. Experimentos de perturbación
En biología, una perturbación consiste tradicionalmente en inhibir o activar una función de una
biomolécula mediante la administración de fármacos, un ARN de interferencia o provocando
cambios genéticos o epigenéticos (56). Este tipo de experimentos se utilizan para medir cam-
bios en el sistema provocados por la intervención (57).
Se han realizado un gran número de estudios de perturbación en los últimos años y existen
numerosas bases de datos públicas que recogen datos de estos experimentos en diferentes
organismos, como por ejemplo Gene Perturbation Atlas (58) o Drug/Cell Line Browser (59).
9. Proteómica
El término proteómica fue acuñado en 1995 y se define como la caracterización a gran escala
de todo el proteoma de una línea celular, un tejido o un organismo (60). Se estima que el ge-
noma humano consta de unos 20.000 genes identificados como codificantes de proteínas (61).
Sin embargo, el procesamiento alternativo (splicing), modificaciones postraduccionales y otros
mecanismos celulares llevan a que un gen pueda codificar múltiples isoformas de estas proteí-
nas (62).
En los últimos años se han producido importantes avances en el campo de la proteómica,
permitiendo cuantificar del orden de 10.000 proteínas por muestra, lo que equivale práctica-
mente a todo el proteoma de la célula (63).
La técnica más utilizada para la cuantificación masiva de proteínas es la espectrometría de
masas (EM), que se basa en la medición de la relación masa/carga (m/z) de los iones de los
péptidos de las proteínas mediante un espectrómetro de masas. La identificación de cada pép-
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tido se basa en que cada compuesto tiene un patrón de fragmentación único. El espectróme-
tro de masas consta de una fuente iónica que ioniza los péptidos, un analizador de masas que
se encarga de la dispersión de los iones en función de su relación m/z y un detector que con-
vierte el haz de iones en una señal eléctrica procesable (62). Los datos obtenidos se analizan
mediante herramientas bioinformáticas como Mascot y MaxQuant que permiten la identifica-
ción y cuantificación de los péptidos obtenidos en los experimentos de EM (64).
10. Metabolómica
La metabolómica es la más reciente de las técnicas ómicas y consiste en la detección y medi-
ción de todos los metabolitos de una muestra (65). El término metaboloma se creó en 1998
para definir la totalidad de metabolitos en una muestra biológica (66) y el término metaboló-
mica fue creado en el año 2000 por Fiehn et al. (67). La metabolómica es una disciplina que se
centra en el estudio holístico de los metabolitos de un sistema biológico, ya sea una célula, un
tejido, un órgano o un organismo completo. El término metabolito se refiere a las pequeñas
moléculas (normalmente <1.500 Da) producidas o consumidas en las reacciones químicas que
tienen lugar en los seres vivos para mantener la vida. El metaboloma del sistema sería la colec-
ción de todos estos metabolitos, y proporciona una lectura funcional del estado fisiológico de
un organismo, que vendrá determinado por la suma de sus características genéticas, la regula-
ción de la expresión a nivel de transcriptoma y proteoma y las influencias ambientales (68). Los
metabolitos representan los productos finales de las complejas redes que conforman los pro-
cesos bioquímicos y se encuentran, por tanto, más cerca del fenotipo. Estos metabolitos pue-
den cambiar como consecuencia de enfermedades, la exposición ambiental o la nutrición. En
un entorno clínico, la metabolómica puede proporcionar valiosas herramientas para el diag-
nóstico y seguimiento de enfermedades complejas como el cáncer (69, 70).
Las técnicas más comunes para la medición de metabolitos son la EM y la resonancia magnéti-
ca nuclear. La resonancia magnética nuclear posee la ventaja de ser cuantitativa y no necesitar
pasos adicionales en la preparación de las muestras. Sin embargo, su sensibilidad aún es baja a
pesar de las recientes mejoras. Las técnicas que emplean la EM se basan en las relaciones m/z
de cada metabolito o de sus fragmentos. Los recientes avances en la EM permiten medir cuan-
titativamente miles de metabolitos a partir de cantidades mínimas de material biológico, ha-
biendo disponibles instrumentos comerciales que permiten una sensibilidad en el rango fem-
tomolar (71-73).
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11. Modelos gráficos probabilísticos
Los modelos gráficos probabilísticos (MGP), fueron desarrollados en los campos de la Inteli-
gencia Artificial, las Matemáticas y la Economía. Los MGP, compatibles con datos de alta di-
mensión, consisten en un modelo gráfico no dirigido basado en el criterio de información ba-
yesiano (BIC). La obtención de un MGP se basa en la creación de un árbol de expansión con la
probabilidad máxima y posteriormente una búsqueda hacia delante en la que se van añadien-
do aristas hasta obtener un modelo óptimo que reduce el BIC lo máximo posible y conserva la
capacidad de descomposición del grafo inicial (74, 75).
Este tipo de redes nos permiten, a partir de los datos de expresión de genes o proteínas y sin
necesidad de ninguna otra información, construir una red que relacione los genes/proteínas
por sus patrones de expresión. Se ha demostrado que estas redes poseen estructura funcional
y permiten estudiar diferencias a nivel de procesos biológicos entre grupos de tumores (30, 41,
76, 77).
Con el fin de poder comparar cuantitativamente los datos provenientes de los nodos funciona-
les de las redes se ha creado una medida llamada actividad de los nodos, consistente en el
promedio de la expresión de los componentes (genes, proteínas, etc.) del nodo asociados a la
función principal asignada a cada nodo, que ha demostrado su utilidad a la hora de comparar
diferentes grupos de tumores. Esta metodología ya ha sido aplicada con éxito a cáncer de ma-
ma y a cáncer de vejiga músculo-invasivo (30, 41, 76).
12. Flux Balance Analysis
El Flux Balance Analysis (FBA) es un método computacional usado para modelar redes metabó-
licas (78-80). El FBA calcula el flujo de metabolitos a través de la red. Con este método es posi-
ble predecir la tasa de crecimiento de un organismo o la tasa de producción de un metabolito
concreto. El FBA está basado en la ley de acción de masas y no requiere de parámetros cinéti-
cos, tan sólo de datos estequiométricos de las reacciones implicadas en el modelo (81).
En sus inicios, esta aproximación matemática se empleó en biotecnología para simular el cre-
cimiento de microorganismos como Escherichia coli (82). En los últimos años, con la aparición
de reconstrucciones cada vez más completas del metabolismo humano, como la Recon2 (83),
el FBA se ha aplicado a otras áreas como los glóbulos rojos (84) o el estudio del efecto War-
burg en células tumorales (85). Recientemente se ha completado esta reconstrucción del me-
tabolismo humano añadiendo además datos sobre microbiota y algunas enfermedades (86).
Existen diversas bases de datos que proporcionan estas reconstrucciones en formato SBML
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(Systems Biology Markup Language) como KEGG (https://www.kegg.jp/) o BiGG (http://
bigg.ucsd. edu/).
El primer paso del FBA es construir una matriz S de dimensionesm x n (mmetabolitos y n reac-
ciones). Esta matriz contiene los coeficientes estequiométricos de cada una de las reacciones
implicadas en el modelo, tomando un valor positivo los metabolitos que se producen, un valor
negativo los que se consumen y cero aquellos que no están implicados en esa reacción. Ade-
más, se construye un vector v que contiene los flujos de todas las reacciones de la matriz S, es
decir, la distribución de flujos del modelo (87). Se asume un estado estacionario en el que
Sv=0, o lo que es lo mismo, no existe acumulación de metabolitos dentro del sistema (Figura
2). A cada reacción se le impone además un flujo mínimo y un flujo máximo posible, ai ≤ vi ≤ bi,
siendo i cualquiera de las reacciones del modelo. A este modelo pueden añadírsele diferentes
tipos de restricciones que definen el espacio en el que se encontrará la solución al problema.
Estas restricciones pueden ser fisicoquímicas, espaciales y topológicas, ambientales o regula-
doras (87). El intercambio de metabolitos con el exterior se representa mediante reacciones de
intercambio o de transporte.
Figura 2: Construcción de la matriz S a partir de los coeficientes estequiométricos de las reacciones. Un valor negati-
vo indica que el metabolito se consume en esa reacción, un valor positivo que se produce y un valor 0 que no está
implicado en esa reacción. De esta manera se construye la matriz S que incluye tanto reacciones internas como
reacciones externas o de transporte. Fuente: Schilling and Palsson (84).
Este problema matemático en concreto se resuelve mediante programación lineal (PL). La PL
encuentra una combinación de flujos que maximiza una función objetivo f sujeta a restriccio-
nes lineales. La función objetivo define el fenotipo de interés para el estudio, como por ejem-
plo producción de biomasa o tasa de crecimiento tumoral. La estructura del problema sería:
Max f
Teniendo en cuenta que
En la red existen dos tipos de reacciones: internas y de intercambio. Las reacciones de inter-
cambio no están equilibradas y representan el suministro o la eliminación de metabolitos por
Sv=0
ai ≤ vi ≤ bi
Ec.1
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el sistema al espacio extracelular. Durante la construcción del modelo es necesario especificar
cuáles son estas reacciones de intercambio ya que se incorporarán al modelo (87).
La solución obtenida será una combinación lineal de valores de flujo para cada reacción óptima
para maximizar la función objetivo. Esta solución estará comprendida entre los límites fijados
por las restricciones (81). Existen tres tipos posibles de soluciones: una única solución o siste-
ma compatible determinado, una solución múltiple o sistema compatible indeterminado (dife-
rentes combinaciones de flujos con los que se obtenga el mismo valor óptimo para la función
objetivo) y sin solución o sistema incompatible (cuando no es posible encontrar una solución
porque la formulación del modelo es incompleta) (Figura 3). El planteamiento y la resolución
del problema pueden llevarse a cabo utilizando las diferentes librerías implementadas y de
acceso libre como COBRA Toolbox, disponible para MATLAB (88).
Figura 3: Bases del FBA. En un modelo sin restricciones el espacio no está delimitado por lo que no tiene solución. Al
aplicar las restricciones del sistema estacionario Sv=0 y de los límites para cada una de las reacciones  ai ≤ vi ≤ bi,
siendo i cualquiera de las reacciones del modelo, se acota una región poliédrica entre la que se encuentra la solu-
ción al problema de maximizar la función objetivo. Fuente: Orth et al. (81).
12.1 Incorporación de datos de expresión: resolución de las Gene-Protein Reaction rules
y el E-Flux
Una de las ventajas del FBA es la posibilidad de incorporar al modelo datos de expresión génica
o proteínas. Para ello, es necesario en primer lugar procesar las Gene-Protein-Reaction Rules
(GPR) incluidas en la Recon2 y que establecen la relación existente entre los diferentes genes
implicados en cada una de las reacciones del modelo. Las GPR están formadas por expresiones
booleanas compuestas por los operadores AND y OR. De esta manera, si una reacción es cata-
lizada por isoenzimas (dos enzimas diferentes catalizan la misma reacción) la GPR contendrá
un OR. Sin embargo, cuando una reacción está catalizada por una proteína con múltiples
subunidades sintetizadas por diferentes genes, la GPR contendrá un AND (Figura 4).
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Figura 4: Ejemplos de posibles GPR y su representación booleana. La relación puede ser directa (un gen sintetiza
una proteína que cataliza una reacción) como en la HEX1. Puede ocurrir que dos isoenzimas catalicen la misma
reacción como en el caso de la GNK, siendo el operador booleano OR. La reacción puede estar catalizada por un
complejo proteico que necesite de dos genes para que sinteticen cada una de las subunidades, en cuyo caso el
operador será AND, como ocurre en ANS. Por último, puede ocurrir que un gen esté implicado en dos reacciones
distintas como es el caso de PFK y PFK2. Fuente: Thiele et al. (89).
En anteriores trabajos, nuestro grupo ha diseñado un método eficiente desde el punto de vista
computacional para resolver las GPR (90).
Una vez resueltas las GPR, el siguiente paso consiste en introducir estos datos de expresión ya
condensados a nivel de reacción en el modelo. Existen numerosos algoritmos desarrollados
para esta tarea pero no existe consenso sobre cuál es el método óptimo. Estos métodos difie-
ren en la forma de procesar los datos: en primer lugar, discretizando los datos de expresión o
utilizando el valor continuo y, en segundo lugar, usando valores absolutos para cada condición
o relativizando los valores de expresión entre las diferentes condiciones (91) (Figura 5).
Figura 5: Algoritmos para introducir datos de expresión en modelos metabólicos. Fuente: Machado et al. (91).
Algunos de ellos basados únicamente en datos de expresión (sin tener en cuenta datos de
factores de transcripción o cinéticos) son:
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• Akesson-04 (2004): Akesson et al. proponen limitar el flujo a cero de aquellas reacciones
cuyos genes asociados tengan una baja expresión (92).
• GIMME (2008): Se basa en dos pasos: primero se encuentra la distribución de flujos que
maximiza la función objetivo y posteriormente se favorece la utilización de aquellas
reacciones cuyos genes tengan una expresión por encima de un punto de corte previa-
mente establecido (93).
• iMAT: Este método se basa en la discretización de los valores de expresión génica en tres
niveles (bajo, moderado y alto) de acuerdo a un punto de corte establecido previamente
por el usuario. iMAT favorece la distribución de flujos que maximice la función objetivo y
el uso de las reacciones con genes con alta expresión, minimizando el uso de reacciones
que corresponden a genes con bajos niveles de expresión (94).
• E-flux (2009): La expresión de cada gen se normaliza dividiendo por el valor máximo de
expresión (95, 96). Este algoritmo se explicará más en detalle a continuación.
• Lee-12 (2012): Lee et al. proponen integrar los datos de expresión génica como valores
absolutos directamente en la función objetivo (97).
• Metabolic Phenotypic Analysis (MPA): Método propuesto para introducir datos de pro-
teómica en los modelos metabólicos basado en la discretización de los valores de expre-
sión en bajo, medio y alto (98).
Machado et al. realizan una comparativa entre los diferentes métodos empleando datos de
transcriptómica provenientes de Escherichia coli y Saccharomyces cerevisiae, comparándolos
con mediciones experimentales. No obtienen resultados concluyentes sobre la superioridad de
un método frente a otro. Sin embargo, el E-flux se ajusta en múltiples casos a los valores espe-
rados. También comparan la variación en las predicciones al usar datos de expresión génica y
proteómica, demostrando que los datos de proteómica proporcionan una mayor exactitud en
las predicciones (91).
Por otro lado, Song et al. proponen un método basado en la minimización de los flujos, es de-
cir, este método se basa en la asunción de que las células utilizarán el menor número de enzi-
mas posible y que la magnitud de los flujos es proporcional a las concentraciones de enzima.
Este método recibe el nombre de E-Fmin. Los autores realizan una comparativa de este nuevo
algoritmo con los algoritmos anteriores y datos experimentales provenientes de Saccharomy-
ces cerevisiae y Escherichia coli, obteniendo unos buenos resultados con E-Fmin, E-flux y Lee-
12 (99).
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En este trabajo se empleó el algoritmo E-flux basado en la relativización de los valores de ex-
presión, que ya había sido utilizado con éxito en trabajos previos para estudiar el efecto War-
burg (85). El E-flux consiste en incorporar los valores de expresión como restricciones del sis-
tema, siendo el valor de expresión el límite de flujo máximo que puede adquirir esa reacción.
Esta aproximación se basa en la asunción de que la cantidad de ARNm es indicativa de la canti-
dad de enzima disponible para llevar a cabo la reacción y, por tanto, el valor de flujo no puede
ser nunca mayor de esta cantidad. Los datos de expresión aj (para la muestra j) se normalizan a
un intervalo [0,1] dividiendo por el valor máximo, y se construyen dos vectores correspondien-
tes a los límites mínimo y máximo de cada reacción de manera que si la reacción es irreversible
el límite inferior será 0 y si es reversible - aj y el valor máximo en todos los casos será aj (96).
En anteriores trabajos en los que estudiamos la mejor manera de normalizar los datos, esta-
blecimos como método óptimo de normalización el uso de un algoritmo E-flux modificado,
consistente en aplicar la función Min-max para normalizar los datos de expresión (90).
13. Aplicaciones del FBA
En sus inicios, el método del FBA se utilizó en biotecnología para optimizar procesos microbio-
lógicos (82). En los últimos años se han ampliado sus aplicaciones a otros ámbitos, entre ellos
el estudio de las alteraciones metabólicas en cáncer (85).
13.1 Estudio de reacciones esenciales en el sistema
Una de las aplicaciones del FBA es el estudio de las reacciones esenciales del sistema, consis-
tente en simular en el modelo computacional los efectos de diferentes knockouts para deter-
minar cuáles son aquellas reacciones cuya variación produce un efecto en la biomasa (100,
101). Este tipo de análisis se ha empleado recientemente para proponer nuevas dianas tera-
péuticas (102, 103). La idea que subyace bajo esta aproximación, centrándonos en cáncer, es
que si el knockout de una reacción produce una disminución de la biomasa, esta reacción es
una buena candidata a diana terapéutica por sus posibilidades de disminuir el crecimiento
tumoral al ser inhibida.
13.2 Dynamic FBA
Es posible modelar estados dinámicos del sistema mediante una variación del FBA llamada
dynamic FBA, formulada por Varma et al. en 1994 (104). Esta aproximación consiste en la
asunción de un estado cuasi-estacionario, teniendo en cuenta la cantidad de biomasa inicial y
la concentración de nutrientes disponibles en el medio. Se divide el tiempo experimental en
intervalos y se estima el flujo óptimo para cada uno de estos intervalos de manera que el re-
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sultado (calculado en condiciones estacionarias) será utilizado como punto de partida del si-
guiente intervalo, asumiendo así un estado semi-estacionario y pudiendo calcular la variación
de biomasa y de concentración de nutrientes en el medio con respecto al tiempo. Esta aproxi-
mación ha sido utilizada para la validación de las predicciones del modelo en el caso de Resen-
dis-Antonio et al. (105).
13.3 Flux Variability Analysis
El Flux Variability Analysis (FVA) nos permite identificar el rango entre el que se encuentran las
soluciones óptimas alternativas, entendiéndose como soluciones alternativas todas las posi-
bles combinaciones de flujo que dan lugar a un valor óptimo para la función objetivo. Esta
función identifica el máximo y el mínimo valor posible de flujo que puede adoptar una reacción
sin variar el valor de la función objetivo, que sigue siendo el óptimo, proporcionando así el
rango entre el que se puede encontrar el flujo de esa reacción en las posibles soluciones (81).
14. Limitaciones del FBA: El problema de las múltiples soluciones
Una de las grandes limitaciones del FBA es que este análisis proporciona un único óptimo valor
de biomasa, pero existen múltiples combinaciones de flujos que pueden dar lugar a este ópti-
mo. Esto se debe a que el sistema de ecuaciones para resolver este problema es compatible
indeterminado, es decir, existen más flujos (o incógnitas) que reacciones (ecuaciones). Con el
fin de resolver este problema normalmente se emplea una variación de la técnica de remues-
treo Monte Carlo, conocida como hit and run (106). Esta aproximación consiste en el cálculo
de una distribución aleatoria de posibles soluciones dentro del espacio definido por las restric-
ciones. La librería COBRA Toolbox tiene implementada una función, gpSampler, que permite
realizar este proceso mediante programación en paralelo, que tiene la ventaja de optimizar el
tiempo de procesamiento.
15. Modelos metabólicos previos en cáncer
Existen modelos metabólicos del cáncer de carácter general que han demostrado reflejar la
complejidad del metabolismo tumoral. Estos modelos generales recogen las rutas con un papel
principal en cáncer (105, 107). Resendis-Antonio et al. construyen un modelo simplificado que
recoge glucolisis, ciclo de Krebs y ruta de las pentosas y proponen una función objetivo que
recoge los principales metabolitos implicados en producción de energía, precursores de ami-
noácidos y nucleótidos e intermediarios de la glucolisis y la biosíntesis de otros compuestos
celulares (105). Mediante este modelo, validado experimentalmente usando células HeLa,
estudian posibles dianas metabólicas en cáncer de cérvix. Vázquez et al. diseñan un modelo
esquemático de producción de ATP y estudian la influencia en el rendimiento del sistema al
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variar la cantidad de glucosa suministrada (107). Shlomi et al. emplean una reconstrucción
completa del metabolismo humano para determinar la importancia de la glucosa y la glutami-
na en el efecto Warburg (108). En trabajos posteriores este modelo fue empleado para la pre-
dicción de nuevas dianas terapéuticas (109).
Jerby et al. proponen un método nuevo para introducir datos de proteómica y lo aplican a 392
muestras clínicas de cáncer de mama. Esta aproximación computacional, el Metabolic Pheno-
typic Analysis (MPA), incorpora los datos de expresión dividiéndolos en alta, media o baja ex-
presión (98).
Por otro lado, Asgari et al. incorporan datos de expresión génica de 13 líneas celulares de dife-
rentes tipos de cáncer en la reconstrucción completa del metabolismo humano Recon1 utili-
zando el método del E-flux y los analizan mediante FBA (85). Estos resultados muestran que
existen diferencias entre los flujos de células tumorales y células normales y que las diferencias
son similares entre las diferentes líneas celulares tumorales.
Además, se han construido modelos específicos de tejido usando datos de líneas celulares y
tumores específicos. Estos modelos describen rutas diferenciales entre los tumores con res-
pecto al tejido normal (110, 111).
HIPÓTESIS Y OBJETIVOS
Hipótesis y objetivos
39
HIPÓTESIS Y OBJETIVOS
La reprogramación del metabolismo es uno de los sellos distintivos del cáncer. Recientemente,
nuestro grupo ha demostrado que existen diferencias en diversos procesos celulares entre
tumores ER+ y TNBC de cáncer de mama, entre ellos el metabolismo de la glucosa. Es lógico
suponer que la respuesta a fármacos que afectan al metabolismo será diferente entre subti-
pos. Los análisis computacionales y modelos metabólicos pueden aportar información com-
plementaria a los análisis convencionales y servir para caracterizar la respuesta a estos fárma-
cos y proponer nuevas dianas terapéuticas.
Los objetivos de este trabajo son:
• Estudio de la respuesta y los efectos del tratamiento de líneas celulares de cáncer de
mama a fármacos que afectan al metabolismo mediante experimentos de perturba-
ción y genotipado de polimorfismos.
• Caracterización de la respuesta a fármacos que afectan al metabolismo en líneas celu-
lares de cáncer de mama mediante modelos gráficos probabilísticos.
• Modelización computacional del metabolismo a partir de datos de expresión génica y
proteómica en líneas celulares y tumores.
• Evaluación del potencial predictivo de los diferentes modelos a la respuesta farmaco-
lógica de las líneas celulares y de la evolución clínica de los pacientes.
• Análisis integrado de datos de metabolómica y de expresión génica provenientes de
una cohorte de pacientes de cáncer de mama.
• Aplicación del FBA a esta cohorte empleando los datos de expresión génica y estudio
de la relación de los resultados obtenidos con los datos de metabolómica.
• Creación de una interfaz para llevar a cabo el FBA sin necesidad de poseer conocimien-
tos de programación.
MATERIAL Y MÉTODOS
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MATERIAL Y MÉTODOS
1. Bases de datos utilizadas
1.1 Datos de proteínas provenientes de muestras clínicas
Se utilizaron datos empleados en trabajos previos de espectrometría de masas de 96 tumores
de mama caracterizados previamente como ER-true, TN-like y TNBC (41). Las muestras, fijadas
en formol y embebidas en parafina (FFPE), provenían de los biobancos del Hospital Doce de
Octubre y del Hospital La Paz y fueron revisadas por un patólogo para que incluyeran al menos
el 50% de células tumorales. Para este estudio se obtuvo la aprobación de los Comités de Ética
de ambos hospitales.
1.2 Datos de metabolómica y de expresión génica utilizados para asociar las dos
técnicas ómicas e implicaciones en el Flux Balance Analysis
Para la última parte de los análisis se utilizaron los datos del trabajo de Terunuma et al. en el
que se analizaban tanto por metabolómica como por expresión génica una cohorte de 62 pa-
cientes de cáncer de mama (112). Los datos de metabolómica contienen información acerca
de 536 metabolitos. Se calculó el log2 para los datos y se aplicó como criterio de calidad que
existiese medición en al menos el 75% de las muestras. Los valores perdidos se imputaron
siguiendo una distribución normal usando el software Perseus (113). Después de aplicar estos
filtros de calidad, 237 metabolitos se consideraron para los análisis subsiguientes.
En el caso de los datos de expresión génica provenientes de este mismo trabajo, se escogieron
los 2.000 genes más variables, es decir, con mayor desviación estándar, para la construcción de
los MGP. Estos datos corresponden a un array de Affymetrix y se encuentran disponibles en
Gene Expression Omnibus Database bajo el identificador GSE37751.
2. Cultivos celulares y reactivos utilizados
Para los experimentos con células, se utilizaron tres líneas celulares de cáncer de mama carac-
terizadas como ER+: MCF7, T47D y CAMA1, y tres líneas celulares caracterizadas como TNBC:
MDAMB231, MDAMB468 y HCC1143. Estas líneas celulares se cultivaron en RPMI-1640 con
rojo fenol, complementado con 10% de suero fetal bovino inactivado, 1% de estreptomicina y
2% de glutamina, a 37 °C y al 5% de CO2 en un incubador. Además, las células fueron monitori-
zadas y autentificadas por características de crecimiento y morfológicas, testadas para Myco-
plasma y congeladas, y fueron mantenidas en cultivo durante menos de seis meses en todos
los experimentos.
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Se emplearon dos fármacos que está demostrado que actúan sobre el metabolismo celular:
metformina (MTF, Sigma Aldrich D150959) y rapamicina (RP, Sigma Aldrich R8781).
3. Ensayos de viabilidad celular
Las células se descongelaron y se mantuvieron durante 72 horas en el incubador a 37 °C y 5%
de CO2 para estabilizarlas. Posteriormente, se tripsinizaron y contaron mediante el contador de
células automático Cell Countess II (Life Technologies) y se sembraron 5.000 células por pocillo
en placas de 96 pocillos por triplicado. Pasadas 24 horas se les añadió el fármaco disuelto en el
medio de cultivo a diferentes concentraciones y se incubaron durante 72 horas (Tabla 1).
Curvas dosis-respuesta Concentración MTF (mM) Concentración RP (nM)
1 0 0
2 5 156,25
3 10 312,50
4 20 625
5 40 1.250
6 80 2.500
7 160 5.000
8 320 10.000
Tabla 1: Concentraciones de fármaco empleadas para construir las curvas dosis-respuesta.
Para la cuantificación de la viabilidad celular tras la exposición al fármaco se utilizó el kit CellTi-
ter 96 Aqueous One Solution Cell Proliferation Assay (Promega). Tras 72 horas de incubación
con el fármaco se añadieron 20 µL de CellTiter a cada pocillo, se incubó durante 1 hora a 37 °C,
5% CO2 y se midió la absorbancia en un lector de placas (TECAN) a una longitud de onda de 490
nm. Como control negativo se usaron pocillos únicamente con medio y como control positivo
células sin tratar. Además, se comprobó que el fármaco no interfería en la medición determi-
nando la absorbancia en un pocillo con el fármaco y sin células. La respuesta se midió como el
porcentaje de supervivencia de las células con respecto al control, que se consideró el 100%.
4. Construcción de las curvas dosis-respuesta y cálculo de parámetros
farmacológicos
Para la construcción de las curvas dosis-respuesta y el cálculo de la IC50 se empleó el software
CompuSyn (Combosyn. Inc) que permite calcular los diferentes parámetros farmacológicos
mediante el método de Chou-Talalay (55) y GraphPad Prism 6. CompuSyn emplea los datos de
absorbancia normalizados a un rango [0-1] y las concentraciones de los fármacos empleadas
para calcular la IC50.
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5. Array de Single Nucleotide Polymorphisms
Para el genotipado de polimorfismos, se empleó un TaqMan OpenArray en un QuantStudio
12K Flex Real-Time PCR System (Applied Biosystems®) con un formato de array que permite el
genotipado simultáneo de 180 Single Nucleotide Polymorphisms (SNP) en las principales enzi-
mas y los principales transportadores implicados en el metabolismo de los fármacos más fre-
cuentes (PharmArray®). Se recopiló la información sobre las variantes farmacogenéticas aso-
ciadas con la respuesta a MTF y RP en la Pharmacogenomics Knowledge Base (PharmGKB;
www.pharmgkb.org). Se seleccionaron aquellos polimorfismos relacionados con MTF y RP para
su análisis en profundidad. La selección final de SNP para nuestro estudio fue la siguiente:
rs2032582, rs1045642, rs3213619 y rs1128503 en el gen ABCB1; rs55785340, rs4646438 y
rs2740574 en CYP3A4; rs776746, rs55965422, rs10264272, rs41303343 y rs41279854 en
CYP3A5; rs1057868 y rs2868177 en POR para RP; y rs55918055, rs36103319, rs34059508,
rs628031, rs4646277, rs2282143, rs4646278, rs12208357 en SLC22A1 y rs316019, rs8177516,
rs8177517, rs8177507 y rs8177504 en SLC22A2 para MTF. Además, se llevaron a cabo análisis
moleculares mediante técnicas de secuenciación clásicas para los rs34130495 en SLC22A1 y
rs2740574 en CYP3A4 debido a que estas pruebas no estaban originariamente incluidas en el
array.
6. Experimentos de perturbación
Para realizar los experimentos de perturbación se utilizaron concentraciones subóptimas de
MTF y RP. Como se explicará más adelante en la sección de resultados, las concentraciones
empleadas fueron de 40 mM para la MTF, excepto en las MDAMB468 que se usó una concen-
tración de 20 mM, y de 625 nM para la RP. Se sembraron 500.000 células por pocillo en una
placa de 6 pocillos. Veinticuatro horas después se añadió el fármaco correspondiente y se in-
cubaron otras 24 horas. Pasado este tiempo se extrajeron proteínas mediante el kit ISOLATE II
RNA/DNA/ Protein Kit (BIOLINE) siguiendo las instrucciones del fabricante. La concentración de
proteína se midió mediante MicroBCA Protein Assay Kit (Pierce-Thermo Scientific). Los extrac-
tos de proteína (10 µg) se digirieron con tripsina (Promega) (1:50). Posteriormente los pépti-
dos se desalaron mediante puntas stage C18 caseras. Después se secaron y resuspendieron en
15 µL de acetonitrilo al 3% y ácido fórmico al 1% para el posterior análisis por espectrometría
de masas.
7. Experimentos de espectrometría de masas y cromatografía líquida
El análisis de EM se llevó a cabo en un espectrómetro de masas Q-Exactive acoplado a un nano
EasyLC1000 (Thermo Fisher Scientific). La composición del disolvente en los dos canales fue de
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0,1% de ácido fórmico para el canal A y de 0,1% de ácido fórmico y 99,9% de acetonitrilo para
el canal B. Para cada muestra, se cargaron 3 μL de péptidos en columnas caseras (75 μm × 150
mm) empaquetadas con material C18 de fase reversa (ReproSil-Pur 120 C18-AQ, 1,9 μm, Dr.
Maisch GmbH) y eluidos con una tasa de flujo de 300 nl/min en un gradiente del 2% al 35% B
en 80 minutos, 47% B en 4 minutos y 98% B en 4 minutos. Las muestras se adquirieron con un
orden al azar. El espectrómetro de masas se usó en el modo data-dependent, adquiriendo un
espectro de exploración completo (300−1700 m/z) a una resolución de 70.000 a 200 m/z des-
pués de la acumulación a un valor objetivo de 3.000.000, seguido de una fragmentación de
disociación de colisión de alta energía en las 12 señales más intensas del ciclo. El espectro HCD
se adquirió a una resolución de 35.000 usando una energía normalizada de colisión de 25 y un
tiempo máximo de inyección de 120 ms. El control de ganancia automática se fijó en 50.000
iones. Se estableció la detección del estado de carga y se rechazaron los estados de carga no
asignados y únicos. Sólo los precursores con una intensidad por encima de 8.300 se selecciona-
ron para el EM. Las masas precursoras previamente seleccionadas para las mediciones EM se
excluyeron de una selección adicional de 30 s, y la ventana de exclusión se fijó a 10 ppm. Las
muestras se adquirieron incorporando masas fijas de calibración interna en m/z 371,1010 y
445,2100 (114).
8. Identificación de proteínas y cuantificación label-free
Los datos crudos obtenidos en el análisis EM se procesaron mediante MaxQuant (versión
1.4.1.2) (64), seguido de la identificación de proteínas en Andromeda (115). Cada archivo se
mantuvo separado en el diseño experimental para obtener valores cuantitativos individuales.
El espectro se buscó contra la base de datos Swiss-Prot, seguido de una base de datos FASTA
de proteínas reversas y contaminantes comunes (NCBI taxonomy ID9606, fecha 2014-05-06).
Se introdujeron como variables modificadas la oxidación de la metionina y la acetilación del
extremo N-terminal. La especificidad enzimática se fijó para la tripsina/P permitiendo una lon-
gitud mínima de 7 aminoácidos y un máximo de dos escisiones perdidas. La tolerancia de
fragmento y de precursores se estableció a 10 ppm y 20 ppm respectivamente para la búsque-
da inicial. El máximo ratio de falsos descubrimientos (FDR) se fijó en un 1% para péptidos y en
un 5% para proteínas. Se habilitó la cuantificación label-free y se aplicó una ventana de 2 minu-
tos para la coincidencia entre carreras. Se seleccionó la opción recuantificar. Para definir la
abundancia de proteína se utilizó la intensidad, entendida como la suma de las intensidades de
los precursores de todos los péptidos identificados para el grupo de proteínas respectivo.
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Mediante el software Perseus (113), los datos se transformaron a log2 y se filtraron utilizando
como criterios de calidad la presencia de al menos dos péptidos únicos y expresión detectada
en al menos el 75% de las muestras. Los valores perdidos se imputaron a una distribución
normal.
9. Análisis de expresión diferencial en líneas celulares tratadas y sin tratar
Se compararon los patrones de expresión de proteínas entre las células control y las células
tratadas mediante el cálculo de los deltas (∆) de los valores de expresión para cada fármaco en
cada línea celular. En matemáticas, la letra delta delante de una variable indica un cambio en
el valor de dicha variable. Los deltas se calcularon restando a la expresión en las células control
la expresión en las células tratadas para cada una de las proteínas. Después, se hicieron análi-
sis de ontología para determinar las funciones diferenciales entre células control y células tra-
tadas. Para ello, seleccionamos aquellas proteínas con un delta de expresión mayor de 1,5 o
menor de -1,5. La transformación de los identificadores de proteínas a los de genes se realizó
en UniProt (http://www.uniprot.org) y DAVID (116). Los análisis de ontología se hicieron mar-
cando Homo sapiens como lista de referencia y seleccionando las categorías GOTERM-FAT,
Biocarta y KEGG. Se consideraron significativas aquellas categorías con una p<0,05 y una FDR
por debajo del 5%.
Las relaciones previamente descritas entre genes o proteínas y los fármacos correspondientes
se obtuvieron de la Comparative Toxicogenomics Database (http://ctdbase.org/) (117).
10. Experimentos de citometría de flujo
Los experimentos se realizaron por duplicado para cada condición. Se sembraron 5.000 células
en cada pocillo en placas de 6 pocillos. 24 horas de incubación después se añadieron los fár-
macos a la concentración subóptima previamente establecida (40 mM en el caso de la MTF y
625 nM para la RP) y después de 72 horas las células se fijaron en etanol y se marcaron con
yoduro de propidio. Las células se analizaron mediante un citómetro FACScan equipado con un
láser azul a una longitud de onda de 448 nm. Los datos obtenidos se procesaron con BD Cell-
Quest Pro software, primero filtrando las células por tamaño y complejidad para excluir el
debris y después excluyendo los dobletes y tripletes mediante FL2-W/FL2-A. Estos experimen-
tos se realizaron en colaboración con el Servicio de Citometría de la Universidad Complutense
de Madrid.
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11. Modelos gráficos probabilísticos y cálculo de la actividad de los nodos
Para la construcción de los MGP se utilizó R v3.5.1 y el paquete grapHD (118). Los MGP se
construyeron basándose en los datos de expresión, sin otra información a priori, y la correla-
ción como medida de asociación. El manejo de la red obtenida mediante R se realizó en Cytos-
cape (119). La red se dividió en ramas y se realizaron análisis de ontología para establecer la
función mayoritaria de cada rama, definiendo diferentes nodos funcionales en la red. Los aná-
lisis de ontología para el caso de las redes compuestas por genes o proteínas se llevaron a cabo
en DAVID (116) marcando de nuevo Homo sapiens como lista de referencia y las categorías
GOTERM-FAT, Biocarta y KEGG para el análisis. Para los análisis de ontología relativos a los
datos de metabolómica se utilizó IMPaLA (Integrated Molecular Pathway Level Analysis) (http:
//impala.molgen.mpg.de/) (120). Este tipo de análisis se aplicó a los datos provenientes de los
experimentos de perturbación en líneas celulares y a los datos de expresión génica y metabo-
lómica provenientes del trabajo de Terunuma et al. (112)
Una vez definida la estructura funcional, en el caso de las redes compuestas por genes, proteí-
nas y metabolitos, la actividad de los nodos se calculó mediante el promedio, de la expresión
en el caso de genes y proteínas o cantidad en el caso de metabolitos, de cada nodo relaciona-
dos con la función o ruta metabólica mayoritaria definida por ontología. En el caso de los expe-
rimentos de perturbación en líneas celulares, se calculó la actividad de los nodos mediante el
delta de este promedio entre células control y células tratadas. De esta manera, el valor obte-
nido representa el cambio entre células control y células tratadas a nivel de cada nodo funcio-
nal.
12. Construcción de un modelo computacional de metabolismo tumoral
El FBA es un método empleado para la modelización de redes metabólicas que permite tanto
la predicción de la tasa de crecimiento de un microorganismo o tumor, como la tasa de pro-
ducción de un determinado metabolito. Para llevar a cabo el FBA, se utilizó la librería COBRA
Toolbox v2.0 (88), disponible para MATLAB y la reconstrucción del metabolismo humano Re-
con2 (83). En conjunto esta reconstrucción del metabolismo humano consta de 2.191 genes
recogidos en las Gene-Protein-Reaction Rules (GPR), que incluyen 5.063 metabolitos relaciona-
dos mediante 7.440 reacciones, incluyendo las reacciones de intercambio y la reacción de
biomasa usada como función objetivo. Esta función objetivo se estableció a partir de datos
experimentales provenientes de cultivos celulares de leucemia y es representativa del creci-
miento del tumor (Tabla 2). Consideraremos el valor óptimo asignado a esta reacción de bio-
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masa como la tasa de crecimiento tumoral. Las 7.440 reacciones están agrupadas a su vez en
101 subsistemas o rutas metabólicas.
Fórmula 0.505626 ala_L[c] + 0.35926 arg_L[c] + 0.279425 asn_L[c] + 0.352607 asp_L[c] + 20.704451 atp[c] + 0.020401
chsterol[c] + 0.011658 clpn_hs[c] + 0.039036 ctp[c] + 0.046571 cys_L[c] + 0.013183 datp[n] + 0.009442 dctp[n] +
0.009898 dgtp[n] + 0.013091 dttp[n] + 0.275194 g6p[c] + 0.325996 gln_L[c] + 0.385872 glu_L[c] + 0.538891 gly[c]
+ 0.036117 gtp[c] + 20.650823 h2o[c] + 0.126406 his_L[c] + 0.286078 ile_L[c] + 0.545544 leu_L[c] + 0.592114
lys_L[c] + 0.153018 met_L[c] + 0.023315 pail_hs[c] + 0.154463 pchol_hs[c] + 0.055374 pe_hs[c] + 0.002914
pglyc_hs[c] + 0.259466 phe_L[c] + 0.412484 pro_L[c] + 0.005829 ps_hs[c] + 0.392525 ser_L[c] + 0.017486
sphmyln_hs[c] + 0.31269 thr_L[c] + 0.013306 trp_L[c] + 0.159671 tyr_L[c] + 0.053446 utp[c] + 0.352607 val_L[c] -
> 20.650823 adp[c] + 20.650823 h[c] + 20.650823 pi[c]
Ruta Reacción de intercambio
Tabla 2: Información acerca de la reacción de biomasa incluida en la Recon2.
Se calculó el FBA empleando los datos de proteómica provenientes de experimentos de per-
turbación en líneas celulares, los datos de proteómica de los 96 tumores de cáncer de mama y
los datos de expresión génica tomados del trabajo de Terunuma et al. (112).
13. Introducción de datos de expresión en el modelo del metabolismo
Para incorporar datos de expresión al modelo se utilizó el algoritmo CAPRI para la resolución
de las GPR y el algoritmo E-flux modificado, que se habían demostrado óptimos en trabajos
previos (90). El algoritmo CAPRI está basado en una modificación del método descrito por Bar-
ker et al. (121). Las expresiones booleanas que componen las GPR se resolvieron empleando la
suma para los OR y el valor mínimo para los AND. Finalmente, los datos se normalizaron a un
intervalo [0,1], restándole al valor de expresión el valor mínimo y normalizando por el rango
(función Max-min) (Figura 6). Este valor se utilizó para definir los límites de flujo máximo y
mínimo para cada reacción. Si el valor de expresión normalizado para la reacción r en la mues-
tra j es aj, entonces los nuevos límites de la reacción serán 0 y aj si la reacción es irreversible y
–aj y aj si la reacción es reversible (Figura 7).
=
−min( )
max( ) − min( )
Figura 6: Algoritmo E-flux modificado. z= valor normalizado a un intervalo [0,1], x= valor de expresión, min(x)= valor
de expresión mínimo de la muestra, max(x)= valor de expresión máximo de la muestra.
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Figura 7: Flujo de trabajo para introducir datos de expresión en el modelo de metabolismo mediante el E-Flux.
14. Validación del modelo metabólico: dynamic FBA y estudios de crecimiento
celular basados en datos experimentales
Para la validación del modelo se llevaron a cabo estudios del crecimiento de las líneas celulares
ER+ MCF7 y T47D y de las líneas celulares TNBC MDAMB231 y MDAMB468. Se sembró un mi-
llón de células en una placa P100 y se delimitó un área de la placa. A continuación, se cuantifi-
có la densidad celular, es decir, el número de células, de esta área durante tres días (105).
Por otro lado, se empleó el dynamic FBA para simular estos cambios en la densidad celular.
Para ello se utilizó la función ya implementada dynamicFBA a la que es necesario especificar la
cantidad de biomasa inicial, correspondiente a la densidad celular inicial en el área de la placa
delimitada y la cantidad inicial de glucosa en el medio en el día 1, medida mediante un gasó-
metro ABL90 FLEX Blood Analyzer, correspondiente a 200 mg/ml.
15. Remuestreo por Monte Carlo
El remuestreo por Monte Carlo se calculó utilizando los datos de líneas celulares tratadas y sin
tratar. Para llevar a cabo este remuestreo del espacio de posibles soluciones se utilizó la fun-
ción gpSampler ya implementada en la librería COBRA Toolbox. Esta función permite la realiza-
ción del proceso de remuestreo en paralelo, optimizando el tiempo de computación. Una vez
obtenida la muestra de posibles soluciones, se calculó la suma del valor absoluto de los flujos
para cada una de estas soluciones y se escogió aquella con una suma de flujos mayor. Se esco-
gió esta solución como la más representativa debido a la asunción de que si se ha medido una
cantidad determinada de una proteína, ésta será usada por la célula y, por lo tanto, la solución
de suma de flujos máxima recoge la máxima utilización de las proteínas medidas. Por otro
lado, se calculó el Flux Variability Analysis (FVA) con la función ya implementada fluxVariability
y el rango obtenido se utilizó para calcular el cambio en el rango de flujo posible que existía
entre células tratadas y sin tratar.
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16. Cálculo de las actividades de los flujos
Con el objetivo de comparar la actividad entre las rutas metabólicas en los diferentes escena-
rios, se calcularon las actividades de los flujos para cada caso. La actividad de los flujos es una
medida propuesta en este trabajo, que se definió como la suma de flujos de todas las reaccio-
nes implicadas en cada una de las rutas metabólicas definidas en la Recon2.
Con estos datos, en el caso de las líneas celulares, se llevaron a cabo modelos de regresión
lineal en SPSS IBM Statistics 20 para asociar estas actividades de los flujos con la respuesta a
los fármacos.
En el caso de los datos de proteómica de los 96 tumores, estas actividades de flujo se emplea-
ron para construir predictores de recaída a distancia y en el caso de los datos provenientes del
trabajo de Terunuma et al. se utilizaron como medida representativa de los resultados del FBA
para estudiar su asociación con datos de metabolómica de los mismos pacientes.
17. Ensayo de actividad enzimática de la superóxido dismutasa
Para validar algunas de las predicciones propuestas por el modelo del metabolismo en las lí-
neas celulares se realizó un ensayo de medición de la actividad enzimática de la reacción su-
peróxido dismutasa (SPODM). Estos experimentos se realizaron por triplicado para cada una
de las condiciones (cada línea celular tratada con MTF y sin tratar). Para ello se utilizó el Su-
peroxide Dismutase Assay Kit (Sigma-Aldrich, 19160). Se sembraron 5.000 células por pocillo
en una placa P6 y, después de 24 horas, se añadió la MTF a 40 mM (excepto para las
MDAMB468, en las que se utilizó una concentración de 20 mM, como se explica en resulta-
dos). 24 horas después se midió la actividad SPODM siguiendo el protocolo propuesto por el
fabricante.
18. Variación debida a la multiplicidad de soluciones
Con el fin de estudiar la variación del vector de flujos sujeto a un valor óptimo de biomasa, se
utilizaron los resultados provenientes del remuestreo por Monte Carlo en los experimentos de
células tratadas y sin tratar para calcular para cada reacción el valor de flujo más frecuente y si
este valor más frecuente difería del valor que aporta la función optimizeCbModel (lo que a
partir de ahora llamaremos FBA estándar) como primera solución. La función optimizeCbModel
de COBRA Toolbox está diseñada para dar como solución la primera combinación de flujos que
lleva al óptimo que encuentra, que siempre es la misma, haciendo así del FBA un análisis re-
producible. Se calculó la moda del flujo para cada reacción en cada uno de los remuestreos y
se comparó con el valor obtenido al realizar un FBA estándar en cada uno de los casos. Se cal-
Material y métodos
52
culó el porcentaje de coincidencia C de cada valor, siendo coincidentes (C=1) si cumplían el
siguiente criterio: R> (M-0,01) & R< (M+0,01); siendo R el resultado de flujo del FBA y M el
valor que toma la moda para ese flujo.
19. Construcción de predictores de recaída a distancia usando la actividad de
los flujos y los datos de proteómica de tumores de cáncer de mama
Una vez establecido que la solución aportada por el FBA estándar y las múltiples soluciones
obtenidas mediante remuestreo son comparables (ver apartado 1.12 de Resultados), esto ha-
cía posible analizar un gran volumen de datos debido al ahorro de tiempo de computación. Se
realizó el FBA con la función optimizeCbModel en los datos de proteómica provenientes de 96
tumores de cáncer de mama y se calculó la actividad de los flujos para cada una de las rutas
metabólicas definidas en la Recon2. Se estudió la relación de las actividades de los flujos con el
riesgo de recaída a distancia y se construyó un predictor con BRB Array Tools (122).
20. Creación de una interfaz para facilitar la realización del Flux Balance
Analysis
Con el objetivo de que no sean necesarios conocimientos de programación para realizar el
FBA, se creó una interfaz gráfica de usuario personalizada (GUI) mediante la GUIDE de
MATLAB. GUIDE proporciona herramientas para diseñar interfaces de usuario para Apps per-
sonalizadas. Mediante GUIDE es posible diseñar gráficamente la interfaz de usuario y generar
de manera automática el código de MATLAB para construir la interfaz (https://es.mathworks.
com). Se creó una nueva GUI en la que se incluyeron Push Buttoms para cada uno de los pasos
necesarios para llevar a cabo el FBA: importar el modelo, importar un archivo en formato .txt
que contenga las GPR para cada una de las reacciones del modelo, fijar la función objetivo en
la reacción de biomasa incluida en la Recon2 y por último calcular el FBA. Además, se le aña-
dieron dos botones para poder realizar el FVA y simulación de knockouts. Como control de que
el proceso ha terminado se incluyó un texto estático en el que aparece un mensaje de confir-
mación cada vez que un proceso ha acabado. Por último, se añadió un botón para salir del
programa. Para poder usar esta interfaz sólo hay que abrir MATLAB y escribir “FLUX” en la
consola. Después, todo el análisis puede llevarse a cabo mediante los botones de la aplicación
en lugar de utilizar código.
21. Análisis estadístico de los resultados
Para el análisis estadístico de los datos se utilizó GraphPad Prism 6. Los predictores se constru-
yeron mediante BRB Array Tools, herramienta desarrollada por el grupo del Dr. Richard Simon
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(122). Las proporciones de cada uno de los grupos (alto y bajo riesgo) se fijaron a priori para
evitar un sobreajuste de los predictores a nuestra población. Los modelos de regresión se lle-
varon a cabo mediante SPSS IBM Statistics 20.
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RESULTADOS
1. Diseño del estudio de perturbación en líneas celulares de cáncer de mama
Para estudiar el efecto del tratamiento con MTF y RP en seis líneas celulares de cáncer de ma-
ma, tres ER+ y tres TNBC, se construyeron curvas dosis-respuesta de cada uno de los fármacos
en cada línea celular. Esto permitió definir la concentración del fármaco a emplear en los expe-
rimentos de perturbación. Para evaluar si la heterogeneidad en la respuesta a estos fármacos
se asociaba a causas genéticas se estudiaron variantes genéticas asociadas a respuesta a estos
fármacos mediante la detección de SNP. Para estudiar los procesos biológicos relacionados con
la heterogeneidad de respuestas al tratamiento con MTF y RP y caracterizar las consecuencias
moleculares de dicha respuesta, se realizaron experimentos de perturbación empleando dosis
sub-letales de los fármacos. A continuación, se analizaron los perfiles proteicos mediante EM y
se realizó un análisis de expresión diferencial. Con estos datos, se construyó un MGP para ca-
racterizar diferencias debidas a los tratamientos a nivel funcional y se llevó a cabo un FBA para
estudiar los efectos de estos tratamientos a nivel de rutas metabólicas (Figura 8). Estas dos
aproximaciones (análisis de SNP y proteómica) proporcionan información complementaria
acerca de las causas de la respuesta al tratamiento y los efectos moleculares que provocan.
Figura 8: Flujo de trabajo seguido en el estudio de experimentos de perturbación en líneas celulares de cáncer de
mama.
1.1 Curvas dosis-respuesta y cálculo de parámetros farmacológicos para cada uno de
los fármacos que afectan al metabolismo
Se construyeron curvas dosis-respuesta empleando concentraciones de 5 mM a 160 mM para
MTF y concentraciones de 156,25 nM a 10.000 nM para RP en las seis líneas celulares (123). Se
midió la respuesta como el porcentaje de células que sobreviven con respecto al control, que
se consideró el 100%. Se observó una respuesta diferente para cada una de estas líneas celula-
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res que, en el caso de la RP, está asociada al subtipo, teniendo una respuesta menor las líneas
celulares TNBC que las ER+. En el caso de la MTF, no se pudo establecer una asociación con el
subtipo, siendo las CAMA1 las que presentaban una menor respuesta y las MDAMB468 las más
sensibles al tratamiento con MTF (Figura 9, Tabla 3).
Figura 9: A. Curva dosis-respuesta para MTF B. Curva dosis-respuesta para RP. Las líneas discontinuas corresponden
a las líneas celulares ER+ y las continuas a las TNBC.
Tabla 3: Mediciones de viabilidad celular en seis líneas celulares de cáncer de mama tratadas con MTF (5-160 mM) y
RP (156,25-10.000 nM). Los valores se proporcionan como el porcentaje de células respecto al control (concentra-
ción de fármaco =0). Escala rojo-blanco-azul, de mayor a menor.
Las IC50 correspondientes a cada línea celular y a cada fármaco se determinaron con CompuSyn
(55). Las IC50 correspondientes a las células TNBC tratadas con RP eran significativamente más
elevadas que las IC50 en las células ER+ (Tabla 4).
MTF mM 0 5 10 20 40 80 160
MCF7 100.00 135.07 95.00 61.49 30.61 28.36 2.47
T47D 100.00 85.74 70.15 59.87 42.11 7.10 0.00
CAMA1 100.00 88.08 112.76 93.70 108.67 63.25 3.49
MDAMB231 100.00 65.08 58.36 57.78 37.82 11.45 1.77
MDAMB468 100.00 40.05 55.39 21.82 1.31 1.71 0.00
HCC1143 100.00 105.48 85.25 73.19 52.89 20.49 0.00
RP nM 0 156.25 312.5 625 1250 2500 5000 10000
MCF7 100.00 29.36 22.34 31.62 19.88 16.29 7.53 3.32
T47D 100.00 33.02 33.76 43.74 24.39 17.73 8.69 11.15
CAMA1 100.00 70.22 46.25 45.99 26.28 22.46 13.45 7.71
MDAMB231 100.00 79.92 82.09 67.84 62.16 62.43 31.95 24.50
MDAMB468 100.00 48.25 48.51 71.92 75.75 52.74 55.31 4.49
HCC1143 100.00 125.74 136.39 137.53 144.66 130.58 85.55 24.85
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Células Subtipo IC50 MTF (mM) IC50 RP(nM)
MCF7 ER+ 36,61 62,52
T47D ER+ 17,16 80,43
CAMA1 ER+ 87,25 396,573
MDAMB231 TNBC 14,64 2.298,60
MDAMB468 TNBC 6,51 966,32
HCC1143 TNBC 35,19 7.700,24
Tabla 4: IC50 calculada por CompuSyn para cada una de las líneas celulares y de los fármacos. En el caso de la RP las
líneas celulares ER+ tienen una IC50 menor que las TNBC.
Para los experimentos de perturbación se escogieron unas concentraciones que provocaran un
efecto en la supervivencia pero no fuesen letales para las células. Se empleó una concentra-
ción de 40 mM para la MTF (excepto en el caso de las MDAMB468, que se usó una concentra-
ción de 20 mM debido a que son más sensibles a este fármaco) y de 625 nM en el caso de la
RP.
1.2 Genotipado de polimorfismos en las líneas celulares de cáncer de mama
Se estudiaron los polimorfismos relacionados previamente con la sensibilidad a MTF y RP me-
diante un array personalizado de sondas TaqMan. El array consta de sondas para detectar 180
SNP localizados en 38 genes relacionados con metabolismo y transporte de fármacos. De estos
genes, se analizaron aquellos que estaban relacionados con los dos fármacos de interés.
Con respecto a la respuesta a MTF, se detectó el polimorfismo rs2282143 en el transportador
SLC22A1 en las células MDAMB468. Está descrito que este SNP aparece con una frecuencia del
8% en la población negra, que es la población de origen de esta línea celular, y está asociado a
una disminución del aclaramiento de la MTF (PharmGKB; www.pharmgkb.org) Por otro lado, el
polimorfismo rs628031, también localizado en el gen SLC22A1, se encontró en homocigosis en
las MCF7 y en las HCC1143 y en heterocigosis con una posible duplicación en las MDAMB468.
La presencia de este polimorfismo está asociada con una disminución de la respuesta a MTF
(PharmGKB; www.pharmgkb.org).
Respecto a la respuesta a RP, se detectaron dos SNP (rs1045642 y rs2868177) en ABCB1 y POR
respectivamente en las líneas celulares ER+. rs1045642 está en heterocigosis en las líneas celu-
lares ER+ y no existe un consenso acerca de sus efectos. Por el contrario, no existe relación
descrita de rs2868177 con RP o con otro rapálogo. Las MDAMB468 presentan además un po-
limorfismo en heterocigosis en CYP3A4 (rs2740574), que ha sido asociado a un mayor reque-
rimiento de dosis de RP en comparación con el homocigoto wild-type (PharmGKB; www.
pharmgkb.org).
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1.3 Caracterización de la respuesta a fármacos contra el metabolismo en líneas
celulares de cáncer de mama mediante experimentos de perturbación y proteómica
Seguidamente se caracterizó molecularmente la respuesta a fármacos contra el metabolismo
mediante experimentos de perturbación y proteómica. Se utilizaron seis líneas celulares de
cáncer de mama tratadas con concentraciones subóptimas de fármaco (MTF= 40 mM [excepto
las MDAMB468, para las que se usó una concentración de 20 mM], RP= 625 nM) y se analiza-
ron por duplicado para cada condición mediante proteómica de alto rendimiento. El análisis
por EM permitió la detección de un total de 7.267 proteínas. De éstas, 4.052 proteínas presen-
taban dos péptidos únicos y expresión en al menos el 75% de las muestras. Estas proteínas se
emplearon en los análisis siguientes.
Después, se identificaron aquellas proteínas con una expresión diferencial entre células control
y células tratadas. Se seleccionaron aquellas proteínas con un delta en la expresión entre con-
trol y tratadas mayor de 1,5 o menor de -1,5 para cada línea celular/fármaco y se realizó un
análisis de ontología para establecer en qué funciones estaban implicadas estas proteínas (Ta-
blas 5 y 6).
MTF MCF7 T47D CAMA1 MDAMB231 MDAMB468 HCC1143
Disminuida Mitocondria yciclo celular Ninguna Ninguna Mitocondria Mitocondria
Mitocondria y
procesamiento
de ARNm
Aumentada Mitocondria ycitoesqueleto
Mitocondria y
aparato de
Golgi
Ninguna Ninguna Matrizextracelular
Citosol y unión
a proteínas
Tabla 5: Funciones mayoritarias de las proteínas con expresión aumentada o disminuida con respecto al control en
células tratadas con MTF.
RP MCF7 T47D CAMA1 MDAMB231 MDAMB468 HCC1143
Disminuida Transporte
celular División celular
Procesamiento de
ARNm, splicing y
mitocondria
Procesamiento de
ARNm y
citoesqueleto
Ninguna Lisosomas
Aumentada Matrizmitocondrial Lisosomas
Apoptosis, mito-
condria y papel
mitocondrial en
apoptosis
Exosomas Ninguna Mitocondria
Tabla 6: Funciones mayoritarias de las proteínas con expresión aumentada o disminuida con respecto al control en
células tratadas con RP.
Las proteínas con expresión diferencial entre control y tratamiento se compararon con la in-
formación acerca de las interacciones descritas entre estos fármacos y diferentes genes en la
base de datos Comparative Toxicogenomics Database. De los genes cuya expresión se ve modi-
ficada por el tratamiento con MTF en esta base de datos, las proteínas PIR, RELA, SIRT5, CMBL,
PPP4R2 y MYD88 presentan una disminución en la expresión, mientras que SRT2, SERPINE1 y
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HTATIP2 presentan un aumento en su expresión en células tratadas con MTF en al menos una
de nuestras líneas celulares.
Las interacciones recogidas de la Comparative Toxicogenomics Database definían una disminu-
ción de expresión en los genes que codifican las proteínas CDK4, CKS1B, COL1A1, IGFBP5,
KIFC1, mTOR y SCD y un aumento de expresión en CASP8, NR3C1, PKP4, RPS27L, TEAD1 y XIAP
debido al tratamiento con RP que observábamos también, a nivel de proteína, en al menos una
línea celular tratada con RP.
1.4 Experimentos de citometría de flujo
En los análisis de ontología a partir de las proteínas diferenciales aparecen repetidas veces
categorías relacionadas con el ciclo celular, lo que sugiere que estos fármacos provocan de
alguna manera alteraciones en dicho ciclo celular. Para confirmar esta hipótesis, se estudió el
ciclo celular mediante experimentos de citometría. Las MCF7 y las MDAMB231 tratadas con
MTF presentaban un incremento en el porcentaje de células en fase G2/M cuando se compa-
raban con el control (células sin tratar), sugiriendo que la administración de MTF provoca un
arresto del ciclo celular en fase G2. Sin embargo, en las CAMA1, el tratamiento con MTF pro-
vocaba un incremento del porcentaje en G0/G1. Con respecto a las células tratadas con RP, las
líneas celulares ER+ MCF7 y T47D presentaban un incremento en el porcentaje de células en
fase G0/G1 cuando se comparaban con el control, sugiriendo un arresto del ciclo celular en G1
provocado por la RP. Por el contrario, las HCC1143, una línea celular caracterizada como TNBC,
presentaba un incremento de células en fase G2 (Figura 10).
Figura 10: Porcentaje de células medida en cada una de las fases del ciclo celular en células control y células trata-
das con MTF o con RP respectivamente.
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1.5 Modelos gráficos probabilísticos en líneas celulares
El siguiente paso fue explorar las funciones biológicas afectadas por el tratamiento con MTF y
RP. Para ello, se emplearon los datos de proteómica de células tratadas y sin tratar y se aplica-
ron los MGP sin otra información a priori. El grafo resultante se procesó en busca de una es-
tructura funcional, es decir, se establecieron funciones mayoritarias para cada una de las ra-
mas de la red (30, 41, 76). El grafo se dividió en 36 ramas y se realizaron análisis de ontología.
Veintinueve ramas tenían un enriquecimiento significativo en alguna función biológica especí-
fica mientras que siete ramas carecían de función biológica representativa (Figura 11).
Figura 11: Modelo gráfico probabilístico obtenido a partir de los datos de proteómica de células de cáncer de mama
tratadas con MTF o RP y sin tratar. Las ramas a las que no ha sido posible asignarles una ontología aparecen en gris.
Se calcularon las actividades funcionales de cada rama mediante los deltas de la actividad de
los nodos entre células control y tratadas. La MTF causaba una disminución en la actividad de
los nodos funcionales de mitocondria B, procesamiento de ARNm, replicación del ADN y unión
a ATP en todas las líneas celulares (Figura 12). En el caso de la RP, se observó una disminución
en la actividad del nodo de procesamiento de ARNm en todas las líneas celulares (Figura 13).
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Figura 12: Actividades de los nodos para las líneas celulares tratadas con MTF comparadas con las células control.
u.a.= unidades arbitrarias.
Figura 13: Actividades de los nodos para las líneas celulares tratadas con RP comparadas con las células control.
u.a.= unidades arbitrarias.
Además, se evaluó la relación de las actividades de los nodos con la respuesta a MTF y RP me-
diante modelos de regresión lineal múltiple. La respuesta a RP puede explicarse mediante la
actividad de los nodos de metabolismo A y B (Tabla 7). El nodo de metabolismo A está princi-
palmente relacionado con síntesis de ácidos grasos y metabolismo de pirimidinas mientras que
el nodo de metabolismo B está principalmente relacionado con glucolisis, fosforilación oxidati-
va y metabolismo del carbono. La respuesta a MTF no pudo predecirse mediante la actividad
de los nodos.
Modelo B Error st. Sig.
Constante 1,095 0,075 0,001
Metabolismo A -2,171 0,282 0,005
Metabolismo B -1,149 0,356 0,048
Tabla 7: Modelo de regresión lineal para predicción de respuesta a RP usando las actividades de los nodos funciona-
les. B = estimación de los coeficientes de regresión, Error st. = error estándar, Sig. = significación estadística al 95%
de confianza.
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1.6 El FBA predice alteraciones en el crecimiento en las células tratadas con
metformina
Para evaluar el impacto en el metabolismo celular tanto de la MTF como de la RP, se realizó un
FBA. Para ajustar las predicciones del modelo, se incluyeron los datos de proteómica prove-
nientes de los experimentos de perturbación (datos de expresión de proteínas de las líneas
celulares tratadas con ambos fármacos a una concentración fija) y se estimó el crecimiento
tumoral tanto para las células control como para las células tratadas. El FBA es un método
computacional que permite estudiar la tasa de producción de un metabolito concreto o la tasa
de crecimiento de un microorganismo o, en este caso, de un tumor. Los datos de proteómica
permitieron delimitar 2.414 reacciones de las 4.253 reacciones contempladas en la Recon2 que
tienen definida una GPR. El FBA predice una menor tasa de crecimiento en las MCF7 y en las
células TNBC tratadas con MTF con respecto a sus controles, estableciendo el umbral en el
segundo decimal. Sin embargo, en el caso de las CAMA1 tratadas con MTF el FBA predice un
ligero incremento en la tasa de crecimiento. Por otra parte, el FBA no predice diferencias acor-
des con las mediciones experimentales en la tasa de crecimiento de las células tratadas con RP
con respecto a sus controles (Tabla 8).
Línea celular Control MTF RP
MCF7 0,434 0,425 0,434
CAMA1 0,432 0,438 0,422
MDAMB231 0,453 0,432 0,444
HCC1143 0,440 0,433 0,435
Tabla 8: Valores de crecimiento tumoral o biomasa predichos por el modelo del metabolismo.
1.7 Validación del modelo del metabolismo
Con el propósito de validar el modelo, se realizó una comparación entre datos experimentales
de crecimiento en líneas celulares y las predicciones obtenidas mediante el método del dyna-
mic FBA. La concentración inicial medida de glucosa en el medio era de 200 mg/dl y fue incor-
porada a los inputs de esta función. La densidad celular inicial se estimó contando las células
presentes en un área delimitada de la placa (MCF7= 37, T47D= 31, MDAMB231= 30 y
MDAMB468= 58 células) y también se incorporaron como input de esta función. Las prediccio-
nes hechas por el modelo coinciden con las mediciones experimentales obtenidas durante 72
horas, siendo las MDAMB468 las que más se alejan, mientras que las predicciones para las
MCF7 coinciden plenamente con las observaciones experimentales (Figura 14).
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Figura 14: Número de células medido experimentalmente en cultivos celulares durante 72 horas (líneas disconti-
nuas) frente a las predicciones de crecimiento para ese mismo período provenientes del dynamic FBA (líneas conti-
nuas).
1.8 Caracterización de las actividades de los flujos en líneas celulares tratadas y sin
tratar
Con el objetivo de comparar los flujos provenientes de las diferentes rutas metabólicas entre
las células tratadas y sin tratar, se estableció un nuevo método llamado actividades de los flu-
jos. Las actividades de los flujos se calcularon como la suma de los flujos de todas las reaccio-
nes implicadas en una determinada ruta metabólica, entendiéndose por ruta metabólica aque-
llas que vienen definidas previamente por la Recon2. De esta manera se resume la información
contenida en cada ruta metabólica en un único valor. Una vez calculadas las actividades de los
flujos, éstas se utilizaron para construir modelos de regresión lineal con los que predecir res-
puesta a cada uno de los fármacos.
Para la MTF, las rutas asociadas con respuesta fueron el metabolismo del piruvato y el meta-
bolismo del glutamato (Tabla 9). En el caso de la RP, las rutas metabólicas asociadas con res-
puesta son el metabolismo del colesterol y la ruta del metabolismo de la valina, leucina e iso-
leucina (Tabla 10).
Modelo B Error st. Sig.
Constante 0,779 0,002
Metabolismo de glutamato -2,379 0,016 0,004
Metabolismo de piruvato 0,083 0,002 0,016
Tabla 9: Modelo de regresión lineal para predicción de respuesta a MTF usando las actividades de los flujos. B =
estimación de los coeficientes de regresión, Error st. = error estándar, Sig. = significación estadística al 95% de con-
fianza.
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Modelo B Error st. Sig.
Constante 0,761 0,001
Metabolismo de valina, leucina e isoleucina 2,018 0,002 0,001
Metabolismo de colesterol 0,045 0,000 0,007
Tabla 10: Modelo de regresión lineal para predicción de respuesta a RP usando las actividades de los flujos. B =
estimación de los coeficientes de regresión, Error st.= error estándar, Sig. = significación estadística al 95% de con-
fianza.
1.9 Remuestreo por Monte Carlo
El principal problema del FBA es la multiplicidad de soluciones, es decir, para un único valor
óptimo de la función objetivo son posibles distintas combinaciones de flujos en las reacciones.
Este problema se afronta de diferentes maneras como, por ejemplo, con un remuestreo de un
número representativo de posibles soluciones por Monte Carlo y/o escogiendo una combina-
ción de flujos que cumpla una serie de condiciones (por ejemplo, aquella combinación de flu-
jos cuya suma de todos los flujos sea mínima o máxima). Con el propósito de identificar reac-
ciones que se modifican como consecuencia del tratamiento, en este trabajo se realizó un
remuestreo por Monte Carlo para cada una de las muestras obteniéndose 14.480 posibles
soluciones, y se escogió la solución en la que la suma de flujos fuese el máximo posible. Este
criterio se basó en la premisa de que esta combinación sería la más representativa de las me-
diciones de las proteínas debido a que si una proteína ha sido medida es indicativo de que esta
proteína será usada por la célula y por tanto debería estar reflejada en estos flujos. A conti-
nuación, se realizó un Flux Variability Analysis (FVA) para calcular el valor máximo y mínimo
que pueden tomar los flujos de cada una de las reacciones en las múltiples soluciones y, por
tanto, el rango de flujos posibles. Después, se eligieron aquellas reacciones que presentaban
un cambio en su flujo entre tratamiento y control superior al 95% de su rango. Como ya se ha
dicho, el FBA proporciona múltiples soluciones. Por lo tanto, se comprobó que los resultados
obtenidos con la solución de suma de máximo flujo fueran representativos de todas las posi-
bles soluciones que daban lugar a una optimización de la tasa de crecimiento.
1.10 El FBA predice una activación de las enzimas relacionadas con estrés oxidativo en
células tratadas con MTF
Como se explica en el apartado anterior, empleando las combinaciones de flujos cuya suma
fuese máxima y ponderando por su rango calculado mediante FVA, se realizó una comparativa
entre el flujo de las células control y las células tratadas. De todos los candidatos evaluados, el
FBA predice un flujo nulo en la catalasa en las células control con la excepción de las HCC1143,
en las que el modelo predice una activación constitutiva de la catalasa. En las MDAMB231 y las
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MCF7 tratadas con MTF, el modelo predice una activación de la catalasa mientras que en las
CAMA1 no se observa ninguna alteración en el flujo de esta enzima (Figura 15).
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Figura 15: Distribución de posibles flujos de la catalasa (CATm) en células control y células tratadas con MTF. En el
eje y se representa la frecuencia, entendida como el número de combinaciones posibles de flujo que proporciona el
remuestreo por Monte Carlo, en el eje x el valor de flujo que toma la reacción.
Además, el modelo predice un incremento del flujo de la reacción SPODM en las MCF7 y las
HCC1143 tratadas con MTF, pero no en las MDAMB231. Para las CAMA1, el modelo predice
una alta actividad de la reacción SPODM tanto en el control como en las células tratadas con
MTF (Figura 16).
Resultados
68
Figura 16: Distribución de posibles flujos de la SPODM en células control y células tratadas con MTF. En el eje y se
representa la frecuencia, entendida como el número de combinaciones posibles de flujo que proporciona el re-
muestreo por Monte Carlo, en el eje x el valor de flujo que toma la reacción.
Por último, el modelo predice un incremento del flujo de la reacción de la óxido nítrico sintasa
(NOS2) y, en consecuencia, un incremento en la producción de óxido nítrico (NO) en las MCF7
tratadas con MTF (Figura 17).
Figura 17: Distribución de posibles flujos de la NOS2 en MCF7 control y MCF7 tratadas con MTF. En el eje y se repre-
senta la frecuencia, entendida como el número de combinaciones posibles de flujo que proporciona el remuestreo
por Monte Carlo.
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Todas estas hipótesis se comprobaron en la distribución de posibles soluciones proporcionadas
por el Monte Carlo, manteniéndose en todos los casos.
1.11 Las mediciones experimentales de la superóxido dismutasa confirman las
predicciones hechas por el FBA
Para validar la hipótesis del modelo que sugiere una activación de la reacción SPODM por el
tratamiento con MTF, se midió la actividad de la superóxido dismutasa tanto en las células
control como en las células tratadas con MTF a 40 mM. Esta actividad se cuantificó mediante
un ensayo enzimático basado en la medición de la absorbancia de la muestra a la que se le ha
añadido un compuesto colorimétrico que reacciona con los aniones superóxido producidos por
la SPODM. Con la excepción de las MCF7, las predicciones hechas por el FBA se confirman en
los modelos experimentales. La actividad SPODM se calcula ponderando por el rango máximo
y mínimo de absorbancia que puede tomar la muestra, es decir, por la absorbancia medida en
una muestra que presente el 100% de actividad SPODM y una que no presente ninguna activi-
dad SPODM. En las HCC1143, la actividad SPODM está ligeramente aumentada en las células
tratadas con respecto a las células control. Por otro lado, las MDAMB231 son las que presen-
tan la actividad SPODM más baja, como predecía el modelo, y las CAMA1 son las que presen-
tan la actividad SPODM más alta tanto en el control como en las células tratadas, como tam-
bién predice el modelo (Tabla 11).
Línea celular ControlActividad SPODM (%)
Tratadas con MTF
Actividad SPODM (%)
MCF7 96,44% 90,76%
CAMA1 99,01% 97,09%
MDAMB231 68,17% 49,82%
HCC1143 83,30% 86,44%
Tabla 11: Porcentaje de actividad SPODM medido experimentalmente en cada una de las seis líneas celulares de
cáncer de mama tratadas con MTF y sin tratar.
1.12 Porcentaje de coincidencia entre el valor más frecuente del remuestreo y la
primera solución que proporciona el FBA
El remuestreo por Monte Carlo, a pesar de proporcionar una visión global de las distribuciones
de los flujos de las reacciones en las múltiples soluciones, presenta una limitación debido al
alto tiempo de computación necesario para realizar el análisis, siendo imposible utilizarlo en
series grandes. Para intentar solventar este problema, se estudió el porcentaje de coincidencia
entre la combinación de flujos aportada por la función optimizeCbModel (un FBA estándar),
considerablemente más eficaz en tiempo de computación, y los remuestreos por Monte Carlo
en los datos de las líneas celulares tratadas y sin tratar. Para ello, se calculó el valor de coinci-
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dencia C, siendo coincidentes (C=1) si cumplían el siguiente criterio: R> (M-0,01) & R<
(M+0,01); siendo R el resultado de flujo del FBA y M el valor que toma la moda para ese flujo.
El porcentaje de reacciones que presentan una coincidencia entre el valor más común en el
remuestreo (que proporciona 14.480 posibles soluciones) y la solución que proporciona el FBA
estándar es superior al 85% en todas las muestras (Tabla 12). Además, sólo existe discordancia
en alguna muestra en 1.754 reacciones del total de 7.440 incluidas en la Recon2, lo que supo-
ne el 23% de las reacciones del modelo. Aquellas reacciones que presentan una discordancia
en todas las muestras son en su mayoría reacciones de intercambio (33% del total de reaccio-
nes con discordancia en todas las muestras), que son reacciones con una categoría especial ya
que no están limitadas por GPR al ser reacciones sumidero o reacciones de transporte.
Muestra % de concordancia
MCF7 Control 86,84%
MCF7 MTF 86,25%
MCF7 RP 87,00%
CAMA1 Control 87,09%
CAMA1 MTF 86,73%
CAMA1 RP 86,73%
MDAMB231 Control 85,99%
MDAMB231 MTF 87,00%
MDAMB231 RP 86,04%
HCC1143 Control 87,06%
HCC1143 MTF 86,92%
HCC1143 RP 86,88%
Tabla 12: Porcentaje de concordancia para cada una de las muestras entre el valor más frecuente de flujo prove-
niente del remuestreo por Monte Carlo y el valor obtenido mediante el FBA estándar.
2. Aplicación del Flux Balance Analysis a datos de proteómica provenientes de
muestras FFPE de tumores de cáncer de mama
2.1 Tasa de crecimiento tumoral predicha mediante FBA empleando datos de
proteómica de muestras FFPE de tumores de mama
Los resultados obtenidos del FBA para los datos de proteómica fueron analizados con el fin de
estudiar si el modelo reflejaba las diferencias conocidas en la tasa de crecimiento tumoral de
los distintos subtipos de cáncer de mama. Se hallaron diferencias significativas en la tasa de
crecimiento tumoral entre ER-true y TN-like (p-valor < 0,05). Como era de esperar, no existen
diferencias significativas entre TN-like y TNBC (Figura 18).
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Figura 18: Tasa de crecimiento tumoral predicha por el FBA al introducir los datos de expresión de proteínas para
ER-true, TN-like y TNBC (N= 51, 21 y 26 respectivamente, p-valor< 0,05). u.a.= unidades arbitrarias.
2.2 Predictor de recaída a distancia basado en las actividades de los flujos de las
muestras tumorales
Una vez demostrado en los análisis en líneas celulares que la variación entre los resultados
obtenidos mediante el remuestreo por Monte Carlo y la solución que aporta el FBA no es signi-
ficativa (ver Resultados 1.12), se eligió para los siguientes análisis la solución que proporciona
la función optimizeCbmodel, lo que permitía un gran ahorro en el tiempo de computación. De
esta manera, se calcularon las actividades de los flujos para cada una de las rutas en los resul-
tados obtenidos por un FBA estándar de los datos de proteómica de tumores de mama. Se
encontraron diferencias significativas entre los subtipos descritos previamente en las rutas de
interconversión de nucleótidos y detoxificación de radicales libres de oxígeno (ROS) (Figura
19).
Figura 19: Actividades de flujo con diferencias significativas entre subtipos en los datos de proteómica de pacientes
con cáncer de mama. u.a.= unidades arbitrarias
Además, se encontraron cinco actividades de flujo relacionadas con recaída a distancia (Tabla
13).
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Actividad de flujo p-valor paramétrico FDR Hazard Ratio
Metabolismo de tetrahidrobiopterina 0,0008 0,0472 2,817
Metabolismo de vitamina A 0,0027 0,0782 0,65
Metabolismo de beta-alanina 0,0299 0,444 3,23
Síntesis de coA 0,0396 0,444 0,504
Metabolismo de glioxilato y carboxilato 0,0496 0,444 2,07
Tabla 13: Actividades de flujo relacionadas con recaída a distancia en la cohorte de 96 pacientes de cáncer de ma-
ma. FDR: Tasa de falsos descubrimientos.
Se construyó un predictor de recaída a distancia basado en estas actividades de los flujos. Este
predictor constaba de la actividad de las rutas del metabolismo de la vitamina A, la tetrahidro-
biopterina y la beta-alanina y dividía a la población en un grupo de bajo riesgo y un grupo de
alto riesgo (p-valor= 0,0032; HR= 6,52; 30%-70%) (Figura 20). El predictor se calcula mediante
la fórmula ∑ w xi + 0, 554 (w=peso, x= valor de actividad de flujo, i= muestra), considerándose
una muestra como de alto riesgo cuando el índice pronóstico es superior a -0,418 (Tabla 14).
Figura 20: Predictor basado en la actividad de los flujos de las rutas de la vitamina A, la tetrahidrobiopterina y la
beta-alanina en los datos de proteómica de pacientes de cáncer de mama. SLRD: Supervivencia libre de recaída a
distancia.
Ruta metabólica p-valor Peso
Vitamina A 0,002 -0,468
Tetrahidrobiopterina 0,006 1,106
Beta-alanina 0,059 0,159
Tabla 14: Pesos asignados a cada una de las rutas metabólicas para el predictor de recaída.
Además, el valor pronóstico del predictor se mantiene en ambos subtipos de tumores ER+,
siendo las diferencias estadísticamente significativas en el grupo ER-true (p-valor ER-true =
0,0179; p-valor TN-like = 0,064; p-valor TNBC = 0,364) (Figura 21).
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Figura 21: Predictor basado en las actividades de los flujos de la ruta de la vitamina A, la beta alanina y la tetrahi-
drobiopterina por subtipo molecular. SLRD: Supervivencia libre de recaída a distancia.
El modelo de regresión multivariante de Cox muestra que este predictor proporciona informa-
ción adicional con respecto a los datos clínicos (Tabla 15).
Análisis multivariante p-valor
T 0,338
N 0,015
G 0,061
Predictor 0,004
Tabla 15: Regresión de Cox comparando el predictor basado en las actividades de los flujos de la beta-alanina, te-
trahidrobiopterina y vitamina A. T= tamaño tumoral, N= afectación ganglionar, G= grado histológico.
Se han descrito diferencias a nivel de metabolismo en los tumores TNBC respecto a los ER+.
Por este motivo, se construyó un predictor exclusivamente para este tipo de tumores. Esta
nueva firma se compone de las actividades de los flujos de las rutas de la glucolisis y el meta-
bolismo del glutamato y divide a la población de TNBC en un grupo de alto y un grupo de bajo
riesgo (p-valor= 0,106; HR= 4,60; 30-70%), a pesar de no ser las diferencias estadísticamente
significativas (Figura 22). El predictor se calcula mediante la fórmula ∑ − 2,697 , (w=
peso, x= valor de actividad de flujo, i= muestra), clasificando a la muestra en el grupo de alto
riesgo si el índice pronóstico es mayor de -0,690 (Tabla 16).
Figura 22: Predictor en tumores TNBC basado en las actividades de los flujos de las rutas de glucolisis y metabolismo
del glutamato. SLRD: Supervivencia libre de recaída a distancia.
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Ruta metabólica p-valor Peso
Glucolisis 0,031 0,892
Metabolismo de glutamato 0,033 -0,491
Tabla 16: Pesos asignados a cada actividad de flujo contenida en el predictor para los tumores TNBC.
En este caso, el análisis multivariante no presenta significación (Tabla 17).
Análisis multivariante p-valor
T 0,977
N 0,733
G 0,514
Predictor 0,206
Tabla 17: Análisis multivariante de Cox comparando el predictor basado en las actividades de los flujos de glucolisis
y metabolismo del glutamato en TNBC. T= tamaño tumoral, N= afectación ganglionar, G= grado histológico.
3. Estudio de asociación de datos de metabolómica con los resultados
obtenidos en el Flux Balance Analysis y con datos de expresión génica en una
cohorte de pacientes de cáncer de mama
Con el fin de estudiar la relación entre los datos de expresión génica, de metabolómica y las
actividades de los flujos del FBA, se analizaron los datos provenientes del trabajo de Terunuma
et al., en el que estaban disponibles datos de metabolómica y de arrays de expresión génica
para la misma cohorte de pacientes de cáncer de mama (112). Esta cohorte está formada por
67 pacientes, 34 de ellos ER-, de los cuales 14 están especificados como TNBC, y 33 ER+. Las
muestras provenían de tejido fresco y se habían cuantificado los metabolitos mediante espec-
trometría de masas y medido la expresión génica empleando microarrays GeneChip Human
Gene 1.0 ST de Affymetrix.
3.1 Análisis basados en los datos de metabolómica
Se construyó un predictor de supervivencia global usando los datos de metabolómica. Este
predictor se compone de los metabolitos: glutamina, 2-hidroxipalmitato, deoxicarnitina, buti-
rilcarnitina y glicerofosforilcolina (p-valor= 0,003; HR= 0,34; 50-50%) (Figura 23). La fórmula
para calcular el predictor es ∑ + − 15,500 y una muestra se considera de alto riesgo
cuando el índice pronóstico es mayor de 0,246 (Tabla 18).
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Figura 23: Predictor basado en datos de metabolómica.
Metabolito p-valor Peso
2-hidroxipalmitato 0,0009 0,142
Deoxicarnitina 0,0030 0,250
Glutamina 0,0035 -0,0760
Butirilcarnitina 0,0041 0,261
Glicerofosforilcolina 0,0364 0,240
Tabla 18: Pesos asignados a cada uno de los metabolitos en el predictor.
El análisis multivariante confirma que el predictor proporciona información adicional a los
parámetros clínicos (Tabla 19).
Análisis multivariante p-valor
T 0,863
N 0,014
G 0,246
Predictor metabolitos 0,018
Tabla 19: Modelo de regresión multivariante de Cox comparando el predictor de supervivencia global basado en los
datos de metabolitos. T= tamaño tumoral, N= estatus ganglionar, G= grado histológico.
Se construyó una red formada únicamente por los datos de cuantificación de los metabolitos
usando los MGP. La base de datos de metabolómica contaba con datos de la medición de 536
metabolitos diferentes que tras los criterios de calidad aplicados se reducen a 237 metabolitos.
Posteriormente, se asignó una ruta metabólica mayoritaria a cada una de las ramas de la red
mediante análisis ontológico con IMPaLA. Al igual que se venía observando en las redes prove-
nientes de expresión génica, la red agrupaba a los metabolitos por rutas metabólicas (Figura
24).
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Figura 24: Red de metabolitos proveniente de los datos publicados por Terunuma et al.
Se calculó la actividad de los nodos de la misma manera en la que se calculaban en las redes de
expresión génica y se realizaron comparaciones entre los tumores ER+ y ER-. Existían diferen-
cias significativas en el metabolismo de los lípidos y en el metabolismo de las purinas entre
estos dos grupos (p< 0,05) (Figura 25).
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Figura 25: Actividad de los nodos de la red compuesta por metabolitos. u.a.= unidades arbitrarias.
Además, la actividad del nodo de metabolismo de lípidos presentaba valor pronóstico en esta
serie (p= 0,0452; HR= 0,47; 50-50%) (Figura 26, Tabla 20). El predictor puede calcularse me-
diante la fórmula ∑ + − 8,689 , considerándose de alto riesgo una muestra con un índi-
ce pronóstico mayor de -0,0629.
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Figura 26: Predictor basado en la actividad del nodo del metabolismo de lípidos.
Nodo p-valor Peso
Metabolismo de lípidos 0,008 0,468
Tabla 20: Pesos asignados al predictor compuesto por la actividad del nodo de metabolismo de lípidos.
Sin embargo, el análisis multivariante no muestra que el predictor aporte información signifi-
cativa frente a los datos clínicos (Tabla 21).
Análisis multivariante p-valor
T 0,732
N 0,030
G 0,464
Predictor actividad nodo metabolismo lípidos 0,141
Tabla 21: Análisis multivariante de Cox comparando el predictor basado en la actividad del nodo de metabolismo de
lípidos con los datos clínicos. T= tamaño tumoral, N= estatus ganglionar, G= grado histológico.
3.2 Combinación de datos de expresión génica con datos de metabolómica
Por otro lado, se combinaron los datos de expresión génica con los datos de metabolómica en
una única red. Debido a las diferencias entre los dos tipos de datos, la mayoría de los metaboli-
tos se agrupaban aislados en un único nodo de la red. Sin embargo, había unos pocos metabo-
litos que se mezclaban con los datos de expresión génica (Figura 27 A). Esta red se caracterizó
en base a la función mayoritaria de los genes de cada rama de la red. La red estaba compuesta
de once nodos funcionales y un duodécimo nodo que agrupaba a la mayoría de los metaboli-
tos (Figura 27 B).
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Figura 27: A. Red combinada de datos de expresión génica y datos de metabolómica. B. Red combinada de datos de
expresión génica y datos de metabolómica caracterizada funcionalmente.
Una vez establecidas las funciones mayoritarias, se estudió si existía alguna asociación descrita
entre los metabolitos que se incluían en los nodos compuestos por genes y la función asignada
a su correspondiente nodo. Existían relaciones previas descritas en la bibliografía en el caso de
cuatro de los 20 metabolitos identificados embebidos en los nodos de genes: succinato, citidi-
na, histamina y 1,2-propanediol. Todas las asociaciones están recogidas en la tabla 22.
Tabla 22: Descripción de la asociación de los metabolitos con la función de sus correspondientes nodos.
3.3 Combinación de datos de metabolómica con datos de actividades de los flujos
Se calculó el FBA para estos datos como se ha explicado en secciones previas. Brevemente, se
utilizaron los datos de expresión génica para las 67 muestras tumorales, se resolvieron las GPR
y se introdujeron los datos de expresión en el modelo mediante el E-flux modificado. Por últi-
mo, se calculó el FBA teniendo como función objetivo la reacción de biomasa como represen-
tante de la tasa de crecimiento tumoral. No existían diferencias significativas en la tasa de cre-
cimiento tumoral entre ER+ y ER- (Figura 28).
Metabolito Función del nodoal que pertenece Relación descrita Referencia
Succinato Respuesta inmune
Aumento de la respuesta inmune, inducción de la
producción de IL-1b, promueve la respuesta inmune
adaptativa.
(124, 125)
Citidina Respuesta inmune 5-aza-2’-deoxi-citidina potencia la respuesta inmuneantitumoral, papel en respuesta inmune innata. (126)
Histamina Angiogénesis Promueve la angiogénesis a través de la producciónde VEGF. (127)
1,2-
propanediol Angiogénesis
Modula al sistema inmune a través de S1P que
promueve la angiogénesis y la proliferación.
14C-sulfoquinovosilacilpropanediol es un fármaco
antiangiogénico.
(128)
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Figura 28: Tasa de crecimiento tumoral predicha mediante FBA para los pacientes de esta cohorte. No existen dife-
rencias significativas entre ER+ y ER-. u.a.= unidades arbitrarias.
A nivel de actividades de los flujos se encontraron diferencias significativas entre ER+ y ER- en
metabolismo de glicerofosfolípidos, metabolismo de fosfatidilinositol, ciclo de la urea, metabo-
lismo de propanoato, catabolismo de pirimidinas y detoxificación de ROS (Figura 29).
Figura 29: Actividades de los flujos diferenciales entre ER+ y ER-. u.a.= unidades arbitrarias.
Además, el metabolismo de la glutamina y el metabolismo de la alanina y el aspartato tienen
valor pronóstico en esta cohorte (p-valor= 0,0243; HR= 0,411; 50-50%) (Figura 30, Tabla 23). La
fórmula para calcular el predictor es ∑ + + 0,681 y se clasifica una muestra en el grupo
de alto riesgo cuando su índice pronóstico es mayor de -0,0589.
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Figura 30: Predictor basado en las actividades de los flujos del metabolismo de la glutamina y de la alanina y el
aspartato.
Actividad de flujo p-valor Peso
Metabolismo del glutamato 0,005 -0,569
Metabolismo de alanina y aspartato 0,040 0,314
Tabla 23: Pesos asignados según el predictor a cada una de las actividades de los flujos.
En este caso, el análisis multivariante sí muestra que el predictor aporta información sobre los
parámetros clínicos (Tabla 24).
Análisis multivariante p-valor
T 0,489
N 0,058
G 0,351
Predictor actividades de flujo 0,028
Tabla 24: Modelo de regresión multivariante de Cox comparando el predictor basado en las actividades de los flujos.
T= tamaño tumoral, N= afectación ganglionar, G= grado histológico.
Se calcularon las actividades de los flujos para cada una de las rutas metabólicas definidas en la
Recon2 como se ha descrito anteriormente y se combinaron mediante MGP con los datos de
metabolómica para estudiar su asociación. La red mezclaba los dos tipos de datos, aunque
situaba a las actividades de los flujos en la periferia de la red (Figura 31 A).
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Figura 31: A. Red resultante de combinar los datos de metabolómica con las actividades de los flujos calculadas para
cada una de las rutas metabólicas definidas en la Recon2. B. Red de metabolitos y actividades de los flujos dividida
por ramas.
Esta red se dividió en ramas y se estudió la asociación de los metabolitos pertenecientes a
cada rama con las actividades de los flujos correspondientes a esa rama de la red (Figura 31 B).
Se vio que existía una coherencia entre ambos tipos de datos, conteniendo cada rama metabo-
litos pertenecientes a la ruta indicada en la actividad de flujo. Por ejemplo, en la rama 1 se
encuentra la actividad de flujo correspondiente a la glucolisis y en esta misma rama aparecen
tres metabolitos que intervienen en esa ruta según la información de la base de datos IMPaLA.
En el caso del metabolismo de vitaminas no fue posible cuantificar el número de metabolitos
relacionados debido a que la etiqueta ontológica en IMPaLA es “metabolismo de vitaminas y
co-factores” mientras que en la Recon2 distinguen entre cada una de las vitaminas, etiquetan-
do las actividades de los flujos con etiquetas más concretas como por ejemplo “metabolismo
de vitamina B6” (Anexo 1).
4. Interfaz FLUX para facilitar la realización del Flux Balance Analysis
Para realizar el FBA con la librería COBRA Toolbox son necesarios conocimientos básicos de
programación en MATLAB. Con el fin de hacer accesible este análisis, se creó una interfaz ami-
gable basada en las funciones y el código de COBRA Toolbox mediante la GUIDE de MATLAB en
la que no es necesario utilizar lenguaje de programación. Esta interfaz se inicia abriendo
MATLAB y escribiendo “FLUX” en la consola. Una vez iniciada, la interfaz permite llevar a cabo
todos los pasos necesarios para realizar un FBA. Se puede importar un modelo escogido, im-
portar un archivo que contenga las reglas GPR para ese modelo, fijar la función objetivo en la
reacción de biomasa propuesta en la Recon2 y, finalmente, calcular el FBA. Además, esta apli-
cación permite calcular el FVA y realizar un análisis de reacciones esenciales mediante kno-
ckouts. Para comprobar que se ha realizado con éxito cada uno de los procesos, la interfaz está
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diseñada para que aparezca un mensaje de confirmación en un recuadro blanco en cada uno
de los pasos. En el caso del FBA, el FVA y el análisis de reacciones esenciales por KO, los resul-
tados se exportan a un archivo en formato .txt a la carpeta de trabajo con el nombre de “Re-
sults”, “minFluxResults” y “maxFluxResults”, y “KOs” respectivamente (Figura 32). Una vez
terminado el análisis la interfaz dispone de un botón con un mensaje de salida. El código de
esta interfaz se suministra en el Anexo 2.
Figura 32: Aplicación FLUX creada mediante la GUIDE de MATLAB para realizar FBA, FVA y análisis de knockouts sin
necesidad de utilizar lenguaje de programación.
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La reprogramación del metabolismo es uno de los procesos principales en cáncer. En concreto,
en cáncer de mama se han descrito diferencias en el metabolismo entre los subtipos molecula-
res (30, 41). Por tanto, los fármacos con dianas metabólicas podrían ser un complemento útil a
la quimioterapia clásica en el tratamiento de pacientes sin terapia dirigida establecida, como
es el caso de los TNBC, o en aquellos que desarrollen resistencias. El objetivo principal de este
trabajo es la caracterización de las alteraciones metabólicas en tumores y líneas celulares de
cáncer de mama y el estudio de la respuesta de estas líneas celulares a fármacos que afectan a
procesos metabólicos. Para ello se han empleado modelos computacionales como MGP y FBA.
1. Experimentos de perturbación
En este trabajo se emplearon datos de proteómica y modelos computacionales, con el fin de
caracterizar la respuesta que se produce en distintas líneas celulares de cáncer de mama al
tratamiento con fármacos que afectan al metabolismo, como son la MTF y la RP, y se demues-
tra la utilidad de este tipo de aproximaciones computacionales para estudiar los efectos y me-
canismos de acción de estos fármacos. Hasta dónde nosotros sabemos, este es el primer estu-
dio que combina proteómica y análisis computacionales para estudiar los mecanismos de ac-
ción de fármacos, aunque existe un estudio previo en el que se empleó FBA para proponer
nuevas dianas terapéuticas en células de cáncer de ovario y estudiar sinergias de varios fárma-
cos (129).
1.1 Respuesta de las líneas celulares de cáncer de mama a fármacos que afectan al
metabolismo
En trabajos previos nuestro grupo demostró que existían diferencias significativas en el meta-
bolismo de la glucosa entre tumores de los distintos subtipos de cáncer de mama. Además se
vio que las líneas celulares TNBC mostraban una producción de lactato más alta y un consumo
de glucosa mayor con respecto a las ER+ (41). Estas alteraciones metabólicas sugieren la posi-
bilidad de usar fármacos contra dianas metabólicas en pacientes de cáncer de mama y lleva a
pensar que la respuesta será heterogénea entre los diferentes subtipos.
Efectivamente, las curvas dosis-respuesta confirman que la respuesta de las células de cáncer
de mama a estos fármacos es heterogénea. Con la administración de MTF se observa un mar-
cado efecto en la viabilidad celular, siendo las CAMA1 las más resistentes a MTF y las
MDAMB468 las que presentan una mayor sensibilidad. Sin embargo, no se pudieron asociar
estas diferencias al subtipo. En el caso de la RP, la respuesta sí es subtipo-dependiente, siendo
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más efectiva en las líneas celulares ER+ que en las TNBC. Estos resultados tienen su reflejo en
la clínica, ya que un derivado de la RP, el everolimus, se utiliza en el tratamiento de cáncer de
mama ER+ en estadios avanzados (50).
1.2 Genotipado de polimorfismos
Con el fin de explicar esta heterogeneidad en la respuesta, se empleó un array de SNP para
estudiar los polimorfismos que pudiesen estar involucrados. La caracterización de los SNP su-
gería que la elevada sensibilidad a MTF observada en las MDAMB468 podría deberse a la pre-
sencia del polimorfismo rs2282143 en el transportador SLC22A1, que está relacionado con una
disminución del aclaramiento de la MTF (https://www.pharmgkb.org/). Por otro lado, el poli-
morfismo rs628031 en SLC22A1, previamente asociado con una pobre respuesta a MTF, está
presente en homocigosis en las MCF7 y las HCC1143 (https://www.pharmgkb.org/).
Respecto a la RP, todas las líneas celulares ER+ presentan en heterocigosis el polimorfismo
rs1045642 en el gen ABCB1, que no ha sido relacionado previamente con la respuesta a RP. En
CYP3A4, rs2740574, relacionado con altos requerimientos de sirolimus, está presente en hete-
rocigosis en las MDAMB468 (https://www.pharmgkb.org/).
Estos resultados sugieren un papel del polimorfismo rs2282143 en SLC22A1 en la sensibilidad a
MTF en las MDAMB468. En el caso de los demás polimorfismos debería estudiarse su efecto en
profundidad con otros experimentos, como por ejemplo ensayos funcionales.
1.3 Proteómica en líneas celulares de cáncer de mama tratadas y sin tratar
Se realizaron experimentos de perturbación en las seis líneas celulares de cáncer de mama
empleando una dosis sub-letal de MTF y RP, seguidos de experimentos de proteómica. Es rele-
vante el uso de datos de proteómica en lugar de expresión génica, como es habitual, ya que el
trabajo de Sacco et al., en el que comparan transcriptoma y proteoma de células MCF7 trata-
das con MTF y sin tratar, encuentran un menor reflejo de los cambios producidos por el trata-
miento a nivel de ARNm, siendo la correlación media entre los datos de expresión génica y
proteínas de tan sólo el 0,45 (130).
Con los nuevos avances en la tecnología y análisis de la proteómica, se consiguieron detectar y
cuantificar del orden de 7.000 proteínas por muestra, lo que cubre casi el total del proteoma
de la célula. Por tanto, desaparece la desventaja con respecto a la genómica en cuanto a la
cobertura del número de proteínas analizables, poniéndose la proteómica a la altura del análi-
sis de la expresión génica.
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1.4 Caracterización de las diferencias a nivel proteico debidas al tratamiento
Se caracterizaron las diferencias en la expresión de proteínas entre las células control y las
células tratadas con MTF y RP. Algunas de estas proteínas diferenciales coincidían con las in-
teracciones descritas en la Comparative Toxicogenomics Database, como por ejemplo un au-
mento en la expresión de SIRT2 (sirtuina 2) y HTATIP2 (proteína interactiva de Tat 2, asociada
con cáncer de cérvix), y una disminución de la expresión de SIRT5 (sirtuina 5), PPP4R2 (subuni-
dad regulatoria 2 de la proteinfosfatasa 4) y MYD88 (adaptador de transducción de señal in-
mune innata) debidas a la administración de MTF. Ya había sido previamente descrito un au-
mento en la expresión de SIRT2 inducida por MTF (131). SIRT2 tiene un importante papel en el
proceso de inflamación, promueve la gluconeogénesis y aumenta la defensa ante ROS (132).
Esto último concuerda con las predicciones hechas por nuestro modelo. Además, la adminis-
tración de MTF conlleva una disminución de la expresión de SIRT5 (131). Está disminución está
también relacionada con las diferencias de flujo observadas en el modelo, ya que está descrito
que SIRT5 está implicada en la regulación de la SPODM (133), coincidiendo con las prediccio-
nes del FBA acerca de la activación de la SPODM en respuesta a estrés oxidativo. Por otro lado,
el MGP establece que existe una disminución de la actividad del nodo de procesamiento de
ARNm, replicación del ADN, mitocondria B y unión a ATP.
También se han caracterizado diferencias asociadas al tratamiento con RP, como por ejemplo
un incremento en la expresión de NR3C1 (receptor nuclear de la subfamilia 3 miembro 1 de
grupo C) y RPS27L (proteína ribosomal S27-like) y una disminución en CKS1B (subunidad 1B
regulatoria de la proteína quinasa CDC28), COL1A1 (cadena alfa 1 de colágeno tipo I), IGFBP5
(proteína de unión al factor de crecimiento similar a la insulina 5), SCD (desaturasa esteraoil-
CoA), mTOR y CDK4 (quinasa dependiente de ciclina 4), previamente descritas (134). La inhibi-
ción de CDK4/6 suprime la progresión del ciclo celular en modelos celulares ER+/HER2- y com-
plementa la actividad de los estrógenos (135). El tratamiento con RP también conlleva la dis-
minución de la expresión del ARNm de CSK1B (136). Por otro lado, la bajada en la expresión de
CSK1B promueve la apoptosis en células de cáncer de mama (137). Además, la RP produce una
disminución de la expresión del ARNm de KIFC1 (138), cuya sobreexpresión está descrito que
promueve la proliferación (139). También está descrito que el tratamiento con RP produce un
incremento en la actividad de la proteína NR3C1 (140). NR3C1 codifica al receptor de glucocor-
ticoides, que está implicado en respuesta inflamatoria y que tiene un efecto anti-proliferativo
(141). Además, la RP promueve la unión de TP73 al promotor de RPS27L, diana directa de p53,
y como consecuencia promotor de apoptosis (142). Por último, la RP inhibe la expresión del
ARNm de SCD a través de TP73 (143). El 17-β-estradiol induce la expresión de SCD y la regula-
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ción de la composición de lípidos celulares en células ER+ y es necesario para la proliferación
inducida por estrógenos (144). En conjunto, todos estos resultados sugieren un efecto anti-
proliferativo de la RP. Por último, la RP induce la disminución de los niveles de mTOR (145-
147). El MGP sugiere que la RP provoca una disminución en la actividad del nodo de procesa-
miento de ARNm. Además, la actividad de los nodos metabolismo A y metabolismo B predicen
la respuesta a RP. Esto podría ser debido a que en las líneas celulares resistentes al fármaco el
metabolismo sigue siendo un proceso activo.
1.5 Estudio del ciclo celular mediante citometría de flujo
El uso de la proteómica combinada con los análisis de ontología permitió explorar los cambios
en la expresión de proteínas entre células control y células tratadas, que sugerían que estos
fármacos afectaban al ciclo celular. Parecía lógico pues estudiar el ciclo celular a través de ci-
tometría de flujo para confirmar esta hipótesis. Se confirmó un arresto del ciclo celular en fase
G2/M para las células estudiadas tratadas con MTF, con la excepción de las CAMA1 en donde
la MTF presenta un efecto muy reducido sobre la viabilidad celular. En el caso de las ER+ trata-
das con RP (pero no en la línea TNBC estudiada) se observó un arresto del ciclo celular en
G0/G1, coincidente con los datos a nivel de proliferación. Está establecido que mTOR (diana de
la RP) controla la progresión del ciclo celular mediante S6K1 y 4E-BP1 (148). Además, ya ha
sido previamente descrito un arresto en G0/G1 en células MCF7 tratadas con RP (51). Por lo
tanto, tanto la MTF como la RP poseen efectos citostáticos en líneas celulares de cáncer de
mama, que conllevan una reducción en su viabilidad, combinado con una disrupción del ciclo
celular. Sin embargo, esta respuesta es diversa entre las distintas líneas celulares.
1.6 Predicciones del crecimiento tumoral mediante el FBA y estudio de las actividades
de los flujos en las líneas celulares
El FBA es un método computacional que tradicionalmente se usa en biotecnología para opti-
mizar el crecimiento de microorganismos. Recientemente, con la aparición de reconstruccio-
nes más completas del metabolismo humano, ha empezado a utilizarse en otros ámbitos, co-
mo el estudio de los glóbulos rojos (84) o el estudio del efecto Warburg (85).
En este trabajo se ha desarrollado un modelo metabólico que usa datos de expresión de pro-
teínas para predecir crecimiento tumoral. En trabajos anteriores se describieron modelos me-
tabólicos en cáncer que utilizaban datos de expresión génica y, en algunos casos, modelos
reducidos del metabolismo (19, 43, 44). Nuestro modelo, sin embargo, usa la reconstrucción
completa del metabolismo Recon2 y datos de proteómica con el fin de mejorar la exactitud de
las predicciones. Hemos validado el modelo mediante la comparación con datos de crecimien-
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to experimentales en células ER+ (MCF7 y T47D) y TNBC (MDAMB231 y MDAMB468). Esta
aproximación permite la formulación de nuevas hipótesis y proporciona una visión global del
metabolismo.
Las predicciones del modelo son coherentes con los cambios detectados en la viabilidad celular
en las células tratadas con MTF. Hemos explorado el flujo global de cada ruta calculando las
actividades de los flujos para identificar aquellas rutas metabólicas que presentan un compor-
tamiento diferencial entre las células tratadas con MTF y las células control. Las rutas relacio-
nadas con la respuesta a MTF son el metabolismo del glutamato y el metabolismo del piruvato.
Las rutas metabólicas relacionadas con la respuesta a RP son el metabolismo de valina, leucina
e isoleucina y el metabolismo del colesterol. A pesar de que es difícil realizar comparaciones
entre patrones de flujo, el nuevo método propuesto basado en las actividades de los flujos
podría ser una aproximación útil para solventar este problema y caracterizar diferencias en los
patrones de flujo entre diferentes condiciones.
1.7 Remuestreo por Monte Carlo
Una de las principales limitaciones del FBA es la existencia de múltiples combinaciones de flu-
jos posibles para un mismo valor óptimo de la función objetivo, lo que matemáticamente se
conoce como un sistema de ecuaciones compatible indeterminado (87). Algunas de las apro-
ximaciones propuestas para abordar este problema son un remuestreo de posibles soluciones
mediante Monte Carlo (106) o una aproximación llamada geometric FBA (149). El geometric
FBA consiste en varias iteraciones; la primera de ellas está basada en eliminar ciclos internos
de reacciones debido a que son ineficaces y encontrar el centro del poliedro de posibles solu-
ciones de manera aproximada; durante la segunda iteración se busca la combinación de flujos
a menor distancia del centro que proporcione un valor óptimo para la función objetivo; duran-
te la última iteración se acota esta área hasta llegar a una combinación de flujos única.
Sin embargo, estos métodos proporcionan una solución basada en métodos matemáticos que
no tiene por qué ser la más representativa a nivel biológico. Existe otro método consistente en
minimizar la suma de los flujos ponderado por un vector de pesos calculado a partir de los
datos de expresión génica llamado E-Fmin. Este método se basa en la premisa de que la célula
optimizará sus recursos sintetizando la menor cantidad de enzimas posibles (99).
En este trabajo hemos medido la cantidad de proteína experimentalmente y, mediante las
GPR, se calcula la abundancia de cada enzima. Asumiendo que la célula utiliza todas las enzi-
mas que sintetiza, nuestra propuesta es seleccionar la solución proporcionada por el remues-
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treo por Monte Carlo cuya suma de flujos sea mayor, que es la solución en la que la célula
emplea la máxima cantidad de proteínas medidas experimentalmente.
1.8 Predicción de la activación de enzimas relacionadas con respuesta a estrés
oxidativo en células tratadas con MTF y validación experimental mediante la medición
de la actividad de la superóxido dismutasa
Mediante el FVA y el remuestreo por Monte Carlo, se predijo una activación de las enzimas
relacionadas con la respuesta a estrés oxidativo en las células tratadas con MTF. Se ha descrito
una activación de la catalasa y de la SPODM por MTF en otros escenarios (150, 151) y, como se
ha mencionado previamente, en la mayoría de los casos concuerda con diferencias observadas
en la expresión de proteínas, aunque la relación no es siempre directa. Esto es debido a que
los flujos de una reacción no dependen exclusivamente de la expresión de la proteína, sino que
también están condicionados por los flujos de las reacciones de alrededor. Además, los flujos
de la catalasa y de la SPODM parecen estar relacionados con la viabilidad. Por ejemplo, en las
CAMA1 tratadas con MTF no se observa un incremento en el flujo de la catalasa, quizás debido
al reducido efecto que tiene la MTF en la viabilidad de estas células. Algunas de estas predic-
ciones han sido verificadas experimentalmente en el ensayo de actividad de la SPODM. En
general, las mediciones de la actividad de la SPODM son consistentes con las predicciones he-
chas por el FBA. Las variaciones entre las predicciones del FBA y las mediciones experimentales
de la SPODM pueden deberse al hecho de que el FBA sólo tiene en cuenta la información sobre
las rutas metabólicas, obviando el resto de procesos celulares.
1.9 Predicción de la activación de la óxido nítrico sintasa en MCF7 tratadas con MTF
Por otro lado, el modelo predice un aumento en el flujo de la NOS2 en las MCF7 tratadas con
MTF, como había sido previamente descrito en ratas diabéticas (152). Un aumento en el flujo
de la NOS2 implica una mayor producción de NO. Un incremento en la concentración de NO se
asocia con la activación de procesos apoptóticos y efectos citostáticos en células tumorales,
mientras que bajas concentraciones de NO se asocian con supervivencia celular y proliferación
(153). Este aumento de la NOS2 podría estar relacionado con la reducción en la proliferación
observada en las MCF7 tratadas con MTF. El hecho de que este aumento de NO se haya predi-
cho sólo en las MCF7 podría deberse a la heterogeneidad en los mecanismos de respuesta
contra este tipo de fármacos y podría estar asociado con las diferencias vistas en la viabilidad
celular entre las diferentes líneas. Es reseñable que, a pesar de no haber proporcionado al
modelo ninguna información acerca de la abundancia de la NOS2, el modelo es capaz de refle-
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jar diferencias a nivel de flujo en este proceso, sugiriendo que ambas aproximaciones (pro-
teómica y FBA) proporcionan información complementaria.
1.10 Resumen de los resultados establecidos para líneas celulares tratadas con MTF
Las actividades de los nodos calculadas a partir del MGP para los nodos de mitocondria y unión
a ATP sugieren que la MTF ejerce su acción en la mitocondria, hecho ampliamente establecido
(46). Como se deduce de los datos del FBA, parece provocar un incremento de las enzimas
asociadas a respuesta a estrés oxidativo. Además, en las MCF7 se predice un incremento en la
NOS2. Por último, la elevada susceptibilidad de las MDAMB468 a la MTF podría deberse a la
presencia del polimorfismo en el transportador SLC22A1. Como consecuencia de estos even-
tos, la MTF causa un efecto heterogéneo en la proliferación celular, consistente con un arresto
en G2/M.
1.11 Resumen de los resultados establecidos para líneas celulares tratadas con RP
La RP ejerce un marcado efecto en la proliferación celular de las células ER+, mediante un
arresto en G0/G1, como ha sido previamente descrito (154). Esta susceptibilidad de las líneas
ER+ podría deberse, en parte, a la presencia de un polimorfismo relacionado con el requeri-
miento de altas concentraciones de fármaco. Finalmente, nuestros resultados sugieren que la
administración de RP podría estar desregulando el metabolismo de la valina y la isoleucina.
1.12 Limitaciones del estudio
Nuestro estudio presenta algunas limitaciones. El FBA proporciona un valor de crecimiento
óptimo pero múltiples combinaciones de flujos pueden dar lugar a ese valor óptimo, es decir,
no existe una solución única, dificultando la comparación entre los flujos de las distintas rutas
metabólicas. En este trabajo, esa dificultad se resolvió usando técnicas de remuestreo. Sin
embargo, es todavía necesaria una mejora en los procesos computacionales para hacerlos más
eficientes. Con respecto a los experimentos de proteómica, a pesar de que mejoran la exacti-
tud de las predicciones, debido a que, a diferencia de la expresión génica, proporcionan medi-
ciones directas de los niveles de enzima disponibles, en este momento esta aproximación sólo
proporciona valores para el 57% de las reacciones incluidas en la Recon2 que tienen GPR. La
expresión génica, sin embargo, con la limitación de ser una medición indirecta de la abundan-
cia enzimática, proporciona un cuadro más completo. Es interesante reseñar que el FBA no
refleja los cambios provocados por la administración de RP. A pesar del potencial de este mé-
todo, sólo tiene en cuenta diferencias a nivel metabólico. Es bien sabido que la inhibición de
mTOR conlleva cambios masivos en la homeostasis celular, por lo que parece razonable que los
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modelos metabólicos no predigan estos cambios, ya que sólo tienen en cuenta información
relacionada con rutas metabólicas clásicas.
1.13 Novedad del estudio
En este trabajo se propone un flujo de trabajo para estudiar la respuesta a fármacos que afec-
tan al metabolismo usando métodos experimentales y computacionales que permiten propo-
ner nuevas hipótesis y caracterizar la respuesta a nivel molecular, funcional y metabólico, pro-
porcionando una visión global del proceso. Además, se han caracterizado patrones de expre-
sión de proteínas diferenciales entre células control y células tratadas. Asimismo, se ha desa-
rrollado un flujo de trabajo computacional para evaluar el impacto de las alteraciones metabó-
licas en la tasa de crecimiento tumoral y celular mediante datos de proteómica. Las tasas de
crecimiento predichas por nuestro modelo concuerdan con los datos observados experimen-
talmente. Además, los MGP han demostrado su utilidad para el estudio de los efectos relacio-
nados con procesos biológicos en lugar de considerar los genes o proteínas de manera indivi-
dual. Nuestra aproximación muestra que estos análisis proporcionan información complemen-
taria y que pueden emplearse para proponer nuevas hipótesis sobre mecanismos de acción y
respuesta para posteriormente validarlos experimentalmente. Finalmente, este tipo de análisis
podría utilizarse en un futuro para estudiar patrones metabólicos de muestras de tumores con
una respuesta diferente a fármacos que tienen como diana procesos metabólicos. Hasta aquí,
estos resultados se encuentran publicados en la revista Oncotarget (155).
1.14 Porcentaje de coincidencia entre el valor más frecuente del remuestreo y la
primera solución que proporciona el FBA
Tras las dificultades encontradas debidas al tiempo de computación que se necesita para llevar
a cabo un remuestreo, se decidió estudiar cuál era la variación entre la moda, es decir, el valor
más frecuente que toma cada una de las reacciones de la Recon2, y el valor que nos propor-
ciona la función optimizeCbmodel de COBRA Toolbox que es más eficiente computacionalmen-
te hablando. Debido a que los porcentajes de coincidencia son muy elevados (Tabla 12) se
procedió a considerar a partir de este momento el valor de cada flujo proporcionado por la
función optimizeCbmodel como una solución representativa. Esto nos permitía ahorrar tiempo
de computación.
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2. Aplicación del Flux Balance Analysis a datos de proteómica provenientes de
muestras FFPE de tumores de cáncer de mama
2.1 Tasa de crecimiento tumoral para datos de proteómica de muestras FFPE de
tumores de cáncer de mama
Se realizó el FBA para los datos de proteómica provenientes de 96 tumores de cáncer de mama
que habían sido previamente caracterizados como ER-true, TN-like y TNBC. La tasa de creci-
miento tumoral predicha para los tumores caracterizados como ER-true es significativamente
menor que para los TN-like. Como era de esperar, no existen diferencias significativas entre los
TN-like y los TNBC. Estos datos concuerdan con el conocimiento clínico, ya que los TNBC tienen
un peor pronóstico por su mayor tasa de crecimiento. Además, estos resultados confirman la
hipótesis previa de que dentro de los tumores ER+ existe un grupo de tumores con un compor-
tamiento y pronóstico similar a los TNBC. Estos resultados fueron publicados en la revista
Scientific Reports (30).
2.2 Predictor de recaída a distancia basado en las actividades de los flujos de las
muestras de proteómica
Como ya se ha demostrado anteriormente que la solución aportada por la función optimi-
zeCbmodel era una solución representativa, se emplearon los datos de flujo obtenidos con esta
función para calcular las actividades de los flujos para los datos de proteómica de 96 pacientes
de cáncer de mama y asociarlas con pronóstico.
Mediante las actividades de flujo se establecieron diferencias entre subtipos de cáncer de
mama a nivel de detoxificación de ROS y en la ruta de interconversión de nucleótidos. El estrés
oxidativo está relacionado con la agresividad tumoral en tumores ER+ (156). Los TNBC también
tienen una alta presencia de ROS (157). Como es de esperar, nuestro modelo predice una me-
nor detoxificación de ROS en tumores ER+. La ruta de interconversión de nucleótidos contiene
información acerca del metabolismo del ATP y el GTP. No han sido previamente descritas en la
literatura diferencias en la producción de ATP y GTP entre los subtipos de cáncer de mama.
Asimismo, es posible asociar estas actividades de flujo con recaída a distancia en esta cohorte.
Se encontraron algunas actividades de flujo asociadas con pronóstico y se construyó un predic-
tor. Este predictor consta de la actividad de los flujos de tres rutas metabólicas distintas: la
vitamina A, la tetrahidrobiopterina y la beta-alanina. Hasta dónde nosotros sabemos es la pri-
mera vez que se asocian datos provenientes de FBA con pronóstico en cáncer. La vitamina A o
retinol ya había sido previamente asociada a recaída en cáncer de mama (158) pero no hay
Discusión
96
información previa acerca del metabolismo de la tetrahidrobiopterina o la beta-alanina. Ade-
más, el valor pronóstico de este predictor se mantiene en los subtipos ER+.
Está ampliamente establecido que los TNBC presentan diferencias en el metabolismo con res-
pecto a los ER+ (30, 41). Por este motivo se construyó un predictor teniendo en cuenta sólo los
TNBC. Esta firma contiene las actividades de los flujos de la glucolisis y el metabolismo del
glutamato. Sin embargo, el análisis de supervivencia y el análisis multivariante no son significa-
tivos, probablemente debido al bajo número de muestras en este grupo. Está descrito un in-
cremento en la captación de glucosa y la producción de lactato en líneas celulares TNBC (41).
Está también establecido que la lactato deshidrogenasa B (LDHB) y otros genes relacionados
con glucolisis se encuentras hiperactivados en tumores TNBC al compararlos con los otros sub-
tipos, así como que la sobreexpresión de LDHB está asociada con un peor pronóstico (159). Por
otro lado, los tumores TNBC presentan una desregulación de la glutaminolisis y exhiben fre-
cuentemente una expresión más alta de proteínas relacionas con el metabolismo de la gluta-
mina que el resto de subtipos (160, 161).
2.3 Limitaciones del estudio
La principal limitación del estudio es la falta de una validación externa de estos predictores en
otra cohorte. Otra limitación es el reducido número de muestras de cada subtipo. Sería nece-
saria una validación en una cohorte de pacientes más grande. Por otro lado, el número de
proteínas detectadas con las actuales mejoras de la técnica ha aumentado, pudiendo aportar
una información a nivel de GPR más completa de la que se ha usado en este trabajo.
2.4 Novedad del estudio
Las actividades de los flujos es un método que se propuso para comparar las distribuciones de
los flujos entre células control y células tratadas con fármacos que afectan al metabolismo
(155). En estos análisis se asocian por primera vez los flujos con el valor pronóstico en una
serie de pacientes, demostrando así la utilidad de las actividades de los flujos como variables
resumen. Además, se establecen diferencias entre los subtipos de cáncer de mama en la deto-
xificación de ROS y la interconversión de nucleótidos. Este abordaje podría ser útil a la hora de
proponer rutas metabólicas candidatas a ser dianas de tratamientos farmacológicos. Estos
resultados se encuentran bajo revisión en la revista Future Oncology.
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3. Estudio de asociación de datos de metabolómica con los resultados
obtenidos en el Flux Balance Analysis y con datos de expresión génica en una
cohorte de pacientes de cáncer de mama
Los datos de Terunuma et al. (112) ya han sido previamente utilizados por el consorcio The
Cancer Genome Atlas para correlacionar datos de expresión génica con datos de metabolómi-
ca mediante coeficientes de Pearson, estableciendo que existía una alta correlación entre am-
bos tipos de datos (162). En este trabajo, usando estos mismos datos, se emplearon MGP por
primera vez en datos de metabolómica provenientes de muestras tumorales y en estos datos
de metabolómica en combinación con datos de expresión génica y de actividades de flujo con
el objetivo de establecer asociaciones.
3.1 Análisis basados en datos de metabolómica
En primer lugar, se evaluó si era posible asociar los datos de metabolómica con la superviven-
cia global en pacientes con cáncer de mama. Se generó un predictor relacionado con supervi-
vencia global usando los datos de abundancia de los siguientes metabolitos: glutamina, deoxi-
carnitina, butirilcarnitina, glicerofosforilcolina y 2-hidroxipalmitato. Los tres primeros ya ha-
bían sido previamente asociados con pronóstico en cáncer de mama (163, 164). En el caso del
2-hidroxipalmitato, sin embargo, no hay descrita ninguna relación con supervivencia en cáncer.
Además, en el trabajo de Terunuma et al. asocian el 2-hidroxiglutarato con peor pronóstico en
cáncer de mama (112). El 2-hidroxiglutarato es un intermediario de la glutamina en el ciclo de
Krebs, implicado en la conversión de glutamina a lactato, lo que se conoce como glutaminolisis
(38). Estos resultados ponen de manifiesto la relevancia del metabolismo de la glutamina en el
pronóstico del cáncer de mama, sugiriendo la utilidad de fármacos que tengan como diana
esta ruta metabólica, como por ejemplo, la gamma-L-glutamil-p-nitroanilida, que ya se ha des-
crito que afecta a la proliferación en células de cáncer de pulmón (165). Además, el signo ne-
gativo de la glutamina en el predictor indica un efecto protector (mayor cantidad de glutamina
está asociada con un mejor pronóstico). Esto podría deberse a que la presencia de glutamina
indica que ésta no ha sido introducida al ciclo de Krebs y transformada en aminoácidos y lacta-
to, algo que está relacionado con un fenotipo más agresivo y peor pronóstico.
Se construyó una red a partir de los datos de metabolómica y se caracterizó según rutas meta-
bólicas mediante IMPaLA (120). En trabajos previos se había demostrado la utilidad de los
MGP para caracterizar funcionalmente redes de genes o proteínas (30, 41, 76, 155), sin em-
bargo, nunca se había utilizado este método para analizar datos de metabolómica. Al igual que
ocurre con los genes o las proteínas, los metabolitos se agrupaban siguiendo una coherencia
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basada en la información de las rutas metabólicas. Además, es posible caracterizar diferencias
entre las rutas metabólicas empleando la actividad de los nodos, encontrando diferencias en-
tre los tumores ER+ y ER-. Según las actividades de los nodos, el nodo de metabolismo de lípi-
dos presenta una mayor actividad en los tumores ER- que en los ER+. Aunque no hay una rela-
ción descrita entre las mediciones de lípidos y los subtipos de cáncer de mama, sí está descrito
que los tumores ER- presentan una sobreexpresión de genes relacionados con el metabolismo
de lípidos con respecto a los ER+ (166). No se ha encontrado sin embargo ninguna relación
previamente descrita entre metabolismo de purinas y cáncer de mama. Además, la actividad
del nodo de metabolismo de lípidos presenta valor pronóstico.
3.2 Análisis combinado de metabolitos y genes
La red combinada de metabolitos y genes agrupaba a la mayoría de los metabolitos en un
mismo nodo. Sin embargo, algunos metabolitos se incluían en nodos formados por genes, a los
cuales se les asignó una función mayoritaria mediante análisis ontológico. Al revisar la biblio-
grafía, cuatro de los 20 metabolitos con una identificación positiva estaban relacionados con la
función de su nodo respectivo (Tabla 22).
El succinato se encuentra localizado en el nodo de respuesta inmune. Está descrito que el suc-
cinato actúa como una señal inflamatoria, induciendo la producción de la citoquina IL-1β a
través de HIF1 (124). Además, el succinato aumenta la capacidad de las células dendríticas
para actuar como células presentadoras de antígenos, induciendo por tanto una respuesta
inmune adaptativa (125).
La citidina también se encuentra localizada en el nodo de respuesta inmune. En el trabajo de
Wachowska et al. se describe que la administración de 5-aza-2’-deoxi-citidina modula los nive-
les de MHC e induce al antígeno P1A en células tumorales y modelos de ratón de cáncer de
colon y carcinoma epitelial de mama y que, en combinación con terapia fotodinámica, tiene
actividad inmunomoduladora (126)
La histamina aparece relacionada en la red con el proceso de angiogénesis. Esta descrito en la
bibliografía que la histamina promueve la angiogénesis a través del factor de crecimiento vas-
cular epitelial (VEGF) (127).
Por último, el 1,2-propanediol también aparece en el nodo de angiogénesis. Su derivado sulfo-
quinovosilacilpropanediol inhibe la angiogénesis en ratones trasplantados de carcinoma pul-
monar (128).
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Los dieciséis metabolitos restantes requieren un estudio en profundidad con el fin de estable-
cer asociaciones con las funciones de sus respectivos nodos. Estos resultados avalan el poten-
cial de los MGP como herramienta para generar hipótesis sin necesidad de conocimiento pre-
vio.
3.3 Análisis combinado de metabolitos y actividades de flujo
Aunque no existen diferencias significativas en la tasa de crecimiento tumoral entre los tumo-
res ER+ y ER-, sí existen diferencias a nivel de las actividades de los flujos. Además, algunas de
estas actividades se usaron para construir un predictor de supervivencia. Es interesante desta-
car que una de estas actividades de flujo es el metabolismo de la glutamina, resultado concor-
dante con el predictor construido a partir de metabolitos que define la glutamina como un
metabolito capaz de predecir supervivencia.
Con el objetivo de relacionar los datos de metabolómica con los datos de las actividades de los
flujos se combinaron ambos en una nueva red. A diferencia de la red de genes y metabolitos,
las actividades de los flujos aparecían distribuidas por toda la red. Es interesante señalar que
aparecían como nodos terminales, lo que puede ser debido a que son un resumen final de
cada una de las rutas.
IMPaLA nos permite asignar a cada una de las ramas formadas por metabolitos una ruta meta-
bólica mayoritaria y hacer una comparación de cuántos metabolitos están relacionados con la
ruta de la actividad de flujo (120). En la mayoría de los casos existía una correspondencia entre
los metabolitos del nodo y la actividad de flujo de ese mismo nodo. Este hecho valida el FBA y
las actividades de los flujos, basados ambos en expresión génica, como un método para estu-
diar el metabolismo. Este resultado es, no obstante, muy preliminar, siendo necesario estable-
cer en un futuro un sistema parecido a DAVID que pondere la significación de esa asociación.
La asignación de categorías ontológicas en DAVID está corregida por el número de genes que
componen esa ontología. IMPaLA sólo proporciona la información de a qué ruta pertenece
cada metabolito.
3.4 Limitaciones del estudio
Nuestro estudio es muy preliminar, siendo necesaria la validación en otras cohortes. Además,
la metabolómica ha experimentado un extraordinario avance en los últimos años. Debido a la
antigüedad de la serie, el número de metabolitos detectados e identificados es menor del que
puede conseguirse en la actualidad. Además, los resultados son difícilmente trasladables a la
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práctica clínica en este momento debido a que los tumores de esta serie no recogen informa-
ción sobre el estatus de Her2.
3.5 Novedad del estudio
La metabolómica se postula como una técnica en auge para la búsqueda de biomarcadores en
cáncer. A pesar de que los MGP habían demostrado utilidad en el estudio de datos de proteó-
mica y de expresión génica, nunca se había probado su efectividad en datos de metabolómica.
En este trabajo se desarrolla un flujo de trabajo para el análisis de este tipo de datos basado en
MGP y el análisis de rutas metabólicas mediante IMPaLA, que permite la caracterización de los
subtipos de tumores a nivel global de ruta metabólica en lugar de metabolito a metabolito.
Además, es posible asociar los datos de metabolómica con parámetros clínicos. Estos resulta-
dos se encuentran en revisión en PLoS One.
4. Interfaz FLUX en GUIDE para facilitar la realización del Flux Balance Analysis
Con la GUIDE de MATLAB es posible crear interfaces de usuario en las que no sea necesario el
uso de programación. Con el fin de hacer el análisis del FBA más accesible se creó una interfaz
que permitía mediante botones realizar un FBA completo, así como un análisis FVA y de kno-
ckouts. Ya que COBRA Toolbox es un proyecto con cooperación abierta (https:// openco-
bra.github.io/) quizá sería interesante poner esta interfaz al servicio de los usuarios.
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1. Existe una respuesta diferencial de las líneas celulares de cáncer de mama al tratamiento
con fármacos que afectan al metabolismo, concretamente a metformina y a rapamicina. Estas
diferencias pueden caracterizarse a nivel funcional y de rutas metabólicas mediante el análisis
por modelos gráficos probabilísticos y el Flux Balance Analysis.
2. El estudio de genotipado de SNP nos ha permitido identificar un polimorfismo candidato a
explicar la sensibilidad de las células MDAMB468 a MTF. Esta información acerca de las causas
genéticas complementa la información proporcionada por la proteómica.
3. La proteómica es una técnica de alto rendimiento que permite obtener información directa
sobre los procesos biológicos. Su principal limitación era la imposibilidad de poder medir una
gran cantidad de proteínas. Con la cantidad de proteínas identificadas en este trabajo (7.267
proteínas medidas), esta limitación desaparece, pudiéndose medir casi la totalidad del pro-
teoma celular.
4. El análisis de patrones de expresión diferencial de proteínas sugiere alteraciones en el ciclo
celular provocadas por el tratamiento con metformina y rapamicina. Estas alteraciones se con-
firmaron mediante experimentos de citometría de flujo.
5. Los modelos gráficos probabilísticos han demostrado su utilidad en trabajos previos para la
caracterización de las diferencias entre tumores a nivel de procesos biológicos basándonos en
proteómica y datos de expresión génica. En este trabajo se va un paso más allá al aplicar estos
modelos a datos de metabolómica y de células tratadas con fármacos, demostrando que se
mantiene la estructura funcional que confiere su valor a este tipo de modelos, y que es posible
la combinación de diferentes tipos de información manteniendo la coherencia de la red.
6. El Flux Balance Analysis, un método ampliamente establecido en biotecnología, ha demos-
trado su utilidad a la hora de modelar alteraciones en cáncer, permitiéndonos estudiar varia-
ciones en el crecimiento tumoral y alteraciones debidas al tratamiento. También se ha podido
comprobar la exactitud de sus predicciones mediante dynamic FBA.
7. El Flux Balance Analysis nos ha permitido definir una activación de enzimas relacionadas con
estrés oxidativo en células de cáncer de mama tratadas con MTF que ha podido ser validada
experimentalmente.
8. En este trabajo se propone un método para resumir patrones de flujo en lo que hemos lla-
mado las actividades de los flujos. Estas actividades de los flujos han permitido asociar los da-
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tos provenientes del Flux Balance Analysis con pronóstico y respuesta a fármacos, además de
permitirnos establecer rutas metabólicas diferenciales entre grupos de tumores. Asimismo,
han permitido asociar datos de metabolómica con resultados del Flux Balance Analysis, que
están basados en datos de expresión génica.
9. La principal limitación del Flux Balance Analysis es la existencia de múltiples soluciones. En
este trabajo se demuestra que esto no sesga el análisis, siendo la primera solución ofrecida por
los métodos de computación clásicos representativa de la mayoría de las soluciones.
10. La creación de una interfaz para llevar a cabo el Flux Balance Analysis permite hacer más
accesible este tipo de análisis. Para calcular un Flux Balance Analysis con COBRA Toolbox son
necesarios conocimientos básicos de programación en MATLAB. Sin embargo, con la interfaz
FLUX es posible calcular un Flux Balance Analysis de manera más sencilla.
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ANEXO 1: METABOLITOS ASOCIADOS A CADA UNA DE LAS ACTIVIDADES
DE FLUJO DE CADA RAMA DE LA RED
Rama
de la
red
Actividad de flujo Número de metabolitos
en esa rama relacionados
con la actividad de flujo
Nombre de metabolitos en esa rama
relacionados con la actividad de flujo
Rama 1 Glucolisis/gluconeogénesis 3 Citrato, fructosa 6-P, 3-Fosfoglicerato
Rama 1 Síntesis de pirimidinas 2 Guanosina, inosina
Rama 2 Metabolismo de estrógenos y
andrógenos
0
Rama 2 Detoxificación de ROS 0
Rama 2 Metabolismo de esfingolípidos 0
Rama 2 Metabolismo de la vitamina A No cuantificable
Rama 2 Metabolismo de la vitamina
B6
Al menos 1 Glutamato
Rama 2 Metabolismo de la vitamina D No cuantificable
Rama 3 Metabolismo de glicina, seri-
na, alanina y treonina
5 Metionina, piruvato, glicina, asparragina,
treonina
Rama 3 Metabolismo de la D-alanina 5 metionina, piruvato, glicina, asparragina,
treonina
Rama 3 Metabolismo de fructosa y
manosa
1 Piruvato
Rama 3 Metabolismo de glutatión 2 Piruvato, glicina
Rama 3 Vía de recuperación de nu-
cleótidos
2 Piruvato, glicina
Rama 3 Metabolismo de fenilalanina 6 Piruvato, valina, isoleucina, tirosina, leuci-
na, histidina
Rama 3 Catabolismo de purinas 2 Piruvato, glicina
Rama 3 Metabolismo de tetrahidro-
biopterina
1 Tirosina
Rama 3 Síntesis de triacilglicerol 0
Rama 3 Metabolismo de vitamina C No cuantificable
Rama 3 Interconversión de nucleóti-
dos
2 Piruvato, glicina
Rama 4 Metabolismo de alanina y
aspartato
4 Colina, glicerato, citrulina, urea
Rama 4 Metabolismo de butanoato 1 2-hidroxibutirato
Rama 4 Metabolismo de colesterol 0
Rama 4 Ciclo de Krebs 0
Rama 4 Catabolismo de coA 1 2-hidroxiestearato
Rama 4 Síntesis de coA 0
Rama 4 Metabolismo de galactosa 0
Rama 4 Metabolismo de glutamato 1 Dimetilarginina
Rama 4 Metabolismo de NAD 1 1-metilnicotinamida
Rama 4 Fosforilación oxidativa 1 Citrulina
Rama 4 Ruta de pentosas fosfato 1 Glicerato
Rama 4 Metabolismo de propanoato 2 2-propanediol, 2-hidroxibutirato
Rama 4 Metabolismo de piruvato 1 2-propanediol
Rama 4 Metabolismo de taurina e
hipotaurina
0
Rama 4 Metabolismo de triptófano 0
Rama 4 Ciclo de la urea 3 Urea, citrulina, creatinina
Rama 4 Metabolismo de beta-alanina 5 6-dihidrouracilo, citrulina, urea, glicerato,
colina
Rama 5 Metabolismo de glioxilato y
dicarboxilato
1 Fosfato
Rama 5 Metabolismo de vitamina B2 Fosfato
Rama 6 Metabolismo de valina, leuci-
na e isoleucina
0
Rama 6 Metabolismo de lisina 1 S-adenosilhomocisteína
Rama 6 Metabolismo de histidina 3 S-adenosilhomocisteína, histamina, heme
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Rama 6 Metabolismo de arginina y
prolina
3 S-adenosilhomocisteína, heme, espermidi-
na
Rama 6 Metabolismo de ácido ara-
quidónico
1 Heme
Rama 7 Metabolismo de aminoazúca-
res
1 N-acetilneuraminato
Rama 7 Metabolismo de eicosanoides 3 Eicosapentaenoato, araquidonato, glicerol
Rama 7 Metabolismo de folato 1 Glucosa
Rama 7 Metabolismo de glicerofosfo-
lípidos
11 Margarato, oleato, estearato, linolenato,
araquidonato, palmitato, linoleato, cis-
vacenato, eicosapentaenoato, docosahe-
xaenoato, glicerol
Rama 7 Metabolismo de hialurónico 10 Margarato, oleato, estearato, linolenato,
araquidonato, palmitato, linoleato, cis-
vacenato, eicosapentaenoato, docosahe-
xaenoato
Rama 7 Metabolismo de metionina y
cisteína
0
Rama 7 Metabolismo de fosfatidili-
nositol fosfato
1 Glicerol
Rama 7 Catabolismo de pirimidinas 1 Ornitina
Rama 7 Metabolismo de almidón y
sacarosa
1 Glucosa
Rama 7 Metabolismo de esteroides 2 Araquidonato, palmitato
Rama 7 Metabolismo de tirosina 1 Succinato
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ANEXO 2: CÓDIGO DE LA APLICACIÓN FLUX
function varargout = FLUX(varargin)
% FLUX MATLAB code for FLUX.fig
% FLUX, by itself, creates a new FLUX or raises the existing %singleton*.
%
% H = FLUX returns the handle to a new FLUX or the handle to
% the existing singleton*.
%FLUX('CALLBACK',hObject,eventData,handles,...) calls the local
% function named CALLBACK in FLUX.M with the given input arguments.
%
%FLUX('Property','Value',...) creates a new FLUX or raises the
% existing singleton*.  Starting from the left, property value pairs
% are applied to the GUI before FLUX_OpeningFcn gets called.  An
% unrecognized property name or invalid value makes property application
% stop.  All inputs are passed to FLUX_OpeningFcn via varargin.
%
% *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only one
%instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help FLUX
% Last Modified by GUIDE v2.5 28-Sep-2017 12:43:31
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct('gui_Name',       mfilename, ...
'gui_Singleton',  gui_Singleton, ...
'gui_OpeningFcn', @FLUX_OpeningFcn, ...
'gui_OutputFcn',  @FLUX_OutputFcn, ...
'gui_LayoutFcn',  [] , ...
'gui_Callback',   []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before FLUX is made visible.
function FLUX_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject    handle to figure
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
% varargin   command line arguments to FLUX (see VARARGIN)
% Choose default command line output for FLUX
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes FLUX wait for user response (see UIRESUME)
% uiwait(handles.figure1);
% --- Outputs from this function are returned to the command line.
function varargout = FLUX_OutputFcn(hObject, eventdata, handles)
% varargout  cell array for returning output args (see VARARGOUT);
% hObject    handle to figure
% eventdata  reserved - to be defined in a future version of MATLAB
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% handles    structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
%init Cobra
initCobraToolbox();
savepath();
changeCobraSolver('glpk','LP');
% --- Executes on button press in recon.
function recon_Callback(hObject, eventdata, handles)
% hObject    handle to recon (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
%load recon
model = readCbModel();
set (handles.text2, 'String','Ready');
assignin ('base', 'model',  model);
% --- Executes on button press in of.
function of_Callback(hObject, eventdata, handles)
% hObject    handle to of (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
model = evalin ('base', 'model');
model= changeObjective(model, 'biomass_reaction');
set (handles.text2, 'String','Biomass assigned');
assignin ('base', 'model',  model);
% --- Executes on button press in fba.
function fba_Callback(hObject, eventdata, handles)
% hObject    handle to fba (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
data = evalin ('base', 'data');
model = evalin ('base', 'model');
for j = 1:size(data,2)
for i = 1:length(model.rxns)
model= changeRxnBounds(model,model.rxns(i),data(i,j),'u');
if model.rev(i)~=0
model= changeRxnBounds(model,model.rxns(i),(-
1)*data(i,j),'l');
else
model= changeRxnBounds(model,model.rxns(i),0,'l');
end
end
FBAsolution = optimizeCbModel(model, 'max');
if FBAsolution.f ~= 0
Results(:,j) = FBAsolution.x;
end
end
if isempty(FBAsolution.x)
fprintf('infeasible\n')
else
fileID = fopen(strcat('Results.txt'),'w');
for ii = 1:size(Results,1)
fprintf(fileID,'%g\t',Results(ii,:));
fprintf(fileID,'\n');
end
fclose(fileID);
end
%set (handles.text2, 'String',);
% assignin ('base', 'FBAsolution',  FBAsolution);
set (handles.text2, 'String','FBA done');
% --- Executes on button press in gpr.
function gpr_Callback(hObject, eventdata, handles)
% hObject    handle to gpr (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
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% handles    structure with handles and user data (see GUIDATA)
Dat = uiimport()
vars = fieldnames(Dat);
for i = 1:length(vars)
assignin('base', vars{i}, Dat.(vars{i}));
end
set (handles.text2, 'String','GPR loaded');
% --- Executes on button press in fva.
function fva_Callback(hObject, eventdata, handles)
% hObject    handle to fva (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
data = evalin ('base', 'data');
model = evalin ('base', 'model');
for j = 1:size(data,2)
for i = 1:length(model.rxns)
model= changeRxnBounds(model,model.rxns(i),data(i,j),'u');
if model.rev(i)~=0
model= changeRxnBounds(model,model.rxns(i),(-
1)*data(i,j),'l');
else
model= changeRxnBounds(model,model.rxns(i),0,'l');
end
end
[minFlux,maxFlux] = fluxVariability(model);
minFluxResults(:,j) = minFlux;
maxFluxResults(:,j)= maxFlux;
end
fileID = fopen(strcat('minFluxResults.txt'),'w');
for ii = 1:size(minFluxResults,1)
fprintf(fileID,'%g\t',minFluxResults(ii,:));
fprintf(fileID,'\n');
end
fclose(fileID);
fileID = fopen(strcat('maxFluxResults.txt'),'w');
for ii = 1:size(maxFluxResults,1)
fprintf(fileID,'%g\t',maxFluxResults(ii,:));
fprintf(fileID,'\n');
end
fclose(fileID);
set (handles.text2, 'String','FVA done');
% --- Executes on button press in ko.
function ko_Callback(hObject, eventdata, handles)
% hObject    handle to ko (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
data = evalin ('base', 'data');
model = evalin ('base', 'model');
for j = 1:size(data,2)
for i = 1:length(model.rxns)
model= changeRxnBounds(model,model.rxns(i),data(i,j),'u');
if model.rev(i)~=0
model= changeRxnBounds(model,model.rxns(i),(-
1)*data(i,j),'l');
else
model= changeRxnBounds(model,model.rxns(i),0,'l');
end
end
[grRateKO, grRateWt,grRatio, hasEffect] = singleRxnDele-
tion(model,'FBA');
KOs(:,j) = grRateKO;
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end
fileID = fopen(strcat('KOs.txt'),'w');
for ii = 1:size(KOs,1)
fprintf(fileID,'%g\t',KOs(ii,:));
fprintf(fileID,'\n');
end
fclose(fileID);
set (handles.text2, 'String','KOs done');
% --- Executes on button press in exit.
function exit_Callback(hObject, eventdata, handles)
% hObject    handle to exit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
opc= questdlg('¿Desea salir del programa?','SALIR','SI','NO', 'mensajes');
if strcmp (opc,'NO')
return;
end
clear,clc,close all
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Functional proteomics outlines 
the complexity of breast cancer 
molecular subtypes
Angelo Gámez-Pozo  1, Lucía Trilla-Fuertes2, Julia Berges-Soria1, Nathalie Selevsek3, Rocío 
López-Vacas1, Mariana Díaz-Almirón4, Paolo Nanni  3, Jorge M. Arevalillo5, Hilario Navarro5, 
Jonas Grossmann3, Francisco Gayá Moreno4, Rubén Gómez Rioja6, Guillermo Prado-
Vázquez1, Andrea Zapater-Moros1, Paloma Main7, Jaime Feliú8, Purificación Martínez del 
Prado9, Pilar Zamora8, Eva Ciruelos10, Enrique Espinosa8 & Juan Ángel Fresno Vara1
Breast cancer is a heterogeneous disease comprising a variety of entities with various genetic 
backgrounds. Estrogen receptor-positive, human epidermal growth factor receptor 2-negative tumors 
typically have a favorable outcome; however, some patients eventually relapse, which suggests some 
heterogeneity within this category. In the present study, we used proteomics and miRNA profiling 
techniques to characterize a set of 102 either estrogen receptor-positive (ER+)/progesterone receptor-
positive (PR+) or triple-negative formalin-fixed, paraffin-embedded breast tumors. Protein expression-
based probabilistic graphical models and flux balance analyses revealed that some ER+/PR+ samples 
had a protein expression profile similar to that of triple-negative samples and had a clinical outcome 
similar to those with triple-negative disease. This probabilistic graphical model-based classification had 
prognostic value in patients with luminal A breast cancer. This prognostic information was independent 
of that provided by standard genomic tests for breast cancer, such as MammaPrint, OncoType Dx and 
the 8-gene Score.
Breast cancer is a major health issue in developed countries. Early diagnosis and the use of adjuvant therapies 
have contributed to improve survival; nevertheless, 87,000 women died of breast cancer in the European Union in 
20111. Knowledge of the molecular biology of breast cancer has recently challenged the way in which oncologists 
make decisions about systemic treatment2.
Breast cancer is a heterogeneous disease comprising a range of entities with various genetic backgrounds. 
Clinical decisions are currently based on classical factors, such as the extent of the disease and the expression 
of hormonal receptors and human epidermal growth factor receptor 2 (HER2). Genomic classifications have 
also been described, the better-known encompassing four major categories: luminal A, luminal B, basal-cell and 
HER2-enriched3. Most patients included in the categories of estrogen receptor-positive (ER+)/HER2-negative 
(HER2-) disease with luminal A breast cancer have a favorable prognosis; however, some eventually relapse, 
which suggests some heterogeneity within these categories. Patients in the categories of triple-negative disease — 
i.e., no expression of hormonal receptors, HER2- or basal-cell disease — have a poorer prognosis4, 5.
In recent years, proteomic approaches have been incorporated into the study of clinical samples as a way to 
complement the information provided by classical factors and genomics. Mass spectrometry-based proteomics 
has emerged as preferred component of a strategy for discovering diagnostic and prognostic protein biomarkers 
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as well as for establishing new therapeutic targets6. Although these investigations are encouraging7, 8, the number 
of tumor biomarkers discovered with this approach is still limited9. MicroRNAs are key regulators in the genesis 
and progression of cancer. MicroRNA profiling, together with genomics and proteomics, could lead to unraveling 
regulatory networks of biological processes related to cancer10.
In this study, we used high-throughput proteomics and microRNA profiling to characterize two subtypes 
of breast cancer with various prognoses: ER+/progesterone receptor-positive (PR+) HER2- breast cancer and 
triple-negative breast cancer (TNBC). We applied probabilistic graphical models and flux balance analyses to 
explore molecular differences between these subtypes to unveil differences not detected by immunohistochem-
istry or genomics.
Results
Patient characteristics. A total of 106 patients with breast cancer from two different hospitals were 
included in the discovery cohort. All the patients had node-positive disease, all the tumors were negative for 
HER2 and all had received adjuvant chemotherapy and hormonal therapy for patients with ER+ disease (patients 
showing estrogen and/or progesterone receptor expression). Forty-six additional patients from a third hospital 
with ER+ disease and nodal involvement were eligible for the verification cohort: all had received anthracy-
cline-based adjuvant chemotherapy followed by hormone therapy (Table 1 and Sup. Fig. S1).
Protein extraction and shotgun-mass spectrometry analyses of formalin-fixed, paraffin-embedded 
breast cancer tumors. After mass spectrometry (MS) workflow, 25 TNBCs and 71 ER+ tumors from the dis-
covery cohort were analyzed. Raw data normalization was performed as previously described10. Four samples were 
excluded due to poor protein extraction and six were excluded due to data quality. Of 3,239 protein groups identified 
using Andromeda, 1095 presented at least two unique peptides and detectable expression in at least 75% of the samples 
in either the ER+ or TNBC groups. No decoy protein passed through these additional filters. Label-free quantification 
data were obtained using MaxQuant as previously described10.
Protein expression analyses of breast cancer tumors. Protein expression values were analyzed using 
Significance Analysis of Microarrays (SAM). A total of 224 proteins were differentially expressed between the 
ER+ and TNBC samples with a false discovery rate (FDR) <5% (Sup. Table S1). Hierarchical clustering analysis 
split the samples into two main clusters: cluster I comprised 70.4% of ER+ tumors (labeled ER-true), and cluster 
II included both ER+ and triple-negative (TN) tumors. The ER+ tumors included in cluster II, representing 
29.6% of all ER+ tumors, were labeled as TN-like tumors. The distant metastasis-free survival (DMFS) rate at 5 
years was 88.2% for ER-true and 71.4% for TN-like patients (p = 0.21). The clinical evolution of TN-like breast 
cancer was similar to that of TNBC (DMFS rate at 5 years 65.4%, p = 0.7) (Fig. 1).
Characterization of ER-true and TN-like subtypes. A significance analysis of microarrays (SAM), exclud-
ing TNBC tumors, was performed to further characterize ER-true and TN-like subtypes. We found 44 proteins 
All
Discovery
ER+
Verification
TNBC All
Number of patients 106 26 80 46
Age at diagnosis (median) 54.6 (32–83) 61.2 (37–78) 54.2 (32–83) 55 (39–70)
Age at diagnosis (mean) 55.2 58.5 54.1 53.9
Tumor Size
T1 33 (31%) 5 (19%) 28 (35%) 19 (41%)
T2 61 (58%) 19 (73%) 42 (53%) 21 (46%)
T3 10 (9%) 2 (8%) 8 (10%) 6 (13%)
T4 1 (1%) 0 (0%) 1 (1%) 0 (0%)
Multifocal 1 (1%) 0 (0%) 1 (1%) 0 (0%)
Tumor Grade
G1 12 (11%) 0 (0%) 12 (15%) 6 (13%)
G2 33 (31%) 4 (15%) 29 (36%) 22 (48%)
G3 41 (39%) 20 (77%) 21 (26%) 12 (26%)
Unknown 20 (19%) 2 (8%) 18 (23%) 6 (13%)
Lymph node status
N0 0 (0%) 0 (0%) 0 (0%) 0 (0%)
N1 71 (67%) 17 (65%) 54 (68%) 39 (85%)
N2 35 (33%) 9 (35%) 26 (32%) 7 (15%)
Chemotherapy
No anthracyclines 34 (32%) 11 (42%) 23 (29%) 0 (0%)
Anthracyclines 63 (59%) 12 (46%) 51 (64%) 66 (100%)
Anthracyclines + taxanes 9 (9%) 3 (12%) 6 (7%) 0 (0%)
Table 1. Patient’s characteristics.
www.nature.com/scientificreports/
3SCIENTIFIC REPORTS | 7: 10100  | DOI:10.1038/s41598-017-10493-w
showing differential expression between both subgroups, with an FDR < 5% (Sup. Table S2 and Sup. Fig. 2). Four 
proteins presented deleted records in Uniprot and were excluded. Among the proteins with higher expression in 
ER-true tumors, we found 7 extracellular small leucine-rich canonical proteoglycans (SLRPs) (biglycan, decorin, 
asporin, lumican, prolargin, fibromodulin and osteoglycin), three proteins produced by mast cells (cathepsin G, 
mast cell carboxypeptidase A and chymase), COEA1, PRDBP, and both the PIP and ZA2G proteins. On the other 
hand, TN-like tumors showed greater expression of HS90B and STIP1 from the chaperone pathway, EF2 and 
THEM6 proteins. Gene ontology analyses showed that proteins defining the TN-like subtype were related to cell 
adhesion processes (Sup. Table S3). Regarding clinical factors, we found that TN-like tumors showed higher molec-
ular grade (G1-2 vs. G3, p = 0.03). No differences between ER-true and TN-like tumors regarding age at diagnosis, 
tumor size, number of affected nodes, and ER, PR or Ki67 pathological assessment were found.
MicroRNA expression analysis of breast cancer tumors. MicroRNA expression profiling was availa-
ble for 42 ER-true and 23 TN-like tumors from the discovery cohort. One microRNA was excluded from subse-
quent analyses due to absence of expression in most of the samples. Nine microRNAs showed significant higher 
expression in the ER-true compared with the TN-like tumors (p < 0.05; FDR < 5%) (Sup. Fig. S3).
Systems biology of ER+ breast cancer. Both label-free protein quantification and microRNA expres-
sion data were available for 16 TNBC and 63 ER+ tumors from the discovery cohort. A probabilistic graphi-
cal model was constructed with these values as previously described10. Differences in functional node activity 
between ER-true and TN-like tumors were found (Figs 2 and S4). These differences were corroborated in the 
external dataset (p < 0.05), except for the protein synthesis node. All metabolism and mitochondria nodes present 
higher activity in TN-like tumors. The “metabolism A” node includes proteins related to glutamine and glucose 
metabolism and LDHB. The “metabolism B” node includes GAPDH, PGK1, LDHA and pyruvate kinase proteins, 
among others; and also miR-449a, whose expression showed a negative correlation with the functional node 
activity (Sup. Fig. S6). The “mitochondria A” node includes proteins related to the mitochondrial oxidation/
reduction process, whereas the “mitochondria B” node comprises tricarboxylic acid (TCA) cycle proteins. The 
“ECM & focal adhesion” node showed higher activity in ER-true tumors, and includes miR-139-5p, miR-149, 
miR-766, miR-342, miR-214* and miR-31. Both miR-214* and miR-31 expression showed positive correlation 
with functional node activity (Sup. Fig. S5). The “response and membrane” node includes proteins related to cel-
lular response to external stimuli and cholesterol homeostasis, and shows higher activity in ER-true tumors. The 
“proteasome” node includes proteins from the proteasome core complex, and showed higher activity in TN-like 
tumors. This functional node includes miR-489 and miR-99a, although no correlation was found between their 
expression and functional node activity.
Flux balance analysis of breast tumors. We performed a flux balance analysis (FBA) using the E-Flux 
algorithm to evaluate the impact of the proteomics profile on tumor growth capability11. Our Recon 2-based 
model includes 7440 reactions, from which we found gene-protein-reaction (GPR) rule values mediating 
1085 reactions. All the tumors fulfilled the Warburg effect, redirecting pyruvate generated by glycolysis and 
Figure 1. ER-true/TN-like subtype definition and characterization. Left panel: Hierarchical clustering 
analysis from 224 proteins identified by SAM analysis between ER+ and TNBC tumors with FDR < 5%. Right 
panel: Kaplan-Meier analysis showing survival for ER-true, TN-like and TNBC tumors (n = 51, 21 and 26, 
respectively; p = 0.17).
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glutaminolysis to lactic fermentation through lactate dehydrogenase. The predicted tumor growth rate was higher 
in both the TN-like and TNBC tumors compared with the ER-true tumors (Fig. 3).
Targeted proteomics of TN-like/ER-true subtypes. To corroborate the prognostic value of the TN-like/
ER-true classification, 33 proteins differentially expressed between TN-like and ER-true subtypes were assessed, 
using a targeted proteomics approach via selected reaction monitoring (SRM) in a new cohort comprising 46 
ER+ breast cancer tumors (Table 1)12. One sample was excluded due to poor protein extraction and two due to 
data quality. Nineteen samples from the discovery cohort were also tested. SRM was able to detect differences 
between ER-true and TN-like samples from the discovery cohort (Sup. Fig. S6). An ER-true/TN-like classifier, 
including 14 proteins, was used to assign new samples to ER-true or TN-like (sup. info). DMFS rates at 5 years 
were 81.6% and 57.8% for the ER-true and TN-like groups, respectively (p < 0.17) (Fig. 4).
Assessing ER-true/TN-like subtypes using a meta-genomics external dataset. We used gene 
expression data from 1296 breast cancer tumors, obtained from public repositories, as an independent cohort 
to validate the prognostic value of the ER-true/TN-like stratification13, 14. Among them, 935 tumors were ER+ 
and had follow-up information available. Tumors were labeled as ER-true or TN-like using 35 of 44 proteins 
from SAM analyses. Survival analyses using 421 tumors with ER+ and node positive characteristics showed that 
DMFS rates were 81.8% and 72.5% for the ER-true and TN-like groups, respectively (p < 0.005, HR = 0.5769, 
Sup. Fig. S7).
ER-true/TN-like subtypes and breast cancer molecular subtypes. We applied our TN-like classifier 
to the entire population and performed survival analyses independently for each breast cancer molecular sub-
type3. ER-true/TN-like subtyping provided additional prognostic information in luminal A tumors, but not in 
luminal B, basal or HER2-enriched tumor subtypes (Fig. 5).
ER-true/TN-like subtypes and molecular prognostic signatures. The clinical utility of the ER-true/
TN-like subtypes was evaluated in combination with three prognostic gene signatures: the 70-gene signature15, 
Figure 2. Protein- and miRNA-based probabilistic graphical model. Probabilistic graphical model showing 
protein (squares) and miRNA (circles) mean expression in each sample type. Color range from -2-fold change 
(green) to 2-fold change (red). White means no change between groups. ER-true subtype is compared with TN-
like subtype and vice versa. TNBC type is compared with all ER+ tumors.
Figure 3. Tumor growth rate predicted by flux balance analysis. FBA results for ER-true, TN-like and TNBC 
tumors (n = 51, 21 and 26, respectively; *p < 0.05).
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the Recurrence Score16 and the 8-gene Score17. The prognostic value of the three tests in 935 patients with ER+ 
tumors was corroborated, followed by the application of the ER-true/TN-like class predictor (Fig. 6). The TN-like 
tumors were associated with a lower DMFS compared with ER-true tumors in each low-risk category, defined by 
prognostic signatures (Sup. Table S4). The high-risk categories were not further refined through ER-true/TN-like 
subtyping. The multivariate analyses, including each prognostic signature and the ER-true and TN-like subtypes, 
showed that the ER-true and TN-like subtypes were related to prognosis, independent of the prognostic gene 
signatures (Table 2). Multivariate analyses including the ER-true/TN-like subtypes and available clinical variables 
(grade and N) showed that both grade and ER-true/TN-like subtypes, along with lymph node status, provided 
significant and independent prognostic information.
Discussion
In this study, a new subtype of breast cancer was identified using a proteomics approach. The clinical classification 
of breast cancer does not fully reflect cancer heterogeneity; thus, individuals receiving the same diagnosis can 
have markedly different outcomes. Genomics and proteomics approaches complement the information provided 
by routine determinations, and coupled with new data analysis techniques, they help to expand the information 
obtained. In this case, information provided by pure protein expression was organized into functional nodes 
involving specific biological processes and pathways. The new TN-like ER+ subtype defined has molecular fea-
tures common with TNBC tumors and exhibits a similar clinical evolution. Patients with either TN-like or TNBC 
tumors have shorter DMFS than patients with ER-true breast cancer. Both SRM verification and meta-validation 
confirmed the findings obtained in the discovery series. These results might help to explain why the prognosis of 
patients with ER+ breast cancer is not uniformly favorable.
ER-true tumors present molecular features that could explain the favorable prognosis of this subtype, such as 
increased expression of proteins related to cell adhesion and greater activity of the “ECM & focal adhesion” node. 
Increased expression of decorin and lumican in breast cancer is associated with lower tumor size, decreased risk 
and rate of relapse, positive ER/PR status and better survival18, 19. A stromal gene set including DCN and FBLN1 
genes has demonstrated prognostic value independent of clinical information and a proliferation gene set20. 
COEA1, asporin, osteoglycin and lumican showed increased expression in low-risk vs. high-risk tumors defined 
by MammaPrint21. With regard to miRNAs included in the “ECM & focal adhesion” node, miR-342 expression 
correlates with ER expression and tamoxifen sensitivity in breast tumors22–24. Both miR-149 and miR-342 have 
been included in a prognostic signature for breast cancer25. Our results suggest that miR-31 and miR-214* could 
be indirect regulators of cell attachment function in breast tumors. These results indicate that ER-true tumors 
harbor a limited metastatic potential compared with TN-like tumors.
There is more limited information on some other molecular features defining ER-true tumors. This subtype 
has high expression for proteins produced by mast cells, related to ER and PR positivity, low-grade and a good 
prognosis in breast cancer26–29. High expression levels of PIP and AZGP1 genes have been related to a good prog-
nosis and correlate with ER, PR and AR expression21, 30–38. ZA2G is part of a panel of 13 proteins predicting recur-
rence in breast cancer, showing decreased expressions when recurrence occurred39. PRDBP protein appears to 
dictate the balance between ERK and Akt signaling with consequences for cell metabolism (induction of Warburg 
metabolism), apoptosis and cell proliferation40. Loss of the 11p15 region, where the PRKCDBP gene is located, is 
common in breast cancer metastases41.
TN-like tumors showed molecular features associated with an unfavorable prognosis. High HSP90AB1 
expression is related to poor overall survival and with an increased distant metastasis relapse rate in breast 
cancer42, 43 which is consistent with our results, showing a higher expression of this protein in TN-like tum-
ors. HS90B has been included in a panel of 13 proteins predicting recurrence in breast cancer39. STIP1 inter-
acts with HS90B in the folding of a number of proteins, including the androgen and estrogen receptors44, 45. 
Additionally, greater expression of eEF2 was significantly associated with node positivity in breast cancer46.
Figure 4. SRM validation of new subtypes. Kaplan-Meier analysis showing survival rates for ER-true and TN-
like tumors on the basis of SRM data (n = 17 and 29, respectively).
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On the other hand, all metabolism and mitochondria nodes had higher activity in the TN-like subtype. 
The “mitochondria B” and “metabolism B” nodes include proteins related to the TCA cycle and glycolysis, 
respectively, suggesting that both TN-like and TNBC tumors are highly glycolytic. The TN-like tumors showed 
high activity in both the “metabolism A” and “mitochondria A” nodes compared with the ER-true and TNBC 
tumors, suggesting a unique metabolic profile for the TN-like subtype. FBA indicates that all breast cancer 
types fulfill the Warburg hypothesis and that glutamine-derived αKG refuels the TCA cycle (anaplerosis) and 
maintains constant levels of biosynthetic precursors, while the surplus turns to lactate47. However, ER-true 
tumors had a predicted growth rate significantly lower than TN-like and TNBC tumors, both of which had 
comparable growth rates.
Molecular differences between TN-like and ER-true tumors resemble those previously described between 
ER+ and TNBC tumors10. SAM analysis identified 44 proteins differentially expressed between both subtypes, 
24 of which were also differentially expressed between ER+ and TNBC samples. Moreover, miR-139-5p, miR-
149, miR-449a and miR-342 were overexpressed in ER+ tumors with regard to TNBCs10, 24, 48, 49. Interestingly, 
we found equivalent differences in the “ECM & focal adhesion,” “metabolism B,” “mitochondria B” and “protein 
synthesis” nodes when comparing ER-true versus TN-like tumors and ER+ versus TNBC tumors. Differences in 
the “protein synthesis” node could not be confirmed in the external dataset in both analyses, suggesting that some 
features observed at the protein level do not appear at the gene expression level10. On the other hand, no differ-
ences regarding the “proliferation” node activity between ER-true and TN-like samples were found, although they 
were present between the ER+ and TNBC tumors. We also found differences not described between ER+ and 
TNBC tumors: the “mRNA processing” and “protein transport” nodes showed higher activity in ER-true tumors, 
whereas the “response and membrane” node had higher activity in TN-like tumors.
The TN-like subtype added prognostic information in luminal A disease but not in the other molecular sub-
types. Likewise, the TN-like subtype further subdivided low-risk categories defined by gene signatures, such as 
the 70-gene Score, Recurrence Score and 8-gene Score. These gene signatures are related to cell proliferation, 
whereas the TN-like subtype primarily depends on other drivers, such as cell attachment and metabolism, thus 
providing complementary information50. New molecular information could improve the accuracy of gene sig-
natures and help to determine the best treatment for patients with ER+ breast cancer. Additionally, the TN-like 
subtype prognostic information is independent of that provided by clinical variables such as lymph node status 
and grade. Adjuvant treatment of breast cancer is determined by two main factors: risk of relapse and the molec-
ular characteristics of the tumor. Molecular tools developed in this setting — such as MammaPrint, OncoType 
or the 8-gene Score — have attempted to optimize the use of adjuvant chemotherapy, which is toxic and benefits 
a limited number of patients. Patients in the low-risk categories of these gene tests do not require chemotherapy, 
but our results indicate that these low-risk categories can be further subdivided. The presence of a TN-like sub-
type worsens the outcome; therefore, chemotherapy should be considered in these patients. The recommendation 
Figure 5. Prognostic value of ER-true/TN-like subtype within breast cancer molecular subtypes. Kaplan-Meier 
analysis showing ER-true and TN-like tumor survival rates in luminal (A) (left panel: ER-true n = 262, TN-like 
n = 101) and luminal (B) (right panel: ER-true n = 59, TN-like n = 164) subtypes.
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would be valid for luminal A tumors having features of the TN-like subtype, which could contribute to reducing 
the number of relapses in this population.
The TN-like subtype provided prognostic information in ER+ disease not only with the original proteomics 
approach, but also with other techniques, including the translation of proteins back to gene expression. This 
result supports the robustness of this new breast cancer subtype. In addition, some of the components defining 
the subtype could become potential therapeutic targets in the future. Hormonal receptors and HER2 are the only 
Figure 6. ER-true/TN-like subtype and prognostic signatures. Kaplan-Meier analysis showing survival rates of 
risk groups defined by prognostic gene signatures and ER-true/TN-like subtypes. (A) 70-gene Signature: Low 
risk = 586; High risk = 349; p < 0.0001; HR = 3.24 (2.73–4.85). (B) 70-gene Signature and ER-true/TN-like 
subtypes: Low risk/ER-true = 449; High risk/ER-true = 154; Low risk/TN-like = 137; High risk/TN-like = 195; 
p < 0.0001. (C) Recurrence Score: Low risk = 472; Intermediate risk = 195; High risk = 268; p < 0.0001. (D) 
Recurrence Score and ER-true/TN-like subtypes: Low risk/ER-true = 358; Intermediate risk/ER-true = 120; 
High risk/ER-true = 268; Low risk/TN-like = 125; Intermediate risk/TN-like = 108; High risk/TN-like = 143; 
p < 0.0001. (E) 8-gene Score: Low risk = 610; High risk = 325; p < 0.0001; HR = 2.61 (2.19–3.94). (F) 8-gene 
Score and ER-true/TN-like subtypes: Low risk/ER-true = 445; High risk/ER-true = 158; Low risk/TN-
like = 165; High risk/TN-like = 167; p < 0.0001.
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molecular features allowing targeted therapy in breast cancer. Gene subtyping into luminal A, luminal B, basal 
and HER-2 enriched groups has not revealed other features that can be used to develop new drugs. A proteomics 
approach unravels molecular processes not detected by genomics, with the advantage that proteins are the real 
effectors of genomic changes.
Our study has some limitations. The discovery series was limited to patients with node-positive disease, who 
have a poorer outcome than their node-negative counterparts. However, the meta-validation series is more heter-
ogeneous regarding clinical stage, which suggests that the TN-like subtype is a clinical entity and not just a marker 
of advanced disease. Also, relevant clinical differences in the discovery and verification cohorts did not reach the 
statistical boundary due to the limited sample size and the fact that many relapses in this group appeared after 5 
years of follow-up. This problem was overcome in the in-silico series, which is more representative of a population 
of patients with breast cancer. On the technical side, despite the informative value of proteomics, there is still 
room for improvement in the number of proteins detected. Moreover, SRM assays are complex to develop and 
analyze in comparison with other platforms such as quantitative polymerase chain reaction (qPCR), and its use in 
the clinical routine is still challenging. Finally, these results should be validated in additional cohorts to evaluate 
the TN-like subtype robustness.
High-throughput proteomics generate clinically useful protein-based molecular profiles, which can com-
plement information provided by gene expression analysis. In this study, a proteomics approach allowed the 
identification of a new subtype of breast cancer using FFPE samples. The molecular characteristics of this new 
subgroup have been assessed using probabilistic graphical models. This subtype is included in the group of hor-
monal receptor-positive, HER2-negative tumors, but has molecular features and a poor clinical outcome similar 
to that of TNBC. This new TN-like subtype has the capability to add prognostic information to current clinical 
practice. Because proteins are the final effectors of genes, some proteins and biological processes defining TN-like 
tumors could become therapeutic targets. This possibility should be further explored in future studies.
Methods
Sample selection. A total of 106 patients with breast cancer were included in the discovery cohort. FFPE sam-
ples were retrieved from the I+12 Biobank (RD09/0076/00118) and from the IdiPAZ Biobank (RD09/0076/00073), 
both integrated in the Spanish Hospital Biobank Network (RetBioH; www.redbiobancos.es). Forty-six patients 
were included in the verification cohort, and FFPE samples were retrieved from the Basque Biobank/O+EHUN 
(RD09/0076/00140). Informed consent was obtained from all the patients. All the experiments were performed in 
accordance with relevant guidelines and regulations. The histopathological features of each sample were reviewed 
by an experienced pathologist to confirm diagnosis and tumor content. Eligible samples included at least 50% 
tumor cells. Approvals from the Ethics Committees of Hospital Doce de Octubre, La Paz University Hospital and 
Euskadi were obtained for the conduct of the study.
Total protein preparation and digestion. Proteins were extracted from FFPE samples as previously 
described51. Briefly, FFPE sections were deparaffinized in xylene and washed twice with absolute ethanol. Protein 
extracts from the FFPE samples were prepared in 2% sodium dodecyl sulfate (SDS) buffer using a protocol based 
on heat-induced antigen retrieval52. Protein concentration was determined using the MicroBCA Protein Assay 
Kit (Pierce-Thermo Scientific). Protein extracts (10 µg) were digested with trypsin (1:50) and SDS was removed 
from digested lysates using Detergent Removal Spin Columns (Pierce). Peptide samples were further desalted 
using ZipTips (Millipore), dried, and resolubilized in 15 µL of a 0.1% formic acid and 3% acetonitrile solution 
before MS analysis.
Univariate analysis
p-value HR
ER-true/TN-like subtype <10−4 1.911
70-gene Signature <10−4 3.239
Recurrence Score <10−4 1.929
8-gene Score <10−4 2.605
Multivariate analysis TN-like subtype and clinical variables
ER-true/TN-like subtype 0.022 1.374
Grade (1 + 2 vs. 3) >10−4 1.555
N 0.005 1.481
Multivariate analysis TN-like subtype and prognostic signatures
ER-true/TN-like subtype 0.05 1.329
70-gene Signature >10−4 2.948
ER-true/TN-like subtype 0.011 1.441
Recurrence Score >10−4 1.829
ER-true/TN-like subtype 0.002 1.544
8-gene Score >10−4 2.336
Table 2. Univariate and multivariate analyses including clinical variables, prognostic signatures and the TN-
like subtype.
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Liquid chromatography - mass spectrometry shotgun analysis. The samples were analyzed on 
an LTQ-Orbitrap Velos hybrid mass spectrometer (Thermo Fischer Scientific, Bremen, Germany) coupled to a 
NanoLC-Ultra system (Eksigent Technologies, Dublin, CA, USA) as previously described previously10. Briefly, 
after separation, peptides were eluted with a gradient of 5% to 30% acetonitrile in 95 minutes. The mass spec-
trometer was operated in data-dependent mode (DDA), acquiring a full-scan MS spectra (300–1700 m/z) at a 
resolution of 30,000 at 400 m/z after accumulation to a target value of 1,000,000, followed by collision-induced 
dissociation (CID) fragmentation on the 20 most intense signals per cycle. The samples were acquired using 
internal lock mass calibration on m/z 429.088735 and 445.120025. The acquired raw MS data were processed by 
MaxQuant (version 1.2.7.4)53, followed by protein identification using the integrated Andromeda search engine54. 
Briefly, spectra were searched against a forward UniProtKB/Swiss-Prot database for human, concatenated to a 
reversed decoyed FASTA database (NCBI taxonomy ID 9606, release date 2011-12-13). The maximum FDR was 
set to 0.01 for peptides and 0.05 for proteins. Label-free quantification was calculated on the basis of the normal-
ized intensities (LFQ intensity). Quantifiable proteins were defined as those detected in at least 75% of samples 
in at least one type of sample (either ER+ or TNBC samples) showing two or more unique peptides. Only quan-
tifiable proteins were considered for subsequent analyses. Protein expression data were log2 transformed, and 
missing values were replaced using data imputation for label-free data, as explained in Deeb et al.55, using default 
values. Finally, protein expression values were z-score transformed. Batch effects were estimated and corrected 
using ComBat56. All the mass spectrometry raw data files acquired in this study can be downloaded from Chorus 
(http://chorusproject.org) under the project name Breast Cancer Proteomics.
RNA extraction and MicroRNA expression. RNA isolation from the FFPE tumor specimens and 
microRNA expression profiling was performed as previously described10. Briefly, microRNA expression profiling 
was obtained using a custom TaqMan Array MicroRNA Card (Applied Biosystems) containing 95 FFPE-reliable 
assays, including four housekeeping miRNAs identified used NorMean57. ∆Cq values were normalized using two 
reference miRNAs (hsa-let-7d and hsa-let-7g).
Differential expression analysis of label-free proteomics and microRNA profiling. SAM58 was 
performed to find differentially expressed proteins and miRNAs between sample groups with an FDR below 5%. 
Hierarchical clusters were constructed with the differentially expressed proteins or miRNAs between predefined 
samples groups identified by SAM, using Pearson’s correlation and the average-linkage method.
Functional network construction. A functional network to associate miRNAs and protein expres-
sion profiles was constructed as previously described10. Briefly, we chose probabilistic graphical models com-
patible with high-dimensionality. The result is an undirected graphical model with a local minimum Bayesian 
Information Criterion (BIC)59. Methods are implemented in the open-source statistical programming language 
R60; in particular, the functions minForest and stepw in the gRapHD package61. To identify functional nodes 
within the network, we split it into several branches or functional nodes. We then used gene ontology analyses to 
investigate which function or functions were overrepresented in each branch. To measure the functional activity 
of each functional node, we calculated the mean expression of all the proteins included in one branch related to a 
specific function. Differences in functional node activity were assessed by class comparison analyses.
Gene ontology analyses. Protein-to-gene ID conversion was performed using Uniprot (http://www.uni-
prot.org) and DAVID62, 63. Gene ontology analyses were performed using the functional annotation chart tool 
provided by DAVID. We used “homo sapiens” as a background list and selected only GOTERM-FAT gene ontol-
ogy categories and Biocarta, KEGG and Panther pathways.
Flux balance analyses. Flux balance analysis (FBA) is a widely used approach for studying biochemical 
networks by calculating the flow of metabolites through the network, including 7440 reactions from Recon 264. 
With this method, it is possible to predict the growth rate of an organism or the rate of production of a metabo-
lite65. The estimation of the GPR rule values was performed using a variation of the method described by Barker 
et al.66. The mathematical operations used to calculate the numerical value were the sums for “OR” expressions 
and minimums for “AND” expressions. Finally, the GPR rule values were normalized, dividing by the maximum 
value in each tumor, and were included in the Recon 2 model using the E-Flux algorithm11. Normalized GPR rule 
values have been used to establish both lower and upper reaction bounds if the reaction is reversible. If the reac-
tion is irreversible, low bound is set to 0 in all cases. To calculate biomass production, the biomass objective func-
tion included in Recon 2 was optimized. FBA was performed using the COBRA Toolbox available for MATLAB67.
Selected reaction monitoring analyses. The SRM design was based on both experimental data from 
our shotgun analysis and the PeptideAtlas68. SRM-triggered MS2 was performed on a QTRAP 5500 instrument 
(ABSciex, Concord, Ontario), and SRM measurements were analyzed on a TSQ Vantage Triple Quadrupole 
Mass Spectrometer (ThermoFisher, San Jose, CA, USA), both equipped with a nanoelectrospray ion source. 
Chromatographic separations of peptides were performed on a NanoLC-2D HPLC system (Eksigent, Dublin, 
CA) coupled to a 15-cm fused silica emitter, 75-µm diameter, packed with a ReproSil-Pur C18-AQ 120 A and 
1.9-µm resin (Dr. Maisch HPLC GmbH). Peptides were loaded on the column from a cooled (4 °C) Eksigent 
autosampler and separated with a linear gradient of acetonitrile/water, containing 0.1% formic acid, at a flow 
rate of 300 nl/min. A gradient from 5% to 35% acetonitrile in 40 minutes was used. For the SRM-triggered MS2 
measurements, MS2 spectra were recorded upon detection of an SRM trace above a threshold of 1000 ion counts. 
An average of 100 transitions (scan time 10 ms/transition) per run was used and Q1 and Q3 were obtained at 
0.7 unit mass resolution. MS2 spectra were recorded in enhanced product ion (EPI) mode for the highest MRM 
transitions, using dynamic fill time, Q1 resolution unit, scan speed 10,000 amu/s, m/z range 300–1000. Collision 
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energies used for both acquisition modes were calculated according to the formulas: CE = 0.044 * m/z + 5.5 and 
CE = 0.051 * m/z + 4 (CE: collision energy; m/z: mass-to-charge ratio of the precursor ion) for doubly and tri-
ply charged precursor ions, respectively. In SRM, the mass spectrometer was operated in SRM scan mode, in 
which Q1 and Q3 were obtained at 0.7 unit mass resolution. Collision energies for each transition were calculated 
according to the following equations: CE = 0.034 * (m/z) + 3.314 and CE = 0.044 * (m/z) + 3.314 for doubly and 
triply charged precursor ions, respectively. Three SRM transitions were monitored for each endogenous (light) 
and internal standard (heavy) peptide. SRM data were processed using SRM skyline software69. Peptides with the 
following criteria were used for the quantification: (i) correlation between ion ratios obtained for the heavy and 
the light form; (ii) correlation between the ion ratios obtained for both forms and the ion ratios obtained in the 
MS/MS spectra present in the SRM spectral library; and (iii) transition intensities of the heavy and the light form 
of >10. The three transitions for each heavy-light pair were used to quantify the peptide unless signals of coelut-
ing interferences were detected. Punctual measurements for light peptides below the background measurement 
value were ignored. A light/heavy peptide ratio was calculated for all transitions. Protein expression values were 
calculated by the median expression from the three transitions for each heavy-light pair of their peptides.
Development of classifiers. We developed protein expression-based signatures to predict the class of 
future samples using the compound covariate predictor. The model incorporates proteins that were differen-
tially expressed among classes at the 0.05 significance level as assessed by the random variance t-test70, with 
protein-to-gene ID positive in the meta-validation dataset (see below). We estimated the prediction error of each 
model using leave-one-out cross-validation (LOOCV)71. For each LOOCV training set, the entire model build-
ing process was repeated, including the gene selection process. We also evaluated whether the cross-validated 
error rate estimate for a model is significantly less than the random prediction. The class labels were randomly 
permuted and the entire LOOCV process was repeated. The significance level is the proportion of the random 
permutations that gave a cross-validated error rate no greater than the cross-validated error rate obtained with 
the original data. The same workflow was performed using the SRM data. For more details, see the Simon R and 
Lam A. BRB-ArrayTools User Guide, version 3.2. BRB-ArrayTools v4.2.1, developed by R. Simon and A. Peng.
External dataset validation. A total of 1296 primary breast carcinoma data were collected from two 
independent datasets13, 14. The Guedj dataset and associated clinical annotations were downloaded from the 
ArrayExpress Archive (http://www.ebi.ac.uk/arrayexpress/). The Miller dataset and associated clinical anno-
tations were downloaded from the Cancer Research website. Batch effects were corrected using ComBat56. 
Protein-to-gene ID was performed using Uniprot (http://www.uniprot.org) and DAVID62, 63. All the probes in 
the dataset for each gene were retrieved. Probes with higher coefficients of variation were selected when multiple 
probes were found for a single gene, then expression values of each gene were z-score transformed. Samples with 
clinical characteristics similar to those in our discovery cohort were then assigned to various groups using the 
developed predictor. The 70-gene signature15, Recurrence Score16 and 8-gene Score predictors were calculated for 
all the samples in the dataset as described previously14, 17, 72. Molecular subtype annotation was performed using 
the Single Sample Predictor described by Hu et al.72, 73. To apply protein expression-based signatures to gene 
expression values, per-gene normalization was applied as previously described17.
Statistical analyses and software suites. Survival curves were estimated using a Kaplan-Meier anal-
ysis and compared with the log-rank test, using DMFS at 5 years as the end point. Univariate and multivariate 
Cox proportional hazard analyses were also employed to evaluate the defined prognosis predictors. Correlations 
were assessed using Pearson’s r and linear regression. The SPSS v16 software package, GraphPad Prism 5.0 and 
R v2.15.2 (with the Design software package 0.2.3) were used for all the statistical analyses. Correlation between 
node activity and microRNA expression was evaluated using linear regression analyses and Pearson’s corre-
lation. Comparisons between different populations’ characteristics were assessed using Fisher’s exact test, the 
chi-squared test or the Mann-Whitney test as appropriate. All p-values were two-sided, and p < 0.05 was consid-
ered statistically significant. Expression data and network analyses were performed with the MeV and Cytoscape 
software suites74, 75. Class comparison analyses were performed using BRB-ArrayTools v4.2.1.
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ABSTRACT
Metabolic reprogramming is a hallmark of cancer. It has been described that breast 
cancer subtypes present metabolism differences and this fact enables the possibility of 
using metabolic inhibitors as targeted drugs in specific scenarios. In this study, breast 
cancer cell lines were treated with metformin and rapamycin, showing a heterogeneous 
response to treatment and leading to cell cycle disruption. The genetic causes and 
molecular effects of this differential response were characterized by means of SNP 
genotyping and mass spectrometry-based proteomics. Protein expression was analyzed 
using probabilistic graphical models, showing that treatments elicit various responses 
in some biological processes such as transcription. Moreover, flux balance analysis 
using protein expression values showed that predicted growth rates were comparable 
with cell viability measurements and suggesting an increase in reactive oxygen species 
response enzymes due to metformin treatment. In addition, a method to assess flux 
differences in whole pathways was proposed. Our results show that these diverse 
                                                       Research Paper
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approaches provide complementary information and allow us to suggest hypotheses 
about the response to drugs that target metabolism and their mechanisms of action.
INTRODUCTION
Breast cancer is one of the most prevalent cancers 
in the world [1]. In clinical practice, breast cancer is 
divided according to three biomarkers, estrogen receptor 
(ER), progesterone receptor (PR) and Her2; into positive 
hormonal receptors (ER+), HER2+ and triple negative 
(TNBC), characterized by a lack of expression of these 
receptors. These biomarkers are associated with specific 
treatments. ER+ tumors are treated with selective ER 
modulator or aromatase inhibitors [2, 3] and Her2 tumors 
are treated with antibodies against this receptor [4]. 
However, TNBC tumors don´t have a specific treatment. 
In addition to the clinical classification, molecular profiles 
based on mRNA expression are also established [5]. 
Reprogramming of cellular metabolism is a 
hallmark of cancer [6]. Normal cells obtain energy mainly 
from mitochondrial metabolism, but cancer cells show 
increased glucose uptake and fermentation into lactate, 
which is known as the Warburg effect or aerobic glycolysis 
[7]. Cancer cells also exhibit increased glutamine uptake 
to maintain the pool of nonessential amino acids and to 
further increase lactate production [8]. In addition, we 
previously observed significant differences in glucose 
metabolism between two of the main breast cancer 
subtypes: ER+ and TNBC [9, 10]. 
Metabolic alterations enable the possibility of using 
metabolic inhibitors as targeted drugs. Metformin (MTF), 
a drug for diabetes, has begun clinical trials in cancer 
patients [11]. It activates AMP-activated protein kinase 
and subsequently inhibits mammalian target of rapamycin 
(mTOR) [12].  On the other hand, everolimus, a rapamycin 
analog, has clinical activity and has been approved for 
use in patients with breast cancer and other tumors [13]. 
Rapamycin (RP) or sirolimus was the first available 
mammalian target of rapamycin (mTOR) inhibitor.
High-throughput mass spectrometry-based 
proteomics allow the quantification of thousands of 
proteins and the acquisition of direct information about 
biological process effectors. Combined with probabilistic 
graphical models (PGM), proteomics enables the 
characterization of various biological processes between 
different conditions using expression data without other a 
priori information [9, 10].
Flux Balance Analysis (FBA) is a widely used 
approach for modeling biochemical and metabolic 
networks in a genome scale [14–16]. FBA calculates 
the flow of metabolites through metabolic networks, 
allowing the prediction of growth rates or the rate of 
production of a metabolite. It has traditionally been used 
to estimate microorganism growth rates [17]. However, 
with the appearance of complete reconstructions of human 
metabolism, FBA has been applied to other areas such as 
the modelling of red blood cells metabolism [18] or the 
study of the Warburg effect in cancer cell lines [19]. 
In the present study, we used proteomics and 
computational methods, such as PGM and a genome-scale 
model of metabolism analyzed using FBA, to explore the 
molecular consequences of metformin and rapamycin 
treatment in breast cancer cell lines.
RESULTS
Design of the study 
We studied response against MTF and RP in six 
breast cancer cell lines, establishing sub-lethal doses to 
perform subsequent perturbation experiments. On the 
other hand, we studied single nucleotide polymorphisms 
(SNP) to check if the heterogeneity to treatment  response 
observed among breast cancer cell lines can be associated 
to genetic causes. Then, perturbation experiments 
followed by mass spectrometry-based proteomics were 
done to characterize these differences at the molecular 
level. Differential protein expression patterns were 
analyzed and probabilistic graphical models (PGM) and 
flux balance analysis (FBA) were performed in order 
to characterize the molecular consequences of response 
against MTF and RP (Figure 1). SNP genotyping was 
used to study genetic variants associated with response 
and proteomics data were used to complement this 
information, study functional differences by probabilistic 
graphical models and improve prediction accuracy of 
FBA. PGM allowed characterizing differences due to the 
treatments at functional level and FBA was useful to study 
effects in the metabolic pathways.  These approaches 
provide complementary information about genetic causes 
and molecular effects respectively.  
Breast cancer cell lines showed heterogeneous 
response when treated with drugs against 
metabolic targets
First, we evaluated the response of ER+ and TNBC 
breast cancer cell lines treated with two drugs targeting 
metabolism, metformin (MTF) and rapamycin (RP). Cell 
viability was assessed for six breast cancer cell lines, 
three ER+ (T47D, MCF7 and CAMA1) and three TNBC 
(MDAMB231, MDAMB468 and HCC1143). Dose-
response curves for each drug treatment in each cell were 
calculated (Tables 1 and 2). A heterogeneous response 
was observed among breast cancer cell lines treated 
with a range of MTF and RP concentrations (Figure 2). 
Regarding RP, this heterogeneous response is related to 
breast cancer subtypes, showing an increased effect over 
ER+ cell line viability compared with those of TNBC.
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SNP genotyping of breast cancer cell lines
SNP genotyping was performed to evaluate the 
association of polymorphisms to MTF and RP treatment 
response. Polymorphisms previously related to these drugs 
sensitivity were studied using a custom expression array. 
Regarding the response to MTF, polymorphism rs2282143 
in SLC22A1 was detected in homozygosis in MDAMB468 
cells. This SNP appears with a frequency of 8% in the 
black population, which is the population origin of this 
cell line, and it is associated with decreased clearance of 
MTF. On the other hand, the rs628031 polymorphism, 
also in SLC22A1, was found in homozygosis in MCF7 
and HCC1143 cells and in heterozygosis with a possible 
duplication in MDAMB468 cells. The presence of this 
polymorphism has been associated with a decreased 
response to MTF (PharmGKB; www.pharmgkb.org) 
(Supplementary Table 1). 
Regarding the response to RP, MDAMB468 cells 
present a polymorphism in heterozygosis in CYP3A4 
(rs2740574), which has been previously related to a 
requirement for an increased dose of RP as compared with 
a wild-type homozygote (PharmGKB; www.pharmgkb.
org). Additionally, rs2868177 SNP in POR gene was 
detected in heterozygosis in hormone receptor-positive cell 
lines. The relationship of rs2868177 with RP or another 
rapalog has not been previously described, although it is 
demonstrated that POR regulates CYP3A family [20]. On 
the other hand, rs1045642 SNP in ABCB1 gene appears in 
heterozygosis in all ER+ cell lines, but its effect regarding 
RP concentration is controversial (PharmGKB; www.
pharmgkb.org) (Supplementary Table 1).
Molecular characterization of breast cancer 
cell lines response to treatment with drugs 
against metabolic targets using perturbation 
experiments and proteomics
SNP genotyping did not fully explain the 
heterogeneous response between cell lines to MTF and 
RP treatment, thus we characterized the molecular basis 
of this heterogeneous response using proteomics in a 
perturbation experimental setting. Six breast cancer cell 
lines, treated or not with suboptimal concentrations of 
MTF and RP (40 mM of MTF [except for MDAMB468, 
in which a 20 mM concentration was used] and 625 nM of 
RP) were analyzed in duplicate using shotgun proteomics. 
Raw data normalization was performed adjusting by 
duplicate values as previously described [9]. Mass 
spectrometry-based proteomics allowed the detection 
of 4052 proteins presenting at least two unique peptides 
and detectable expression in at least 75% of the samples 
(Supplementary Table 2). No decoy protein passed 
through these additional filters. Label-free quantification 
values from these 4052 proteins were used in subsequent 
analyses.
We first identified proteins with differential 
expression between the treated and the control cells. 
Proteins with delta expression values between the control 
and treated cells higher than 1.5 or lower than −1.5 
were identified for each cell line/treatment combination 
(Supplementary Tables 3 and 4). Then, gene ontology 
analyses of either increased or decreased proteins was 
performed. Regarding MTF treatment, MCF7 cells 
showed decreased expression of proteins related to 
mitochondria and cell cycle and increased expression 
of proteins involved in mitochondria and cytoskeleton 
as majority ontologies. T47D cells presented increased 
expression of proteins mostly related to mitochondria and 
the Golgi apparatus. CAMA1 proteins showing differential 
expression did not shown overrepresented functions. 
MDAMB231 cells showed decreased expression of 
proteins mostly related to mitochondria. MDAMB468 
cells presented decreased expression of proteins also 
related to mitochondria, and increased expression in 
proteins mainly related to the extracellular matrix. Finally, 
HCC1143 showed decreased expression in proteins, 
mostly related to mitochondria and mRNA processing, 
and increased expression in proteins related to cytosol and 
protein binding. 
Figure 1: Workflow followed in this study.
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Differentially expressed proteins were compared 
with gene interaction information contained in the 
Comparative Toxicogenomics Database. PIR, RELA, 
SIRT5, CMBL, PPP4R2 and MYD88 showed decreased 
expression, whereas SIRT2, SERPINE1 and HTATIP2 
proteins showed increased expression in cells treated with 
MTF in both the database and in our experiments in at 
least one cell line. 
Concerning RP treatment, MCF7 showed 
decreased expression in proteins mainly related to 
cellular transport and an increased expression in 
proteins related to the mitochondrial matrix. T47D 
presented decreased expression in proteins involved 
in cell division and an increase in proteins related to 
lysosomes. CAMA1 had a decrease in expression of 
proteins associated with mRNA processing, splicing 
and mitochondria and an increase in the expression of 
proteins related to mitochondria, apoptosis processes and 
especially with the role of mitochondria in the apoptotic 
pathway. MDAMB231 had a decrease in proteins 
related to mRNA processing and cytoskeleton and an 
increase in proteins related to exosomes. MDAMB468 
proteins showing differential expression did not shown 
overrepresented functions. Lastly, HCC1143 showed a 
decreased expression in proteins related to lysosomes 
and an increased expression in proteins related to 
mitochondria.
Gene interaction information contained in the 
Comparative Toxicogenomics Database showed a decrease 
in CDK4, CKS1B, COL1A1, IGFBP5, KIFC1, mTOR 
and SCD expression and an increase in CASP8, NR3C1, 
PKP4, RPS27L, TEAD1 and XIAP due to RP treatment 
in both the database and in our experiments in at least one 
cell line.
Then, we applied linear regression models using 
protein expression data to discover molecular markers 
predicting the response to MTF and RP treatment. 
MMGT1, IDH1, PSPC1 and TACO1 showed the 
strongest correlation with the response to MTF 
(Supplementary Table 5), whereas ACADSB, CCD58, 
MPZL1 and SBSN correlated with the response to RP 
(Supplementary Table 6).
The next step was to explore molecular functions 
and biological pathways deregulated by MTF and 
RP treatment. Protein expression data from treated 
and untreated cells were used to build a probabilistic 
graphical model without other a priori information. 
The resulting graph was processed to seek a functional 
structure (Figure 3), i.e., whether the proteins included in 
each branch of the tree had some relationship regarding 
their function, as previously described [9]. Thus, we 
divided our graph into 36 branches and performed gene 
ontology analyses. Twenty-nine of them had a significant 
enrichment in proteins related to a specific biological 
function.
Functional node activity was calculated for each 
branch with a defined biological function using protein 
delta values between control and treated cells. MTF 
treatment caused decreased activity in mitochondria B, 
mRNA processing, DNA replication and ATP binding 
functional nodes in all cell lines (Supplementary Figure 1). 
In the case of RP treatment, decreased activity was 
Table 1: Cell viability measurements in MTF treated cells 
Cell viability measurements in six breast cancer cell lines treated with MTF (0–160 mM). Red-white-blue color scale.
Table 2: Cell viability measurements in RP treated cells
Cell viability measurements in six breast cancer cell lines treated with RP (0–10,000 nM). Red-white-blue color scale.
MTF mM 0 5 10 20 40 80 160
MCF7 100.00 135.07 95.00 61.49 30.61 28.36 2.47
T47D 100.00 85.74 70.15 59.87 42.11 7.10 0.00
CAMA1 100.00 88.08 112.76 93.70 108.67 63.25 3.49
MDAMB231 100.00 65.08 58.36 57.78 37.82 11.45 1.77
MDAMB468 100.00 40.05 55.39 21.82 1.31 1.71 0.00
HCC1143 100.00 105.48 85.25 73.19 52.89 20.49 0.00
RP nM 0 156.25 312.5 625 1250 2500 5000 10000
MCF7 100.00 29.36 22.34 31.62 19.88 16.29 7.53 3.32
T47D 100.00 33.02 33.76 43.74 24.39 17.73 8.69 11.15
CAMA1 100.00 70.22 46.25 45.99 26.28 22.46 13.45 7.71
MDAMB231 100.00 79.92 82.09 67.84 62.16 62.43 31.95 24.50
MDAMB468 100.00 48.25 48.51 71.92 75.75 52.74 55.31 4.49
HCC1143 100.00 125.74 136.39 137.53 144.66 130.58 85.55 24.85
Oncotarget9649www.impactjournals.com/oncotarget
observed in mRNA processing node activity in all cell 
lines (Supplementary Figure 2).
Functional node activities were then evaluated 
using multiple linear regression models to explore the 
relationship between functional deregulation and MTF/
RP treatment. The response to RP treatment was explained 
using metabolism A and B node activities (adjusted 
R2 = 0.955). Metabolism A node is primarily related to 
fatty acid biosynthesis and pyrimidine metabolism and 
Metabolism B node is related to glycolysis, oxidative 
phosphorylation and carbon metabolism (Supplementary 
Table 7). The response to MTF could not be predicted 
using this approach.
Cytometry experiments showed cytostatic effects 
of metformin and rapamycin treatment in breast 
cancer cells
The proteomics analysis workflow and gene 
ontology of delta values suggested that MTF and RP 
cause cell cycle alterations due to the recurrent replay of 
cell cycle category in ontology analyses. To confirm this 
hypothesis, flow cytometry assessment of the cell cycle 
was performed. MCF7 and MDAMB231 cells treated 
with MTF showed an increased proportion of G2/M cells 
when compared with the control, suggesting a cell cycle 
arrest in the G2 phase. However, CAMA1 cells show an 
increase in G1 phase percentage. Regarding RP, the ER+ 
cell lines MCF7 and T47D treated with RP presented 
an increased percentage of G0/G1 cells when compared 
with the control, suggesting a cell cycle arrest in G1. On 
the other hand, the HCC1143 cycle showed an increase 
in G2 percentages (Figure 4, Supplementary Table 8). 
Flux balance analysis predicts alterations in 
growth rate in metformin-treated cells 
To evaluate the impact of MTF and RP treatment on 
cellular metabolism, an FBA, including proteomics data 
from perturbation experiments, was applied to estimate 
cell growth rates for both control and treatment conditions. 
FBA can be used to evaluate a metabolic computational 
model to obtain a prediction of the tumor growth rate. 
This analysis can incorporate gene or protein expression 
data to improve prediction accuracy. Protein data allows 
constraining 2414 reactions of the 4253 reactions 
contained in Recon2, which have a defined gene-protein-
reaction (GPR) rule, which include information of the 
genes/proteins involved in each enzymatic reaction. FBA 
predicts a lower growth rate in TNBC and MCF7 cell lines 
treated with MTF compared with control cells. However, it 
predicts a higher growth rate in the case of CAMA1 cells 
treated with MTF (Supplementary Table 9). FBA predicts 
no differences in growth rate between the control and the 
RP-treated cells.
FBA growth predictions match with 
experimental data from breast cancer cell 
cultures
Growth studies in ER+ (MCF7 and T47D) and 
TNBC (MDAMB231 and MDAMB468) cell lines were 
performed to validate FBA predictions using a dynamic 
FBA cell growth model. The starting concentration of 
glucose in medium (200 mg/dl) was incorporated into the 
dynamic FBA inputs.  Initial experimental cell density 
was estimated by direct counting of seeded cells in the 
delimited area and used as a function input (MCF7= 
37, T47D= 31, MDAMB231= 30 and MDAMB468 
= 58 cells respectively). Growth rate predictions were 
comparable with experimental measurements in cell 
cultures over 72 hours (Figure 5). The highest deviation 
in absolute values is observed in MDAMB468 cells, 
whereas MCF7 predictions coincided with experimental 
observations. 
Flux activity characterization
In order to compare fluxes from complete metabolic 
pathways between untreated and treated cell lines, a new 
Figure 2: Dose-response curves. Dose-response curves of breast cancer cell lines treated with (A) MTF (0–160 mM) or (B) RP 
(0–10,000 nM). ER+ cell lines are represented as discontinuous lines and TNBC cells as continuous lines.
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method named flux activities was proposed. Flux activities 
were calculated as the sum of the fluxes of each reaction in 
each pathway defined in the Recon2. Then, flux activities 
were used to build linear regression models to predict 
response. Pathways related to glutamate and pyruvate 
metabolism were related to response to MTF (adjusted 
R2 =1) (Supplementary Table 10). In the case of RP, 
pathway fluxes that predict response against RP are 
cholesterol metabolism and valine, leucine and isoleucine 
metabolism (adjusted R2 = 1) (Supplementary Table 11).
Flux analyses predict activation of ROS enzymes 
by metformin
With the aim of identifying reactions that changed as 
a consequence of treatment, we performed a Monte Carlo 
analysis and chose the solution with the maximum sum of 
fluxes because it was representative of protein data (i.e., if 
a protein was measured, it indicated that the protein must 
be used by the cell). After that, we applied flux variability 
analysis (FVA) to calculate the possible maximum and 
minimum fluxes for each reaction, and therefore, the range 
of fluxes for each reaction. Next, we selected reactions 
showing a flux change between the control and the treated 
cells over 95% of this range. As long as FBA provides a 
unique optimal tumor growth rate, multiple combinations 
of fluxes can lead to this optimal value. Therefore, 
we confirmed that the results from the maximum flux 
solution were consistent throughout the multiple-solution 
landscape using a Monte Carlo approach to study a range 
of representative flux solutions from all possible solutions 
that optimize the tumor growth rate. Of all the candidates 
evaluated, we would like to highlight that FBA predicts 
a null catalase flux in control cells with the exception of 
HCC1143 cells, showing constitutive catalase activation. 
In MDAMB231 and MCF7 cell lines treated with MTF, 
the model predicts an activation of this reaction, whereas 
CAMA1 cells showed no response to MTF treatment 
regarding catalase activation (Supplementary Figure 3, 
Supplementary Files 1–12). 
Additionally, our model predicted that superoxide 
dismutase (SPODM) fluxes were increased in MCF7 
and HCC1143 cell lines treated with MTF, but not in 
MDAMB231 cells. Predictions for CAMA1 cells showed 
high SPODM fluxes in both control and MTF treated cells 
(Supplementary Figure 4 and Supplementary Files 1–12).
Finally, the Monte Carlo approach predicted 
an increase in nitric oxide synthase flux and, as a 
consequence, an increase in nitric oxide (NO) production 
due to MTF treatment (Supplementary Figure 5).
On the other hand, proteomics data showed an 
increased expression of catalase in cells treated with 
MTF, with the exception of the CAMA1 cell line 
(Supplementary Table 8). It also showed an increased 
Figure 3: Probabilistic graphical model. Probabilistic graphical model using protein expression data of control and treated breast 
cancer cell lines. Gray nodes lack a specific function.
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expression of SPODM in cells treated with MTF, 
although, SPODM expression was generally lower 
in MDAMB231 cells than in the rest of the cell lines 
(Supplementary Table 12). No protein expression data 
from NO were obtained.
Superoxide dismutase measurements confirm 
superoxide dismutase activation predictions
SPODM activities were measured in the control 
and in the MTF-treated cells using an enzyme activity 
Figure 4: Percentages of cells in each cell cycle phase obtained by flow cytometry analyses.
Figure 5: Experimental measurements of cell growth over 72 hours and a model simulation of growth during the same 
time period.
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assay. With the exception of the MCF7 cell line, model 
predictions were confirmed. In HCC1143, SPODM 
activity is similar between the control and the treated cells. 
On the other hand, MDAMB231 had the lowest SPODM 
activity, as shown in model predictions, and CAMA1 cells 
had the highest SPODM activity in the control and in the 
MTF-treated cells, as predicted in the model (Table 3).
DISCUSSION
In this study, drugs targeting metabolism elicited 
changes related to cell cycle and oxidative stress in breast 
cancer cell lines. A high-throughput proteomics approach, 
coupled with a metabolism computational model, was 
useful to predict most of these changes and propose new 
mechanisms of action and effects of these drugs. To our 
knowledge, this is the first study that combines proteomics 
data with this type of computational analyses to study 
drug’s mechanism of actions in breast cancer. However, 
FBA was successfully used in ovarian cancer cells to 
propose new therapeutic targets and to study the effect of 
drugs targeting metabolism and their synergies [21].
In previous studies, we observed significant 
differences between ER+ and TNBC glucose metabolism, 
which showed lactate production to be higher in TNBC 
cells than in ER+ cells [9]. These metabolic alterations 
suggest the possibility of using drugs against metabolic 
targets in patients with breast cancer. 
Our results show that breast cancer cells’ response 
to drugs targeting metabolism is heterogeneous. MTF 
treatment showed a broad effect on cell proliferation, with 
CAMA1 cells being the most resistant to this treatment. 
In the case of RP, the response depends on breast cancer 
subtype; it is effective in ER+ cell lines but not in those 
of TNBCs, resembling clinical results (a derivative of RP 
is used in women with hormone-receptor-positive breast 
cancer) [13]. 
With the aim of studying polymorphisms that 
could explain this heterogeneous cell response, an SNP 
array was used. Therefore, the high sensitivity to MTF 
showed by MDAMB468 cells could be partly due to 
rs2282143 SNP in the SLC22A1 carrier, which is related 
to decreased clearance of MTF. In addition, SLC22A1 
rs628031, previously associated with a poorest response 
against MTF, was presented as homozygotic in the 
MCF7 and HCC1143 cell lines. ER+ cell lines presented 
heterozygosis in the ABCB1 rs1045642 polymorphism, 
although the effects of this polymorphism in RP treatment 
response are not yet clear. In CYP3A4, rs2740574, which 
is related to higher requirement of sirolimus, is shown as 
heterozygotic in the MDAMB468 cell line. 
We discovered several differences between the 
MTF-treated cells and the control cells. Some of these 
differential proteins identified matched with described 
interactions in the Comparative Toxicogenomics Database, 
such as increased expression of SIRT2 and HTATIP2 and 
decreased expression of SIRT5, PPP4R2 and MYD88 
proteins due to MTF treatment. Increased SIRT2 protein 
expression induced by MTF treatment has been previously 
described [22]. SIRT2 also enhances gluconeogenesis, 
plays an important inhibitory role in inflammation and 
elevates ROS defense [23]. The effect of increased ROS 
stress response complies with our model predictions. 
Moreover, MTF treatment results in decreased SIRT5 
expression [22]. This decrease is also related to differences 
observed in flux predictions between treated and control 
cells. It has been reported that SIRT5 is involved in the 
regulation of SPODM 1 activity [24], in accordance with 
our FBA prediction of SPODM activation in response to 
ROS stress in cells treated with MTF. On the other hand, 
TACO1, PSPC1, IDH1 and MMGT1 protein expression 
predict response to MTF treatment. IDH1 mutations were 
previously related to hypersensitivity to biguanides [25]. 
PGM have shown that MTF treatment caused a decreased 
node activity in mRNA processing, DNA replication, 
mitochondria B and ATP binding nodes.
We also found several differences concerning RP 
treatment, such as an increased expression of NR3C1 
and RPS27L proteins and a decreased expression of 
CKS1B, COL1A1, IGFBP5, SCD, mTOR and CDK4 
proteins, as previously reported [26]. CDK4/6 inhibition 
robustly suppressed cell cycle progression of ER+/HER2- 
cellular models and complements the activity of limiting 
estrogen [27]. RP treatment also results in decreased 
expression of CKS1B mRNA [28]. Knockdown of CKS1 
expression promotes apoptosis of breast cancer cells [29]. 
RP decreased expression of KIFC1 mRNA [30], whose 
overexpression is pro-proliferative [31]. RP treatment 
also results in increased activity of the NR3C1 protein 
[32]. NR3C1 encodes the glucocorticoid receptor, which 
is involved in the inflammation response and which 
has an anti-proliferative effect [33]. RP enhances TP73 
binding to the RPS27L promoter, a direct p53 target, and 
consequently promotes apoptosis [34]. RP inhibits SCD 
mRNA expression through TP73 [35]. 17-β-estradiol 
induces SCD expression and the modulation of cellular 
lipid composition in ER+ cell lines and is necessary for 
estrogen-induced cell proliferation [36]. Overall, as these 
results showed, an anti-proliferative effect was provoked 
by RP treatment. Finally, RP also decreases mTOR-related 
protein levels [37–39]. Additionally, ACADSB, CCDC58, 
MPZL1 and SBSN protein expression predicts response 
to RP treatment. ACADSB affects valine and isoleucine 
metabolism [40], which is one of the pathways related 
to response to RP in flux activity analyses, as we will 
explain later. Probabilistic graphical models showed that 
RP treatment caused decreased node activity in mRNA 
processing. Additionally, metabolism A and B node 
activities accurately predict the response in cells treated 
with RP.
Proteomics coupled with gene ontology analyses 
allowed us to explore protein expression changes between 
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control and treated cells, suggesting that treatment with 
these drugs affects cell cycle progression. Therefore, the 
cell cycle was further assessed using flow cytometry. A 
cell cycle arrest in the G2/M phase was confirmed in all 
the MTF-treated cells except CAMA1, in which MTF had 
no effect on cell viability. Additionally, ER+ cells treated 
with RP (but not TNBC cells) had cell cycle arrest in G0/
G1, which was confirmed at the cell proliferation level. 
It is known that mTOR controls cell cycle progression 
through S6K1 and 4E-BP1 [41]. Additionally, G0/
G1 cell cycle arrest was previously described in MCF7 
cells treated with RP [42]. Therefore, MTF and RP have 
cytostatic effects in breast cancer cell lines and cause a cell 
viability reduction, coupled with a disruption of the cell 
cycle. However, this response is diverse between various 
breast cancer cell lines.
On the other hand, FBA has traditionally been 
used in microbiology to study microorganism growth. 
This approach has recently been applied to study the 
Warburg effect [19]. We have developed a genome-scale 
cancer metabolic model that uses protein expression 
data to predict tumor growth rate. Previous studies have 
described cancer metabolic models using gene expression 
data [19, 43, 44]. Our model, however, used a whole 
human metabolism reconstruction and proteomics data 
to improve predictive accuracy. We assessed the model 
reliability by growth experimental studies in ER+ (MCF7 
and T47D) and TNBC (MDAMB231 and MDAMB468) 
cells. This approach allows new hypotheses and provides 
a global vision of metabolism, and has been previously 
used to characterize metabolism in samples from patients 
with breast cancer, which enables us to address clinically 
relevant questions [10].
Model growth rate predictions were consistent with 
changes detected in viability assays in the cells treated 
with MTF. We explored the global flux for each pathway, 
calculating flux activities to identify metabolic pathways 
showing different behavior between the MTF-treated cells 
and the control cells. The pathways related to response to 
MTF treatment were glutamate and pyruvate metabolism. 
The pathways related to RP treatment response were 
valine, leucine and isoleucine metabolism and cholesterol 
metabolism. Although it is difficult to make comparisons 
between flux patterns, pathway flux activities could be a 
useful approach to understanding changes between various 
conditions.
Moreover, by using an FVA coupled with the 
Monte Carlo approach, an activation of enzymes related 
to ROS stress response associated with MTF treatment 
could be predicted. Catalase and SPODM activation by 
MTF have been described in other scenarios [45, 46] 
and, as previously mentioned, concurs in most cases with 
differences shown in protein expression, although this 
relationship is not always direct. For instance, SPODM 
showed a 1.25-fold increase in protein expression, 
but no increment at the flux level, because fluxes are 
conditioned not only by their own restrictions, but also 
by bounds from adjacent reactions. In addition, catalase 
and SPODM fluxes appear to be related to cell viability. 
For instance, CAMA1 cells treated with MTF did not 
show an increased catalase flux, perhaps due to the 
discrete effect of MTF treatment on CAMA1 viability. 
Some of these predictions have been verified in the 
SPODM activity assay. In general, SPODM activity 
measurements were consistent with FBA predictions. 
Variations between FBA predictions and SPODM 
activities could be due to the fact that FBA only take 
into account metabolic pathways. On the other hand, our 
model predicts an increase in nitric oxide synthase flux 
in MCF7 cells treated with MTF, as has been previously 
described in diabetic rats [47]. An increase in nitric oxide 
synthase implies a higher NO concentration, related to 
apoptosis processes and cytostatic effects in tumor cells, 
whereas low NO concentrations are associated with cell 
survival and proliferation [48]. This nitric oxide synthase 
activation could be related to the reduced proliferation 
observed in MCF7 cells treated with MTF. The fact that 
this effect was only predicted in MCF7 could be due to 
heterogeneity in the response mechanisms against this 
drug in various cellular contexts, and could be related 
to the observed differences in cell proliferation. It is 
remarkable that although no information about nitric 
oxide synthase abundance was provided by proteomics, 
our model reflects differences at the flux level in this 
Table 3: Superoxide dismutase activity assay measurements
Cell line Superoxide dismutase activity (%)
MCF7 Control 96.44%
MCF7 MTF 90.76%
CAMA1 Control 99.01%
CAMA1 MTF 97.09%
MDAMB231 Control 68.17%
MDAMB231 MTF 49.82%
HCC1143 Control 83.30%
HCC1143 MTF 86.44%
The experiment was performed in triplicate and one of the representative measurements is shown.
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process, suggesting that both approaches, proteomics and 
flux balance analysis, offer complementary information.
To summarize our results, mitochondria and 
ATP binding node activities calculated by PGM 
functional nodes suggested that MTF effect takes place 
at mitochondria, a well-known fact [49]. As shown in 
FBA results, it also appears to increase ROS enzymes. 
Additionally, in MCF7 cells, an increase of nitric oxide 
synthase was predicted. Susceptibility to MTF treatment 
shown by MDAMB468 cells could be related to a 
SLC22A1 SNP. As consequence of these events, MTF 
caused a heterogeneous effect on cell proliferation, 
consistent with a cell cycle arrest in the G2/M phase. .
On the other hand, RP treatment exerts greater effect 
on the cell proliferation of ER+ cells, mediated by a G0/
G1 cell cycle arrest, as previously described [25]. This 
susceptibility of ER+ cell lines to RP treatment could be 
due to a SNP related to higher drug concentration. Finally, 
our results suggest that valine and isoleucine metabolism 
could be deregulated by RP treatment. 
Our study has some limitations. FBA provides 
an optimal biomass value, but multiple combinations 
of fluxes leading to this optimum are possible, making 
assessing differential pathways between conditions 
difficult. In our study, this limitation was solved using 
resampling techniques; however, improvement of 
computational processes is still necessary. Regarding 
proteomics experiments, although they can improve 
model accuracy, because they allow direct measurement 
of enzyme levels, at this moment this approach can only 
provide values for about 57% of Recon2 reactions with 
the known GPR rule. Gene expression, however, with the 
limitation of being an indirect measurement of enzyme 
abundance, provides almost the full picture. Strikingly, 
FBA was not able to reflect cell viability changes due to 
RP treatment. Despite the potential of the FBA approach, it 
only takes into account differences at the metabolic level. 
It is well known that mTOR inhibition leads to massive 
changes in cell homeostasis; thus, it appears reasonable 
that modeling changes at the metabolism level alone could 
not predict these differences.
In this study, we propose a workflow to study 
response against drugs targeting metabolism using 
different experimental and computational methods that 
allow proposing new hypotheses and characterizing this 
response at molecular, functional and metabolic levels 
providing a whole vision of the process. Moreover, we 
have characterized differential protein expression patterns 
between cells treated with drugs targeting metabolism and 
control cells. We have also developed a computational 
workflow to evaluate the impact of metabolic alterations 
in tumor and cell growth rates, using proteomics data. 
Growth rates predicted by our model matched the viability 
results observed in vitro with drug exposure. In addition, 
probabilistic graphical models are useful to study effects 
related to biological processes instead of considering 
individual protein or gene expression patterns. Our 
holistic approach shows that various analyses provide 
complementary information, which can be used to suggest 
hypotheses about drug mechanisms of action and response 
that deserve subsequent validation. Finally, this type of 
analysis, when fully developed and validated, could be 
used to study metabolic patterns from tumor samples with 
a different response against drugs targeting metabolism.
MATERIALS AND METHODS
Cell culture and reagents
The ER+ breast cancer cell lines MCF7, T47D and 
CAMA1 and the triple-negative breast cancer cell lines 
MDAMB231, MDAMB468 and HCC1143 were cultured 
in RPMI-1640 medium with phenol red (Biological 
Industries), supplemented with 10% heat-inactivated fetal 
bovine serum (Gibco), 100 mg/mL penicillin (Gibco) 
and 100 mg/mL streptomycin (Gibco). All the cell lines 
were cultured at 37° C in a humidified atmosphere with 
5% (v/v) CO
2
 in the air. The MCF7, T47D and MDA-
MB-231 cell lines were kindly provided by Dr. Nuria 
Vilaboa (La Paz University Hospital, previously obtained 
from ATCC in January 2014). The MDAMB468, CAMA1 
and HCC1143 cell lines were obtained from ATCC 
(July 2014). Cell lines were routinely monitored in our 
laboratory and authenticated by morphology and growth 
characteristics, tested for Mycoplasma and frozen, and 
passaged for fewer than 6 months before experiments. The 
MTF (Sigma Aldrich D150959) and RP (Sigma Aldrich 
R8781) were obtained from Sigma-Aldrich (St. Louis, 
MO, USA).
Cell viability assays
The cells were treated with MTF and RP at a range 
of concentrations to establish an IC
50
 for each cell line. 
Approximately 5000 cells per well were seeded in 96-
well plates. After 24 h, an appropriate concentration of 
drug was added to the cells, which were incubated for a 
total of 72 h. Untreated cells were used as a control. The 
CellTiter 96 AQueous One Solution Cell Proliferation 
Assay (Promega) kit was used for the quantification 
of cell survival after exposure to the drugs. After 72 
h of incubation with the drug, CellTiter 96 AQueous 
One Solution was added to each well following the 
manufacturer’s instructions, and absorbance was measured 
on a microplate reader (TECAN). Experiments were 
performed in triplicate. IC
50 
values were calculated using 
the Chou-Talalay method [50].
DNA extraction and SNP genotyping
DNA was extracted from untreated cells using 
the ISOLATE II RNA/DNA/Protein Kit (BIOLINE) 
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following manufacturer’s instructions. We used TaqMan 
OpenArray technology on a QuantStudio 12K Flex 
Real-Time PCR System (Applied Biosystems®) with a 
custom SNP array format, which allows simultaneous 
genotyping of 180 SNPs in major drug metabolizing 
enzymes and transporters (PharmArray®). Information 
about the pharmacogenetic variants associated with 
RP and MTF response was gathered mostly from the 
variant and clinical annotations in the Pharmacogenomics 
Knowledge Base (PharmGKB; www.pharmgkb.org). 
The final selection of SNPs for our study was as follows: 
rs2032582, rs1045642, rs3213619 and rs1128503 in the 
ABCB1 gene; rs55785340, rs4646438 and rs2740574 in 
CYP3A4; rs776746, rs55965422, rs10264272, rs41303343 
and rs41279854 in CYP3A5; rs1057868 and rs2868177 in 
POR for RP; and rs55918055, rs36103319, rs34059508, 
rs628031, rs4646277, rs2282143, rs4646278, rs12208357 
in SLC22A1 and rs316019, rs8177516, rs8177517, 
rs8177507 and rs8177504 in SLC22A2 for MTF. 
Molecular analyses for rs34130495 and rs2740574 were 
performed by classic sequencing because these probes 
were not originally included in our custom SNP array 
design.
Perturbation experiments
Suboptimal concentrations (IC
70
 or higher) were 
chosen in order to perform perturbation experiments 
(MTF 40 mM except for MDAMB468 20 m, RP 625 nM). 
Experiments were done per duplicate for each condition. 
Approximately 500,000 cells per well were seeded in 
6-well plates. Twenty-four hours later, drugs against 
metabolism were added. After additional 24 h, proteins 
were extracted using the ISOLATE II RNA/DNA/Protein 
Kit (BIOLINE). Protein concentration was determined 
using the MicroBCA Protein Assay Kit (Pierce-Thermo 
Scientific). Protein extracts (10 µg) were digested 
with trypsin (Promega) (1:50). Peptides were desalted 
using in-house-produced C18 stage tips, then dried and 
resolubilized in 15 µl of 3% acetonitrile and 0.1% formic 
acid for MS analysis. 
Liquid chromatography - mass spectrometry 
shotgun analysis 
Mass spectrometry analysis was performed on a Q 
Exactive mass spectrometer coupled to a nano EasyLC 
1000 (Thermo Fisher Scientific). Solvent composition 
at the two channels was 0.1% formic acid for channel A; 
and 0.1% formic acid, 99.9% acetonitrile for channel B. 
For each sample, 3 μL of peptides were loaded on a self-
made column (75 μm × 150 mm) packed with reverse-
phase C18 material (ReproSil-Pur 120 C18-AQ, 1.9 μm, 
Dr. Maisch GmbH) and eluted at a flow rate of 300 nL/
min at a gradient from 2% to 35% B in 80 min, 47% B 
in 4 min and 98% B in 4 min. Samples were acquired 
in a randomized order. The mass spectrometer was 
operated in data-dependent mode, acquiring a full-scan 
MS spectra (300−1700 m/z) at a resolution of 70,000 at 
200 m/z after accumulation to a target value of 3,000,000, 
followed by higher-energy collisional dissociation (HCD) 
fragmentation on the 12 most intense signals per cycle. 
The HCD spectra were acquired at a resolution of 35,000 
using normalized collision energy of 25 and a maximum 
injection time of 120 ms. The automatic gain control was 
set to 50,000 ions. Charge state screening was enabled, and 
single and unassigned charge states were rejected. Only 
precursors with intensity above 8300 were selected for 
MS/MS (2% underfill ratio). Precursor masses previously 
selected for MS/MS measurement were excluded from 
further selection for 30 s, and the exclusion window was 
set at 10 ppm. The samples were acquired using internal 
lock mass calibration on m/z 371.1010 and 445.1200.
Protein identification and label-free protein 
quantification
The acquired raw MS data were processed by 
MaxQuant (version 1.4.1.2), followed by protein 
identification using the integrated Andromeda search 
engine. Each file is kept separate in the experimental 
design to obtain individual quantitative values. The 
spectra were searched against a forward Swiss-Prot human 
database, concatenated to a reversed decoyed FASTA 
database and common protein contaminants (NCBI 
taxonomy ID9606, release date 2014-05-06). Methionine 
oxidation and N-terminal protein acetylation were set 
as variable modification. Enzyme specificity was set to 
trypsin/P allowing a minimal peptide length of 7 amino 
acids and a maximum of two missed cleavages. Precursor 
and fragment tolerance was set to 10 ppm and 20 ppm, 
respectively, for the initial search. The maximum false 
discovery rate (FDR) was set to 0.01 for peptides and 
0.05 for proteins. Label-free quantification was enabled, 
and a 2-minute window for match between runs was 
applied. The requantify option was selected. For protein 
abundance, the intensity (Intensity) as expressed in the 
protein groups file was used, corresponding to the sum 
of the precursor intensities of all identified peptides for 
the respective protein group. Only quantifiable proteins 
(defined as protein groups showing two or more razor 
peptides) were considered for subsequent analyses. 
Protein expression data were transformed (hyperbolic 
arcsine transformation), and missing values (zeros) were 
imputed using the missForest R package [51]. The protein 
intensities were normalized by scaling the median protein 
intensity in each sample to the same values. Then values 
were log
2
 transformed.
All the mass spectrometry raw data files acquired 
in this study may be downloaded from Chorus (http://
chorusproject.org) under the project name “Metabolism 
targeting in breast cancer cells”. The peptides output file 
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from the MaxQuant analysis is provided as supplementary 
material (Supplementary Table 2).
Gene ontology analyses
Protein expression patterns were compared between 
the control and treated cells, and deltas were calculated for 
each drug in each cell line by subtracting control protein 
expression from treated cell protein expression values. 
Gene ontology analyses were performed to determine 
differential functions between the control and the treated 
cells. For this, we selected protein showing a change in 
expression values (delta) higher than 1.5 or lower than 
-1.5; this delta value was calculated for each protein as 
the treated cell expression value minus the control cell 
expression value. Protein-to-gene ID conversion were 
performed using Uniprot (http://www.uniprot.org) and 
DAVID [52]. The gene ontology analyses were performed 
using the functional annotation chart tool provided by 
DAVID. We used “homo sapiens” as a background list and 
selected only GOTERM-FAT gene ontology categories 
and Biocarta and KEGG pathways. Functional categories 
with p < .05 and a FDR below 5% were considered as 
significant.
Probabilistic graphical models, functional node 
activity measurements and response predicted 
models
Network construction was performed using 
probabilistic graphical models compatible with high 
dimensional data using correlation coefficients as 
associative measures as previously described [9]. To build 
this model, protein expression data without other a priori 
information was used. grapHD package [53] and R v3.2.5 
[54] were employed to build the model.
The resulting network was split into several 
branches and a gene ontology analysis was used to explore 
the major biological function for each branch, defining 
functional nodes. Again, gene ontology analyses were 
performed in DAVID webtool [52] using “homo sapiens” 
as background and GOTERM-FAT, Biocarta and KEGG 
categories. Functional node activity was calculated as 
the mean delta between treated and untreated cells of all 
proteins related to the assigned majority node function. 
In order to relate drug response to functional processes, 
multiple linear regression models were performed using 
IBM SPSS Statistics.
Cytometry experiments
Some 500,000 cells were seeded in each well per 
duplicate. Twenty-four hours later, drugs were added and, 
after 72 h, the cells were fixed in ethanol and marked with 
propidium iodide. Cells were acquired using a FACScan 
cytometer equipped with a blue laser at a wavelength of 
488 nm. Acquired data were analyzed using BD CellQuest 
Pro software, first filtering cells by size and complexity in 
order to exclude debris, and then excluding doublets and 
triplets by FL2-W/FL2-A.
Flux balance analysis and E-flux algorithm
FBA was used to build a metabolic computational 
model that predicts growth rates. FBA calculates the 
flow of metabolites through metabolic networks and 
predicts growth rates or the rate of production of a 
given metabolite. It was performed using the COBRA 
Toolbox  v2.0 [55] available for MATLAB and the human 
metabolism reconstruction Recon2 [56]. MATLAB 
R2014b and glpk solver were used. The biomass reaction 
proposed in Recon2 was used as an objective function 
representative of growth rate in tumor cells. Proteomics 
expression data were included in the model by solving 
GPR rules and using a modified E-flux algorithm [57]. 
Measuring GPR rule estimation values was performed 
using a variation of the method described by Barker 
et al. [58]. As described in previous works [10], the 
mathematical operations used to calculate the numerical 
value were the sum of “OR” expressions and the minimum 
of “AND” expressions. Finally, the GPR rule values, aj, 
were normalized to a [0, 1] interval, using a uniform 
distribution formula. The normalized values have been 
used to establish both new lower and upper reaction 
bounds. If the reaction is irreversible the new bounds are 
0 and aj, and if the reaction is reversible the new bounds 
are - aj and aj (Supplementary Figure 6, Supplementary 
File 13).
Metabolism model validation 
In order to validate model predictions we used 
dynamic FBA, which allows the prediction of cell 
growth during a period of time [43] and experimental 
growth studies of cell lines were performed. Dynamic 
FBA consists of an iterative approach based on a quasi-
steady state assumption [59]. MCF7, T47D, MDAMB468 
and MDAMB231 were seeded at an initial cell density 
of 1,000,000 cells. Cells within the same area were 
counted once a day for 3 days. To perform the dynamic 
FBA, experimental cell density at the beginning and 
experimental measured glucose concentration in the 
medium were used as inputs in the computational 
simulation. Glucose presented in the medium was 
measured using an ABL90 FLEX blood analyzer 
(Radiometer). dynamicFBA function implemented in 
COBRA Toolbox was used. The simulation was performed 
for a time of 72 hours as the cell density experimental 
measurements.
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Flux activities
With the aim of comparing the activity of the 
various pathway fluxes between the control and the treated 
cells, flux activity was calculated for each condition. Flux 
activity was defined by the sum of fluxes for all reactions 
involved in one pathway as defined in the Recon2. Then, 
linear regression models were performed.
Flux variability analysis and the Monte Carlo 
approach 
One obvious limitation to the FBA approach is that 
this analysis provides a unique optimal tumor growth rate, 
however, multiple combinations of fluxes can lead to this 
optimal value. In order to evaluate a representative sample 
of these multiple solutions, a Monte Carlo approach [60] 
was used to compare differential fluxes between treated and 
untreated cells. The solution showing the maximum sum 
of all the fluxes was then used to calculate the flux change 
between the control and the treated cells. This criterion 
was selected under the premise that if a protein was 
experimentally measured it was because that protein was 
going to be used by the cell; thus, maximum flux solution 
picks up all measured proteins. On the other hand, FVA 
provides the possible maximum and minimum fluxes for 
each reaction; therefore, the flux range for each reaction. 
This range was used to calculate the flux change between 
the control and the treated cells for a given reaction as a 
percentage of the flux range for that reaction. Reactions 
showing a flux change between the control and the treated 
cells over 95% of this range were identified for each 
condition. Monte Carlo results for these reactions were 
used to check if maximum solution flux is representative 
of the most frequent solution flux for this reaction.
Superoxide dismutase activity assay
To validate some of our model hypotheses, a 
SPODM activity assay was performed in triplicate, using 
the Superoxide Dismutase Assay Kit (Sigma-Aldrich, 
19160). Some 500,000 cells per well were seeded, and 
after 24 h, MTF was added at 40 mM (except for the 
MDAMB468 cell line, in which a 20 mM concentration 
was used). Twenty-four hours later, SPODM activities 
were measured following the manufacturer’s instructions.
Statistical analyses and software suites
Dose-response curves were constructed with 
GraphPad Prism 6. Gene and protein interactions for each 
drug were obtained from the Comparative Toxicogenomics 
Database (http://ctdbase.org/) [61]. Linear and multiple 
regression models were built using IBM SPSS Statistics.
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Abstract 
Aims: Differences in metabolism among breast cancer subtypes suggest that metabolism plays 
an important role in this disease. Flux Balance Analysis is used to explore these differences as 
well as drug response. 
Materials & Methods: Proteomics data from breast tumors were obtained by mass-
spectrometry. Flux Balance Analysis was performed to study metabolic networks. Flux 
activities from metabolic pathways were calculated and used to build prognostic models. 
Results: Flux activities of vitamin A, tetrahydrobiopterin and beta-alanine metabolism 
pathways split our population into low- and high-risk patients. Additionally, flux activities of 
glycolysis and glutamate metabolism split triple negative tumors into low- and high-risk 
groups.  
Conclusions: Flux activities summarize Flux Balance Analysis data and can be associated with 
prognosis in cancer.   
Keywords: breast cancer, metabolism, prognosis, flux balance analysis, personalized medicine 
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Introduction 
Breast cancer has a high incidence, with 266,120 estimated new cases and 40,920 estimated 
deaths in women in the United States during 2018 [1]. The expression of estrogen receptor, 
progesterone receptor and human epidermal growth factor receptor 2 (HER2) classifies breast 
cancer into one of three groups: hormone receptor positive / HER2 negative (ER+), HER2 
positive (HER2+) or triple negative (TNBC). In previous works, we defined a new subtype within 
ER+ tumors with a clinical outcome and molecular features more similar to TNBC. This new 
subtype was called TN-like. ER+ tumors which still have ER+ characteristics were renamed as 
ER-true [2].  
Reprogramming of metabolism is a hallmark of cancer [3]. Tumor cells use glucose to produce 
lactate, thus avoiding glucose metabolism through the Krebs cycle [4]. Tumor cells also 
produce lactate from glutamine and then generate NADPH in a process known as 
glutaminolysis [5]. However, not all tumors show the same metabolic alterations. In previous 
studies we described that there are differences in metabolism between breast cancer subtypes 
[6]. 
Proteomics provides detailed information about biological processes. Technical improvements 
currently allow the quantification of thousands of proteins. This information can be used to 
calculate the output of metabolic pathways with Flux Balance Analysis (FBA). FBA is a 
computational method used to study metabolic networks, making possible to predict tumor 
growth rate or the rate of production of a metabolite [7].  In our previous study, preliminary 
results of FBA were shown. FBA predicted a higher growth rate in TN-like tumors than in ER-
true. Moreover, tumor growth predictions for TNBC and TN-like were comparable. We have 
proposed the calculation of flux activities as a summary measurement of flux distributions and 
showed that flux activities can be used to compare metabolic patterns between tumors or cells 
[8].   
The aim of this work is to study in depth the metabolic differences previously characterized in 
breast cancer [2,6]. More specifically, proteomics data were analyzed through FBA to find 
metabolic pathways with prognostic value. 
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Materials and Methods 
Patient cohort 
One hundred and six formalin-fixed paraffin-embedded (FFPE) samples from I+12 Biobank and 
from IdiPAZ Biobank, both integrated in the Spanish Hospital Biobank Network (RetBioH; 
www.redbiobancos.es), were analyzed. This study was approved by the Ethical Committees of 
Hospital 12 de Octubre and Hospital La Paz. 
Samples were selected according to these criteria: 1) node-positive disease, 2) no HER2 
overexpression, and 3) patients treated with adjuvant chemotherapy and hormonal therapy in 
the case of ER+ tumors. The following clinical data were recorded: patient’s age, tumor size, 
lymph node status, tumor grade, adjuvant therapy administered and distant metastasis-free 
survival.  
Protein isolation 
Proteins were isolated from FFPE samples as described in previous works [6,9]. Briefly, FFPE 
slices were deparaffinized in xylene and washed with absolute ethanol. Extracts were prepared 
in 2% SDS buffer using a protocol based on heat-induced antigen retrieval [10]. Protein 
concentration was determined using the MicroBCA Protein Assay Kit (Pierce-Thermo 
Scientific). Then, protein extracts were digested by trypsin and SDS was removed. Samples 
were dried and resolubilized in 15 µL of a 0.1% formic acid and 3% acetonitrile solution.  
Mass-spectrometry experiments and protein identification 
Samples were analyzed on a LTQ-Orbitrap Velos hybrid mass spectrometer (Thermo Fischer 
Scientific, Bremen, Germany) coupled to NanoLC-Ultra system (Eksigent Technologies, Dublin, 
CA, USA). Peptides were separated on a self-made column.  Solvent composition was 0.1% 
formic acid for channel A, and 0.1% formic acid and 99.9% acetonitrile for channel B. The mass-
spectrometer was in data-dependent mode, acquiring full-scan spectra at a resolution of 30, 
000 at 400 m/z after accumulation to a target value of 1,000,000, followed by CID (collision-
induced dissociation) fragmentation on the twenty most intense signals per cycle.  
The acquired data was analyzed by MaxQuant (version 1.2.7.4), and protein identification was 
done using Andromeda. Oxidation (M), deamidation (N, Q) and N-terminal protein acetylation 
was set as modifications. Protein abundance was calculated based on the normalized spectra 
intensity (LFQ).  
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Proteomics data were transformed into log2 and missing values were imputed to a normal 
distribution using Perseus [11]. Additionally, quality criteria as presence in at least 75% of the 
samples of each type or at least two unique peptides were required. 
Proteomics data is publicly available in Chorus repository (http://chorusproject.org) under the 
name “Breast Cancer Proteomics”. 
Flux Balance Analysis and flux activities 
FBA was performed using COBRA Toolbox available for MATLAB and the whole human 
metabolic reconstruction Recon2 [12,13]. The biomass reaction proposed in the Recon2 was 
used as an objective function to quantify tumor growth rate. Gene-Protein-Reaction rules 
(GPR), which relate  genes and proteins with the enzymes involved in the reactions contained 
into the Recon2, were solved using a modification of the algorithm by Barker et al. [14]. Briefly, 
“OR” expressions are treated as a sum and “AND” expressions are calculated as the minimum 
[2,8]. Then, GPR values were introduced into the model using a modified E-flux consisted on 
normalize GPR data using a normal distribution formula [15]. 
Flux activities were calculated as in previous works [8]. Briefly, the flux activities were the sum 
of fluxes for all the reactions included in a metabolic pathway defined in the Recon2.  
Statistical analyses 
Distant metastasis-free survival was selected as the prognostic variable. Statistical analyses 
were performed using GraphPad Prism v6 and predictors for distant metastasis-free survival 
was built using BRB Array Tool, developed by Dr. Richard Simon’s team. Cox regression models 
were done in SPSS IBM Statistics v20. 
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Results 
Patient characteristics 
One hundred and six samples were selected for the study. Finally, ninety-six patients 
diagnosed of breast cancer were analyzed. This cohort had been used in previous works from 
our group [2,6].  
After performing the analyses of the 96 samples, of the 71 ER+ samples, 50 were reclassified as 
ER-true and 21 as TN-like, and twenty-six were TNBC tumors [2].   
Proteomics experiments 
One hundred and six patients were recruited in this study. Four samples did not have enough 
protein amounts to perform mass-spectrometry (MS) experiments. After MS experiments, 
ninety-six samples had useful protein expression data. 3,239 proteins were measured. Quality 
criteria and filters were applied and a total of 1,095 proteins had two unique peptides and 
were detected in at least 75% of the samples of one type, i.e. ER+ or TNBC.  
Flux activities 
FBA is a computational method used to study metabolic networks. The whole metabolic 
human reconstruction Recon2 was used to perform these analyses. The Recon2 is composed 
by 7,440 reactions and 5,063 metabolites grouped in 101 different metabolic pathways. 
Using the results from FBA, flux activities were calculated as the sum of fluxes for the reactions 
included in each metabolic pathway described in the Recon2. Comparing breast cancer 
subtypes, significant differences in nucleotide interconversion pathway and reactive-oxygen 
species (ROS) detoxification were found between ER-true and TNBC and between ER-true and 
TN-like respectively (Figure 1).  
Prognostic signatures using flux activities 
In order to identify flux activities related with distant relapse-free survival, BRB Array Tool from 
Dr. Richard Simon was used. We found five flux activities related with distant relapse-free 
survival (Sup Table 1). 
Using these flux activities, a predictor of distant metastasis-free survival was constructed. This 
signature included the flux activity of three different pathways: vitamin A metabolism, 
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tetrahydrobiopterin metabolism and beta-alanine metabolism. The predictor split our 
population into high-risk and low-risk groups (p-value = 0.0032, HR=6.520, cut-off= 30%-70%) 
(Figure 2, Table 2). 
Strikingly, the prognostic signature retained its prognostic value in the ER+ tumors, being the 
differences statistically significant in the ER-true group (p-value= 0.0179), but have worse 
performance in TNBC tumors (Figure 3). 
Multivariate Cox regression model showed that this signature added information to clinical 
data (Sup Table 2). 
Given that TNBC tumors have differences in metabolism when compared with ER+; a 
predictive signature only for TNBC was built. This signature was formed by the flux activities of 
glycolysis and glutamate metabolism and split TNBC population into a low- and a high-risk 
group (p-value= 0.1064, HR= 4.600, cut-off= 30-70%); however, it did not reach significance 
(Figure 4, Table 3).  
In this case, multivariate analysis was not significant (Sup Table 3). 
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Discussion 
Alterations in metabolism constitute a hallmark of cancer [3]. We previously described 
differences in metabolism between breast cancer subtypes [2,6]. TNBC and TN-like tumors had 
a higher growth rate than ER-true tumors in FBA predictions [2]. In the present work, our aim 
was to characterize additional differences in metabolic pathways between breast cancer 
subtypes. 
The analysis of metabolism can use data coming both from genomics or proteomics. 
Proteomics provides more direct information about biological effectors than genomics, what is 
more useful in the GPR estimation. Proteomics experiments detected 3,239 proteins in the 
present study, although strict filtering criteria reduced the number to 1,095 proteins for 
analysis.  
Comparing flux patterns in large cohorts is challenging. Flux activities are a method previously 
proposed to compare metabolic pathways between control cells and cells treated with drugs 
targeting metabolism [8]. Now, using flux activities we characterized differences in ROS 
detoxification and nucleotide interconversion pathways among breast tumor subtypes. 
Oxidative stress has been related with tumor aggressiveness in ER+ tumors [16]. TNBC tumors 
also have a high presence of ROS [17]. As expected, our model predicted lower ROS 
detoxification in ER-true tumors. Nucleotide interconversion category comprehends all the 
information about ATP and GTP metabolism. Differences in ATP or GTP production between 
breast cancer subtypes have not been previously described in the literature. 
It was also possible to associate these flux activities with distant metastasis-free survival in this 
cohort. We found some flux activities related with distant relapse-free survival and built a 
predictor. The predictive signature included the flux activity of three metabolic pathways: 
vitamin A, tetrahydrobiopterin and beta-alanine metabolism. To our knowledge, this is the first 
time that data from FBA are associated with prognosis in cancer. Vitamin A or retinol has been 
related with risk of relapse in breast cancer [18], but there were no previous information 
about the prognostic value of tetrahydrobiopterin or beta-alanine metabolism. Additionally, 
the prognostic value of the predictor remained among ER+ tumors  
It is well-known that TNBC tumors have differences in metabolism comparing with ER+ tumors 
[2,6]. For this reason, a predictor taking into account only TNBC tumors was done. This 
signature included flux activities of glycolysis and glutamate metabolism. However, survival 
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and multivariate analyses are not significant, probably due to the small number of samples. An 
increase in glucose uptake and lactate production associated to glycolysis was previously 
described in TNBC cells [6] It is also well-known that lactate dehydrogenase B and other 
glycolytic genes are upregulated in TNBC tumors as compared with the other subtypes and 
that LDHB overexpression is associated with poor clinical outcome [19]. On the other hand, 
TNBC tumors have a deregulation of glutaminolysis and exhibited the most frequent 
expression of proteins related with glutamine metabolism than other subtypes [20,21]. 
The study has some limitations. A validation of the predictors in an independent cohort is 
needed.  Another limitation is the number of samples of each group in this cohort. It is also 
necessary to validate these findings into larger cohorts of patients. On the other hand, further 
improvements in mass-spectrometry techniques now allow the detection of more proteins, 
which would provide further information at GPR level.  
Conclusions 
In conclusion, flux activities, method proposed in previous works, now demonstrated its utility 
in summarizing FBA data and allows its association with prognosis. Differences in ROS 
detoxification and nucleotide interconversion pathways between breast cancer subtypes were 
characterized. Moreover, vitamin A, beta-alanine and tetrahydrobiopterin metabolism flux 
activities could be used to predict risk of distant metastasis-free survival in breast cancer 
patients. Finally, glycolysis and glutamate metabolism may be used to predict distant relapse-
free survival in TNBC tumors. 
Summary points 
 Flux activities could be used to characterize differences in metabolic pathways 
between groups of tumors and to associate them with clinical outcomes. 
 There are differences in flux activities of nucleotide interconversion and ROS 
detoxification between breast cancer subtypes. 
 Flux activities of vitamin A, beta-alanine metabolism and tetrahydrobiopterin 
metabolism predict distant metastasis-free survival in breast cancer patients.  
 Flux activities of glycolysis and glutamate metabolism may predict distant relapse-free 
survival in TNBC. 
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Figure and table legends 
Table 1: Patient characteristics. 
Table 2: Weights assigned to each metabolic pathway contained in the predictor signature for 
all tumors. 
Table 3: Weights assigned to each metabolic pathway contained in the predictor signature for 
TNBC tumors. 
Figure 1: Flux activities with significant differences between breast cancer subtypes (* = 0.01 
to 0.05, significant; *** = 0.0001 to 0.001, extremely significant).  
Figure 2: Predictive signature based on the flux activities of vitamin A metabolism, 
tetrahydrobiopterin metabolism and beta-alanine metabolism. 
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Figure 3: Predictor based on beta-alanine, tetrahydrobiopterin and vitamin A flux activities in 
the different breast cancer subtypes. 
Figure 4: Predictor of distant relapse-free survival in TNBC tumors based on the flux activities 
of glycolysis and glutamate metabolism. 
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Abstract 20 
Metabolomics has great potential in the development of new biomarkers in cancer. In this 21 
study, metabolomics and gene expression data from breast cancer tumor samples were 22 
analyzed, using (1) probabilistic graphical models to define associations using quantitative data 23 
without other a priori information; and (2) Flux Balance Analysis and flux activities to 24 
characterize differences in metabolic pathways. A metabolite network was built through the 25 
use of probabilistic graphical models. Interestingly, the metabolites were organized into 26 
metabolic pathways in this network, thus it was possible to establish differences between 27 
breast cancer subtypes at the metabolic pathway level. Additionally, the lipid metabolism node 28 
had prognostic value. A second network associating gene expression with metabolites was 29 
built. Associations were established between the biological functions of genes and the 30 
metabolites included in each node. A third network combined flux activities from Flux Balance 31 
Analysis and metabolomics data, showing coherence between the metabolic pathways of the 32 
flux activities and the metabolites in each branch. In this study, probabilistic graphical models 33 
were valuable for the functional analysis of metabolomics data from a functional point of view, 34 
allowing new hypotheses in metabolomics and associating metabolomics data with the 35 
patient’s clinical outcome. 36 
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Author summary 37 
Metabolomics is a promising technique to describe new biomarkers in cancer. In this 38 
study we proposed computational methods to manage this type of data and associate it 39 
with gene expression data. We also employed a metabolic computational model to 40 
compare predictions from this model with metabolomics measurements. Finally, we built 41 
predictors of relapse based on the integration of those high-dimensional data in breast 42 
cancer patients.  43 
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Introduction 44 
Breast cancer is one of the most common malignancies, with 266,120 estimated new cases and 45 
40,920 estimated deaths in the United States in 2018 [1]. In clinical practice, the expression of 46 
hormonal receptors and HER2 allows the classification of this disease into three groups: 47 
hormonal receptor-positive (ER+), HER2+ and triple negative (TNBC).  48 
Metabolomics is the most recent -omics. It consists of measuring the entire set of metabolites 49 
present in a biological sample [2]. The most common techniques in metabolomics experiments 50 
are mass spectrometry-related methods, which are based on the mass/charge relationships of 51 
each metabolite or its fragments [3]. Metabolomics is a promising tool for the development of 52 
new biomarkers [4]. 53 
We used two different methods to merge metabolomics and gene expression data in breast 54 
cancer. In previous studies, we used probabilistic graphical models (PGMs) to study differences 55 
between breast tumor subtypes and to characterize muscle-invasive bladder cancer at a 56 
functional level using proteomics data [5-7]. Flux Balance Analysis (FBA), however, is a method 57 
that has been widely used to study biochemical networks [8]. FBA predicts the growth rate or 58 
the rate of production of a given metabolite [9], and it has previously been used to 59 
characterize breast cancer cell responses against drugs targeting metabolism [10]. In this 60 
study, flux activities were proposed as a feasible method to compare flux patterns in metabolic 61 
pathways. 62 
In the present study, metabolomics and gene expression data from 67 fresh tissue samples 63 
[11] were analyzed through PGMs and FBA. Our aim was to find associations between 64 
metabolomics and gene expression data. 65 
  66 
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Results 67 
Patient characteristics 68 
The data used in this study are from the previous work of Terunuma et al. [11]. A total of 67 69 
paired normal and tumor fresh tissue samples from patients with breast cancer were studied. 70 
We only selected samples from tumor tissues for the present analyses. 71 
This cohort included 67 patients, 33 ER+ and 34 ER- (of which 14 were TNBC). The median 72 
follow-up was 50 months, and 31 deaths had occurred during this time. No significant 73 
differences regarding overall survival were observed between patients with ER+ or ER- tumors. 74 
Patient characteristics are shown in Table 1. 75 
 n (%) ER+ ER- 
Number of patients 67 33 34 
Age (years)    
Median 51 57 48 
Range 30–93 34–93 30–75 
TNM stage    
I 6 (9%) 4 (12%) 2 (6%) 
II 2 (3%) 1 (3%) 1 (3%) 
IIA 23 (35%) 12 (37%) 11 (32%) 
IIB 21 (31%) 7 (21%) 14 (41%) 
IIIA 9 (13%) 5 (15%) 4 (12%) 
IIIB 6 (9%) 4 (12%) 2 (6%) 
N category    
pN0 37 (55%) 17 (52%) 20 (59%) 
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pN1 24 (35%) 13 (39%) 11 (32%) 
pN2 5 (8%) 3 (9%) 2 (6%) 
Missing 1 (2%) 0 (0%) 1 (3%) 
Grade    
G1 8 (12%) 8 (24%) 0 (0%) 
G2 20 (30%) 14 (43%) 6 (18%) 
G3 29 (43%) 7 (21%) 22 (64%) 
Missing 10 (15%) 4 (12%) 6 (18%) 
Neoadjuvant therapy    
Yes 6 (9%) 2 4 (12%) 
No 50 (75%) 26 24 (70%) 
Missing 11 (16%) 5 6 (18%) 
Table 1: Patient characteristics. 76 
Analysis of metabolomics data 77 
An overall survival predictor using metabolomics data was built. This signature included five 78 
metabolites: glutamine, 2-hydroxypalmitate, deoxycarnitine, butyrylcarnitine and 79 
glycerophosphorylcholine (p-value =0.003, hazard ratio [HR] = 0.342, cut-off = 50:50) (Fig 1). A 80 
multivariate analysis showed that the predictor provided additional prognostic information to 81 
that of the clinical data (S1 Table). 82 
Fig 1: Predictive signature built using metabolomics data. 83 
Metabolomics data, including 237 metabolites, were analyzed through PGM. The resulting 84 
network was built assigning a main metabolic pathway to each node using IMPaLA. IMPaLA is a 85 
tool that allows ontology analyses based on metabolic pathways instead of genes. Strikingly, 86 
bioRxiv preprint first posted online Jul. 16, 2018; doi: http://dx.doi.org/10.1101/370221. The copyright holder for this preprint 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. 
It is made available under a CC-BY 4.0 International license. 
 
 
7 
 
this network had a functional structure, grouping the metabolites into metabolic pathways. 87 
The network had five nodes, each with a different overrepresented metabolic pathway (Fig 2). 88 
Fig 2: Probabilistic graphical model from metabolomics data. 89 
The activity of each node was calculated as previously described [6, 7, 10, 12]. Significant 90 
differences were found between ER+ and ER- tumors in lipid metabolism and purine 91 
metabolism (p<0.05) (S1 Fig). 92 
The lipid metabolism node had prognostic value in this cohort (p =0.045, HR = 0.479, cut-off = 93 
50:50) (Fig 3). Differences remained when stratified by the expression of hormonal receptors. 94 
However, a multivariate analysis did not show that the predictor supplied additional 95 
prognostic information to that of the clinical data (S2 Table). 96 
Fig 3: Predictor based on lipid metabolism node activity. 97 
Analyses combining gene expression with metabolomics data 98 
A network combining metabolomics and gene expression data was built. Although most 99 
metabolites were grouped in the same node, some were integrated into gene nodes (Fig 4).  100 
Fig 4: A. Network associating genes (red) and metabolites (blue). B. Metabolite and gene 101 
network functionally characterized. 102 
This combined network was then functionally characterized. The resulting network had eleven 103 
functional nodes and a twelfth node that grouped the metabolites (Fig 4). 104 
Once the main functions were assigned, a literature review was performed to study the 105 
relationship between metabolites included in the gene nodes and the main function of each 106 
node. A relationship with functional nodes had been previously described for 4 of 20 107 
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metabolites: succinate, cytidine, histamine and 1,2-propanediol. The relationships between 108 
metabolites and their node function are shown in Table 2. 109 
Metabolite Node Described relationship Reference 
Succinate Immune 
response 
Increases immune response, induces IL-1b production, 
promotes adaptive immune response. 
PMID: 28109906 
Cytidine Immune 
response 
5-aza-2’-deoxycytidine potentiates antitumor immune response, 
role in innate immune response 
PMID: 23865062, 
PMID: 24559534 
Histamine Angiogenesis Histamine promotes angiogenesis by enhancing VEGF 
production 
PMID: 23225320 
1,2-propanediol 
(prev.X-4796) 
Angiogenesis Modulates the immune system through S1P, which promotes 
angiogenesis and proliferation. 14C-sulfoquinovosyl 
acylpropanediol is an antiangiogenic drug 
PMID: 21632869, 
PMID: 29543539 
Table 2: Previously described relationships between metabolites included in gene nodes and 110 
the function of these nodes. 111 
Flux Balance Analysis and flux activities 112 
FBA and flux activities were calculated as previously described [10]. No significant differences 113 
were found in the tumor growth rate between ER+ and ER- tumors (S2 Fig). 114 
Flux activities showed significant differences between ER+ and ER- in glycerophospholipid 115 
metabolism, phosphatidyl inositol metabolism, urea cycle, propanoate metabolism, pyrimidine 116 
catabolism and reactive oxygen species (ROS) detoxification (S3 Fig). 117 
A predictor for overall survival was built with flux activities of glutamate metabolism and 118 
alanine and aspartate metabolism (p-value = 0.024, HR = 0.411, cut-off = 50:50) (Fig 5). A 119 
multivariate analysis showed that the predictor provided prognostic information independent 120 
from clinical data (S3 Table). 121 
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Fig 5: OS predictor based on glutamate metabolism and alanine and aspartate metabolism 122 
flux activities. 123 
 
PGM analysis combining flux activities with metabolomics data 124 
Using flux activities and metabolomics data, a new network was built. Interestingly, this 125 
network combined both types of data; however, flux activities appeared at the periphery of 126 
the network (Fig 6). 127 
Fig 6: A. Network combining flux activities (purple) and metabolite (pink) expression data. B. 128 
Division in branches of the network formed by flux activities and metabolomics data. 129 
The resulting network was split into several branches to study the relationship of the 130 
metabolites to the flux activities included in each branch (Fig 6). Coherence between both 131 
types of data was shown, associating flux activities and metabolites related to these flux 132 
activities in the same branch. For instance, branch 1 includes glycolysis flux activity and three 133 
metabolites previously related to glycolysis (S4 Table). Regarding vitamins and cofactors, it was 134 
not possible make comparisons because the IMPaLA label for this category is “Vitamin and co-135 
factor metabolism” and Recon2 labels differentiate between the various vitamins, labeling 136 
them as “Vitamin B6 metabolism”, “Vitamin A metabolism”, etc. 137 
138 
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Discussion 139 
Metabolomics is attracting considerable interest as a technique for finding new biomarkers in 140 
cancer. In this study, a new analytical workflow for the management and study of 141 
metabolomics data was proposed. This workflow allowed global metabolic characterization, 142 
beyond analyses based on unique metabolites. 143 
Genomics and metabolomics data from Terunuma et al. have previously been used by The 144 
Cancer Genome Atlas Consortium to correlate gene expression data with metabolomics data 145 
[11, 13]. Based on this dataset, we applied PGMs for the first time in metabolomics data from 146 
tumor samples and also in metabolomics data combined with gene expression data and flux 147 
activities, with the aim of confirming known associations and finding new ones. 148 
First, we evaluated whether metabolomics data were related to overall survival in patients 149 
with breast cancer. An overall survival predictive signature was built that included the 150 
expression values of glutamine, deoxycarnitine, butyrylcarnitine, glycerophosphorylcholine 151 
and 2-hydroxypalmitate [14]. The first three of these metabolites has previously been related 152 
to survival in breast cancer [15, 16]. However, to our knowledge, this is the first report 153 
associating 2-hydroxypalmitate with cancer survival. Additionally, in the previous study by 154 
Terunuma et al., 2-hydroxyglutarate was associated with a poor prognosis in patients with 155 
breast cancer [11]. 2-hydroxyglutarate is a glutamine intermediate in the tricarboxylic acid 156 
cycle, involved in the conversion of glutamine into lactate, a process known as glutaminolysis 157 
[14]. These results highlight the relevance of glutamine metabolism in breast cancer 158 
prognoses. 159 
A metabolite network using metabolomics data was built using PGM. IMPaLA assigned a 160 
dominant metabolic function to each resulting node. In previous studies, we demonstrated 161 
that PGMs are useful for functionally characterizing gene or protein networks [6, 7, 12]. 162 
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However, to our knowledge, this is the first time a PGM has been applied to metabolomics 163 
data from tumor samples. Just as observed in genes or proteins, metabolites are grouped into 164 
metabolic pathways, allowing the characterization of differences in metabolic pathways 165 
between ER+ and ER- tumors. For example, both lipid metabolism and purine metabolism 166 
node activities were higher in ER- tumors. ER- tumors usually overexpress genes related to 167 
lipid metabolism. [17]. Moreover, the activity of the lipid metabolism node had prognostic 168 
value. No relationship between purine metabolism and breast cancer has previously been 169 
defined. 170 
On the other hand, the network combining gene expression data and metabolomics data 171 
grouped most of the metabolites into an isolated node. Yet, some metabolites were included 172 
in gene nodes. We found that four of the twenty metabolites showed a previously reported 173 
relationship with the main function of the gene node in which they were included. Succinate 174 
and cytidine were located in the immune response node. Succinate acts as an inflammation 175 
activation signal, inducing IL-1β cytokine production through hypoxia-inducible factor 1 [18]. In 176 
addition, succinate increases dendritic cell capability to act as antigen-presenting cells, 177 
prompting an adaptive immune response [19]. Regarding cytidine, Wachowska et al. described 178 
that 5-aza-2’-deoxycytidine modulates the levels of major histocompatibility complex class I 179 
molecules in tumor cells, induces P1A antigen and has immunomodulatory activity when 180 
combined with photodynamic therapy [20]. 181 
Both histamine and 1,2-propanediol appeared to be related to the angiogenesis node. 182 
Histamine is known to promote angiogenesis through vascular epithelial growth factor [21]. On 183 
the other hand, sulfoquinovosyl acylpropanediol, an 1,2-propanediol derivate, inhibits 184 
angiogenesis in murine models with pulmonary carcinoma [22].  185 
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FBA was used to model metabolism using gene expression data. Although FBA-predicted 186 
biomass did not show significant differences between ER+ and ER- tumors, differences in flux 187 
activities were shown between both subtypes. Some of these activities were also related to 188 
prognosis. One of these flux activities is “Glutamine metabolism”, which agrees with the 189 
results obtained from the metabolomics data, including glutamine in the metabolite, a 190 
signature capable of predicting overall survival. With the aim of associating metabolomics and 191 
FBA results, flux activities and metabolomics data were combined to form a new network. As 192 
opposed to gene and metabolite data, metabolomics data and flux activities combined well in 193 
the network. Interestingly, flux activities are dead-end nodes, perhaps due to the fact that they 194 
are by definition a final summary of each pathway. IMPaLA assigned a main metabolic pathway 195 
to resulting branches; thus, it was possible to know how many metabolites were related to flux 196 
activity in each branch. In most cases with available information, there was coherence 197 
between metabolites included in the branch and its flux activity. This validates FBA and flux 198 
activities, both based on gene expression, as a method of simulating metabolism.  199 
Our study has some limitations. The limited number of samples leads us to consider the results 200 
as preliminary, and validation in an independent cohort is needed. Additionally, our results are 201 
difficult to place in the current clinical landscape, given that tumors in the original series had 202 
not been assessed for HER2 expression. On the other hand, evolving techniques currently 203 
allow the detection of more metabolites, which would permit a more thorough analysis.  204 
In conclusion, PGMs reveal their utility in the analysis of metabolomics data from a functional 205 
point of view, not only metabolomics data alone, but also in combination with flux or gene 206 
expression data. Therefore, PGM is postulated as a method to propose new hypotheses in the 207 
metabolomics field. We also found that it is possible to associate metabolomics data with 208 
clinical outcomes and to build prognostic signatures based on metabolomics data. 209 
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Materials and methods 210 
Patients included in the study 211 
Metabolomics and gene expression data from 67 fresh tumor tissue samples originally 212 
analyzed by Terunuma et al. [11] were included in this study.  213 
Preprocessing of gene expression and metabolomics data 214 
For the metabolomics data, log2 was calculated. As quality criteria, data were filtered to 215 
include detectable measurements in at least 75% of the samples. Missing values were imputed 216 
to a normal distribution using Perseus software [23]. After quality control, 237 metabolites 217 
were considered for subsequent analyses. 218 
In terms of gene expression data, the 2000 most variable genes, i.e., those genes with the 219 
highest standard deviation, were chosen to build the PGM. 220 
Probabilistic graphical models and gene ontology analyses 221 
As previously described [6, 7, 10, 12], PGMs compatible with high dimensional data were used, 222 
using correlations as associative criteria. The grapHD package [24] and R v3.2.5 [25] were 223 
employed to build the network. A majority function was assigned to each node using gene 224 
ontology analyses. In the case of genes, gene ontology analyses were performed using the 225 
DAVID web tool with “homo sapiens” as background and GOTERM, KEGG and Biocarta 226 
selected as categories [26]. In the case of metabolites, the Integrated Molecular Pathway Level 227 
Analysis (IMPaLA) web tool was used [27].  228 
Node activities were calculated, as previously described [6, 7, 10, 12], as the mean of the 229 
expression/quantity of genes/metabolites of each node that are related to the main node 230 
function/metabolic pathway. 231 
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Flux Balance Analysis and flux activities 232 
FBA was calculated using the human metabolic reconstruction Recon2 [28]. As the objective 233 
function, the biomass reaction proposed in the Recon2 was used. FBA was performed using 234 
the COBRA Toolbox [29] available for MATLAB. Gene-Protein-Reaction rules were solved as 235 
described in previous studies [7, 10], using a modification of the Barker et al. algorithm [30], 236 
which were incorporated into the model by the E-flux method [31]. 237 
Flux activities were previously proposed as a measurement to compare differences at the flux 238 
pathway level [10]. Briefly, they were calculated as the sum of the fluxes of the reactions 239 
included in each pathway defined in Recon2. 240 
Statistical analyses 241 
The statistical analyses were performed with GraphPad Prism v6, and the network analyses 242 
were performed using Cytoscape software [32]. Predictor signatures were built with the BRB 243 
Array Tool from Dr. Richard Simon’s team. All p-values are two-sided and are considered 244 
statistically significant under 0.05. 245 
  246 
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Abstract
Background
Triple-negative breast cancer (TNBC) accounts for 15–20% of all breast cancers and usu-
ally requires the administration of adjuvant chemotherapy after surgery but even with this
treatment many patients still suffer from a relapse. The main objective of this study was to
identify proteomics-based biomarkers that predict the response to standard adjuvant che-
motherapy, so that patients at are not going to benefit from it can be offered therapeutic
alternatives.
Methods
We analyzed the proteome of a retrospective series of formalin-fixed, paraffin-embedded
TNBC tissue applying high-throughput label-free quantitative proteomics. We identified sev-
eral protein signatures with predictive value, which were validated with quantitative targeted
proteomics in an independent cohort of patients and further evaluated in publicly available
transcriptomics data.
Results
Using univariate Cox analysis, a panel of 18 proteins was significantly associated with dis-
tant metastasis-free survival of patients (p<0.01). A reduced 5-protein profile with prognostic
value was identified and its prediction performance was assessed in an independent tar-
geted proteomics experiment and a publicly available transcriptomics dataset. Predictor P5
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including peptides from proteins RAC2, RAB6A, BIEA and IPYR was the best performance
protein combination in predicting relapse after adjuvant chemotherapy in TNBC patients.
Conclusions
This study identified a protein combination signature that complements histopathological
prognostic factors in TNBC treated with adjuvant chemotherapy. The protein signature can
be used in paraffin-embedded samples, and after a prospective validation in independent
series, it could be used as predictive clinical test in order to recommend participation in clini-
cal trials or a more exhaustive follow-up.
Introduction
Breast cancer is one of the leading causes of death among women in developed countries.
Approximately 20% of the cases correspond to triple-negative tumours, i.e., those not express-
ing estrogen and progesterone receptors and with no HER2 over-expression. Triple-negative
breast cancer (TNBC) is associated with a poor outcome when compared with other subtypes,
due to its aggressive behavior and limited therapeutic options [1]. Adjuvant therapy for TNBC
relies exclusively on chemotherapy, as hormonal agents and anti-HER2 therapy are no effec-
tive in this type of breast cancer. The standard chemotherapy used in this setting includes
anthracyclines and taxanes, but even with the use of adjuvant therapy, relapse risk approaches
50% and it is even higher in patients with additional high-risk factors [2].
Moreover, the clinical and molecular heterogeneity within this TNBC subtype makes the
treatment of these patients even more challenging as some patients never relapse, whereas oth-
ers do suffer an early relapse from resistant tumors. Several gene expression profiling evi-
denced the existence of distinct molecular subgroups of TNBC [3–5]. So far, these molecular
studies have not yet allowed the stratification of patients into categories with different progno-
sis and response to specific treatments. Also, no specific drugs have been developed for the
specific treatment of TNBC, although clinical reports suggest a role for platinum compounds
[6].
High-throughput technologies for the quantitation of biomolecules are providing a com-
prehensive view of the molecular changes in cancer tissues. These technologies allow for the
simultaneous analysis of the whole genome, global gene and microRNA expression, DNA
methylation and protein expression of tumor samples, and in conjunction with the develop-
ment of bioinformatics tools, have revealed the molecular architecture of breast cancer [7–9].
Recently, two large-scale studies have addressed the structure of the TNBC genome, by means
of next generation sequencing and have revealed a plethora of different genetic events occur-
ring in TNBC. Moreover, the results of these studies also revealed the high diversity within this
cancer subtype and that there are very few common genetics events in TNBC tumors; mainly a
mutation of TP53 that occurs in approximately 80% of these tumors and loss of the tumor sup-
pressor phosphatase PTEN occurring in 29%, with all other mutations occurring at a relatively
low frequency [10, 11]. These observations are in agreement with results from other large-
scale sequencing studies showing that cancers exhibit extensive mutational heterogeneity, with
mutated genes varying widely across individuals [12].
The cellular genotype dictates the observed phenotype through the production of proteins,
which, in turn, perform most of the reaction that occur in the cell. Proteomics analyses thus
offer a means to measure the biological outcome of cancer-related genomic abnormalities,
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including expression of variant proteins encoded by mutations, protein changes driven by
altered DNA copy number, chromosomal amplification and deletion events, epigenetic silenc-
ing, and changes in microRNA expression [13].
Mass spectrometry has become the method of choice for analyzing complex protein sam-
ples, and recent technological advances allow identifying thousands of proteins from tissue
amounts compatible with clinical routine. Therefore, proteomics may become a new source of
molecular markers with utility in the management of breast cancer patients and to facilitate
clinical decisions in daily clinical practice. In the case of TNBC patients, the identification of
protein signatures that define patient subgroups that need to be treated with a specific combi-
nation of drugs or alternative interventions is highly desirable. In this study, we identified a
protein signature with a high prediction value in the response to adjuvant chemotherapy, and
validated it in an independent cohort using quantitative targeted proteomics. Indeed, the
described protein signature can predict adjuvant chemotherapy response in triple negative
breast cancer samples, it is suitable to evaluate formalin-fixed, paraffin-embedded tumour
samples, and therefore, it could be used to recommend participation in clinical trials or a more
exhaustive follow-up in high-risk TNBC patients.
Materials andmethods
Study design and sample description
The discovery cohort comprises twenty-six FFPE samples from patients diagnosed of triple
negative breast cancer (TNBC) were retrieved from I+12 Biobank (RD09/0076/00118) and
from IdiPAZ Biobank (RD09/0076/00073), both integrated in the Spanish Hospital Biobank
Network (RetBioH; www.redbiobancos.es) between 1997 and 2004. The targeted proteomics
cohort includes one hundred and fourteen samples from patients diagnosed of triple negative
breast cancer were retrieved from I+12 Biobank (RD09/0076/00118) and from IdiPAZ
Biobank (RD09/0076/00073), both integrated in the Spanish Hospital Biobank Network
(RetBioH; www.redbiobancos.es) between 1997 and 2012. Sixty samples from I+12 Biobank
were previously included in an analytical observational case–control study [14]. The histopath-
ological features of each sample were reviewed by an experienced pathologist to confirm diag-
nosis and tumor content. Eligible samples had to include at least 50% of tumor cells.
Ethics, consent and permissions
Written consent was provided by all patients participating in this study, and approval from the
Ethical Committees of Hospitals Doce de Octubre and La Paz was obtained for the conduct of
the study.
Total protein extraction
Proteins were extracted from FFPE samples as previously described [15]. Briefly, FFPE sec-
tions were deparaffinized in xylene and washed twice with absolute ethanol. Protein extracts
from FFPE samples were prepared in 2% SDS buffer using a protocol based on heat-induced
antigen retrieval [16]. Protein concentration was determined using the MicroBCA Protein
Assay Kit (Pierce-Thermo Scientific). Protein extracts (10 μg) were digested with trypsin
(1:50) and SDS was removed from digested lysates using Detergent Removal Spin Columns
(Pierce).
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Discovery mass spectrometry data acquisition
Samples were analyzed by liquid chromatography-mass spectrometry on a LTQ-Orbitrap
Velos (Thermo Fischer Scientific, Bremen, Germany) coupled to NanoLC-Ultra system (Eksi-
gent Technologies, Dublin, CA, USA) as previously described [17]. Peptide samples were fur-
ther desalted using ZipTips (Millipore), dried, and solubilized in 15 μL of a 0.1% formic acid
and 3% acetonitrile solution before MS analysis. Peptide separation was performed on a self-
made C18 column (75μm×150mm, 3 μm, 200A) by a 5 to 30% acetonitrile gradient in 95 min-
utes. Each MS cycle consisted of a full scan MS spectra (300–1700) recorded at resolution of
30000 at 400 m/z followed by CID (collision induced dissociation) fragmentation on the
twenty most intense signals. Charge state screening was enabled and singly charge states were
rejected. Precursor masses selected for MS/MS were placed in a dynamic exclusion for 45s.
Discovery mass spectrometry data analysis
Protein identification and quantification were performed using the Andromeda search
engine and MaxQuant (version 1.2.7.4) [18]. Spectra were searched against a forward Uni-
ProtKB/Swiss-Prot database for human concatenated to a reverse decoyed fasta database and
containing common protein contaminants. The precursor and fragment tolerances were set
respectively to 20ppm and 0.5 Da, carbamidomethyl (C) was set as fixed modification while
oxidation (M), deamidation (N, Q) and N-terminal protein acetylation were set as variable
modifications. Enzyme specificity was set to Trypsin/P, allowing a minimal peptide length of
7 amino acids and a maximum of two missed cleavages. A maximum false discovery rate
(FDR) of 0.01 for peptides and 0.05 for proteins was allowed.
Label free quantification was performed setting a 2 minutes window for match between
runs. The protein abundance was calculated on the basis of the normalized spectral protein
intensity (LFQ intensity). Quantifiable proteins were defined as those detected in at least 75%
of TNBC samples showing two or more unique peptides. Only quantifiable proteins were con-
sidered for subsequent analyses. Protein expression data were log2 and missing values were
replaced using data imputation for label-free data, as explained in [19], using default values.
Finally, protein expression values were z-score transformed. Batch effects were estimated and
corrected using ComBat [20].
All the shotgun mass spectrometry raw data files acquired in this study may be downloaded
from Chorus (http://chorusproject.org) under the project name Breast Cancer Proteomics.
Parallel reaction monitoring data acquisition
Between one and four unique peptides per protein were selected for quantification by parallel
reaction monitoring (PRM), prioritizing those peptides that had been observed previously.
The selected peptides were bought as isotopically labelled internal standard peptides
(13C6,
15N2-Lys and
13C6,
15N4-Arg, Pepotec Peptides, Thermofisher Scientific) and they were
spiked in the peptide mixture. The amount spiked-in per for each reference peptide was cho-
sen based on the following criteria: i) to have an area as close to the endogenous peptide area
as possible, and ii) to be in within the concentration range in which a linear response of the
peptide was observed.
One third of each sample was analyzed using an Orbitrap Fusion Lumos (Thermo Fisher
Scientific) coupled to an EASY-nanoLC 1000 UPLC system (Thermo Fisher Scientific) with a
50-cm C18 chromatographic column. Peptide mixes were separated with a chromatographic
gradient starting at 5% B with a flow rate of 300 nL/min and going up to 22% B in 79 min and
to 32% B in 11 min (Buffer A: 0.1% formic acid in water. Buffer B: 0.1% formic acid in
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acetonitrile). The Orbitrap Fusion Lumos was operated in positive ionization mode with an
EASY-Spray nanosource at 1.4kV and at a source temperature of 275˚C.
A scheduled PRMmethod was used for data acquisition with a quadrupole isolation win-
dow set to 1.4 m/z and MSMS scans over a mass range of m/z 340–950, with detection in the
Orbitrap at a variable resolution depending on the peptide. PRM scans for heavy standards
were performed at a resolving power of 15000 (at m/z 200); whereas PRM scans of endogenous
peptides were performed at resolution 30000, 60000 or 120000 (at m/z 200) depending on its
detectability and observed interferences in previous optimization experiments.
MSMS fragmentation was performed using HCD at 30 NCE, the auto gain control (AGC)
was set at 50000 and the injection time (IT) was adjusted according to the transient length,
with a maximum of 118 ms for 60000 resolution, and a minimum of 22 ms for 15000 resolu-
tion. The size of the scheduled window was 10 min and the maximum cycle time was 2.8 s. All
data was acquired with XCalibur software v3.0.63. The Parallel Reaction Monitoring dataset is
publicly available in the Panorama web server at https://panoramaweb.org/labkey/project/
UPF%20-%20CRG/La%20Paz_TN_Breast_Cancer/begin.view?.
Parallel reaction monitoring data analysis
Product ion chromatographic traces corresponding to the targeted precursor peptides were
evaluated with Skyline software v2.5 based on i) traces co-elution, both in its light and heavy
forms; and ii) the correlation between the relative intensities of the endogenous product ion
traces, and their isotopically-labelled counterparts from the internal reference peptides.
For each monitored peptide a light-to-heavy ratio (L/H ratio = sum of product ion areas of
the endogenous peptide/sum product ion areas from the reference peptide) was calculated per
patient. Ratios were transformed to the logarithmic scale (log2) and the obtained values were
used as proxy for protein amount.
Prognostic models development and validation
Shotgun data were used to compute a statistical significance level for each protein based on a
univariate proportional hazards model [21] with the aim of identifying proteins with an abun-
dance level significantly related to the distant metastasis-free survival (DMFS) as described
previously [22]. Briefly, proteins related to DMFS were filtered based on their p-values. Pro-
teins with a p-value<0.01 were used to develop prediction models of recurrence risk using the
supervised principal component method [23]. Additionally, we evaluated the correlation
between the proteins to establish correlation groups and reduce the number of selected pro-
teins to build the molecular signatures. Proteins with a Pearson correlation higher than 0.5
were grouped together and reduced profiles were designed including randomly proteins from
different correlation groups. Leave-one-out cross-validation was used to evaluate the predic-
tive accuracy of the profiles. The cutoff point was established a priori and to test the statistical
significance, the p-value of the log-rank test statistic for the risk groups was evaluated using
1000 random permutations. Analyses were performed in BRB-ArrayTools v4_2_1. BRB-Ar-
rayTools has been developed by Dr. Richard Simon and BRB-ArrayTools Development Team.
Transcriptomics analyses
We used previously published transcriptomics array expression data of 1,296 primary breast
carcinomas from two previously published works [24, 25]. Batch effects between data sets were
estimated and corrected using ComBat [20]. After protein-to-gene ID conversion, all probes
in dataset for each gene were retrieved. Probes with higher coefficient of variation were
selected when multiple probes were found for a single gene. We selected estrogen receptor
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negative patients with TNBC characteristics, thus we excluded any patient showing an ESR1
relative expression above 12 and ERBB2 relative expression above 11.8, as described previously
[26, 27]. Per-gene normalization within the validation cohorts was performed using median
values obtained in the discovery cohort. Survival curves were then estimated [28]. Note that no
clinical HER2 assessment was available for the transcriptomics samples and that the ERBB2
gene expression value was used for sample classification.
Statistical analyses and software suites
Distant metastasis free survival (DMFS) was defined as the time between the day of surgery
and the date of distant relapse or last date of follow-up. The independence of prognostic value
of predictors when compared with clinical information was evaluated using multivariate Cox
regression analyses. SPSS v16 software package, GraphPad Prism 5.1 and R v2.15.2 (with the
Design software package 0.2.3) were used for all statistical analyses. All p-values were two-
sided and p<0.05 was considered statistically signficant.
Results and discussion
Triple-negative breast cancer (TNBC) accounts for one fifth of all breast cancers, and although
they are usually treated with the administration of adjuvant chemotherapy after surgery, many
patients have a relapse. Therefore, the main objective of this study was to identify proteomics-
based biomarkers to stratify patients according to the benefits of the adjuvant chemotherapy,
enabling the possibility to offer therapeutic alternatives to patients with predicted poor
response to it.
Patient’s characteristics
In order to identify prognostic biomarkers of the standard chemotherapy in TNBC patients,
we included 25 TNBC patients to be in the discovery study, and 114 TNBC patients to be
included in the targeted-proteomics study as an independent validation cohort. The clinical
characteristics from all these patients are provided in Table 1. All included patients had node-
positive disease; all of the tumors were negative when tested for hormonal receptors using
immunohistochemistry and Her2 amplification using immunohistochemistry and fluorescent
in situ hybridization when needed. Adjuvant chemotherapy was used in all cases (either
anthracycline-based or not). In the discovery patient cohort, the median follow-up of all
patients was 8.14 years (range: 1.24–12.95) and 9 patients had relapse events. In the validation
cohort, median follow-up of all patients was 5.29 years (range: 0.47–11) and 56 patients had
relapse events. Adjuvant chemotherapy was used in all patients (either anthracycline-based or
not) except in four cases Study design is schematized in Fig 1.
Molecular characterization of TNBC samples by discovery proteomics
Initially, we set up to perform discovery mass spectrometry-based proteomics of the collected
25 FFPE breast cancer samples to identify potential protein candidates that could be used as
prognostic biomarkers to chemotherapy response of TNBC patients. Tissue samples were pre-
pared for mass spectrometry analysis with trypsin digestion, following a previously-reported
method that exhibit a high reproducibility for these type of samples [23]. Protein abundance
data resulting from the mass spectrometry shotgun data acquisition constituted our “discovery
dataset”. One sample was excluded from the study because it was considered an outlier as it
did not reach the “mean minus twice the standard deviation”-threshold in the number of
unique peptides identified. A total of 3,095 protein groups were identified using the
Proteomics-based prognosis in triple negative breast cancer
PLOSONE | https://doi.org/10.1371/journal.pone.0178296 June 8, 2017 6 / 16
Andromeda database search engine (S1 Table, of which 1,064 presented at least two unique
peptides and were detectable in at least 75% of the samples (S2 Table)). Protein label-free
quantification was further performed using MaxQuant LFQ values.
In order to identify proteomics-based biomarkers to stratify patients according to the bene-
fits of adjuvant chemotherapy, we performed a survival analysis using the proteins quantified
in the discovery dataset and related them with distant metastasis free survival with the Survival
Analysis Tool from BRB-ArrayTools. We found that 18 out of 1064 proteins were significantly
associated with distant metastasis-free survival (DMFS) of patients in the discovery dataset
(Table 2)
Proteomics candidates found in the discovery dataset were also checked in a transcrip-
tomics expression data from 134 triple negative breast cancer samples from two publicly avail-
able dataset [24, 25]. To this purpose, per-gene normalization within the validation cohorts
was performed. It has been already demonstrated that mRNA levels largely reflect the respec-
tive protein levels [29, 30]. Consequently, the intersection between proteomic data sets and
other genome-wide data sets often allows robust cross-validation [31, 32].
Table 1. Clinical characteristics of the patients included in the study.
Discovery cohort Validation cohort
Age at diagnosis (median) 61.2 (37–78) 57 (25–89)
Age at diagnosis (mean) 58.5 58.9
Tumor Size
T1 4 (19%) 51 (35.6%)
T2 19 (73%) 109(76.2%)
T3 2 (8%) 7(4.89%)
T4 0 (0%) 8(5.59%)
Multifocal 0 (0%) 1(0.69%)
Tumor Grade
G1 0 (0%) 4(2.79%)
G2 4 (16%) 22(15.38%)
G3 19 (76%) 112(78.32%)
Unknown 2 (8%) 5(3.49%)
Lymph node status
N0 0 (0%) 75(52.44%)
N1 17 (68%) 41(28.67%)
N2 8 (32%) 10(6.99%)
N3 0 (0%) 14(9.79%)
Nx 0 (0%) 3(2.09%)
Chemotherapy
No Antraciclines 11 (42%) 19(16.7%)
Antraciclines 12 (46%) 62(54.3%)
Antraciclines + taxanes 2 (12%) 9(7.9%)
Unknown 0(0%) 20(17.6%)
No 0(0%) 4(3.5%)
Median follow-up (years) 8.14 (1.24–12.95) 5.29 (0.47–11)
Relapse events (%) 9(36%) 56(49%)
Clinical criteria are provided according to TNM classiﬁcation (http://www.cancer.gov/cancertopics/pdq/
treatment/breast/healthprofessional/page3). Tumor grade is the description of a tumor based on how
abnormal the tumor cells and the tumor tissue look under a microscope.
https://doi.org/10.1371/journal.pone.0178296.t001
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Identification and validation of prognostic protein based signatures in
TNBC patient samples
Protein abundances derived from shotgun mass spectrometry data in the discovery dataset
were then used to identify protein combinations with prediction value of distant metastasis
free (DMFS) survival after standard chemotherapy. The validation of the prediction value of
each proposed protein combination was validated in an independent 114 TNBC patients
cohort performing protein quantitation with parallel reaction monitoring approach (PRM), a
targeted proteomics approach that enables the quantification of a set of preselected peptides of
interest (S3, S4, S5 and S6 Tables). Moreover, proteomics candidates found in the discovery
dataset were further assessed in transcriptomics expression data from 134 triple negative breast
cancer samples from two publicly available dataset.
Initially, the identified 18 proteins to be significantly associated with DMFS were initially
used to build a protein predictor of DMFS containing all 18 proteins. The cutoff threshold
value was bounded a priori to split the population with a 50:50 distribution between low and
high distant metastasis risk. DMFS at 5 years was 100% for patients defined as low-risk by the
prognostic profile versus 25% for patients defined as high-risk (hazard ratio (HR) = 16.36,
p<0.0001). However, the prognostic value of this signature could not be validated neither
using PRM data from the validation cohort nor using the publicly available transcriptomics
dataset. In the PRM validation cohort, DMFS at 5 years was 59.8% for patients defined as low-
risk by the prognostic profile versus 56.6% for patients defined as high-risk when used a 50:50
cutoff value (HR = 1.065, p = 0.78). In the transcriptomics verification, when using a 50:50 cut-
off, DMFS at 5 years was 71.3% for patients defined as low-risk by the prognostic profile versus
66.5% for patients defined as high-risk (HR = 1.309, p = 0.38).
We then explored the possibility of developing a protein combination using a reduced
number of proteins, as the incorporation of redundant information may reduce the chances of
finding a valid predictor [28]. Towards this direction, we established three groups of proteins
based on the correlation of their expression abundance patterns and one or two proteins
belonging to different correlation groups were randomly included to build predictors that
included three to seven proteins. Again, a 50:50 distribution between low and high distant
metastasis risk was set a priori to obtain a cutoff threshold value. Twelve protein combinations
Fig 1. Study design.Chart of samples included and analysis performed in each cohort.
https://doi.org/10.1371/journal.pone.0178296.g001
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were built and they all exhibited a significant prognostic value in our discovery dataset (S1 Fig
and S7 Table).
Using the protein abundances derived from the PRM analysis of the 114 TNBC tumor sam-
ples, we could validate two out of twelve reduced predictors, which also showed a significant
prognostic value in an independent cohort of patients (Table 3). Predictor P1 showed a signifi-
cant prognostic value using a 70:30 distribution between low and high risk patients. DMFS at
5-years was of 65.6% in the low-risk group and 29.92% at high-risk group (HR = 2.577,
p = 0.0002). Predictor P5 showed a significant prognostic value using a 70:30 distribution
between low and high risk patients. DMFS at 5-years was of 63.54% in the low-risk group and
39.99% at high-risk group (HR = 2.322, p = 0.0142). Moreover, predictor P5 also showed a sig-
nificant prognostic value when compared with tumor size and lymph node status using multi-
variate Cox regression analyses (S8 and S9 Tables), and when used to predict the behavior of
the patients analyzed in the transcriptomics dataset.
Table 2. Proteins significantly associatedwith distant metastasis free survival.
UniProtKB
accession
numbers
Uniprot ID Protein name Gene Symbol Hazard
ratio
P
value
O43175 SERA_HUMAN D-3-phosphoglycerate dehydrogenase (3-PGDH) (EC 1.1.1.95) PHGDH PGDH3 0.689 0.001
O75323 NIPS2_HUMAN Protein NipSnap homolog 2 (NipSnap2) (Glioblastoma-ampliﬁed
sequence)
GBAS NIPSNAP2 1.830 0.001
P05091 ALDH2_HUMAN Aldehyde dehydrogenase, mitochondrial (EC 1.2.1.3) (ALDH class 2)
(ALDHI)
ALDH2 ALDM 0.423 0.002
P05161 ISG15_HUMAN Ubiquitin-like protein ISG15 (Interferon-induced 15 kDa protein)
(Interferon-induced 17 kDa protein) (IP17) (Ubiquitin cross-reactive
protein) (hUCRP)
ISG15 G1P2
UCRP
0.500 0.002
P07996 TSP1_HUMAN Thrombospondin-1 THBS1 TSP TSP1 0.649 0.002
P14317 HCLS1_HUMAN Hematopoietic lineage cell-speciﬁc protein (Hematopoietic cell-speciﬁc
LYN substrate 1) (LckBP1) (p75)
HCLS1 HS1 0.379 0.003
P15153 RAC2_HUMAN Ras-related C3 botulinum toxin substrate 2 (GX) (Small G protein)
(p21-Rac2)
RAC2 0.423 0.003
P18085 ARF4_HUMAN ADP-ribosylation factor 4 ARF4 ARF2 3.754 0.003
P20340 RAB6A_HUMAN Ras-related protein Rab-6A (Rab-6) RAB6A RAB6 0.493 0.004
P28065 PSB9_HUMAN Proteasome subunit beta type-9 (EC 3.4.25.1) (Low molecular mass
protein 2) (Proteasome subunit beta-1i) (Really interesting new gene 12
protein)
PSMB9 LMP2
PSMB6i RING12
0.758 0.005
P53004 BIEA_HUMAN Biliverdin reductase A (BVR A) (EC 1.3.1.24) (Biliverdin-IX alpha-
reductase)
BLVRA BLVR
BVR
0.674 0.006
P62873 GBB1_HUMAN Guanine nucleotide-binding protein G(I)/G(S)/G(T) subunit beta-1
(Transducin beta chain 1)
GNB1 0.703 0.006
Q09666 AHNK_HUMAN Neuroblast differentiation-associated protein AHNAK (Desmoyokin) AHNAK PM227 1.614 0.006
Q15046 SYK_HUMAN Lysine—tRNA ligase (EC 6.1.1.6) (Lysyl-tRNA synthetase) (LysRS) KARS KIAA0070 0.672 0.008
Q15181 IPYR_HUMAN Inorganic pyrophosphatase (EC 3.6.1.1) (Pyrophosphate phospho-
hydrolase)
PPA1 IOPPP PP 2.184 0.008
Q9BUP0 EFHD1_HUMAN EF-hand domain-containing protein D1 (EF-hand domain-containing
protein 1) (Swiprosin-2)
EFHD1 SWS2
PP3051
0.265 0.009
Q9GZZ9 UBA5_HUMAN Ubiquitin-like modiﬁer-activating enzyme 5 (Ubiquitin-activating enzyme
5) (ThiFP1) (UFM1-activating enzyme) (Ubiquitin-activating enzyme E1
domain-containing protein 1)
UBA5 UBE1DC1 0.316 0.009
Q9NR31 SAR1A_HUMAN GTP-binding protein SAR1a (COPII-associated small GTPase) SAR1A SAR1
SARA SARA1
0.222 0.009
These 18 proteins are signiﬁcant with p< 0.01 in the univariate test.
https://doi.org/10.1371/journal.pone.0178296.t002
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Table 3. DMFS prediction of the two reduced predictors tested in the publicly available transcriptomics dataset.
Reducedpredictor ProteinID DMFS$(low risk) DMFS$(high risk) HR(95%CI) p DMFS$(low risk) DMFS$(high risk) HR
(95%CI)
p
70:30 cutoff 50:50 cutoff
Predictor_1PRM validation P53004P05161P28065O75323 67.1% 29.9% 3.277(1.740–6.172) >0.01 73.9% 37.2% 3.094(1.906–
5.540)
>0.01
Predictor_5PRM validation P53004P20340P15153Q15181 63.5% 39.9% 1.774(1.057.–
3.453)
0.01 61.7% 48.8% 1.327(0.787–
2.246)
0.15
Deﬁned cutoff 50:50 cutoff
Predictor_1Transcriptomics P53004P05161P28065O75323 72.0% 68. % 1.311(0.647–2.668) 0.45 67.7% 71.0% 0.907(0.495–1.66) 0.75
Predictor_5Transcriptomics P53004P20340P15153Q15181 80.9% 66.6% 1.837(0.844–3.998) 0.13 76.4% 63. % 1.888(1.027–
3.468)
0.041
$DMFS is calculated at ﬁve years
https://doi.org/10.1371/journal.pone.0178296.t003
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Finally, we also checked the performance of the reduced predictors P1 and P5 in the two
publicly available transcriptomics datasets. In these data, predictor P1 showed no prognostic
information, whereas predictor P5 showed a DMFS in the low-risk group over 80% using the
test set defined cutoff thresholds, but they assigned less than 20% of the patients to this group.
However, this last results leaves too many patients who do not relapse in the high-risk group,
and thus, we tested a 50:50 cutoff threshold in this predictor. When a 50:50 cutoff threshold
was used DMFS at five years in the publicly available transcriptomics dataset was 78.0% for
low-risk patients versus 61.4% (HR = 2.888, p = 0.041) (Table 3 and Fig 2).
Predictor P5 includes peptides from proteins RAC2, RAB6A, BIEA and IPYR. RAC2 is a
member of the Ras superfamily of small guanosine triphosphate (GTP)-metabolizing proteins.
It has been proposed that protein RAC2 might have a role in the regulation of the actin cyto-
skeleton during breast cancer metastasis [33]. RAC2 is also involved in both PLD-induced cell
invasion [34] and oncogenic KIT-induced neoplasms [35], and its under-expression has been
related to invasive and metastatic competence in human cancer [36]. BIEA, the protein
encoded by the biliverdin reductase A (BLVRA) gene, belongs to the biliverdin reductase
family members, which catalyze the conversion of biliverdin to bilirubin in the presence of
NADPH or NADH. It also works as a dual-specificity kinase (S/T/Y), and activates the MAPK
and IGF/IRK receptor signal transduction pathways [37, 38]. BIEA plays a pivotal role in the
development of multidrug resistance in human HL60 leukemia cells [39], and itis included
among the 50 genes that compose the PAM50 gene signature for classifying “intrinsic” sub-
types of breast cancer [40].
RAB6A is a member of the RAB family, which belongs to the small GTPase superfamily.
This protein is located at the Golgi apparatus, which regulates protein-trafficking. RAB6A is a
potential target of both miR-21 and miR-155, known to be deregulated [41] and be correlated
with a poor prognosis in breast cancer [42–44], which supports our findings. Additionally,
RAB6A showed an increased expression in the HER-2/neu breast cancer subgroup [45].
Finally, IPYR is a cytosolic inorganic pyrophosphatase, codified by the PPA1 gene. PPA1
expression is significantly higher in many tumors, especially those of lung and ovarian origin.
Expression of IPYR is heterogeneous in breast cancer cells [46] and the knockdown of
PPA1 shows a decreased colony formation and viability of MCF7 cells [47]. Additionally,
Fig 2. Survival analysis of reduced profile 5 in the PRM validation cohort and in the trasncriptomics orthogonal verification.
https://doi.org/10.1371/journal.pone.0178296.g002
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pyrophosphatase overexpression has been associated with cell migration, invasion, and poor
prognosis in gastric cancer [48].
Conclusions
High-throughput proteomics can be used to identify subgroups with different prognosis
among patients with TNBC and to derive signatures with a combination of multiple proteins
that enable patient stratification. Defining multi-gene or multi-protein predictors for progno-
sis increases their accuracy, reproducibility and robustness, which are highly desirable features
in clinical diagnostic and prognostic tools. Towards this direction, Liu and colleagues devel-
oped a 11-protein signature in early triple-negative breast cancer [49] which showed a prog-
nostic value in lymph node negative patient who had not received systemic adjuvant therapy.
The protein signature was validated in an independent dataset using a cutoff determined from
the ROC curve of the training set to ensure high-sensitivity and specificity. However, for vali-
dation purposes it is usually important that cutoff thresholds of a risk score be defined in
advance [50]. Other authors have defined prognostic and predictive signatures in TNBCs
using gene expression measurement techniques [4, 51, 52].
In the present work, we described the first protein-based signatures to predict adjuvant che-
motherapy response in triple negative breast cancer samples. Several protein predictors were
derived from a shotgun mass spectrometry-based discovery dataset and their performance was
further validated in an independent patient cohort using targeted proteomics (parallel reaction
monitoring). Our protein signatures were derived from routinely processed FFPE samples on
a population of TNBC patients treated with adjuvant chemotherapy, which is closer to the clin-
ical reality. Within these context, predictor P5 that includes peptides from proteins RAC2,
RAB6A, BIEA and IPYR, emerged as the best predictor when accounting both the discovery
and the validation proteomics datasets. Moreover, its performance was also confirmed in a
publicly available transcriptomics dataset, which exemplify the robustness of the described
predictor and its applicability to patient-derived transcriptomics data that might be already
collected.
Although our findings require prospective validation in independent series for routine clin-
ical application, our work demonstrates the potential of proteomics to assist oncologists to
make clinical decisions regarding patient treatment; e.g., patients classified with the low-risk
group by the identified protein signature need to be treated with standard chemotherapy,
whereas those classified with the high-risk group should be offered clinical trials with new
drugs and an intensive follow-up program.
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Urothelial cancer proteomics 
provides both prognostic and 
functional information
Guillermo de Velasco1, Lucia Trilla-Fuertes2,3, Angelo Gamez-Pozo2,3, Maria Urbanowicz4, 
Gustavo Ruiz-Ares1, Juan M. Sepúlveda1, Guillermo Prado-Vazquez2, Jorge M. Arevalillo5, 
Andrea Zapater-Moros2, Hilario Navarro5, Rocio Lopez-Vacas2, Ray Manneh1, Irene Otero1, 
Felipe Villacampa6,8, Jesus M. Paramio7,8, Juan Angel Fresno Vara2,3,8 & Daniel Castellano1,8
Traditionally, bladder cancer has been classified based on histology features. Recently, some works 
have proposed a molecular classification of invasive bladder tumors. To determine whether proteomics 
can define molecular subtypes of  muscle invasive urothelial cancer (MIUC) and allow evaluating the 
status of biological processes and its clinical value. 58 MIUC patients who underwent curative surgical 
resection at our institution between 2006 and 2012 were included. Proteome was evaluated by 
high-throughput proteomics in routinely archive FFPE tumor tissue. New molecular subgroups were 
defined. Functional structure and individual proteins prognostic value were evaluated and correlated 
with clinicopathologic parameters. 1,453 proteins were quantified, leading to two MIUC molecular 
subgroups. A protein-based functional structure was defined, including several nodes with specific 
biological activity. The functional structure showed differences between subtypes in metabolism, focal 
adhesion, RNA and splicing nodes. Focal adhesion node has prognostic value in the whole population. 
A 6-protein prognostic signature, associated with higher risk of relapse (5 year DFS 70% versus 20%) 
was defined. Additionally, we identified two MIUC subtypes groups. Prognostic information provided 
by pathologic characteristics is not enough to understand MIUC behavior. Proteomics analysis may 
enhance our understanding of prognostic and classification. These findings can lead to improving 
diagnosis and treatment selection in these patients.
Urothelial cancer (UC) is responsible for approximately 165,000 deaths per year worldwide (GLOBOCAN 2012)1. 
Pathological classification divides UC into two major subtypes according to the invasion depth: non-muscle inva-
sive and muscle invasive urothelial carcinoma (MIUC) but not molecular categorization is clinically indicated. 
However, the outcome and prognosis may be different across subsets of patients within same staging.
MIUC is characterized by a high risk of relapse and metastasise. Despite radical cystectomy with neoadjuvant 
cisplatin-based chemotherapy, the current risk of recurrence as well as mortality is nearly 50%2. In the adjuvant 
setting, chemotherapy is also associated with improved survival in patients with locally advanced bladder cancer3.
Pathological prognostic factors such as lymphovascular invasion, grade or molecular alterations are not cur-
rently modifying treatment choice. Large collaborative efforts have provided a more comprehensive view of the 
genomic landscape of MIUC identifying molecular subtypes that have yet to prove predictive value3–5. At present, 
no molecularly targeted drugs are approved for UC.
Before the genomic era, p53 was thought to be prognostic and predictive marker measured by immunohisto-
chemistry in UC6. Several methodological issues questioned conflicting results including proteomics assessment7. 
1Department of Medical Oncology, University Hospital 12 de Octubre, i + 12, Madrid, Spain. 2Molecular Oncology & 
Pathology Lab, INGEMM, Instituto de Investigación Hospital La Paz-IdiPAZ, Madrid, Spain. 3Biomedica Molecular 
Medicine, Madrid, Spain. 4Department of Pathology, University Hospital 12 de Octubre, Madrid, Spain. 5Department 
of Statistics, Operational Research and Numerical Analysis, University Nacional Educacion a Distancia (UNED), 
Madrid, Spain. 6Department of Urology, University Hospital 12 de Octubre, Madrid, Spain. 7Molecular and Cell 
Oncology Group, Biomedical research Institute, University Hospital 12 de Octubre, i + 12, and Molecular Oncology 
Unit, CIEMAT, Madrid, Spain. 8CIBERONC, Madrid, Spain. Guillermo de Velasco, Lucia Trilla-Fuertes, Juan Angel 
Fresno Vara and Daniel Castellano contributed equally to this work. Correspondence and requests for materials 
should be addressed to G.V. (email: gdvelasco.gdv@gmail.com)
Received: 14 July 2017
Accepted: 1 November 2017
Published: xx xx xxxx
OPEN
www.nature.com/scientificreports/
2SCIENTIFIC REPORTS | 7: 15819  | DOI:10.1038/s41598-017-15920-6
In the last years, proteomics approaches have been incorporated into the study of clinical samples, as a way to 
complement the information provided by classical factors and genomics. Mass spectrometry-based proteomics 
have emerged as preferred components of a strategy for discovering diagnostic and prognostic protein biomark-
ers and as well as new therapeutic targets8. These investigations are very encouraging9,10 and the potential of 
tumor biomarkers discovery is unclear11.
Genomics advance in UC has not been translated into molecularly-based biomarker for treatment selection. 
Since few data is available with proteomics, we aimed to identify whether differentially expressed protein bio-
markers in tumor tissue may predict different outcomes.
Results
Study Population. Fifty eight patients with a median age of 68 years (range 45–78 years) were included. 
Main characteristics are displayed in Table 1. After a median follow up of 38 months, 34 (58.6%) patients relapsed 
and 35 (60.4%) had died. Median follow-up of all patients was 34 months (range 3–114 months). Median distant 
disease free survival was 27.7 (27.2–45.1, 95%CI). Five- years-distant relapse free survival was: 75% in stage I/II, 
45% in stage III and 25% in stage IV.
Protein preparation and mass spectrometry analysis. After mass spectrometry (MS) workflow, 58 
urothelial tumors were analyzed. Raw data normalization was performed as described previously12. 4,405 protein 
groups were identified using Andromeda, of which 1,453 presented at least two unique peptides and detectable 
expression in at least 75% of the samples. No decoy protein passed through these additional filters.
Protein expression analyses of urothelial tumors and identification of new molecular subtypes. 
Proteomics data from 58 MIUC tumors were analyzed using sparse k-means and random-forest in order to establish 
a consistent classification of our samples. Using these approaches, two different molecular groups were identified 
on the basis of 34 proteins differentially expressed between both groups (Supplementary Figure 1, Supplementary 
Table 1). From those, 20 proteins have higher expression in group 1, including EHD2, FLNA and TNS1. Gene 
ontology analyses showed that these proteins are mainly related with focal adhesion and extracellular matrix. On 
the other hand, 14 proteins have higher expression in group 2, including HSBP1. Gene ontology analyses showed 
that these proteins are mainly related with transcription processes and immune response. Group 1 showed better 
prognosis than Group 2, although these differences were not significant (Fig. 1). Contingency analyses showed that 
these two groups are independent of clinical factors such as stage, tumor size and lymph node status.
Network construction and functional node assignation. Protein expression data from all samples 
were used in the probabilistic graphical models analyses, with no other a priori information. The resulting graph 
was processed (Fig. 2) looking for a functional structure, i.e., if the proteins included in each branch of the tree 
Urothelial tumors
Number of patients 58
Age (years)
≤60 20(34,5%)
>60 38(65,5%)
Median(IQR) 68(60–71)
Range 45–78
Sex
Male 51(88%)
Female 7(12%)
pT category
pT2a 2(3.5%)
pT2b 10(17.3%)
pT3a 27(46.5%)
pT3b 8(13.8%)
pT4a 9(15.5%)
pT4b 1(1.7%)
Missing 1(1.7%)
pN category
pN0 32(55%)
pN1 14(24%)
pN2 6(10%)
Missing 6(10%)
Highest G grade
G1-2 8(14%)
G3 44(76%)
Table 1. Study population.
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had some relationship regarding their function, as previously described12. Thus, we divided our graph into eight-
een branches, and performed gene ontology analyses. The structure of the probabilistic graphical model had a 
strong biological function basis. The next step was to calculate the activity for each branch with a specific biolog-
ical function, i.,e., a functional node, as previously described12 (Supplementary Figure 2). Once calculated, we 
evaluated the prognostic value of each functional node activity in MIUC. Focal adhesion functional node activ-
ity splits the population into two groups with different prognosis (p = 0.0241, HR = 0.44 IC95 = 0.234 to 0.899) 
(Fig. 3). Afterwards, we assessed the differences in the functional nodes activities between Group 1 and Group 2 
using class comparison analyses. Twelve nodes showed significant different activity between both groups. Focal 
adhesion, two cytoskeleton nodes, tRNA, ribosomes and metabolism A & B functional nodes showed increased 
activity in Group 1 tumors, whereas vesicles, transport, proteasome, RNA and splicing nodes showed increased 
activity in Group 2 tumors (Supplementary Figure 2).
Focal adhesion functional node. Focal adhesion functional node includes twenty six proteins related with 
extracellular matrix and focal adhesion. COL1A1, SOD3, COL6A1, COL6A2, CAPN2, MSN, STOM, PRELP, 
NID2, DAG1, LPP and GPI are highly expressed in group 1 while SFN and HDLBP are highly expressed in group 
2 (p < 0.05). Overall, functional activity of this node is higher in group 1. In addition, this functional node has 
prognostic value in our cohort.
Development of a prognostic protein signature in MIUC. 66 proteins were found to be associated 
with recurrence risk in MIUC (Supplementary Table 2). A recurrence signature was developed as previously 
described13. Six proteins of these 66 were included in the prognostic signature: ANXA1 (Annexin A1), BGN 
(Biglycan), IGFBP7 (Insulin Like Growth Factor Binding Protein 7), ISLR (Immunoglobulin Superfamily 
Figure 1. Kaplan–Meier survival curves obtained from high/low risk groups originated in our classification.
Figure 2. Probabilistic graphical model analysis unravels the functional organization of proteins in MIUC 
based on correlation. Grey nodes are nodes without any majority function assigned.
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Containing Leucine-Rich Repeat), MDP1 (Magnesium-Dependent Phosphatase 1) and PLS3 (Plastin 3). The 
recurrence protein score split our population into two risk groups with different five year distant relapse free 
survival: 70% vs. 20% (HR 3.53 95% CI 1.8–6.7; [p < 0.001]) (Fig. 4). The association between the score and 
DRFS was similar for patients with stage III and those with stage IV (Fig. 4). These results were verified using 
gene expression data from the MD Anderson cohort4. In this population, the 6 proteins predictor identifies two 
populations with different relapse risk (HR 2.10 95% CI 0.2–1.1; [p = 0.04]) (Supplementary Figure 3).
Functional proteomics add prognostic information to prognostic signature. Information pro-
vided by the prognostic signature is complementary to the prognostic information provided by focal adhesion 
functional node activity signature and both predictors combined establish four different classes into the pop-
ulation with different relapse risk (p-value = 0.0003) (Fig. 5). Univariate analyses of clinical (stage, tumor size 
and nodal involvement) and proteomics-based variables (6 protein signature and focal adhesion node activity) 
showed that focal adhesion node activity (p-value = 0.013), 6 proteins signature (p-value = 0.002) and tumor 
size (p-value = 0.033) have prognostic value in MIUC. Multivariate analyses showed that both focal adhesion 
(p-value = 0.011) and 6 proteins signature (p-value = 0.020) has independent prognostic value (Table 2).
Discussion
The principal aim of the study was to establish a molecular classification and survival prediction in MIUC based 
on proteome analysis since bladder cancer classifications have generally been based on histology features14 and 
genomics have yet to be implemented in the clinic. In the clinical practice, there seems to be different groups 
of patients beyond pathological characteristics. Some patients, even with positive lymph nodes, may never 
relapse after surgery. However, other subset of patients with apparent favorable features may become metastatic. 
Therefore it is clear that stratification using the current system is inadequate to satisfactorily differentiate progno-
sis. Consequently, it is necessary to characterize MIUC patients in accordance to prognostic evolution and molec-
ular features. The proposal of new classifications and characterization of MIUC could lead to further stratification 
of MIUC tumors and may drive treatment selection.
Our proteomics pipeline allowed us detecting 4,405 proteins in 58 FFPE MIUC samples. We identified groups 
in our protein data using sparse k-means and confirmed its consistency by random forest, supporting that dif-
ferent molecular subgroups exist in MIUC. Sparse k-means classification is based on 34 proteins, most of them 
related with focal adhesion. These two molecular groups provide additional information to clinical parameters. 
As we demonstrated in previous works, probabilistic graphical models using protein expression data allow char-
acterizing differences in biological processes and pathways between groups of patients12,15. We were able to estab-
lish different functional nodes according to biological functions. The analysis identified 18 different functional 
nodes, 12 of them monitoring eleven biological processes showed differential activity between the prognostic 
groups previously established. These results confirm that this approach is valid to study the differential activity of 
biological functions between tumor groups12.
Group 1 showed higher expression of some proteins related with focal adhesion and extracellular matrix. 
Specifically, some of these proteins have been related with epithelial-to-mesenchymal transition (EMT) mark-
ers such as EH domain containing 2 (EHD2), which can inhibit metastasis by regulating cadherins16 or tensin 
1 (TNS1), involved in focal adhesion. Low levels of TNS1 have been associated with worsening-free survival 
in non-muscle invasive bladder cancer17. Additionally, filamin A, a downstream effector of mTORC2, plays an 
important role in motility and invasion18. Additionally, we showed an increased activity of biological processes in 
Group 1, such as Cytoskeleton and Focal Adhesion, Metabolism and tRNA and ribosomes. It is noteworthy that 
related nodes, such as Cytoskeleton and Focal Adhesion nodes, and also tRNA and ribosomes nodes showed a 
similar behaviour, showing consistency for obtained biological information. Metabolism A node includes pro-
teins related with negative regulation of protein metabolic process whereas Metabolism B node included proteins 
Figure 3. Focal adhesion node’s activity has prognostic value (p-value = 0.0241, HR = 2.178, IC95 = 1.107 to 
4.283).
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related to glycolysis and pyruvate metabolism, involved in generation of precursor metabolites and energy. All 
together, these results suggest that Group 1 have lower metastatic potential and specific features regarding metab-
olism and protein synthesis when compared with Group 2.
On the other hand, several proteins showed higher expression in group 2. Some immune proteins such as 
HSBP1 (heat shock factor binding protein 1) were associated with a decreased immune activity which may have 
therapeutic implications19. Additionally, group 2 showed increased activity in Vesicles, Transport, Proteasome, 
Splicing and RNA nodes. Again, we found coherence in the biological information, as long as nodes with compa-
rable function showed similar behavior. These results suggest differences regarding intracellular trafficking, RNA 
processing and Proteasome activities when comparing new defined groups.
Figure 4. Prognostic signature composed by 6 proteins. A. All data. B. Stage 1–2. C. Stage 3 D. Stage 4.
Figure 5. Kaplan–Meier curve curves showing overall survival based on 6 protein signature merged with focal 
adhesion node activity signature (p-value = 0.0003).
Multivariate analysis
Sig. Exp(B)
95.0% IC para Exp(B)
Inferior Superior
6prots 0.020 3.486 1.217 9.981
Adhesion Node 0.011 3.029 1.287 7.130
Stage 0.840 1.086 0.489 2.412
Size 0.452 0.910 0.711 1.164
N 0.747 1.150 0.492 2.687
Table 2. Multivariate analysis.
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The differences in biological functions, after proper validation, could lead to develop specific treatments in 
concrete groups of patients. For instance, differences in metabolism could be targeted with 2-D-deoxy-glucose 
or metformin20, which are being currently tested in clinical trials for breast cancer treatment. On the other hand, 
proteasome targeting drugs have demonstrated therapeutic value in multiple myeloma treatment21.
In this study we show that the discovery of proteins as prognostic biomarkers is feasible using FFPE samples 
and proteomics. Indeed, we were able to identify a six protein-signature with prognosis value independently of 
stage, size and lymph node status. Proteins contained in this predictor are involved in multiple processes. ANXA1, 
a membrane-located protein, has been related with prognosis in breast cancer22. BGN is a protein involved in 
inflammation processes23. Niedworok et al.24 suggested that biglycan is an endogenous inhibitor of bladder cancer 
cell proliferation and its high expression is associated with good prognosis. PLS3 was proposed as biomarker for 
breast cancer prognosis25. To our knowledge, no previous information about MDP1, IGFBP7 and ISLR role in 
cancer disease has been previously reported. The prognostic value of the 6-protein signature was validated using 
gene expression data from another cohort.
Probabilistic graphical models allow to compare biological functions between groups but also, to build prog-
nostic signatures. Focal adhesion functional node activity had prognostic value and split population in low and 
high risk of relapse. Strikingly, prognostic information provided by a traditional protein signature was comple-
mentary to information provided by focal adhesion functional node activity signature, and also to the prognostic 
information provided by clinical factors, as shown in the multivariate analysis. Merging these molecular features, 
it is feasible to establish four different risk populations. These results confirm that functional approaches could 
provide additional information to traditional gene/protein-centered analyses.
Our study has some limitations. Technically, proteomics provide less information when compared with 
genomics, thus an improvement in number of detected proteins is still necessary. On the other hand, peptide and 
protein identification relies in statistical parameters. Due to this, we applied strict filters for peptides/proteins 
selection, in order to avoid false detections, ensuring that proteins with the highest confidence in both identifica-
tion and quantification are selected for analyses. Finally, although a meta-validation has been performed, these 
results should be validated in additional cohorts to evaluate the 6-protein signature robustness and the functional 
differences between new defined molecular groups. Other limitations of this study include the relatively small 
sample size and there may be other bias that could affect outcomes. We believe that our findings serve as impor-
tant hypothesis generating findings that can be explored in future studies.
In conclusion, our approach, combining proteomics and probabilistic graphical models allow the integration 
of different levels of molecular information that can improve MIUC molecular characterization. We were able to 
differentiate two different molecular groups from our proteomics data, with different functional features that may 
represent new therapeutic opportunities for bladder cancer treatment. Moreover, we defined a 6 protein-signature 
that can predict the outcome of MIUC patients and we identified a functional node with prognosis value in 
MIUC, adding prognostic information to the prognostic 6-protein signature and to clinical factors.
Methods
Patient’s characteristics and samples selection. Patients treated at University Hospital 12 de Octubre 
(Madrid, Spain) were included if they had histologically documented (TNM staging26, T1-T4a and any N, M0) 
urothelial carcinoma (including of the renal pelvis, ureter, urinary bladder, or urethra). In total, 58 patients who 
underwent curative surgical resection between 2006 and 2012 were selected. FFPE samples were retrieved from 
I + 12 Biobank (RD09/0076/00118). Samples were reviewed by a genitourinary pathologist and included if cases 
had at least 50% of urothelial tumor cells and were invasive in the muscularis propria. The study was approved 
by independent review board and Ethical Committee of Hospital Universitario 12 de Octubre. All experiments 
were performed in accordance with relevant guidelines and regulations. Informed consent was obtained from all 
participants before starting treatment.
Liquid chromatography - mass spectrometry shotgun analysis. Proteins were extracted from FFPE 
samples as previously described27. Mass spectrometry analysis was performed on a QExactive mass spectrometer 
coupled to a nano EasyLC 1000 (Thermo Fisher Scientific). Solvent composition at the two channels was 0.1% 
formic acid for channel A and 0.1% formic acid, 99.9% acetonitrile for channel B. For each sample 2 µL of peptides 
were loaded on a self-made column (75 µm × 150 mm) packed with reverse-phase C18 material (ReproSil-Pur 
120 C18-AQ, 1.9 µm, Dr. Maisch GmbH) and eluted at a flow rate of 300 nL/min by a gradient from 2 to 35% B in 
80 min, 47% B in 4 min and 98% B in 4 min. Samples were acquired in a randomized order. The mass spectrometer 
was operated in data-dependent mode (DDA), acquiring a full-scan MS spectra (300–1700 m/z) at a resolution 
of 70000 at 200 m/z after accumulation to a target value of 3000000, followed by HCD (higher-energy collision 
dissociation) fragmentation on the twelve most intense signals per cycle. HCD spectra were acquired at a resolu-
tion of 35000 using normalized collision energy of 25 and a maximum injection time of 120 ms. The automatic 
gain control (AGC) was set to 50000 ions. Charge state screening was enabled and singly and unassigned charge 
states were rejected. Only precursors with intensity above 8300 were selected for MS/MS (2% underfill ratio). 
Precursor masses previously selected for MS/MS measurement were excluded from further selection for 30 s, and 
the exclusion window was set at 10 ppm. The samples were acquired using internal lock mass calibration on m/z 
371.1010 and 445.1200.
Protein identification and label free protein quantification. The acquired raw MS data were pro-
cessed by MaxQuant (version 1.5.2.8), followed by protein identification using the integrated Andromeda 
search engine. Spectra were searched against a forward Swiss Prot-human database, concatenated to a reversed 
decoyed fasta database and common protein contaminants (NCBI taxonomy ID9606, release date 2014-05-06). 
Carbamidomethylation of cysteine was set as fixed modification, while methionine oxidation and N-terminal 
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protein acetylation were set as variable. Enzyme specificity was set to trypsin/P allowing a minimal peptide length 
of 7 amino acids and a maximum of two missed-cleavages. Precursor and fragment tolerance was set to 10 ppm 
and 20 ppm, respectively for the initial search. The maximum false discovery rate (FDR) was set to 0.01 for pep-
tides and 0.05 for proteins. Label free quantification was enabled and a 2 minutes window for match between runs 
was applied. The re-quantify option was selected. For protein abundance the intensity was used, corresponding to 
the sum of the precursor intensities of all identified peptides for the respective protein group.
Sparse k-means classification. Sparse k-means was used to establish differential groups between samples. 
Classification consistency was tested using random forest. An analysis with the Consensus Clustering algorithm28, 
applied on the data containing the variables that were selected by the sparse K-means method29, has provided an 
optimum classification into two subtypes in previous studies30.
Functional network construction. Network construction was performed using probabilistic graphical 
models compatible with high dimensional data using correlation as associative method as previously described12. 
In order to identify functional nodes in the networks we split them in several branches and we used Gene 
Ontology analysis to assign a majority function to each node. Activity measurement was calculated by the mean 
expression of all the proteins of each node related with the assigned node function.
Gene-Ontology Analysis. Protein to Gene Symbol conversion was performed using Uniprot and DAVID31. 
Gene Ontology Analysis was also done in DAVID selecting “Homo sapiens” background and GOTERM-FAT, 
Biocarta, KEGG and Panther databases.
Protein signature construction. We computed a statistical significance level for each protein based on a 
univariate proportional hazards model with the aim of identifying proteins whose expression were significantly 
related to the distant metastasis-free survival (DMFS) as described previously13. Leave-one-out cross-validation 
was used to evaluate the predictive accuracy of the profiles. The cutoff point was established a priori and to test 
the statistical significance, the p-value of the log-rank test statistic for the risk groups was evaluated using 1000 
random permutations. Analyses were performed in BRB-ArrayTools v4_2_1 and R v3.2.432. BRB-ArrayTools has 
been developed by Dr. Richard Simon and BRB-ArrayTools Development Team.
Prognostic signature meta-validation. With the aim to verify the utility of 6 protein signature, gene 
expression data from a MD Anderson cohort was used4. All probes in dataset for each gene were retrieved. Probes 
with higher CV were selected when multiple probes were found for a single gene, then expression values of each 
gene were z-score transformed as previously described15. To apply protein expression based signatures to gene 
expression values, per-gene normalization was applied as previously described13.
Statistical analyses. Statistical analyses (class comparisons contingency analyses, etc.), were performed 
using GraphPad Prism v6 and Cytoscape33. Univariate and multivariate Cox regression models were performed 
using IBM SPSS Statistics. All p-values where two-sided, and p < 0.05 was considered statistically significant.
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ABSTRACT
Breast cancer is the most frequent tumor in women and its incidence is increasing. 
Neoadjuvant chemotherapy has become standard of care as a complement to surgery 
in locally advanced or poor-prognosis early stage disease. The achievement of a 
complete response to neoadjuvant chemotherapy correlates with prognosis but it is 
not possible to predict who will obtain an excellent response. The molecular analysis 
of the tumor offers a unique opportunity to unveil predictive factors. In this work, 
gene expression profiling in 279 tumor samples from patients receiving neoadjuvant 
chemotherapy was performed and probabilistic graphical models were used. This 
approach enables addressing biological and clinical questions from a Systems Biology 
perspective, allowing to deal with large gene expression data and their interactions. 
Tumors presenting complete response to neoadjuvant chemotherapy had a higher 
activity of immune related functions compared to resistant tumors. Similarly, 
samples from complete responders presented higher expression  of lymphocyte cell 
lineage markers, immune-activating and immune-suppressive markers, which may 
correlate with tumor infiltration by lymphocytes (TILs). These results suggest that 
the patient’s immune system plays a key role in tumor response to neoadjuvant 
treatment. However, future studies with larger cohorts are necessary to validate 
these hypotheses.
INTRODUCTION
Breast cancer is the most common neoplasm and 
the fifth cause of cancer-associated death among women 
[1]. Estrogen receptor (ER), progesterone receptor (PR), 
and human epidermal growth factor receptor 2 (HER2) 
provide a system of classification and clinical diagnosis. 
Seventy percent of the tumors are hormonal receptor 
positive, and HER2 overexpression is observed in 15% of 
cases. ER+ and PR+ tumors respond to endocrine therapy, 
whereas tumors overexpressing HER2 respond to targeted 
therapies such as trastuzumab [2, 3]. Tumors negative for 
           Research Paper: Immunology
Oncotarget27587www.oncotarget.com
ER, PR and HER2 are known as Triple Negative Breast 
Cancer (TNBC) and do not respond to the aforementioned 
therapies.
A molecular classification of breast cancer defined 
four intrinsic subtypes [4]. Luminal A disease, which 
accounts for 67% of all tumors, shows high expression 
of genes related to hormone receptors and low expression 
of genes related to cell proliferation. Luminal B, HER2-
enriched and Basal-like subtypes have a more aggressive 
phenotype [5] [6, 7].
Neoadjuvant chemotherapy has been increasingly 
administered to reduce the size of primary tumor, thus 
increasing the likelihood of breast conservation and 
enhancing survival [8]. Currently, there is no clinically 
useful molecular predictor of response to cytotoxic drugs 
in the neoadjuvant setting. Clinical parameters or the 
expression of single molecular markers (ie, Bcl-2, p53, 
MDR-1, and so on) show weak association with response 
and are not regimen-specific. Molecular subtyping may 
offer some help, as Luminal B and Basal-like tumors 
respond better than Luminal A tumors [9], but this is 
not accurate enough to make clinical decisions. As a 
consequence, many patients suffer the toxicity of useless 
neoadjuvant chemotherapy.
This study has been carried out using probabilistic 
graphical models, providing insights into the molecular 
biology of tumor response, allowing its use as a predictive 
model for response. These statistically inferred networks 
provide a deeper level of biological understanding in two 
main directions: giving support to previously identified 
biological observations, and giving new insights regarding 
novel biological interactions. Moreover, the transcriptional 
network approach has proven to be useful to unveil 
transcriptional regulation in breast cancer [10, 11]. The 
objective of this study was to evaluate differences in gene 
expression patterns of breast cancer tumors from patients 
who had undergone neoadjuvant chemotherapy through a 
Systems Biology perspective.
RESULTS
Patient’s characteristics
279 patients with histologically-confirmed primary 
non-metastatic breast adenocarcinoma from phase II 
trial (NCT00455533) [12] were included. They all had 
untreated tumors of at least 2 cm in size (T2-3, N0-3) 
regardless of hormone receptor or HER2 expression 
status. Clinical data were obtained from phase II trial 
(NCT00455533). Patient’s clinical characteristics are 
provided in Table 1. On the basis of ER, PR and HER2 
status, 111 tumors patients (39.78%) were ER+ or PR+ 
and Her2- (ER+ for now on), 28 (10.04%) were HER2+ 
and 140 (50.18%) were classified as TNBC. Patients 
received sequential neoadjuvant therapy starting with 4 
cycles of doxorubicin/cyclophosphamide (AC), followed 
by 1:1 randomization to either ixabepilone or paclitaxel. 
All patients underwent definitive breast surgery 4 to 6 
Figure 1: Breast cancer network. Probabilistic graphical model from 279 tumors gene expression data divided in eighteen functional 
nodes harboring one or two predominant biological functions. Each node (box) represents one gene and each grey line (edges) connects 
genes with correlated expression.
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weeks after the last dose of ixabepilone or paclitaxel, 
consisting of either a lumpectomy with axillary dissection 
or modified radical mastectomy. Regarding pathological 
response, 40 (14.34%) patients achieved a complete 
response (CR), 161 (57.71%) achieved a partial response 
(PR), 64 (22.94%) had stable disease (SD) and 5 (1.79%) 
had progressive disease (PD).
Molecular stratification of tumors
Molecular subtypes were defined by PAM50 
assignment [13]. Of the initial 279 patients, 116 (41.58%) 
patients were classified as Basal-like subtype, 15 patients 
(5.38%) as HER2+, 66 (23.66%) as Luminal A, 62 
(22.22%) as Luminal B, and 15 (5.38%) as Normal-like. 
Five patients could not be assigned due to Spearmn’s rank 
correlation were not statistically significant for neither of 
the molecular subgroup centroids. A sub-classification of 
TNBCs was performed based on Lehmann’s classification 
as previously described [14]; 25 (8.96%) TNBC tumors 
were Basal-like 1, 83 (29.75%) Basal-like 2 subgroup, 
6 (2.15%) Luminal Androgen Receptor, and 26 (9.32%) 
Mesenchymal.
Breast cancer systems biology
Gene expression data from all tumor samples 
were used to build a probabilistic graphical model, with 
no other a priori information. The resulting graph was 
divided in eighteen branches (functional nodes) and a 
main function was assigned to each node by gene ontology 
analysis. The structure of the probabilistic graphical model 
clearly reflected different biological functions (Figure 
1) Functional node activities were then calculated as 
previously showed [10, 15].
Functional structure of response to neoadjuvant 
chemotherapy
Patients were classified according to pathological 
response regardless of their tumor molecular subtype 
to study the response to neoadjuvant chemotherapy. 
Significant differences between functional node activities 
were observed in “Immune response (MHCII)” (node 
9), “Immune response (B cell)” (node 11) and “Immune 
response (Interferon)” (node 12) nodes, in which, tumors 
attaining a complete response had higher activation 
(Figure 2). Blown up pictures of the genes in the red boxes 
are provided in Supplementary Figures 1-5. A progressive 
decrease in the activity of immune functional nodes was 
seen depending on the response, being higher in tumors 
obtaining a CR and absent in those having a progression. 
Additionally, the relationship of immune nodes activities 
with the pathological response was evaluated using an 
ordinal logistic regression analysis. This analysis revealed 
that an increment of one unit in node 9, 11 and 12 activities 
increased the probability of a favorable response 1.739, 
1.435 and 1.629 times respectively. By contrast, one unit 
increase in the activity of node 10 increased 0.519 times 
the probability of having an unfavorable response. On the 
other hand, PD tumors showed higher functional activity 
in “Cell cycle 1” (node 17) and “Cell cycle 2” (node18), 
followed by CR tumors.
Functional characterization of molecular subtypes 
Patients in the network were further classified 
according to their molecular subtype (Basal-like, Luminal 
Table 1: Patient’s clinical characteristics
Characteristic Patients (n) Patients (%) Characteristics Patients (n) Patients (%)
Age Pathological response
Mean age 48.63 CR 40 14.34%
≤50 166 59.50% PR 161 57.71%
>50 113 40.50% PD 5 1.79%
Tumor size (T) SD 64 22.94%
< 2 cm 3 1.08% Unassigned 9 3.23%
2 - 5 cm 174 62.37% ER status
> 5 cm 99 35.48% ER+ 108 38.71%
Unassigned 3 1.08% ER- 171 61.29%
Nodal classification (N) PR status
N0 122 41.40% PR+ 99 35.48%
N1 136 46.10% PR- 179 64.16%
N2 30 10.20% Unknown 1 0.36%
N3 7 2.40% HER2 status
Neoadjuvant treatment HER2+ 28 10.04%
Ixabepilone 138 49.46% HER2- 251 89.96%
Oncotarget27589www.oncotarget.com
Figure 2: Breast cancer network by pathological response groups. A. Detail of nodes with the highest activity in each of the 
subgroups. Genes with an expression below 0 were represented in green; genes with an expression around 0 were represented in grey and 
genes with an expression above zero were represented in red. B. Functional node activities differences between pathological response 
groups: Box-and-whisker plots are Tukey boxplots. All p-values were two-sided and p < 0.05 was considered statistically significant. 
P-value < 0.05 (*); p-value < 0.01(**). A.U: arbitrary units.
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A, Luminal B, HER2+ and Normal-like). Basal-like 
tumors were also classified according to Lehmann’s 
subtypes. “Immune response (MHCII)” (node 9) node 
activity was higher in Luminal A and Normal-like subtypes 
while Basal-like tumors showed higher functional node 
activity in “Immune response (chemotaxis)” (node 10), 
“Immune response (B cell)” (node 11) and “Immune 
response (Interferon)” (node 12), as well as in “Cell cycle 
1 and 2” (nodes 17 and 18) nodes (Figure 3). 
Concerning TNBCs sub-classification, BL2 subtype 
showed a higher functional activity in “Immune response” 
(nodes 9, 10, 11 and 12) nodes whereas it was observed 
higher “Cell cycle 1 and 2” (nodes 17 and 18) nodes 
activities in BL1 tumors.
In order to evaluate the functional implications 
between molecular subtypes and response to neoadjuvant 
therapy, data from patients of the same molecular subtype 
were mean centred and analysed independently. Luminal 
A group included no PD, whereas only one PD was found 
in Luminal B group, and was excluded from this analysis. 
Normal-like and HER2+ tumors were insufficient to 
perform subsequent analyses.
Concerning Luminal A and Luminal B subtypes, 
“Immune response (MHCII)” (node 9), “Immune 
response (chemotaxis)” (node 10), “Immune response 
(B cell)” (node 11) and “Immune response (Interferon)” 
Figure 3: Breast cancer network by breast cancer molecular subtypes. A. Detail of nodes with the highest activity in each of 
the subgroups. Genes with an expression below 0 were represented in green; genes with an expression around 0 were represented in grey 
and genes with an expression above zero were represented in red. B. Functional node activities differences between molecular subtypes: 
Box-and-whisker plots are Tukey boxplots. All p-values were two-sided and p < 0.05 was considered statistically significant. P-value < 0.05 
(*); p-value < 0.01(**); P-value< 0.001 (***); P-value <0.0001 (****). A.U: arbitrary units.
Oncotarget27591www.oncotarget.com
(node 12) functional nodes activities were higher in 
tumors attaining a CR, although differences were not 
statistically significant. As in the case of Basal-like 
tumors, a progressive decrease of activity in these nodes 
was observed from CR to SD. 
In Basal-like subtype, tumors attaining a CR showed 
significant differences in “Immune response (B cell)” 
(node 11) and “Immune response (Interferon)” (node 
12) nodes activities while “Immune response (MHCII)” 
(node 9) node activity was higher in tumors showing a 
PR. PD tumors showed a higher functional node activity 
in Cell cycle 1” (node 17) and Cell cycle 2” (node 18). 
Regarding TNBC, in the BL1 subtype, the activity of 
nodes “Immune response (B cell)” (node 11) and “Immune 
response (Interferon)” (node 12) was higher in CR than in 
PR. “Immune response (MHCII)” (9), “Immune response 
(chemotaxis)” (node 10) node activities also were higher 
in CR tumors but without statistics differences. In the BL2 
subtype, CR tumors showed a significant higher activity 
in “Immune response (MHCII)” (node 9) and “Immune 
response (B cell)” (node 11). However, SD tumors showed 
a higher activity in “Immune response (chemotaxis)” 
(node 10). In Mesenchymal subtype, CR tumors showed 
higher activity in “Immune response (MHCII)” (node 
9) and “Immune response (B cell)” (node 11) nodes but 
without being statistically significant. 
Three separate probabilistic graphical models were 
built for Basal-like, Luminal-A and Luminal-B subtypes. 
As in the global network, tumors experiencing a CR had 
an increased activity of immune response-related nodes, 
although differences were not statistically significant. 
Immunological markers
Markers of tumor-infiltrating lymphocytes were 
analysed to further characterize response according to the 
immune status. For that, patients were separated according 
to their pathological response and marker gene expression 
levels were compared between groups. Tumors obtaining 
a CR showed significantly higher expression levels of 
cell lineage markers (CD4, CD8 and CD20) as well as 
immune-activating (IGKC, CXCL9, CCL5, CXCL13) 
and immunosuppressive markers (IDO1, PD1) compared 
to the rest of tumors (Figure 4). 
DISCUSSION
In this work, a gene expression-based probabilistic 
graphical model analysis of breast cancer showed that 
Figure 4: Immunological markers expression. Immune-activating, immunosuppressive and cell lineage markers gene expression 
between pathological response groups. Box-and-whisker plots are Tukey boxplots. All p-values were two-sided and p < 0.05 was considered 
statistically significant. P-value < 0.05 (*); p-value < 0.01(**); p-value < 0.001 (***); p-value <0.0001 (****). A.U: arbitrary units.
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immune functional nodes were related to pathological 
response to neoadjuvant chemotherapy. This correlation 
did not depend on the molecular subtype, indicating that 
a Systems Biology approach complements knowledge 
obtained from other research methods. Non-directed 
probabilistic graphical models allow managing large gene 
datasets and underscoring lots of gene interactions, many 
of which have not been previously described.
The activity of immune nodes was higher in 
tumors attaining a CR and decreased with the intensity 
of response. Tumors progressing on chemotherapy also 
showed increased activity in the nodes “Cell division 
1” (node 17) and “Cell division 2” (node 18). These 
results suggest that the patient’s immune system plays a 
crucial role in the response to neoadjuvant chemotherapy. 
Previous studies suggest that conventional therapies are 
effective in patients exhibiting some degree of immune 
activation in the tumor [16], supporting our findings. 
Chemotherapy may mediate the “immunogenic” death of 
tumor cells, thus facilitating an immune response against 
the disease [17].
As expected, all tumors attaining a CR- regardless 
of molecular subtype- showed significantly higher levels 
of cell lineage markers (CD4, CD8 and CD20) as well as 
immune-activating (IGKC, CXCL9, CCL5, CXCL13) and 
immunosuppressive markers (IDO1, PD1), suggesting a 
greater infiltration of immune cells High tumor-infiltrating 
lymphocytes (TILs) levels have been associated with 
increased CR rates in ER+ HER2+/- tumors [18] and also 
in TNBC [19]. However, high levels of PD-1+ TILs or 
Foxp3+ TILs have been related with poor prognosis [18]. 
Therefore, immune cell subpopulation profiles could help 
to predict response to neoadjuvant chemotherapy.
Basal-like and HER2+ subgroups have been 
associated with highest CR rates as opposed to Luminal 
and Normal-like tumors. However, the genes that were 
associated with CR in Basal-like subgroup were not 
associated with CR in the HER2+ subgroup, suggesting 
that different sets of genes are associated with CR in 
the different molecular subtypes [20, 21]. In the present 
cohort, Basal-like tumors had the highest CR rate, as 
expected. However, the CR rate was poor in HER2+ 
tumors, probably because these patients did not receive 
anti-HER2 targeted therapy. On the other hand, BL1 
tumors achieved a CR more commonly than other TNBC 
subtypes, as previously described [22]. Although node 
“Immune response (MHCII)” (node 9) had higher activity 
in Luminal A and Normal subtypes, the remaining nodes 
related to immune response showed increased activity 
in Basal-like tumors. This agrees with the fact that, in 
general, there are far fewer TILs in luminal disease 
than in HER2 or TNBC subtypes [23]. In fact, even 
though increased TILs concentrations are associated 
with increased frequency of response to neoadjuvant 
chemotherapy in all breast cancer subtypes, there is a 
different effect of TILs on survival in TNBC and luminal 
breast cancer. Increased TILs concentrations are associated 
with longer survival in TNBC and HER2+ disease, but not 
in luminal-HER2-negative tumours [24], suggesting again 
a differences in the biology of the immunological infiltrate 
across molecular subtypes. 
One possible explanation of the higher “Immune 
response (MHCII)” (node 9) activity in Luminal A subtype 
could be the contribution of different immune cell types. 
Most types of immune cells were increased in TNBC 
compared with luminal-HER2- negative breast cancer. 
In TNBC, the presence of many immune cell subtypes, 
including B cells, T cells, and macrophages, were linked 
to improved survival [24]. By contrast, in luminal-HER2-
negative breast cancer, the presence of T cells was not 
prognostic for survival and the only cell types linked to 
improved prognosis were B and myeloid dendritic cells 
[24], which are MHCII presenting cells. Taking this into 
account, it would be interesting to perform further studies 
about MHCII presenting cells infiltration in luminal 
subtypes. 
On the other hand, Basal-like tumors also had the 
highest activity in the node “Cell cycle” (nodes 17 and 
18), which is in accordance with the fact proliferation 
renders tumor cells more sensitive to chemotherapy [6]. 
The neoadjuvant setting is appealing in the field 
of drug development because it allows early evaluation 
of efficacy. However, not all patients benefit from this 
approach, so markers predicting response to neoadjuvant 
chemotherapy are clearly necessary, as neoadjuvant 
therapy may have some drawbacks, such as promoting 
metastasis in some cases [25]. Our results suggest that 
immune activation in the tumor may identify responders. 
Although validation is needed, the use of these markers 
can help to determine the future use of neoadjuvant 
chemotherapy in breast cancer.
MATERIALS AND METHODS
Patient’s and samples origin and characteristics
A breast cancer tumor dataset, including gene 
expression and clinical data, was obtained from the Gene 
Expression Omnibus (GSE41998) and from a phase II 
trial (NCT00455533). Gene expression profiling was 
measured using an Affymetrix GeneChip, normalized and 
log2 transformed. Surgical specimens were evaluated by 
a pathologist at each study site. The pathological response 
was evaluated as the primary endpoint. A pathological 
complete response (CR) was defined by no histologic 
evidence of residual invasive adenocarcinoma in the breast 
and axillary lymph nodes, with or without the presence of 
ductal carcinoma in situ [12]. Responses were categorized 
as complete, partial, stabilization or progression.
Oncotarget27593www.oncotarget.com
Gene expression data preprocessing
The PAM50 method was used as previously 
described to assign a molecular subtype to each sample 
[13]. Lehmann subtypes for TNBC were assigned in two 
steps [14]. First, samples were assigned to Lehmann’s 
seven subtypes using centroids constructed from 77 
previously assigned tumors in GSE31519 dataset. Then, 
the IM and MSL groups were redefined as previously 
described [14]. 
Probabilistic graphical models construction
A functional structure was developed using 
undirected probabilistic graphical models (PGMs) as 
previously described [10]. Briefly, PGMs compatible 
with high-dimensionality were chosen. The result is an 
undirected graphical model with local minimum Bayesian 
Information Criterion. DAVID 6.8 was used to assign a 
biological function to each node in the networks, using 
“homo sapiens” as background list and selecting only 
GOTERM-FAT and Biocarta and KEGG pathways 
categories. Functional activity of each node was calculated 
by the mean expression of the genes in each node. To 
visualize node activities, data from all tumors used to 
construct the network were mean centred prior to its 
inclusion into the network.
Statistics and software suites
Differences between groups were assessed using 
Kruskal-Wallis test, Mann-Whitney test and Dunn`s 
multiple comparisons test using GraphPad Prism 6. 
Box-and-whisker plots are Tukey boxplots. All p-values 
were two-sided and p<0.05 was considered statistically 
significant. Ordinal logistic regression analysis was 
performed in SAS using logistic procedure. Network 
analyses were performed in MeV and Cytoscape 3.2.1 
software suites.
Abbreviations
AC: doxorubicin/cyclophosphamide; BL1: Basal-
like 1; BL2: Basal-like 2; CR: complete response; ER: 
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A novel approach to triple-
negative breast cancer molecular 
classification reveals a luminal 
immune-positive subgroup with 
good prognoses
Guillermo prado-Vázquez1,2, Angelo Gámez-pozo1,2, Lucía trilla-Fuertes2, Jorge M. Arevalillo4, 
Andrea Zapater-Moros1,2, María Ferrer-Gómez1, Mariana Díaz-Almirón3, Rocío López-Vacas1, 
Hilario Navarro4, Paloma Main  5, Jaime Feliú6,7, Pilar Zamora6, Enrique Espinosa6,7 & 
Juan Ángel Fresno Vara  1,7
triple-negative breast cancer is a heterogeneous disease characterized by a lack of hormonal receptors 
and HER2 overexpression. It is the only breast cancer subgroup that does not benefit from targeted 
therapies, and its prognosis is poor. Several studies have developed specific molecular classifications 
for triple-negative breast cancer. However, these molecular subtypes have had little impact in the 
clinical setting. Gene expression data and clinical information from 494 triple-negative breast tumors 
were obtained from public databases. First, a probabilistic graphical model approach to associate 
gene expression profiles was performed. Then, sparse k-means was used to establish a new molecular 
classification. Results were then verified in a second database including 153 triple-negative breast 
tumors treated with neoadjuvant chemotherapy. Clinical and gene expression data from 494 triple-
negative breast tumors were analyzed. Tumors in the dataset were divided into four subgroups 
(luminal-androgen receptor expressing, basal, claudin-low and claudin-high), using the cancer stem 
cell hypothesis as reference. These four subgroups were defined and characterized through hierarchical 
clustering and probabilistic graphical models and compared with previously defined classifications. 
In addition, two subgroups related to immune activity were defined. This immune activity showed 
prognostic value in the whole cohort and in the luminal subgroup. The claudin-high subgroup showed 
poor response to neoadjuvant chemotherapy. Through a novel analytical approach we proved that 
there are at least two independent sources of biological information: cellular and immune. Thus, we 
developed two different and overlapping triple-negative breast cancer classifications and showed 
that the luminal immune-positive subgroup had better prognoses than the luminal immune-negative. 
Finally, this work paves the way for using the defined classifications as predictive features in the 
neoadjuvant scenario.
Breast cancer (BC) causes 450,000 deaths every year worldwide1. BC is clinically and genetically heterogene-
ous2, and this heterogeneity has led to subdivisions in an attempt to treat patients more efficiently. The classical 
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categorization considers the expression of hormonal receptors (estrogen receptors [ERs], and progesterone recep-
tors [PRs]) and human epidermal growth factor receptor 2 (HER2) expression, because this determines the pos-
sibility of treatment with hormones and anti-HER2 therapies, respectively.
.
m
.
m
Triple-negative brea
.
m
st cancer (TNBC) is d
.
m
efined by a lack of ER and PR expression and a lack of HER2 overex-
pression. TNBC comprises a heterogeneous group of tumors. In 2000, Perou et al. proposed a classification of BC 
based on gene expression patterns. Most triple-negative tumors are included in the so-called basal-like molecular 
subgroup3, although both categories have up to 30% discordance4.
Several studies have developed specific molecular classifications for TNBC. For example, Rody et al. defined 
metagenes that distinguished molecular subsets within the group5. Lehmann et al. identified seven molecular 
subgroups: unstable; basal-like 1; basal-like 2; immunomodulatory; mesenchymal (MES)-like; mesenchymal 
stem-like (MSL); and luminal androgen receptor (LAR)6. The Immunomodulatory and MSL subtypes have 
recently been refined7. Burstein et al. applied non-negative matrix factorization and defined four subgroups: 
basal-like immune active; basal-like immune suppressed; mesenchymal; and luminal AR8. Other classifications 
have also been proposed by Sabatier9, Prat10, Jézéquel11, and Milioli12. Despite these extensive studies, the desig-
nation of TNBC molecular subtypes has had little impact in the clinical setting.
The so-called cancer stem cell hypothesis could provide a different way to categorize BC. It theorizes that can-
cer derives from a stem cell compartment that undergoes an abnormal and poorly regulated process of organo-
genesis analogous to many aspects of normal stem cells13–15. Depending on the activation point of these cancer 
stem cells, tumors will have varying characteristics. Poorly differentiated breast tumors would arise from the 
most primitive stem cells14. This hypothesis contextualizes BC molecular groups1 in a development framework. 
Moreover, molecular characterization of the claudin (CLDN)-low subtype reveals that these tumors are signifi-
cantly enriched in epithelial-mesenchymal transition and stem cell-like features, while showing a low expression 
of luminal and proliferation-associated genes16.
In the present study, we applied probabilistic graphical models to a previously published TNBC cohort5. This 
technique allows exploring the molecular information from a functional perspective. Our aim was to tackle the 
molecular analysis of TNBC from a broad perspective, such as the cancer stem cell hypothesis, to provide a clas-
sification with clearer clinical implications.
Methods
TNBC gene expression and clinical data. Gene expression data from TNBC tumors and available clin-
ical follow-up information were obtained from GSE31519. Gene expression values were magnitude normalized, 
and then log2 was calculated. The Limma R package
17 was applied to avoid the batch effect. Finally, the complete 
dataset was mean centered. The probe with the highest variance of each gene within all patients was selected. The 
results obtained with the first database were then applied to a second database of patients treated with neoadju-
vant chemotherapy, GSE25066. GSE25066 data was magnitude normalized and log2 was calculated just as with 
GSE31519.
Probabilistic graphical model analysis. A probabilistic graphical model compatible with a high-dimensionality 
approach to associate gene expression profiles, including the most variable 2000 genes, was performed as previously 
described18. Briefly, the resulting network, in which each node represents an individual gene, was split into several 
branches to identify functional structures within the network. Then, we used gene ontology analyses to investigate 
which function or functions were overrepresented in each branch, using the functional annotation chart tool pro-
vided by DAVID 6.8 beta19. We used “homo sapiens” as a background list and selected only GOTERM-DIRECT gene 
ontology categories and Biocarta and KEGG pathways. Functional nodes were composed of nodes presenting a gene 
ontology enriched category. To measure the functional activity of each functional node, the mean expression of all the 
genes included in one branch related to a concrete function was calculated. Differences in functional node activity were 
assessed by class comparison analyses. Finally, metanodes were defined as groups of related functional nodes using 
nonsupervised hierarchical clustering analyses.
Sparse k-means classification. Sparse k-means was used to establish the optimal number of tumor groups. 
This method uses the genes included in each node and metanode, as previously described20. Briefly, classification 
consistency was tested using random forest. An analysis using the consensus clustering algorithm21 as applied to 
the data containing the variables that were selected by the sparse K-means method22 has provided an optimum 
classification into two subtypes in previous studies20. In order to transfer the newly defined classification from 
the main dataset to other datasets, we constructed centroids for each defined subgroup, using genes included in 
various metanodes.
Assignation to groups defined by other molecular classifications. Tumors in the main dataset were 
assigned to a single group according to previously defined molecular classifications: PAM50 + CLDN low was 
assigned using the single sample predictor10. Burstein’s four subtypes were assigned using an 80-gene signature8. 
The TNBC4 type was performed in two steps: first, Lehmann’s seven subtypes were assigned using centroids con-
structed from 77 tumors included in the dataset that was previously assigned, and then Immunomodulatory and 
MSL groups were redefined as previously described7.
Statistical analyses and software suites. Survival curves were estimated using Kaplan–Meier analy-
ses and compared with the log-rank test, using relapse free survival (RFS) as the end point. RFS was defined as 
the time between the day of surgery and the date of distant relapse or last date of follow-up. Correlations were 
assessed using Pearson’s r and linear regression. Differences in functional node activity between groups were 
assessed by the Kruskal–Wallis test, and multiple comparisons were assessed using the Dunn’s multiple compar-
isons test. Box-and-whisker plots are Tukey boxplots. All p-values were two-sided, and P < 0.05 was considered 
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statistically significant. Expression data and network analyses were performed in MeV and Cytoscape software 
suites23. The SPSS v16 software package, GraphPad Prism 5.0 and R v2.15.2 (with the Design software package 
0.2.3) were used for all the statistical analyses.
Results
Gene expression and clinical data. Gene expression data and clinical information from 579 TNBC tum-
ors were obtained from GSE31519. Some 85 samples were excluded because the patients had been treated with 
neoadjuvant chemotherapy or a different platform had been used. As a consequence, the data from 494 TNBC 
tumors from GSE31519 were used in subsequent analyses. Gene expression was normalized, the batch effect was 
corrected and the most variant probe was selected for each gene. The resulting dataset, including expression val-
ues from 13,146 genes will be referred to as the main dataset from now on.
Gene expression data from 508 breast cancer samples treated with neoadjuvant taxane-anthracycline chemo-
therapy were retrieved from GSE25066. A total 153 of these 508 samples were identified as TNBC.
Clinical features. All available clinical features of the main dataset and the neoadjuvant dataset are presented 
in Table 1. The main dataset’s population of tumors tended to be large (>T1 in 56% of the population), poorly dif-
ferentiated (G3 in 57% of the samples), with no node invasion (N0 in 51% of the samples) and most of the patients 
were not treated with adjuvant chemotherapy (52%). The neoadjuvant dataset’s population of tumors tended to be 
T2 (44%) and T3 (32%), poorly differentiated (G3 in 81% of the samples), and N1 (46%) with 32% of the patients 
achieving a complete pathological response after neoadjuvant treatment.
Molecular characterization of TNBC. A gene expression-based network, including the 2000 most variant 
genes in the development dataset, was constructed using a probabilistic graphical model (PGM) (Fig. 1). The 
functional structure of the network was explored using gene ontology analyses, and 26 functional nodes were 
defined (Fig. 1 and Sup. File 1). Functional node activity was calculated and relationships between nodes were 
assessed using a hierarchical clustering (HCL) analysis (Sup. File 2). Functional node 1 is composed of 34 genes, 
including the CLDN3, CLDN4 and CLDN7 genes. On the other hand, functional nodes 15 (chemokine activity), 
16 (major histocompatibility complex class II receptor activity), 17 (immune response) and 18 (antigen bind-
ing) were related to various aspects of the immune response and clustered together as an “immune metanode” 
in the HCL analysis (Sup. File 2). Additionally, functional node 19 contained genes related to the peroxisome 
proliferator-activated receptor (PPAR) signaling pathway, and functional node 24 contained genes involved in 
the G1/S transition of mitotic cell cycle (Sup. File 1).
Main Dataset
Neoadjuvant 
dataset p-value
Number of patients 494 153
Tumor Size
T1 99 (20%) 9 (6%) <0.0001
>T1 276 (56%) 144 (94%)
NA 119 (24%)
Tumor Grade
G1&2 103 (21%) 16 (10%) 0.0001
G3 280 (57%) 124 (81%)
NA 111 (22%)
Lymph node status
N0 251 (51%) 37 (24%) <0.0001
N1 68 (14%) 116 (76%)
NA 175 (35%)
Adjuvant Chemotherapy
No 257 (52%)
Yes 71 (14%)
NA 166 (34%)
Pathological Response
RD 95 (62%)
pCR 53 (34%)
Table 1. Clinical features of the main and neoadjuvant datasets. Size data is divided into T1 (<2 cm) and 
>T1 (>2 cm) tumors; grade is classified as G1&2 (well or moderately differentiated tumors) or G3 (poorly 
differentiated tumors); lymph node status represents lymph node invasion (N0: no invasion; N1: invasion or 
metastasis); and the adjuvant chemotherapy column comprises patients who had been treated with adjuvant 
chemotherapy or not. The pathological response column stands for the response to neoadjuvant treatment (RD: 
residual disease; pCR: pathological complete response). The chi-squared test confirmed that both cohorts are 
different regarding clinical parameters and treatment.
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We then used the method described by Rody et al. to assess 15 metagenes (series of genes known to be related 
to one specific biological function or characteristic)5. Genes within a given metagene appeared close to each other 
in our network. Additionally, related metagenes, i.e., B-cell and IL-8 metagenes, also appeared close to each other 
(Fig. 2).
Functional nodes 5, 6, 7, 8 and 10 in our network had different gene ontologies related to an integral compo-
nent of the plasma membrane, extracellular matrix, desmosomes, keratinization, and extracellular space, respec-
tively. However, these five nodes appeared to correlate in the HCL analysis (Sup. File 2) and included genes from 
Rody’s basal-like metagene (Fig. 2). Thus, from now on, these five functional nodes were grouped as the basal 
metanode (Fig. 1). In the same way, functional nodes 0, 9, 11, 14, 22 and 23 were related to protein binding, extra-
cellular exosomes, sequence-specific DNA binding, metabolic pathways and nucleosomes, respectively, again 
grouped together in the HCL analysis and including genes from Rody’s apocrine/luminal metagene, so they were 
defined as the luminal metanode (Fig. 1).
Cellular classification. The sparse k-means method was used to group samples into a limited number of 
clusters based on functional nodes and metanodes. Samples from the basal and luminal metanodes and the 
CLDN-enriched functional node were each divided into two groups. Mimicking the cancer stem cell hypothesis, 
we established the following workflow (Fig. 3): Samples with high luminal metanode activity were classified as 
the luminal androgen receptor group (LAR). Tumors showing low luminal metanode activity and high basal 
metanode activity from the basal subgroup were classified as basal. Finally, tumors with low activity in both the 
basal and luminal metanodes were screened for CLDN-enriched node expression. Samples showing low activity 
for the CLDN-enriched functional node were categorized as CLDN-low, whereas samples showing high activity 
for CLDN-enriched functional node were labeled as CLDN-high (Fig. 3).
From the 494 samples in the main dataset, the cellular classification defined 91 (18%) LAR, 53 (11%) 
CLDN-low, 310 (63%) basal and 40 (8%) CLDN-high samples. Only 7 (1.5%) samples showed high activity in 
both the luminal and basal metanodes (Table 2).
Clinical characteristics from the various entities of cellular classification are shown in Table 3. Basal subtype 
tumors were mostly small-sized, poorly differentiated and without lymph node infiltration. The CLDN-high sub-
type tumors were large, had poor differentiation and no lymph node infiltration. The CLDN-low as well as the 
LAR tumors were large, more differentiated and showed more infiltration than the basal and CLDN-high tumors. 
Cellular classification does not show a significant relationship to RFS (Sup. File 3), nor did basal and luminal 
metanode activities show prognostic value. CLDN-high tumors showed a trend toward a poorer prognosis than 
CLDN-low, but again, the differences were not significant.
KCNQ1
LOC100505960
TSFMPHF3
SYCE1L
MED6
CD24
MBD2 DUOX1
FXYD3
C10orf81
S100P
ST18
GPRC5A
ZNF224
ATP6V0A4
MUC1
PKNOX2
POU2F3
DDX3Y
TNP2
AMY1A///AMY1B///AMY1C///AMY2A///AMY2B
CRISP1
MAGEB4
LRRTM4
FOXI1
MUC4
IQCK
RRAD
FLJ22184
GPER
SP2
HEY2
ARHGEF12
FGF9
SUN1
LOC100509761
PRKAG2
NYNRIN
KIT
ANKS1B
SMPDL3B
EPCAM
RAC3
ARHGAP8///PRR5-ARHGAP8
EPN3
HRASLS
SHANK2
PART1
COBL
MMP10
LAMA3
GC
COL17A1
SMAD6
DST
CLCA4
WFDC1
CNN1
REG1A
PLA2R1
ACTA1
ACTG2
TPM2
GSTA1
SH3BGR
MYLK
C6orf103
MORC1
LMOD1
AASS
MGAT4C
ZNF157
MYH11
MGC2889
CADM4
CGREF1
PODXL2
RIMBP2
PDE6C
ORC4
MYLK3
BAIAP2
RASAL2
CDKN1C
CLSTN2
TAC1
SNAP25
PAMR1
GAP43
EVPL
PTGS2LAMB3
PLA2G4A
NKX2-5
SERPINB5
DSG3
KRT17
CYP24A1
SOX9
EPHX3
GJB5
TGM1
HR
LY6G6E
GJB3
VAV3
IFT122
PTH
FERMT1
PTPLA
SLC16A1 HRK
CYP39A1
WISP3
NR2E1
PLCH1
SLCO1A2
DSC3
VSNL1
DSC2
DSG1
BARX2
PKP1
EEA1
EHF
SLC27A5
CBLC
SLC25A37
ZNF81
S100A14
EFNA3
HSD11B2
C11orf80
ZNF750
PNPLA3
VIPR2
ZNF814
AP1M2
SFTPD
ACTL8
FUT6
CASC5
CELSR3
CKMT1A///CKMT1B
MYF5
KCNJ13
CCDC88A
C1orf116
C14orf106
PACSIN3
SLC25A31
PDGFRA
PRSS8
CXADRNEBL
NLGN1
MPZL2
TRDN
HOXD3
HSD17B2
CHI3L2
WWC1
SCNN1B
PDZK1IP1
CLCN4
LCN2
GPC4
CLDN1
SLPI
IGFBP1
NEK1
BTC
GPM6A
ADCY10
SLC4A4
TACSTD2
NEFL
IL13RA2
CDH12
BMP8A
NEFM
NPTX2
HCFC1R1
CAPN10
PTGFR
NDUFA4L2
ANKH
ANGPTL4
EHD2
TPPP3
COL5A3
TEKT2
SLIT3
NR2F1
MAGEB1
ALOX12
PTN
MYRIP
NRXN2
CMAH
PLA2G2A
AHNAK
C10orf72
IGF2///INS-IGF2
CACNA1C
ZNF80
TPSAB1
SOX30
TDRD12
THPO
MYEF2
TPSAB1///TPSB2
LOC100507804///TPSAB1
MS4A2
TPSB2
NAALAD2
MCFD2
SLITRK5
HTR2B
F2RL2
PTPRN2
CPA3
LRRN3
AKR1C2
NTS
AKR1C1
AKR1C3
GNAL
SCN1A
ADAM23
DPT
KCND3
CHL1
CCL23
CCDC68
OGN
SVEP1
SLC22A3
NR5A2
CPZ///GPR78
FN1
NKX3-2
PDE5A FHL1
HGF
GLRA2
ZNF385D
FRZB
SNED1
EFEMP1
ELN
MFAP4
GREB1
CORO2B
BHMT2
COL14A1
TRPA1
GRP
SALL1
KIAA1199
COL11A1
COL10A1
GREM1
CORIN
LOC51152
GAGE12C///GAGE12D///GAGE12E///GAGE12F///GAGE12G///GAGE12H///GAGE12I///GAGE2A///GAGE2C///GAGE4///GAGE5///GAGE6///GAGE7
BAGE
GAGE1///GAGE12F///GAGE12G///GAGE12I///GAGE12J///GAGE4///GAGE5///GAGE6///GAGE7
GAGE3
GAGE12F///GAGE12G///GAGE12I///GAGE5///GAGE7
GAGE1///GAGE12C///GAGE12D///GAGE12E///GAGE12F///GAGE12G///GAGE12H///GAGE12I///GAGE12J///GAGE2A///GAGE2C///GAGE2D///GAGE2E///GAGE4///GAGE5///GAGE6///GAGE7///GAGE8
HTR2C
GAGE1///GAGE12F///GAGE12G///GAGE12I///GAGE12J///GAGE2A///GAGE2B///GAGE2C///GAGE2D///GAGE2E///GAGE3///GAGE4///GAGE5///GAGE6///GAGE7///GAGE8
MAGEA11
CCDC70
CSAG2///CSAG3
CTAG2MAGEA12
MAGEA2///MAGEA2B
NLGN4Y
MAGEA1
SNTB1
SMPX
CACNA1A
PCOLCE2
MAGEA9///MAGEA9B
MAGEA4
LGR5
BMP2
CDH19
TNFRSF11B
FAM149B1
GPC5
MAGEA3
ANKRD1PLCB1
TYRP1
GNGT1
MAGEA6
MAGEA5
PTX3
KIAA1644
RAD23B
CSPG4
FCGBP
IRF4
COL9A3
PYGB
DLGAP1
CHST3
QPCT
MIA
COL4A3
DHRS7
SMARCA1
PCSK5 TRPC1
GNRHR
TWSG1
IL2
POSTN
EMX2
ASPN
GULP1
KERA
ODZ3
OMD
ZEB1
CYBRD1
NRP1SERPINE1
FAM198B
FBN1
RUNDC2C
SYNE1
VCAN
PLA2G5
EPHA3
SFRP4
WISP2
PELI2
KCNA2
SLC14A1
PLN
TLX3
Node 15
Node 17
Node 16
Node 18
Node 14
Node 19
DDX17
FOXO3///FOXO3B
ZNF780A///ZNF780BTBL1XPLXNB1
ABHD2
PDZK1
HHLA2
C14orf105
GPR161 ELK4
POU1F1
LRP12
CLCA3P
EZH1
ASPH
TLK1
CPD
C1orf129
PAH
EXOC5
ZNF287
IBTK
LCMT2
REPS1
PKD2L2
ID2B
DHX34
TUBB2A///TUBB2B
TAF13 CDYL
IL26
SSX3
ITGA6
SSX1
LDLR
SENP7
SCD
ZBTB33
SLC13A1
KDSR
FBXO38
ZNF682
RNFT1
TAF9B
UBE4B
GDAP1
BTF3P11
MYH8
SSX4///SSX4B
SLC5A12
C10orf92
GTPBP10
TCF3
CCDC144A
UBR2
LRRC37A4
PICALM
IMPG2
UBE2D1
RAB7A
OPRM1
SLC30A10
DMP1 ZFP36L2
USP9Y
TGFBR2
THBS1
SPTBN1
SGCB
LOXL2
GSN
PLEC
ITGB4MAPRE2
GPC1
PCDHGA10///PCDHGA11///PCDHGA12///PCDHGA3///PCDHGA5///PCDHGA6
PHLDA1
NRP2
FZD8
COL6A1
BGN
FCF1///LOC100507758
ITGB3
GAS1
DIAPH2
PTPN12
LOX
DUSP1
ZNF549
BCAT1
NR4A2FOSB
EXOG
RNF32
SLC30A4
TWF1
FOS
FAH
C11orf67
RAG2
MAZ
RYR2
SEPT9ARHGDIA
TBX1
GPR137
BCL2L1
STIP1
Node 25
Node 20
Node 24
Node 22
Node 21
Node 23
Node 26
SHMT1
PHLPP1
SPICE1 MLLT4
PKNOX1
MAU2
ASB4
RBPMSSNAP23 PLD1
KITLG CDV3
ST6GAL1
SRD5A1
SUCLG2
ADAM3A
PPP1R3A
FKBP5
OSGIN2
C10orf137
GPSM2
RAD51
YBX1///YBX1P2
MPP6
CHAF1B
ING1
ATP11A
CENPN
HSPC159
IFT74
RIBC2
ZNF165
FLJ11292
ZFX///ZFY
CDC45
LARP4B
CDCA8
CRY2
BCL2L11
DDX11
BUB1
MCM10
RAD52
ODF2
C20orf195
TPR
BRCA2
SUV39H2
GREM2
LOC399491
LAMB4
FOXM1
CGA
TSPAN8
LRRC31SERHL///SERHL2
ABCC6
PCSK1
SULT1E1
LASS4
NRG1
GPRC5C
DHRS2
APOD
SLC9A2
ADH1C
CD44
MGAM
CLIC3
ZNF257
HOMER3
PAR5
KIAA1024
LOC644450
IPW
SNRPN
ZNF208
PLK4
NRAP
ALB
CYP2J2
AQP3CLGN
MSMB
RND1
FAIM2
MAK
HMGCS2
PDK3
CHAF1A
DHFR
TTLL4
NUP210
OVOL1
CDC25A
CDK10
PRMT7
NOL3
NQO1
MVK
CASC1
FGFR4
HGD
FMO5
ALOX15B
CEACAM7
SERHL2
SLC26A3
DLG2
CHD1L
TRPC3
APOF
EPB41
HNRNPH1
PSPH
SORT1 MLXIP
ZNF238
ARFGEF2
B3GALT2
MED18
BRAP
ZIC3
ARPC4
WHSC1
PCYT1A
AP1S1
TP53
EIF5A
ZNF471RAB6A
IL17RC
CDH1 RARS2GRM8
C7orf44
TYMS
KCNV2
LOC647070
MVD
ETV4
LAMA2
CXorf57
BTBD18
FRMD4A
GPR56
IRX4
NOVA1
TFAP2C
ACTN2
SLC4A7
GSTM4
PEX6
PMS2L2
NUMA1
RNF6
C18orf25
CYP1B1
IQCH
GM2A
EFCAB2
MCL1
PML
SPTLC3
LGSN
MTAP
TBC1D22B
ZNF135
RPRM
GPLD1
ZNF667
PCDH8
CYP4B1
ARNT2
CA6
MCF2L
MRAS
LOC100289410
S100B
ARHGAP44
NRTN
PLEKHB1
RNF128
NPAS2
NEFH
CA3
TF
PTPRZ1
TRIM9
SERPINA5
GPR143
EDDM3A
CALB2
BMP4
SNPH
MMP7
SLC25A21
UGT8
VGLL1
GCNT2
CRABP1
CHODL
KCNJ12
KRT83
SLC7A8
CHI3L1
SLURP1
ATP6V1B1
RFPL1S
NUDT4///NUDT4P1
OLAH
ODAM
CSN1S1CSN3
ARL14
SPRR2B
SPRR1B
NUP62CL
CRCT1
SPRR3TMPRSS4
CYP3A5
SPINK5
SPRR1A
SERPINB4
SERPINB7
LYPD3
ADRA1A
STYK1
SERPINB2
TRGV5
KCNG1
TNNT1
SLC15A1
KRT16
RPL5///SNORA66
PITX1
APLP1
BARX1
LY6D
TRIM29
SERPINB13
HES2
SERPINB3
SFN
CHD7
CDH3
CELA2A///CELA2B
PADI4
ABCA4SOSTDC1
RAB38
LGALS7///LGALS7B
S100A2
PI3
NFE2 RHCG
SCEL
SOX15
KRT4
KRT6A///KRT6B///KRT6C
KRT75
EGFR
TNFRSF11A
ANXA8///ANXA8L1///ANXA8L2
DSC1
CCNA1
FAT2
KRT5
NMNAT2
TNNI2
C6orf15
KLK11
GLDC
KLK5
KLK10
FHOD3
WNT5B
PCYT1B
RBP1
PDLIM4
CLDN10
SLC6A14
RYR1
KRT14
KRT15
CEACAM1
KRT6B
CWH43
KRT13
CDA
RGS20
GPR87
KRT6A
SORBS2
CX3CL1
VTCN1
SLC6A2
FGF13
ZC3H15
ARTN
SLC34A2
SLC27A6
KRT23
PROM1
CHRM3
ARSJ
PCTP
MYBPC1
PRELP
TMEM100
FLJ13197
HLFID4
KCNJ16
KCNAB1
PPARGC1A
NPR3
ANGPT1
HSPB2
C5orf23
CRYAB
FKBP10
GSTT2
AQP5 FABP7
GAD1
CDH2
TRO
PRR4
MUC7
NPR2
ZNF44
ANO3
LPHN3
LYPD1
SMR3A///SMR3B
SV2A
SMR3A
SMR3B
ACSM3
KRT81
CP
LIF
MET
ST6GALNAC2
NDUFA2
SERPINA3CDK5R2
NPTXR
ZC3H7B
GAS2
FAM169A
DCT
PLP1
DZIP1
GDF1///LASS1
TUBB2B
NUDT11
MAGED4///MAGED4B
FBXO17///SARS2
TCEAL2
MYOZ2
N4BP2L1
IMPG1
ELOVL2
PCSK1N
FAM149A
PNMAL1
DDX43
TMSB15A SOX11
ARL17A///ARL17B
ZNF711
INVS
C21orf2
PTPN2
RRP15
KBTBD10
LOC100287076
STC2
CUL3
EIF2S2
DNAJC6
PSMD11
PPP2R3B
LOC389906
MMP20
GPM6B
NFIB
NKX2-2
C6orf155
BCL11A
PDE9A
CRAT
GABRP
MLC1
SUSD4
ST8SIA1
SATB2PCDH7
PSCA
HOXB6
STK24
GDF15
WLS
RAD21L1
HEXIM1
APBA2
B3GNTL1
ABCF2TSHR
MPHOSPH9
GP5
SNAPC5
PLGLB1///PLGLB2
TGFB2
WIF1
MPPED2
CTNND2
FGFR3
GP1BB///SEPT5FZD9
MATN2
PNLIPRP2DCX
MFAP3L
PRRX2
COL11A2
COL2A1
CYP26B1
FBN2
HAPLN1
CRLF1
ADCY2
DLX5
SUSD5
COL9A1
PCSK6
MBNL1
NTRK3
TEX14
ACAN
GABBR2
SYNM
TSPAN12
TFPI2
FGFR2
FFAR2
TTYH1
ZNF780B
TMOD1
KLK6
SEMA6A
KLK7
SCAND2
KRTAP1-3
CRHR1
KCNK2
GNAS
CYLC1
PLCE1
KCTD14
MFI2
NPY1R
CNTNAP2
NES
SFRP1
GRM5
SLC4A8
SOX10
MAOB
IL17B
NTRK2
MYOT
EXTL1
FGF2
CAPN6
SCRG1
SEMA3B
SLC6A20
GTF2A1L///STON1-GTF2A1L
GRIA2
PEG3
PLAG1DLK1
RGR
GFAP
NCAN
GPR110
BBOX1
MGP
SYCP2
SLC24A3
DR1
TEF
GPR6
DAZ1///DAZ2///DAZ3///DAZ4TAPT1
TIMM17A
NLRP2
GRK4
WNT4
GPR64
LRRN2
KBTBD11BAMBI
BPI
MFGE8
MUC5B
S100A1
NFASC
SIX3
MOG
GRB14
LALBA
ELF5
FAM107A
LMF1
STOM
MTRF1L
PCP4
EDN2
IGF1R
EYA2
SPATA1
RARRES1
DEFB1
KCNK3
CRABP2
FOLR1
TM4SF1
PLK1S1
LRP2
SNCAIP
PEG10
SLC1A1
ROPN1B
WT1
HS3ST3A1
MYO5A
STMN2
NPPCMMP9
SI
EPYC
PRKG1
SGCD
TMEM144
TNFSF11
MMP13
MFAP5
CDH13
SPON1
EDNRA
PSD3
ADAM12
KCNN2
ROBO3
EVC
SLC16A4
EMILIN1
SEPT8
C6orf54
PDPN
TTC22 MME
TNC
PLCB4
ST3GAL1
AGXT
NPVF
CUEDC1
IGFBP5
CLN8
IGFBP2 LOC100289109
MYCN
PCDHGA8
MYO1B
LEPREL1
NLGN4X
MYB
WNT5A
EREG
AREG
DKK1
F3
MMP3
F13B
KCNJ15
ANTXR1
MMP1
MATN3
UTP14A
CNGB1
CST1
DIO2
ITGB6
RGS4
CACNG4
COMP
FBLN2
NTM
ITGBL1
CTGF
MMP11
INHBA
C7orf10
HSD17B6
VEGFA
CHRDL1
MEOX2
FOXRED2
CA9CA2
ADH1B
ABCA8
CD36
PPFIA4
PPARG
HERC2P3
DPYSL4
PDAP1
FABP4
ENO2
ODZ1
MTUS2
LOC653513///PDE4DIP
TRHDE
PDK4
LPL
PRG4
ADIPOQ
LIPE
PLIN1
C10orf116
CFD
HP///HPR
HP
XYLB
RBP4
ASPA
PPP1R1A
SORBS1
PPP2R1BMT1M
CRIP1
MGC4859
GYS2
PDE3B
ITGA7
RGS12
PCK1
AGBL3
LEP
INHBE
SOCS1
TNMD
C8orf71
ATP1A2
CA4
ACSM5
CIDEA
SGCG
TIMP4
GPD1
CXCL2 CXCL5
CXCL3
ADAM7
ST8SIA3
IFI44L
MX1
IFI27 HESX1
C14orf143
IFIT1
CDH6
DHX58 RTP4
CEACAM8
MEST
HCG4
CPS1
BST2
CXCL6
CCL20
PPBP
LOC283079
IFIH1
IL1RAP
CXCL1
FOSL1 DENND4B
RETN
KIAA0087
HYAL1
GAD2
KLRC3
ICOS
ERAP2
LAMP3
TNFRSF10D
KLRC1///KLRC2
SLC11A1
USP49
MMP12
CCL18
AQP9
CCL13
IL8
DMRT1
MS4A1
SLC6A8
AICDA
SELE
CCL19
CCL21
SPANXB1///SPANXB2///SPANXF1
BMP5SOX3
CYP7A1
GPR171
LY9
TNFRSF25
NLRP1
ZAP70
CD3G
RASGRP2
CD7
MSTN
PLA1A
TARP///TRGC2
ATRNL1
HEPH
CD22
CXCR5
BANK1
BLK
IGHV5-78
CR2
PTPRCAP
KLRC4
MAP2K5
C3
GZMM
SAA1///SAA2
STAP1
IL21R
CXCL13
LGALS2
TRAF3IP3
CHIT1
PRKDC
ALDH1A1
CCL22
KLRB1
MAP4K1
ACAP1
IL2RA
CCND2
UBASH3A
EPHA7
TARP
PLA2G2D
DPEP2
DPPA4
KCNV1
LOC100132247///LOC348162///LOC613037///LOC728888///LOC729978///NPIPL2///NPIPL3SIGLEC8
DLX2
TTC18RAB3GAP2
SCN9A
PPP1R16B
GPR18
SH2D1A
GZMK
TRAT1
IKZF1
ABI3BP
NGFR
DARC
C7
IL33
ITM2A
ABCB4
PAX6
LRRC2
PPM1E
ABCB1///ABCB4
TNXA///TNXB
CLEC3B
CXCL14
CCL14///CCL14-CCL15
LYVE1
TIE1IGF1
C20orf103
LHX2
RERGL
OLFM1
EDNRB
D4S234E
SCN3A
GIPC2
CYTL1
HBB
CACNA2D3
HBA1///HBA2
CD1E
CD1B
CD1C
EMCN
TBX2
HIC1
PF4V1
CCDC102B
GGT5
ERC2
SEC24D
NPAS3
CCL5
TAP2
DENND2A
PSMB8
HLA-DOB
JAK2
BIRC3
MYBPC2
GABBR1///UBD
SPIB
MARCO
NBLA00301
EDN3
BCAN
CYP27A1
SV2B
PRSS2
BCL2A1
KHDC1L
DGKB
NUP54
MCF2
STAR
NOL4
ESR1
MST1///MST1P2///MST1P9 MGAT3
GRIK2
INHBB
VASH2
IL1R2
IL27RA
ARNTL2CCL14-CCL15///CCL15
LAG3
GALNT14
CDKAL1 STXBP6
F2RL1
NAG18
CD47
IDO1
GLRB
CAMTA1
LOC100127886
HEY1
RENBP
CXCL10
USP53
CCL8
CXCL11
CCL7
IGK@///IGKC///IGKV1-5
ABCG5
ZNF674
KIF24
POU2AF1 RAP2B
IGHG1
ORC5
AMACR
P2RX5
IGKV1-5
CD38
SLAMF7
TREX1
ATP2A3
CACNB2
GPR25
TNFRSF17
MGC29506
ISG20
GALR2
CYP2C18
CCK
DENND5B
NPY2R
IGJ
IGLC7///IGLV1-44///LOC100290481
IGLC7///IGLV1-44
IGK@///IGKC///IGKV3D-15///LOC100510044
POPDC3
IGKC
IGHA1///IGHD///IGHG1///IGHG2///IGHG3///IGHM///IGHV4-31///LOC100510678
IGK@///IGKC
IGKV4-1
IGHG1///IGHG2///IGHM///IGHV4-31
IGLV3-19ZBBX
IGK@///IGKC///LOC652493///LOC652694
IGHD
IGHA1///IGHA2///LOC100126583
IGLV1-44///LOC100290481
IGLL3P
PTH2R
CAT
TRPC5
LOC57399
SLC6A6
SYNGR3
GNLY
CTSW
CXCR6
TRDV3
TNIP3
GZMB
XCL1///XCL2
CD8B
XCL1
TRD@STMN3
AGT
DKK4
SLC2A6
ELF4 IL32
GZMH
EPHA5
ADAMDEC1
DCAKDTNFRSF4
NKG7
RHAG
EBI3
NCF1///NCF1B///NCF1C
ITGB7
LOC100287927
FAM13C
IGHA1///IGHD///IGHG1///IGHG3///IGHM///IGHV3-48///IGHV4-31///LOC100291917
IGHG1///ZCWPW2
IGHA1///IGHA2///IGHG1///IGHG3///IGHM///IGHV3-23///IGHV4-31
OPCML
KCNN3
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHM///IGHV3-48///IGHV4-31///LOC100291917
IGLV4-60
BRDT
IGLV1-40///IGLV1-44
IGKC///IGKV1-5///IGKV1D-8///LOC652493///LOC652694
IGHG1///LOC100293559MS4A3
IGLV6-57
IGLV1-40
IGKV1D-8
IGL@
IGLV2-23
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHG4///IGHM///IGHV4-31///LOC100133862
IGLJ3
IGLL5///IGLV2-11
IGHA1///IGHG1///IGHM
SEMA3D
IGHA1///IGHA2///IGHD///IGHG1///IGHG2///IGHG3///IGHM///IGHV3-48///IGHV4-31///LOC100126583///LOC100291917
IGHM///LOC100133862
IGHA1///IGHA2///IGHG1///IGHG2///IGHG3///IGHM///IGHV4-31///LOC100126583///LOC100290036
CDH4
IGHG1///IGHM///LOC100133862
CCL2
CFB
KLHL23
PDE3A
C1orf21NEDD4L
KRTAP9-9
Node 4
Node 5
Node 1
Node 3
Node 2
Node 6
ZNF214
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHG4///IGHM///IGHV3-23///IGHV4-31///IGHV4-59///LOC100126583
FCGR1A
IGHA2///IGHD///IGHG1///LOC100126583///LOC100510361IGHA1///IGHG1///IGHG2///IGHG3///IGHM///LOC100126583///LOC100290036
IGHM
PRDM2
G6PC
NAV3
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHG4///IGHM///IGHV4-31///IGHV4-59///LOC100126583
IGKV3-20
LRP1B
IGHA1///IGHD///IGHG1///IGHG3///IGHM///IGHV1-69///IGHV3-23///IGHV4-31///LOC100126583
IGHV3-48///IGKV3-20
GSC2
IGHA1///IGHG1///IGHG3///IGHM///IGHV4-31///LOC100510678
IGH@
LAMC3
IGHA1///IGHG1///IGHM///IGHV3-23///IGHV4-31
TRIM58
RGPD5///RGPD6
IGHM///LOC100510678
Node 9
Node 10
Node 7
Node 8
Node 11
Node 12
Node 13
CYorf15B
FAIM3
UTY
PDE4DIP
NKTR
SEMG1
ATXN3
C9
IRAK3
FMO3
LRRC19
ARHGAP25
CXCL9
VNN2
SP110
VNN1
FLT3LG
TRMT1
GYPE
CLIC2
SORCS3
IFNA8
PCDHGB6
SCGB1A1
ERAP1
DOPEY2
BAI3
CCDC69
DPP4
OBFC2A
CAPN3
ANKRD36BP2
CD163
MYH3
UTS2
EIF3F
RGS1
PIK3CG
PHACTR1
IFNA2
DOPEY1///LOC100509911
CRTAM
ALCAM
MEGF9 ST3GAL6
ZNF557
GSTT1
FAM110B
CDY1
GYPA
TRIM36
EPHX2
MCF2L2
SCNN1A
OCA2
GABRA5
GPR37
SLC6A15
GABRA5///LOC100509612
TRPM4
SLCO4C1
COL4A5
PRKCA
POF1B
DUSP4
AR
CEACAM6UGT2B17
SYT17
SEMA3E
TMC5
RTEL1
RAB27B
KCNK12
CREM
CORO1B
ANXA9
TMX4
PAX3
SLC27A2
EPO
TSPAN1
HIST1H4J///HIST1H4KHIST1H4J
HIST1H2AG
HIST1H2BG
HIST1H2AD///HIST1H3D
HIST1H3H
TTC12
ACOX2
GPR85
FOXE1
TFPI
PAX2
JMJD7
GABRA2
ANKRD7
SCUBE2
GATA3
LOC284649
CPB1
IL20RA
PIP
DIAPH3
LTF
CLU
PLA2G16
DUSP7
C4A///C4B///LOC100509001
RARRES3
PCDH9
BCHE
BDNF
MYST3
LOC202181
KLF13
NRXN1
CALML5
HLA-DRB1///HLA-DRB3///HLA-DRB4///HLA-DRB5///LOC100133661///LOC100294036///LOC100509582///LOC100510495///LOC100510519
COX11
HLA-DQB1
HLA-DRB4
HLA-DQA1
AP3D1
PITX2MED1
NR0B1
HLA-DRB4///LOC100509582
CA10
HTR7
MYO10
ITPR1
HLA-DRA
HLA-DQA1///HLA-DQA2
STS
TTC9
BIK
FLG
ATP2C2
GRTP1 VIP
GALNT12
FYB
SYK
CFTR
ADAM28
EPB41L3
P2RY13
FAM70A
LILRB1
PAICS
LOC100510692///NAIP
CD300A
SLCO2B1
TREM2
CLEC4A
TGM2
LOC100131298
TCF21
FAM153A///FAM153B///LOC100507397
RASA4///RASA4P
DNAH3
EHBP1L1
SLC2A5
BST1
FCGR2C
SPP1
ADAM8MYH1
DIRAS2 SLC16A3
PLXNC1
C8orf84
LILRA2CD28
BCKDHB
EPOR
PSG1
RAB25
CXCR2
TLR8
SIGLEC1
PBX1
HOXA1
MARK2
HOXA11
HOXA10///HOXA9
TRPM1
HOXA10
CLDN7
KRT7 BMP7
SLC37A1
CLDN4
NVL
KRT19
PLEKHA6
TJP3
SLC9A3R2
SRCAP
MYO6
FRK
MMP15
SSH3EGR4
KCNK1
CLDN3
RET
FOXD1
ERO1LB
SIDT1
PVALB
SMA4///SMA5
FOXC1
CALCRL
GCAT
KLRF1
RAC2
TRBC1///TRBC2
CSF2RA
ZNF771
PBRM1
EDA
C17orf60
SPOCK3
APOC2
BIN2
PTGDS
AIF1
FAM135A
LRMP
TPH1
GNRH1
HIST1H4L
RGS13
CR1
PTPN22
CD52
PECAM1
CLPB
MBNL3
RFPL1
RRP12
PYCRL
PRDM13
POU4F1
JRK
GPR19PRKCB
PTPRC
TH
RNF24
ITGA4
TMEM156
SH3GL2
ANP32E
FBXO11
RNFT2
SNAP91
TUBB1
HELLS
RECQL4
RAD54B
PCDHA6
NMU
ATP1B4
RAD54L
ZIC1PRSS21
TMEM158
TFF2
LRFN4
FADS1
PRAME
CTAG1A///CTAG1B
ORM1
PAK7
GDPD5
ORM1///ORM2
PIK3R4
FGG
CAMP
SEZ6L2
LBP
GABRE
FGB
GPR109B
CST6
QPRT
S100A9S100A7
CSTA
S100A8
P2RY2
AQP4
KCNK15ALDH3B2
UGT1A8///UGT1A9
ARSD
LOC100289775///WNT7B
IL4
TDRD1
UGT1A1///UGT1A10///UGT1A3///UGT1A4///UGT1A5///UGT1A6///UGT1A7///UGT1A8///UGT1A9
ABCC3
AKR1B10
ABCA12
FABP6
PTHLH
SEMA3C
CALB1
C6orf26///MSH5
CA12
FOXG1
PADI3
DUSP6
SLC38A4
TMPRSS11E
MSX2
CLCA2
MYBL1
TNIK
DTNA
OBP2A
ACSL6
IL12RB2
COBLL1
HSD17B1
ADAM22
EGOT
ART3
CA8
NRG2
APOBEC3B
MAGIX
SIM1
WNT6
MSLN
OBP2A///OBP2B
ELAVL2
GPR172B
EN1
LPAR4
DACH1
ZFP2
PP14571
EYA1
UGT2B4
CYB5A
TCN1
TM7SF2
ATP8A2
L1CAM
PRSS12
LOC100505650
ZNF334
TMPRSS3
WFDC2
PGBD5
MUC16
DNALI1
MLPH
SPDEF
FOXA1
KIAA1324
TFF3
SLC44A4
TFAP2B
EGF
HPX
REEP1
TFF1
TOX3
ZNF407
CRISP3
C8orf4
SIX1
AGR2
KCNJ3
SYT1
UCHL1
COCH
KIF1A
MCOLN3
FSD1
ADD2
KCNH2
ESRRG
MBL2
INSM1
ALDH1A3
TBX3
CACNA1D
TMPRSS2
CLDN8
OLFM4
IGF2BP3
ALDOB
PCDHB13
N6AMT1
PCDHB8
HLCS
PCDHB3
GCM2
MAOA
RPE65
AZGP1
PRKD1
HSD3B1
SLC12A1
SPRY4
ACADL
TRPV6
LARGE
CYP2B7P1
GAMT
FLJ11235
SYNPO2L
C2orf72
TP53TG1
CEP135
KIAA1659
MAP9
GNMT
PNPLA4
ALDH4A1
UGT2A3
GRIA1 SCG3
KCNE1L
CTTN
FEZF2
PTK6
LOC1720
PCCA
EEF1A2
HRASLS2
DIO1
CAPN9
SLC35F5
GRM1
TLE4
ACE2
SYCP1
CEL///LOC100508206
PON3
EIF1AY
RALYL
FAM5C
ACSBG1
PNMT
CYP2B6///CYP2B7P1
FCN2
UGT2B28
TMOD2
KYNU
STEAP4
ADAM2
ZCCHC11
CYP4F8
FAR2
CUX2
RAB3BGABRB3
SULT1C2
GLRA3 KCNJ4
SLCO3A1
ELOVL4
SH3BP2
FES
AP4E1
EPHA4
EFHD1
CRISP2
IGF2BP2
SCGB2A2
MNX1
SCGB1D2
MYOM2
AKR1D1
MFSD7
HPD C9orf156
ACSM1
PTPN20A///PTPN20B
FUT9
GHR
CCND1
THAP9
CDKN2B
RIT2
CDKN2A
HIST1H2BC
HIST1H2AE HIST1H2BJ
HIST2H4A///HIST2H4B
HIST1H3B
ARHGEF26
HIST1H2BH
HIST1H3G
HIST1H2AM
CDR1
GRIA3
LIN7A
HIST1H1C
HIST1H4H
HIST1H2BM
H2BFS
LOC100510224
USH2A
HPGD
SEMG2
HIST1H2BO
RAB9BP1
LPA
ITGB1
STK3
TTTY2
SCGB2A1
ABCC2
MTMR7
MAPT
SELENBP1
CTNNA2
DDC
SOS2
ABLIM3
PTPRT
PMAIP1
TFR2
MOSC1
CAMK1D
GAL
KCNMA1
KRT20EPB41L4A
CES1
XPNPEP1
PIP
CLDN-Enriched
Extrecellular Exosome
Plasma Membrane
Actin Binding
Integral component of Plasma Membrane
Extracellular Matrix
Desmosome
Keratinization
Protein Binding
Extracellular Space
Extracellular Exosome
Cell Adhesion
Cytosol
Chemokine Activity
MHC Class II Receptor
Inflamatory Response
Ig Receptor Binding
PPAR pathway
Plasma Membrane
Extracellular Matrix
Metabolic Pathways
Nucleosome
Cell Cycle
Cytosol
Nucleoplasm
Figure 1. PGM resulting network; each functional node is encoded from 0 to 26. Each box (node) represents 
one gene, and lines (edges) connect genes with related expression. Functional nodes are represented by the same 
color, and metanodes are presented the same color palette, with basal nodes in red, luminal nodes in blue and 
immune nodes in green.
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Activity of functional nodes in cellular groups. The activity of the main functional nodes was assessed 
in each cellular group. CLDN-low tumors had lower activity than every other tumor subgroup in the functional 
nodes related to alpha-amylase activity and regulation of actin cytoskeleton, and higher activity than the other 
subgroups in the haptoglobin binding functional node. CLDN-high tumors had lower activity than basal tumors 
in the actin binding functional node, higher activity than tumors belonging to any other subgroup in chemok-
ine activity functional node and lower activity than CLDN-low and LAR subtypes in the haptoglobin binding 
functional node. Basal tumors had higher activity than any other tumor in the functional nodes related to cell 
adhesion and regulation of the actin cytoskeleton. Finally, LAR tumors had lower activity in the nodes related to 
cell adhesion, G1/S transition of mitotic cell cycle and chemokine activity (Sup. File 4).
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VEGFA
CA9
MEOX2
CA2
DPYSL4
MTUS2
IL33
NGFR
ABCB4
ABCB1///ABCB4
C7
ITM2A
ABI3BP
LRRC2
CXCL14
IGF1
CCL14///CCL14-CCL15 TBX2
TIE1
CCDC102B
CACNA2D3
SEC24D
EMCN
HBA1///HBA2
CD1C
TNXA///TNXB
HBB
DARC
CD1E
CLEC3B
CD1B
CUEDC1
PCDHGA8
IGFBP5
IGFBP2
MYCN
CLN8
LOC100289109
SLC16A4
EVC
PSD3
EDNRA
KCNN2
AREG
ADAM12
MME
DKK1
PDPNTNC
EREG
LEPREL1
MYB
EMILIN1
TTC22
FBN1
ASPN
MFAP5
SGCD
POSTN
CYBRD1
C6orf54
F3
PLCB4
SEPT8ST3GAL1
NLGN4X
WNT5A
AGXT
MYO1B
NPVF
ZEB1
FAM198B
MMP13
EMX2CDH13
OMD
ODZ3
SYNE1
TNFSF11ROBO3
EPYC PRKG1
KERA
NRP1
RUNDC2C
TRPC1
GULP1
SERPINE1
TWSG1
DHRS7
VCAN
COL4A3
GNRHR
WT1
MMP9
HS3ST3A1
STMN2
SPON1
SMARCA1
PCSK5
TMEM144
NPPC
MYO5A
SI
MMP3KCNJ15
F13B
MMP1
CNGB1
UTP14A
AKR1C1
TPSAB1///TPSB2
SVEP1KCND3
AKR1C2
AKR1C3
LRRN3
NTS
COMP
ITGB6
DIO2
ITGBL1
C7orf10
RGS4
MATN3
CST1
INHBA
ANTXR1
CACNG4
SLC22A3
HGF
FHL1
CPZ///GPR78
HSD17B6
TRPA1
PDE5A
NTM
GLRA2
DPT
PTPRN2
HTR2B
GNAL
CCL23
SCN1A
OGN
CCDC68 CHL1
ADAM23
F2RL2
BHMT2
FN1
NR5A2
MFAP4
KIAA1199
NKX3-2
SALL1
CTGF
MMP11
GRP
CORIN
COL10A1
GREM1 COL11A1
FBLN2
ZNF385D
SUN1 BAIAP2
RASAL2
PRKAG2
GPER
SP2
PTPRC
CLEC4A
RGS13
TMEM156
TGM2
ADAM28
BIN2
PTPN22
PAICS
BST1
PLXNC1
ADAM8
SLC16A3
SPP1
FCGR2C
DNAH3
DIRAS2
SLC2A5MYH1
TCF21
CD300A
LOC100131298
TREM2
SLCO2B1
FAM153A///FAM153B///LOC100507397
C17orf60
APOC2
AIF1
EHBP1L1
RASA4///RASA4P
SPOCK3
GNRH1
PRKCB
RNF24
PECAM1
FAM135A
ITGA4
TH
TPH1 ZNF771
CALCRL
GCAT
HIST1H4L
KLRF1
CSF2RAPBRM1
MGAT4C
MORC1
TAC1
PAMR1
ZNF157
C6orf103
CLSTN2
LMOD1
GAP43
CDKN1C
MMP10
GC
AASS
WFDC1
LAMA3
DST CNN1
MYH11
REG1A
COL17A1CLCA4
IL2
TPM2
GSTA1
ACTA1
MYLK
ANGPT1
SH3BGR
SMAD6
ACTG2
PLA2R1
LOC100132247///LOC348162///LOC613037///LOC728888///LOC729978///NPIPL2///NPIPL3
TTC18
SOX3
DPPA4
DPEP2
RAB3GAP2
DLX2
PRKDC
BMP5
SCN9A
ALDH1A1
CHIT1
PTGDS
KCNV1 KLRB1
RAC2
CCL22
SIGLEC8
CD52
EDA
CR2
CD22
BANK1
BLK
CXCR5
IGHV5-78
RERGL
C20orf103
LHX2
EDNRB
SCN3A
OLFM1
LYVE1CYTL1
GIPC2
D4S234E
UBASH3A
PLA2G2D
GYPE
PDE4DIP
MAP4K1
LY9
UTY
MS4A1
AICDA
SLC6A8
CCL21
CCL19
DMRT1 SELE
SPANXB1///SPANXB2///SPANXF1
UTS2
MYH3
ANKRD36BP2DPP4
OBFC2A
CAPN3
CD163
EIF3F
PF4V1
GGT5
HIC1
ERC2
NPAS3
PGBD5NRG2
L1CAM
PRSS12MUC16
LOC100505650
HSD17B1
ZNF334
WFDC2
EGOT
ADAM22
ART3
TMPRSS3
GPR172B
DTNA
IL12RB2
WNT6
ELAVL2
ACSL6
SIM1
TRPM4
GPR37
OCA2
PP14571
GABRA5
SLC6A15 TCN1
GABRA5///LOC100509612
TNIK
MYBL1
EN1
APOBEC3B
MAGIX
CA8
MSLN
OBP2A///OBP2B
OBP2A
COBLL1
DACH1
TM7SF2
TMC5
SCNN1A
LPAR4
UGT2B4
KRT6B
KRT15
KRT14
KRT17
LY6G6E
RYR1
CYP24A1
KLK11
KLK10
GLDC
KLK5
TNNI2
C6orf15
ABCA4
CLDN10
CEACAM1
S100A2
LGALS7///LGALS7B
SLC6A14
TNFRSF11A
FAT2
DSC1
EGFR
KRT5
RAB38
SOSTDC1
KRT75
PADI4
DSC2
NR2E1
SOX9
PLCH1
HR
BARX2
NMNAT2
HTR2C
GAGE1///GAGE12C///GAGE12D///GAGE12E///GAGE12F///GAGE12G///GAGE12H///GAGE12I///GAGE12J///GAGE2A///GAGE2C///GAGE2D///GAGE2E///GAGE4///GAGE5///GAGE6///GAGE7///GAGE8
MAGEA11
GAGE1///GAGE12F///GAGE12G///GAGE12I///GAGE12J///GAGE2A///GAGE2B///GAGE2C///GAGE2D///GAGE2E///GAGE3///GAGE4///GAGE5///GAGE6///GAGE7///GAGE8
GAGE12F///GAGE12G///GAGE12I///GAGE5///GAGE7
CCDC70
TYRP1
ANKRD1
MAGEA5
PLCB1
MAGEA3
GPC5
MAGEA6
GNGT1
MAGEA1
CTAG2
CSAG2///CSAG3
MAGEA2///MAGEA2B
TFF2
MAGEA12
CTAG1A///CTAG1B
NLGN4Y
GAGE1///GAGE12F///GAGE12G///GAGE12I///GAGE12J///GAGE4///GAGE5///GAGE6///GAGE7
LOC51152
GAGE3
GAGE12C///GAGE12D///GAGE12E///GAGE12F///GAGE12G///GAGE12H///GAGE12I///GAGE2A///GAGE2C///GAGE4///GAGE5///GAGE6///GAGE7
BAGE
PRAME
PRSS21 ZIC1
TNFRSF11B
MAGEA4
LRFN4
MAGEA9///MAGEA9B
RAD23B
BMP2IRF4
SERPINB7
HES2
SERPINB4
SERPINB3
CDH3
SERPINB13
SERPINB2
SFN
CHD7CELA2A///CELA2B KRT13
SPRR1B
SPINK5
LYPD3
STYK1
KRT6A
RGS20
ADRA1A
CDATRGV5
NUP62CL
ARL14
CWH43
CRCT1
SPRR2B TMPRSS4
GPR87
SPRR1A
SPRR3
CYP3A5
SOX15
SCEL
PI3
KRT4
KRT6A///KRT6B///KRT6C
RHCGNFE2
TRIM29
LY6D
SLC15A1
APLP1
TNNT1
KRT16
BARX1
KCNG1
PITX1
RPL5///SNORA66
RBP1
WNT5B
FHOD3
PDLIM4
CCNA1
ANXA8///ANXA8L1///ANXA8L2
PCYT1B
C6orf26///MSH5
LOC100289775///WNT7B
ARSD
GABRE
PTHLH
AQP4
ALDH3B2
P2RY2
SEMA3C
CAMP
IL4
AKR1B10
ABCC3
CLCA2
JMJD7
TDRD1
TTC12
FOXE1
ZNF557
CDY1
GPR85
GYPA
ST3GAL6MEGF9
TRIM36
GABRA2
ALCAM
MCF2L2
ORM1
S100A7
CST6
LBP
ORM1///ORM2
GDPD5
PAK7
PIK3R4
FGB
QPRT
SEZ6L2
S100A8
CSTA
GPR109B
UGT1A1///UGT1A10///UGT1A3///UGT1A4///UGT1A5///UGT1A6///UGT1A7///UGT1A8///UGT1A9
FGG
S100A9
KCNK15
UGT1A8///UGT1A9
ABCA12
CA12
FABP6
FOXG1
MSX2
SLC38A4
CALB1
ETV4
MVD
MLXIP
LOC647070
HNRNPH1
CYP1B1
IRX4
TFAP2C SORT1
LAMA2
SHMT1
PKNOX1
SNAP23
CDV3
SPICE1
KITLG
ASB4
MLLT4
MAU2
PHLPP1
C18orf25
EFCAB2
MCL1
RNF6
GM2A
IQCH
LGSN
PSPH
CHD1L
APOF
TRPC3
MTAP
EPB41
PML
ZNF238
TBC1D22B
SPTLC3
PLD1 RBPMS
ST6GAL1 FKBP5
SRD5A1
SUCLG2
ADAM3A
PPP1R3A
IL17RC
CXorf57
FRMD4A
NOVA1
CDH1BTBD18
GPR56
ACTN2
NRAP
GSTM4
EIF5A
NUMA1
PEX6
BRAPARPC4
ARFGEF2
SLC4A7
BCL2L1B3GALT2
PMS2L2
ZIC3
TP53
RAB6A
PCYT1A
C7orf44
RARS2
ZNF471
KCNV2
EZH1
CLCA3P ELK4
CDYL
IL26
DHX34
ID2B
Node 8
Node 9
PLXNB1
UBE4B
TBL1X
DDX17
ABHD2
FOXO3///FOXO3B
ZNF780A///ZNF780B
PDZK1
KDSR
HHLA2FBXO38
ZNF682
TAF9B
GDAP1
RNFT1
GPR161
TAF13
C14orf105
POU1F1
LRP12
TUBB2A///TUBB2B
BTF3P11
PAH
ASPH
EXOC5
CPD
TLK1
C1orf129
LCMT2
REPS1
IBTK
ZNF287
PKD2L2
IL-8
ITGA6
SSX3
SSX1
LDLR
SENP7
SCD
ZBTB33
SLC13A1
UBR2
LRRC37A4
PICALM
IMPG2
MHC-2
Node 14
Node 13
Node 12
Node 15
WHSC1
MED18
AP1S1 STIP1
GRM8
PLEC
ZFP36L2
OPRM1
RAB7A
UBE2D1
MAPRE2
DMP1
SLC30A10
PHLDA1
FZD8
SPTBN1GSN
ITGB4
USP9Y
PCDHGA10///PCDHGA11///PCDHGA12///PCDHGA3///PCDHGA5///PCDHGA6
NRP2
BGN
COL6A1GPC1
MAZ
RYR2
GPR137
TBX1
ARHGDIA
TCF3
SEPT9
SLC5A12
C10orf137
CRY2
LARP4B
MPP6
OSGIN2
YBX1///YBX1P2
ORC5
ITGB3
FOS
DUSP1
LOX
TWF1
SLC30A4
C10orf92
GTPBP10
TYMS
MYH8
SSX4///SSX4B
CCDC144A
BCAT1
THBS1
PTPN12FCF1///LOC100507758
GAS1
TGFBR2
DIAPH2
SGCB
LOXL2
ZNF549
TRBC1///TRBC2
EPB41L4A
ANP32E
KCNMA1
XPNPEP1
GAL
TFR2
MOSC1
PTPRT
PMAIP1
ABLIM3
CAMK1D
SH3GL2
PRDM13
RFPL1
SNAP91
RNFT2
POU4F1
FBXO11
TUBB1
GHR
FUT9
CDKN2A
CES1
CDKN2B
KRT20 PTPN20A///PTPN20B
CCND1
THAP9
RIT2
GLRB
CDKAL1
F2RL1
CAMTA1
USP53
HEY1
CCL2
GALNT14
STXBP6
NAG18
MGAT3
STAR
ESR1
MCF2
MST1///MST1P2///MST1P9
NOL4
GRIK2
VASH2
IL27RA
IL1R2
INHBB
ARNTL2CCL14-CCL15///CCL15
ADAMDEC1
DCAKD
NCF1///NCF1B///NCF1C
NKG7
EPHA5
TNFRSF4
RHAG
NBLA00301
SPIB
MYBPC2
CCL5
DENND2A
BCL2A1
JAK2 PDE3A
MARCO
SV2B
DGKB
PRSS2
KHDC1L
EDN3
BCAN
CYP27A1
NUP54
CFB
TAP2
KLHL23
GABBR1///UBD
PSMB8
BIRC3
HLA-DOB
KRTAP9-9
PLA1A
HEPH
MSTN
TARP///TRGC2
CD7
ATRNL1
TNFRSF25
DOPEY1///LOC100509911
IKZF1
PPP1R16B
GPR18
TRAT1
GZMM
ZAP70
IFNA2
IL21R
LGALS2
STAP1
PTPRCAPTRAF3IP3
C3
SAA1///SAA2
CXCL13
KLRC4
SORCS3 CCDC69
ARHGAP25
DOPEY2
IRAK3SCGB1A1
BAI3
VNN1
PCDHGB6
VNN2ERAP1
CLIC2 FLT3LG
IFNA8
SP110
FMO3C9
FAIM3
NLRP1 RASGRP2
CYorf15B
NKTR
CYP7A1
ATXN3
SEMG1
ACAP1
CCND2
IL2RA
TARP
EPHA7
PIK3CG
CRTAM
GZMK
PHACTR1
SH2D1A
CD3G
GPR171
LRRC19
IGLJ3
IGKV1D-8
IGHA1///IGHA2///IGHD///IGHG1///IGHG2///IGHG3///IGHM///IGHV3-48///IGHV4-31///LOC100126583///LOC100291917
IGKC///IGKV1-5///IGKV1D-8///LOC652493///LOC652694
IGLV2-23
IGK@///IGKC///LOC652493///LOC652694
IGLL5///IGLV2-11
IGHG1///LOC100293559
GPR25
ATP2A3
CD38
GALR2 CCK
DENND5B
ISG20
CYP2C18
CXCL9
RGS1
IGHA1///IGHD///IGHG1///IGHG2///IGHG3///IGHM///IGHV4-31///LOC100510678
IGKC
TNFRSF17
IGK@///IGKC///IGKV3D-15///LOC100510044
IGKV4-1
IGK@///IGKC
MGC29506
NPY2R
TRMT1
CXCL11
IDO1
LAG3
CD47
CXCL10
LOC100127886
IGLV1-40
IGLV1-40///IGLV1-44
IGLV6-57
CCL8
RENBP
C1orf21NEDD4L
CCL7
MS4A3
IGLC7///IGLV1-44
IGHG1///IGHG2///IGHM///IGHV4-31
IGLV1-44///LOC100290481
IGJ
IGHA1///IGHA2///LOC100126583
IGLC7///IGLV1-44///LOC100290481
IGHD
IGLL3P
POPDC3
ZBBX
LAMC3
IGHA1///IGHG1///IGHG3///IGHM///IGHV4-31///LOC100510678
IGHA1///IGHG1///IGHM///IGHV3-23///IGHV4-31
IGHM///LOC100510678
RGPD5///RGPD6
Node 2
Adipocyte
Node 4
Node 3
Node 5
Node 6
Node 7
IGKV3-20
ZNF214
IGHV3-48///IGKV3-20
LRP1B
IGHA1///IGHD///IGHG1///IGHG3///IGHM///IGHV1-69///IGHV3-23///IGHV4-31///LOC100126583
GSC2
IGHM
PRDM2
IGHA2///IGHD///IGHG1///LOC100126583///LOC100510361
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHG4///IGHM///IGHV4-31///IGHV4-59///LOC100126583
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHG4///IGHM///IGHV3-23///IGHV4-31///IGHV4-59///LOC100126583
G6PC
NAV3
IGHA1///IGHG1///IGHG2///IGHG3///IGHM///LOC100126583///LOC100290036
FCGR1A
IGH@
IGHA1///IGHG1///IGHM
IGHA1///IGHA2///IGHG1///IGHG2///IGHG3///IGHM///IGHV4-31///LOC100126583///LOC100290036
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHG4///IGHM///IGHV4-31///LOC100133862
IGHG1///IGHM///LOC100133862
IGHM///LOC100133862
TRIM58
IGHA1///IGHA2///IGHG1///IGHG3///IGHM///IGHV3-23///IGHV4-31
IGHA1///IGHA2///IGHD///IGHG1///IGHG3///IGHM///IGHV3-48///IGHV4-31///LOC100291917
KCNN3
LOC100287927
IGHA1///IGHD///IGHG1///IGHG3///IGHM///IGHV3-48///IGHV4-31///LOC100291917
OPCML
FAM13C
IGHG1///ZCWPW2
IGLV4-60
BRDT
RNF32
NR4A2
C11orf67
FOSB
FAH
EXOG
RAG2
TREX1
CDH4
CACNB2
IGL@
IGLV3-19
SEMA3D
CXCL6
CXCL3
CXCL5
CCL20
CXCL1
CXCL2
ADAM7
ST8SIA3
KIAA0087
RTP4
CEACAM8
DHX58
HCG4
MEST
BST2
CPS1
HESX1
MX1
IFIT1
IFI27
IFI44L
C14orf143
FOSL1
PPBP
DENND4B
IL1RAP
RETN
ICOS
CDH6
KLRC3
KLRC1///KLRC2
TNFRSF10D
IFIH1
ERAP2
GAD2
HYAL1
LAMP3
LOC283079
AQP9
IL8
CCL18
MMP12
CCL13
SLC11A1
USP49
EBI3
SLC2A6
IL32ELF4
GZMH
AGT
ITGB7
CXCR6DKK4
SYNGR3
LOC57399
SLC6A6
CAT
PTH2R
TRPC5
CD8B
TNIP3
XCL1
CTSW
GNLY TRD@
XCL1///XCL2
TRDV3
GZMB
STMN3
MAP2K5
LOC399491
HELLS
C20orf195
RAD52
LAMB4
FLJ11292
NUP210
CDC45
ZFX///ZFY
RIBC2
KIF24
PDK3
AMACR
CENPN
CHAF1B
ZNF165
HSPC159
ZNF674
ATP11A
ING1
GPSM2
RAD51
IFT74
ABCG5
BCL2L11
IPW
PLK4
ZNF208
KIAA1024
LOC644450
SNRPN
PAR5
IGHG1
P2RX5
IGKV1-5
POU2AF1
SLAMF7
IGK@///IGKC///IGKV1-5
RAP2B
DHFR
BRCA2
TTLL4
CDC25A
GREM2
ODF2
CHAF1A
OVOL1
FOXM1
BUB1
MCM10
CDCA8
DDX11
GPR19
PCDHA6
JRK
RAD54L
RRP12
NMU
CLPB
PYCRL
MBNL3
RECQL4
ATP1B4
TPR
SUV39H2
ZNF257
HOMER3
RAD54B
FAM169A
FBXO17///SARS2
DZIP1
TUBB2B
PLP1
GDF1///LASS1
GAS2
DCT
LPHN3
GSTT2
LYPD1
CDH2
FABP7
NPR2
SV2A
ANO3
PPARGC1A ID4
MYBPC1
PRELP
FLJ13197TRO TMEM100 HLF
TCEAL2
PCSK1NSOX11
MAGED4///MAGED4B
TMSB15A
NUDT11
GAD1
CHRM3
SMR3A PRR4
ARSJ
MUC7
AQP5
ZNF44
PNMAL1SMR3A///SMR3B SMR3B
IMPG1
MYOZ2
ACSM3
CP
NDUFA2
CDK5R2
LIF
NPTXR
ZC3H7B
FAM149AZNF711
N4BP2L1
ARL17A///ARL17B
ELOVL2
DDX43
KRT81
SORBS2
SERPINA3
ST6GALNAC2
FGF13
MET
NPR3
HSPB2
PCTP
C5orf23
FKBP10
CRYABKCNAB1
KCNJ16
CA10HLA-DRB1///HLA-DRB3///HLA-DRB4///HLA-DRB5///LOC100133661///LOC100294036///LOC100509582///LOC100510495///LOC100510519
HLA-DQA1
MYO10
HLA-DQB1
HTR7
NR0B1
PSG1
CXCR2
EPOR
FYB
VIP
SYK
C8orf84
GALNT12
CFTR
HLA-DRB4
HLA-DQA1///HLA-DQA2
LRMP
ITPR1
HLA-DRB4///LOC100509582
HLA-DRA
CR1
P2RY13
LILRB1
EPB41L3
SIGLEC1
FAM70A
LOC100510692///NAIP
GRTP1
SMPDL3B
ORC4
PODXL2
MGC2889HRASLS
COBL
PART1
CADM4
RIMBP2
HEY2
NYNRIN
FLJ22184FGF9
KIT
LOC100509761
ANKS1B
ARHGEF12
EPCAM
SHANK2
EPN3
RAC3
RRAD
SNAP25
EVPL
ARHGAP8///PRR5-ARHGAP8
IQCK CD28
LILRA2
TLR8CGREF1 BCKDHB
MYLK3 PDE6C
EFNA3
HSD11B2
PDGFRA
KCNJ13
C14orf106
C1orf116
SLC25A31
EHFCD24
SLC25A37
SLC27A5
EEA1
CBLC
ZNF81
BCL11A
APBA2 MPHOSPH9
EIF2S2
SYCE1L
PPP2R3B
MED6
SNAPC5
C10orf81
S100P
FXYD3
CCDC88A RAB25
BTC
PRSS8
NEK1
PACSIN3
ZNF224
LRRTM4
CRISP1
ST18
MBD2
GPRC5A
DUOX1
MUC4
CRAT
NKX2-2
PDE9A
GPM6B
NFIB
C6orf155
MMP20
UGT8
MMP7
VGLL1
SNPH
STC2
LOC389906
BMP4
CALB2
DNAJC6
SLC25A21
BAMBI NEFH
GPR64
ODAM
MFGE8
RFPL1S
RNF128
LRRN2BPI
KBTBD11
CSN3
MOG
S100A1
GRB14
OLAH
LALBA
CSN1S1
MUC5B
NFASC
NUDT4///NUDT4P1
ELF5
ROPN1B
PLK1S1SLC1A1
PEG10
LRP2
SNCAIP
SIX3
KCNJ12
GABRP
CHI3L1
ATP6V1B1
CHODL
SLURP1
GCNT2
KRT83
CRABP1SLC7A8
TMOD1
EPHX3
VSNL1KLK7
DSC3
GJB5
DSG3
SLCO1A2
QPCT
PYGB
CHST3PLA2G4A
SMPX
HRK
IFT122
SLC16A1
CYP39A1
VAV3
PTH
PVALB
FOXD1
FOXC1 RET
ERO1LB
MIA
NKX2-5
LAMB3 PTGS2DSG1
COL9A3
FERMT1
PTPLA
DLGAP1
WISP3
FADS1
TMEM158
LGR5
CACNA1A
SIDT1
FAM149B1
KLK6
PKP1
TGM1
GJB3
SCAND2 CYLC1
TFPI
DUSP6
PADI3
SMA4///SMA5
TMPRSS11E
ACOX2
PAX2
SERPINB5
PTX3
KIAA1644
PCOLCE2
CDH19
CSPG4
FCGBP
SNTB1
TRIM9
CA3
TF
GPR143
NPAS2
SERPINA5
PTPRZ1
EDDM3A
MRAS
S100B
ARNT2
MCF2L
RPRM
LOC100289410
GPLD1
CA6
ZNF667
CYP4B1
PLEKHB1
PCDH8
NRTN
NES
PLCE1
ZNF135
ARHGAP44
FAM107APCP4
STOM
IGF1REDN2
MTRF1L
NPY1R
SLC4A8
MFI2
KCTD14
SFRP1
CNTNAP2
FFAR2
SOX10
TTYH1
GRM5
GABBR2
TEX14
PCSK6
SYNM
NTRK3
LMF1
TSPAN12
ZNF780B
KCNK2 SEMA6A
CRHR1
GNAS
FGFR2
TFPI2
KRTAP1-3MATN2
IL17B
MAOB
MYOT
DCX
FGF2
CAPN6
NTRK2
PNLIPRP2
HAPLN1
COL9A1
ADCY2
DLX5
COL11A2
CYP26B1
FBN2
COL2A1
FGFR3
TGFB2
PRRX2
WIF1
SUSD5
CRLF1
MPPED2
CTNND2
GP1BB///SEPT5FZD9
EXTL1
MBNL1
SCRG1NCAN
MFAP3L
GFAP
RGR
ACAN
PEG3
SEMA3B
DLK1
SLC6A20
PLAG1
GRIA2
GTF2A1L///STON1-GTF2A1L
HOXB6
MLC1
WLS
ST8SIA1
GDF15
SUSD4
STK24 TSFM
B3GNTL1HEXIM1
TSHR
PHF3
ABCF2
SATB2PCDH7 GP5
PLGLB1///PLGLB2PSCA
KCNQ1
RAD21L1
C21orf2
RRP15
PTPN2
KBTBD10
INVS
LOC100287076
FOXI1
LCN2
GPC4
CLDN1
AMY1A///AMY1B///AMY1C///AMY2A///AMY2B
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Figure 2. PGM represents the resulting network in which each functional node is encoded from 0 to 26, each 
box (node) represents one gene and lines (edges) connect genes with related expression. Genes from Rody’s 
metagenes are represented by different colors.
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Figure 3. Workflow from the sparse k-means groups in each metanode to the final cellular classification.
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Immune metanode activity: Immune characteristics. On the other hand, taking the immune metan-
ode into account, tumors were split according to their immune (IM) activity. High/low immune activity was 
defined with the sparse K-means method using genes included in the IM metanode. Some 259 (52%) samples 
were included in the IM-positive (IM+) group and 235 (48%) were included in the IM-negative (IM−) group 
(Table 4).
IM+ tumors had a better prognosis than IM- tumors (hazard ratio [HR], 0.7286; 95% confidence interval 
[CI] 0.5329–0.9961; P < 0.05) (Fig. 4A). In addition, the immune metanode activity had a prognostic impact on 
the groups defined by the cellular classification. Patients with IM+/LAR subtype tumors had a better progno-
sis than those with IM−/LAR tumors (HR, 0.3474; 95% CI 0.1657–0.7284; P < 0.05). Also, patients with IM+/
CLDN-high tumors had a better prognosis than those with IM−/CLDN−, although these differences did not 
reach statistical significance (HR, 0.3556; 95% CI 0.04115–0.9828; P = 0.057). IM activity had no impact on the 
prognosis of the basal and CLDN-low subtypes (Fig. 4B).
Comparison between Cellular classification and PAM50, TNBC4-type and Burstein’s classifica-
tions. Cellular classification and previous classifications were compared (Fig. 5). The basal subtype is highly 
enriched in basal-like immune suppressed (BLIS) and basal-like immune associated (BLIA) (Burstein 2015), 
basal (PAM50 + CLDN-low) and M (Lehmann 2016) subtypes, and it is poorly represented in the LAR subtypes 
from the Burstein and Lehmann classifications. The CLDN-high subtype is highly enriched in BLIA (Burstein 
2015) and BL2 (Lehmann 2016). The CLDN-low subtype is highly enriched in MES (Burstein 2015), LumA 
(PAM50 + CLDN-low) and BL2 (Lehmann 2016). The LAR subtype is highly enriched in LAR (Burstein 2015), 
LumA (PAM50 + CLDN-low) and LAR (Lehmann 2016). The LAR subtype is not present in Basal (PAM50) and 
BL1 (Lehmann) assignations (Fig. 5 and Table 5).
Immune characteristics and previous classifications. The Mesenchymal subtype from the TNBC4 
type7 was highly enriched in IM- samples (148 samples of 187, 80% of all M subtype samples). Also, BL2 was 
Luminal N Basal N CLDN Tumors % of total Cellular N
— 403 (82%)
— 93 (23%)
High 40 (43%) 8% CLDN-High 40 (8%)
Low 53 (57%) 11% CLDN-Low 53 (11%)
+ 310 (77%)
High 245 (79%) 50%
Basal 310 (63%)
Low 65 (21%) 13%
+ 91 (18%)
— 84 (92%)
High 79 (94%) 16%
LAR 91 (18%)
Low 5 (6%) 1%
+ 7 (8%)
High 7 (100%) 1%
Low 0 0%
Table 2. Number of tumors classified in each metanode sparse k-means group and in the cellular classification.
Cellular 
Classification
Tumor size Grade Nodal
T1 >T1 p-value G1 or G2 G3 p-value N0 N1 p-value
Basal 76 (32%) 163 (68%) 0.169 45 (18%) 199 (82%) 0.015 168 (83%) 35 (17%) 0.262
CLDN-High 2 (7%) 27 (93%) 0.023 5 (14%) 31 (86%) 0.110 19 (83%) 4 (17%) 0.795
CLDN-Low 10 (24%) 32 (76%) 0.853 20 (49%) 21 (51%) 0.005 28 (72%) 11 (28%) 0.313
LAR 11 (17%) 54 (83%) 0.121 33 (53%) 29 (47%) <0.001 36 (67%) 18 (33%) 0.056
Total 99 (26%) 276 (74%) — 103 (27%) 280 (73%) — 251 (79%) 68 (21%) —
Table 3. Number of tumors with clinical characteristics. T1: tumor smaller than 2 cm; >T1: tumor larger than 
2 cm; G3: grade 3; G1 or G2: grade 1 or grade 2; Nodal (N0): no node infiltration; N1: node infiltration. % is 
calculated using the total amount of a row for each clinical characteristic. Fisher exact test were performed 
between each group of the cellular classification and the total population (significant p-value = 0.05).
IM negative IM positive
Cellular 
Classification Tumors %
Cellular 
Classification Tumors %
Basal 159 68% Basal 151 58%
CLDN-Low 23 10% CLDN-Low 30 12%
LAR 42 18% LAR 49 19%
CLDN-High 11 5% CLDN-High 29 11%
Table 4. Immune characteristic interaction with cellular classification. According to the chi-squared test, IM 
characteristics and cellular classification are dependent.
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Figure 4. Kaplan-Meier survival curves represent the survival rate of immune-positive and immune-negative 
tumors in the whole cohort (A) and in the four cellular subgroups (B).
Figure 5. Various molecular classifications compared with the cellular classification. From top to bottom, 
cellular, PAM50 + CLDN-low, Lehmann 2016 TNBC4 type, immune and Burstein’s classifications are presented.
Basal CLDN-High CLDN-Low LAR
Burstein N % Burstein N % Burstein N % Burstein N %
BLIA 104 34% BLIA 23 58% BLIA 11 21% BLIA 2 2%
BLIS 149 48% BLIS 3 1% BLIS 3 6% BLIS 1 1%
LAR 4 1% LAR 4 1% LAR 3 6% LAR 76 84%
MES 53 17% MES 10 25% MES 36 68% MES 12 13%
PAM50 + CLDN−Low N % PAM50 + CLDN−Low N % PAM50 + CLDN−Low N % PAM50 + CLDN−Low N %
Basal 125 40% Basal 13 33% Basal 5 9% Basal 0 0%
CLDN-Low 76 25% CLDN-Low 9 23% CLDN-Low 44 83% CLDN-Low 13 14%
Her2 23 7% Her2 6 15% Her2 1 2% Her2 8 9%
LumA 25 8% LumA 7 18% LumA 1 2% LumA 52 57%
LumB 27 9% LumB 4 10% LumB 4 4% LumB 16 18%
Normal 34 11% Normal 1 3% Normal 0 0% Normal 2 2%
TNBC4 type N % TNBC4 type N % TNBC4 type N % TNBC4 type N %
BL1 57 18% BL1 8 20% BL1 1 2% BL1 0 0%
BL2 81 26% BL2 29 73% BL2 47 89% BL2 28 31%
LAR 3 1% LAR 0 0% LAR 1 2% LAR 52 57%
M 169 55% M 3 8% M 4 8% M 11 12%
Table 5. Shows comparisons between Cellular classification and PAM50, Lehmann’s and Burstein’s 
classifications.
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enriched in IM+ samples (135 samples of 185, 72% of all BL2 subtype samples). The IM+ and IM- groups showed 
no prognostic value for the BL1, BL2 and M groups (Fig. 6). However, patients with IM+ tumors had better prog-
nosis than those with IM− in the LAR group (HR, 0.2896; 95% CI 0.1125–0.7273; P < 0.05).
The IM+ and IM- subgroups were evenly distributed in the subtypes defined by PAM50 and CLDN-low, with 
the exception of the HER2 subtype, which was enriched in IM+ (Table 6).
LumA immune-positive tumors had a better prognosis than immune-negative tumors (HR, 2.638; 95% CI 
1.098–6.341; P < 0.05). Basal Immune and normal-like immune-positive tumors also showed a trend toward a 
better prognosis than immunenegative, but the differences were not statistically significant. Finally CLDN-low, 
LumB and HER2 tumors showed no differences in prognosis related to their immune status (Fig. 7).
Finally, the Burstein subtype BLIA was highly enriched in the IM+ (106 samples of 140, 75%) and the BLIS 
was highly enriched in the IM- tumors (119 samples of 156, 76%).
Immune-positive and immune-negative tumors had different outcomes in each of the Burstein’s subgroups. 
BLIA, BLIS and LAR immune-positive tumors as well as MES immune-negative tumors had a better prognosis, 
although the differences were not statistically significant (Fig. 8).
Implications of the cellular classification and the immune characteristic in response to neoad-
juvant treatment. Cellular classification was transferred using genes from the basal and luminal metanodes 
and the CLDN-enriched functional node. Of 153 triple-negative breast cancer tumors, 79 were assigned to the 
basal subgroup (51%), 8 were assigned to the CLDN-high subgroup (5%), 19 were assigned to the CLDN-low 
subgroup (12%) and 47 were assigned to the LAR subgroup (31%). The immune characteristic was transferred 
using genes from the immune metanode. Some 80 samples were immune-negative (52%) and 73 samples were 
assigned to the immune-positive subgroup (47%) (Table 7).
Figure 6. Kaplan-Meier survival curves represent the survival rate of immune-positive and immune-negative 
tumors in the TNBC4-type subgroups.
PAM50 + CLND-low IM− IM+
Basal 69 (48%) 74 (52%)
CLDN-low 62 (44%) 80 (56%)
Her2 10 (26%) 28 (74%)
LumA 43 (51%) 42 (49%)
LumB 27 (55%) 22 (57%)
Normal 24 (65%) 13 (35%)
Table 6. Shows immune characteristics in the PAM50+CLDN-low subgroups.
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Figure 7. Kaplan-Meier survival curves represent the survival rate of immune-positive and immune-negative 
tumors in the PAM50 + CLDN-low subgroups.
Figure 8. Kaplan-Meier survival curves represent the survival rate of immune-positive and immune-negative 
tumors in the Burstein’s subgroups.
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The CLDN-high subgroup presented the poorest prognosis among the cellular classification subgroups. 
Immune-positive tumors had a better prognosis (Fig. 9).
Discussion
TNBC constitutes a heterogeneous disease with various molecular entities. The study of this heterogeneity has 
thus far not conferred significant advances in the treatment of patients. The application of probabilistic graphical 
models (PGMs) provides deep insight into high-throughput data18. In the present study, we used PGMs to unravel 
specific molecular information concerning various biological entities, such as the immune status or the develop-
mental point when the breast stem cell turns carcinogenic.
Previous studies used differences in gene expression to define TNBC subtypes3,6–8,10. Subtypes emerged from 
clustering methods such as HCL or non-negative matrix factorization, which group genes around specific func-
tions. On the contrary, we hereby applied an unsupervised analysis, without knowledge of the functions of the 
genes selected in each step of the process. We ultimately identified the genes involved in 26 different molecular 
functions, which agreed with the metagenes described by Rody et al.5. This approach provides two different clas-
sifications (immune and cellular), each related to particular genes and functions.
Once the PGM functional structure was established, we defined four subgroups: CLDN-low, CLDN-high, 
basal-like and LAR, agreeing with the cancer stem cell hypothesis2,13–15. These four groups identify the point 
of the differentiation process where the stem cell becomes carcinogenic: the less differentiated tumors will be 
CLDN-low, and the most differentiated tumors will be LAR.
Functional node activities confirm that there are differences among cellular subgroups, and some of these 
differences could have therapeutic utility. For example, the activity of node 19 (PPAR signaling pathway) showed 
meaningful differences between the CLDN-low subgroup and the other three, suggesting that PPAR-directed 
therapies might have a different effect on the CLDN-low subgroup. Finally, we observed that cellular subgroups 
had different clinical features.
On the other hand, the immune layer was described in this study as a compendium of functional nodes, each 
of which related to a specific immune function. However, when taking all these nodes together as a metanode we 
were able to establish an immune classification with prognostic value among all the series.
The immune and cellular classifications reflected unrelated biological identities. As shown in Fig. 4, the LAR 
and CLDN-high subgroups presented different prognoses when split by the immune layer. LAR immune-negative 
Cellular Classification Number IM Characteristic Number %Intragroup
Basal 79 (52%)
IM− 41 52%
IM+ 38 48%
CLDN-High 8 (5%)
IM− 2 25%
IM+ 6 75%
CLDN-Low 19 (12%)
IM− 12 63%
IM+ 7 37%
LAR 47 (31%)
IM− 25 53%
IM+ 22 47%
Table 7. Shows the cellular classification and the immune characteristic in the neoadjuvant dataset.
Figure 9. Kaplan–Meier survival curves represent the distant relapse-free survival rate of the cellular and the 
TNBC4-type subgroups in the GSE25066 series.
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tumors were associated with a 30% 5-year survival rate compared with 70% in the LAR immune-positive group. 
The immune-based subtype might also influence the response to immunotherapy. Ongoing trials are evaluating 
anti-PD1 antibodies in breast cancer, particularly in triple-negative disease24. It would be interesting to assess the 
efficacy of anti-PD1 therapy in subtypes defined by immune layer.
We also compared the cellular classification with other classifications previously described7,8,10. LAR is over-
represented in every luminal subgroup regardless of the classification, which demonstrates that this is a homo-
geneous and reproducible group. Similarly, the basal cellular subgroup is overrepresented in basal subgroups 
across classifications. There is also a high correlation (83%) in the CLDN-low cellular groups, which confirms the 
existence of a CLDN-low subgroup independent of the expression of ER, PR and HER2, as previously suggested16.
Our results show that immune features appear across different subtypes. Interestingly, the luminal 
immune-positive group did much better than the luminal immune-negative group. Regardless of the classifica-
tion7,8,10, the immune layer added prognostic information to the luminal subtypes. The immune layer had been 
previously defined as a separate group in these classifications, but it appears to intersect with other biological 
features, providing additional prognostic value.
With regard to the cellular classification, our CLDN-low cellular subgroup had an 89% concordance with the 
basal-like 2 Lehmann’s subgroup, which puts BL2 in the stem cell hypothesis context, suggesting that basal-like 
2 tumors might be caused by early differentiated carcinogenic stem cells. The CLDN-high subgroup does not 
appear in other classifications, which suggests that this is an intermediate group between CLDN-low tumors 
(stem cell not yet expressing CLDN genes) and basal tumors. It might be difficult to draw the line between groups 
in this continuous, cellular differentiation-based classification, although Burnstein’s basal-like immune-active 
corresponded to the CLDN-high immune-negative in our classification. Regardless of the classification, there was 
always a luminal subgroup, one or two basal subgroups and some mesenchymal or CLDN subgroup.
Our classification could also provide some predictive information. CLDN-high tumors had a poor response 
to neoadjuvant chemotherapy. Much effort has been devoted to the prediction of response to chemotherapy in 
TNBC. Cell-free DNA25, tumor-infiltrating lymphocytes26, microRNA signatures27 and proteomics28, among oth-
ers, have recently been proposed as useful methods in this regard. Further research is needed before the cellular 
classification described in the present paper could be considered in the selection of therapy.
This study has some limitations. The 2010 American Society of Clinical Oncology guidelines established the 
1% threshold for the expression of PR and ER29; however, our tumor series was assessed before that date, so we 
cannot ensure that all the TNBC tumors fulfilled this criterion. Another limitation to our study is that the cellular 
classification is based on a continuum, which makes it difficult to set categories. Finally, these results should be 
validated in additional cohorts to evaluate the robustness of our cellular and immune classification. However, we 
believe that our findings serve as an important hypothesis in generating findings that can be explored in future 
studies.
Conclusion
In conclusion, the use of probabilistic graphical models in TNBC suggests that there are at least two independent 
biological layers, cellular and immune. We propose a new way to characterize TNBC taking these two dimensions 
into account, and leading to the result that the luminal immune-positive subgroup had a better prognosis than 
the luminal immune-negative.
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available in the GEO Datasets repository.
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Abstract 
Melanoma is the most lethal cutaneous cancer. New drugs have recently appeared; however, 
not all patients obtain a benefit of these new drugs. For this reason, it is still necessary to 
characterize melanoma at molecular level. The aim of this study was to explore the molecular 
differences between melanoma tumor subtypes, based on BRAF and NRAS mutational status. 
Fourteen formalin-fixed, paraffin-embedded melanoma samples were analyzed using a high-
throughput proteomics approach, coupled with probabilistic graphical models and Flux 
Balance Analysis, to characterize these differences. Proteomics analyses showed differences in 
expression of proteins related with fatty acid metabolism, melanogenesis and extracellular 
space between BRAF mutated and BRAF non-mutated melanoma tumors. Additionally, 
probabilistic graphical models showed differences between melanoma subgroups at biological 
processes such as melanogenesis or metabolism. On the other hand, Flux Balance Analysis 
predicts a higher tumor growth rate in BRAF mutated melanoma samples. In conclusion, 
differential biological processes between melanomas showing a specific mutational status can 
be detected using combined proteomics and computational approaches.  
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Introduction  
Melanoma is the most lethal cutaneous cancer, with over 11,000-15,000 estimated deaths in 
the United States and Europe every year 1,2. Better understanding of the molecular biology of 
this tumor has allowed the development of new effective drugs for the treatment of advanced 
disease, both in the fields of targeted therapies and immunotherapy 3. However, as not all 
patients obtain a benefit from new drugs, further insight into the biology of melanoma is 
needed. 
Gene signatures, genomic hybridization, whole-exome genome sequencing, microRNA analysis 
and other techniques have widely addressed the genomic landscape of melanoma, 
contributing to significant advances 4,5. Given the heterogeneity of melanoma and the complex 
interaction of this tumor with the immune system, the need for combination of biomarkers 
assays has been recently proposed to properly analyze the disease 6. 
Proteins determine cell phenotype, so proteomics analyses offer the possibility to measure the 
biologic outcome of cancer-related genomic abnormalities 7. Mass spectrometry has become 
the method of choice to assess complex protein samples, and recent technological advances 
allow the identification of thousands of proteins from tissue amounts compatible with clinical 
routine. Therefore, proteomics may become a new source of molecular cancer markers 
offering complementary information to that provided by standard pathology and genomics. 
We recently demonstrated the feasibility of high-throughput label-free quantitative 
proteomics to analyze breast cancer from paraffin-embedded samples 8. In the present study 
we sought to determine whether high-throughput proteomics combined with computational 
approaches, such as probabilistic graphical models and Flux Balance Analysis, are useful tools 
to explore functional differences between groups of melanoma tumors. 
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Results  
Patients and samples 
Primary melanoma samples coming from 14 patients with advanced disease were included. 
Samples were split into three groups according to mutational status: BRAF-mutant (n=3), 
NRAS-mutant (n= 5) or double negative (n= 6). BRAF and NRAS mutations had been previously 
determined in local laboratories with standard polymerase chain reaction-based tests. 
Mass-spectrometry analysis 
FFPE melanoma tumor samples were analysed by mass-spectrometry. 4,006 protein groups 
were identified, of which 1,606 present at least two unique peptides and detectable 
expression in at least 75% of the samples. Label-free quantification values from these 1,606 
proteins were used for subsequent analyses.  
Differential protein expression patterns between subtypes 
A Significance Analysis of Microarrays (SAM) was done to find differences among samples at 
the protein level. Seventeen proteins were found differentially expressed between BRAF 
mutated and BRAF wild type tumors, all of them underexpressed in BRAF-mutated tumors (Fig 
1). These proteins are mainly related with fatty acid metabolism. 
In addition, delta values between BRAF-mutated and BRAF-wild type, and NRAS-mutated and 
NRAS-wild type tumors were calculated. Delta values higher than 1.5 or lower than -1.5 were 
used to perform gene ontology analyses as well. Proteins related with keratinization, 
epidermis development and cytoskeleton were underexpressed, whereas proteins involved in 
melanogenesis and extracellular space were overexpressed in BRAF-mutant as compared with 
BRAF-wild type samples. SAM and delta analyses did not find significant differences between 
NRAS-mutant and NRAS-wild type tumors.   
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Probabilistic graphical model and node activity measurements 
A probabilistic graphical model was built using proteomics data without other a priori 
information. The resulting network was processed to build a functional structure, as described 
in previous works 14-16. The resulting network was divided into thirteen branches, and gene 
ontology analyses were performed to establish functional structure. Finally, twelve principal 
functions were assigned to different branches and there was a branch to which no main 
function could be assigned (Fig 2).  
Node activity measurements were calculated for each node using proteins related with the 
main assigned function and a comparison between BRAF-mutant, NRAS-mutant and double-
negative groups was performed. Although the limited number of samples did not allow seeing 
significant differences, some trends in functional activities were found. For instance, NRAS-
mutant had a lower melanosome node activity than BRAF-mutant or double negative tumors. 
On the other hand, BRAF-mutant tumors had a higher metabolism node activity than NRAS-
mutant or double negative (Fig 3).  
Flux Balance Analysis 
Flux Balance Analysis is a computational approach to assess biochemical networks through the 
calculation of the flow of metabolites through this network. FBA can be used to calculate the 
growth rate of an organism or a tumor or the rate of production of a given metabolite. Our 
model predicted that BRAF mutated tumors have a higher tumor growth rate than the two 
other subtypes (Fig 4). 
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Discussion 
In this study, proteomics coupled with probabilistic graphical models and flux balance analysis 
were used to characterize differences between melanoma biomarker subgroups in melanoma 
samples.  
Mass-spectrometry workflow allowed the detection of 1,606 proteins with two unique 
peptides and detectable expression in at least 75% of the samples. Differences in fatty acid 
metabolism, cytoskeleton or keratinization were observed between BRAF–mutant and BRAF-
wild type tumors. Also, differences in functions such as melanogenesis or metabolism were 
shown between subgroups 
SAM and gene ontology analysis found 17 proteins differentially expressed between BRAF-
mutant and the two other subgroups (NRAS-mutant and double-negative), all of them were 
underexpressed in BRAF-mutated tumors. These proteins are mainly involved in fatty acid 
metabolism: acyl-Co A dehydrogenases P11310 (acyl-CoA dehydrogenase medium chain, 
ACADM), P42765 (acetyl-CoA acyltransferase 2, ACAA2) and P49748 (acyl-CoA dehydrogenase 
very long chain, ACADVL). On the other hand, some of the proteins underexpressed in BRAF-
mutated tumors have antiproliferative functions. For instance,  Q9Y3Z3 (histidine/aspartate 
(HD)- domain containing protein 1, SAMHD1) is implicated in regulation of DNA replication and 
damage repair and it is proposed to have antiproliferative and tumor suppressive functions in 
many cancers 20. Q96CX2 (potassium channel tetradimerization domain containing 12, 
KCTD12) inhibits proliferation in uveal melanoma cells 21. O14745 (SLC9A3R1) is involved in 
suppressing breast cancer cells proliferation 22.  Other proteins of those 17 were previously 
related with melanoma or melanogenesis processes. For example, P31040 (succinate 
dehydrogenase complex flavoprotein subunit A,SDHA), which encodes a major catalytic 
subunit of succinate-ubiquinone reductase, a complex of the mitochondria chain, it was 
previously related with melanogenesis process 23. Another protein differentially expressed is 
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P00488 (coagulation factor XIII, F13A1) which it was previously associated with chemotherapy 
response in melanoma tumors 24. P08133 (annexin A6, ANXA6) acts as a tumor suppressor in 
skin cancer and it is involved in in the conversion of melanocytes to malignant melanomas 25. 
Lastly, it was previously described that metastatic melanoma tumors have a decreased 
expression of signal transducer and activator of transcription P42224 (signal transducer and 
activator of transcription 1, STAT1) and it could be one of the mechanism by which melanoma 
can evade immune detection 26. Finally, P04899 (G protein subunit alpha i2, GNAI2) 
contributes to melanoma cell growth 27. O60749 (Sorting nexin 2, SNX2) is involved in 
membrane trafficking of growth factor receptors including epidermal growth factor receptor 
and c-Met 28. P05107 (integrin subunit beta 2, ITGB2) participates in cell adhesion as well as 
cell-surface mediated signalling and it is correlated with survival in other cancers such as renal 
or colorectal tumors 29,30. As far we know, P14317 (hematopoietic cell-specific Lyn substrate, 
HCLS1), P63027 (vesicle-associated membrane protein 2, VAMP2), P16402 (histone cluster 1H1 
family member d, HIST1H1D) and Q9H0W9 (chromosome 11 open reading frame 54, C11orf54) 
were not previously related with melanoma or other cancers. 
Differential analyses did not show differences between NRAS-mutant and NRAS-wild type 
tumors, which are attributable to the small sample size. The present study was limited in this 
regard because it was designed just as a proof of principle that high-throughput proteomics 
can be used to study clinical samples of melanoma. Future studies with larger sample size will 
be needed to establish significant differences among subtypes. Interestingly, it seems that 
delta analyses and SAM provide complementary information about different protein 
expression patterns, because differential proteins provided by these two analyses were 
different and they were also related to different biological processes.  
On the other hand, a probabilistic graphical model was used to generate a network based in 
protein expression data. It is remarkable that, despite the low number of samples, the 
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probabilistic graphical model clearly showed a functional structure. This type of analysis 
previously demonstrated its utility to characterize other tumor types such as bladder 
carcinoma or breast cancer and may complement the information provided by genomics 15,16. 
On the other hand, the high growth rate in BRAF-mutant tumors predicted by FBA agrees with 
previous knowledge as BRAF-mutated tumors are more proliferative 31. 
Our study demonstrates that proteomics and computational methods can be applied to the 
study of formalin-fixed, paraffin-embedded melanoma samples, suggesting that melanoma 
subgroups, defined by mutational status, have major molecular differences. Despite the 
reduced number of samples analyzed, the probabilistic graphical model showed a functional 
structure and allowed characterizing differences at biological processes regarding melanoma 
mutational status. Additionally, flux balance analysis was capable to predict differences at 
tumor growth rate between these groups. In conclusion, proteomics and computational 
approaches demonstrated their usefulness in the molecular characterization of melanoma and 
suggested some proteins and biological processes that could be used as therapeutic targets. 
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Material and Methods 
Samples 
Fourteen melanoma cancer patients were included in the study. FFPE samples were retrieved 
from Biobanks in IdiPAZ, Hospital Universitario Gregorio Marañón and Hospital Universitario 
Ramón y Cajal, all integrated in the Spanish Hospital Biobank Network (RetBioH; 
http://www.redbiobancos.es/). Patients provided informed consent. All experiments were 
performed in accordance with relevant guidelines and regulations. The histopathological 
features of each sample were reviewed by an experienced pathologist to confirm diagnosis 
and tumor content. Eligible samples had to include at least 50% of tumor cells. Approval from 
the Ethical Committees of Hospital Universitario La Paz was obtained for the conduct of the 
study. 
Mass-spectrometry analysis protein identification and label-free quantification 
Proteins were extracted from FFPE samples as previously described 9. Peptides were desalted 
using self-packed C18 stage tips, dried and resolubilized with 15µl of 3% acetonitrile, 0.1% 
formic acid. Mass spectrometry analysis was performed on a QExactive mass spectrometer 
coupled to a nano EasyLC 1000 (Thermo Fisher Scientific). Solvent composition at the two 
channels was 0.1% formic acid for channel A and 0.1% formic acid, 99.9% acetonitrile for 
channel B. For each sample 3μL of peptides were loaded on a commercial PepMapTM RSLC 
C18 Snail Column (75 μm × 500 mm, Thermo Fisher Scientific) and eluted at a flow rate of 300 
nL/min by a gradient from 2 to 30% B in 85 min, 47% B in 4 min and 98% B in 4 min. Samples 
were acquired in a randomized order. The mass spectrometer was operated in data-
dependent mode (DDA), acquiring a full-scan MS spectra (300−1700 m/z) at a resolution of 
70000 at 200 m/z after accumulation to a target value of 3000000, followed by HCD (higher-
energy collision dissociation) fragmentation on the twelve most intense signals per cycle. HCD 
spectra were acquired at a resolution of 35000 using normalized collision energy of 25 and a 
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maximum injection time of 120 ms. The automatic gain control (AGC) was set to 50000 ions. 
Charge state screening was enabled and singly and unassigned charge states were rejected. 
Only precursors with intensity above 8300 were selected for MS/MS (2% underfill ratio). 
Precursor masses previously selected for MS/MS measurement were excluded from further 
selection for 30 s, and the exclusion window was set at 10 ppm. The samples were acquired 
using internal lock mass calibration on m/z 371.1010 and 445.1200.  
The acquired raw MS data were processed by MaxQuant (version 1.5.2.8), followed by protein 
identification using the integrated Andromeda search engine. Spectra were searched against a 
forward Swiss Prot-human database, concatenated to a reversed decoyed fasta database and 
common protein contaminants (NCBI taxonomy ID9606, release date 2014-05-06). 
Carbamidomethylation of cysteine was set as fixed modification, while methionine oxidation 
and N-terminal protein acetylation were set as variable. Enzyme specificity was set to trypsin/P 
allowing a minimal peptide length of 7 amino acids and a maximum of two missed-cleavages. 
Precursor and fragment tolerance was set to 10 ppm and 20 ppm, respectively for the initial 
search. The maximum false discovery rate (FDR) was set to 0.01 for peptides and 0.05 for 
proteins. Label free quantification was enabled and a 2 minutes window for match between 
runs was applied. The re-quantify option was selected. For protein abundance the intensity 
was used, corresponding to the sum of the precursor intensities of all identified peptides for 
the respective protein group (Sup Table 1). 
Following MS workflow, identified protein groups were filtered by the presence of at least two 
unique peptides and detectable expression in at least 75% of the samples. Label-free 
quantification values from these proteins were used for subsequent analyses. Additionally, 
batch effects were removed using limma package 10 and R v 3.2.5 11. 
Protein differential expression analyses 
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Significance Analysis of Microarrays (SAM) was performed using MeV to find significant 
differences in protein expression among samples 12. Protein expression patterns were also 
compared calculating delta values for each biomarker status against the rest of the tumor 
samples. Proteins showing a change in expression value higher than 1.5 or lower than -1.5 
were selected.  
Probabilistic graphical model and activity measurements 
R v 3.2.5 11 and grapHD package 13 were used to build a  probabilistic graphical model using 
correlation coefficient as associative method as previously described 14-16. Protein expression 
data was used to build the network with any a priori information. The network was split into 
several branches and Gene Ontology analysis was used to assign a major function to each 
branch, dividing the network into functional nodes. Activity measurements were then 
calculated by the mean expression of all the proteins related to the assigned node function.  
Flux Balance Analysis 
Flux Balance Analysis (FBA) was performed using COBRA Toolbox 17 and whole metabolism 
human reconstruction Recon 2 18 both available for MATLAB. As an objective function, biomass 
reaction supplied by the Recon 2 was used as representative of tumor growth rate. Proteomics 
expression data was incorporated into the model as described in previous works 15. Briefly, 
Gene-Protein-Reaction (GPR) rules were estimated using the sum for "ORs" expressions and 
minimum for "ANDs" expressions. Then, E-flux algorithm 19 was used  to normalize the GPR 
values dividing by the maximum value in each tumor and incorporate protein expression data 
into the model.  
Statistical analyses 
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GraphPad Prism v6 was used for statistical analyses, whereas Cytoscape was used for network 
analysis. Gene Ontology Analyses were performed in DAVID webtool selecting “Homo sapiens” 
background and GOTERM-FAT, Biocarta and KEGG databases. 
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Figure legends 
Figure 1: 
Differential proteins obtained by Significance Analysis of Microarrays between BRAF positive 
and negative tumors. 17 proteins were found differentially expressed between BRAF positive 
and BRAF negative tumors (green= underexpressed, red = overexpressed). 
Figure 2:  
Probabilistic graphical model built using protein expression data from melanoma tumors 
which showed a functional structure. 
Figure 3:  
Activity measurements calculated for each network functional node according to biomarkers 
features. 
Figure 4:  
FBA predicted growth rates.  FBA predicted a higher growth rate for BRAF mutated tumors. 
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Abstract 
Background: Muscle-invasive bladder tumors are associated with high risk of relapse 
and metastasis even after neoadjuvant chemotherapy and radical cystectomy. 
Therefore, further therapeutic options are needed and molecular characterization of 
the disease may help to identify new targets. 
Objective: The aim of this work is to characterize muscle-invasive bladder tumors at 
molecular levels using computational analyses. 
Design, Settings and Participants: The TCGA cohort of muscle-invasive bladder cancer 
patients was used to describe these tumors. 
Outcome Measurements and Statistical Analysis: Probabilistic graphical models, layer 
analyses based on sparse k-means coupled with Consensus Cluster, and Flux Balance 
Analysis were applied to characterize muscle-invasive bladder tumors at functional 
level.  
Results: Luminal and Basal groups were identified, and an immune molecular layer 
with independent value was also described. Luminal tumors had decreased activity in 
the nodes of epidermis development and extracellular matrix, and increased activity in 
the node of steroid metabolism leading to a higher expression of androgen receptor. 
This fact points to androgen receptor as a therapeutic target in this group. Basal 
tumors were highly proliferative according to Flux Balance Analysis, which make these 
tumors good candidates for neoadjuvant chemotherapy. Immune-high group had 
higher expression of immune biomarkers, suggesting that this group may benefit from 
immune therapy. 
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Conclusions: Our approach, based on layer analyses, established a Luminal group 
candidate for androgen receptor inhibitor therapy, a proliferative Basal group which 
seems to be a good candidate for chemotherapy, and an immune-high group 
candidate for immunotherapy. 
Patient Summary: Muscle-invasive bladder cancer has a poor prognosis in spite of 
appropriate therapy. Therefore, it is still necessary to characterize these tumors to 
propose new therapeutic targets. In this work we used computational analyses to 
characterize these tumors and propose treatments. 
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Introduction  
Bladder cancer is estimated to account for 81,190 new cases and 17,240 deaths in the 
United States in 2018 [1]. Muscle invasive bladder cancer (MIBC) is characterized by a 
high risk of relapse and metastasis [2]. The standard treatment consists of neoadjuvant 
chemotherapy followed by radical cystectomy. Nevertheless, neoadjuvant 
chemotherapy is a cisplatin-based schedule that is associated with significant toxicity. 
Some patients do not have benefit form this approach, with tumors progressing 
despite the administration of chemotherapy. Therefore, these patients will be 
receiving a toxic and unnecessary treatment, as well as delaying a potentially curative 
treatment, such as surgery. Unfortunately, we do not have reliable biomarkers to 
guide us in patient selection for these therapies. Several translational studies have 
aimed to identify subgroups of patients with different clinical behavior.   
Choi et al. identified three groups of MIBC (luminal, basal and p53-like) with different 
response to neoadjuvant chemotherapy [3]. The Cancer Genome Atlas (TCGA) 
developed a molecular classification of MIBC based on RNAseq data and hierarchical 
cluster analysis [4]. In this work, five different groups were established: luminal-
papillary (which included luminal tumors with papillary histology), luminal-infiltrated 
(characterized for lymphocyte infiltration), luminal, basal/squamous (also with 
lymphocyte infiltration) and a small neuronal group. 
Seiler et al. associated TCGA molecular subtypes with response to neoadjuvant 
chemotherapy in a new cohort of patients [5]. Basal tumors appeared to benefit most 
from neoadjuvant chemotherapy, whereas luminal immune infiltrated tumors had a 
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worse prognosis. However, these findings are not compelling enough to drive clinical 
decisions, so further insight into the molecular biology of MIBC is needed. 
Data was analyzed using three mathematical methods that have proved to be very 
useful in other fields. Probabilistic graphical models (PGM) can identify differences in 
biological process among tumors [6-9]. Mathematical classification methods, such as 
sparse k-means [10] and Consensus Cluster [11], previously demonstrated their utility 
in the establishment of tumor subtypes [6]. On the other hand, Flux Balance Analysis 
(FBA) is a widely used approach for modeling biochemical networks. FBA could be used 
to calculate tumor growth rate [12].  
In this study, data from the TCGA cohort were analyzed through PGM and 
computational analysis to characterize MIBC at the functional level.  
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Material and methods 
TCGA cohort: data pre-processing 
TCGA RNAseq data from patients with MIBC and treated with surgery alone were used 
to perform this study. Patients treated with neoadjuvant therapy were initially 
excluded for computational analysis. For survival analysis (which relied on clinical 
information), subjects who had received targeted therapies or radiotherapy were 
excluded, as well as those with M1 disease or missing T-stage information.  
Log2 of the data was calculated and genes appearing in less than 75% of the samples 
were discarded. Missing values were imputed using a normal distribution with Perseus 
software [13], as previously described [7].  
Probabilistic graphical models 
2,345 genes with highest variation in expression (standard deviation >2) were selected 
to build the PGM. The PGM method is compatible with high-throughput data with 
correlation as associative coefficient, as previously described [6-9]. Briefly, gene 
expression data was used without other a priori information and the analyses were 
done using grapHD package [14] and R v3.2.5 [15]. The resulting network was split into 
several branches and the most representative function of each branch was established 
by gene ontology analyses using DAVID webtool, as previously described. [16]. 
Functional node activities were calculated by the mean expression of the genes related 
to the main function assigned to each node. 
Biological layer analyses 
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Sparse k-means [10] and Consensus Cluster Analysis (CCA) [11] were used to explore 
molecular  groups in the TCGA MIBC data, as previously described [6]. Sparse k-means 
assigns a weight to each variable, based on its relevance in the sample classification. 
Then, a CCA using variables that were selected by the sparse k-means method was 
applied to define the optimum number of groups for each case. The sparse k-means-
CCA workflow was performed several times to explore the presence of independent 
informative molecular layers. Once relevant genes for one molecular layer were 
identified, these genes were removed from the dataset and the sparse k-means-CCA 
workflow was performed again, allowing the identification of different layers of 
molecular information and establishing different classifications based on various 
molecular features. Gene ontology analyses were performed for each layer to derive 
functional information.  
Flux Balance Analysis and flux activities 
FBA was used to build a computational model that predicts tumor growth rates. 
COBRA Toolboox available for MATLAB [17], and the human whole metabolic 
reconstruction Recon2 [18] were used. The “biomass” reaction included in the Recon2 
was designated as objective function. As described in previous works [8, 9], expression 
data was included into the model by solving GPR rules and using a modified E-flux 
algorithm [9, 19].  
As in previous works [9], flux activities for each pathway were calculated by the sum of 
fluxes for all reactions involved in one pathway as defined in the Recon2. Then, 
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comparisons between luminal and basal groups were performed using a Mann-
Whitney test. 
Statistical analyses 
GraphPad Prism v6 was used for statistical analyses. All p-values were two-sided and 
considered statistically significant under 0.05. Network analyses were done using 
Cytoscape software [20].  
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Results 
Data pre-processing and patient selection 
The TCGA cohort included 427 patients. Ten patients who had received neoadjuvant 
chemotherapy were excluded, leaving 417 subjects for subsequent analyses. Patients 
treated with targeted therapy or radiotherapy; M1 at diagnosis or no specified muscle-
invasive type in the database were excluded from the analyses involving clinical data. 
Therefore, 178 patients were used for survival analyses (Sup Figure 1). 
Patients and samples characteristics 
Data from 178 patients included in the clinical analyses are summarized in Sup Table 1. 
Median of overall survival, considering a five years period of follow-up, is 1,270 days 
and there were 73 death events during this time. 
Functional network 
PGM were used to build a network, as previously described [6-8, 21] and the resulting 
network was functionally characterized. The network included 13 branches or 
functional nodes, one of them without a main relevant biological function and one 
with two different main biological functions: cytochrome metabolism and steroid 
metabolism (Figure 1).  
Biological layer analyses 
The sparse k-means-CCA workflow defined 16 different layers of information (Sup 
Table 2). The first three layers had different ontologies and were further analyzed. 
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Layers 4 to 13 had similar ontologies that one of the first three layers, so they were 
dismissed. 
Layer 1: Extracellular exosome and epidermis development 
Layer 1 was based on 75 genes, which were mainly related with extracellular exosome, 
epidermis development and sodium ion homeostasis. This layer divided patients into 
two different groups. Group 1.1 included 260 patients (62.35%) and was characterized 
by lower expression of genes included in the epidermis development and extracellular 
matrix nodes. Group 1.2 included 157 patients (37.64%) and showed higher expression 
of genes included in the epidermis development and extracellular matrix nodes (Sup 
Figure 2). The TCGA classification of MIBC establishes the existence of both luminal 
and basal groups. Interestingly, our Group 1.1 had a higher expression of KRT20, 
GATA3 and FOXA1 genes, all of them luminal biomarkers, whereas Group 1.2 had a 
higher expression of KRT5, KRT6 and KRT14 genes, all of them basal biomarkers (Figure 
2 and 3). So, from now on, Group 1.1 will be called Luminal group and Group 1.2, Basal 
group. Luminal tumors had a trend towards better survival than basal tumors, 
although the difference was not statistically significant (p= 0.1210, HR= 0.6969) (Sup 
Figure 3).  
Functional node activity for each node was calculated and compared between these 
two groups as previously described [6-8]. There were significant differences between 
luminal and basal subgroups in cytochrome metabolism, steroid metabolism, 
membrane, DNA binding, stem cell pathways, epidermis development, growth, 
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extracellular matrix, adaptive immune response, innate immune response, 
extracellular space, and CNS development functional node activity (Sup Figure 4). 
Differences in steroid metabolism node between luminal and basal tumors led us to 
evaluate the expression of androgen receptor (AR) in both groups. Interestingly, 
Luminal tumors showed higher expression of the AR gene (p<0.0001, fold change = 
2.669) (Figure 4). 
Layer 2: Extracellular space 
Layer 2 was based on 82 genes mainly related with extracellular space. Layer 2 
classifieds 268 patients (64.3%) in Group 2.1 and 149 patients (35.7%) in Group 2.2. 
Group 2.1 was characterized by higher expression of the extracellular matrix node and 
lower expression of the cytochrome metabolism node. Group 2.2 had the opposite 
expression pattern (Sup Figure 5). Group 2.1 had better prognosis than Group 2.2(Sup 
Figure 6). 
Layer 3: Immune 
Layer 3 was based on 66 genes mainly related with inflammatory immune response. 
This layer divided patients into two groups. Group 3.1 included 215 patients (51.55%) 
and Group 3.2, 202 patients (48.44%). Group 3.1 was characterized by a high 
expression of innate and adaptive immune response nodes so, from now on, it will be 
called immune-high group. Group 3.2 was characterized by a low expression of innate 
and adaptive immune response nodes and will be called immune-low group (Sup 
Figure 7). The TCGA study used CD274 and CTLA4 to define immune infiltration in both 
luminal and basal tumors. In our new groups, these two immune biomarkers were 
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more expressed in the immune-high group (Figure 5). In addition, the immune-low 
group had better prognosis, although the difference was not statistically significant 
(Sup Figure 8). As expected, the node activities of immune nodes were higher in the 
immune-high group (Sup Figure 9). Both the basal and the luminal groups contained 
immune-high and immune-low tumors, although the basal group had less immune-
high tumors (Sup Figure 10). 
Layers 14 and 15 
The first three layers provided distinct ontology information, but layers 4 to 13 
contained redundant information. Layer 14 (translation) and layer 15 (chemical 
synapsis) provided no additional grouping information (Sup Figure 11). 
Flux Balance Analysis growth predictions and flux activities 
FBA was used to study tumor growth and compare it between the layer-defined 
groups. According FBA predictions, basal tumors were more proliferative than luminal 
tumors (Figure 6) (p<0.0001). 
Flux activities were calculated for each metabolic pathway and compared between 
basal and luminal tumors to determine differential pathways as described previously 
[21]. Luminal tumors had a higher androgen and steroid metabolism flux activity. 
Differences were also detected in aminosugar metabolism, coA synthesis, galactose 
metabolism, glycolysis, hyaluronan acid metabolism, lysine, methionine, NAD, 
nucleotide savage, oxidative phosphorylation, phosphatidyl inositol, pyrimidine 
synthesis, R group, triacylglycerol and vitamin B6 metabolism (Sup Figure 12)  
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Comparison with TCGA classification  
The TCGA classification mixes histological, immune and luminal-basal information, 
establishing three luminal groups: luminal, luminal-papillary, and luminal-infiltrated (by 
lymphocytes), one basal group characterized by an immune positive status, and a small 
group called neuronal [4]. Our classification established the immune information as an 
independent layer divided between luminal and basal groups, i.e., both of them had 
immune- high and immune-low tumors. Therefore, not all basal tumors were classified 
as immune positive. Additionally, the TCGA luminal-papillary group, which is defined 
solely by histological features, had immune-high tumors when the layer classification 
was applied. Percentages were similar between both classifications, although we did 
not identify a neuronal group (Sup Table 3). 
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Discussion 
MIBC has a poor prognosis, with over 50% of relapses in spite of appropriate therapy 
[22]. Therefore, it is still necessary to characterize MIBC in order to propose new 
therapeutic targets. With the aim of characterize MIBC patients at functional and 
molecular level, PGM, layer analyses and FBA were performed in this study to provide 
insight into the molecular features of MIBC.  
The PGM unveiled the functional structure of tumors, which has been previously 
described by our group [7-9]. This allows the study of gene expression data from 
biological and functional points of view. As an example of consistency in this regard, 
cytochrome P450 and UDP-glucuronosyltransferase were related to androgen receptor 
in the same node, and it is known that androgens modulate the expression of these 
enzymes [23].  
Layer analyses provided different information about molecular features of the tumors, 
as for example, about the cellular adhesion process and about the immune status. The 
first layer divided MIBC tumors into Luminal and Basal. Luminal tumors presented a 
higher steroid metabolism node activity. Indeed, AR gene presents higher expression in 
Luminal tumors, suggesting the utility of AR as a possible therapeutic target. AR was 
previously related with bladder cancer progression [24] and in vitro studies showed 
that a siRNA against AR decreased proliferation of AR-positive bladder cancer cell lines 
but had no effect on AR-negative cells [25]. Therefore, patients with Luminal MIBC 
tumors, characterized by high expression of AR, could be candidates for therapy with 
AR inhibitors. 
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Luminal tumors had a higher flux activity of androgen and steroid metabolism 
pathway, which agrees with the results found in node activity. Luminal tumors also had 
a higher flux activity at glycolysis pathway so they may respond to drugs targeting 
metabolism as metformin, which has been shown to reduce growth in bladder cancer 
cells [26]. 
On the other hand, FBA predicted that, as it has been seen in breast cancer [8], basal 
tumors are more proliferative than luminal tumors. It is established that basal breast 
cancer tumors have a good response to chemotherapy because they are more 
proliferative [27, 28]. Based on the FBA results, the previous knowledge in basal breast 
tumors, and taking into account that this cohort is chemotherapy-naïve, basal patients 
may be good responders to chemotherapy as it was previously suggested by Seiler et 
al. [5]. Proliferation has been determined in other tumor types through gene 
expression, but data in bladder carcinoma are scarce. FBA allows not only to study 
proliferation but also to compare metabolic pathways. 
The third layer identified an immune high expression group with high expression of 
CTLA4 and CD274, which may be a group of patients candidates of receiving 
immunotherapy, given that CD274, also known as PD-L1, and CTLA4 are the basis of 
current immunotherapy [29]. Interestingly, immune high tumors had a worse 
prognosis than immune low tumors, according with Seiler et al. results, which 
suggested that luminal immune infiltrated tumors had a worse prognosis [5].  
Percentage distribution between luminal and basal tumors was comparable in the 
TCGA classification and the layer classification. However, the TCGA classification mixes 
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immune, histological and molecular information. Our approach, on the contrary, 
establishes two independent informative layers: molecular and immune; and it 
rendered some interesting findings that complement the TCGA classification: for 
instance, 10% of basal tumors had an immune-low status, whereas in the TCGA 
classification all basal tumors had an immune-positive status. With the arrival of 
immunotherapies to the clinic, it could be useful to characterize the immune status of 
tumors and establish groups with differential immune features to drive treatment 
decisions. 
The study has some limitations. Our findings should be validated in an independent 
cohort. Publications including expression and clinical data are scarce, so validation 
would rather be performed in a prospective study. On the other hand, the existence of 
a neuronal group could not be confirmed. As neuronal group accounted for a minority 
of cases in the TCGA study, maybe we should have analyzed a larger population. 
Finally, although our results suggest that some drugs may work better in specific 
groups, this should be prospectively validated. Response to chemotherapy, for 
instance, has been related to multiple factors and the proliferation profile may not be 
enough to identify responders. 
Conclusions 
Computational analyses found different levels of information in gene expression data 
from MIBC: one of these levels refers to immune features, whereas the other 
corresponds to the previous classification into luminal/basal subgroups. Our 
classification may have therapeutic implications for the treatment of MIBC. 
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Take Home Message: We used computational analyses in a muscle-invasive bladder 
cancer cohort and we defined independent molecular and immune features in these 
tumors that allow us to suggest therapeutic targets. 
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Figure legends: 
Figure 1: Probabilistic graphical model graph showing the network functional structure. 
Each node is named as its gene ontology main function identified. 
Figure 2: Expression of Basal biomarkers in Group 1.1 and Group 1.2. 
Figure 3: Expression of Luminal biomarkers in Group 1.1 and Group 1.2. 
Figure 4: Androgen receptor expression in Luminal and Basal group. 
Figure 5: Expression of immune biomarkers in our immune groups. 
Figure 6: Tumor growth rate predicted by FBA in luminal and basal tumors. 
Supplementary table legends: 
Sup Table 1: Clinical patients’ characteristics. 
Sup Table 2: Main gene ontology term defined for each sixteen layers obtained by the 
sparse k-means-CCA workflow. 
Sup Table 3: Percentages of patients assigned to each group in TCGA and layer 
classification. 
Supplementary figure legends: 
Sup Figure 1: Flowchart for patient selection. 
bioRxiv preprint first posted online May. 21, 2018; doi: http://dx.doi.org/10.1101/327114. The copyright holder for this preprint 
(which was not peer-reviewed) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. 
All rights reserved. No reuse allowed without permission. 
 
22 
Sup Figure 2: PGM’s graph heatmap showing differences between Group 1.1 (Luminal) 
and Group 1.2 (Basal). Green= underexpressed, Red= overexpressed. 
Sup Figure 3: Kaplan Meier analysis comparing Luminal and Basal MIBC tumors clinical 
evolution. 
Sup Figure 4: Functional node activities comparison between Luminal and Basal group. 
Sup Figure 5: PGM’s graph heatmap showing differences between Group 2.1 and 
Group 2.2. Green= underexpressed, Red= overexpressed. 
Sup Figure 6: Kaplan Meier analysis comparing Group 2.1 and Group 2.2 clinical 
evolution. 
Sup Figure 7: Heatmap showing differences between Group 3.1 (immune-high) and 
Group 3.2 (immune-low). Green= underexpressed, Red= overexpressed. 
Sup Figure 8: Survival curves obtained for immune groups. 
Sup Figure 9: Immune node activities in immune groups. 
Sup Figure 10: Concordance between classification of layer 1, which divided tumors 
into Luminal and Basal, and layer 3, which divided tumors into immune-high and 
immune-low group. 
Sup Figure 11: Heatmap showing differences between groups defined in layers 14 and 
15. Green= underexpressed, Red= overexpressed. 
Sup Figure 12: Flux activities of luminal and basal groups. 
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Abstract 21 
Breast cancer is a heterogeneous disease. In clinical practice, tumors are classified as hormonal 22 
receptor positive, Her2 positive and triple negative. In previous studies, our group defined a 23 
new hormonal receptor-positive subgroup, the TN-like subtype, which has a prognosis and a 24 
molecular profile more similar to triple negative tumors. In this study, proteomics and 25 
Bayesian networks were used to characterize protein relationships in 106 breast tumor 26 
samples. Components obtained by these methods had a clear functional structure. The 27 
analysis of these components suggested differences in processes such as metastasis or 28 
proliferation between breast cancer subtypes, including our new TN-like subtype. In addition, 29 
one of the components, mainly related to metastasis, had prognostic value in this cohort. 30 
Functional approaches enable to build hypotheses on regulatory mechanisms and establish 31 
new relationships among proteins in the breast cancer context. 32 
Author Summary:  33 
Breast cancer classification in clinical practice, as defined by three biomarkers (estrogen 34 
receptor, progesterone receptor and HER2), is categorized into hormone receptor positive, 35 
HER2+ or triple negative breast cancer (TNBC). Our group recently reported a new ER+ subtype 36 
with molecular characteristics and a prognosis similar to TNBC. In this study, we propose a 37 
mathematical method, the Bayesian networks, as a useful tool to study protein interactions 38 
and differential biological processes in breast cancer subtypes, characterizing differences in 39 
relevant processes such as proliferation or metastasis, and associating them with patient 40 
prognosis.  41 
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Introduction 42 
Breast cancer is one of the most prevalent cancers in the world [1]. In clinical practice, breast 43 
cancer is classified, according to the expression of hormonal receptors (estrogen or 44 
progesterone) and Her2, into hormonal receptor positive (ER+), human epidermal growth 45 
factor receptor 2 positive (HER2+) and triple negative breast cancer (TNBC). In previous 46 
studies, our group defined a new ER+ molecular subgroup, named TN-like, with a molecular 47 
profile and a prognosis more similar to TNBC tumors [2]. The remaining ER+ tumors were 48 
considered as ER-true. We also found significant molecular differences among breast cancer 49 
subtypes. For instance, differences related to glucose metabolism were described between ER-50 
true, TN-like and TNBC tumors [2, 3]. 51 
Proteomics provides useful information about biological process effectors and can quantify 52 
thousands of proteins. Undirected probabilistic graphical models (PGMs) based on a Bayesian 53 
approach allow us to characterize differences between tumor samples at a functional level 54 
[25]. In this study, we explored the utility of Bayesian networks in the molecular 55 
characterization of breast cancer. The main feature of targeted Bayesian networks is that they 56 
provide a hierarchical structure and targeted relationships between proteins. 57 
In this study, we used proteomics and Bayesian networks to characterize protein relationships 58 
in a cohort of breast cancer tumor samples. These networks maintain a functional structure, 59 
and it is possible to use this information to build prognostic signatures. This approach also 60 
reflects previously described interactions, and it could be used to propose new hypotheses and 61 
mechanisms of regulation of these proteins.  62 
  63 
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Materials and methods 64 
Ethics statement 65 
Informed consent was obtained from the study participants. Approval for the study was 66 
obtained from the ethics committees of Hospital Doce de Octubre and Hospital Universitario 67 
La Paz. 68 
Samples 69 
A total 106 FFPE samples from patients with breast cancer were retrieved from the I+12 70 
Biobank and from the IdiPAZ Biobank, both integrated within the Spanish Hospital Biobank 71 
Network. The histopathological characteristics were reviewed by a pathologist to confirm 72 
tumor content.  Samples had to comprise no less than half of tumor cells. These samples had 73 
been used in previous studies [2, 3, 6]. 74 
Protein preparation 75 
Proteins were extracted from the FFPE samples as previously described [7]. Briefly, FFPE 76 
sections were deparaffinized in xylene and washed twice with absolute ethanol. Protein 77 
extracts from the FFPE samples were set up in 2% sodium dodecyl sulfate (SDS) buffer using a 78 
protocol based on heat-induced antigen retrieval. Protein concentration was quantified using 79 
the MicroBCA Protein Assay Kit (Pierce-Thermo Scientific). Protein extracts (10 µg) were 80 
processed with trypsin (1:50) and SDS was removed from digested lysates using Detergent 81 
Removal Spin Columns (Pierce). Peptide samples were additionally desalted using ZipTips 82 
(Millipore), dried, and resolubilized in 15 µL of a 0.1% formic acid and 3% acetonitrile solution 83 
before the MS experiments. 84 
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Label-free proteomics  85 
Samples were analyzed on a LTQ Orbitrap Velos hybrid mass spectrometer (Thermo Fisher 86 
Scientific, Bremen, Germany) coupled to a NanoLC Ultra system (Eksigent Technologies, 87 
Dublin, CA, USA) as described previously [2, 3]. Briefly, after separation, peptides were eluted 88 
with a gradient of 5% to 30% acetonitrile in 95 minutes. The mass spectrometer was operated 89 
in data-dependent mode (DDA), followed by collision-induced dissociation fragmentation on 90 
the 20 most intense signals per cycle. The acquired raw MS data were processed by MaxQuant 91 
(version 1.2.7.4) [8], followed by protein identification using the integrated Andromeda search 92 
engine [9]. Briefly, spectra were searched against a forward UniProtKB/Swiss-Prot human 93 
database, concatenated to a reversed decoyed FASTA database (NCBI taxonomy ID 9606, 94 
release date 2011-12-13). The maximum false discovery rate (FDR) was set to 1% for peptides 95 
and 5% for proteins. Label-free quantification was calculated on the basis of the normalized 96 
intensities. Quantifiable proteins were defined as those detected in at least 75% of samples in 97 
at least one type of sample (either ER+ or TNBC samples) showing two or more unique 98 
peptides. Only quantifiable proteins were considered for subsequent analyses. Protein 99 
expression data were log2 transformed and missing values were replaced using data 100 
imputation for label-free data, as explained in Deeb et al. [10], using default values. Finally, 101 
protein expression values were z-score transformed. Batch effects were estimated and 102 
corrected using ComBat  [11]. All the mass spectrometry raw data files acquired in this study 103 
can be downloaded from Chorus (http://chorusproject.org) under the project name Breast 104 
Cancer Proteomics. 105 
Network construction 106 
PGMs are graph-based representations of joint probability distributions in which nodes 107 
represent random variables, and edges (directed or undirected) represent stochastic 108 
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dependencies among the variables. In particular, we have used a type of PGM called Bayesian 109 
networks (BNs) [12]. With these models, the dependences between the variables in our data 110 
are specified by a directed acyclic graph (DAG).  111 
First, we found the BN that best explained our data [13]. Although there are various algorithms 112 
to create a DAG from data, we selected the well-known PC algorithm, a constraint-based 113 
structure learning algorithm [14] based on conditional independence tests. The PC algorithm 114 
was shown to be consistent in some high-dimensional settings [15] and it has some other 115 
statistical properties that make it very useful, such as high computational efficiency and 116 
consistency for very high-dimensional, sparse DAGs [16]; robustness [17]; and high-117 
dimensional consistency that carries over to a broader class of Gaussian copula or 118 
nonparanormal models when using rank-based measures of correlation [18]. Thus, our data 119 
are represented by a large graph that can be partitioned into several connected components.  120 
Then, we focused on finding suitable subgraphs to give us a much clearer understanding of the 121 
interrelations therein. All these procedures are implemented in R [19], within packages pcalg 122 
[15] and graph [20]. We used protein expression data without other a priori information.  123 
With the aim of comparing and completing the information provided by the BN, the 124 
Genes2FANS (G2F) tool, developed by the Ma’ayan group was used [21]. This software 125 
provides protein-protein interactions (PPI) information based on experimental evidence. A PPI 126 
network using G2F was built for each component, and finally, both the DAG and PPI networks 127 
were merged.  128 
Gene ontology analyses 129 
Protein to Gene Symbol conversion was performed using Uniprot (www.uniprot.org) and 130 
DAVID (www.david.ncifcrf.gov) [22]. The gene ontology analysis was also performed in DAVID, 131 
selecting only the “Homo sapiens” background and the GOTERM-FAT, Biocarta and KEGG 132 
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databases. In terms of small connected components, a literature search was performed so as 133 
to establish main component functions. 134 
Component activity measurements 135 
Component activities were calculated as previously described [3, 4]. Briefly, activity 136 
measurement was calculated by the mean expression of all the proteins of each component 137 
related to the established major component function. 138 
Prognostic model development 139 
Prognostic signatures were developed using R v3.2.4 and  BRB Array Tools, developed by 140 
Richard Simon and the BRB Array Tools Development Team [23]. As described in previous 141 
studies [6], we identified the component activity measurements related to the distant 142 
metastasis-free survival (DMFS) based on their p-values. We then used the component activity 143 
measurements with a p-value less than 0.05 to build a prognostic signature. The cut-off was 144 
established a priori in order to avoid overfitting the predictive signature to our population; 145 
thus, the cut-off was based on the relapse proportions in the cohort. 146 
Statistical analyses 147 
The statistical analyses were performed using GraphPad Prism v6. The network analyses were 148 
performed using Cytoscape software [24]. P-values less than 0.05 were considered statistically 149 
significant.  150 
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Results 151 
Patient characteristics 152 
The clinical characteristics of this patient cohort have been previously described [2, 3, 6].  153 
Briefly, 106 patients were enrolled in the study; all had node positive disease, were Her2 154 
negative and had received adjuvant chemotherapy and hormonal therapy in the case of ER+ 155 
tumors. Among the ER+ tumors, 50 patients were characterized as ER-true and 21 were 156 
defined as TN-like (S1 Table) [2]. 157 
Mass-spectrometry analysis 158 
Proteomics analyses from these samples have been previously described [3]. In summary, 102 159 
formalin-fixed paraffin-embedded (FFPE) samples had sufficient protein to perform the mass-160 
spectrometry (MS) analyses. After MS workflow, 96 samples provided useful protein 161 
expression data. After quality criteria were applied, 1095 proteins were found to present at 162 
least two unique peptides and detectable expression in at least 75% of the samples in at least 163 
one type of sample (either ER+ or TNBC).  164 
Directed networks 165 
Using proteomics data, DAGs were created. Altogether, it was possible to establish 536 edges, 166 
of which 414 were directed and 122 were undirected. These edges formed 377 components 167 
formed by different numbers of nodes or proteins. An overview of the number of nodes 168 
(proteins) included in each component is provided in Table 1. 169 
Number of 
nodes               
1 2 3 4 5 6 7 8 9 10 11 13 14 19 21 26 27 34 36 
Number of 
components              
229 70 24 12 15 2 6 3 4 2 1 2 1 1 1 1 1 1 1 
 170 
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Table 1: Characteristics of the components obtained from DAGs. Number of nodes = number 171 
of proteins contained in each component; number of components = directed components 172 
obtained.  173 
We characterized components from the DAG analysis. Components including fewer than 9 174 
nodes were dismissed because they conveyed little information. All the components were 175 
named with the number of nodes included in the DAG analysis, and the information was 176 
completed with PPIs based on experimental evidence obtained from the G2F database tool 177 
[21]. For example, component 14 includes 19 nodes, 14 nodes defined from our Bayesian 178 
analysis and 5 extra nodes added by G2F.  179 
Afterward, components were investigated for biological function. For components with fewer 180 
than 27 nodes provided by the DAG analysis, the functional analysis was performed by 181 
bibliographical review. Thus, the main biological function of component 14 is metabolism. 182 
Regarding components that had more than 27 nodes provided by the DAG analysis, gene 183 
ontology analyses were performed once G2F information was complete. Characteristics of all 184 
components are supplied in Table 2 and S1 File. 185 
Component Main function Total number of nodes 
Component 36 Extracellular exosome 65 nodes 
Component 34 RNA processing and mTOR pathway 61 nodes 
Component 19 Proliferation 26 nodes 
Component 21 Proliferation & metastasis 34 nodes 
Component 27 Metastasis 34 nodes 
Component 14 Metabolism 19 nodes 
Component 13 Proteasome 19 nodes 
Component 11 No main function assigned 14 nodes 
Component 10b Proliferation 19 nodes 
Component 9a Growth 15 nodes 
Component 9b Proliferation & metastasis 22 nodes 
Component 9c Glycolysis 12 nodes 
Component 9d Transcription & ribosomes 20 nodes 
Table 2: Features of components obtained by DAG and G2F analysis.  186 
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Component activity measurements 187 
Component activities were calculated for each node. There were significant differences 188 
between ER-true, TN-like and TNBC tumors in the component activity for component 34: 189 
mRNA processing and mTOR; component 36: extracellular exosome; component 21: 190 
proliferation and metastasis; component 27: metastasis; component 9a: growth; component 191 
9b: proliferation and metastasis; component 9c: glycolysis; component 10b: metastasis; 192 
component 13: proteasome; and component 9d: transcription (Fig. 1). 193 
Fig 1: Component activity measurements for ER-true, TN-like and TNBC. 194 
Component 10b: metastasis 195 
Component 10b activity showed prognostic value in our series, splitting our population into a 196 
high- and a low-risk group, and could be used to make a DMFS predictor (p=0.007; HR= 0.29; 197 
cut-off 40% low risk :60% high risk) (Fig. 2). Dividing by molecular subtype, this prognostic 198 
signature also split the population into low- and high-risk groups, although it was not 199 
statistically significant (Fig. 3). 200 
Fig 2: Component 10b activity prognostic value in the entire cohort.  201 
Fig 3: Component 10b activity prognostic value by subtype. 202 
Component 10b contains 10 proteins. Four out of nine edges ( DYNLRB1-HSPH1; HSPH1-CFL1; 203 
HBB-UCHL5; and UCHL5-CFL1) have been previously described in the G2F database [21]. G2F 204 
then added two more proteins (HSPH1 and UCHL5) to this component. Most proteins included 205 
in this component were related to metastatic processes [25-29], whereas PBDC1 had no 206 
associated function. On the other hand, HIST2H2BF is a histone, and HIST2H3PS2 is a histone 207 
pseudogene, showing a directed relationship (Fig. 4). 208 
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Fig 4: Component 10b merged with PPI information provided by Genes2FANS. Red arrows 209 
indicate relationships from the DAGs; green lines indicate relationships from the Genes2FANS 210 
database. Orange nodes are common nodes between these two approaches; purple nodes are 211 
only from the DAGs and blue nodes are only from the Genes2FANS.   212 
213 
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Discussion 214 
In this study, we used proteomics and DAGs to characterize relationships between proteins in 215 
breast cancer tumor samples. Unlike other approaches, such as G2F [21], our DAG method 216 
supplies directed relationships between proteins and a hierarchical structure. Traditionally, PPI 217 
networks are based on relationships described in the literature. However, we built a directed 218 
network, i.e., a graph formed by edges with a direction, using protein expression data without 219 
other a priori information; thus, it was possible to propose new hypotheses about protein 220 
interactions. We used PGMs because they offer a way to relate many random variables to a 221 
complex dependency structure.  222 
Arrows in directed networks indicate causality between two proteins; i.e., if proteins A and B 223 
are connected and protein A changes its expression value, protein B changes its expression 224 
value as well. This approach enables to make hypotheses about causal relationships between 225 
proteins and proposes a hierarchical structure. The G2F relationships supplied additional 226 
information to our directed networks; thus, they served as a validation of the network 227 
coherence. In some cases, an experimental relationship between two proteins connected in 228 
the directed network had been described. In component 10b, for instance, a common HSPH1 229 
nexus for CFL1 and DYNRBL1 had been found [21]. In addition, the DAG analysis established a 230 
relationship between PTRF and PRDXCDBP in component 27, which had been widely reported 231 
[30]. 232 
We demonstrated in previous studies that non-directed graphs provided functional 233 
information [2-5]. Interestingly, a functional structure also appeared in the type of network 234 
used in this study. Component activities suggested differences in functions such as metastasis, 235 
proliferation, proteasome or glycolysis. We have previously described differences in 236 
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proteasome and glycolysis between ER-true and TN-like subtypes using non-directed networks 237 
[2]. 238 
On the other hand, the role that the actin cytoskeleton plays and its regulation in directional 239 
migration and metastasis it is widely known; thus, it is not surprising that the proteins that 240 
comprise component 10b had some relationship to this biological function and had prognostic 241 
value. Using, for example, component 10b activity, based on the proteins related to 242 
metastasis, it is possible to split our population into groups at low and a high risk of relapse; 243 
interestingly, this prognostic value was also shown in the analysis by subtype. In previous 244 
studies, we have used functional node activities from non-directed networks to develop 245 
prognostic predictors [4, 5]. This approach has also been validated in directed networks. 246 
Component 10b presents three proteins showing influence over others: HIST2H2BF, DYNLRB1 247 
and RHOG. Dynein light chain roadblock-type 1 (DYNRBL1), also known as km23-1, is a 248 
component of the cytoplasmic dynein 1 complex. In colon cells, its depletion can block events 249 
known to be involved in cell invasion and tumor metastasis, and it is also an actin cytoskeletal 250 
linker critical for the dynamic regulation of cell motility and invasion because it induces a 251 
highly organized actin stress ﬁber network [31]. DYNRBL1 regulates Ras-homolog family 252 
member A (RhoA) and motility-associated actin modulating proteins, such as coﬁlin1 (CFL1) 253 
and coronin [32], suggesting that DYNRBL1 could represent a novel target for anti-metastatic 254 
therapy [26].  255 
On the other hand, Ras-homolog family member G (RhoG) encodes a member of the Rho 256 
family of small GTPases. Constitutively active RhoG induces morphological and cytoskeletal 257 
changes similar to those induced by the combination of active Rac and Cdc42 working 258 
upstream from them. Rac is activated at the leading edge of motile cells and induces the 259 
formation of actin-rich lamellipodia protrusions, which serves as a major driving force for 260 
cancer cells. The major downstream proteins for Rac are the WAVE family proteins, the 261 
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activators of the Arp2/3 complex. In addition, RhoG induces translocation of the Dock4-ELMO 262 
complex to the plasma membrane and enhances Rac1 activation, which promotes migration 263 
[33]. Moreover, RNA interference-mediated knockdown of RhoG in HeLa cells reduced cell 264 
migration in Transwell and scratch-wound migration assays [28].  265 
HIST2H2BF has been proposed as a pancreatic ductal adenocarcinoma biomarker [34], 266 
however, there is no available information about its role in metastasis or breast cancer. 267 
In component 10b, both DYNLRB1 and RHoG expression modulates CFL1, which is an actin-268 
modulating protein related to filamentous F-actin and G-actin polymerization. Increased 269 
phosphorylation of this protein by LIM kinase aids in Rho-induced reorganization of the actin 270 
cytoskeleton [35]. CFL1 is an actin-severing protein that creates free barbed ends in the actin-271 
severing process. Arp2/3 binding to these barbed ends allows the elongation of new actin 272 
ﬁlaments. The synergy between CFL1 severing activity and Arp2/3-generated dendritic 273 
nucleation results in the formation of stable invadopods and directional migration, linking CFL1 274 
and ARP2/3, through RhoG, to tumor cell invasion [32, 36]. The CFL1 pathway was previously 275 
related to metastatic processes in breast cancer [35]. 276 
Furthermore, DYNRBL1 is required for TGFb1 secretion. The TGFb pathway apparently plays an 277 
important role in cell migration in this sense, because TGFbRII signaling regulates Rho GTPase 278 
degradation and actin dynamics. Moreover, the TGFb pathway induces both NET1 expression,  279 
which promotes actin polymerization, and tropomyosin expression related to cell motility, 280 
during the epithelial–mesenchymal transition process [32]. Additionally, TGFb production by 281 
macrophages or dendritic cells that have engulfed apoptotic cells can promote the generation 282 
of inducible regulatory T cells that play a known protumoral role [33]. 283 
Therefore, the relationships between CFL1, RHOG and DYNLRB1 are well-established. 284 
Interestingly, the DAG adds the decorin (DCN) to these edges. DCN is a small leucine-rich 285 
proteoglycan that promotes matrix organization by decreasing collagen uptake/degradation, 286 
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which constitutes a physical barrier against migration/motility of cancerous cells. The 287 
alteration in the matrix stiffness leads to differential integrin activation and changes in 288 
cytoskeletal organization by Rac, affecting cell motility and invasiveness [37]. Moreover, DCN 289 
acts as a matrikine, whose interaction with CXC chemokine receptor 4 (CXCR4) impairs its 290 
binding with stromal cell-derived factor-1a (SDF-1a), preventing directional migration [37]. In 291 
breast cancer tumors, high DCN expression in stroma correlated with lower tumor grade, low 292 
Ki67 levels and ER positivity. On the other hand, high expression of DCN in the malignant 293 
epithelium correlated with lymph node positivity, a higher number of positive lymph nodes 294 
and HER2-positive status compared with patients with low DCN expression [38]. 295 
Finally, lysyl-tRNA synthetase (KARS), also known as KRS, was recently shown to induce cancer 296 
cell migration through its interaction with the 67-kDa laminin receptor (67LR), which binds 297 
laminin on extracellular matrix. The interaction of KRS with 67LR enhances the membrane 298 
stability of 67LR, which in turn results in an increase in laminin-dependent cell migration in 299 
metastasis [35]. KARS causes incomplete epithelial-mesenchymal transition and ineffective 300 
cell‑extracellular matrix adhesion for migration [39].  301 
We used mathematical DAG analyses and applied them to proteomics data of breast cancer 302 
tumors in order to infer causal relationships between proteins. However it is possible that DAG 303 
analyses suffer small variations by the introduction of a new variable, this technique seems 304 
useful, on the one hand, to build a descriptive model of a dataset and, on the other hand, to 305 
associate proteins with the same biological function. In addition, this method supplied some 306 
known relationships but also proposed new ones, and it associated proteins having a similar 307 
function. Therefore, this method appears to be a good approach for proposing new 308 
hypotheses about mechanisms of action. Moreover, it was possible to associate the results 309 
obtained by DAG analysis with prognoses and to build a prognostic signature. As far as we 310 
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know, this is the first time that this type of analysis has been applied to clinical data and is 311 
associated with clinical outcome. 312 
Our study has some limitations. Proteomics provides complementary information to other 313 
techniques such as genomics. However, an improvement in the number of detected proteins is 314 
still necessary. Validation at the cellular level is also needed.  315 
In summary, in this study we used proteomics and Bayesian networks to characterize 316 
relationships between proteins in breast cancer tumors. This approach reflected some 317 
previously described interactions, and it could be used to propose new hypotheses and 318 
mechanisms of action.  319 
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