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Abstract. The field of Numismatics provides the names and descrip-
tions of the symbols minted on the ancient coins. Classification of the
ancient coins aims at assigning a given coin to its issuer. Various issuers
used various symbols for their coins. We propose to use these symbols for
a framework that will coarsely classify the ancient coins. Bag of visual
words (BoVWs) is a well established visual recognition technique applied
to various problems in computer vision like object and scene recognition.
Improvements have been made by incorporating the spatial information
to this technique. We apply the BoVWs technique to our problem and
use three symbols for coarse-grained classification. We use rectangular
tiling, log-polar tiling and circular tiling to incorporate spatial informa-
tion to BoVWs. Experimental results show that the circular tiling proves
superior to the rest of the methods for our problem.
1 Introduction
In this paper, we address the problem of visual classification of ancient coins.
Our proposed visual classification framework is based on the symbols minted on
the reverse side of the coins. These symbols have specific names and descrip-
tions for which we have to refer to Numismatics [5] which deals with the study
of coins and currency, specifically the branch of Numismatics concerned with
the knowledge of ancient coins. These ancient coins are indexed in standard
reference books [4]. The heads of a coin is called the obverse side while the
tails is called the reverse side. For Roman Republican coins, which are the
focus of this work, the obverse side usually depicts a portrait of an emperor or
a god while the reverse side has embossed drawings of instruments, weapons,
animals and temples etc [4]. We call these embossed drawings symbols and use
them for the classification of ancient coins. These symbols serve as a natural
and intuitive choice for classification. The descriptions to an ancient coin given
by an expert source include the name of a king whose portrait is on the obverse
side, the year of his reign and the description of the symbols on the reverse side.
Therefore besides the Latin inscriptions, the symbols on the reverse side provide
the most natural cue to classify a coin.
The manual classification of coins from sources like private and museum collec-
tions or new coin findings requires time and expertise. Therefore an image-based
coin classification framework can provide an improved and faster classification
that can be conducted by non-experts, as manual coin classification can be done
only by experts due to its complexity [5].
Research issues
The visual classification of ancient coins comes with its own set of research
challenges. The available dataset for this research contains about 3900 Roman
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Number of Images for the 
symbol = 51
Number of classes carrying the 
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Number of Images for the 
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symbol= 1
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symbol= 9
Curule GriffinShe-wolf
Figure 1: Symbols used for classification, number of classes and images for each
symbol
Republican coins that belong to 550 distinct classes. By class we mean the
visually distinguishable coin types defined in the standard reference book [4].
There is a significant variability in the coins of the same class whereas coins of
different classes possibly have significant visual similarity. The wear and tear of
a coin due to its age as well as the conditions in which it was preserved lead to
local variations within a class and missing of certain visually important parts.
Apart from this, due to lack of technology in ancient times, the coins were
minted by different die engravers with use of different dies. Therefore various
parts of a coin of the same class are not necessarily identical.
Coarse-grained classification
In this paper we aim at a coarse-grained classification of ancient Roman coins as
a given symbol may be minted on coins of more than one class. We consider three
symbols named griffin, curule and she-wolf as shown in Fig. 1. The pronounced
variance in curule can be seen in Fig. 1 as there are 9 classes in the dataset on
which it is minted. We will categorize the coins based on these three symbols.
Fig. 1 also shows the number of classes in our dataset on which these symbols
are minted along with the number of visual examples for each symbol.
Related work
There is little work on application of computer vision techniques for the visual
classification of ancient coins. Most of the work focuses on the recognition of
modern coins. However modern day coins are manufactured using sophisticated
technology as compared to the dies used in ancient times. Apart from that, the
effects on modern coins due to wear and tear are almost negligible as compared
to ancient coins. The proposed techniques for modern day coins classification
based on gradient information [11, 10] and Eigenspaces [6] are not sufficient for
ancient coins classification as shown by Zaharieva et al. [13]. SIFT features
[9] are used by Kampel and Zaharieva [7] to obtain the classification accuracy
of 90% on a dataset of 390 images belonging to only 3 classes. Sparse SIFT
features are matched between images and the ones with the greatest number of
matches are assigned to the same class. The method proposed by Arandjelović
[1] combines geometry with SIFT by calculating the directional histograms at
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the positions of the keypoints. Although the method proved superior to BoVWs
with a classification accuracy of 57.2% against 2.4% yet the BoVWs represen-
tation used lack the spatial information. Additionally, experiments were only
performed on the obverse sides of the coins belonging to 65 classes. The method
proposed in [14] is based on a dense correspondence search between coin im-
ages. The visual similarity of coins is derived from these correspondences and
exploited for a coarse-to-fine search for the coin exemplar in the database with
highest similarity. The method achieves a classification rate of 82.8% on a test
set containing 60 classes of Roman Republican coins.
We propose the first method which explicitly achieves symbol recognition on
coins. We propose to incorporate more knowledge from Numismatics than any
other method for ancient coins classification. This method can be extended to a
comprehensive classification framework which will use semantically meaningful
information from expert sources of Numismatics. The central idea of our ap-
proach is very close to human intuition as we rely on the symbols minted on the
reverse side. These symbols have sufficient differences in their structures due to
which they are more discriminating than the portraits of the emperors on the
obverse side. The contributions of this paper are as follows:
• Coarse-grained classification of ancient coins based on symbols.
• The use of dense SIFT based BoVWs representation for ancient coins
classification.
• Evaluation of three approaches (rectangular, circular and log-polar), for
capturing the spatial information of BoVWs for the task of ancient coins
classification.
The rest of the paper is organized as follows: Section 2 gives an overview of the
bag of visual words on which our proposed framework is based. The details of
our proposed framework are given in Section 3. Experiments and results are
reported in Section 4. Finally we conclude the paper in Section 5 and give an
overview of the future directions for research.
2 Bag of Visual Words (BoVWs)
The BoVWs method of image representation draws its concept from text docu-
ments. A text document usually consists of a distribution of words. A compact
representation of any textual document can be visualized by the distributions
of words in it. Following the same concept, an image can be represented using
“visual words” [12]. The important visual information for the representation
of an image is concentrated in its interest points or keypoints. Here we use
Lowe’s SIFT descriptors for image representation. We use a dense sampling
approach which deals with the extraction of SIFT features on a regular grid
across the image. However due to the high dimensionality of these descriptors,
they are inappropriate to be used as visual words. Therefore a quantization
method is imposed on the feature space of these image descriptors to build a
visual vocabulary. Following steps are performed to build a visual vocabulary.
1. Features are extracted from a representative image set.
2. A quantization scheme is used to cluster the image features. For instance,
k-means clustering is used where k is the size of the visual vocabulary.
3. The features of a novel image are then mapped according to the established
visual vocabulary. The mapping is based on Euclidean distance between
a word and a given descriptor.
4. Finally the novel image is represented as a histogram of visual words.
Fig. 2 gives a visual summary of the procedure for BoVWs image representation.
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Figure 2: Procedure for vocabulary generation and BoVWs image representation
3 Adding Spatial Information to BoVWs Representation
There are issues of this technique that have to be investigated for our appli-
cation scenario. The first issue is the size of vocabulary for BoVWs. A small
vocabulary leads to an insufficient representation of all image patches while a
large vocabulary causes quantization artifacts and overfitting. We thus evaluate
a range of visual vocabularies for our task. The second and most important issue
is the lack of geometry as the BoVWs approach does not take the spatial loca-
tion of the visual words into account. Although this characteristic of BoVWs
make them flexible to viewpoint and pose changes yet it can result in a low
performance at places where spatial information is an important discriminating
factor. Since we will use symbols for coarse-grained ancient coins classification,
these symbols have specific geometric structures and their parts are spatially re-
lated to each other. Therefore incorporating the spatial information to BoVWs
for our task will lead to significant improvements in performance and this is
shown in the results. Here we give an overview of the methods for incorporating
spatial information to BoVWs. The illustration of these methods is given in
Fig. 3.
3.1 Rectangular Tiling
For a given image, the densely sampled SIFT features are mapped to the visual
words of a vocabulary of size M . The image is then partitioned into 2 × 2
regions. Therefore instead of representing the image by an M sized histogram,
it is represented by 4 histograms of size M for each region. After computing
the histograms for all image regions, they are concatenated into a single feature
vector of size M × 4. However this method of spatial tiling is not invariant to
rotations. If the image is rotated sufficiently, then the visual words of one image
partition fall into the adjacent partition leading to a change in the histograms
of all the four regions.
3.2 Log-polar Tiling
Belongie et al. [2] used the log-polar binning scheme for the first time to develop
a descriptor for shape matching. Recently, log-polar spatial tiling was used by
Zhang and Mayo [15] to incorporate spatial information to BoVWs. According to
the results presented in their paper, the proposed spatial scheme outperformed
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Figure 3: BoVWs image representation with and without spatial tilings
the Spatial Pyramid Matching (SPM) of Lazebnik et al. [8] at three benchmark
datasets. By applying the log-polar spatial tiling, a given image is divided
into sectors of various scales and orientations. This detailed spatial sectoring
of an image leads to fine capturing of the distribution of image features both
in distance and orientations. Log-polar spatial tiling is added to the BoVWs
representation of an image by performing the following steps:
• A log-polar tiling scheme of r scales and θ orientations is imposed on the
image resulting in a total of r × θ spatial sectors of the image. In our
approach, we empirically use r = 3 and θ = 4.
• For each sector in the log-polar tiling, a histogram of visual words of size
M is calculated.
• Finally, the histograms of all the log-polar sectors are concatenated into
a single feature vector of size M × r × θ.
This approach is similar to the rectangular tiling but the difference lies in
the way image subregions are defined. The size of the image subregions vary
as their distance from the center of the image increases. As shown in Fig. 3,
the log-polar sectors near the center of the image are smaller than the ones far
from the center. This results in a spatial tiling where the sectors far from the
center of the image contain more number of visual words than those near to it.
The detailed splitting of the image into log-polar sectors helps to capture the
spatial relationship of the image patches but this scheme is also not invariant
to rotations. The rotation of an image will lead to a shift of patches in the
adjacent sectors and hence the distributions of the visual words will change in
them. This change in distributions will affect the histograms of all the sectors.
3.3 Circular Tiling
We propose to use circular tiling to incorporate the spatial information to
BoVWs as shown in Fig. 3. Circular tiling is a natural choice for our prob-
lem as ancient coins are circular, though not perfectly circular due to reasons
mentioned in Section 1. We impose concentric circular tiling to generate the
BoVWs representation. After the image is represented by the visual words from
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a vocabulary of size M , circular binned spatial information is added to it as
follows.
• A concentric circular tiling is imposed on this representation consisting of
r circles. We examine r = 3 and use the smaller dimension among width
and height of a given image to calculate the radii of circles so that the
outer circle lies inside the image boundaries.
• For each circular bin, a histogram of visual words of size M is calculated.
• Finally, the histograms of all the circular bins are concatenated into a
single feature vector of size M × r.
Circular tiling is invariant to rotations because if a coin is rotated, it will not
result in change of the distributions of visual words in circular bins. Therefore
the histograms based on circular tiling will remain invariant to rotation of the
coin.
4 Experiments and Results
As stated before, we consider three symbols of ancient coins for our experiments.
We evaluate each spatial scheme for a given number of vocabulary sizes and total
number of SIFT features used to build the vocabulary. During the training
phase, dense SIFT features are extracted from each one of the training images.
As the total number of features extracted from the training images can be
quite large, a random subset of features is selected. The size of this random
subset is varied as {1000, 1500, 2000, 2500, 3000, 3500, 4000}. However equal
number of features are selected from all the training images. k-means clustering
is then used to cluster the features in order to construct the vocabulary. Only
the training set is used to construct the visual vocabulary. The vocabulary
sizes used are {10, 20, 50, 100, 200, 400, 800}. 70% of the images are used
as training set and the remaining 30% as test set. A one-vs-all multi-class
classification is carried out using the SVM classifier of LIBSVM library [3]. We
use an RBF kernel for our experiments where the best values for C and γ are
determined with n-fold cross-validation on the training set. The classification
accuracy for various combinations of size of vocabulary and number of features
for rectangular, log-polar and circular tiling is shown in Fig. 4. To visualize
the comparison of all the three methods collectively, for each vocabulary size,
we took an average of the classification accuracies for all the features. Fig. 5
shows the comparison. It can be seen that all the three methods are superior
to the BoVWs representation with no spatial information. The circular tiling
outperforms rest of the spatial schemes on vocabulary sizes of 10, 20, 50 and
100 but as the vocabulary size increases, the behavior of all the three schemes
converge. We claimed in the previous section that circular tiling is superior to
the rest of the methods in terms of rotation invariance. We figured out that
the converging nature of the three methods is due to the lack of a challenging
rotation variance of the images in the test set. Symbols on the images in our test
set are not too much rotated leading to a lack of difference in performance of the
three methods. Therefore, circular tiling can be considered as the best choice
for our problem as it provides rotation invariance without losing discriminative
power compared to rectangular and log-polar tiling.
5 Conclusion and Future Work
We proposed a framework for the visual classification of ancient coins based on
the symbols minted on their reverse side. Three symbols were considered for
classification. BoVWs approach was used to represent the images. As BoVWs
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Figure 4: Classification accuracy as a function of vocabulary size and total
number of features
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Figure 5: Mean accuracy for all number of features for all vocabulary sizes
image representation lacks the spatial information, three types of spatial tilings
were evaluated to incorporate the spatial information. Rectangular, log-polar
and circular tiling were used and evaluated. All the three schemes showed
superior performance to BoVWs representation where spatial information is not
incorporated. However circular tiling outperformed rest of the two schemes
on our dataset. In the future we plan to validate our promising results on a
larger number of symbols and more variation of coin rotation in the dataset.
Consequently, the framework will be extended towards a larger-scale system in
order to allow for a fast and robust recognition of significant symbols on ancient
coins.
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