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Automatic transcription of lectures is one of the promising applications of 
automatic speech recognition (ASR), since captions to the lectures are 
needed not only for hearing-impaired persons but also for non-native viewers 
and elderly people.  ASR is also useful for indexing the content.  This work 
addresses effective acoustic model training targeted on Chinese spoken 
lectures. ASR of lectures has been investigated for almost a decade in many 
institutions world-wide, but there are still technically challenging issues 
for the system to reach a practical level. The biggest challenge is the 
limitation of training data. 
 
In this work, a relatively small-sized database for Chinese spoken lectures 
with faithful transcripts is first compiled, but it is not sufficient for 
supervised training. On the other hand, there is huge amount of audio and 
video data of lectures with closed caption texts or without any related 
texts, which should be exploited to increase the training data. This thesis 
presents a progressive framework for acoustic model training by effectively 
incorporating speech data without faithful transcripts. Since the 
automatically generated label with a seed model will have a low accuracy, 
lightly-supervised training is introduced by leveraging closed caption 
texts. Then, semi-supervised training is reasonably adopted by incorporating 
unlabelled data. A novel discriminative approach is proposed to select 
reliable data in this framework. A dedicated set of classifiers are designed 
to select or verify the hypothesis from multiple ASR systems or the closed 
caption text. 
 
Chapter 1 introduces the background, the problem, and the approaches 
addressed in the thesis. In Chapter 2, a review of speech recognition and 
deep neural network (DNN)-based acoustic model training is presented, and 
then the basic concept of lightly-supervised and semi-supervised training in 
the machine learning paradigm is introduced with related work. 
 
Chapter 3 describes the corpus and the baseline system. For a comprehensive 
study on ASR of spontaneous Chinese, a corpus of Chinese Lecture Room (CCLR) 
is compiled. An overview of this corpus and some linguistic analysis are 
presented. Then, a baseline ASR system is developed based on GMM (Gaussian 
Mixture Model) and DNN using this corpus. 
 
In Chapter 4, the proposed lightly-supervised acoustic model training with 
discriminative data selection from closed caption texts is explained. In the 
proposed method, a sequence of the closed caption text and that of the ASR 
hypothesis by the baseline system are aligned. Then, a set of dedicated 
 
 classifiers based on CRF (Conditional Random Fields) is designed and trained 
to select the correct one among them or reject both. It is demonstrated that 
the classifiers can effectively filter the usable data for acoustic model 
training without tuning any threshold parameters.  A significant improvement 
in the ASR accuracy is achieved from the baseline system (3% absolute) and 
also in comparison with the conventional method of lightly-supervised 
training based on simple matching and confidence measure score (CMS). 
 
In Chapter 5, the proposed semi-supervised acoustic model training with 
discriminative data selection from multiple ASR systems' hypotheses is 
described. In the proposed method, ASR hypotheses are obtained from 
complementary GMM and DNN based ASR systems. Then, a set of CRF-based 
classifiers are trained to select the better hypothesis and verify the 
selected data. The combined hypothesis for acoustic model training shows 
higher quality compared with the conventional system combination method 
(ROVER). Moreover, compared with the conventional data selection based on 
CMS, the method is demonstrated more effective for filtering usable data. A 
significant improvement in the ASR accuracy is achieved over the baseline 
system (1.5% absolute) and in comparison with the models trained with the 
conventional system combination and data selection methods. 
 
















































  更に、試問の結果の要旨（例えば「平成 年 月 日論文内容とそれに関連した 
  口頭試問を行った結果合格と認めた。」）を付け加えること。 
 
Webでの即日公開を希望しない場合は、以下に公開可能とする日付を記入すること。 
要旨公開可能日：     年   月   日以降 
 
 
