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Введение 
ОЦЕНКА КАЧЕСТВА ФУНКЦИОНИРОВАНИЯ 
СИСТЕМ ЗАЩИТЬІ ИНФОРМАЦИИ 
Оценка качества принятия решения в значительной степени аналогична задаче теории 
связи, учитьшающей наличие помех в исходной информации при управлении и 
функционировании систем защить1 информации (СЗИ), в некоторой подсистеме и в панели 
передачи информации. 
Любая сложная автоматизированная система управления, в том числе и система 
защить1 информации, может рассматриваться как сложная информационная система. 
Процесс управления в данного рода системах связан с различнь1ми ::папами преобразования 
информации, которь1е предшествуют принятию решения. 
Решающее значение для определения основнь1х показателей качества СЗИ, таких как 
точность, зффективность и надежность имеет достоверность . информации, представляемой 
системой. Оценить правильность представления информации в системе представляется 
возможнь~м на основе последовательной оценки достоверности информации, 
представляемой различньІМи датчиками, подсистемами и её каналами связи. 
Цель работЬІ 
Работа посвящена оценке достоверности информации, представляемой датчиками и 
подсистемами СЗИ (линейнь1ми инерциальнь1ми устройствами), с целью комплексной 
оценки качества функционирования системЬІ с учетом как процесса функционирования 
техническим злементам и средств системь1, так и процесса передачи информации. 
Основная часть 
Оценка достоверности информации подсистем СЗИ осуществляется на основе 
исследований информационнь~х преобразований сигнала, как материального носителя 
информации. 
Количество информации, соответствующее непрерьшному сигналу Х, определено 
положениями теории информации [1] и рассчитЬІвается так: 
оо 
Н(х) = - J т(х) ln т(х)dх (1) 
-оо 
где т(х) - функция распределения непрерьшной случайной величинь1 х. 
В статье исследуется происхождение информационного сигнала совместно с помехой 
типа нормальнь1й «6ель1й» шум через линейнь1е инерционнь1е системь1, какими являются 
подсистемЬІ или узлЬІ СЗИ, с постояннь~ми параметрами, к числу которь1х относятся 
одиноЧНЬІе и связаннь1е контура, многокаскаднь1е усилители, линии задержки и др. 
Исследование такого режима работь1 позволяет оценить качество систем в наихудшем 
с:тучае, поскольку помеха типа нормальньтй «бельтй» шум вносит наибольшие искажения в 
информационнь1й сигнал. 
Итак, сигнал, действующий на входе линейной инерционной системь1, представляет 
собой сумму детерминированного сигнала S(t) и помехи N(t): 
x(t)=S(t)+N(t) (2) 
Сигнал на вь1ходе инерционной системь1 можно вь1разить в общем виде через сигнал на 
вь~ходе с помощью соотношения: 
Y(t) = µ(x(t-i-)] (3) 
где x(t)- сигнал на входе сигнала; 
µ, 't - величинь1, характеризующие искажение и врем задержки сигнала. 
Соответствующее количество информации на вЬІходе системь1 может бЬІть вь1ражено 
через исходное количество информации с помощью известного соотношения [2-3]: 
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І(У,Х) = Н(У)- Н(У ІХ) (4) 
где І(У, Х) - количество информации, содержащееся в вЬІходном сигнале относительно 
входного; 
Н(У) - количество информации, соответствующее исходному информационному сигналу; 
Н(У ІХ) - коШІчество информации, соответствующее действующей в системе помехе. 
Следовательно, для определения информационньІХ преобразований сигнала и 
достоверности информации JrnнейньІХ инерционньІХ систем следует в первую очередь 
определить функции распределения случайнь1х процессов на входе и вьІХоде системь1. 
Очевиден тот факт, что даже в случае отсутствия помех в системе, функция распределения 
сигнала после его преобразования отличается от функции распределения сигнала на входе 
системь1. Зто означает, что потерп информации в системе происходят не только вследствие 
помех, но и в результате преобразования сигнала системой. 
Количественная оценка величинь1 потерь информации в линейнь1х инерционнь1х 
системах и оценка достоверности зтих систем осуществляется в данном исследовании. В 
общем виде, погрешность преобразования может бьпь учтена так: 
Н(У Іх)= Н(У І х)"011 + Н(У І х)пр (5) 
где Н(У І х)"0" - количество информации, соответствующее помехе; 
Н(У І х)пр - количество информации, потерянное в результате преобразования. 
Действующий в системе процесс представляет собой сумму информационного сигнала 
и помехи (2). В общей теории связи [4-5] передача сигналов по каналам связи 
осуществляется путем модуляции . В СЗИ применяются различнЬІе видЬІ модуляции, в т.ч . и 
амплитудная. Позтому для простоть1 все исследования проведем на примере АМ. 
При АМ модулированное колебание принимает вид: 
S(t) = CJI + mf(t)]sin(w0 t + qJ0 ) (6) 
где Со - амплитуда; 
f(t)- модулирующая функция, определяемая так, чтобь1 lf(t)l~l; 
m - глубина модуляции; 
ro0 - частота; 
<р0 - начальная фаза. 
В случае синусоидальной модуляции: 
f( t )=sin rot 
Подстановка в (6) дает следующее 
S(t) = C0 [sin(w0t +ер0 )+ msin(w0t + cp0 )sin wt] = 
С0 {sin(w0t +ер0 )+ m/2co~(w0 -w )t +ер0 ]- т/ 2(т0 + w )t +ер0 } 
Итак, информационнь1й сигнал представляет собой АМ-колебание. Количество 
информации І(х), соответствующее сигналу, является максимальньІМ исходньІМ количеством 
информации и может бьпь определено по вь1ражению (1). ИсходньІМи даннЬІМИ для 
определения знтропии входного сигнала является его функция распределения. Как известно 
из теоремь1 случайнь1х процессов, функцией распределения детерминированного процесса 
является дельта-функция [6]: 
W(x) = д[х- S(t)) (8) 
Тогда, количество информации І(х), содержащееся во входном сигнале 
оо 
І(х) = - J о[х - S(t)]ln д[х - S(t)]dx (9) 
-оо 
Исходное количество информации, соответствующее информационному сигналу, 
изменяется в результате преобразования сигнала линейной инерционной системой и под 
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Одномерная функция распределения гауссового «белого» шума равна: 
xz 1 --, 
W(x) = е 2cr .J2па 2 (10) 
Из совокупности всех функций распределения, имеющих одинаковую дисперсию а 2 , 
нормальное распределение является наиболее беспорядочньІМ, т.е. обладает максимальной 
знтропией. Знтропия гауссового «белого» шума равна: 
"' 1 ~[ 1 х2 r Іп~Шd "' ~ 1 "' ~ H(x)=-J&Je'ld Іпг;::-:;-2d = f];J Je'lddx+ &Jfx"e'lddx=ln~Шd+I/2° (11) 
-оо шd ..;шd шd _.,., шd шd -оо 
В инерционной системе значения процесса y(t) на ее вь1ходе зависят не только от 
значений процесса x(t) , действующего на входе в тот же момент времени t , но и от его 
значений в другие моменть1 времени. Линейная инерционная система характеризуется тем , 
что величина y(t) получается суперпози:rwей, всех значений x(t) , каждое из которь1х 
рmожается на весовой козффициент h(t, r) , зависящий и от момента приложения r 
процесса на входе, и от момента наблюдения процесса на вЬІХоде системь1. 
Для линейНЬІХ систем с постоянньІМи параметрами процесс y(t) на вь1ходе линейной 
истемь1 может бь1ть вь1ражен через процесс на входе x(t) с помощью интеграла Дюамеля: 
.., 
y(t) = f x(t - r)h(r)dr (12) 
-оо 
Для реальнЬІх систем x(t)=O при t<O, то: 
І 
y(t) = J x(t-r)h(r)dr (13) 
о 
Таким образом , линейная система с импульсной переходной функцией h(r) 
преобразует согласно (13) случайнь1й процесс ~1 (t) , поданньтй на ее вход , в другой 
:1учайнЬІЙ процесс ~2 (t): 
І І 
~2 (t) = J ~1 (t- r)h(r)dr =J ~1 (t)h(t - 7:)dr (14) 
о о 
Зто означает, что переходной процесс ~2 (t) в линейной системе является 
нестационарньІМ случайньІМ процессом если даже приложеннь1й и его входь~ случайнЬІй 
цесс ~1 (t) стационарен. 
Задача определения функций распределения процесса ~2 (t) на вьІХоде линейной 
~истемЬІ является достаточной сложной . Только в одном частном случае, когда процесс 
- t) на входе системЬІ нормальнь1й, зта задача решается относительно просто. СлучайньІЙ 
цесс в зтом случае является пределом интегральной суммь1: 
N ~2 (/) = L~1 (t-rk)h(rk)(r;+1 -r; ), где r; <rk <r;+1 при Іr;+ 1 -r; І~ О. 
k~O 
Случайнь1е величинь1 ~1 (t),~1 (t- т1), ... J{1 (t - т11) в рассматриваемом случае 
~зязань1N+1 - мерньІМ нормальньІМ законом распределения. 
Задача о преобразовании функций распределения в линейной инерционной системе, 
гда на входе ее действует случайнь1й процесс, отличнь1й от нормального, чрезвь~чайно 
:.:rная. Существует несколько приближенньІХ методов решения зтой задачи, каждь1й из 
торЬІХ базируется на специальньІХ предположениях относительно статистических 
актеристик входного случайного процесса и свойств самой линейной системь1. 
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В нашем случае на входе линейной системь1 действует случайнь1й процесс, 
представляющий собою сумму детерминированного сигнала S(t) и нормального белого 
шума N(t) , то есть нормальньІЙ случайнь1й процесс. Поскольку для линейнь1х систем 
справедлив принцип суперпозиции, то исследование прохождения сигнала и помехи через 
линейнь1е системьІ можно осуществлять независимо. 
Передаточная функция и импульсная переходная функция линейной системь1 с 
постояннь1ми параметрами связань1 парой преобразований Фурье: 
k{ico) = J::, h(tt)e-iUJud.tt (15) 
li(t) = 2- f (';() k(i(JJ)ei:cиt dro (16) 
11r -оо 
На практике, при зксплуатации СЗИ чаще пользуются частотно й С ( ro) и фазовой 
<р (со) характеристиками линейной системь1, представляющими собой соответственно 
модуль и аргумент передаточной функции k (iro). 
Связь импульсной переходной функции с частотной и фазовой характеристиками 
линейной системь1 вь1ражаются интегралом 
h(t) = ;J_:°co c(«>)cosiwt + <p(w)] d!JJ (17) 
Рассмотрим наиболее общий случай линейной инерционной системь1 - идеальнь1й 
фильтр исследуем информационнь1е преобразование сигналов при прохождении через 
линейную систему с характеристикой идеального фильтра. Определим достоверность 
информации, предоставляемой такой линейной инерционной системой. 
Уравнение частотной характеристики идеального фильтра имеет вид 
C(<U) = {1, 
о, 
Ле Ісо - ш0 І < z 
Ісо - ш0 І> де 
2 
(18) 
При ЛС « wO фильтр представляет узкополосную линейную систему. 
Прямоугольная частотная характеристика линейной системь1 представляет собой 
математическую идеализацию, неосуществимую физически. Реальнь1й фильтрь1 с 
сосредоточеннь1ми параметрами могут иметь, частотнь1е характеристики, достаточно 
близкие к прямоугольньrм. 
Согласно(l 7) импульсная переходная функция идеального фильтра может бьпь 
определена и описана как 
.1 "'о+Л.с 1 . Ісио+дс 2 • Ле h(т) = - J д~ cosшrd«J = -sinшr: -іё =-s~п-тсоsю0т я: "'о-- 1ZТ сиа-- пт 2 2 ~ (19) 
Случайнь1й процесс на вь1ходе иДеального фильтра связан с процессом на вьrходе 
соотношением(14). Поскольку анализируемь1й случайнь1й процесс (гауссовь1й бель1й шум) 
не зависит от времени, так как любь1е два значения зтого нормального случайного процесса 
вне совпадающие моменть1 времени не коррелированнь1е, то одномерная функция 
распределения такого процесса на входе идеального фильтра имеет вид 
W1cfi.'t) = Wч.;1, t +т) = wЧ{i), 
::;:2 
:1 --W1(l:) = ~·Є :ia2 
'>1 v2т.нт-
(20) 
Случайньrй процесс на вь1ходе идеального фильтра с учетом(19) и (14) примет вид 
с ) rt 2 . Ле { 1 (tsin ~c+63o)'t" {'1 {t COS'~c-ooo)'t" {2 t = Jio { 1 -sin --1:cosш0-rd7: = - J,0 dт; + - J,0 dт (21) 1r'r 2 1С т 1С " 
Следовательно случайнь1й процесс типа нормального белого шума в результате 
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{ 2 (t) = ~ [Si(t1)- S,(t2)] (22) 
r :::ie 
Функция распределения помехи на вьrходе идеального фильтра равно 
.fr4 
1 --W({2) = --е аа} 42т.ит: (23) 
Проследим как изменяется детерминированнь1й сигнал представляющий в 
ана:rизированном случае амплитудно-модулированное колебание (7). Согласно (14) сигнал 
на вьrходе идеального фильтра с импульсной переходной функцией (19) может бьпь 
вьrражен следующим вь1ражением 
t 
~(t) = J С0 {sin[ro0(t -т) +ер0]+ msi~[w0 (t- Іi") +ер0] х sinfi(t 
о 
(24) 
Для решения полученнь~х интегралов применяем операции интегрирования по 
стям, замень1 переменнь1х интегрирования, а также ряд тригонометрических 
~ образований . Процесс вь1числения интегралом (24) весьма трудоемкий, однако не 
з:ставляет принципиальнь1х трудностей, позтому приводим окончательнь1е результать1 
образования амплитудно-модулированного колебания идеальньrм фильтром 
~ (t) = ; {; cos(w0 t + <р0) {Сі { 2ш0 + :~ t - Ct ( 2w0 - д2с) t + ~ sin!lt [ с, (2ro0 + л2с + 
fi t - Ct е: + !1) t + Ct ( ~ + fi) t - С1 ( 2ш0 - :с + П) t + Ct ( 2(!}0 + л; - n) t -
С- (ле + n) t + С· (де - n) t - С- (2w0 - ле - n) t - ~ cosfit [-s- (· 2·Wn 4- ле +а) t -1 2 i 2 t 2 2 ' t " ' 2 
S-(~ - п) t - Si с~: + П) t +Si ( 2 Шо - Л2С + П) t - Si ( 2а>о + л: - fi) t - Si (л; + fi )t -
St (де - п) t + St (· 2ш0 - ле - !1) t} + _:sin(~<tt + rp0 ) {st (2ш0 +л~ t + 2 Sї ле t -2 2 . 2 . . 2-J 2 
S ( 2Шо - л:) t + ~ COSfit [Сі ( 2<.Uo + ЛZС + fl) t - Сі ( д: -n) t + Сі ( Лzе + fi) t -
Сі ( 2Шо - д2С + fi) t - Сі ( 2Wo + AZC - fi) t + Сі elc + fi) t - Сі е2с - fi) t + Сі ( 2t.Uo - Л2С -
fl) t] + ~ sinflt {st ( 2ro0 + :с + fi) t + St ( л2с - n) t + Sc (л: + n) t - St ( 2w0 - ~с + fi) t + 
S- ( 2шо + д2с - fi) t + Si е; + !l) t + S1 е2с - Л.) t - Si ( 2iU,0 - л2с - fi) t]} 
(25) 
Случайнь1й процесс на вьrходе идеального фильтра представляет собой сумму 
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J,(t) = { 2 (t) + S2 (t), где 
{ 2 (t) и S2(t) 
Определень1 формулами (22) и (25), соответственно. Функция распределения суммь1 
двух независимь1х случайнь1х величин определяется по формуле 
w(y) = J~0w(u)w(y - u)du (26) 
Поскольку функция распределения детерминированной части процесса представляет 
собой дельта -функцию, то используя фильтрующие свойства дельта функции, 
преобразуем вь1ражение (25) к виду 
W(y) = f~co w(u)s[y-s - и] dtt = w(y - S) (27) 
где w(y) - функция распределения чисто случайной части процесса, то есть помехи. С 
учетом вь1ражений (10) и (27) функция распределения случайного процесса на вь~ходе 
идеального фильтра может бьпь представлена как 
1 (;>'-S:дз 
w(y) = І 2 е 2и: 
;, 2па2 
Количество информации Н(у) на вь1ходе идеального фильтра 
(у-52}2 [ (.)•-S:.;:)2] н(у) = - J,00 - 1 -e 2~ ln . l е 2.і~ dy = О~ І 2 
..J z·тra:i ..J 2п.rт2 
F (~) lnJ 2пжrі - R е "::;" УІ-~2 
2 2 21С~ (28) 
Поскольку сигнал S2(t) на вь~ходе идеального фильтра отличен от сигнала S(t) на его 
входе, то погрешность преобразования не ровна нуля. Количество информации Н (у/ х ), 
количественно оценивающее величину погрешности преобразования сигнала с учетом 
помехи, действующей в канале связи определено как количество информации, 
соответствующие сигналу 
(29) 
Общее количество информацnи І(у, х), которая содержит сигнал на вь~ходе идеального 
фильтра относительно входного сигнала равно 
І(у,х) = F(s2.· ) !nJ2кui - Re -::Jyl ~s - F (52 )lп../2пеиі + ~е 
cr.2 ~ . 2. :2 2 tт2 .., 2 2 ~ . ~ ~~ 
. [ 52 З (S-.S2:>2 ] 
. S2 . S-z- 1 • -~ 2 · [F(~)-F (-J]1n.,/2иeuf- ре '~•s, -е "• (S-S2 ) 
O-;i ІТ 2 2 2-пrт~ 
(ЗО) 
Достоверность информации, представляемой линейной инерционной системой с 
характеристикой ( 18), может бьпь определена как степень соответствия информации на 
вь1ходе системь1 І(у, х) исходной информации І(х), то есть 
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а = І{у.х) (31) 
І(а:) 
• 1 где І(у, х) определенно формулой (30), а І(х) формулой (9) . 
Вь1водь1 
і) РезультаТЬІ исследования информационнь~х преобразований сиrнала при его 
прохождении через линейньrе инерционнЬІе системь1 совместно с помехой типа гауссового 
белого шума, позволяющее количественно оценить величину погрешности преобразования и 










ПолученНЬІе аналитические зависимости отличаются общностью и могут бЬІТь 
использоваНЬІ для расчета характеристик широкого класса линейНЬІх инерционньІХ систем с 
ПОСТОЯННЬІМИ параметрами. 
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ОСОБЛИВОСТІ МОБІЛЬНИХ ЗАСОБШ ЗАХИСТУ 
Вступ 
Системи захисту і особливо мобільні системи захисту інформації, представляють 
собою певний додаток або надбудову до функціональної системи, яку передбачається 
захищати. Таким чином, стає актуальним питання про те, щоб такі додатки не погіршували 
експлуатаційних параметрів функціональних систем. Одним з найважливіших параметрів 
цього типу являється параметр, котрий характеризує швидкодію системи. У випадку 
мобільних систем захисту цей параметр має особливе значення оскільки мобільні системи 
повинні бути, у відповідності зі змістовним значенням терміну "мобільність", 
переносимими, а це означає, що вони повинні надавати користувачу можливість оцінювати 
ступінь мобільності, оскільки на основі такої оцінки може бути прийнято рішення про 
можливості використання мобільної системи. Слід відмітити, що у випадку інших підходів 
до побудови систем захисту, таких як декларативні чи цільові, ця проблема розв'язується на 
стадії розробки відповідної системи захисту, оскільки в цих підходах система захисту, при 
розробці орієнтується на захищувану систему і цей параметр враховується з самого початку. 
Основна частина 
У зв'язку з цим, формальний опис засобів захисту у вигляді логічних послідовностей 
необхідно розширити компонентами, зв'язаними з параметрами, що характеризують час 
роботи відповідних складових [1]. Кожна логічна складова, що реалізує фрагмент мобільних 
30) засобів захисту, володіє деяким часовим параметром -r1 • Цей часовий параметр означає 
с інтервал часу, котрий є необхідним для її реалізації. Одним з принципових питань в цьому 
на випадку є питання про вимірювання такого параметру, оскільки мова йде про мобільні сис­
теми. Будемо ці параметри визначати кількістю циклів роботи відповідних фрагментів. В 
цьому випадку, в залежності від базових технічних засобів, котрі забезпечують фізичну 
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