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Abstract. We implement an unsupervised classification algorithm for
high resolution Synthetic Aperture Radar (SAR) images. The founda-
tion of algorithm is based on Classification Expectation-Maximization
(CEM). To get rid of two drawbacks of EM type algorithms, namely
the initialization and the model order selection, we combine the CEM
algorithm with the hierarchical agglomeration strategy and a model or-
der selection criterion called Integrated Completed Likelihood (ICL). We
exploit amplitude statistics in a Finite Mixture Model (FMM), and a
Multinomial Logistic (MnL) latent class label model for a mixture den-
sity to obtain spatially smooth class segments. We test our algorithm on
TerraSAR-X data.
Keywords: High resolution SAR, TerraSAR-X, classification, texture,
multinomial logistic, Classification EM, hierarchical agglomeration.
1 Introduction
Finite Mixture Model (FMM) is a suitable statistical model to represent SAR
image histogram and to perform a model based classification [1], [2]. One of the
first uses of FMM in SAR image classification may be found in [3]. A combination
of several different probability density functions (pdfs) into a FMM has been used
in [4] for high resolution SAR images. The EM algorithm [5], [6] has been used for
parameter estimation in latent variable models such as FMM. Two drawbacks of
FMM based classification with EM algorithm can be sorted as 1) determination
of the necessary number of class to represent the data and 2) initialization of
the classes. By the term unsupervised, we refer to an initialization independent
algorithm which is also able to determine the model order as in [7], [8]. There
are some stochastic methods used in image segmentation like Reversible Jump
Markov Chain Monte Carlo in [9], but their computational complexity is high
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and sometimes they may reach an over segmented maps. Using the advantage
of categorical random variables [10], we prefer to use an EM based algorithm
called Classification EM (CEM) [11] whose computational cost is lower than
both the stochastic methods and the conventional EM algorithm. In classification
step, CEM uses the Winner-Take-All principle to allocate each data pixel to the
related class according to the posterior probability of latent class label. After
the classification step of CEM, we estimate the parameters of the class densities
using only the pixels which belong to that class.
Running the EM type algorithms several times for different model orders to
determine the order based on a criterion is a simple approach to reach a parsi-
monious solution. In [12], a combination of hierarchal agglomeration [13], EM
and Bayesian Information Criterion (BIC) [14] is proposed to find the neces-
sary number of classes in the mixture model. [8] performs a similar strategy
with Component-wise EM [15] and Minimum Message Length (MML) criterion
[16,17]. In this study, we combine hierarchal agglomeration, CEM and ICL [18]
criterion to obtain an unsupervised classification algorithm.
We use a mixture of Nakagami densities for amplitude modelling. To obtain
smooth and segmented class label maps, a post-processing can be applied to
roughly classified class labels, but a Bayesian approach allows to include smooth-
ing constraints to classification problems. We assume that each latent class label
is a categorical random variable which is a special version of the multinomial
random variable where each pixel belongs to only one class [1]. We introduce a
spatial interaction within each binary map adopting multinomial logistic model
[19], [10] to obtain a smooth segmentation map.
In Section 2 and 3, the MnL mixture model and CEM algorithm are given. We
give the details of the agglomeration based unsupervised classification algorithm
in Section 4. The simulation results are shown in Section 5. Section 6 presents
the conclusion and future work.
2 Multinomial Logistic Mixture of Amplitude Based
Densities
We assume that the observed amplitude at the nth pixel, sn ∈ R+, where n ∈
R = {1, 2, . . . , N} represents the lexicographically ordered pixel index, is free
from any noise and instrumental degradation. Every pixel in the image has a
latent class label. Denoting K the number of classes, we encode the class label
as a K dimensional categorical vector zn whose elements zn,k, k ∈ {1, 2, . . . ,K}
have the following properties: 1) zn,k ∈ {0, 1} and 2)
∑K
k=1 zn,k = 1. We may
write the probability of sn as the marginalization of the joint probability of
p(sn, zn|Θ,πn) = p(sn|zn, Θ)p(zn|πn), [1], as
p(sn|Θ,πn) =
∑
zn
p(sn|zn, Θ)p(zn|πn)
=
∑
zn
K∏
k=1
[p(sn|θk)πn,k]zn,k (1)
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where πn,k = p(zn,k = 1) represent the mixture proportions, πn = [πn,1,
. . . , πn,K ], θk is the parameter of the class density and Θ = {θ1, . . . , θK} is
the set of the parameters. If zn is a categorical random vector and the mixture
proportions are spatially invariant, (1) is reduced to classical FMM as follow:
p(sn|Θ) =
K∑
k=1
p(sn|θk)πk (2)
We prefer to use the notation in (1) to show the contribution of the multinomial
density of class label, p(zn), into finite mixture model more explicitly. We give
the details of the class and the mixture densities in the following two sections.
2.1 Class Amplitude Densities
Our aim is to use the amplitude statistics to classify the SAR images. For this
purpose, we model the class amplitudes using Nakagami density, which is a
basic theoretical multi-look amplitude model for SAR images [2]. We express
the Nakagami density with parameters μk and νk as in [2], [10] as
pA(sn|μk, νk) = 2
Γ (νk)
(
νk
μk
)νk
s2νk−1n e
(
−νk s
2
n
µk
)
. (3)
We denote θk = {μk, νk}.
2.2 Mixture Density - Class Prior
The prior density p(zn,k|πn,k) of the categorical random variable is naturally
an iid multinomial density, but we are not able to obtain a smooth class label
map if we use an iid multinomial. We need to use a density which models the
spatial smoothness of the class labels as well. We use a contrast function which
emphasizes the high probabilities while attenuating the low ones, namely Logis-
tic function [19]. The logistic function allows us to make an easier decision by
discriminating the probabilities closed to each other. In this model, We are also
able to introduce spatial interactions of the categorical random field by defining
a binary spatial auto-regression model. Our MnL density for the problem at
hand is written as
p(zn|Z∂n, η) =
K∏
k=1
(
exp(ηvk(zn,k))
∑K
j=1 exp(ηvj(zn,j))
)zn,k
(4)
where
vk(zn,k) = 1 +
∑
m∈M(n)
zm,k. (5)
and Z∂n = {zm : m ∈ M(n),m = n} is the set which contains the neighbors
of zn in a window M(n) defined around n. The function vk(zn,k) returns the
number of labels which belong to class k in the given window. The mixture
density in (4) is spatially-varying with given function vk(zn,k) in (5).
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3 Classification EM Algorithm
Since our purpose is to cluster the observed image pixels by maximizing the
marginal likelihood given in (1), we suggest to use EM type algorithm to deal
with the summation. The EM log-likelihood function is written as
QEM (Θ|Θt−1) =
N∑
n=1
K∑
k=1
zn,k log{p(sn|θk)πn,k}p(zn,k|sn,Z∂n, Θt−1) (6)
where we include the parameter η to parameter set Θ = {θ1, . . . , θK , η}.
If we used the exact EM algorithm to find the maximum of Q(Θ|Θt−1) with
respect to Θ, we would need to maximize the parameters for each class given
the expected value of the class labels. Instead of this, we use the advantage
of working with categorical random variables and resort to Classification EM
algorithm [11]. After classification step, we can partition the pixel domain R
into K non-overlapped regions such that R = ⋃Kk=1 Rk and Rk
⋂Rl = 0, k = l
and consequently, we may write the classification log-likelihood function as
QCEM (Θ|Θt−1) =
K∑
k=1
∑
m∈Rk
log{p(sm|θk)πm,k}p(zm,k|sm,Z∂m, Θt−1) (7)
The CEM algorithm incorporates a classification step between the E-step and
the M-step which performs a simple Maximum-a-Posteriori (MAP) estimation
to find the highest probability class label. Since the posterior of the class label
p(zn,k|sn,Z∂n, Θt−1) is a discrete probability density function of a finite number
of classes, we can perform the MAP estimation by choosing the maximum class
probability. We summarize the CEM algorithm for our problem as follows:
E-step: For k = 1, . . . ,K and n = 1, . . . , N , calculate the posterior probabil-
ities
p(zn,k|sn,Z∂n, Θt−1) = p(sn|θt−1k )
exp(ηt−1vk(zn,k))
∑K
j=1 exp(η
t−1vj(zn,j))
(8)
given the previously estimated parameter set Θt−1.
C-step: For n = 1, . . . , N , classify the nth pixel into class j as zn,j = 1 by
choosing j which maximizes the posterior p(zn,k|sn,Z∂n, Θt−1) over k = 1, . . . ,K
as
j = argmax
k
p(zn,k|sn,Z∂n, Θt−1) (9)
M-step: To find a Bayesian estimate, maximize the classification log-likelihood
in (7) with respect to Θ as
Θt−1 = argmax
Θ
QCEM (Θ|Θt−1) (10)
To maximize this function, we alternate among the variables μk, νk and η. We use
the following methods to update the parameters: analytical solution of the first
derivative for μk, zero finding of the first derivative for νk and Newton-Raphson
update equation for η.
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4 Unsupervised Classification Algorithm
In this section, we present the details of the unsupervised classification algorithm.
Our strategy follows the same general philosophy as the one proposed in [13] and
developed for mixture model in [8,12]. We start the CEM algorithm with a large
number of classes, K = Kmax, and then we reduce the number of classes to
K ← K − 1 by merging the weakest class in probability to the one that is most
similar to it with respect to a distance measure. The weakest class may be found
using the average probabilities of each class as
kweak = argmin
k
1
Nk
∑
n∈Rk
p(zn,k|sn,Z∂n, Θt−1) (11)
Kullback-Leibler (KL) type divergence criterions are used in hierarchical texture
segmentation for region merging [20]. We use a symmetric KL type distance
measure called Jensen-Shannon divergence [21] which is defined between two
probability density functions, i.e. pkweak and pk, k = kweak, as
DJS(k) =
1
2
DKL(pkweak ||q) +
1
2
DKL(pk||q) (12)
where q = 0.5pkweak + 0.5pk and
DKL(p||q) =
∑
k
p(k) log
p(k)
q(k)
(13)
We find the closest class to kweak as
l = argmin
k
DJS(k) (14)
and merge them to constitute a new class Rl ← Rl
⋃Rkweak .
We repeat this procedure until we reach the predefined minimum number of
classes Kmin. We determine the necessary number of classes by observing the
ICL criterion explained in Section 4.3. The details of the initialization and the
stopping criterion of the algorithm are presented in Section 4.1 and 4.2. The
summary of the algorithm can be found in Table 1.
4.1 Initialization
The algorithm can be initialized by determining the class areas manually in case
that there are a few number of classes. We suggest to use an initialization strategy
for completely unsupervised classification. It removes the user intervention from
the algorithm and enables to use the algorithm in case of large number of classes.
First, we run the CEM algorithm for one global class. Using the cumulative
distribution of the fitted Nakagami density g = FA(sn|μ0, ν0) where g ∈ [0, 1]
and dividing [0, 1] into K equal bins, we can find our initial class parameters
as μk = F
−1
A (gk|μ0, ν0), k = 1, . . . ,K where gk’s are the centers of the bins.
We initialize the other parameters using the estimated parameters of the global
class.
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Table 1. Unsupervised CEM algorithm for classification of amplitude based mixture
model.
Initialize the classes defined in Section 4.1 for K = Kmax.
While K ≥ Kmin, do
While the condition in (15) is false, do
E-step: Calculate the posteriors in (8)
C-step: Classify the pixels regarding to (9)
M-step: Estimate the parameters of amplitude and
texture densities as (10)
Find the weakest class using (11)
Find the most similar class to the weakest class using
(12-14)
Merge these two classes Rl ← Rl
⋃Rkweak
K ← K − 1
4.2 Stopping Criterion
We observe the normalized and weighted absolute difference between sequential
values of parameter set θk to decide the convergence of the algorithm. We assume
that the algorithm has converged, if the following expression is satisfied:
K∑
k=1
Nk|θtk − θt−1k |
N |θt−1k |
≤ 10−3 (15)
4.3 Choosing the Number of Classes
Although the SAR images which we used have a small number of classes, we
validate our assumption on number of classes using the Integrated Completed
Likelihood (ICL) [18]. Even though BIC is the most used and the most practical
criterion for large data sets, we prefer to use ICL because it is developed specif-
ically for classification likelihood problem, [18], and we have obtained better
results than BIC in the determination of the number of classes. In our problem,
the ICL criterion may be written as
ICL(K) =
N∑
n=1
K∑
k=1
log{p(sn|θˆk)zˆn,kp(zˆn,k|Zˆ∂n, ηˆ)} − 1
2
dK logN (16)
where dK is the number of free parameters. In our case, it is dK = 12 ∗K + 1.
zˆn,k is the maximum a posterior estimate of zn,k found in C-step.
We also use the BIC criterion for comparison. It can be written as
BIC(K) =
N∑
n=1
log
(
K∑
k=1
p(sn|θˆk)p(zn,k|Z∂n, ηˆ)
)
− 1
2
dK logN (17)
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5 Simulation Results
This section presents the high resolution SAR image classification results of
the proposed method called AML-CEM (Amplitude density mixtures of MnL
with CEM), compared to the corresponding results obtained with other methods
which are DSEM-MRF [22] and K-MnL. We have also tested supervised version
of AML-CEM [10] where training and testing sets are determined by selecting
some spatially disjoint class regions in the image, and we run the algorithm twice
for training and testing. The sizes of the windows for texture and label models
are selected to be 3×3 and 13×13 respectively by trial and error. We initialize
the algorithm as described in Section 4.1 and estimate all the parameters along
the iterations.
The K-MnL method is the sequential combination of K-means clustering for
classification and Multinomial Logistic label model for segmentation to obtain a
fairer comparison with the K-means clustering since K-means does not provide
any segmented map. The weak point of the K-means algorithm is that it does
not converge to the same solution every time, since it starts with random seed.
Therefore, we run the K-MnL method 20 times and select the best result among
them.
We tested the algorithms on the following TerraSAR-X image:
– TSX1: 1200 × 1000 pixels, HH polarized TerraSAR-X Stripmap (6.5 m
ground resolution) 2.66-look geocorrected image which is acquired over San-
chagang, China (see Fig. 1(a)). c©Infoterra.
For TSX1 image in Fig.1(a), the full ground-truth map has been generated
manually. Fig.1 shows the classification results where the red colored regions
indicate the misclassified parts according to 3-classes ground-truth map. We can
see the plotted ICL and BIC values with respect to number of classes in Fig. 2.
The variations in the ICL and BIC plots are slowed down after 3. ICL reaches its
maximum value at 4. Since the difference between the values at 3 and 4 is very
small and our aim is to find the minimum number of classes, we may say that
the mixture model with 3 number of classes is almost enough to represent this
data set. Fig. 3 shows several classification maps found with different numbers
of classes. From this figure, we can see the evolution of the class maps along
the agglomeration based algorithm. The numerical accuracy results are given in
Table 2 for 3-classes. The supervised AML-CEM gives the best result over all. In
supervised methods, the accuracy results of K-MnL is a bit better than those of
unsupervised AML-CEM, but K-MnL is able to provide these results in case of
a given number of classes. Due to this, we may call K-MnL as a semi-supervised
method.
The simulations were performed on MATLAB platform on a PC with Intel
Xeon, Core 8, 2.40 GHz CPU. The total 57 iterations are performed in 5.07
minutes for K = 1, . . . , 8 to plot the graphic in Fig. 2 and the total number of
the processed pixels are about 1.2 millions.
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(a) TSX1 image (b) K-MnL classification
(c) Supervised classification (d) Unsupervised classification
Fig. 1. (a) TSX1 image, (b), (c) and (d) classification maps obtained by K-MnL,
supervised and unsupervised ATML-CEM methods. Dark blue, light blue, yellow and
red colors represent water, wet soil, dry soil and misclassified areas, respectively.
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Fig. 2. ICL and BIC values of the classified TSX1 image for several numbers of sources
(from 1 to 8)
Table 2. Accuracy of the classification of TSX1 image in water, wet soil and dry soil
areas and average
water wet soil dry soil average
DSEM-MRF (Sup.) 90.00 69.93 91.28 83.74
AML-CEM (Sup.) 88.98 71.21 93.06 84.42
K-MnL (Semi-sup.) 89.71 86.13 72.42 82.92
AML-CEM (Unsup.) 88.24 62.99 96.39 82.54
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(a) K = 8 (b) K = 5
(c) K = 3 (d) K = 2
Fig. 3. Classification maps of TSX1 image obtained with unsupervised ATML-CEM
method for different numbers of classes K = {2,3,5,8}
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6 Conclusion and Future Work
Using an agglomerative type unsupervised classification method, we eliminate
the negative effect of the latent class label initialization. According to our experi-
ments, the larger number of classes, we start the algorithm with, the more initial
value independent results, we obtain. Consequently, the computational cost is
increased as a by-product. The classification performance may be increased by
including additional features as texture or polarization.
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