Abstract
Introduction
An image retrieval system is a computer system for browsing, searching and retrieving images from a large database of digital images. Most traditional and common methods of image retrieval utilize some method of adding metadata such as captioning, keywords, or descriptions to the images so that retrieval can be performed over the annotation words. Manual image annotation is time-consuming, laborious and expensive; to address this, there has been a large amount of research done on automatic image annotation. Additionally, the increase in social web applications and the semantic web have inspired the development of several web-based image annotation tools.
Cai-Hua Li et al. [1] proposed a novel kind of graph-based features for image retrieval. For each color image, they divided it into R, G, B component images. For each component image, they viewed the 256 gray-levels as nodes and construct the Gray-level Co-occurrence Graph (GCG) by counting the number of occurrences for each possible gray-level pair as neighbors in the image. Based on the generated three directed weighted graphs GCG_R/G/B, they used the in-degree histograms (IDH), outdegree histograms (ODH), in-strength histograms (ISH) and out-strength histograms (OSH) for image retrieval.
Kazutaka Takeda et al. [2] presented a real-time document image retrieval method for a large-scale database with Locally Likely Arrangement Hashing. In general, when a database is scaled up, a large amount of memory is required and retrieval accuracy drops due to insufficient discrimination power of features. To solve these problems, they proposed three improvements: memory reduction by sampling feature points, improvement of discrimination power by increasing the number of feature dimensions and stabilizing features by reducing redundancy.
Jingyan Wang et al. [3] investigated the bag-of-feature based medical image retrieval methods, which represent an image as a bag of local features. To describe local feature bags effectively, most bagof-feature methods learn a visual vocabulary containing a number of visual words via clustering. Different visual words have different importance in a medical image. The visual word weighting methods assign appropriate weights to the visual words to improve the performance of medical image retrieval. To improve bag-of-feature method, they proposed an effective visual word weighting approach. They first analyzed each visual word's discriminating power by modeling the sub distance function. This function compares only one single bin corresponding to the visual word. Then they treated each of them as a weak classifier for triplets and learn a strong classifier. The week classifiers' weights learned using boosting algorithm will be used as visual weighting factors.
In content-based image retrieval, color is the most intuitive image features and it is widely used. But the current color feature can describe the semantics of the whole image effectively, but does not reflect characteristics of the color salience objects in an image. For the purpose of giving prominence to the color characteristics of salience objects, Shouhong Wan et al. [4] proposed a new color feature descriptor based on color visual perception model. By analyzing the human color visual perception process, the color perception model is proposed at first. This model integrates the intensity, the color contrast and self saliency, and centricity saliency to describe human color visual perception of the image. Then, the new color feature descriptor is calculated by weighting the significant bit-plane histograms with color perception map. Finally, similarity measure is presented for the new color feature. Aiming at the cultural relic image retrieval problems in digital archaeology museum of Northwest University, Chao Wen et al. [5] proposed an image retrieval method based on Scale Invariant Feature Transform features. Firstly, Scale Invariant Feature Transform features of cultural relic images are extracted and Principal Component Analysis method is adopted to reduce the dimensionality, then an approximate nearest neighbor search algorithm is employed in Scale Invariant Feature Transform feature points matching. Finally, for further improving the retrieval accuracy, local geometric constraint is used to control false matching feature points.
The process of retrieving desired or similar images from a large collection of images on the basis of features is referred as Content Based Image Retrieval. Chen Liu et al. [6] proposed an integrated Content Based Image Retrieval system using combined features and weighted similarity. The features include visual features of color, texture and shape and key text metadata.
Mohammad Ali Azimi Kashani et al. [7] presented a method for image retrieval using genetic algorithm and bags of pixel. This technique makes it possible to select important parts of image for retrieval. Closed space of pixels takes advantage of automatic conformity approximation and indicates the increase of meaningful linear variations such as morphing and transitions. For image retrieval, it used the best color features of the retrieved image which are selected based on genetic algorithm. In this method, the massive of saved information becomes less and the speed of retrieval operation increases. The accuracy of this method reaches to 89.8% and linear variations and transitions have no effects on retrieval operation.
Zhengli Zhu et al. [8] [9]
[10] presented a novel approach for rotation-invariant texture image retrieval based on combined feature sets. The proposed approach not only depends on coefficients, but also depends on angular second moment, moment inertia, inverse difference moment, correlation of grey cooccurrence matrices of images. Transform has anisotropy and translation invariability. Grey cooccurrence matrix of image reflects information about direction, adjacency spacing, and range of variation. They demonstrated the effectiveness of the novel approach in texture image retrieval experiments with rotated image database, where higher accuracy can be achieved.
Chi-Man Pun et al. [11] presented a fast and robust color feature extraction for effective contentbased image retrieval. In color feature extraction, since cylindrical HSV color space is not perceptually uniform, they improved the color quantization and similarity measure method based on a cylinder-cone transform. In image segmentation, speed is more important than accuracy in content-based image retrieval. They proposed a new rectangular approximate image segmentation to solve the problem. They also developed a significance function to reflect the importance of different position in image, and improved the segmentation and retrieval performance. Finally, they presented a similarity measure between images with multi-objects.
Most traditional and common methods of image retrieval utilize some method of adding metadata such as captioning, keywords, or descriptions to the images so that retrieval can be performed over the annotation words, this paper proposes improved image retrieval performance based on fuzzy c-means algorithm. The segmented regions are indexed by the averaged features in the regions; some regions are extracted to be the features to match the related search results.
The rest of the paper is organized as follows. Section 2 is the description of image retrieval based on fuzzy c-means algorithm. Section 3 focuses on experiments and evaluations. Finally, we end this paper with a conclusion and the future work.
Image retrieval based on fuzzy c-means algorithm
Image search is a specialized data search used to find images. To search for images, a user may provide query terms such as keyword, image file, or click on some image, and the system will return images similar to the query. The similarity used for search criteria could be meta-tags, color distribution in images, region attributes, etc. Content based image retrieval is the retrieval of interested images from image collections to match the query based on visual properties of images themselves. The visual properties used are often low-level features, such as colors, textures, shapes etc. extracted from the images. Content based image retrieval is often accomplished by comparing these low-level features based on an assumption that similarity of low level features of images can reflect the perceptual similarity among images.
In order to improve the bottleneck of content based image retrieval, Region-Based Image Retrieval approaches begin to receive more attention. Region-Based Image Retrieval is an image retrieval approach which focuses on contents from regions of images, not the content from the entire image in early Content Based Image Retrieval. For Region-Based Image Retrieval, it first segments images into a number of regions, and extracts a set of features, which are known as local features, from segmented regions. A similarity, measure determining the similarity between target regions in the query and a set of segmented regions from other images is utilized later to determine relevant images to the query based on local regional features. The motivation of region-based image retrieval approaches are based on the fact that high-level semantic understanding of images can be better reflected by local features of images, rather than global features.
Image is partitioned into 4x4 pixel blocks and feature vectors are extracted from each block. The block size 4x4 is chosen to compromise between texture effectiveness or texture granularity, segmentation coarseness and computation time. As part of pre-processing, each 4x4 block is replaced by a single value containing the average value of that block. Hence the reduced total number of pixels decreases the computation time and still have a good texture granularity. Image segmentation is defined as an exhaustive partitioning of an input image into regions, each of which is considered to be homogeneous with respect to some image property of interest. An image is segmented into some regions by clustering pixel's color and texture features which are calculated from wavelet coefficients. Then, the segmented regions are indexed by the averaged features in the regions. To extract the color feature, color median filtering is applied recursively to deemphasize noises. The extraction of texture feature, however, requires no filtering, and it is computed from the gray-scale version of the input image. After feature extraction, the pixel features are clustered into groups using the fuzzy c-means clustering algorithm. During the post processing steps, the region merging algorithm is applied recursively to combine oversegmented and un-dominant image regions. Finally, the well-defined regions are labeled for property extraction.
Cluster analysis or clustering is the task of assigning a set of objects into groups so that the objects in the same cluster are more similar to each other than to those in other clusters. Clustering is a main task of explorative data mining, and a common technique for statistical data analysis used in many fields, including machine learning, pattern recognition, image analysis, information retrieval, and bioinformatics. Cluster analysis itself is not one specific algorithm, but the general task to be solved. It can be achieved by various algorithms that differ significantly in their notion of what constitutes a cluster and how to efficiently find them. Popular notions of clusters include groups with low distances among the cluster members, dense areas of the data space, intervals or particular statistical distributions. The appropriate clustering algorithm and parameter settings depend on the individual data set and intended use of the results. Cluster analysis as such is not an automatic task, but an iterative process of knowledge discovery that involves try and failure. It will often be necessary to modify preprocessing and parameters until the result achieves the desired properties.
Clustering analysis is based on partitioning a collection of data points into a number of subgroups, where the objects inside a cluster show a certain degree of closeness or similarity. It has been playing an important role in solving many problems in pattern recognition and image processing. In fuzzy clustering, a value between zero and one is assigned to each pattern by a membership function. In general, fuzzy clustering methods can be considered to be superior to that of its hard counterparts since they can represent the relationship between the input pattern data and clusters more naturally. Clustering algorithms such as hard c-means (HCM) and fuzzy c-means (FCM) are based on the criterion.
The fuzzy c-means algorithm is based on minimization of the following objective function, where m is any real number greater than 1, u ij is the degree of membership of x i in the cluster j, x i is the ith of d-dimensional measured data, c j is the d-dimension center of the cluster, and ||*|| is any norm expressing the similarity between any measured data and the center.
As already told, data are bound to each cluster by means of a Membership Function, which represents the fuzzy behavior of this algorithm. To do that, we simply have to build an appropriate matrix named U whose factors are numbers between 0 and 1, and represent the degree of membership between data and centers of clusters. Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership u ij and the cluster centers c j through the following formulas:
where  is a termination criterion between 0 and 1, whereas k are the iteration steps. Similarity Measure is one of the key items in the process of image retrieval that decides the effectiveness and the efficiency of the retrieval technique. In order to increase the retrieval speed during query, we cluster similar objects to form classes. Many existing retrieval system try to compare the query image to all images in the database. This results in a high computational cost, especially when the database is large.
The query image goes through the same image segmentation algorithm with image database to obtain regions. These regions are compared to the cluster centers in the database above, and the overall similarity is calculated using Euclidean distance. In mathematics, the Euclidean distance or Euclidean metric is the ordinary distance between two points that one would measure with a ruler, and is given by the Pythagorean formula. By using this formula as distance, Euclidean space becomes a metric space. The associated norm is called the Euclidean norm. Older literature refers to the metric as Pythagorean metric.
The region in the database that has a minimum distance will be returned to perform global image distance computation between query image and database image.
Experiments and evaluations
This paper uses general purpose COREL color image database containing 30,000 images to experiment. These images are pre-categorized into 10 groups such as African people, beach, buildings, buses, dinosaurs, elephants, flowers, horses, mountains, glaciers and food. Feature extraction has been done using image processing tool. Image segmentation and object clustering has been done using fuzzy c-means algorithm. To analyze the performance of the retrieval process, three different approaches have been used to evaluate the proposed algorithm. Initially, the optimum number of clusters must be found during object clustering. The selection of optimum number of cluster is important since the result could influence the parameter for object uniqueness. Secondly, 30 images are randomly selected from each class for query. Each query returns the top 20 images from database. The output of this precision is then compared to two existing algorithm: UFM and CLUE. Each query returns the result of the top 10, 20, and 30 images from database. The output of this result is to evaluate the precision by different size of returns and to see where the similar images fall inside the returned result. The average precisions for each group based on the returned top 20 images have been recorded. Since the number of relevant images in the database for each query image is the same, recall is not calculated explicitly since it is proportional to the precision in this case.
The Mean Average Precision (MAP) will be used as the main quality metric for retrieval. Among evaluation measures, MAP has been shown to have especially good discrimination and stability. For an information need, Average Precision is the average of the precision value obtained for the set of top k documents after each relevant document is retrieved. This value is then averaged over information needs. Figure 1 shows that in all image groups the proposed method performs better than other methods. The results indicate that a similarity-induced image cluster tends to contain images of similar semantics hence the retrieval accuracy.
Conclusions and future work
Most traditional and common methods of image retrieval utilize method of adding metadata, for example, captioning, keywords, or descriptions to the images, this method makes retrieval can be performed over the annotation, this paper proposes improved image retrieval performance based on fuzzy c-means algorithm. The segmented regions are indexed by the averaged features in the regions; some regions are extracted to be the features to match the related search results. The experiment shows that the proposed algorithm is effective.
Also, there is a lot of room for improvement, including further optimizing the fuzzy c-means algorithm. 
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