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Résumé : Cet article décrit une méthode d’estimation du champ de vitesse apparent,
sous-jacent à l’évolution temporelle d’une séquence d’images. Un modèle d’évolution,
dit complet, est choisi pour représenter la dynamique du champ de vitesse et des im-
ages. La méthode de décomposition orthogonale propre est appliquée et fournit des
bases de représentation des champs de vitesse et des images. La projection de Galerkin
du modèle complet sur ces bases réduites définit alors le modèle réduit. Un algo-
rithme d’assimilation variationelle de données est conçu afin d’estimer les cœfficients
des champs de vitesse à partir des cœfficients des images observées. Le mouvement
est enfin restitué à partir de ces cœfficients estimés. La méthode est validée sur des
données synthétiques afin de quantifier les résultats.
Mots-clés : assimilation de données, estimation du mouvement, modèle réduit, pro-
jection de Galerkin
✄ INRIA, Institut National de Recherche en Informatique et Automatique, France
② CEREA, Joint Laboratory ENPC-EDF R&D, Université Paris-Est, France
Image Assimilation in a Reduced model for Motion
estimation
Abstract: This paper concerns the estimation of apparent motion from an image se-
quence. A model, named full model, is defined to describe the dynamics of motion
field and images. The Proper Orthogonal Decomposition (POD) is used to derive basis
to characterize motion fields and images. The Galerkin projection of the full model
on these basis defines the so-called reduced model. Coefficients of motion fields are
retrieved from those of images with the help of a 4D-var assimilation method. Last
motion results are obtained from the coefficients. The method has been tested on twin
experiments to validate the approach.
Key-words: data assimilation, motion estimation, reduced model, Galerkin projection
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1 Introduction
L’estimation du mouvement est un problème fondamental du traitement d’image. Il
s’agit d’estimer le champ de vitesse v✭x❀ t✮ à partir d’une séquence d’images ■✭x❀ t✮.
Dans le cas d’acquisitions satellite, les applications concernent principalement l’océa-
nographie et la météorologie. La littérature décrit l’estimation du mouvement par des
algorithmes de traitement d’image, par exemple Horn &Schunck [4], ou par des al-
gorithmes d’assimilation de données [1, 2, 6]. Ces dernières méthodes exploitent un
modèle dynamique, issu d’une connaissance a priori sur la séquence. Leurs principales
limitations sont le temps de calcul et le volume de mémoire nécessaires. Un moyen
d’éviter ces difficultés est d’utiliser une technique dite de réduction. Un modèle réduit,
obtenu par projection de Galerkin, a été utilisé par D’Adamo et Papadakis dans [3, 5]
pour estimer la dynamique à partir de snapshots acquis par «Particle Image Velocime-
try » (PIV). Le modèle dynamique réduit décrit l’évolution temporelle des cœfficients
de projection ❛✐✭t✮ sur une base ✟ ❂ ❢✣✐✭x✮❣✐❂✶✿✿✿❑ afin d’approximer l’évolution
temporelle du champ de vitesse v✭x❀ t✮. Cette base ✟ est obtenue par décomposition
orthogonale propre des snapshots.
Dans cet article, on souhaite estimer un mouvement, v✭x❀ t✮ à partir d’une séquence
discrète ■ ❂ ❢■✐❣✐ ❂ ❢■✭x❀ t✐✮❣✐, acquise aux dates t✐. On considère le vecteur d’état
X❈✭x❀ t✮ ❂ ✭v✭x❀ t✮❀ q✭x❀ t✮✮
❚ , où le traceur passif q est une quantité scalaire similaire
aux images de ■ . L’évolution temporelle deX❈✭x❀ t✮ est décrite par un modèle complet
▼❈ , choisi à partir d’heuristiques. Le vecteurX❈✭x❀ t✮ est projeté sur un espace réduit,
engendré par des bases ✟ et ✠, dont l’obtention est décrite ultérieurement :
– v✭x❀ t✮ est projeté sur ✟ et associé aux cœfficients temporels ❛✐✭t✮,
– q✭x❀ t✮ est projeté sur ✠ et associé aux cœfficients temporels ❜❥✭t✮.
La projection de Galerkin du modèle complet▼❈ , sur✟ et✠, fournit un modèle réduit
▼❘ décrivant l’évolution des cœfficients ❛✐✭t✮ et ❜❥✭t✮. Afin de réaliser l’estimation du
mouvement, la séquence d’images ■ est projetée sur✠, fournissant des valeurs ❜♦❜s❥ ✭t✐✮,
qui sont ensuite assimilée dans▼❘. Les cœfficients ❛✐✭t✮ ainsi obtenus permettent de
restituer le champs de mouvement v✭x❀ t✮.
Comment sont obtenues les bases ✠ et ✟ ? La méthode de décomposition orthogo-
nale propre, appliquée à ■ , permet de calculer ✠. Un algorithme de calcul de mouve-
ment est utilisé sur les deux premières images ■✶ et ■✷ de la séquence afin d’obtenir
une initialisation v✵. Une séquence ❱ ❂ ❢v✭x❀ t✐✮❣✐ de snapshots est ensuite calculée
en intégrant v✵ avec le modèle ▼❈ . Une décomposition orthogonale propre est enfin
appliquée à ❱ afin d’obtenir la base ✟.
La Section 2 décrit le calcul des bases réduites au moyen de la décomposition or-
thogonale propre. La Section 3 résume la projection de Galerkin du modèle complet
afin d’obtenir le modèle réduit. La Section 4 décrit le cadre de l’assimilation varia-
tionnelle de données ainsi que l’algorithme incrémental utilisé, dans le cas particulier
d’un modèle réduit. La Section 5 spécifie la méthode d’assimilation pour l’application
d’estimation du mouvement. Enfin, la Section 6 présente l’application de la méthode
pour des expériences jumelles.
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2 Calcul des bases réduites
On résume, dans cette section, l’obtention des bases réduites ✠ ❂ ❢✥❥✭x✮❣❥❂✶✿✿✿▲,
pour la représentation du traceur q, et ✟ ❂ ❢✣✐✭x✮❣✐❂✶✿✿✿❑ , pour le mouvement v.
2.1 Décomposition orthogonale propre
Dans un cadre général, on considère une séquence discrète ❊ ❂ ❢❊♠❣♠✷❢✶❀✿✿✿❀▼❣.
❊ peut être scalaire, ❊ ❂ ■ , ou vectorielle ❊ ❂ ❱ . Un élément ❊♠ est représenté sur
la base canonique ❢❡♥❣♥❂✶✿✿✿◆ :
✽♠ ✷ ❢✶❀ ✿ ✿ ✿ ❀▼❣❀ ❊♠ ❂
◆❳
♥❂✶
❊♠♥ ❡♥ (1)
avec ◆ le nombre de pixels.
Considérons la matrice ❊ de taille ◆ ✂▼ , telle que l’élément de la ♥ième ligne
et ♠ième colonne est ❊♠♥ . Soit ● ❂ ❊❊
❚ la matrice de Gram de taille ◆ ✂ ◆ . Les
P premiers vecteurs propres, expliquant ✾✵✪ de la variance de ❊, sont choisis pour
constituer la base réduite   ❂ ❢✌♣❣♣❂✶✿✿✿P .
3 Projection de Galerkin
Soit▼❈ le modèle dynamique complet associé au vecteur d’état X❈✭x❀ t✮. On a :
❅X❈
❅t
✭x❀ t✮ ✰▼❈ ✭X❈✭x❀ t✮✮ ❂ ✵
Dans l’article, X❈✭x❀ t✮ ❂ ✭v✭x❀ t✮❀ q✭x❀ t✮✮.▼❈ caractérise la dynamique de v✭x❀ t✮
et celle de q✭x❀ t✮. Les équations d’évolution choisies sont l’advection de la vitesse par
elle-même et l’advection du traceur par la vitesse. X✵✭x✮ est la condition initiale, à
t ❂ ✵, de v✭x❀ t✮ et q✭x❀ t✮ :
X❈✭x❀ ✵✮ ❂ X✵✭x✮
On obtient ainsi le système :✽❃❃❃❃❃❃❃❁
❃❃❃❃❃❃❃✿
❅v
❅t
✭x❀ t✮ ✰ ✭v✭x❀ t✮ ✁ r✮v✭x❀ t✮ ❂ ✵
❅q
❅t
✭x❀ t✮ ✰ v✭x❀ t✮ ✁ ✭rq✭x❀ t✮✮ ❂ ✵
v✭x❀ ✵✮ ❂ v✵✭x✮
q✭x❀ ✵✮ ❂ q✵✭x✮
(2)
Soient ❛✐✭t✮ les cœfficients de projection de v✭x❀ t✮ sur ✣✐, v✭x❀ t✮ peut être approximé
par
❑❳
✐❂✶
❛✐✭t✮✣✐✭x✮. De même q✭x❀ t✮ est approximé par
▲❳
❥❂✶
❜❥✭t✮✥❥✭x✮ avec ❜❥ les
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cœfficients de projection de q✭x❀ t✮ sur ✥❥ . v✭x❀ t✮ et q✭x❀ t✮ sont remplacés par leurs
approximations dans le Système (2) afin d’obtenir les approximations suivantes :✽❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❁
❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃❃✿
❑❳
✐❂✶
❞❛✐
❞t
✭t✮✣✐✭x✮ ✰
✧
❑❳
✐❂✶
✭❛✐✭t✮✣✐✭x✮✮ ✁ r
★✵
❅ ❑❳
❥❂✶
❛❥✭t✮✣❥✭x✮
✶
❆ ❂ ✵
▲❳
✐❂✶
❞❜✐
❞t
✭t✮✥✐✭x✮ ✰
✧
❑❳
✐❂✶
✭❛✐✭t✮✣✐✭x✮✮
★
✁ r
✵
❅ ▲❳
❥❂✶
❜❥✭t✮✥❥✭x✮
✶
❆ ❂ ✵
❑❳
✐❂✶
❛✐✭✵✮✣✐✭x✮ ❂
❑❳
✐❂✶
❛✐✵✣✐✭x✮
▲❳
❥❂✶
❜❥✭✵✮✥❥✭x✮ ❂
▲❳
❥❂✶
❜❥✵✥❥✭x✮
(3)
On fait ensuite le produit scalaire du Système d’équations (3) avec les ✣❦ et ✥❧ afin
d’obtenir le système d’ODE suivant :✽❃❃❃❃❃❃❃❃❃❁
❃❃❃❃❃❃❃❃❃✿
❞❛❦
❞t
✭t✮ ✰
✯✥
❑❳
✐❂✶
❛✐✭t✮✣✐ ✁ r
✦✥
❑❳
✐❂✶
❛✐✭t✮✣✐
✦
❀ ✣❦
✰
❂ ✵❀ ❦ ❂ ✶❀ ✿ ✿ ✿ ❀❑
❞❜❧
❞t
✭t✮ ✰
✯✥
❑❳
✐❂✶
❛✐✭t✮✣✐
✦
✁ r
✵
❅ ▲❳
❥❂✶
❜❥✭t✮✥❥
✶
❆ ❀ ✥❧
✰
❂ ✵❀ ❧ ❂ ✶❀ ✿ ✿ ✿ ❀ ▲
❛❦✭✵✮ ❂ ❛❦✵❀
❜❧✭✵✮ ❂ ❜❧✵❀
(4)
où ❤✿❀ ✿✐ représente le produit scalaire dans l’espace des fonctions de carré sommable▲✷ :
❤❢❀ ❣✐ ❂
❩
❢✭x✮❣✭x✮❞x✿ (5)
Le Système (4) se simplifie en :✽❃❃❃❃❃❃❁
❃❃❃❃❃❃✿
❞❛❦
❞t
✭t✮ ✰ ❛❚ ✭t✮❇✭❦✮❛✭t✮ ❂ ✵❀ ❦ ❂ ✶ ✿ ✿ ✿❑✿
❞❜❧
❞t
✭t✮ ✰ ❛❚ ✭t✮●✭❧✮❜✭t✮ ❂ ✵❀ ❧ ❂ ✶ ✿ ✿ ✿ ▲✿
❛✭✵✮ ❂ ❛✵
❜✭✵✮ ❂ ❜✵
(6)
avec :
– ❛✭t✮ ❂ ✭❛✶✭t✮❀ ✿ ✿ ✿ ❀ ❛❑✭t✮✮❚ ,
– ❇✭❦✮ la matrice de taille❑✂❑ dont les éléments sont❇✭❦✮✐❀❥ ❂ ❤✭✣✐ ✁ r✮✣❥ ❀ ✣❦✐,
– ❜✭t✮ ❂ ✭❜✶✭t✮❀ ✿ ✿ ✿ ❀ ❜▲✭t✮✮❚ ,
– ●✭❧✮ la matrice de taille❑ ✂▲ dont les éléments sont ●✭❧✮✐❀❥ ❂ ❤✣✐ ✁ r✥❥ ❀ ✥❧✐,
– ❛✵ vecteur de taille❑,
– ❜✵ vecteur de taille ▲,
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Soit X❘✭x❀ t✮ ❂ ✭❛✭t✮❀ ❜✭t✮✮
❚ , appelé vecteur d’état réduit, le Système (6) se réécrit :✽❃❁
❃✿
❞X❘
❞t
✭x❀ t✮ ✰▼❘ ✭X❘✭x❀ t✮✮ ❂ ✵
X❘✭x❀ ✵✮ ❂ X❘✵✭x✮ ❂ ✭❛✵❀ ❜✵✮
❚
(7)
▼❘ est appelé modèle réduit et correspond à la projection de Galerkin de▼❈ sur✟ et✠.
4 Assimilation variationnelle de données
On décrit succinctement, dans cette section, les principes de l’assimilation varia-
tionnelle de données, pour le cas d’un modèle réduit ne dépendant que du temps.
4.1 Formulation
Soit X❘ un vecteur d’état dépendant du temps et défini sur ❬✵❀ ❚ ❪. X❘ obéit à
l’équation :
❞X❘
❞t
✭t✮ ✰▼❘✭X✮✭t✮ ❂ ❊♠✭t✮ (8)
▼❘ est supposé differentiable et décrit la dynamique approchée du vecteur d’état X❘.
❊♠ est l’erreur modèle, qui quantifie l’écart entre la dynamique effective deX❘ et▼❘.
On suppose que l’on dispose d’observations Y✭t✮, qui sont liées à X❘ par l’équa-
tion d’observation :
Y✭t✮ ❂ ❍X❘✭t✮ ✰ ❊❖✭t✮ (9)
❍ est la matrice associée à la projection : X❘✭x❀ t✮ ❂ ✭❛✭t✮❀ ❜✭t✮✮
❚
✦ ❜✭t✮❚ . ❊❖
représente simultanément l’erreur liée à l’observation et l’écart entre le vecteur d’état
et cette observation.
On suppose connaître une estimation X❘❀❜ du vecteur d’état à la date t ❂ ✵ :
X❘✭✵✮ ❂ X❘❀❜ ✰ ❊❜ (10)
❊❜ est l’erreur associée à cette condition initiale. L’intégration de X❘❀❜ sur la fenêtre
temporelle ❬✵❀ ❚ ❪ permet d’obtenir l’ébauche X❘✭t✮.
On fait l’hypothèse que les erreurs ❊♠, ❊❖ et ❊❜ sont décorrelées en temps et gaus-
siennes de moyenne nulle. Elles sont caractérisées par leurs matrices de covariance
respectives ◗, ❘ et ❇.
4.2 Méthode variationnelle
On cherche à estimer X❘. Pour cela on minimise la fonction de coût ❊ :
❊✭X❘✮ ❂
✶
✷
❤❘
❬✵❀❚ ❪
 
❞X❘
❞t
✰▼❘✭X❘✮
✁❚
✭t✮◗ ✶
 
❞X❘
❞t
✰
✄
▼❘✭X❘✮
✑
✭t✮❞t
✰
❘
❬✵❀❚ ❪
✭Y  ❍✭X❘✮✮
❚
✭t✮❘ ✶ ✭Y  ❍✭X❘✮✮ ✭t✮❞t
✰✭X❘✭✵✮ X❘❀❜✮
❚
❇ ✶ ✭X❘✭✵✮ X❘❀❜✮
✐
(11)
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Cette fonction exprime une contrainte dynamique faible, avec une erreur modèle re-
présentée par le premier terme. Le système d’optimalité à résoudre pour minimiser ❊
s’obtient en calculant les équations d’Euler-Lagrange :
✕✭❚ ✮ ❂ ✵ (12)
 
❞✕
❞t
✰
✒
❅▼❘
❅X
✓✄
✕ ❂ ❍❚❘ ✶ ✭Y  ❍✭X❘✮✮ (13)
X❘✭✵✮ ❂ ❇✕✭✵✮ ✰ X❘❀❜ (14)
❞X❘
❞t
✰▼❘✭X❘✮ ❂ ◗✕✭t✮ (15)
avec :
– ✕ la variable adjointe du système, de même dimension que X❘,
–
✒
❅▼❘
❅X
✓
le modèle tangent linéaire et
✒
❅▼❘
❅X
✓✄
son adjoint.
Le calcul du système d’optimalité (Eq.12 à 15) est détaillé dans [1]. Celui-ci est résolu
en utilisant l’algorithme incrémental résumé brièvement dans la sous-section suivante.
4.3 Algorithme incrémental
L’algorithme incrémental ré-estime, de manière itérative, l’ébauche X❘❀❜✭t✮ afin
de minimiser la fonctionnelle ❊. A chaque itération, un incrément ✍X❘✭t✮ est calculé,
puis ajouté à X❘❀❜✭t✮ :
X❘❀❜✭t✮ ❂ X❘❀❜✭t✮ ✰ ✍X❘✭t✮
On peut résumer l’algorithme de la manière suivante :
– INITIALISATION (❦ ❂ ✵)
1. X❘❀❜✭✵✮ ❂ X❘❀❜.
2. Calcul de X❘❀❜✭t✮ par intégration sur ❬✵❀ ❚ ❪ :
❅X❘❀❜
❅t
✭t✮ ✰▼❘✭X❘❀❜✮✭t✮ ❂ ✵✿
3. ✍X✭t✮ ❂ ✵ sur ❬✵❀ ❚ ❪.
– FAIRE
1. Calcul de la variable adjointe à partir de ✕✭❚ ✮ ❂ ✵ par intégration rétro-
grade :
 
❅✕
❅t
✰
❅▼❘
❅X
☞☞☞☞
✄
X❘❀❜
✕ ❂ ❍❚❘ ✶ ✭Y  ❍X❘❀❜  ❍✍X❘✮
2. Mise à jour de l’ébauche :
X❘❀❜✭t✮ ❂ X❘❀❜✭t✮ ✰ ✍X❘✭t✮
3. Calcul de l’incrément ✍X❘✭t✮ à partir de la condition initiale ✍X❘✭✵✮ ❂ ❇ ✕✭✵✮
par intégration :
❅✍X❘
❅t
✰
❅▼❘
❅X❘
☞☞☞☞
X❘❀❜
✭✍X✮ ❂ ◗✕✿ (16)
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4. ❦ ❂ ❦ ✰ ✶
– TANT QUE ❦✍X❘❦ ❃ ✎
– RÉSULTAT : X❘❀❜ ✰ ✍X❘.
Lors de l’initialisation, une première trajectoire est calculée par intégration du modèle
▼❘ à partir de l’ébauche sur la condition initiale. Ensuite la variable adjointe ✕ est
calculée par une intégration "backward". L’écart aux observations est pris en compte
lors de ce calcul. La valeur de ✕ à t ❂ ✵ permet d’initialiser l’incrément ✍X❘, calculé
par intégration du modèle tangent, en prenant en compte la variable adjointe. On itère
ces étapes jusqu’à convergence.
5 Assimilation dans le modèle réduit d’évolution
Dans le cas de l’estimation du mouvement, le vecteur d’état est constitué de l’en-
semble des cœfficients ❛✐ et ❜❥ dumodèle réduit :X❘✭t✮ ❂ ✭❛✶✭t✮❀ ✿ ✿ ✿ ❀ ❛❑✭t✮❀ ❜✶✭t✮❀ ✿ ✿ ✿ ❀ ❜▲✭t✮✮❚ .
Les observations utilisées pour l’assimilation sont les cœfficients de projection ❜♦❜s❥ ✭t✐✮
des acquisitions images ■✐.
5.1 Opérateur▼❘
Le modèle réduit ▼❘, décrit Section 3, est formé de deux composantes ▼
✭✶✮
❘ et
▼
✭✷✮
❘ , qui décrivent respectivement la dynamique de ❛ et ❜ :
▼❘✭X❘✮ ❂
✒
▼
✭✶✮✭❛✮
▼
✭✷✮✭❛❀ ❜✮
✓
❂
✵
❇❇❇❇❇❇❇❇❅
▼
✭✶✮
✶ ✭❛✮
✿
▼
✭✶✮
❑ ✭❛✮
▼
✭✷✮
✶ ✭❛❀ ❜✮
✿
▼
✭✷✮
▲ ✭❛❀ ❜✮
✶
❈❈❈❈❈❈❈❈❆
❂
✵
❇❇❇❇❇❇❇❅
❛❚❇✭✶✮❛
✿
❛❚❇✭❑✮❛
❛❚●✭✶✮❜
✿
❛❚●✭▲✮❜
✶
❈❈❈❈❈❈❈❆
5.2 Opérateurs dérivés et opérateur adjoints
Afin de mettre en oeuvre l’algorithme incrémental il est nécessaire de calculer les
opérateurs tangent
✒
❅▼❘
❅❳
✓
et adjoint
✒
❅▼❘
❅❳
✓✄
de▼❘.
Opérateur tangent
✒
❅▼❘
❅❳
✓
❂
✵
❇❇❅
✒
❅▼
✭✶✮
❘
❅❛
✓
✵✒
❅▼
✭✷✮
❘
❅❛
✓ ✒
❅▼
✭✷✮
❘
❅❜
✓
✶
❈❈❆ (17)
avec :
✥
❅▼
✭✶✮
❘
❅❛
✦
❂
✵
❅ ❛❚
✂
❇✭✶✮ ✰❇✭✶✮❚
✄
✿
❛❚
✂
❇✭❑✮ ✰❇✭❑✮❚
✄
✶
❆ (18)
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✥
❅▼
✭✷✮
❘
❅❛
✦
❂
✵
❅❜❚●✭✶✮❚✿
❜❚●✭▲✮❚
✶
❆ (19)
✥
❅▼
✭✷✮
❘
❅❜
✦
❂
✵
❅❛❚●✭✶✮✿
❛❚●✭▲✮
✶
❆ (20)
Opérateur adjoint L’opérateur
✒
❅▼❘
❅❳
✓
étant une application linéaire dans un es-
pace de dimension finie, son adjoint
✒
❅▼❘
❅❳
✓✄
se calcule en transposant la matrice le
définissant. La première étape consite à calculer les adjoints
✥
❅▼
✭✶✮
❘
❅❛
✦
,
✥
❅▼
✭✷✮
❘
❅❛
✦
et
✥
❅▼
✭✷✮
❘
❅❜
✦
:
✒
❅▼✭✶✮
❅❛
✓✄
❂
 ✂
❇✭✶✮❚ ✰❇✭✶✮
✄
❛ ✿ ✿ ✿
✂
❇✭❑✮❚ ✰❇✭❑✮
✄
❛
✁
(21)
✒
❅▼✭✷✮
❅❛
✓✄
❂ ✭●✭✶✮❜❀ ✿ ✿ ✿ ❀ ●✭▲✮❜✮ (22)
✒
❅▼✭✷✮
❅❜
✓✄
❂ ✭●✭✶✮❚❛❀ ✿ ✿ ✿ ❀ ●✭▲✮❛✮ (23)
L’adjoint
✒
❅▼❘
❅❳
✓✄
s’écrit alors :
✒
❅▼❘
❅❳
✓✄
❂
✵
❇❇❅
✒
❅▼
✭✶✮
❘
❅❛
✓✄ ✒
❅▼
✭✷✮
❘
❅❛
✓✄
✵
✒
❅▼
✭✷✮
❘
❅❜
✓✄
✶
❈❈❆ (24)
5.3 Matrices de covariances d’erreur
Les matrices de covariance d’erreur ◗, ❘ et ❇ proviennent d’une modélisation
des erreurs ❊♠, ❊♦ et ❊❜ suivant une loi normale. On estime la variance de ces erreurs à
partir des observations pour les ❜❥ et de la projection sur✟ de la séquence ❱ pour les ❛✐.
6 Résultats
6.1 Description de l’expérience jumelle
Une simulation du modèle complet, Équation (2), est réalisée sur une fenêtre tem-
porelle ❬✵❀ ❚ ❪, à partir de conditions initiales ✭v✭x❀ ✵✮❀ q✭x❀ ✵✮✮ (voir Figure 1). Une
séquence ✭v✭x❀ t✮❀ q✭x❀ t✮✮ est ainsi obtenue. Le choix des dates d’observation t✐ four-
nit les images ■✐ ❂ q✭x❀ t✐✮, utilisées pour calculer la base ✠, et les champs v✭x❀ t✐✮,
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nécessaires à l’obtention de la base ✟. ✹ vecteurs sont conservés pour chaque base
(❑ ❂ ✹, ▲ ❂ ✹), représentés sur la Figure 2. Le modèle réduit (6) est alors dé-
fini. Les observations sont les cœfficients ❜♦❜s❥ obtenus par projection de la séquence
(a) v✵. (b) q✵.
FIG. 1 – Conditions initiales.
d’images ■ sur ✠. La première observation est choisie comme ébauche pour ❜ à la date
t ❂ ✵. L’ébauche X❘❀❜ ❂ ✭❛❜❀ ❜❜✮❚ est donc obtenue par projection de ✭✵❀ ■✶✮❚ et vaut
X❘❀❜ ❂ ✭✵❀ ❜
♦❜s✭t✶✮✮
❚ . L’algorithme incrémental, décrit Section 4.3, est utilisé pour
réaliser l’assimilation.
6.2 Résultats
Les courbes ❛❛✐ , obtenues après le processus d’assimilation sont comparées aux
courbes ❛♣✐ , obtenues par projection de v✭x❀ t✮ sur ✟, sur la Figure 3. Les courbes ❛
❛
✐
sont très proches des courbes ❛♣✐ . En particulier ❛✶, ❛✷ et ❛✸ sont très bien estimées.
L’évolution de ❛❛✹ est très proche de ❛
♣
✹ avec un biais constant de ✹.
Les courbes ❛❛✐ obtenues par assimilation permettent de restituer des champs de
vitesses v❛✭x❀ t✮. Ces champs sont comparés Figure 4 à la séquence originale v✭x❀ t✮.
Quelques statistiques d’erreurs sont présentées Tableau 1 pour différentes dates de la
fenêtre d’assimilation. Les champs v❛✭x❀ t✮ estiment avec précision la séquence syn-
thétique. L’erreur relative en norme ne dépasse pas 1✿9✪ et l’erreur angulaire est infé-
rieure à 3✿70 degrés.
7 Conclusions et perspectives
Dans cet article, nous avons conçu et présenté une méthode d’assimilation de don-
nées dans un modèle dynamique réduit. Cette approche permet d’estimer des champs
de vitesse à partir d’une séquence d’image discrète. Une expérience jumelle, réalisée
sur des données synthétiques, démontre l’intérêt de la méthode. Les champs de vitesse
sont correctement estimés à partir de vecteurs d’état à ✽ composantes.
Le calcul de la base ✟ du mouvement utilise une estimation bruitée de la condition
initiale v✵ par un algorithme de traitement d’image. Une perspective de l’étude est
donc de réaliser une base robuste ✟ à partir de v✵.
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(a) ✥✶. (b) ✥✷.
(c) ✥✸. (d) ✥✹.
(e) ✣✶. (f) ✣✷.
(g) ✣✸. (h) ✣✹.
FIG. 2 – Bases ✟ et ✠.
RR n° 7623
Assimilation d’images dans un modèle réduit pour l’estimation du mouvement 13
0 100 200 300 400 500
−530
−525
−520
−515
−510
−505
−500
Time (0.01s)
 
 
(a) ❛✵.
0 100 200 300 400 500
−150
−100
−50
0
50
100
Time (0.01s)
 
 
(b) ❛✶.
0 100 200 300 400 500
−20
−15
−10
−5
0
5
10
15
20
Time (0.01s)
(c) ❛✷.
0 100 200 300 400 500
−8
−6
−4
−2
0
2
4
Time (0.01s)
 
 
(d) ❛✸.
FIG. 3 – Résultats d’assimilation : ❛❛✐ estimés par assimilation (rouge) sont comparés
aux projections ❛♣✐ (bleu).
Erreur relative en norme Erreur angulaire maximum (deg.)
t
✵ 0.011 2.901
✶✵✵ 0.012 3.692
✷✵✵ 0.013 3.016
✸✵✵ 0.015 1.703
✹✵✵ 0.017 1.530
✺✵✵ 0.019 1.671
TAB. 1 – Statistiques d’erreur entre la séquence synthétique v✭x❀ t✮ et la séquence
reconstruite v❛✭x❀ t✮.
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(a) t ❂ ✵s. (b) t ❂ ✵s.
(c) t ❂ ✷✿✺s. (d) t ❂ ✷✿✺s.
(e) t ❂ ✺s. (f) t ❂ ✺s.
FIG. 4 – Champs de vitesse v❛✭x❀ t✮ (gauche) estimés comparés aux données synthé-
tiques v✭x❀ t✮ (droite).
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