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ESTIMATION OF THE PROBABILITY OF ERROR 
WITHOUT GROUND TRUTH AND KNOWN A PRIORI PROBABILITIES* 
K. A. Havens, T. C. Minter and 
S. G. Thadani 
Lockheed Electronics Company, Inc./Aerospace Systems Division, Houston, Texas 
I. ABSTRACT 
The probability of error or, alterna-
tively, the probability 6f correct classi-
fication (PCC) is an important criterion 
in analyzing the performance of a classi-
fier. Labeled samples (those with ground 
truth) are usually employed to evaluate 
the performance of a classifier. Occasion-
ally, the numbers of labeled samples are 
inadequate, or no labeled samples are 
available to evaluate a classifier's per-
formance; for example, when crop signatures 
from one area from which ground truth is 
available are used to classify another 
area from which no ground truth is avail-
able. This paper reports the results of 
an experiment to estimate the probability 
of error using unlabeled test samples 
(Le., without the aid of ground truth). 
II. INTRODUCTION 
This paper presents the results of an 
experiment to estimate the probability of 
error using unlabeled samples. Two proce-
dures, along with the test results of each, 
are presented. The first procedure esti-
mates the probability of error analyti-
cally, using the posterior density 
function. (The analytical estimate is 
shown to be unbiased.) The second labels 
fields (for use in estimating the proba-
bility of error) simply by noting the 
class into which most of the field pic-
ture elements (pixels) were classified by 
the classifier (called the majority rule 
method). Empirical results from both 
procedures are presented, and an analysis 
of variance from which conclusions are 
drawn is performed. 
*The m~terial in this paper was devel-
oped under NAS~ Contract NAS 9-12200 and 
prepared for the Earth Observations Divi-
sion, NASA/JSC, Houston, Texas. 
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III. DESCRIPTION OF THE TWO PROCEDURES 
A. Estimating the Probability of Error 
Without Ground Truth 
Let X represent an unlabeled sample 
which is a random, independent, 
n-dimensional measurement vector belonging 
to one of m classes. These classes are 
assumed to be normally distributed with a 
priori probabilities given by q. and the 
1 
conditional probability density function 
given by p(X/i), i = l,···,m. Then, the 
overall mixture density is denoted as 
m 





The Bayes decision rule defines a Bayes re-
gion R. for each class i. 
1 
k=l,···,m ( 2) 









where pr(j/i) is the probability of mis-
classifying a sample from class i into 
class j. 





Multiplying p(j/i) by p(X) in equation (4), 
Pr (j/i) = f 
R. 
J 
[ P(X/i}][P(X)dX] p(X) 
(5) 
Let 
f(i/X) = p~~~~) (6) 
d . f p (X/i). 1 d b f ( . /) h an , 1. p(X) 1.S rep ace y 1. X , t e 
result is 
Pr(j/i) = fR.f(i/X)p(X)dX (7) 
J 
From equation (7), it is shown that the 
probability of classifying a pixel from 
class i into class j is the "expected value" 
of f(i/X) over the Bayes region R.; that is, 
J 
Pr(j/i) = ER.[f(i/X)] 
'J 
(8 ) 
Likewise, it can be shown that the pcC for 
class i, Pr(i/i), is 
Pr(i/i) E
R
, [f (i/X)] 
1. 
(9) 
These expressions for Pr(j/i) and 
Pr(i/i) hav~ two useful properties [in the 
following, Pr(Er) will represent the empir-
ical estimate of Pr(Er)]: 
1. Pr(j/i) and Pr(i/i) can be estimated 
using unlabeled samples. 
2. An upper bound is known for the vari-
ance of Pr(Er) in the two-class case. 
To implement this analytical procedure, an 
assumption is made which slightly amends 
the computational procedure. It is assumed 
that the proportion of pihels classified as 
wheat compared to the total number of pix-
els is a good estimate of the a priori PCC 
as wheat; that is, 
~= 
number of pixels classified as wheat (N ) 
w 
total number of pixels (NT) 




















Unbiased Estimates of p(j/i) and 
p(i/i). By definition, 
and 




















and f(i/X) and p(X) are completely known 
functions. 
If {XI""'XN} denotes a saI!'ple from a 
population with population density function 
p(X) and if Xl (j) , ..• ,X~~) denote obser-
J 
vations falling in Rj , then 
NI + ... + N N (14) m 
where [ Rl ' R2 , ••• , Rm] is the partition and 
N. denotes the number of observations fall-
J 
ing in R .. 
J 
N 




1 L ( 15) N 
~=l 
and 





N L (16) 
~=l 
A A 
Thus, p(j/i) and p(i/i) are unbiased esti-





identically distributed random variables 




E[p (i/i) ] 
N 
~ El E(f(i/Xa)IRj (Xa )] 







= p (i/i) 
(17) 
(18) 
Variance of Fr(Er). For clarity of 
presentation, an upper bound on the vari-
ance of Pr(Er) for a two-class case will be 
discussed l . First, some terms will be de-
fined. The mixture density for two classes 







denotes the posterior probability. 
(19) 
(20) 
When X is c"lassified according to the 
Bayes decision rule, the conditional proba-
bility of error is 
reX) = min [pel/X) ,p(2/X] (21) 
When the expectation of reX) is taken with 
respect to the random vector X, the Bayes 
error is given by 
Pr(Er) = E[r(X)] (22) 
and the Bayes error can be estimated by the 




Th~s, the variance of Pr(Er) is 
var[Fr(Er)] 





Since o 2. r (X) 2. ~ (25) 
then (26) 
and 
2 ~ 1 1 
E [r ( X)] 2. 2" E [ r (X)] = "2 P r (Er ) (27) 
Therefore, a bound on var[r(X)] is 
var[r(X) ] (28) 
(29) 




lpr(Er) [1 - Pr(Er)] 
T 
1 I - 2'Pr(Er), (31) 
On the other hand, if class identifi-
cation were available for the NT test sam-
ples and an empirical error count were 
made, the error co~nt would also give an 
unbiased estimate Pr~(Er) of the Bayes 
error. The variance of this estimate is 
known to be 2 
~ 
var [Pr ~ (Er) ] 
Pr (Er) [1 - Pr (Er) ] 
NT 
(32) 
Thus, a reduction in variance can be 
achieved by using Pr(Er). 
B. Majority Rule Field Identification 
Procedure 
The second estimate of the probability 
of error will be computed after the classi-
fication procedure is completed. The test 
fields are labeled wheat or nonwheat to 
agree with the classification of the major-
ity of pixels in the particular field. 
This estimate will be called the majority 
r~le fieZd identification procedure. 
Let N. be the total number of pixels 
~ 
in field i, where i = l,···,m, and let N 
be the total number of pixels in all of w 
those fields identified as wheat fields 
from the majority pixel count; N will be cwo 
~ 
the total number of pixels classified as 
wheat in field i. The probability of cor-
rectly classifying wheat will be estimated 
by 
Pr(w/w) 
+ ••. + 
Nm - Pr (w/w) 
Nw m 
(33) 
where the probability of correctly classi-









Nw L: i=l 
~ 
IV. DESCRIPTION OF THE EXPERIMENT 
(34) 
( 3S) 
The data used in this experiment are 
multispectral scanner (MSS) data taken from 
the Earth Resources Technology Satellite 
(ERTS-l) . [The ERTS-l was renamed the 
first Land Satellite (Landsat-l) in January 
1975.1 The intensive test sites (ITS's) 
are 9- by ll-kilometer (S- by 6-nm) tracts 
in Morton and Finney Counties, Kansas, for 
which ground truth is available. 
The test fields were chosen by ran-
domly selecting 100 fields for each county 
from the ground truth information. Thirty 
training fields were chosen for each county, 
first by clustering the ITS into 30 clus-
ters and then by selecting a representative 
number (10 wheat, 20 nonwheat) of fields of 
homogeneous clusters. 
The classification procedures were 
applied to the test sites, and a paired t-
test was used in evaluating the performance 
of the analytical and pixel-count proce-
dures. In both cases, this test used the 
difference between the estimated PCC and 
the true PCC (TPCC). Additionally, 
analysis-of-variance tabl~s were done for 
the PCC, the estimated probability of clas-
sification as wheat* (PCW), and the esti-
mated probability of classification as 
"other" (PCO), as calculated from the 
analytical procedure. 
V. RESULTS OF THE EXPERIMENT 
By means of the analytical procedure, 
the random test fields in each county were 
classified using various combinations of 
ERTS-l passes. The PCC was approximated 
by systematic samplings of the entire test 
area using the analytic estimate: 
To compare estimated PCC with the TPCC, a 
paired t-test was performed and is presented 
*In this paper, PCW and PCO will 
denote the probability of correctly classi-
fying wheat and "other," respectively, as 
calculated by either the analytical pro-
cedure or the majority rule procedure. 
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in table 1. Each entry in the column "mean 
PCC" represents the average of 30 estimates 
of PCC, each arising from a separate sys-
tematic sample from the same classification 
run. The rows of this table refer to the 
biological phase or phases and site used in 
that classification run. The t-test indi-
cates that the PCC is a biased estimator. 
Upon further examination, the estimates of • 
PCC were found to be 6.0 percentage points 
too high. The tolerance (±t.OSa) of the 
bias was calculated to the ±l.S percentage 
points. 
Figure 1 compares the computed proba-
bility with the TPCC and shows the theo-
retical line on which the points should 
be found. Again, the PCC is biased toward 
a slightly higher estimate. 
All approximations were tested further 
by an analysis of variance on the differ-
ences between the estimates and true values. 
For the PCW, no significant differ-
ences were found among the sites or phases 
in the performance of the estimate. How-
ever, the mean F-value was significant. 
The bias was found to be 11 percent~ge 
points higher than the true value. The 
tolerance (±t.OSa) of the bias was calcu-
lated to be ±6.6 percentage points. This 
supports the conclusion that the PCW, on 
the average and over all phases, overesti-
mates the true values. 
The PCO was found to be unbiased over 
sites, phases, or means. 
For the PCC, significant differences 
were encountered in the means and sites. 
The average overestimation for Morton 
County was found to be B.O percentage 
points and for Finney County 4.0 percentage 
points. These corroborate the fact that 
the bias was 6.0 percentage points high 
over both sites. (It should be noted that 
only two sites were used, and the inferences 
made here must be confined to these particu-
lar sites.) Thus, the PCC is a consistent 
overestimator of the true value. 
The results of using the pixel-count 
procedure to compare the estimated with the 
true values of the PCW and PCO are given in 
table 2. The statistical analysis of the 
pixel-count procedure includes the Student 
t-statistic for the PCW and PCO for all 
test combinations of passes. Most of the 
statistics indicated significance at the 
S-percent level with no apparent dependence 
on the passes used. At this point the re-
sults from table 2 were graphed. From 
figure 2, the pixel-count estimate of the 
PCO seems to be insensitive to the TPCO. 
However, the range of true values is not 
wide enough to draw definite conclusions. 
From figure 3, the estimate of the PCW be-
comes more inaccurate as the TPCW takes 
values less than 90 percent. 
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Table 1. Computational Results 
of Analytical Procedure· with Paired 




















Mean = 0.060363 
















Standard deviation = 0.007366 
T-statistic = 8.1948 
Bias = 6.04 





























Table 2. Computational 





















TPCC P·:W TPCW 
Morton County 
.751103 .745967 .385343 
.890700 .951765 .888889 
.684564 .663261 .303191 
.819559 .900269 .759462 
.897987 .977242 .930260 
.889166 .975404 .937943 
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Figure 1. Comparison of Estimated Versus 
True Probability of Correct Classifi-
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Figure 2. Comparison of the Pixel-Count 
Estimate Versus the True probability 
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Figure 3. Comparison of the Pixel-Count 
Estimate Versus the True Probability 
of Classification as Wheat. 
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