Abstract-Emerging vehicular trajectory data have opened up opportunities to benefit many real-world applications, e.g., frequent trajectory based navigation systems, road planning, car pooling, etc. The similarity join is a key operation to enable such applications, which finds similar trajectory pairs from two large collections of trajectories. Existing similarity metrics on trajectories rely on aligning sampling points of two trajectories. However, due to different sampling rates or different vehicular speeds, the sample points in similar trajectories may not be aligned. To address this problem, we propose a new bi-directional mapping similarity (BDS), which allows a sample point of a trajectory to align to the closest location (which may not be a sample point) on the other trajectory, and vice versa. Since it is expensive to enumerate every two trajectories and compute their similarity, we propose Strain-Join, a signature-based trajectory similarity join framework. Strain-Join first generates signatures for each trajectory such that if two trajectories do not share common signatures, they cannot be similar. In order to utilize this property to prune dissimilar pairs, we devise several techniques to generate high-quality signatures and propose an efficient filtering algorithm to prune dissimilar pairs. For the pairs not pruned by the filtering algorithm, we propose effective verification algorithms to verify whether they are similar. Experimental results on real datasets show that our algorithm outperforms state-of-the-art techniques in terms of both effectiveness and efficiency.
INTRODUCTION
T HE advancement of vehicle positioning techniques have produced high volume of trajectory data, where a vehicular trajectory is a sequence of discrete sample points (geolocations) at sampling time of a running vehicle. For example, a taxi or a Uber car will generate a trajectory from the pick-up point to a drop-off point, which contains a set of discrete sample points on the driving route at every sampling time (e.g., every second). Trajectory data can benefit many real-world applications, such as frequent trajectory based navigation [1] , taxi pick-up recommending system [2] , trajectory interpreter [3] , traffic condition analysis [4] and adaptive trajectory storage system [5] .
Trajectory similarity join, which, given two large collections of trajectories, finds all similar trajectory pairs from the two collections, is an important operation in many applications. For example, in navigation systems, we can mine the frequent routes from taxi trajectories and utilize them to recommend better routes for ordinary users. In government road planning, we can dig out the 'heavy routes' that are covered by many trajectories and thus the government can plan to construct new roads to ease the burden of the heavy routes. Both applications require to compute the similarity of trajectories and identify the most similar trajectories.
Existing trajectory similarity functions rely on aligning the sample points between two trajectories, e.g., closest-pair distance (CPD) [6] , edit distance on real sequence [7] , edit distance with real penalty [8] , and one way distance (OWD) [9] . However due to different sampling rates or different vehicular speeds, the sample points may not be well aligned. For example, in Fig. 1 , trajectories T i and T j are similar. However, if we align them based on closet sample point pairs as illustrated in Fig. 1a , their similarity is rather small, because they have different speeds in different time periods.
To address this problem, we propose a new bi-directional mapping similarity (BDS), which allows a sample point of a trajectory to align to the closet location(which may not be a sample point) on the other trajectory, and vice versa. For example, in Fig. 1b , we align points of T j (T i ) to their closest position on T i (T j ) and get a larger similarity, resulting in a more practical similarity measurement.
It is expensive to enumerate every two trajectories and compute their similarity. To address this problem, we propose Strain-Join, a signature-based trajectory similarity join framework. Strain-Join includes two steps: the filtering step and the verification step. In the filter step, Strain-Join first generates signatures for each trajectory such that if two trajectories do not share common signatures, they cannot be similar, where a signature captures positional characteristics to uniquely identify a trajectory. We can utilize this property to prune large numbers of dissimilar pairs. To this end, we devise several filtering techniques to generate high-quality signatures and propose an efficient filtering algorithm to prune dissimilar pairs. In the verification step, Strain-Join verifies whether the pairs that are not pruned by the filtering algorithm are similar. It is expensive to directly verify each pair, and we propose to utilize the signatures to efficiently verify the pairs. We showcase how Strain-Join works using trajectories in Fig. 2 , where we simply take the grids having overlap with a trajectory as its signature. In the filtering step, T 1 in Fig. 2a and T 2 in Fig. 2b do not share common signatures, therefore they are not similar. T 3 in Fig. 2c and T 4 in Fig. 2d both have common signatures with T 1 , so hT 1 ; T 3 i and hT 1 ; T 4 i are two candidate similar pairs. In the verification step, we compute the BDS similarity values and eliminate the false positives, and the final answer is fhT 1 ; T 3 ig.
To summarize, we make the following contributions.
(1) We propose a new similarity function and an efficient signature-based framework to solve the trajectory similarity join problem. (2) We develop effective techniques to generate signatures. We propose grid-based signatures that utilize the grids to generate the signatures, and thresholdaware signatures that uses the threshold to generate signatures. We devise a cost-based model to select high-quality signatures. We propose an efficient filtering algorithm that utilizes the signatures to prune large numbers of dissimilar pairs. (3) We devise efficient verification techniques. We propose a signature-based method to reduce the complexity and an expansion-based method to prune unnecessary signatures. (4) We have conducted an extensive set of experiments on real-world datasets. Experimental results show that our algorithm achieves high quality and efficiency, and outperforms state-of-the-art approaches. The rest of the paper is organized as follows. We formalize our problem in Section 2. Section 3 introduces the framework. We propose filtering algorithms in Section 4 and develop verification techniques in Section 5. Experimental results are provided in Section 6. We review related work in Section 7 and conclude the paper in Section 8.
PROBLEM FORMULATION
Given two collections of trajectories, a similarity join aims to find all similar trajectory pairs from the two collections. Before we formulate the trajectory join problem, we first give a formal definition of a trajectory.
Definition 1 (Trajectory).
A trajectory T is a sequence of sample points, i.e., T ¼ fp 1 ; p 2 ; . . . ; p jT j g, where p k is a sample point (i.e., a geo-location) and jT j is the number of sample points in T .
Two adjacent sample points on T form a line and any location on such lines belongs to T . Thus T has jT j À 1 lines and infinite numbers of locations.
Given two trajectories T i and T j , a sample point p k i on T i may be aligned to a location on a line of T j , and vice versa. We want to align p 
Accordingly, the smaller d
is, the larger similarity T i and T j have. "Typically, the GPS nominal accuracy is about 15m" [10] . If the distance of two points is larger than the nominal accuracy, the two points cannot be aligned. Thus we can set D max based on the GPS sampling error.
Next we propose the bi-directional (BD) similarity.
Definition 2 (Bi-Directional Similarity). The Bi-Directional Similarity of trajectories T i and T j is
Algorithm to Compute BD-Similarity of Two Trajectories. Given two trajectories T i and T j , we first compute d each sample point p k i in T i by first computing the minimal distance from p k i to each line l in T j and then selecting the minimal one. The complexity of computing the minimal distance from each sample point in T i to a line in T j is OðjT j jÞ and the complexity of computing the minimal distance from all sample points in T i to T j is OðjT i jjT j jÞ. Next we compute d k j!i for each sample point in T j to T i . Thus the overall complexity of the algorithm is OðjT i jjT j jÞ.
For example, in Fig. 1b ,
is the minimal normalized distance from p 
. If the similarity of T i and T j is not less than a specified threshold t, they are similar. Next we formalize the problem of trajectory similarity joins.
Definition 3 (Trajectory Similarity Joins). Given two sets of trajectories T and S, a similarity threshold t, find all similar trajectory pairs hT 2 T ; S 2 Si such that SIMðT ; SÞ ! t.
Without loss of generality, we first focus on self join, i.e., T ¼ S. For example, given T ¼ fT 1 ; T 2 ; T 3 ; T 4 ; T 5 g in Fig. 2 , self similarity join returns hT 1 ; T 3 i as the result. We discuss how to join two different sets (T 6 ¼ S) in Section 3.
Remark. Although each sample point in a trajectory has a sampling time, we focus on computing the similarity trajectories with similar shape (as illustrated in Fig. 1 ) and do not consider the time information. Note that in many applications, due to different traffic condiations, the sampling points of similar trajectories may not be well aligned, but they have similar shape. In this paper, we focus on finding similar trajectories with similar shape. Table 1 lists the notations we use in this paper.
SIGNATURE-BASED SIMILARITY JOIN
We propose a signature-based similarity join framework, which first generates the signatures for each trajectory, then utilizes the signature to prune dissimilar trajectory pairs that do not share any common signature, and finally verifies the pairs that are not pruned. We first present two methods to generate the signatures (Sections 3.1 and 3.2) and then propose the similarity join framework (Section 3.3).
Grid-Based Signatures
Consider two trajectories T i and T j . For any sample point p k j in T j , if the minimal distance from p k j to T i is larger than D max , then d k j!i is rather large (Equation (2)), and thus T i and T j cannot be similar (Equation (3)). However it is rather expensive to compute the minimal distance d k j!i for every two trajectories. To address this issue, we propose a gridbased signature to check whether d k i!j is larger than D max . Grid Index Structure. We build a grid index G, where grid cell width is w (we will discuss how to set w in Section 3.3).
In the sequel, we use 'grid' and 'grid cell' (denoted by g) interchangeably for ease of notation. Other spatial indices such as R-Tree are less applicable because: (1) the maintenance of an R-Tree is costly if the index structure needs frequent updates, (2) the leaf nodes of an R-Tree may overlap with each other, and (3) 
where l is any side of grid cell g, and p k j 2 g means that point p k j is located within g.
Without loss of generality, we set w ¼ D max in our examples throughout the paper. For point p k j in Fig. 3a to T i is larger than D max , therefore T i cannot be similar to T j . Next we discuss how to check whether T i has a location falling in a grid in G p ðp k j Þ. For T i , we compute the set of grids that cover any location of T i to assist the similarity check, i.e.,
For example, in Fig. 3b, 
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For example, in Fig. 2a , all the shaded grids along T 1 compose G x ðT 1 Þ. For trajectory T 2 in Fig. 2b , none of Indexing. We maintain two types of indices to organize trajectories and signatures respectively. The first is the trajectory index, which keeps a set of grids for each trajectory that have overlap with the trajectory. It is utilized to get the grids for each trajectory. The second is the signature index, which keeps a set of trajectories for each indexing signature that contain the indexing signature. It is used to find the candidates. For each trajectory T i , we find its similar candidate as follows. For each sample point p k i , we compute its probing signature G p ðp k i Þ and find the trajectories whose indexing signatures overlap with G p ðp k i Þ. We utilize the signature index to store the indexing signatures, where the entries are indexing signatures and each indexing signature maintains an inverted list of trajectories that contain the indexing signature. We use LðgÞ to denote the set of trajectories taking grid g as an indexing signature.
Filtering. Suppose we construct the inverted index for all the indexing signatures of all trajectories. Then, given a trajectory T j , considering a sample point p k j , we compute its probing signatures. For each grid g in the probing signature, we access the inverted list LðgÞ. Trajectories in LðgÞ may be similar to T j and we take them as candidates. Thus the candidate set is [ g2G p ðp k j Þ LðgÞ. For each candidate T i , we compute the similarity between T i and T j . If their similarity is not smaller than t, we take hT i ; T j i as an answer.
Incremental Indexing and Filtering. The above method may generate a candidate pair twice. For example, suppose hT i ; T j i is an answer. When we use T i to find the candidate, we identify this candidate pair. We will find it again when using T j . To address this issue, we incrementally build the index. We visit the trajectories in ascending order of sample point numbers. When computing the answer of T j , we only consider the trajectories before T j (i.e., with less or equal numbers of sample points) and build the index for them. After processing T j , we generate its indexing signatures and insert them into the index.
The framework functions as follows in Fig. 2 2 is empty; the rest of T 2 's sample points also have empty candidate sets, thus there is no candidate for T 2 yet. We insert T 2 into inverted lists of corresponding grids:
we get a candidate fT 1 g. As SIMðT 1 ; T 3 Þ > t, hT 1 ; T 3 i is an answer. The index is again updated and the rest trajectories are processed in the same manner.
Threshold-Aware Signatures
It can be seen that a large threshold t corresponds to a smaller number of answers. However the above method does not utilize t to prune dissimilar pairs. To address this issue, we introduce a threshold-aware signature scheme, which fully utilizes the threshold to prune dissimilar pairs.
Given a trajectory T j , for each sample point p 
where l is a side of gðp Take Fig. 2b as an example. The minimal distance d Given another trajectory T i where jT i j jT j j, based on
the similarity of T i and T j is smaller than t and they cannot be similar as proved by Lemma 2.
for any T i having no location in any of gðp k j Þ, T i and T j cannot be similar. Using this feature, we generate a threshold-aware signature as follows.
Threshold-Aware Signature. For each trajectory T j , if
we generate its threshold-aware probing signatures G t ðT j Þ as follows. We sort d
We select the grids of the first x þ 1 sample points as the threshold-aware signatures, where
where
We can prove that given two trajectories T i and T j , if for each k and
and T j cannot be similar.
In Fig. 5 , for trajectory T 4 , we have d
> t 4 , thus T 4 has a threshold-aware probing signature, G t ðT 4 Þ ¼ fg 11 ; g 13 ; g 14 ; g 44 g, denoted by the four bordered grids. Since
thus there is no similar trajectory for T 4 yet.
The Signature-Based Algorithm
Based on the signatures, we propose a filter-and-verification framework.
(1) Sorting: We sort the trajectories by the number of sample points in ascending order and create the trajectory index. (2) Filtering: We access the trajectories in order. For each trajectory T j , if 
Þ LðgÞ is a candidate set (1 k jT j j). Thus here we have jT j j þ 1 candidate sets. We discuss how to effectively use them to generate candidates in Section 4. Here we compute their intersection as the candidate set, i.e.,
(3) Indexing: We generate the indexing signature of T j , G x ðT j Þ. For each indexing signature g of T j , we insert hg; T j i into the index, i.e., appending T j to the inverted list of LðgÞ. (4) Verification: For each candidate T i of T j , we compute their real similarity. If the similarity is not smaller than t, we return hT i ; T j i as an answer. Algorithm 1 (see Fig. 6 ) shows the pseudo code of our framework and Fig. 2 provides a running example. First we sort trajectories to make sure T i is always processed before T j if jT i j < jT j j. For trajectory T 1 , inverted lists of grids in T 1 's indexing signature are created and initialized to fT 1 g, e.g., Lðg 31 Þ ¼ fT 1 g. For T 2 , it does not have threshold-aware signature, so we retrieve the inverted lists of grids contained by the probing signature of T 2 's sample points, e.g., Lðg 61 Þ, Lðg 62 Þ, etc., and use their union set as T 2 's candidate set, which is empty, meaning there is no candidate for T 2 . Then we update the index to contain T 2 , i.e., add T 2 to inverted lists of all grids in G x (T 2 ). Trajectory T 3 has no threshold-aware signature either. We retrieve inverted lists of T 3 's probing signature, e.g., Lðg 31 Þ, Lðg 32 Þ, etc., whose union is fT 1 g, making T 1 a candidate for T 3 . Since SIMðT 1 ; T 3 Þ > t, hT 1 ; T 3 i is an answer. Using probing signature, there is one candidate (T 1 ) for trajectory T 4 , although hT 1 ; T 4 i is not a qualified answer after verification. In fact, T 4 has a threshold-aware signature which can directly exclude T 1 as candidate, as alternatively suggested by Fig. 5 . Thus, we use the threshold-aware signature to avoid unnecessary verification. The rest trajectories are processed in the same manner util all trajectories are processed.
Complexity. We first analyze the space complexity. The maximum number of grids a trajectory can cover is Oð
Þ, where LEN (T i ) is the length of T i . This is exactly the number of indexing signature of T i . As each indexing signature is stored once, the overall space complexity is Oð P
T i 2T
LENðT i Þ w Þ. Given a trajectory T j , the cost of using the thresholdaware signature to find the candidate is Oð P g2G t ðT j Þ jLðgÞjÞ, and the cost of using the probing signature to find the candidate is Oð P g2G p ðp k j Þ jLðgÞjÞ. The overall cost of filtering is Oð
Þ jLðgÞjÞ. Suppose there are jCj candidates. The verification cost is OðjCjjT max j 2 Þ, where jT max j is the maximal number of sample points in a trajectory.
Discussion on Determining w. The larger w is, the larger the number of trajectories in a grid is, the larger the number of candidate is, and thus the larger the verification cost is. On the other hand, the smaller w is, the larger the number of signatures is, the smaller the number of candidate is, and thus the larger the filtering cost is. From the experimental results in Section 6, we can see that w can be set as D max .Discussion on T 6 ¼ S. We first generate indexing signatures and build indexes for one set (e.g., T ). Then for each trajectory in the other set (e.g., S), we generate its probing signatures and threshold-aware signatures, and utilize the cost-based algorithm to find its similar pairs using indexes.
COST-BASED FILTERING
To compute the candidates of a trajectory T j , the framework requires to compute C t j and C k j for 1 k jT j j. The computation of these candidate sets rely on calculating the union of the inverted lists of threshold-aware signatures and probing signatures in T j . It is expensive to compute the union if the candidate set is rather large. On the other hand, any candidate set in C t j and C k j can be used to generate the candidates. We can either use all of them or only utilize one set to compute the candidate. The trade-off is that the more candidate sets we use, the less candidates (by computing their intersection) and the less verification cost. On the contrary, the less candidate sets we use, the more candidates and the more verification cost. Thus we want to select high-quality candidate sets to achieve high overall performance. To address this problem, we first propose a context-based selection method (Section 4.1) and then present a cost-based algorithm (Section 4.2).
Context-Based Candidate Set Selection
The sample points have some correlations: given two sample points p To address this issue, we propose a context-based candidate set selection method.
In Fig. 2e , for trajectory T 3 , we have C 5 , the intersection of these two candidate sets only contains one element: fT 4 g, and we can use both C 
where CNT k is the number of trajectories containing sample point p k j and CNT k;kþ1 is the number of trajectories adjacently containing both p are contextually correlated, and we do not need to select both of them.
In Fig. 2c , for trajectory T 3 , CORðp Context-Aware Candidate Set Selection. Given a trajectory T j , we group its sample points as follows. First, we generate the group with the first sample point p From each group, we can select the candidate set of any sample as a selected candidate set. As the smaller the size of the candidate set, the better, we want to select the candidate set with the minimal size. Thus the selected candidate set is S ¼ fS (CNT k ), and then enumerates every pair of two adjacent sample points in a trajectory and computes the frequency of each pair (CNT k;kþ1 ). However this method takes Oð P T i 2T jT i j 2 Þ space and time complexities. To address this issue, we propose a linear approach.
Given a trajectory T j , for each sample point p k j , we check whether it is a turning point, i.e., whether there are more than three outgoing points from p In road networks, each point has a limited number of outgoing points, say 2-5. As the trajectory should be aligned to the road network, the sample point also has a limited number of outgoing points. Due to the trajectories having measurement errors, we use eight directions around a sample point to keep the outgoing points as follows.
For each point p 
The time and space complexity is Oð P T i 2T jT i jÞ. For example, consider T 5 in Fig. 2e . The sample points are grouped into Z 
Cost-Based Candidate Set Selection
Given the threshold-aware candidate set C t j and the contextaware candidate set S, we consider how to utilize them to generate the final candidate set. First, given a candidate set Note that we do not need to compute the union and we only need to compute the sum of the invertedlist size of grids in them. Thus it is efficient to get the order.
Then we propose a cost-based algorithm. We first compute the union set of S 0 j with the minimal union cost. Next we have two strategies to compute the final answer.
Method 1: Direct Verification. We directly verify the candidates in S 0 j , and the cost is
Method
In the equation, we can easily compute P Cost-Based Method. If COST V COST F , we use the first method and the algorithm terminates; otherwise, we employ the second method, and then iteratively check whether we use S 
EXPANSION-BASED VERIFICATION
To verify whether a candidate pair hT i ; T j i is an answer, it is expensive to directly compute the similarity. To address this issue, we first propose a signature-based method (Section 5.1), which utilizes the signature to verify the candidate pair. Since different signatures have different importances on the verification, we propose an expansion based method (Section 5.2), which only uses a subset of signatures to verify a candidate pair. Finally, we propose a bound-based method to further improve the performance (Section 5.3), which first estimates the upper bound and lower bound of the real similarity and then utilizes the two bounds to improve the verification cost.
Signature-Based Framework
Consider a candidate pair hT i ; T j i. Based on the similarity function (Equation (3) 
is very large, and T i and T j are not similar. If g is in G
x ðT j Þ, we compute the minimal distance from p 
where l is a line in T j falling in g. If multiple grids appear in G x ðT j Þ, we compute the minimal distance of Dist PT ðp k i ; T j jgÞ among grids in
Thus we do not need to consider all the lines in T j for p 
If each grid has only one line in T j , then the complexity to verify a candidate pair is OðjT i j þ jT j jÞ. Note that a trajectory will not appear many times in a grid, and thus this method is much faster than the straightforward method that directly computes Dist PT ðp k i ; T j Þ.
Expansion-Based Method
The signature-based method requires to enumerate every grid in G p ðp Fig. 8 . Then based on the distances to the eight grids, we can get next closest grids by visiting their neighbor grids.
Bound-Based Pruning
It is expensive to compute the real value of d k i!j as it involves complicated mathematical operations. Instead, we can estimate a lower bound of d k i!j , denoted by lb k i!j , and based on Equation (16), if the sum of the lower bound, i.e.,
, is larger than ð1 À tÞðjT i j þ jT j jÞ, the pair cannot be similar and we can prune the pair. Similarly, we can estimate an upper bound of d k i!j , denoted by ub k i!j , and based on Equation (16), if the sum of the upper bound, i.e.,
, is smaller than ð1 À tÞðjT i j þ jT j jÞ, the pair must be an answer and we do not need to compute the real similarity. Next we discuss how to estimate the lower bound and upper bound of d k i!j . Distance 
Next for g 2 , we get a lower bound, 1 and we prune grids after g 2 and do not need to estimate a lower bound.
denote the minimal distance from lines in the first t grids to p k i . We can estimate a lower bound,
In Fig. 8c , we estimate the lower bound lb 
where v is a vertex of g (g has four vertices). Moreover, for any t, we can estimate a tighter upper bound, ub
Thus for g 1 , we can get an upper bound
Next for g 2 , we get an upper bound,
Then for g tþ1 , we can estimate an upper bound,
In Fig. 8c , we estimate the upper bound ub 
À tÞðjT i j þ jT j jÞ, hT i ; T j i cannot be similar and we prune it. (2) Early Termination: Fig. 9 ) shows the pseudo code. For example, we verify candidate hT 1 ; T 3 i in Fig. 2 . We first prepare G x ðT 1 Þ and G x ðT 3 Þ and get grids in
Then, we estimate upper bound for each point's nearest grid, as
is already smaller than ð1 À tÞðjT 1 j þ jT 3 jÞ, T 1 and T 3 must be similar, and we can early terminate. For candidate hT 1 ; T 4 i, we estimate lower bound for each point's nearest grids in ascending order. Suppose
is larger than ð1 À tÞðjT 1 j þ jT 4 jÞ, we can safely prune hT 1 ; T 4 i.Comparison of Three Verification Techniques. Fig. 8d illustrates the three verification techniques. We use g k i ½t to denote the tth nearest grids to p k i . For candidate pair hT i ; T j i, the signature-based method computes distances from each point p
The expansion-based method can prune some unnecessary grids. Both techniques work in a 'vertical' style, as they examine sample points one by one. The bound-based verification operates in a 'horizontal' style, and it uses grids g k i ½t for every k to get an overall upper/ lower bound to decide pruning or early termination.
EXPERIMENTS
We have implemented our method and conducted an extensive set of experimental studies, in order to (1) verify our proposed techniques; and (2) compare our method with state-of-the-art studies.
Datasets. We use two real vehicular datasets: Beijing Taxi (Taxi, www.datatang.com/data/45888) and Shenzhou Zhuanche (UCar, like Uber, zhuanche.zuche.com). Table 2 shows the statistics of the two datasets. Taxi contains trajectories generated by more than 8,000 public taxicabs in Beijing; UCar contains trajectories generated by nearly 2,000 cars within one week in Beijing. We also use the Australian Sign Language (ASL) dataset, where 98 different signs such as "all", "go", are expressed by hand movement trajectories.
Experimental Setting. All of the algorithms were implemented in C++. All the experiments were conducted in a machine with 2.10 GHz Intel Xeon CPU E5-2620, 64 GB RAM, running Ubuntu 13.4. 
Evaluating Filtering
In this section, we evaluate candidate set generation techniques. We implement four strategies for Strain-Join: (1) Use the probing signature of one sample point for each trajectory (One-Sig). (2) Use probing signatures of all sample points for each trajectory (All-Sig). (3) Use the thresholdaware signature (t-Sig). (4) Use the cost-based candidate set selection method (Cost-Sig). We compare candidate set size and running time by varying the three parameters: threshold t, maximal distance D max and grid width w. Figs. 10a, 10b, 10c, 10d , 10e, and 10f show the results on Taxi dataset and Figs. 11a, 11b, 11c, 11d , 11e, and 11f show the results on the UCar dataset. Note that we use the best verification algorithm (bound-based algorithm) to verify the candidate to report the elapsed time.
We have the following observations. First, One-Sig generates the largest number of candidates and All-Sig generates the smallest number of candidates. Cost-Sig generates smaller number of candidates than t-Sig (sub Figs. 10a, 10b, and 10c and 11a, 11, and 11c) . The results are consistent with our theoretical analysis, because All-Sig utilizes all signatures, One-Sig utilizes only one signature, and t-Sig and Cost-Sig selects high-quality signatures. Cost-Sig is better than t-Sig because it uses cost-based method to select the best signatures. -Figs. 10d, 10e, and 10f and 11d, 11e, and 11f) . This is because One-Sig generates huge number of candidates and it is expensive to verify the candidates. All-Sig takes long time as it is expensive to use all signatures and it is costly to compute the union set of all signatures. Cost-Sig outperforms others as it utilizes the cost model to trade-off the filtering and verification time.
Second,
Third, with the increase of threshold t, the number of candidates and elapsed time decrease (sub- figure(a) of Figs. 10 and 11 ), because for a larger threshold there are smaller numbers of similar pairs. It is easier to find answers for a larger threshold. Note with the increase of t, the gap between Cost-Sig and t-Sig becomes smaller, because for a larger threshold, t-Sig could utilize the threshold to select high-quality signatures. The larger t, the better quality of the selected signatures.
Fourth, with the increase of D max , the number of candidates and elapsed time increase (sub- figure(b) of Figs. 10 and 11), because there are more similar pairs for a large threshold as we allow matching in a large region. CostSig still achieves the best performance.
Fifth, with the increase of w, the number of candidates increases (sub figure(c) of Figs. 10 and 11 ), because the finegrained grids could reduce the number of candidates while coarse-grained grids would increased the number of candidates (as a large grid covered more trajectories and had larger possibilities to include more false positives). However with the increase of w, the elapsed time first increases and then decreases. This is consistent with our theoretical analysis: the larger grids, the more candidates but smaller filtering time; while the smaller grids, the less candidates but larger filtering time. We could see when w is 80 or 100 m, it achieves the best performance.
In all, Cost-Sig achieves the best performance and we set w ¼ D max . If we prefer recall, we set large D max and small t; if we prefer efficiency, we set small D max and large t.
Evaluating Verification
In this section, we evaluate our verification techniques. We implement four methods: (1) The naive method (Naive), which directly computes the similarity for each candidate pair. (2) Signature-based verification (Signature), which uses signature grids to compute similarity. (3) Expansionbased verification (Expansion), which prunes distant signature grids to avoid unnecessary computation. (4) Boundbased verification (Bound), which uses upper and lower bounds to prune dissimilar pairs plus early termination technique. We compare running time by varying the three parameters: threshold t, maximal distance D max and grid width w. Fig. 12 shows the results on Taxi dataset, UCar has similar trends, and is omitted due to space constraint.
We have the following observations. First, the Naive method has the worst performance, Bound is most efficient, and Expansion is better than Signature. This is because Naive needs to compute many unnecessary similarity values. Signature is faster than Naive, because Signature decreases the complexity from OðjT max j 2 Þ to OðjT i j þ jT j jÞ as only grids in G p ðp k i Þ \ G x ðT j Þ that contains lines of T j are used to compute SIMðT i ; T j Þ. Expansion runs faster than Signature, because Expansion could avoid the calculation of distance between relatively far grids in
Bound achieves the best performance because it uses upper/lower bounds to prune a great portion of candidate pairs.
Second, with the increase of threshold t, the verification time is reduced (Fig. 12a) , because larger thresholds only allows matching in a small region and thus produces smaller answer sets.
Third, with the increase of D max , the verification costs less time (Fig. 12b) , because larger D max allows matching in a large region and thus produces larger answer sets.
Fourth, with the increase of grid size, the verification consumes less time (Fig. 12c) , because bigger grids introduce more trajectories as candidates.
In all, Bound is the best verification technique.
Comparison with State-of-the-Art Methods
In this section, we compare effectiveness of Strain-Join with state-of-the-art approaches: DTW [11] , EDwP [12] and MA [13] , on precision, recall, runtime efficiency, classification accuracy, as well as the query performance. Precision and Recall. We randomly selected 1,000 vehicular trajectories from our dataset and manually labeled similar pairs as the ground truth. We compare precision, which is the portion of real similar trajectories (as indicated by the ground truth) in all similar trajectories found by a method; and recall, which is the ratio of the number of real similar trajectories in the results reported by a method to the number of real similar trajectories in the ground truth. 
An "x" symbol is used to indicate that there is no such setting in our figures. For MA, the four parameters are set as suggested in [13] , and the similarity threshold values tested are 0.001, 0.0005 and 0.0001. Figs. 14a and 14b show the results.
We could see that Strain-Join has the best performance on both precision and recall. The reasons are as follows. First, our technique allows to align sampling points to any locations (even non-sampling points) to capture the similarity while DTW cannot. Although MA uses gap to capture dissimilar parts, the score for gaps are rather low if the gap points should have been aligned elsewhere. Second, for some apparent deviating sample points, DTW stretches the trajectory to match them to another trajectory, and EDwP attempts to use the replace/insert operations which may result in low similarity, while our method can exclude such trajectory pairs early in the filtering step. In addition, a larger t has better precision but low recall. For example, as t increases from 0.7 to 0.9, the precision values at D max ¼ 20 m are 0.85, 0.89, 0.91, while the recall values are 0.92, 0.905 and 0.88. This is because a larger t reduces the denominator of precision and the numerator of recall. In contrast, a larger D max has lower precision but better recall, because a larger D max finds more results using a larger region.
Runtime Efficiency. We use a dataset of 200,000 vehicular trajectories to test efficiency. For ease of presentation we draw the performance of one threshold for both EDwP and MA. Fig. 14c indicates that Strain-Join runs much faster than DTW and MA, and is comparable to EDwP due to our high-quality signatures.
Classificaion Accuracy. We use the ASL dataset and perform multi-class verification. First we randomly choose c classes(i.e. c signs) and retrieve all the hand movement trajectories under these classes. Then we perform 10-fold cross-validation. We use the nearest neighbors returned by the four metrics to label trajectories. The accuracy is the portion of correctly labeled trajectories in all retrieved trajectories. Fig. 14d presents the variation of accuracy as the number of classes increases from 5 to 25; for Strain-Join, we set D max ¼ w ¼ 100 m; t ¼ 0:8. We have the following observations. First, our method outperforms others because our method can widely capture the shape information. Meanwhile, the recognition of gap points by MA, as well as the cost of replace/insert operations of EDwP, may impact the similarity results. Second, for all metrics, the accuracy decreases since the searching gets harder as the number of classes increases. Meanwhile, Strain-Join can always achieve the highest accuracy in all cases.
Query Performance. In all, our method outperforms DTW, EDwP and MA in both quality and efficiency.
Scalability
In this section, we test the scalability of our method. We vary the number of trajectories on the Taxi dataset. Fig. 13 shows the results. We could see that our method scales very well and achieves nearly linear scalability. For D max ¼ w ¼ 100m, t =0.7, the elapsed time for 100,000 trajectories, 300,000 trajectories, and 500, 000 trajectories are respectively 884 seconds, 3804 seconds, and 9612 seconds.
RELATED WORK 7.1 Trajectory Similarity Metrics
A number of trajectory similarity measurement functions have been proposed [6] , [7] , [8] , [9] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , which can be roughly grouped into two types: (1)The spatial based metrics, such as the euclidean distance (ED) [17] , the Closest-Pair Distance [6] and the One Way Distance [9] . These metrics directly use the euclidean distance for corresponding sample point pairs or its variants to define the similarity, and the temporal ordering of sample points are not strictly required when calculating such similarity metrics; and (2)The spatio-temporal metrics, such as the Dynamic Time Warping (DTW) [11] , [14] , [19] , the Longest Common Sub Sequence (LCSS) [22] , the Sequence Weighted Alignment model (Swale) [21] , the Most Similar Trajectory (DISSIM) [18] , the model-driven assignment (MA) [13] , and the Edit Distance with Projections (EDwP) [12] . In general, this type of measurements require some form of sample point alignment, i.e., points should be mapped according to the temporal order, to calculate trajectory similarity. Still, time-shifting is allowed, meaning sample points from two trajectories do not need to have the same timestamp.
Spatial-Based Similarity. The Closest-Pair Distance [6] is a variation of euclidean Distance which was introduced to find closest trajectories for given query in spatial networks. The One Way Distance [9] focuses on shape similarity for trajectories in grid representations. OWD of two grid trajectories is the sum of distances from the grids where one trajectory's sample points reside in to the grids of the other trajectory. The grid OWD is an estimation of distances between two trajectories which is sensitive to the grid size and was proposed to handle similarity search problem, while our BDS metric measures the exact similarity for two trajectories, the similarity of two trajectories are not affected by the grid size.
They are different from ours: (1) Some of them require uniform sampling rate, which is not practical for real-world datasets; (2) Sample points in a trajectory have to be aligned to sample points (not closest positions) in the other trajectory. However, the vehicles may have different speeds in different times, and thus the sample points may not be well aligned even if two trajectories have the same sampling rate. Our metrics can address these problems by aligning sample points to close locations of other trajectories.
Spatio-Temporal Similarity. The Dynamic Time Wrapping (DTW) [11] , [14] , [19] distance allows some sample points to repeat in order to achieve the best alignment, i.e., one point in one trajectory can match multiple points in another trajectory. DTW was claimed to be vulnerable to noises since some noise points can introduce large distance between trajectories. However, the authors of [23] and [24] argued and experimentally proved that DTW on average is comparative to other similarity measurements on large data sets. The Longest Common Sub Sequence (LCSS) [22] is used to eliminate the effect of noise points. The LCSS method skips points (taking them as noises) if their distance exceeds a matching threshold. Similar to LCSS, Edit Distance with Real Penalty (ERP) [8] uses a threshold to quantify a match, and gaps between matched sub-trajectories are assigned penalties to reveal the dissimilarity. As an improvement, Edit Distance on Real Sequence (EDR) [7] combines the strength of DTW and ERP. It handles time shifting and computes distance using a constant reference point. DISSIM [18] defines dissimilarity of two trajectories as the definite integral of the function of time of the euclidean distance between two trajectories, which are required to be valid during the same period (i.e., sample points exist in both trajectories for every sampling timestamp). Swale [21] penalizes un-matched points (gaps) and rewards the matching ones. Spatial Assembling Distance (SpADe) [16] is a patternbased measurement, which finds matching sub-sequences for the whole series (patterns). Threshold Queries (TQuEST) [15] is a threshold-based measurement. The Minkowski sum of two sequences is thus the similarity of two time series. MA [13] is an improvement of DTW, and it is more flexible in aligning points. Similar parts of trajectories contribute a much higher portion to the MA score than the dissimilar parts (gaps). EDwP [12] uses the insert/replace operations to compute similarities between trajectories generated with inconsistent and variable sampling rates.
The difference between MA, EDwP and BDS are: (1) The alignment strategies: MA aims to improve DTW to tolerate the noisy points. To achieve this goal, in MA, sample points of one trajectory can be either aligned to sample points of another trajectory or do not align to any points (which are taken as noisy points). EDwP extends the concept of edit distance and utilizes the insertion operation to equalize the sampling rate difference between trajectories (i.e., given a point in one trajectory, if there is no aligned point in another trajectory, it will insert a new point in the second trajectory). It will give a penalty to an inserted point. Obviously, due to sampling errors, trajectories may miss some points and EDwP will give a high penalty. This will lead to low similarity for two similar trajectories. Meanwhile BDS aligns sample points of one trajectory to their closest locations (not necessarily sample points) on other trajectories to widely capture the shape information. (2)Parameters: MA uses four parameters to compute similarity, which is non-trivial; EDwP requires no parameter and BDS has only one easy-to-set parameter D max . (3) Handling non-uniform sampling rates: MA employs its asymmetry property, EDwP uses the "insert" operation to equalize the sampling rate, and BDS utilizes closest alignment. In EDwP, two trajectories are aligned by the sampling point order. Given two similar trajectories, if the sample points are out of order due to transmission errors, EDwP will take them as different trajectories. BDS can address this problem by mapping samples to closed points. (4) The modeling of trajectories: for MA, one trajectory is a sequence of discrete points in R d ; EDwP and BDS uses linear interpolation. In fact, BDS can adopt to other feasible interpolations. For example, in an urban road network, we can use the map-matched trajectories to compute similarity. (5) EDwP and MA are asymmetric while BDS is symmetric.
We focus on identifying the trajectories with similar shape. For example, two trajectories with very similar shapes but having asynchronous sample points (due to different traffic conditions) may not be identified as similar by existing metrics; but BDS can address this problem efficiently and effectively. BDS may not work well for the scenarios where the time stamp is important. We leave taking time stamps into consideration as future work.
BDS can handle the case that the trajectories have rather different sampling rates as it aligns sample points to the closest locations on other trajectories. Given varying sampling rates, as long as all the sample points of one trajectory are close enough to another trajectory(and vice versa), the two trajectories are guaranteed to be similar. For low sampling rate trajectories, it is important to match them to road networks. For example, we could use the shortest paths or the most frequent paths to recover the missing parts between sampling points, trying to reveal the real physical shape of each trajectory before we compute their similarities. For vastly different sampling rates, it is rather hard to align them, because a trajectory with low sampling rate can correspond to many trajectories with high sampling rate and it is hard to tell which is better. To address this problem, a common technique is to adopt some assumptions, e.g., taking the shortest path or the most frequent path as the actual path between two sampling points. This is an interesting problem and we leave it as a future work.
Similarity-Based Trajectory Processing
Similarity join and search is widely studied [25] , [26] , [27] , [28] , [29] and recently a number of works are extended to support similarity-based trajectory processing [30] , [31] . Lee et al. [32] propose a two-phase trajectory clustering framework which first partitions trajectories into line segments and then groups similar line segments to find common subtrajectories, which is helpful in applications such as analysis of regions of interest, etc. The three-step approach of [33] aims to deal with uncertainties in trajectories (such as those introduced by GPS errors) when finding clusters of trajectories. In [34] the convoy discovery in trajectory databases is studied, where a convoy is a group of objects traveling together for a while. Convoys are formalized using densitybased notations. Simplified trajectories first form candidate sets and are then finalized if they are actually convoys. The authors of [35] introduce the concept of swarm, group of objects that move together but maybe non-consecutively, to find moving-together objects with relaxed conditions. Pruning strategies are proposed to reduce the search space, and a closure checking rule helps to report swarms on demand. Algorithms in [36] try to find similar sub-trajectories with trajectory similarity measure being the average distance at corresponding timestamps. The shortage is if two objects travelled the exact route are at different speeds at corresponding segments, these two trajectories cannot be found as similar ones, while intuitively they are similar trajectories. In contract, our BDS measurement can overcome such issue.
CONCLUSION
In this paper, we have studied the trajectory similarity join problem. We proposed a new trajectory similarity metric that did not rely on aligning sample points of trajectories. We presented a signature-based method to address the similarity join problem. We first generated high-quality signatures for trajectories and pruned the dissimilar pairs that did not share common signatures. We then devised effective verification algorithms to verify the candidates that are not pruned. Experimental study on real datasets verified the effectiveness and efficiency of our algorithms.
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