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We consider unsharp quantum measurements as a recourse in scenarios where one faces the
trade-off between information gain and disturbance. We analyse in detail the case of two-outcome
qubit measurements and show that generalized measurements allow for a strict advantage over their
probabilistic realization with projective measurements. Based on that, we propose a scheme for self-
testing of unsharp measurements and show that all binary qubit measurements can be self-tested
in a robust way. We apply our results to the analysis of semi-device-independent one-way quantum
key distribution and present new monogamy relations for guessing probabilities of the receiver and
the eavesdropper for the case of individual attacks. In particular, we find the exact threshold on
the critical guessing probability of the receiver for which the security can be still proven.
Introduction.– Unsharp, or generalized, measurements
are known to provide an advantage in certain Quantum
Information Processing tasks. Examples include quan-
tum tomography [1, 2], state discrimination [3, 4], ran-
domness certification [5], to name a few. However, there
is one important property of unsharp measurements that
is discussed less often than the others. It is the trade-off
between information gain and the disturbance that this
type of measurements allows for.
In quantum measurement, if some information is
gained about the state of the physical system, that state
will be neceserily perturbed. This principle, which was
formalized in [6], is central to quantum mechanics and it
is also one of the pillars of quantum cryptography [7].
Quantitatively the interplay between information gain
and disturbance has been formulated in terms of trade-
off inequalities (see e.g. Refs. [8–11]). These inequali-
ties connect information which can be accessible to an
eavesdropper and the distance between the initial and
the perturbed states.
In this paper we would like to look at unsharpness
as a resource in scenarios with sequential measurements.
We would like to see what kind of advantages unsharp
measurements can provide in comparison to sharp, pro-
jective, measurements. At the same time, we would like
to keep the description of preparation and measurement
devices unspecified. The only assumption that we will
make is on the dimension of the Hilbert space associ-
ated with the degree of freedom which is used to encode
quantum information. This framework is often referred
to as Semi-Device-Independent (SDI) [12]. We would like
to point out that the assumption on the dimension is
natural for both, cryptographic schemes with quantum
communication and for studying generalized measure-
ments. This assumption is also necessary for obtaining
non-trivial results in scenarios with sequential measure-
ments, as widely discussed in the literature [13–15].
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In Device-Independent (DI) framework whenever some
property of quantum states or measurements appears to
be extremal with respect to some figure of merit there
is a possibility of self-testing this propoerty. For exam-
ple, if a maximal violation of CHSH inequality [16] is
observed, the underlying quantum state has to be max-
imally entangled [17, 18]. Other extremal properties of
states and measurements can be self-tested in the SDI
framework [19, 20].
In the current work we consider unsharp binary (two-
outcome) measurements on a qubit. All such measure-
ments can be simulated by probabilistic mixture of sharp
measurements [21]. We propose a scenario and a figure
of merit for which unsharp measurements provide a strict
advantage over their probabilistic realizations. Moreover,
we show that this figure of merit allows for self-testing of
all binary qubit measurements.
This paper is not the first to discuss self-testing of gen-
eralized measurements. The first experimental DI cer-
tification of nonprojective measurements was shown in
Ref. [22]. Later works reported DI [23] and SDI [20, 24]
self-testing of three- and four-outcome qubit measure-
ments. However, in all of the proposed schemes only ex-
treme measurements could be certified and, thus, these
results are not applicable to our problem.
The rest of the paper is organized as follows. In the sec-
tion “Preliminaries” we give a brief overview of notions
necessary for understanding the results of the paper. In
the same section we introduce our scenario and the figure
of merit. In the next section “Unsharpness as a resource”
we provide bounds on success probability associated with
the figure of merit for both cases of projective and the
generalized measurements. In the section “Self-testing”
we discuss the self-testing of unsharp measurements and
the robustness of the tests. We conclude with the section
“Applications” that includes the results on quantum key
distribution mentioned in the abstract. All the proofs
are left to the Supplementary Materials.
Preliminaries.– By Positive-Operator Valued Measure
(POVM) we mean a vector of non-negative linear op-
erators acting on a Hilbert space of a given dimension
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2FIG. 1. Scenario. ~x – input data of Alice. y, b – input
and output of Bob, z, c – input and output of Charlie. %~x –
states that Alice sends to Bob. %y~x,b – states that Bob sends
to Charlie.
and summing to the identity operator. For the case
of binary measurements on a qubit we have (B0, B1),
Bi ∈ L(H), dim(H) = 2, Bi ≥ 0, i = 0, 1, and B0 +B1 =
1, where 1 is the identity. Projection-Valued Measure
(PVM) is a special case that corresponds to sharp mea-
surements with Bi being projectors, i.e B
2
i = Bi, i = 0, 1.
Let us now introduce our scenario, which is a nat-
ural generalization of 22 → 1 Quantum Random Ac-
cess Code (QRAC) [25]. Consider three parties, Alice,
Bob, and Charlie, communicating in a sequential way
as shown in Fig. 1. Alice receives two random bits
~x = (x0, x1), x0, x1 ∈ {0, 1}. Bob and Charlie each re-
ceive a random bit, y and z respectively, which indicates
the bit of Alice this party needs to guess, just as in the
standard 22 → 1 QRAC. All the random bits x0, x1, y
and z are independent and uniformly distributed. The
parties might have access to some classical shared ran-
domness, which, however, does not play any role in our
case, as discussed in Appendix B. Depending on ~x Alice
prepares a qubit state %~x which she sends to Bob. Bob
performs some quantum operation on %~x, depending on
his input y. Afterwards, Bob sends the post-operation
state %y~x,b to Charlie, who performs a measurement de-
pending on z.
A figure of merit that we consider is the following av-
erage success probability
P¯succ =
α
8
∑
~x,y
Pr(b = xy|~x, y)+ 1− α
8
∑
~x,z
Pr(c = xz|~x, z),
(1)
with α ∈ [0, 1] and where summation is taken over all
values of ~x, y and ~x, z respectively. The parameter α
is announced prior to the game and remains unchanged
throughout all rounds. It dictates the parties whose guess
will contribute more to the overall success probability.
It is clear that the parties will be choosing their strate-
gies according to α. In particular, this refers to Bob, who
is facing a trade-off between extraction of information
from %~x and disturbing this state for Charlie. For ex-
treme situations α ∈ {0, 1} we can already guess the op-
timal strategies for Bob, which would be either applying
an identity channel, for α = 0, or performing a projec-
tive measurements in two mutually unbiased bases [19],
for the case of α = 1. As we will see later in the text,
the optimal operations that Bob performs in the general
case α ∈ (0, 1) are Lu¨ders instruments, which correspond
to nonprojective measurements.
In order to describe the operations of Bob we will need
to use the notion of quantum instrument, which captures
both measurement statistics and the state evolution [26].
By quantum instrument for the case of two measurement
outcomes {0, 1} we mean an ordered pair of completely
positive trace non-increasing maps that sum to a channel,
completely positive trace preserving map. Let us denote
the instruments of Bob by (By0 ,By1) for each y. If we
apply these maps to state %~x which Alice sends to Bob, we
obtain a pair of positive linear operators σy~x,b = Byb (%~x),
b = 0, 1. Their traces form the probability distribution of
Bob’s outcomes p(b|~x, y) = tr[σy~x,b]. If normalized, these
operators correspond to the post-operation states that
Bob sends to Charlie %y~x,b = σ
y
~x,b/p(b|~x, y). Naturally, for
the case of tr[σy~x,b] = 0, we can take the respective state
%y~x,b to be arbitrary, as it appears with probability 0.
It will be convenient for us to work with instruments
in their Choi-Jamio lkowski (CJ) representation [26]. We
obtain the CJ operators of Bob’s instruments by the fol-
lowing map Byb = [I ⊗ Byb (|Ω〉〈Ω|)] , where I is an iden-
tity map on elements of L(H) and |Ω〉 is a non-normalized
Bell state |Ω〉 = ∑i=0,1 |i〉⊗|i〉. The inverse map is given
by the following relation Byb (%) = tr1[%T ⊗ 1Byb ], where
the partial trace is taken with respect to the first sub-
system, and (·)T stands for matrix transpose. From this
relation it is clear that POVM (By0 , B
y
1 ) associated with
CJ operator (By0,B
y
1) is simply a pairs of reduced op-
erators with the trace taken over the second subsystem,
Byb = tr2[B
y
b ]
T , b = 0, 1, for each y = 0, 1.
Now, we have everything to write the join probability
distribution of both parties’ outcomes
p(b, c|~x, y, z) = tr[Byb (%~x)Czc ] = tr[%T~x ⊗ CzcByb ], (2)
where we denoted Charlie’s POVMs by (Cz0 , C
z
1 ), z =
0, 1. Naturally, using Eq. (2) we can find the probabilities
in Eq. (1). In what follows we will be investigating the
bounds on the average success probability given in Eq. (1)
by optimizing over the states of Alice, POVMs of Charlie,
and instruments of Bob.
Unsharpness as a resource.– Before proceeding to
the main results of this paper, we should first make
some comments regarding the form of optimal states,
POVMs and instruments. Since conditional probabili-
ties in Eq. (2) and, thus the average success probability,
are linear functions of states %~x, the optimal states of Al-
ice must necessarily be pure. Similar statement can be
made regarding the optimal POVMs of Charlie, which
should be extreme, i.e. PVMs in this case. We can also
see that CJ operators of the optimal instruments of Bob
must be rank-1, which is equivalent to instruments being
of Lu¨ders type in this case. This follows from extremality
conditions for instruments [27]. The proof of this state-
ment is also given in Appendix A. The above observations
simplify significantly the analysis in the rest of the paper.
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FIG. 2. Bounds on average success probability. Blue dashed
line corresponds to the classical strategy, orange yellow and
purple to the “unitary”, “mixed” and “measure and prepare”
projective strategies respectively. Green line corresponds to
the general strategy with unsharp measurements. All the
bounds are tight.
Now we are ready to present our first part of the results
which is given by the two following propositions.
Proposition 1. Average success probability P¯succ for
strategies involving only projective measurements and
their probabilistic mixtures is bounded by the following
expression
P¯PVMsucc (α) =

1
2 +
1−α
2
√
2
, 0 ≤ α ≤ 1− 2√
7
,
1
2 +
1
8
√
4 + (1− α)2, 1− 2√
7
< α ≤ 13 ,
1
2 +
1
4
√
1 + α2, 13 < α ≤ 1.
The reason that the function P¯PVMsucc (α) has three dis-
tinct segments is that Bob can choose to apply three
different strategies corresponding to projective measure-
ments. The first one, which we call “unitary”, corre-
sponds to PVMs (1, 0) for both y = 0, 1, which is com-
patible with Bob outputting b = 0 and applying a unitary
channel on Alice’s states. The third one is “measure and
prepare” strategy, when Bob preforms a projective mea-
surement for both y = 0, 1 and prepares some state for
Charlie. The middle segment corresponds to Bob apply-
ing the “unitary” strategy for y = 0, and the “prepare
and measure” strategy for y = 1, which we refer to as
“mixed” strategy.
Proposition 2. The bound on the average success prob-
ability P¯succ for the general strategy is the following
P¯POVMsucc (α) =
1
2
+
1− α
4
√
2
+
1
4
√
2
√
(1− α)2 + 4α2, (3)
with the operator norm of the effects of the optimal
POVMs being the following
||Byb || =
1
2
+
α√
(1− α)2 + 4α2 , b = 0, 1, y = 0, 1. (4)
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FIG. 3. Illustration of the self-testing results. Optimal oper-
ator norm (black line) and bounds (colour lines) on the norm
for different values of deviation from the optimal success prob-
ability. The crosses represent the discrepancy between the
solution which we believe is optimal and the bound that we
could prove with our SDP techniques.
The results of both Propositions 1, 2 are shown in Fig-
ure 2. In this figure we have also shown the classical
bound of 34 for this game. We should point out that all
the presented bounds are tight in the sense that there ex-
ist states and measurements reaching these average suc-
cess probabilities.
The proofs of Propositions 1 and 2 are given in Ap-
pendices B and C respectively. As a part of the proof
of Proposition 2, we have proposed a modification of
the Semi-Definite Programming (SDP) techniques of
Ref. [28]. This modification provides an SDP relaxation
to the set of correlations that can be observed in our
scenario. A more detailed description of this method is
given in Appendix D.
Self-testing.– As mentioned in the introduction, every
binary qubit POVM can be decomposed as a probabilis-
tic mixture of projective measurements [21]. In particu-
lar, one can write (B0, B1) = λ1(1, 0) + (1 − λ0)(0,1) +
(λ0−λ1)(|0〉〈0|, |1〉〈1|), where {λ0, λ1} are the eigenvalues
of the effect B0. Since in the SDI framework the basis
{|0〉, |1〉} can be chosen arbitrary, the only relevant pa-
rameters are the eigenvalues {λ0, λ1}, if one is interested
in individual POVMs. However, we will concentrate on
the case when both effects are trace-1, i.e. λ0 + λ1 = 1,
which we will be referring to as “unbiased case”. This
case is the most relevant one, since it corresponds to the
mixture of an unbiased random assignment and a projec-
tive measurement. The “biased case” corresponds to the
same picture, but with random assignment being biased.
For “unbiased case” we have only one real parameter
to self-test. We can pick it to be the norm of POVM
effects, or, in other words, their maximal eigenvalue. In
Figure 3 (black line) we plot the optimal norm ||Byb ||
4from Eq. (4), which is, as we can see, a monotonically
increasing function of α. It also takes all possible values
from 0.5 to 1. This fact suggests that we can self-test
any unsharp POVM by picking the corresponding value
of α. However, in order to make the self-testing argument
we need to prove that there are no measurements with
other operator norms that can achieve the same average
success probability.
More generally, one can ask what can be inferred about
the norm of the POVM effects, if the observed average
success probability takes some value between P¯PVMsucc (α)
and P¯POVMsucc (α)? This question is nothing but the robust-
ness analysis of our self-testing.
Our results on the robustness are shown in Figure 3
(colour lines). Each pair of lines of the same colour rep-
resents upper and lower bounds on the operator norm of
POVM effects, given that the average success probabil-
ity is above some fixed value. In Figure 3 we consider
four such values {0%, 0.25%, 0.5%, 1%}, which are rela-
tive deviations from the optimal average success prob-
ability. Let us say we wish to self-test a POVM with
the effects’ norm equal to 12 +
1
2
√
5
. We would pick
α = 0.2, for which POVMs with this norm are the op-
timal. If now our observed average success probability
is 0.7975, which is 0.25% smaller than the optimal value
P¯POVMsucc (0.2) ≈ 0.7995, we can conclude that the effects’
norm must lay within the interval [0.6095, 0.8281]. A
more detailed description of the robustness analysis is
given in Appendix E.
As a closing remark we would like to discuss the “bi-
ased” case. In order to self-test the case of tr[Byb ] 6= 1, we
need to introduce an additional real parameter γ ∈ [0, 1]
to our figure of merit that would account for the “bias”.
Here, we propose to substitute the part α8
∑
~x,y
Pr(b =
xy|~x, y) of the expression in Eq. (1) with α2
∑
~x,y
p(~x)Pr(b =
xy|~x, y), with p(00) = γ2, p(01) = p(10) = γ(1 − γ), and
p(11) = (1−γ)2. As we show in Appendix G, this allows
for the self-testing of “biased” POVMs.
Applications.– We would like to discuss some of the ap-
plications of our results. The first one concerns the situ-
ation in which we are only interested in Charlie’s guesses
and Bob induces some noise on the states of Alice by
his measurements. In particular, we can consider a sit-
uation in which Bob’s operation result in a dephasing
channel %→ (1−p)%+pσz%σz, with parameter p ∈ [0, 12 ]
determined by the norms of Bob’s POVMs effects. As
shown in Appendix F, the optimal success probability
of a QRAC played by Alice and Charlie is bounded by
1
2+
1
4
√
1 + (1− 2p)2. This result allows for a semi-device-
independent characterisation of dephasing channels.
Let us now imagine that Bob is an eavesdropper in
communication between Alice and Charlie. In Ref. [12]
the authors showed that the correlations from 22 → 1
QRAC game can be used to establish a secret key. The se-
curity against individual eavesdropping attacks is proven
whenever the guessing probability of the receiver is
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FIG. 4. Monogamy relations for QRAC success probabilities
of Bob and Charlie. Dashed black line represents the critical
case of equal success probabilities.
greater than the same probability of potential eavesdrop-
per. In Ref. [12] the critical value of receiver’s success
probability was estimated to be 5+
√
3
8 ≈ 0.8415. Here
will will improve the security analysis of this scheme.
We can reformulate the results of Proposition 2 as a
family of monogamy relations
αP¯BobQRAC + (1− α)P¯CharlieQRAC ≤ P¯POVMsucc (α), α ∈ [0, 1],(5)
where P¯BobQRAC and P¯
Charlie
QRAC are average guessing proba-
bilities of Bob and Charlie in QRAC game.
From Eq. (5) we can derive the bound on Bob’s success
probability as a function of Charlie’s success probability
by optimizing over α. These results are shown in Fig-
ure 4.
Setting P¯BobQRAC = P¯
Charlie
QRAC and taking the optimal α =
2
5 , we find the value of the critical success probability
1
2 +
√
2
5 ≈ 0.7828. It is worth mentioning that this bound
is tight. It is also interesting to calculate this value for
the case when the eavesdropping party Bob can perform
only projective measurements. In this case the success
probability of Charlie needs to be above 12 +
√
10
12 ≈ 0.7635
to ensure the security of the scheme.
From the monogamy relations in Eq. (5) one can also
calculate the bounds on the secret key rates, correspond-
ing to a particular success probability of Charlie. For the
maximal success probability 12 +
1
2
√
2
of Charlie, we can
see that Bob’s success probability has to be 12 . For this
case the key rate is simply equal to the mutual informa-
tion between xz and the Charlie’s outcomes, and equal
to 1− h(P¯CharlieQRAC ) ≈ 0.5835. This rate is higher than the
maximal key rate 0.0581 that was reported in Ref. [12]
by factor 10.
Conclusions.– In this paper we have discussed the
advantages that unsharp measurements can provide if
one faces a trade-off between information gain and state
5disturbance. We have proposed a scheme in which
this advantage can be manifested within a semi-device-
independent framework. Using this scheme we have
shown that all binary measurements on a qubit can be
self-tested in a robust manner. This was possible due to
certification of the instruments implementing the respec-
tive POVMs. Up to our knowledge this is the first work
that proposes a semi-device-independent self-testing of
quantum instruments.
It is clear that our analysis can be extended to more
complicated cases. One generalization, which is definitely
worth considering, is certification of trinary qubit mea-
surements. We believe that our scheme can be easily
adapted to these purposes.
Semi-definite programming techniques, proposed in
this paper can be readily applied to derive monogamy re-
lations for more complex SDI quantum key distribution
schemes. These techniques can be also applied to explore
the set of temporal quantum correlations for the case of
time dependent operations and sequences of length three.
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Appendix A: Optimality of Lu¨ders instruments
Using the formula for conditional probability from Eq. (2) we can write explicitly the expression for the average
success probability (1) in terms of operators σy~x,b = Byb (%~x) as follows
P¯succ =
1
16
∑
~x,y,z,b,c
tr[σy~x,bC
z
c ](αδb,xy + (1− α)δc,xz ). (A1)
Let us introduce new operators %y~x,⊕ = σ
y
~x,0 ⊕ σy~x,1, %y~x,⊕ ∈ L(H′), ∀~x, y, with dim(H′) = 4. We can think about %y~x,⊕
for each y and ~x as a block-diagonal matrix with two blocks being σy~x,0 and σ
y
~x,1. In a similar fashion we can construct
operators Cy,z~x,c = C
z
c (αδ0,xy + (1 − α)δc,xz ) ⊕ Czc (αδ1,xy + (1 − α)δc,xz ), Cy,z~x,c ∈ L(H′), ∀~x, y, z, c. The expression in
Eq. (A1) can then be written simply as
P¯succ =
1
16
∑
~x,y,z,c
tr[%y~x,⊕C
y,z
~x,c ]. (A2)
It is easy to see that each %y~x,⊕ is a state, i.e. %
y
~x,⊕ ≥ 0, tr[%y~x,⊕] = 1. It is also clear that the set of %y~x,⊕ is convex and
closed. Moreover, for the given POVMs of Bob Byb we can always construct “measure and prepare” instrument of the
form Byb (·) = tr[Byb ·]%˜yb , where %˜yb are states. The states %y~x,⊕ can then be expressed as %y~x,⊕ = tr[%~xBy0 ]%˜y0⊕ tr[%~xBy1 ]%˜y1.
Since %˜yb can be chosen arbitrary, we can conclude that the extreme elements of the set of %
y
~x,⊕ are direct sums of pairs
of pure states, multiplied by tr[%~xB
y
0 ] and tr[%~xB
y
1 ]. The proof can be obtained trivially by assuming the opposite
and writing the spectral decomposition of each of %˜yb , which is then nothing but a convex combination of operators,
with the states inside direct sums being pure. Of course, the measure and prepare instruments will not be optimal,
but it was sufficient to consider this type of instruments to prove the optimality of rank-1 operators σy~x,b.
Now we can show that from optimality of pure states of Alice %~x and rank-1 operators σ
y
~x,b it follows that CJ
operators of optimal Bob’s instruments are necessary rank-1. Let us write down the spectral decomposition of Byb for
each y, b
Byb =
3∑
k=0
|βk〉〈βk|, (A3)
where |βk〉 are not normalized. We did not write the subscritps y, b for |βk〉 to avoid unnecessary complication, but,
of course, |βk〉 will be different for different y, b,. Each |βk〉 can be written in Schmidt decomposition [31] as follows
|βk〉 = |pk〉 ⊗ |qk〉+ |p⊥k 〉 ⊗ |q⊥k 〉, where we can require |qk〉, |q⊥k 〉 to be normalized, and leave |pk〉, |p⊥k 〉 not normalized.
We will be using the notation |·⊥〉 to denote the vector, orthogonal to the given one, i.e. 〈·|·⊥〉, which is not ambiguous
in qubit case. If we denote %~x = |ψ~x〉〈ψ~x|, we can write the following
σy~x,b =
3∑
k=0
|q~x,k〉〈q~x,k|, with |q~x,k〉 = 〈ψ~x|pk〉|qk〉+ 〈ψ~x|p⊥k 〉|q⊥k 〉. (A4)
6However, we have already concluded that optimal σy~x,b must be rank-1 operators, which means that all |q~x,k〉 must
coincide up to a phase, i.e. |q~x,k〉 = eφk,k′ |q~x,k′〉 for some phases φk,k′ . Now we can use an argument that the set of
optimal |ψ~x〉 must necessarily span the entire Hilbert space. It must be pretty clear that if they do not, there will
be a scheme, that takes, let us say |ψ00〉 from the nullspace, making the success probability of guessing to be equal
to 1 for each party if ~x = (0, 0), and, thus, resulting in a strictly higher success probability. Since |ψ~x〉 span the
entire space, we come to the conclusion that |pk〉 ⊗ |qk〉 + |p⊥k 〉 ⊗ |q⊥k 〉 = eφk,k′ (|pk′〉 ⊗ |qk′〉 + |p⊥k′〉 ⊗ |q⊥k′〉) ∀k 6= k′,
i.e. |βk〉 = eφk,k′ |βk′〉, ∀k 6= k′. However, since Eq. (A3) is a spectral decomposition, it must be that 〈βk|βk′〉 = δk,k′ ,
∀k 6= k′, from which it follows that there is only one vector in the sum in Eq. (A3). This completes the proof. We
should mention that the above proof can be directly extended to discrete systems of arbitrary dimension, as well as
to more complex sequential scenarios, with no restrictions on operations at each step.
Appendix B: Proof of Proposition 1
There are two types of projective measurements that we need to consider, (1, 0) and (|p〉〈p|, |p⊥〉〈p⊥|). The case
(0,1) is clearly equivalent to (1, 0). Since we need to consider only instruments of Bob corresponding to rank-1 CJ
operators Byb = |βyb 〉〈βyb |, the latter can be of the following form
|βy0 〉 = |0〉 ⊗ |qy〉+ |1〉 ⊗ |qy⊥〉, |βy1 〉 = 0, (B1)
for POVM (1, 0). In the main text of the paper we refer to this strategy as “unitary”, because the Kraus operator
for this instrument is a unitary. Another possibility for Byb = |βyb 〉〈βyb | is the following
|βy0 〉 = |py〉 ⊗ |qy0 〉, |βy1 〉 = |py⊥〉 ⊗ |qy1 〉, (B2)
which corresponds to POVM (|py〉〈py|, |py⊥〉〈py⊥|). We refer to this strategy as “measure and prepare”. In both cases
all the vectors |py〉, |qy〉, |qyb 〉, y = 0, 1, b = 0, 1 are normalized. It is important to note that in Eq. (B1) the relative
phase between |qy〉 and |qy⊥〉 should be taken into account.
Due to the same requirement on the rank of Byb we can directly see that the probabilistic strategies, in which Bob
applies, let us say, the operation from Eq. (B1) with some probability and the strategy from Eq. (B2) in all other cases,
will necessarily be less optimal than one of these strategies applied all the time. It means, that in order to analyse the
bounds on the average success probability for strategies of Bob, that correspond to projective measurements and their
probabilistic mixtures, it is sufficient to compute the bounds for extreme projective strategies. This means that we
need to analyse the following three cases: a) Bob applies “unitary” strategy for y = 0, 1, b) Bob applies “measure an
prepare” strategy for all y = 0, 1 and c) Bob applies “unitary” strategy for y = 0 and “measure an prepare” strategy
for y = 1. In the main part of the paper we refer to the last case as “mixed” strategy. It is also clear that strategies,
equivalent to the ones listed, e.g. “unitary” strategy with the outcome b flipped, or “mixed” strategy with y flipped,
will give the same bounds. In what follows we will analyse in detail all three cases a), b), and c) that, when combined,
give the proof of Proposition 1.
a) “Unitary” strategy
As mentioned above, the instrument from Eq. (B1) has a single Kraus operator that is a unitary. Let us denote it
as Uy = |0〉〈qy|+ |1〉〈qy⊥|, y = 0, 1. Let us now write the expression for average success probability in terms of Uy.
P¯succ =
α
8
∑
~x,y
δxy,0 +
1− α
16
∑
~x,y,z
tr[Uy%~xU
†
yC
z
xz ]. (B3)
It is clear that the first sum is equal to 4. The second sum can be upper-bounded by 2 maxy(
∑
~x,z tr[Uy%~xU
†
yC
z
xz ]),
and for the maximal y, we can just introduce new C˜zc = U
†
yC
z
xzU
y. Maximization over C˜zc and %~x is a standard
optimization problem for 22 → 1 QRAC [25], and thus the upper bound on P¯succ in this case is α2 + (1−α)( 12 + 12√2 ).
b) “Measure and prepare” strategy
In the proof we will be using two main ideas to prove optimality of certain relations between states and measure-
ments. The first one concerns maximization of expectation values tr[%(a|ψ〉〈ψ| + b|φ〉〈φ|)] over states % ∈ L(H), for
7some a, b ∈ R, and |ψ〉, |φ〉 being normalized vectors in H, dim(H) = 2. The maximum is obtained when % = |ξ〉〈ξ|
with |ξ〉 being a normalized eigenvector of a|ψ〉〈ψ|+ b|φ〉〈φ|, corresponding to its maximal eigenvalue. When there is
no further constraints on %, the maximum can always be attained and the following formula gives its explicit form
||a|ψ〉〈ψ|+ b|φ〉〈φ| || = a+ b
2
+
1
2
√
(a− b)2 + 4ab|〈ψ|φ〉|2, (B4)
where we used the notation || · || for operator norm, which is the same as the maximal eigenvalue.
The second idea concerns optimization of some expression tr[A(|ψ〉〈ψ| − |φ〉〈φ|)] over |ψ〉 and |φ〉, with both being
normalized vectors in H, with dim(H) = 2. A ∈ L(H) is some linear not necessarily positive operator. It can be
seen that for optimal |ψ〉 and |φ〉 necessarily 〈ψ|φ〉 = 0. To see that, let us write the spectral decomposition of the
operator |ψ〉〈ψ|−|φ〉〈φ| = λ|ξ〉〈ξ|−λ|ξ⊥〉〈ξ⊥|, with 〈ξ|ξ⊥〉 = 0, and λ ∈ [−1, 1]. Then, max|ψ〉,|φ〉(tr[A(|ψ〉〈ψ|−|φ〉〈φ|)]) =
max|ξ〉(maxλ(λtr[A(|ξ〉〈ξ|−|ξ⊥〉〈ξ⊥|)])). Clearly, the maximum over λ is attained at the boundary, i.e. for λ ∈ {1,−1}.
It is also clear that for λ = −1, a simple relabelling ξ⊥ ↔ ξ gives the same expression as for λ = 1. Without loss of
generality we can take |ψ〉 = |ξ〉 and |φ〉 = |ξ⊥〉, which proves our claim.
Let us now proceed to the actual derivation of the bound. We remind ourselves that the CJ operators of the
instruments of Bob has the following form (Eq.(B2))
|βy0 〉 = |py〉 ⊗ |qy0 〉, |βy1 〉 = |py⊥〉 ⊗ |qy1 〉, y = 0, 1. (B5)
After removing dependency due to POVM normalization, we can rewrite the average success probability as follows
P¯succ =
1
2
+
α
8
(r00 + r
0
1 + r
1
0 − r11) +
1− α
16
(
(r00 + r
0
1)tr[(|q00〉〈q00 | − |q01〉〈q01 |)C00 ] + (r00 − r01)tr[(|q00〉〈q00 | − |q01〉〈q01 |)C10 ] +
(r10 + r
1
1)tr[(|q10〉〈q10 | − |q11〉〈q11 |)C00 ] + (r10 − r11)tr[(|q10〉〈q10 | − |q11〉〈q11 |)C10 ]
)
, (B6)
where ry0 = 〈py|%T00 − %T11|py〉 and ry1 = 〈py|%T01 − %T10|py〉. Now we can use the fact that optimal states %~x are pure.
Here we take %T~x = |ψ~x〉〈ψ~x|, and from what we have discussed just now, we can assume 〈ψ00|ψ11〉 = 〈ψ01|ψ10〉 =〈q00 |q01〉 = 〈q10 |q11〉 = 0. This creates some redundancy in (B6) which can be removed, after which one obtains the
following expression for the optimal P¯succ
P¯succ =
3
4
− α
2
+
2α− 1
4
(|〈p0|ψ00〉|2 + |〈p1|ψ00〉|2) + α
4
(|〈p0|ψ01〉|2 − |〈p1|ψ01〉|2) +
1− α
4
1∑
y=0
〈qy0 |
(
|c00〉〈c00|(|〈py|ψ00〉|2 + |〈py|ψ01〉|2 − 1) + |c10〉〈c10|(|〈py|ψ00〉|2 − |〈py|ψ01〉|2)
)
|qy0 〉, (B7)
where we have grouped the terms with respect to |qy0 〉. We have also used the fact that extremal Cz0 in this case are
necessarily rank-1 and introduced the notation Cz0 = |cz0〉〈cz0|. Applying (B4) to (B7) for the expression, enclosed in
|qy0 〉, we obtain the following
P¯succ =
2− α
4
+
α
4
1∑
y=0
(|〈py|ψ00〉|2 + (−1)y|〈py|ψ01〉|2) +
1− α
8
1∑
y=0
√
(1− 2|〈py|ψ01〉|2)2 + 4(|〈py|ψ00〉|2 − |〈py|ψ01〉|2)(|〈py|ψ00〉|2 + |〈py|ψ01〉|2 − 1)|〈c00|c10〉|2. (B8)
Each of the square roots are monotonic functions of |〈c00|c10〉|2 and their domain is [0, 1], if all possible values of |〈py|ξi〉|
are considered. Depending on the signs of (|〈py|ψ00〉|2 − |〈py|ψ01〉|2)(|〈py|ψ00〉|2 + |〈py|ψ01〉|2 − 1) the bounds on each
square roots will be obtained for |〈c00|c10〉| = 0 or |〈c00|c10〉| = 1. One can expect that this is not the case for the sum
of the square roots, i.e. the total P¯succ. However, one can upper bound the maximum of sums of the square roots by
the sum of their maxima. Thus, we need to consider two cases of |〈c00|c10〉| = 0, 1 for each of the square roots, i.e. four
cases in total. By doing so we obtain the following
P¯succ ≤ 1
4
max(1 + |〈p0|ψ00〉|2 + α|〈p0|ψ01〉|2 + |〈p1|ψ00〉|2 − α|〈p1|ψ01〉|2,
2− α+ |〈p0|ψ00〉|2 + α|〈p0|ψ01〉|2 + α|〈p1|ψ00〉|2 − |〈p1|ψ01〉|2, (B9)
1 + α|〈p0|ψ00〉|2 + |〈p0|ψ01〉|2 + |〈p1|ψ00〉|2 − α|〈p1|ψ01〉|2,
2− α+ α|〈p0|ψ00〉|2 + |〈p0|ψ01〉|2 + α|〈p1|ψ00〉|2 − |〈p1|ψ01〉|2). (B10)
8For each of the four cases we can group the terms with respect to |py〉, and upper bound each of these inner products
by the norms of operators, that are expressions of |ψ00〉〈ψ00| and |ψ01〉〈ψ01| with coefficients depending on α. It is
interesting that in each of these four cases the final upper bound is 1/2 +
√
1 + α2/4, which completes the proof.
c) “Mixed” strategy
In this proof we will be using similar techniques as in the previous case of proof for “measure and prepare” strategy.
In particular, we will be using the formula from Eq. (B4), and whenever our success probability will be written as an
affine function of operators of the form |ψ〉〈ψ| − |φ〉〈φ|, we will be assuming 〈ψ|φ〉 = 0.
For the “mixed” strategy of Bob the formula for the average success probability takes the following form
P¯succ =
α
8
∑
~x
(δ0,x0) +
α
4
(tr[(%T00 + %
T
10)|p1〉〈p1|] + tr[(%T01 + %T11)|p1⊥〉〈p1⊥|]) +
1− α
16
∑
~x,z
tr[U0%~xU
†
0C
z
xz ] +
1− α
16
∑
~x,z
(tr[%T~x |p1〉〈p1|]tr[|q10〉〈q10 |Czxz ] + tr[%T~x |p1
⊥〉〈p1⊥|]tr[|q11〉〈q11 |Czxz ]), (B11)
where we have introduced the following notation U0 = |0〉〈q0|+ |1〉〈q0⊥|. Since we optimize (B11) over Czc and |q1b 〉〈q1b |
and we have no restrictions on the basis in which we consider these operators, we can apply U†0 to the basis of C
z
c and
U0 to the basis of |q1b 〉〈q1b |. Clearly, this will not change the optimal value for P¯succ, but remove this unitary from the
expression in Eq. (B11). We again use normalization of all POVMs in (B11), e.g. we write Cz1 = 1 − Cz0 , etc, after
which we bring (B11) to the following form
P¯succ =
1
2
+
α
8
〈p1|(r0 − r1)|p1〉+ 1− α
16
(
〈c00|(r0 + r1)|c00〉+ 〈c10|(r0 − r1)|c10〉+
〈p1|(r0 + r1)|p1〉〈c00|(|q10〉〈q10 | − |q11〉〈q11 |)|c00〉+ 〈p1|(r0 − r1)|p1〉〈c10|(|q10〉〈q10 | − |q11〉〈q11 |)|c10〉
)
, (B12)
where we used the fact that the optimal Cz0 = |cz0〉〈cz0| is rank-1 and used a slightly different notation for r0, r1, which
are in this case: r0 = |ψ00〉〈ψ00| − |ψ11〉〈ψ11|, r1 = |ψ01〉〈ψ01| − |ψ10〉〈ψ10|, with %T~x = |ψ~x〉〈ψ~x|, as before. Now we can
make use of the orthogonality relations 〈ψ00|ψ11〉 = 〈ψ01|ψ10〉 = 〈q10 |q11〉 = 0, to obtain the following
P¯succ =
2− α
4
+
2α− 1
4
|〈p1|ψ00〉|2 + α
4
|〈p1|ψ10〉|2 + 1− α
8
(|〈c00|ψ00〉|2 − |〈c00|ψ10〉|2 + |〈c10|ψ00〉|2 + |〈c10|ψ10〉|2) +
1− α
4
(
|〈q10 |c00〉|2(|〈p1|ψ00〉|2 − |〈p1|ψ10〉|2) + |〈q10 |c10〉|2(|〈p1|ψ00〉|2 + |〈p1|ψ10〉|2 − 1)
)
. (B13)
From this, it was not obvious how to proceed with the proof, so we tried to maximize expression in Eq. (B13) numer-
ically. We used a simple parametrization of each vector with two real parameters and performed an unconstrained
optimization over 12 parameters with gradient method for each value of α. From this numerical optimization we could
infer that the maximum of P¯succ is obtained when |〈q10 |c00〉| = 1/2 and |〈q10 |c10〉| = 1. We will prove the validity of this
observations later, but for now, let us use them and finish the calculations.
Taking |〈q10 |c00〉| = 1/2 and |〈q10 |c10〉| = 1, reduces (B13) to the following form
P¯succ =
1
4
+
1 + α
8
〈p1|(|ψ00〉〈ψ00|+ |ψ10〉〈ψ10|)|p1〉+ 1− α
8
〈c10|(|ψ00〉〈ψ00|+ |ψ10〉〈ψ10|)|c10〉+
1− α
8
〈c00|(|ψ00〉〈ψ00| − |ψ10〉〈ψ10|)|c00〉. (B14)
Now we can put an upper bound on (B14) by substituting all expectation values of operators |ψ00〉〈ψ00|± |ψ10〉〈ψ10| by
their norms. Using (B4) we can write P¯succ as a function of |〈ψ00|ψ10〉|, which would be P¯succ = 1/2 + |〈ψ00|ψ10〉|/4 +
(1 − α)√1− |〈ψ00|ψ10〉|2/8. Finally, optimization over |〈ψ00|ψ10〉| gives the result of the proposition, i.e. P¯succ ≤
1/2 +
√
4 + (1− α)2/8.
Now, let us verify the assumptions |〈q10 |c00〉| = 1/2 and |〈q10 |c10〉| = 1. In order to do so, let us expand all the states in
Eq.(B13) in Bloch basis. Since no basis is fixed, we can always assume |ψ00〉〈ψ00| = (1 + σz)/2. We can also assume,
without loss of generality, that |ψ10〉〈ψ10| = (1+x1σx+z1σz)/2, i.e. that |ψ10〉〈ψ10| lies in the x−z plane. Normalization
condition for x1, z1 reads x
2
1 + z
2
1 = 1. For the rest of the states, in general, we will have all x, y, z components. Let us
take |p1〉〈p1| = (1+x2σx+ y2σ2 + z2σz)/2, |q10〉〈q10 | = (1+x3σx+ y3σ2 + z3σz)/2, |c00〉〈c00| = (1+x4σx+ y4σ2 + z4σz)/2,
9and |c10〉〈c10| = (1+ x5σx + y5σ2 + z5σz)/2. Normalization condition is x2i + y2i + z2i = 1, for all i = 2, 3, 4, 5. Inserting
this form of states to (B13) gives the following expression
P¯succ =
1
2
+
α
8
(z2 + x1x2 + z1z2) +
1− α
16
(z4 + z5 + x1x5 + z1z5 − x1x4 − z1z4) + 1− α
16
z2(x3x4 + y3y4 + z3z4 +
x3x5 + y3y5 + z3z5)− 1− α
16
(x1x2 + z1z2)(x3x4 + y3y4 + z3z4 − x3x5 − y3y5 − z3z5). (B15)
We can show now that for solution, maximizing the expression above, we have necessarily y2 = y3 = y4 = y5 = 0. In
order to do so, let us consider the following optimization problem
max z4 + z5 + x1x5 + z1z5 − x1x4 − z1z4 (B16)
s.t x23 + y
2
3 + z
2
3 = 1,
x24 + y
2
4 + z
2
4 = 1,
x25 + y
2
5 + z
2
5 = 1,
x4x3 + y4y3 + z4z3 = v1,
x5x3 + y5y3 + z5z3 = v2,
where maximization is carried over vectors (x3, y3, z3), (x4, y4, z4) and (x5, y5, z5). For the fixed vectors
(x1, 0, z1), (x2, y2, z2) and the inner products v1, v2 ∈ [−1, 1], this optimization problem is equivalent to the origi-
nal maximization of the expression B15. Let us now construct a Lagrangian of the problem B16
L = z4 + z5 + x1x5 + z1z5 − x1x4 − z1z4 +
3∑
i=1
λi(x
2
i + y
2
i + z
2
i − 1) +
λ4(x4x3 + y4y3 + z4z3 − v1) + λ5(x5x3 + y5y3 + z5z3 − v2), (B17)
where λi, i ∈ {1, .., 5} are the Lagrange multipliers. The system of equations for stationary points of B17 contains,
among others, the following three systems of linear equations2λ1 λ4 λ5λ4 2λ2 0
λ5 0 2λ3
y3y4
y5
 =
00
0
 , (B18)
2λ1 λ4 λ5λ4 2λ2 0
λ5 0 2λ3
x3x4
x5
 =
 0x1
−x1
 , (B19)
2λ1 λ4 λ5λ4 2λ2 0
λ5 0 2λ3
z3z4
z5
 =
 01 + z1
1− z1
 . (B20)
We can immediately notice that the first system B18 has non-trivial solutions if and only if the determinant of the
system’s matrix is 0. However, if this is the case, and x1 6= 0, z1 6= ±1, the second two systems have no solutions. Since
we know that the optimal solution to B16 has to be among the stationary points, we can conclude that in this case
y3 = y4 = y5 = 0. Now we just need to check the exceptions, which are the cases when x1 6= 0, z1 6= ±1. It is easy to see
that in these cases the objective function becomes either 2z4 or 2z5, i.e. the maximum of B16 is at most 2. However,
we know from our numerical solution, that the optimal value of the expression z4 + z5 + x1x5 + z1z5 − x1x4 − z1z4 is
greater than 2 for all α < 1.
Proving optimality of y2 = 0 is even easier. We can simply remove it from consideration by substituting the
constraint x22 + y
2
2 + z
2
2 = 1 with x
2
2 + z
2
2 ≤ 1. Since the expression in Eq. B15, which we are maximizing, is linear
in x2 and z2, it means that the maximum is attained at the boundary of the domain’s subspace corresponding to x2
and z2, i.e. when x
2
2 + z
2
2 = 1. This practically means that y2 = 0.
We can now use the Semi-Definite Programming (SDP) relaxation of Lasserre to the polynomial optimization
problems [32]. We considered the second level of the Lasserre hierarchy in which case the size of the moment matrix Γ
was 66 and the number of variables in the dual SDP was exactly 1000. An important note, which might be of interest
to those who would like to reproduce the result or solve a similar problem, is that in the optimization it was crucial to
add the normalization constraints of the type Γ[xi, xixj ] + Γ[zi, zixj ] = Γ[1, xj ] and Γ[xi, xizj ] + Γ[zi, zizj ] = Γ[1, zj ],
i, j ∈ {1, .., 5} to the obvious constraints Γ[xi, xi] + Γ[zi, zi] = 1, i ∈ {1, .., 5}. If the former are not included in the
SDP, the objective function (B15) turns out to be unbounded.
By running the above SDP we were able to confirm the optimality of the conditions |〈q10 |c00〉| = 1/2 and |〈q10 |c10〉| = 1
up to numerical precision of 10−10 as well as reproduce the value of 1/2 +
√
4 + (1− α)2/8 of the bound up to the
same precision. We consider these two statements to be sufficient to claim that the proof is complete.
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Appendix C: Proof of Proposition 2
We can use the so called see-saw method, introduced in Ref. [33] in order to estimate the optimal states, measure-
ments, and instruments for the figure of merit (1). Of course, there is certain amount of freedom in choosing those.
We found that the POVMs of Charlie could be set to the following
C00 = |0〉〈0|, C01 = |1〉〈1|, C10 = |+〉〈+|, C11 = |−〉〈−|, (C1)
and the optimal instruments of Bob (their CJ operators) could be taken of the following form Byb = |βyb 〉〈βyb |
|β00〉 =
√
λ|00〉+√1− λ|11〉, |β01〉 =
√
1− λ|00〉+
√
λ|11〉,
|β10〉 =
√
λ|+ +〉+√1− λ| − −〉, |β11〉 =
√
1− λ|+ +〉+
√
λ| − −〉, (C2)
where we left the real parameter λ unspecified for now. Optimization over the states of Alice is done in the same
way it is done for QRACs. We can simply group all the terms in the formula for the average success probability with
respect to the states %~x (their transpose), take the partial trace over the second system and for each %
T
~x set it to be
the eigenvectors of the operator it is multiplied by. By doing so we find that the optimal states of Alice has the same
form as in normal 22 → 1 QRAC, i.e. independent of α. We are giving their explicit form below with the obvious
notation %~x = |ψ~x〉〈ψ~x|.
|ψ00〉 = 1√
2 +
√
2
(|0〉+ |+〉), |ψ01〉 = 1√
2 +
√
2
(|0〉+ |−〉),
|ψ10〉 = 1√
2 +
√
2
(|1〉+ |+〉), |ψ11〉 = 1√
2 +
√
2
(|1〉 − |−〉). (C3)
What is left to do, is to find the optimal λ for each α, which is just an optimization over a single real parameter. We
find that the optimal λ is the following function of α
λ =
1
2
+
α√
1− 2α+ 5α2 , (C4)
which leads to the optimal average success probability
P¯POVMsucc (α) =
1
2
+
1− α
4
√
2
+
1
4
√
2
√
(1− α)2 + 4α2 (C5)
from Proposition 2.
The above analysis gives us only the lower bound on the average success probability. In order to prove the upper
bound we will use a modification of the Navascue´s-Ve´rtesi hierarchy, introduced in Ref. [28]. Since we believe that
this modification can be of the general interest for the readers, we give it as a separate section in this supplementary
material (see Appendix D).
We have run the SDP, corresponding to what is usually called “1+AB” level of the hierarchy, for each value of α
from 0 to 1 with a step of 0.01. We compared the values from the SDP with the lower bound values from Proposition 2
and the discrepancy was always less then, or of the order of 10−9, which lets us to conclude that the obtained bound
is in fact the correct one.
Appendix D: Modification of Navascue´s-Ve´rtesi hierarchy
In this paper we are interested in finding an upper bound on the following expression
P¯succ =
1
16
∑
~x,y,z,b,c
p(b, c|~x, y, z)(αδb,xy + (1− α)δc,xz ), (D1)
with p(b, c|~x, y, z) = tr[%T~x ⊗ CzcByb ], %~x, Czc ∈ L(H),Byb ∈ L(H⊗H), ∀~x, y, z, b, c, with dim(H) = 2. However, we can
imagine similar optimization problems arising in all kinds of scenarios involving sequential measurement with possibly
different objective linear function of p(b, c|~x, y, z). Here we present a modification of the SDP hierarchy, introduced
in Ref. [28]. The original SDP technique of Navascue´s and Ve´rtesi can be used to obtain upper bounds on violation
of Bell inequalities with an additional restriction on local dimension. In particular, it could be directly applied to
our objective function, if we had only one normalized subchannel Byb , instead of four. We will not be describing
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the method of Ref. [28] here, so the interested reader should make themselves familiar with it prior to reading the
following description of the proposed modification.
In our SDP, which we formulate here for “1+AB” level of the hierarchy, we consider the set of operators O =
{1 ⊗ 1} ∪ {%~x ⊗ 1}~x ∪ {1 ⊗ Cz0}z, {%~x ⊗ Cz0}~x,z. We consider four Γyb matrices for each y, b. For ecah Γyb we assume
the measure tr[ · Byb], i.e. the entries Γyb (O1, O2) of the matrix “correspond” tr[O1O2Byb], O1, O2 ∈ O. It is clear that
each Γyb must be positive semi-definite, i.e. Γ
y
b ≥ 0, y = 0, 1, b = 0, 1. Also, we can use the main ingredient of the
hierarchy of Ref. [28] and construct a basis for Γyb from randomly sampled operators of fixed dimension. However, we
will need to apply more constraints on Γyb in order to obtain non-trivial bounds on (D1).
In particular, we will exploit the fact that tr2[B
y
0] + tr2[B
y
1] = 1, y = 0, 1. From this we can derive the following
set of constrains that has to be satisfied by all quantum probabilities p(b, c|~x, y, z)∑
b=0,1
Γyb (1⊗ 1,1⊗ 1) = 2, y = 0, 1, (D2)∑
b=0,1
Γyb (%~x ⊗ 1,1⊗ 1) = 1, ∀~x, y = 0, 1,∑
b=0,1
Γ0b(%~x ⊗ 1, %~x′ ⊗ 1) =
∑
b=0,1
Γ1b(%~x ⊗ 1, %~x′ ⊗ 1), ∀~x, ~x′.
In this paper we have successfully used the proposed SDP method to confirm the bounds, obtained with the inner
approximation methods. It would be interesting to investigate the convergence of this hierarchy, which should be
reported elsewhere.
Appendix E: Robustness of self-testing
In this section we will give more details concerning the robustness of our tests. The question that we would need
to answer is the following. Given the experimentally obtained value of the average success probability for some α,
P¯ expsucc ≤ P¯POVMsucc (α), what can we say about the eigenvalues of the implemented POVM? Here we again discuss the
case of trace-1 POVMs of Bob. In order to answer the posed question we will first try to answer the opposite question.
Given the eigenvalues of the POVMs of Bob, what is the maximal average success probability that can be obtained?
We start by fixing the CJ operator of the first element of Bob’s instrument to be
|β00〉 =
√
λ0|00〉+
√
1− λ0|11〉, (E1)
where now λ0 is the operator norm of the effects of the first POVM (its largest eigenvalue). We can then apply the
see-saw method of Ref. [33] in order to establish the optimal form of other instruments of Bob and measurements of
Charlie. From these numerical results, we could infer that we can make the following assumptions
C00 = |0〉〈0|, C01 = |1〉〈1|, C10 = |+〉〈+|, C11 = |−〉〈−|,
|β01〉 =
√
1− λ0|00〉+
√
λ0|11〉 (E2)
|β10〉 =
√
λ1|+ +〉+
√
1− λ1| − −〉, |β11〉 =
√
1− λ1|+ +〉+
√
λ1| − −〉,
where now λ1 can be different from λ0. We will confirm later that this choice of Charlie’s measurements and Bob’s
instruments is indeed optimal, but as of now we will continue with the derivations of the bound.
Using Eq. (E2) we can obtain the bound on the average success probability for given λ0 and λ1. We can again use
the same argument about optimality of states %~x as in Appendix C, however, now they depend on λ0 and λ1. We get
the following
P¯succ(λ0, λ1) =
1
2
+
1
4
√
(1− 3α)2
2
+ F (λ0, λ1), where
F (λ0, λ1) = (1− α)(1− 3α)(
√
λ1(1− λ1) +
√
λ0(1− λ0))− (1 + α)(1− 3α)(λ20 + λ21) + (E3)
4α(1− α)(
√
λ0(1− λ0)λ1 + λ0
√
λ1(1− λ1)) + (1− 5α2)(λ0 + λ1).
If we fix λ0 to be some value between
1
2 and 1, and optimize (E3) over λ1, we will find that the optimal λ1 is in
fact the one given by Eq.(C4). The same goes for the optimal λ0, if λ1 is fixed. It means, that if we want to find a
rectangular area in the space of (λ0, λ1) for which P¯succ from Eq. (E3) is greater or equal to some observed value P¯
exp
succ,
we should fix one of the norms, let us say λ0, to be one given by Eq.(C4), and solve the inequality P¯succ(λ0, λ1) ≥ P¯ expsucc
with respect to λ1. Unfortunately, solution to this inequality is too unwieldy to be written explicitly, even for this
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supplementary material. However, since it is a single-variable problem it can be solved with numerical methods up
to an arbitrary precision. It is instructive to give the solution in graphical form, which we do in the main text (see
Fig. 3).
Now let us discuss the optimality of the solution (E3). We modified the SDP method, described in Appendix D, in
order to account for the fixed values of λ0 and λ1. We will consider the vectors |βyb 〉 to be of the following form
|βy0 〉 =
√
λy|py〉 ⊗ |qy0 〉+
√
1− λy|py⊥〉 ⊗ |qy0⊥〉
|βy1 〉 =
√
1− λy|py〉 ⊗ |qy1 〉+
√
λy|py⊥〉 ⊗ |qy1⊥〉, (E4)
which is the general form of the vectors of CJ operators of instruments, corresponding to two unbiased POVMs with
effect’s norms λ0 and λ1.
As a first modification, we add two operators {|py〉〈py| ⊗ 1}y=0,1 to the set of operators O, where |py〉 are meant
to be the vectors in the Schmidt decompositions from Eq. (E4). Considering these operators allows us to add the
following constraints to (D2)
Γy0(|py〉〈py| ⊗ 1,1⊗ 1) = λy, Γy1(|py〉〈py| ⊗ 1,1⊗ 1) = 1− λy, y = 0, 1,
Γy0(%~x ⊗ 1,1⊗ 1) = 1− λy +
2λy − 1
λy
Γy0(%~x ⊗ 1, |py〉〈py| ⊗ 1), y = 0, 1, (E5)
(1− λy)Γy0(%~x ⊗ 1, |py〉〈py| ⊗ 1) = λyΓy1(%~x ⊗ 1, |py〉〈py| ⊗ 1), y = 0, 1.
On top of that, we set the upper bound on the success probability of Charlie, if dephasing channels with parameters
1
2 −
√
λ0(1− λ0), 12 −
√
λ1(1− λ1) are applied to the states of Alice. In particular, we enforce the following∑
~x,z,c,b
δxz,c
[
(−1)cΓyb (%~x ⊗ 1,1⊗ Cz0 ) + δc,1Γyb (%~x ⊗ 1,1⊗ 1)
]
≤ 4 + 2
√
1 + 4λy(1− λy). (E6)
Adding constraints from Eqs. (E5,E6) to SDP (D2) we can compare the bounds with the predictions, given in Eq. (E3).
Since we know that for deriving the bounds on the norms, we need to take one of λy, let us say λ0, to be of the
optimal form (C4), we just need to make comparison for each pair (α, λ1). What we have found, is that the modified
SDP gives the exact bound from Eq. (C4) up to the numerical precision (∼ 10−10), whenever λ1 ≤ λ0, i.e. for all λ1
less than or equal to the optimal norm. For λ1 > λ0 we obtained a slight discrepancy in the bounds.
We believe that the optimal solution is of the form (E2) and the proposed bound is tight. However, for the results
to be rigorous, we will need to estimate the “error” in the estimation of the norms due to the fact that we could
not reproduce exactly the bounds with the SDP method. In order to do so, we can use the simple error estimation
formula ∆λ1 =
∂λ1
∂P¯succ(λ0,λ1)
∆P¯succ. We have included the estimated “error” in the Fig. 3 as crosses of the respective
colours, corresponding to different percentages of the drops in the observed success probability.
As a final remark we give the proof of the bound used in Eq. (E6). First of all, we can notice that for channel,
corresponding to one of the settings of Bob, we can take |qy0 〉 = |qy1 〉. This can be easily seen if we write down the CJ
operator of the channel∑
b=0,1
|βyb 〉〈βyb | = |py〉〈py| ⊗ (λy|qy0 〉〈qy0 |+ (1− λy)|qy1 〉〈qy1 |) + |py⊥〉〈py⊥| ⊗ ((1− λy)|qy0⊥〉〈qy0⊥|+ λy|qy1⊥〉〈qy1⊥|) +√
λy(1− λy)
[
|py〉〈py⊥| ⊗ (|qy0 〉〈qy0⊥|+ |qy1 〉〈qy1⊥|) + |py⊥〉〈py| ⊗ (|qy0⊥〉〈qy0 |+ |qy1⊥〉〈qy1 |)
]
. (E7)
We can now rewrite this expression taking into account the normalization conditions, which yields the following∑
b=0,1
|βyb 〉〈βyb | = 1⊗ 1− 1⊗
[
(1− λy)|qy0 〉〈qy0 |+ λy|qy1 〉〈qy1 |
]
− |py〉〈py| ⊗ 1 + |py〉〈py| ⊗ (|qy0 〉〈qy0 |+ |qy1 〉〈qy1 |)√
λy(1− λy)
[
|py〉〈py⊥| ⊗ (|qy0 〉〈qy0⊥|+ |qy1 〉〈qy1⊥|) + |py⊥〉〈py| ⊗ (|qy0⊥〉〈qy0 |+ |qy1⊥〉〈qy1 |)
]
. (E8)
We are interested in finding the maximum of the following average success probability of Charlie
P¯succ =
1
8
∑
~x,z
tr[%T~x ⊗ Czxz
∑
b=0,1
|βyb 〉〈βyb |]. (E9)
We can easily see that
∑
~x,z tr
[
%T~x ⊗Czxz1⊗
(
(1−λy)|qy0 〉〈qy0 |+λy|qy1 〉〈qy1 |
)]
= 4. From here it follows that the resulting
expression is a linear function in |qy0 〉〈qy0 |+ |qy1 〉〈qy1 | and |qy0 〉〈qy0⊥|+ |qy1 〉〈qy1⊥|. Suppose now optimal |qy0 〉 6= |qy1 〉 and one
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of the vectors gives a larger contribution to the value of the expression in Eq. (E9). In this case taking both vectors
equal to the optimal one will give a larger value of P¯succ, which contradicts our assumptions. It can also happen that
|qy0 〉 6= |qy1 〉 and the values of the expressions, corresponding to both of them are equal. In that case, however, there
is no difference in taking them equal or not.
Let us now consider the channel
|py〉〈py| ⊗ |qy0 〉〈qy0 |+ |py⊥〉〈py⊥| ⊗ |qy0⊥〉〈qy0⊥|+ 2
√
λy(1− λy)
[
|py〉〈py⊥| ⊗ |qy0 〉〈qy0⊥|+ |py⊥〉〈py| ⊗ |qy0⊥〉〈qy0 |
]
, (E10)
which is the same channel as in Eq. (E7), but with |qy1 〉 = |qy0 〉. We will now derive the bound for each value of y
independently. Since we have a freedom of fixing bases in this case, we can set |py〉 = |qy0 〉 = |0〉. We can then see
that the channel, which we are considering, is nothing but a dephasing channel of the form Λ(%) = (1− p)%+ pσz%σz
with parameter p = 12 −
√
λy(1− λy). We derive the bound in the next section of this Supplementary Material.
Appendix F: Success probability of 22 → 1 QRAC under a dephasing channel
Let us consider a 22 → 1 QRAC with two parties Alice and Charlie, Alice’s preparation states being {%~x}~x and
Charlie’s measurements {Czc }c=0,1. Let us now assume that the states of Alice undergo a transformation, corresponding
to a dephasing channel Λ(%) = (1 − p)% + pσz%σz with some parameter p ∈ [0, 12 ]. The average success probability,
which we would like to maximize is the following expression
P¯succ =
1
8
∑
~x,z
tr[Λ(%~x)C
z
xz ]. (F1)
We will now prove that P¯succ ≤ 12 + 14
√
1 + (1− 2p)2. First, let us expand the expression in Eq. (F1) and use the
normalization condition for POVMs of Charlie. We obtain the following
P¯succ =
1
8
tr
[
Λ(%01 + %10 + 2%11) + Λ(%00 − %11)(C00 + C10 ) + Λ(%01 − %10)(C00 − C10 )
]
. (F2)
Now we use the argument that we made already several times in this paper, that for optimal states of Alice we have
%01 + %10 = 1 and %00 + %11 = 1. This leaves us with the following function to maximize
P¯succ =
1
4
+
1
4
tr
[
Λ(%00)(C
0
0 + C
1
0 ) + Λ(%01)(C
0
0 − C10 )
]
, (F3)
where we used the fact that dephasing channel is unital. Now let us write the states and POVM effects in Bloch basis,
introducing the following notation
%00 =
1
2
(1 + x0σx + y0σy + z0σz), %01 =
1
2
(1 + x1σx + y1σy + z1σz),
C00 =
1
2
(1 + x2σx + y2σy + z2σz), C
1
0 =
1
2
(1 + x3σx + y3σy + z3σz). (F4)
It is easy to see that the action of the dephasing channel is in multiplying the variables x0, x1, y0, y1 by the factor
(1− 2p). The expression for P¯succ in terms of the Bloch coefficients reads
P¯succ =
1
2
+
1
8
[
z0(z2 + z3) + z1(z2 − z3) + (1− 2p)
(
x0(x2 + x3) + y0(y2 + y3) + x1(x2 − x3) + y1(x2 − x3)
)]
.(F5)
Without loss of generality we can take x0 = y0 = 0, z0 = 1. We are then left with the following optimization problem
max
1
2
+
1
8
[
z2 + z3 + z1(z2 − z3) + (1− 2p)(x1(x2 − x3) + y1(y2 − y3))
]
(F6)
s.t. x2i + y
2
i + z
2
i = 1, i = 1, 2, 3. (F7)
This problem can be easily solved using Lagrange multipliers method, giving the bound of 12 +
1
4
√
1 + (1− 2p)2.
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Appendix G: “Biased” case
Here we discuss the “biased case”, i.e. the case when tr[Byb ] 6= 1, b = 0, 1, y = 0, 1. We will use (λ0, λ1) to denote
the spectra of the first effects of Bob’s POVMs. The second effects will then have the spectra (1− λ0, 1− λ1). These,
in principle, can depend on y, however, in our case they do not.
As mentioned in the main text, the figure of merit can be adjusted for the “biased case”, and in this paper we
consider the following expression for the average success probability
P¯succ =
α
2
∑
~x,y
p(~x)Pr(b = xy|~x, y) + 1− α
8
∑
~x,z
Pr(c = xz|~x, z), (G1)
with p(~x) being the following probability distribution p(00) = γ2, p(01) = p(10) = γ(1 − γ), p(11) = (1 − γ)2, with
γ ∈ [0, 1]. Notice that we do not change the distribution of ~x for Charlie. The case γ = 12 corresponds to the original
figure of merit (1), with which we self-test the “unbiased case”, i.e. λ0 +λ1 = 1. For γ 6= 12 , however, we noticed that
the optimal eigenvalues of the first effect of Bob’s POVMs do not sum to 1. We summarized our findings on Fig. 5.
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FIG. 5. Plot for various λ0 and λ1. Different lines correspond to different values of α.
Let us first discuss the values of (λ0, λ1) that can occur. First of all, we know that 0 ≤ λi ≤ 1, i = 0, 1, since
the second effects have to be positive. We can also consider the case when λ0 + λ1 ≥ 1, since we have a freedom of
denoting which effect is the first or the second. The corresponding region in space of (λ0, λ1) is a triangle, that is
depicted with black lines on Fig. 5.
The edge of this triangle, that connects the vertices (0.5, 0.5) and (0, 1), is the “unbiased” case of λ0 +λ1 = 1. If we
want to self-test POVMs, corresponding to this line, we take γ = 12 and vary α between 0 and 1, as discussed in the
main text. If we would like to “move” towards the vertex (1, 1) of this triangle, we need to increase the parameter γ
from 12 to 1. On Fig. 5 we have depicted with color lines what happens with optimal values of (λ0, λ1), for the given
value of α, if we increase the parameter γ. These are the results of the optimization with see-saw method [33]. As we
can see from these plots, we can cover all the area of the triangle by choosing appropriate (α, γ). This supports our
claims on the fact that all binary measurements on a qubit can be self-tested. We chose not to present the robustness
analysis of the self-testing of “biased” POVMs in this paper.
[1] J. M. Renes, R. Blume-Kohout, A. J. Scott, and
C. M. Caves, “Symmetric informationally complete quan-
tum measurements,” Journal of Mathematical Physics,
vol. 45, no. 6, pp. 2171–2180, 2004.
[2] A. Bisio, G. Chiribella, G. DAriano, S. Facchini, and
P. Perinotti, “Optimal quantum tomography of states,
measurements, and transformations,” Physical review let-
ters, vol. 102, no. 1, p. 010404, 2009.
[3] A. Chefles, “Quantum state discrimination,” Contempo-
rary Physics, vol. 41, no. 6, pp. 401–424, 2000.
[4] S. M. Barnett and S. Croke, “Quantum state discrimina-
tion,” Advances in Optics and Photonics, vol. 1, no. 2,
pp. 238–278, 2009.
[5] A. Ac´ın, S. Pironio, T. Ve´rtesi, and P. Wittek, “Optimal
15
randomness certification from one entangled bit,” Phys-
ical Review A, vol. 93, no. 4, p. 040102, 2016.
[6] P. Busch, “No information without disturbance: Quan-
tum limitations of measurement,” in Quantum Reality,
Relativistic Causality, and Closing the Epistemic Circle,
pp. 229–256, Springer, 2009.
[7] C. H. Bennett and G. Brassard, “Quantum cryptogra-
phy: public key distribution and coin tossing.,” Theor.
Comput. Sci., vol. 560, no. 12, pp. 7–11, 2014.
[8] D. Kretschmann, D. Schlingemann, and R. F. Werner,
“The information-disturbance tradeoff and the continu-
ity of stinespring’s representation,” IEEE transactions on
information theory, vol. 54, no. 4, pp. 1708–1717, 2008.
[9] F. Buscemi, M. Hayashi, and M. Horodecki, “Global in-
formation balance in quantum measurements,” Physical
review letters, vol. 100, no. 21, p. 210504, 2008.
[10] C. A. Fuchs and A. Peres, “Quantum-state disturbance
versus information gain: Uncertainty relations for quan-
tum information,” Physical Review A, vol. 53, no. 4,
p. 2038, 1996.
[11] C. A. Fuchs and C. A. Fuchs, “Information gain vs. state
disturbance in quantum theory,” Fortschritte der Physik:
Progress of Physics, vol. 46, no. 4-5, pp. 535–565, 1998.
[12] M. Paw lowski and N. Brunner, “Semi-device-
independent security of one-way quantum key dis-
tribution,” Physical Review A, vol. 84, no. 1, p. 010302,
2011.
[13] T. Fritz, “Quantum correlations in the temporal clauser–
horne–shimony–holt (chsh) scenario,” New Journal of
Physics, vol. 12, no. 8, p. 083055, 2010.
[14] J. Hoffmann, C. Spee, O. Gu¨hne, and C. Budroni, “Struc-
ture of temporal correlations of a qubit,” New Journal of
Physics, vol. 20, no. 10, p. 102001, 2018.
[15] C. Budroni, G. Fagundes, and M. Kleinmann, “Mem-
ory cost of temporal correlations,” arXiv preprint
arXiv:1902.06517, 2019.
[16] J. F. Clauser, M. A. Horne, A. Shimony, and R. A. Holt,
“Proposed experiment to test local hidden-variable theo-
ries,” Physical review letters, vol. 23, no. 15, p. 880, 1969.
[17] S. L. Braunstein, A. Mann, and M. Revzen, “Maximal
violation of bell inequalities for mixed states,” Physical
Review Letters, vol. 68, no. 22, p. 3259, 1992.
[18] S. Popescu and D. Rohrlich, “Which states violate bell’s
inequality maximally?,” Physics Letters A, vol. 169,
no. 6, pp. 411–414, 1992.
[19] M. Farkas and J. Kaniewski, “Self-testing mutually unbi-
ased bases in the prepare-and-measure scenario,” Physi-
cal Review A, vol. 99, no. 3, p. 032316, 2019.
[20] A. Tavakoli, M. Smania, T. Ve´rtesi, N. Brunner, and
M. Bourennane, “Self-testing non-projective quantum
measurements,” arXiv preprint arXiv:1811.12712, 2018.
[21] M. Oszmaniec, L. Guerini, P. Wittek, and A. Ac´ın, “Sim-
ulating positive-operator-valued measures with projec-
tive measurements,” Physical review letters, vol. 119,
no. 19, p. 190501, 2017.
[22] E. S. Go´mez, S. Go´mez, P. Gonza´lez, G. Can˜as, J. F.
Barra, A. Delgado, G. B. Xavier, A. Cabello, M. Klein-
mann, T. Ve´rtesi, et al., “Device-independent certifica-
tion of a nonprojective qubit measurement,” Physical re-
view letters, vol. 117, no. 26, p. 260401, 2016.
[23] M. Smania, P. Mironowicz, M. Nawareg, M. Pawlowski,
A. Cabello, and M. Bourennane, “Experimental device-
independent certification of a symmetric, information-
ally complete, positive operator-valued measure,” arXiv
preprint arXiv:1811.12851, 2018.
[24] P. Mironowicz and M. Paw lowski, “Experimentally fea-
sible semi-device-independent certification of 4 outcome
povms,” arXiv preprint arXiv:1811.12872, 2018.
[25] A. Ambainis, D. Leung, L. Mancinska, and M. Ozols,
“Quantum random access codes with shared random-
ness,” arXiv preprint arXiv:0810.2937, 2008.
[26] T. Heinosaari and M. Ziman, The mathematical language
of quantum theory: from uncertainty to entanglement.
Cambridge University Press, 2011.
[27] J.-P. Pellonpa¨a¨, “Quantum instruments: I. extreme in-
struments,” Journal of Physics A: Mathematical and
Theoretical, vol. 46, no. 2, p. 025302, 2012.
[28] M. Navascue´s and T. Ve´rtesi, “Bounding the set of fi-
nite dimensional quantum correlations,” Physical review
letters, vol. 115, no. 2, p. 020501, 2015.
[29] K.-C. Toh, M. J. Todd, and R. H. Tu¨tu¨ncu¨, “Sdpt3a
matlab software package for semidefinite programming,
version 1.3,” Optimization methods and software, vol. 11,
no. 1-4, pp. 545–581, 1999.
[30] J. Lo¨fberg, “Yalmip: A toolbox for modeling and opti-
mization in matlab,” in Proceedings of the CACSD Con-
ference, vol. 3, Taipei, Taiwan, 2004.
[31] E. Schmidt, “Zur theorie der linearen und nicht linearen
integralgleichungen. zweite abhandlung: Auflo¨sung der
allgemeinen linearen integralgleichung,” in Integralgle-
ichungen und Gleichungen mit unendlich vielen Unbekan-
nten, pp. 234–248, Springer, 1989.
[32] J. B. Lasserre, “Convergent sdp-relaxations in polyno-
mial optimization with sparsity,” SIAM Journal on Op-
timization, vol. 17, no. 3, pp. 822–843, 2006.
[33] R. F. Werner and M. M. Wolf, “Bell inequalities and
entanglement,” Quantum Information & Computation,
vol. 1, no. 3, pp. 1–25, 2001.
