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Introduction
The significance of precise knowledge of the current state of the economy as well as of ability to accurately forecast macroeconomic variables in the future is difficult to overestimate. Clearly, no well-defined policy decision could be made without reliable information on the developments in the economy and its future prospects. Consequently, considerable literature has evolved dealing with assessment of macroeconomic forecast accuracy as well as investigating statistical properties of data revisions. In assessing of forecast accuracy, together with testing for forecast rationality and unbiasedness, a considerable attention has been paid to determining the information content of forecasts (e.g., see Parzen, 1982; Öller, 1985; de Gooijer and Klein, 1992; Diebold and Kilian, 2001; Oke andÖller, 1999; Galbraith, 2003; Isiklar and Lahiri, 2007; Öller and Teterukovsky, 2007) . For example,Öller (1985) , Oke andÖller (1999) and Galbraith (2003) by fitting the ARIMA-type processes attempt to determine the information content of optimal forecasts depending on the length of the forecast horizon. Diebold and Kilian (2001) propose a simple measure of relative predictability, where they compare the expected loss of a short-run forecast to the expected loss of a long-run forecast. de Gooijer and Klein (1992) estimate the optimal forecast horizon for cumulated multi-step predictions. Isiklar and Lahiri (2007) evaluate the flow of new information contained in monthly GDP forecasts provided by Consensus Economics. They report that beyond the 14 months the forecasts have little if any value.
A related strand of research assesses the quality of the current data available in real time by investigating statistical properties of data revisions, i.e., by comparing the first or preliminary data announcements usually made shortly after the end of the forecast period with the ultimate revision figures, often reported years after the initial estimate. If data revisions appear to be rather large and volatile then it is likely that the quality of the first-round estimates is poor (McNees, 1989; Mankiw and Shapiro, 1986; Faust et al., 2005; Swanson and van Dijk, 2006, among others) .
In our paper, we evaluate the quality of both forecasts and statistical data revisions using the real-time data set for Germany covering growth rates of the German GDP and its demand-side components. We use both official statistical real-time data and the forecasts provided by the leading German economic institutes during the so-called Gemeinschaftsdiagnose (GD, or Joint Forecast) . The choice of the GD forecasts can be justified based on the following considerations. First, GD plays a very important role in providing informational support to the economic policy decisions made by the German government, on behalf (and money) of which these forecasts are made. Second, it is among the few institutions (the Bundesbank, the German Council of Economic Experts (Sachverständigenrat), German federal government) that make macroeconomic forecasts for Germany at such a level of decomposition but it represents not the opinion of a single forecasting institute but rather a consensus attained by several institutes.
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In this paper three approaches are used. First, the descriptive analysis of the forecast/revision errors is carried out in order to check for possible biases and degree of informational content of the variables under inspection. Second, the integrated signal-to-noise ratio recently suggested inÖller and Teterukovsky (2007) is applied to measure the overall quality of the data. Third, the entropy measure of Vasicek (1976) is used to examine the reduction in uncertainty at each subsequent vintage.
To the best of our knowledge, such a comprehensive evaluation of the quality of forecasts and statistical data revisions of the GDP and its components for Germany using the real-time data has not been done so far. The previous literature either focuses on forecasts or revisions of the German GDP reported together with forecasts/revisions made for other countries like Faust et al. (2005) and Isiklar and Lahiri (2007) , respectively, or it focuses exclusively on data revisions for industrial production like in Jacobs and Sturm (2004) and Knetsch and Reimers (2006) .
Our main findings are as follows. The earliest forecasts made for more than one year ahead are seriously flawed. The growth rate forecasts of such variables as GDP, private consumption, total investment, and investment in construction appear to be overly optimistic. That is, the earliest forecasts systematically exceed the final values published by the German statistical office. Moreover, the information content of the forecasts of all variables, except for government consumption, made at the earliest vintages, is virtually zero. Only forecasts made for the current year (so-called nowcasts) become informative about the final value, but still their informativeness remains limited. In this respect, it is worthwhile noting that the data on real GDP and real private consumption can be regarded as more reliable than the rest of the variables. The data on government consumption are the least reliable. Our findings cast serious doubts on the ability of forecasters to accurately reflect the future developments in the economy more than one year ahead.
The remainder of the paper is structured as follows. Section 2 describes the data set used in the analysis. Section 3 introduces the measurement techniques used here to evaluate the quality of statistical data. Section 4 discusses the results of data quality evaluation. Finally, section 5 concludes.
Data
Two data sets are used in this study. The first data set contains the forecasts of the annual growth rates made twice a year (Spring, normally in April, and Fall, typically in October) by the leading German macroeconomic forecast institutes during the so-called Gemeinschaftsdiagnose Both data sets include the following eight variables: GDP, private consumption, government consumption, total investment, investment in equipment, investment in construction, exports, and imports. Both nominal and real variables are considered. Based on these data sets a combined data set was constructed, which contains the quarterly vintages of the forecast and revised data on the annual growth rates of the German GDP and its components. The GD Spring and Fall data were assigned to the second and fourth quarters, respectively.
To the best of our knowledge, this is a unique database, which has never been used before to conduct any economic analysis.
Revision measures
The purpose of this study is to evaluate the quality of German statistical data. The quality here is measured by the size and dynamics of forecast/revision errors with respect to some "true" value of the variables in question. It is assumed that, although this true value is never observed, it is well approximated by the final revision value. Hence the revision error is defined as:
where y l t is the l-th revision carried out in period t; L is the period, when final revision is made. The final revision is supposed to happen in the period t + 1, that is, one year after the period, to which it refers. This contradicts the official definition of the final data, according to which the data become final in the period t + 4 (see Statistisches Bundesamt, 2007, p. 7) . However, as our calculations have shown, after one year almost all the revision errors are equal to zero.
The sequence of GD forecasts and StaBu revisions is illustrated in Figure 1 . The first four estimates of the variable of interest, starting from t − 3/2 and ending in t, are the foreor nowcasts made by the GD, whereas the last four estimates are the revisions produced by the StaBu.
The forecast/revision errors can be summarized using the measure of the mean squared error (MSE):
Thus, M SE l measures the variance of the forecast/revision errors at vintage l. Based on the MSE, an information measure, also known as signal-to-noise ratio (SNR), can be computed:
where σ 2 L is the variance of the final revision, y L t . SN R l measures information content of each forecast/revision. It can be interpreted as a goodness of fit of each revision. It is expected that as more information comes in, the variance of forecast/revision errors goes to zero and hence SN R l approaches the value of one.
In order to evaluate the overall quality of data, Öller and Teterukovsky (2007) have introduced the integrated SNR measure, which is defined as:
where τ (l, l+1) is the interval between the vintages l and l+1. Without loss of generality, the time interval between the first forecast and last revision can be re-scaled to the [0,1] interval. In that case, the integrated SNR measure will vary between 0 (complete ignorance about the final value up to the last revision) and 1 (the very first forecast conveys all necessary information about the final value). Another approach to examining the quality of statistical data is suggested in Patterson and Heravi (1991) who apply the entropy estimator of Vasicek (1976) in order to investigate the reduction in uncertainty as new vintages of data are published. The entropy of a distribution F with a density function f is defined as:
Vasicek (1976) suggests the following consistent estimator of the entropy:
where e l (t) is the ordered forecast/revision error such that e
; M is a positive integer smaller than T /2. This measure of entropy is robust to the deviations from normality of the forecast/revision errors as well as to non-constant means of the forecast/revision errors observed at different vintages. The latter property is particularly important in our case, where, as shown below, a (declining) bias in forecasts is observed.
Results
The presentation of our results unveils as follows. First, we describe the pattern of forecast/revision errors based on the results reported in Table 1 for each variable separately. In doing so, we especially investigate two issues: the unbiasedness and the informational content of forecasts/revisions. The former issue is related to whether forecasts/revisions systematically over-or underpredict final values. The latter issue is investigated based on comparison of the dispersion of forecast/revision errors to that of the final data. The earlier forecasts/revisions are said to be informative if the dispersion of the corresponding forecast/revision errors is (substantially) lower than the dispersion of the final vintage data. We conclude our descriptive analysis summarizing the conclusion reached for each variable. Our descriptive analysis is followed by the assessment of forecast/revision quality using the integrated signal-to-noise measure ofÖller and Teterukovsky (2007) . Then we present the results based on the entropy measure as suggested in Patterson and Heravi (1991) . The descriptive statistics of the forecast/revision errors for the German Gross Domestic Product both in nominal and real terms is displayed in the top panel of Table 1 . The reported values of mean and median measure the extent of the bias of the respective forecasts/revisions. The bias, while substantial for the earlier forecasts made at vintages l = t−3/2 and l = t−1, diminishes with every additional vintage. Nevertheless, its magnitude for the two earlier vintages is very remarkable indicating that the growth forecasts made up to one year ahead tend on average to overpredict the realized growth rate by about 1.14 and 0.84 percentage points for nominal GDP and by about 0.83 and 0.57 percentage points for real GDP. Notice that the average annual growth rates of nominal and real GDP were 2.1 and 1.4 percent under the period of investigation, respectively.
The median value recorded for the forecast errors of nominal GDP for the two earliest vintages is even higher: -1.40 and -0.95 percentage points. The rather high values of bias in these forecast errors are also supported by the results of the t-test indicating rejection of the null hypothesis of zero mean forecast error at 1% and 10% significance level for nominal and real variables, respectively.
It is also interesting to observe that the bias magnitude drops sharply at vintage l = t − 1/2, i.e., when the first forecast for the current year is made. The mean forecast error decreases from -0.84 to -0.18 for nominal variables and from -0.57 to -0.12 for real variables between vintages l = t − 1 and l = t − 1/2, reflecting a substantial increase in amount of available information to forecasters on the current developments in the economy and on its likely future discourse. This fact is also supported by the t-test indicating that we cannot reject the null hypothesis of zero mean forecast/revision error at the usual significance levels for all later vintages starting with l = t − 1/2.
The results above suggest that when making the earliest predictions of the GDP growth rates -either in nominal or real terms -the forecasters tend to be overly optimistic. This optimistic nature of forecasts is also reflected in the fact that up to vintages l = t and l = t − 1/2 (including) for nominal and real variables, respectively, there is a noticeable asymmetry in the recorded minimum and maximum forecast errors. For example, at the earliest vintage the former is by almost 2.0 and 1.2 percentage points larger in the absolute value than the latter for nominal and real variables, respectively.
Next, consider the informative content of forecasts/revisions which we investigate by comparing the ratio of the mean squared forecast error calculated at every vintage l to the variance of the data at the final vintage, i.e., M SE l /σ 2 L . In fact, this is the noise-to-signal ratio. This ratio exceeding one indicates complete ignorance about the final values of the predicted variables. In this case, the signal is overwhelmed by the noise. The less noisy the forecasts/revisions (the less ignorant the forecasters) the closer this ratio is to zero. Hence when this ratio is substantially below one, the forecasts/revisions are informative.
The results of such comparison indicate that the earlier forecasts, i.e., those made more than one year ahead, are virtually non-informative. The corresponding ratios calculated for vintages l = t − 3/2 and l = t − 1 for nominal GDP growth rate forecasts is 4.53 and 3.22, respectively. For real GDP growth rate forecasts the corresponding ratios are 2.23 and 1.28. Only starting with the forecasts made for the current year, the respective ratio falls below one and continuously decreases with every vintage.
In sum, based on the presented results we can tentatively conclude that the earliest GDP forecasts made more than one year ahead are not only too optimistic, but, in addition, they are not informative. The associated uncertainty is so large that a "naïve" forecast based on the historical mean of the GDP growth rates is likely to be more precise than the GD forecasts.
Private consumption
The descriptive statistics of the forecast/revision errors for the German private consumption both in nominal and real terms is displayed in the second panel of Table 1 . Private consumption is by far the largest component of GDP accounting in Germany for about 60% of the GDP. Therefore, it is not surprising that our results obtained for GDP largely apply also for the private consumption. In particular, the private consumption forecasts, especially at the early vintages are upward biased as the mean and median values of the forecast errors reported in Table 1 show. The null of the mean of forecast errors being equal to zero is rejected at 10% significance level up to and including the vintage l = t − 1/2 and l = t − 1 for nominal and real values, respectively. For the private consumption the asymmetry of the forecast errors is even more pronounced when compared to that observed for GDP. For the nominal values at the very first vintage, l = t − 3/2, the minimum and maximum are -3.19 and 0.14, whereas for the real values they are -3.12 and 0.48, correspondingly. For the following vintage the corresponding numbers are -2.49 and 0.84, and -2.52 and 1.16. Thus, at the earliest forecast vintage the maximum forecast error is about 23 and 7 times bigger than the minimum forecast error in absolute value for nominal and real data, respectively.
According to the noise-to-signal ratio, the private consumption forecasts made at the two earliest vintages appear to be uninformative. Only starting from the forecasts of both nominal and real private consumption growth rates made in l = t − 1/2, this ratio falls below one, which is similar to what we observed for real GDP.
Government consumption
For the government consumption, as shown in Table 1 , we also find an indication of the upward bias in the respective forecasts/revisions. However, the null hypothesis of zero mean forecast error cannot be rejected for earlier vintages, as in case of GDP and private consumption, but for later vintages l = t + 1/4 and l = t + 1/2. Both mean and median values of the forecast errors are negative for all but the penultimate (l = t+1/2) vintages for nominal data. It is also interesting to observe that bias magnitude only slightly decreases with vintages for nominal data and it fluctuates about the same level of -0.30 for real data. This in sharp contrast to the pattern observed for GDP and private consumption, where bias-rather large for initial vintages-diminishes relatively fast with every additional vintage.
Also here we notice a significant evidence for asymmetry in forecast errors not only for the initial vintages as in case of GDP and private consumption but also for later vintages. For all vintages the negative forecast errors exceed the positive ones, when expressed in absolute value, of course.
It also worth mentioning that already earlier forecasts of government consumption appear to have some informational content regarding the final values as the associated M SE l /σ L ratio is below one starting with the first vintage. Nevertheless, this ratio drops at a rather slow rate both for nominal and real values, implying a rather low marginal increase in forecast/revision accuracy. For real values it takes a value of 0.36 even at the penultimate revision l = t + 3/4.
Investment
Under this heading we consider the following three variables: total investment and its components (investment in equipment and investment in construction). The common feature of these variables is that they are much more volatile in comparison with GDP as well as private and government consumption, see corresponding values of σ L in Table 1 . This has to be kept in mind when interpreting the results.
The mean forecast error for investment variables is relatively large to what we observe for GDP and (both private and government) consumption at earlier vintages. However, the bias magnitude corrected for the range (mean-to-range ratio) is much smaller for the former than for the latter variables. In addition, although at some vintages the null of mean forecast/revision error equal to zero is rejected at 5% significance level, no systematic bias pattern can be observed as in the case of the GDP and private consumption.
The noise-to-signal ratio exceeds one at l = t − 3/2 and l = t − 1 vintages and falls afterwards. Thus, neither of the investment forecasts is informative at the first two vintages.
Exports and imports
Both exports and imports exhibit similar characteristics over different vintages of forecasts/revisions. First, there appear to be no positive bias in these variables (see Table  1 ). The mean and median are negative for nominal values only at l = t − 3/2 and afterwards they stay always positive. Contrary to what we observe for other variables, the hypothesis of the mean forecast/revision error being equal to zero cannot be rejected at the earlier vintages. However, for the exports and imports it can be rejected at the later vintages, from l = t to l = t + 1/2. Thus, although the forecasts of exports and imports up to l = t − 1/2 appear to be unbiased, their forecasts/revisions at later vintages seem to be systematically underestimated.
Second, the forecasts of both nominal and real exports as well as of nominal imports become informative in l = t − 1/2, while the ratio M SE l /σ 2 L for the forecasts of real imports falls below one only starting from l = t.
Summary of descriptive analysis
Based on the descriptive analysis we can draw two major conclusions. First, there is an evidence that the early forecasts of the growth rates of GDP, private consumption, total investment and investment in construction are excessively optimistic. This observation is also supported by Figures 4 and 5 showing the boxplots of the forecast/revision errors. In overwhelmingly large number of cases up to vintage l = t, the interquartile range of these variables is either completely or for the most part below zero. Our finding of upward bias in earlier forecasts generally conforms with the results reported in Batchelor (2007) , where bias in real GDP forecasts published by the Consensus Economics forecasting service are investigated for G-7 countries. Similarly, Ashiya (2007) finds out that 16-months ahead GDP forecasts of the Japanese government appear also to be too optimistic. More generally, our finding is also supported by Loungani (2001) where upward biases in one-year ahead real GDP forecasts are also documented for 63 countries, both industrialized and developing. As summarized, in Stekler (2008, p. 4) persistent biases in macroeconomic forecasts may be possibly explained by the following reasons: (1) irrationality of forecasters, (2) forecasters face an asymmetric loss functions such that less penalty is expected from making too optimistic rather than too pessimistic forecasts (see discussion in Elliott, Komunjer, and Timmerman, 2005) , or (3) strategic behavior of forecasters.
Another interesting observation concerns a seeming lack of informational content in the earliest forecasts made in l = t − 3/2 and l = t − 1, as the ratio of mean squared error to the variance of observed values of the variables in question in all but few cases exceeds one. This implies that the accuracy of a simple forecast rule based on the observed historical mean often substantially exceeds that made by the GD for a forecast horizon over one year. Our finding conforms with that of Isiklar and Lahiri (2007) , who studied the informational content of monthly made GDP forecasts from Consensus Economics, Inc. for 18 developed countries. They conclude that the forecasts beyond 18 months are of a little value. In a subsequent paper, where the GDP forecasts from Consensus Economics, Inc. are studied for G-7 countries over the period of 1990 -2007 , Lahiri and Sheng (2008 also find that "... forecasts for real GDP contain little information beyond 6 quarters". Our findings show that the conclusions reached in these two papers for more-than-one-year ahead forecasts of GDP also extend to similar forecasts of its components. At the same time, we should point out that forecasts of government consumption constitute a noticeable exception. As seen, for that variable the ratio M SE l /σ 2 L is always below one and it takes value around 0.8 for three initial vintages and it further decreases in subsequent vintages.
The poor quality of the initial forecast can be best illustrated by comparing with relatively high quality of the first official revision (flash estimate) as shown in Figures 2 and 3 . Such a discrepancy between the forecasts and revisions can be attributed, first, to the fact that by the time of the first revision already a lot of relevant information is already accumulated, and, second, that the official statisticians can have access to larger information set.
Signal-to-noise ratio
FollowingÖller and Teterukovsky (2007) we illustrate evolution of the information content of the German nominal and real SNA data over vintages using Figures 6 and 7. The horizontal axis shows the vintages from l = t − 3/2 till l = t + 1, whereas the vertical axis displays the SNR at each vintage. The values of SNR are computed according to equation (3) using the information presented in Table 1 . Notice that in constructing of these graphs negative values of SNR are set equal to zero.
Black area in Figures 6 and 7 represents the lack of knowledge about the final value of the variable. When until the very last revision no information is available, the area of the graph should be completely black. In the case of perfect knowledge, the whole information about the true value of variable is known already in the very beginning and hence the area of the graph is completely white. In fact, integrated SNR defined in equation (4) measures the white area of the graph.
The integrated SNR characterizes the overall quality of a variable. The higher the integrated SNR the higher is the quality of the forecasting/revision process. As shown in Table 2 the values of ISN R L both for nominal and real variables are around 0.5 with the exception of real government consumption which takes a substantially lower value of 0.345. This indicates that for all but one variable the quality of forecast/revision process is roughly equal.
Further insights into the quality of the forecasting/revision process can be gained by addressing the following two questions related to its timeliness: 1) How early does the information exceed a certain level (e.g., SN R l = 0.5)? and 2) When a certain share of all the information about the variable is accumulated (e.g., ISN R l = 0.5)? The earlier the information exceeds a certain level or a certain share of information is accumulated the more timely forecasts/revisions reflect the true value.
For nominal values, the earliest vintage at which the SN R l exceeds 0.5 is l = t, except for government consumption for which it occurs one revision later at l = t + 1/4. Moreover, the half of all possible information on the growth rates in the reference year is accumulated by the vintage l = t+1/2 for all variables uniformly, i.e., in the second quarter of the succeeding year.
For real variables, our findings are more heterogeneous. For GDP and private consumption forecasts the earliest vintage at which the SN R l exceeds 0.5 is l = t−1/2, for government consumption-at l = t + 1/2, while for the remaining variables-at l = t. The half of all possible information on the growth rates in the reference year is accumulated by the vintage l = t + 1/2 for all variables except GDP and private consumption for which it accrues earlier at l = t + 1/4. Thus, the forecasts of real GDP and real private consumption appear to be most timely, whereas those for government consumption ranks the least in terms of timeliness.
Measure of entropy
The entropy estimated using equation (6) is reported in Table 3 . In addition, based on this we computed the information gain by taking the difference in entropy for two successive vintages. The purpose of this exercise is to assess the process of uncertainty reduction in forecasts/revisions with every additional vintage. Given the fact that the data typically undergo continuous revision process, this could be helpful in determining the vintage after which no further substantial reduction in uncertainty could be realized. If, for example, all the information gain occurs at the early vintages all the subsequent vintages can be ignored.
Based on the results reported in Table 3 , we conclude the following. First, the largest information gain typically occurs at vintages starting from l = t − 1/2 both for nominal and real variables. Taken together with the fact that at the earlier vintage l = t − 1 the information gain is rather small, this supports our conclusions discussed in section 4.1 concerning virtually zero informational content of the forecasts made for more than one year ahead.
Second, the pattern of reduction in uncertainty is not uniform across the variables. For GDP, private consumption, exports, and imports the maximum gain is attained for forecasts in current year and afterwards the uncertainty reduction declines gradually. This implies that for these variables the later vintages cannot be ignored. Hence, for this group of variables, the use of data released at the vintages at which the maximum gain is attained is likely to be associated with high degree of uncertainty and therefore should be exercised with great care.
For the rest of variables the maximum information gain is realized when the first official statistical publication is made (vintage l = t+1/4) except for real government consumptionat vintage l = t + 1/2, and the gains at subsequent statistical revisions are negligible. Hence for this group of variables, all the subsequent revisions are not that important.
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In this paper, the quality of German SNA real-time data was evaluated. In particular, the forecasting/revision process of the annual growth rates of GDP and its use-side (or expenditure-side) components was investigated.
To this end, three approaches were used. First, the descriptive analysis of the forecast/revision errors was carried out in order to check for possible biases and degree of informational content of the variables under inspection. Second, the integrated signal-to-noise ratio ofÖller and Teterukovsky (2007) was used to measure the overall quality of the data. Third, the entropy measure of Vasicek (1976) was used to examine the reduction in uncertainty.
We can draw the following conclusions. The earliest forecasts made for more than one year ahead are seriously flawed. The growth rate forecasts of such variables as GDP, private consumption, total investment, and investment in construction appear to be overly optimistic. That is, the earliest forecasts systematically exceed the final values published by the German statistical office. Moreover, the information content of the forecasts of all variables, except for government consumption, made at the earliest vintages l = t − 3/2 and l = t − 1, is virtually zero. Our findings cast serious doubts on the ability of forecasters to accurately reflect the future developments in the economy more than one year ahead and raise the question on whether the benefits of such forecasts surpass the corresponding costs.
Only the forecasts made for the current year (so-called nowcasts) become informative about the final value, but still their informativeness remains limited. This is reflected in the fact that the signal-to-noise ratio stays below 0.5 for all vintages up to l = t for most cases and the half of the available informational content as measured by the integrated signalto-noise ratio typically is attained at the vintage l = t + 1/2, i.e., in the second quarter of the succeeding year. In this respect, it is worth noting that the data on real GDP and real private consumption can be regarded as more reliable than the rest of the variables. The data on government consumption are the least reliable reflecting its rather low predictability due to a large discretionary component of fiscal policy.
These findings are also confirmed by the results of the entropy analysis, which suggests that the biggest information gains accrue at vintages l = t−1/2 and l = t for such variables as GDP, private consumption, exports, and imports, and at vintages l = t+1/4 and l = t+1/2-for the remaining variables. It has to be mentioned, however, that for the first group of the variable substantial information gains further accrue even after the vintage at which one observes the biggest information gain. This implies that for GDP, private consumption, exports, and imports variables subsequent revisions are important and, again, that data at the earlier vintages has to be treated with care.
All in all, our findings suggest that the quality of the German SNA use-side data is rather modest. Only nowcasts appear to have some but still limited informational content. This result also conforms with the results reported in Isiklar and Lahiri (2007) and Lahiri and Sheng (2008) for 18 developed and G-7 countries, respectively. At the same time, we would like to emphasize that the early forecasts are systematically upward biased. However, this finding appear to be a rule rather than an exception, e.g., see Ashiya (2007) , Batchelor (2007) , and Loungani (2001) for similar evidence documented for other countries. This means that the forecasts, especially the earlier ones, have to be taken with a great reservation as they seem to perform rather reassuring function. They may encourage economic agents to look more optimistically in the nearest future. Unfortunately, these overly rosy forecasts usually are not self fulfilling. 
