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ABSTRACT
Observations of strong gravitational lensing, stellar kinematics, and larger-scale tracers enable accurate measures of
the distribution of dark matter (DM) and baryons in massive early-type galaxies (ETGs). While such techniques
have been applied to galaxy-scale and cluster-scale lenses, the paucity of intermediate-mass systems with high-
quality data has precluded a uniform analysis of mass-dependent trends. With the aim of bridging this gap, we
present new observations and analyses of 10 group-scale lenses at á ñ =z 0.36, characterized by Einstein radii
q =  - 2. 5 5. 1Ein and a mean halo mass of = M M10 .200 14.0 We measure a mean concentration c200 = 5.0 ± 0.8
consistent with unmodiﬁed cold dark matter halos. By combining our data with other lens samples, we analyze the
mass structure of ETGs in 1013 M –1015 M halos using homogeneous techniques. We show that the slope of the
total density proﬁle γtot within the effective radius depends on the stellar surface density, as demonstrated
previously, but also on the halo mass. We analyze these trends using halo occupation models and resolved stellar
kinematics with the goal of testing the universality of the DM proﬁle. Whereas the central galaxies of clusters
require a shallow inner DM density proﬁle, group-scale lenses are consistent with a Navarro–Frenk–White proﬁle
or one that is slightly contracted. The largest uncertainties arise from the sample size and likely radial gradients in
stellar populations. We conclude that the net effect of baryons on the DM distribution may not be universal, but
more likely varies with halo mass due to underlying trends in star formation efﬁciency and assembly history.
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1. INTRODUCTION
The distributions of dark and baryonic matter within galaxies
of various masses is a key constraint on theories of galaxy
formation and cosmology. In the standard cold dark matter
(CDM) model, the distribution of dark matter (DM) across a
wide range of scales is now well understood from N-body
simulations (e.g., Navarro et al. 1996b; Diemand et al. 2005;
Gao et al. 2012). In realistic models of galaxy formation that
include baryonic physics, however, the distributions of stars,
gas, and DM depend on poorly understood processes such as
gas cooling (e.g., Blumenthal et al. 1986; Gnedin et al. 2004),
thermal and mechanical feedback from supernovae (Navarro
et al. 1996a; Pontzen & Governato 2012) and active galactic
nuclei (AGNs) (Martizzi et al. 2013), and dynamical heating in
mergers (e.g., El-Zant et al. 2001; Nipoti et al. 2004; Tonini
et al. 2006; Laporte & White 2014).
Detailed observations of the mass distribution therefore
contain important information on the balance of these
competing baryonic processes. Of particular interest is the
radial density proﬁle of DM on small scales, which is sensitive
to this balance and may also constrain the microphysics of the
DM particle (e.g., Spergel & Steinhardt 2000). Since the
relative importance of the various baryonic processes is
expected to vary with a galaxy’s mass and formation history,
a valuable route to progress is to examine the distributions of
dark and baryonic matter across galaxies, groups, and clusters,
thereby spanning the full range of systems where the relevant
observational techniques can be applied.
Strong gravitational lensing has emerged as a key technique
for tracing the mass distribution for this wide range of systems,
since it provides a geometric measure of the total mass within
the Einstein radius (see, e.g., Treu 2010 and Treu & Ellis 2014
for recent reviews). For the more massive systems, weak
lensing allows the total mass to be traced to larger scales. Other
observations, such as stellar kinematics on smaller scales where
the stellar contribution is usually dominant, and satellite
dynamics and X-ray emission on larger scales, enable the
mass proﬁle to be measured at several widely separated radii.
This is essential to constrain multi-component models that
separate the stellar and DM components.
The combination of strong lensing and stellar kinematics is
now well established as a probe of the density proﬁle of early-
type galaxies (ETGs; Treu & Koopmans 2002, 2004; Jiang &
Kochanek 2007; Auger et al. 2010a; van de Ven et al. 2010;
Barnabè et al. 2011, 2013; Grillo et al. 2013). Based on more
than 100 lenses discovered in the SLACS survey (Bolton et al.
2006, 2008; Shu et al. 2014), the logarithmic slope γtot (also
denoted γ′) of the total density proﬁle within the effective
radius Re, where r µ g-r ,tot tot has a mean valuegá ñ = 2.078 0.027tot and a fairly small scatter of 0.14 ±
0.02 (Auger et al. 2010a). This has been interpreted as evidence
for a “conspiracy” between DM and baryons that drives their
combination to a nearly isothermal density proﬁle (Koopmans
et al. 2006, 2009; Treu et al. 2006; Gavazzi et al. 2007). The
SLACS sample and more recent surveys (SL2S: Ruff
et al. 2011; Sonnenfeld et al. 2013a; BELLS: Bolton et al.
2012) have been used to constrain the stellar initial mass
function (IMF) of massive ETGs (Auger et al. 2010b; Treu
et al. 2010) as well as the evolution of the density proﬁle over
cosmic time (Sonnenfeld et al. 2013b, 2014). All of these
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studies pertain to galaxy-scale lenses with Einstein radii in the
range  q 1 2 ,Ein velocity dispersions σ ≈ 250 ±
40 km s−1, and halo masses M200 ; 10
13.2 M (Gavazzi
et al. 2007).
Similar techniques have been extended to giant ellipticals in
the centers of massive, relaxed clusters with M200 ; 10
15 M . In
a series of papers by Sand et al. (2002, 2004, 2008) and
Newman et al. (2009, 2011), which culminated in a study of 7
systems (Newman et al. 2013a, 2013b, hereafter N13a, N13b, or
N13 collectively), the average total density slope within Re was
found to be gá ñ =  -+1.16 0.05 .tot 0.070.05 This is much shallower
than for galaxy-scale lenses and consistent with high-resolution
dark matter only simulations, despite the presence of signiﬁcant
stellar material on these scales. As a result, after decomposing
the density proﬁle into its stellar and DM components, N13
found the inner DM density proﬁle to be shallower than the
canonical NFW slope, an intriguing result which several group
of simulators have sought to explain (Martizzi et al. 2013;
Laporte & White 2014; Schaller et al. 2014a).
Two natural questions are the origin of the wide range of
total density proﬁles seen in ETGs, and whether the shallow
DM proﬁles evident in brightest cluster galaxies (BCGs) are
also present in lower-mass systems. The main goal of the
present paper is to connect the trends observed in galaxy- and
cluster-scale lenses by considering ETGs in intermediate mass
halos of M200 ∼ 10
14 M .
Several groups have recently performed systematic searches
through wide-area imaging surveys to locate such lenses with
intermediate Einstein radii θEin ; 2 5–6″. These include
CASSOWARY (Belokurov et al. 2009; Stark et al. 2013), the
Sloan Bright Arcs Survey (Diehl et al. 2009; Kubo
et al. 2009, 2010), and the SL2S-ARCS sample (Limousin
et al. 2009; More et al. 2012). We refer to these as group-scale
lenses in reference to their Einstein radii and halo masses
(Section 3.3) that lie between galaxy- and cluster-scale lenses.
This term does not imply that galaxy-scale lenses residing in
lower-mass halos are not found in the enriched environments
typical of massive galaxies, as many studies have shown
(Keeton et al. 2000; Williams et al. 2006; Auger et al. 2007;
Fassnacht et al. 2008; Treu et al. 2009).
Follow-up studies of these group-scale lenses have focused
on their halo masses and bulk mass-to-light ratio (Thanjavur
et al. 2010; Muñoz et al. 2013), scaling relations (Foëx &
Motta 2013; Verdugo et al. 2014), and the mass–concentration
relation (MCR) (Verdugo et al. 2011; Wiesner et al. 2012;
Auger et al. 2013; Foëx et al. 2014). However, very few of
these group-scale lenses have been studied using the lensing
and stellar dynamics approach to measure the mass distribution
within Re. McKean et al. (2010) presented a detailed analysis of
one radio-selected group-scale lens. Resolved stellar kinematic
data are needed to separate the stellar and dark components, but
to date only two group-scale lenses have been studied in this
way (Spiniello et al. 2011; Deason et al. 2013).
In this paper we present new observations of a sample of 8
group-scale lenses using the DEIMOS spectrograph at the Keck
II telescope. The data allow us to the measure the radial stellar
velocity dispersion proﬁle of the brightest group galaxy (BGG)
and to estimate the halo mass based on the kinematics of the
satellite galaxies. In conjunction with strong lensing, these data
provide mass measures at several widely separated radii. We
combine the new sample with earlier data collected by
Spiniello et al. (2011) and Deason et al. (2013) to create a
sample of 10 well-studied lenses. The resulting sample ﬁlls in a
long-standing gap in the halo mass distribution of similarly
analyzed lenses, enabling us to explore trends in the mass
proﬁles of ETGs over halo masses of  M M10 1013 15– using
homogeneous techniques and data.
An outline of the paper follows. The reader interested in only
the results and not the methodology may wish to begin in
Section 7. We introduce the sample in Section 2. Sections 3–5
describe the observations and the associated constraints from
kinematics (Section 3), lensing (Section 4), and stellar
population synthesis (SPS) (Section 5). In Section 6, we
describe our procedure for inferring mass models from these
various data sets. In Section 7, we begin presenting our results
with the MCR for our group-scale lenses. In Section 8, we
move to smaller scales and examine the total density proﬁle
within Re, combining our new group sample with earlier work
on galaxy- and cluster-scale lenses to study trends over a factor
of ;60 in halo mass. In Section 9 we examine these trends
using a set of CDM-motivated halo occupation models. We
investigate trends in the DM density proﬁle within Re using
both these halo occupation models and direct mass modeling
based on our resolved stellar kinematic data. Finally, in
Section 10 we discuss the physical implications of our ﬁndings
for models of ETG formation and the effect of baryons on their
structure of their DM halos, before summarizing our key results
in Section 11.
Throughout we use a ΛCDM cosmology with Ωm = 0.3,
Ωv = 0.7, and h = 0.7. All magnitudes are expressed in the AB
system. Stellar masses are based on a Salpeter (1955) IMF over
0.1–100 M , and halo masses M200 are deﬁned relative to the
critical density. We adopt a cosmological baryon fraction
Ωb/Ωm= 0.15 where necessary (Planck Collaboration et al. 2014).
2. GROUP LENS SAMPLE
Our sample consists of 10 lenses selected to have Einstein
radii qEin in the range ≈2 5–5″, whose basic characteristics and
discovery references are listed in Table 1. For CSWA163 and
CSWA1 we incorporated data published by Deason et al.
(2013) and Spiniello et al. (2011), while our analyses of the
remaining eight lenses are based on new observations. Figure 1
compares the present sample to the galaxy- and cluster-scale
lenses that formed the basis of earlier joint analyses of strong
lensing and stellar kinematics. The group-scale lenses have
Einstein radii, stellar masses, and effective radii that bridge
these earlier samples. In Section 3.3 we show the average halo
mass of our sample is M200 = 10
14.0 M , indicative of a group
or small cluster between the halo masses of the galaxy-scale
(M200 ; 10
13.2 M ; Gavazzi et al. 2007) and cluster-scale
( = - M M10 ;200 14.6 15.3 N13a) lenses in Figure 1.
We required that our selected lenses be dominated by a
BGG, since it is critical for our dynamical analysis that this
galaxy be centrally located within the group-scale halo. Figure 2
shows that the strong lensing region is dominated by a single
deﬂector with the partial exception of CSWA141, which has a
nearby satellite that is 1 mag fainter. On larger scales, we ﬁnd
that the central group galaxies are 0.9–1.7 mag brighter than
the second-rank candidate group members.5
5 We deﬁne these as the second-brightest galaxy within 500 kpc that has a
photometric redshift in the Sloan Digital Sky Survey DR10 catalog (Ahn
et al. 2014) within 0.1 of the lens galaxy. J09413 lies outside the SDSS
footprint, so we instead use the images described in Section 3.1 and compare to
red sequence members.
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3. SPECTROSCOPIC DATA
Here we present spectroscopic observations of the BGGs and
candidate group members. Our goals are (1) to measure the
internal kinematics of the BGG through a radial velocity
dispersion proﬁle, and (2) to identify other group members
whose velocities will constrain the halo mass. We also search
for other line of sight structures that will inform our lensing
analysis in Section 4.2.
3.1. Observations and Reduction
We designed slit masks for the DEIMOS spectrograph (Faber
et al. 2003) at the Keck II telescope for the eight groups listed in
Table 2, targeting both the BGG and candidate satellites. Two
masks were designed for four of the groups, with the satellite
targets switched while the BGG slit was ﬁxed on both masks.
Three other groups were observed with a single slit mask, while
the CSWA165 BGG was observed with a long slit. The
600mm−1 grating was used in combination with the GG455 or
GG495 blocking ﬁlters and a 1″ slit. Candidate satellites were
drawn from Sloan Digital Sky Survey (SDSS) catalogs (Ahn
et al. 2014), prioritizing red sequence members, followed by
galaxies with photometric redshifts consistent with being
members, and ﬁnally other bright galaxies in the ﬁeld.
Observations of the eight groups were conducted over four
nights in 2013 in clear conditions and seeing of 0 7–0 9. Total
exposure times on the BGGs were 3–4 hr.
The data were reduced using the spec2d pipeline (Cooper
et al. 2012; Newman et al. 2013c). Since the default sky
subtraction routines are not appropriate for the extended BGGs,
we adapted them to accommodate a more generous mask of the
galaxy light. Redshifts of the satellite candidates were
measured by cross-correlating with absorption- and emission-
line templates using rvsao (Kurtz & Mink 1998) for 647
galaxies, whose velocities relative to the BGG were tabulated
as D = - +v c z z z1 .BGG BGG( ) ( )
3.2. Lens Environments
We ﬁrst use our redshift surveys to probe the large-scale
environment of the groups and determine whether there are any
line of sight structures relevant for our strong lensing analysis
(Section 4.2), recognizing that our survey may be incomplete
as it was intentionally biased toward group members. Never-
theless, structures are found in several cases. Figure 3 shows
the redshift distribution around each of the seven lenses that
were observed in multi-slit mode.6 CSWA165, CSWA107, and
CSWA141 show no sign of additional structures in the ﬁeld.
Table 1
Lens Sample
Name R.A. Decl. zL zS θEin References
CSWA107 11:47:23.30 +33:31:53.6 0.212 1.205 2 52 S13
CSWA141 08:46:47.46 +04:46:05.1 0.241 1.425 3 15 S13
CSWA164 02:32:49.87 –03:23:26.0 0.450 2.518 3 68 S13
CSWA165 01:05:19.65 +01:44:56.4 0.361 2.127 4 33 S13
CSWA6 (The Clone) 12:06:02.09 +51:42:29.5 0.433 2.00 4 36 L09, S13
CSWA7 11:37:40.06 +49:36:35.5 0.448 1.411 2 73 K09, S13
8 O’Clock Arc (EOCL) 00:22:40.91 +14:31:10.4 0.380 2.73 3 29 A07
J09413–1100 09:41:34.7 –11:00:54.3 0.385 K 4 04 Li09
CSWA163 21:58:43.67 +02:57:30.2 0.287 2.081 3 49 S13, D13
Cosmic Horseshoe (CSWA1) 11:48:33.14 +19:30:03.1 0.444 2.379 5 08 B07, D08, S11
Note. θEin is the Einstein radius as measured in Section 4.2. zL and zS are the lens and source redshifts, respectively. References: A07: Allam et al. (2007), D08: Dye
et al. (2008), L09: Lin et al. (2009), Li09: Limousin et al. (2009), K09: Kubo et al. (2009), S11: Spiniello et al. (2011), D13: Deason et al. (2013), S13: Stark
et al. (2013).
Figure 1. Characteristics of ETGs for which strong lensing and stellar
dynamics have been combined to measure the density proﬁle within ~R ,e as a
function of angular Einstein radius q .Ein The present group-scale sample
bridges the large samples of galaxy-scale lenses (SLACS, Auger et al. 2009;
SL2S, Sonnenfeld et al. 2013a, 2013b) with the massive clusters analyzed
by N13a, N13b. All qEin have been rescaled to a common =D D 0.7,ds s and
stellar masses M∗ have been homogenized to a Salpeter IMF. The top axis
shows the velocity dispersion for a singular isothermal sphere with the
indicated q .Ein
6 Since the limiting magnitude of the SDSS catalogs reaches fainter galaxies
in lower redshift systems, this ﬁgure should not be used to gauge the relative
richness of the groups.
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Figure 2. Left panels: images of the inner regions of each lens from the sources described in Section 4.1. Rulers in the bottom-left corner have a length of 3″; note that
the scale varies among images. Right panels: images generated from the best-ﬁtting analytic lens models described in Section 4.2. The solid line shows the outer
critical curve. For the case of CSWA7, the positions of the compact multiple images (green circles) are used to constrain the lens model rather than the pixel-level data;
this accounts for the lack of an arc image in its right panel.
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J09413 is likewise dominated by the lensing group, with only a
mild secondary peak that is located far from the lens (ﬁlled
histograms show galaxies within 1Mpc of the BGG). CSWA6
and CSWA7 each overlay comparably rich structures. EOCL
is the most complex system, with three redshift peaks within
4000 km s−1 of the lens. In Section 4.2 we use these results
to judge the contribution of external structures to our lens
models.
3.3. Satellite Kinematics and Halo Masses
The kinematics of the satellite galaxies of the group provide
a measure of the mass on scales extending to virial radius. The
ﬁrst step in such an analysis is to identify the group members.
We adopted an iterative cut in phase space that rejects galaxies
with s- >v v R3 ,BGG∣ ∣ ( ) where each velocity is compared to
the local velocity dispersion σ(R) appropriate to its projected
group-centric radius R. For this purpose we set the shape of the
σ(R) proﬁle using a ﬁducial NFW halo with concentration
c = 4 and isotropic orbits, while the overall velocity scale is
then set by matching the aperture velocity dispersion within the
virial radius to the measured value. Mamon et al. (2013)
advocate a similar cleaning procedure and provide useful
analytic approximations (see also Katgert et al. 2004; Biviano
et al. 2006).
Figure 4 shows the R−v plane for the eight groups with
measured satellite kinematics (seven introduced in Section 3.1
plus the Deason et al. 2013 data for CSWA163). The curves
show the 3σ threshold for selecting group members identiﬁed
with ﬁlled symbols. The effectiveness of this procedure is
demonstrated by the rejection of some galaxies that might have
been included by a simple velocity cut (in particular, several in
CSWA7 and EOCL) which are found to be spatially coherent
substructures. We then calculate the line-of-sight velocity
dispersion σ of the members using a simple standard deviation
with an uncertainty estimated from Monte Carlo simulations.
Table 3 shows that σ ranges from 319 to 655 km s−1, with a
median of 455 km s−1. Furthermore, the BGGs are consistent
with being at rest with respect to their satellites, as expected if
they are centrally located in their halos.
To estimate the halo mass, we use the scaling relation between
σ and M200 determined by Munari et al. (2013) in simulations:
7
s= +h z Mlog 13.98 2.75 log200( ) -500 km s .1( ) We com-
pared these masses with those obtained from two alternate
approaches. Deason et al. (2013) adapted the tracer mass
estimator (TME) formulated by Evans et al. (2003), which they
calibrated to N-body simulations. Zhang et al. (2011) measured
an empirical scaling relation between σ and r500 based on X-ray
measurements.8 Using the TME or Zhang et al. mass estimators
shifts the halo masses systematically by −0.05 dex and +0.08
dex, respectively. We consider 0.08 dex as a reasonable estimate
of the systematic uncertainty in the mass scale, which we add to
the random errors in σ. The ﬁnal halo masses and their
uncertainties are listed in Table 3 and span the range
M Mlog 200 = 13.7–14.5.
3.4. Stellar Kinematics of the Central Galaxy
Spatially resolved spectra of the BGGs were extracted and
analyzed to derive a radial proﬁle of the projected stellar
velocity dispersion σlos(R) following the procedures described
in N13a. Brieﬂy, extraction bins were constructed to ensure a
minimum signal-to-noise ratio of 15Å−1 in the rest frame in
the wavelength range 4150–4950Å around the G band.
Kinematics were measured using ppxf (Cappellari &
Emsellem 2004). Optimal stellar templates were constructed
from a linear combination of spectra of G and K giants with
metallicities near solar drawn from the MILES library
(Sánchez-Blázquez et al. 2006). The templates were redshifted,
convolved with a Gaussian (taking into account the instru-
mental resolution σ = 78 km s−1), and added to a polynomial
to ﬁlter the continuum, following well-established procedures.
As a typical example, Figure 5 demonstrates the high quality of
the resulting ﬁts for CSWA7. We estimate a 5% systematic
uncertainty in σ by varying the ﬁtted wavelength region, the
polynomial order, and the template library. Since the
uncertainty is highly correlated among the spatial bins, we do
not add this in quadrature to the random errors, but include a
calibration factor with a Gaussian prior in our mass models
(Section 6). Figure 6 shows the derived velocity and velocity
dispersion proﬁles. Rotational support is negligible or absent in
every case, so we ignore it in our dynamical modeling. Our
stellar velocity dispersion measurements are listed in Table 4.
4. LENS MODELS AND GALAXY SURFACE
PHOTOMETRY
We now turn to our method for analyzing the strong lensing.
After introducing the imaging data, we describe our technique
for ﬁtting the images at the pixel level using analytic models for
the mass and light distributions of the lens and source. This
allows a precise measurement of the Einstein radius. At the
same time, we obtain multicolor surface brightness proﬁles of
the BGGs, a key ingredient for our mass modeling in Section 6.
Table 2
DEIMOS Spectroscopic Observations Log
Name Dates texp Masks Redshifts P.A.
(minute) (degree)
CSWA107 2013
Nov 27–28
180 2 102 83
CSWA141 2013
Nov 27–28
210 2 93 37
CSWA164 2013
Feb 10–11,
242 0a K −74
2013 Nov 28
CSWA165 2013
Nov 27–28
196 2 78 −71
CSWA6 2013 Feb 11 180 1 60 25
CSWA7 2013 Feb 10 230 2 102 75
EOCL 2013 Nov 27 210 2 91 12
J09413 2013 Feb 10–11 240 1 62 −30
Notes. Exposure time texp refers to the total integration on the lens galaxy.
a CSWA164 was observed using a long slit.
7 We take the calibration in their Table 1 that is appropriate to galaxy tracers
in simulations with AGN feedback. Varying the tracer and feedback physics
changes the calibration by 0.08 dex.
8 Here we use their BCES bisector ﬁt to the whole sample and convert
=M M1.38 ;200 500 this conversion is exact for NFW halos with c = 5 and
depends weakly on concentration.
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4.1. Imaging Data
CSWA6, CSWA7, and EOCL have been imaged by WFPC2
onboard the Hubble Space Telescope (HST) through the F450W,
F606W, and F814W ﬁlters (program IDs 11167 and 11974, P.
I. Allam). J09413 was imaged using HST/ACS (Advanced
Camera for Surveys) through the F475W, F606W, and F814W
ﬁlters (ID 10876, P.I. Kneib). CSWA1 was observed with HST/
WFC3-UVIS through these same ﬁlters (ID 11602, P.I. Allam).
For CSWA163 we rely on gri images from the SDSS. As part of
the Keck/DEIMOS observations described in Section 3.1, we
imaged CSWA107, CSWA141, CSWA164, and CSWA165
through the B and R ﬁlters. Exposure times ranged from 4 to 12
minutes with a seeing of 0 7–1 0. Astrometric and photometric
solutions for the DEIMOS images were derived from stars in the
SDSS catalog.
4.2. Modeling the Lens Systems
We ﬁt analytic models of the mass and light distribution to the
multi-band data introduced above. By directly ﬁtting the image
pixels in several ﬁlters simultaneously, we naturally de-blend the
lens and source galaxy light. Figure 2 shows the regions around
each lens used to ﬁt the model, which roughly encompass the radii
where uncertainties in the background level have a minimal effect.
Light from the lens and source galaxies is modeled with a seven-
parameter elliptical Sérsic proﬁle. For the BGG, we let the
magnitude and Re vary among ﬁlters to allow for color gradients,
but we ﬁt a common Sérsic index n, center (x0, y0), position angle
(P.A.), and axis ratio q = b/a. For the background source, only
the magnitude is allowed to vary among ﬁlters.
The deﬂecting mass is modeled as a power law proﬁle
characterized by a slope γSL, where r µ g-r ,SL and an Einstein
radius θEin. Ellipticity is introduced into the surface density
following Schramm (1990, see also Keeton 2001). The P.A.,
axis ratio, and center of the mass distribution are generally not
tied to those of the light. The exceptions are the naked-cusp
conﬁgurations (CSWA107, CSWA7, J09413) and CSWA141
(see Appendix A) for which we found that the center and
ellipticity cannot both be constrained. In these cases, we ﬁxed
the center of mass to that of the BGG. External shear with
amplitude Γ and orientation θΓ is also incorporated in the lens
models where the data quality and image conﬁguration can
provide sufﬁciently useful constraints; this is the case except
for CSWA107, CSWA141, and CSWA163.
In addition to the main deﬂector, we model the deﬂection
from satellite galaxies in CSWA165, CSWA107, CSWA141,
and CSWA6 where the perturbing galaxies are clearly visible in
Figure 2. The satellite galaxy light was again modeled with a
Sérsic proﬁle, while the mass was treated as a singular
isothermal ellipsoid (SIE) whose center, axis ratio, and P.A.
were ﬁxed to those of the light. This leaves a single free
parameter, σ. We place a Gaussian prior on σ using the Faber &
Jackson (1976) relation, as measured by Bernardi et al. (2003).
Similar procedures are commonly used in cluster lens modeling
(see N13a and references therein).
We deﬁne the Einstein radius θEin such that k q = 1,tot Ein( )
where ktot is the azimuthally averaged mean convergence
proﬁle. We then deﬁne kgroup as the convergence within θEin
associated with the main deﬂector, i.e., the BGG and group-
scale halo. This differs slightly from unity for the four lenses
with perturbing satellites included in the model. kgroup then
serves as input to the mass models in Section 6.9 We describe
Figure 3. Redshift distribution in the vicinity of each lens derived from our spectroscopic survey. All galaxies in the DEIMOS ﬁeld of view are plotted. Dark colored
histograms show the subset within R < 1 Mpc of the BGG, while the light blue histograms show the subset of these that are also identiﬁed as group members by the
R−v criterion shown in Figure 4.
9 Although the mass models in Section 6 subdivide the main deﬂector into its
stars and DM halo, the θEin derived from lensing using single power-law
models is still valid, since θEin is known to be nearly independent of the mass
proﬁle (e.g., Rusin et al. 2003, and tests in Section 4.2).
6
The Astrophysical Journal, 814:26 (28pp), 2015 November 20 Newman, Ellis, & Treu
Figure 4. Distribution of galaxy velocities relative to each BGG, = - +v c z z z1 ,BGG BGG( ) ( ) as a function of projected separation. Dashed curves show the region
within which group members (ﬁlled circles) are selected using the iterative procedure described in Section 3.3. These members are used to calculate the satellite
velocity dispersion σ, which in turn is used to estimate the halo mass M200.
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our treatment of external convergence κext along with our mass
modeling procedure in Section 6.1.
To ﬁt the lens models, the parameter space is explored using
MultiNest (Feroz et al. 2009), a Markov Chain Monte Carlo
engine. For a given set of parameters, we generate galaxy images
in the lens plane and ray-trace the source galaxy through the
mass distribution. Images are generated for each observed ﬁlter
and are convolved by the relevant point-spread function (PSF).
These model images are compared to the data to compute a
likelihood cµ -L exp .1
2
2( ) Figure 2 shows that the best-ﬁtting
models provide acceptable ﬁts. Although simple analytic models
cannot be expected to trace the detailed source structure in all
cases (e.g., CSWA1), they are adequate for measuring θEin.
Because its multiple images are virtually unresolved, CSWA7
was analyzed using a different technique that incorporates only
the astrometric positions of these images (see Appendix A).
With high-quality imaging data, the formal statistical errors on
the mass model are very small; systematic differences are much
more important. To assess these, we ﬁrst modeled the lenses using
a non-singular isothermal ellipsoid (NIE; Kormann et al. 1994).
We also tested models excluding external shear. Finally, we ﬁt
both NIE and power law models using the glaﬁc code
(Oguri 2010) and the positions of conjugate images as constraints,
rather than the pixel-level data. By comparing these different
methods, we ﬁnd thatkgroup varies by less than about 0.05, which
we take as a ﬁducial uncertainty. Higher uncertainties adopted in
a few cases are discussed in Appendix A, where circumstances
that are particular to individual systems are reviewed and
comparisons are made to models in previous publications.
The resulting lens model parameters are listed in Table 5.
We generally ﬁnd good alignment between mass and light: (1)
spatial offsets are <0 1 for all systems except CSWA6, (2) the
axis ratios q agree on average, with a scatter of 0.1, (3) the
position angles agree, with a scatter of 16◦. These comparisons
support our assumption that the BGGs are centrally located
within the group-scale halos.
4.3. BGG Surface Photometry
As described in Section 4.1, we ﬁt Sérsic proﬁles to the BGG
surface photometry in several ﬁlters as part of the lens
modeling procedure.10 These proﬁles were then interpolated
to rest-frame B and V ﬁlters. The B ﬁlter encompasses the G
band region where the BGG kinematics were measured, while
the V ﬁlter is the reddest generally available and should better
trace the stellar mass; both are needed for our mass modeling.
For each lens, we ﬁt a linear relation to the k-correction derived
from Bruzual & Charlot (2003, BC03) simple stellar population
models as a function of the observed color, using the observed
ﬁlter pair nearest to the redshifted B or V bands. After removing
Galactic extinction following Schlaﬂy & Finkbeiner (2011), we
apply this radially dependent k-correction and shift to the rest
frame to obtain a surface brightness proﬁle in units of
Le kpc
−2. This is then ﬁt with a Sérsic model having a free
Re and total luminosity, but with n ﬁxed to the value measured
in the observed-frame ﬁts. Table 6 lists the rest-frame surface
brightness proﬁles for each BGG. Errors in the Sérsic
parameters are highly correlated. The most relevant measure
of uncertainty for our analysis is the amplitude of systematic
deviations between the observed and model surface brightness
proﬁles, which is typically <0.15 mag arcsec−2 within R < 8″.
5. STELLAR POPULATION SYNTHESIS AND RADIAL
GRADIENTS
One goal of our analysis is to compare the stellar mass
obtained from lensing and dynamics with that estimated with
SPS models. In this section we analyze spectroscopic and
photometric observations of the BGGs using SPS models to
constrain the stellar mass-to-light ratio ¡ = *M L .V VSPS
As a ﬁrst step, we estimate a central value ¡ .V ,0SPS The
DEIMOS spectrum extracted from the central 1 0 × 0 6 of
each BGG is ﬁt using the pyspecﬁt code (Newman
et al. 2014) and a suite of BC03 models based on a ﬁducial
Salpeter IMF. The models follow exponentially declining star
formation histories t-e ,t with uniform priors on <0
</log age Gyr 1, t< <7 log yr 10, and < <Z0.01 0.04,
where Z is the metallicity. The redshift and velocity
dispersion were also ﬁtted simultaneously, and a 12th order
multiplicative polynomial was used to ﬁlter the continuum.
Figure 7 shows the resulting ﬁts and the uniformity of the
BGG spectra. This leads to a narrow range of ¡V ,0SPS estimates
listed in Table 6. The uncertainties are dominated by
systematics discussed below.
A common approximation in lensing and dynamical studies of
ellipticals is that stellar mass follows the optical light proﬁle,
with a radially invariant *M L. However, Figure 8 demonstrates
that all of the BGGs in our sample show negative color gradients,
which implies that M∗/L declines with increasing radius. To
quantify this decline, we construct U, B, and V band rest-frame
Sérsic proﬁle ﬁts as described in Section 4.3. For each BGG, we
choose the rest-frame color most closely matching one of the
observed pairs, which ensures that only a small color interpola-
tion is needed for most systems (CSWA164 and CSWA165 are
exceptions). The color gradient is then ﬁtted by a linear slope
 = d d Rcolor color log over the interval 0 3 < R < 5″,
which encompasses our lensing and dynamics constraints.
Metallicity gradients are generally found to be more
signiﬁcant than age gradients in massive, old ellipticals (e.g.,
Tamura et al. 2000; Mehlert et al. 2003; Wu et al. 2005; Rawle
et al. 2010; Tortora et al. 2011; Greene et al. 2013). Therefore,
to approximate the conversion from color to *M LV gradients,
we use relations derived from BC03 simple stellar population
models with a ﬁxed age of 7 Gyr and varying metallicity:
¡ - =d d B Vlog 1.2,V ( ) ¡ - =d d U Blog 0.72,V ( ) and
Table 3
Satellite Kinematics
Name Ngal σ á ñv M Mlog 200
(km s−1) (km s−1)
CSWA107 45 552 ± 59 38 ± 91 14.18 ± 0.18
CSWA141 48 374 ± 39 45 ± 64 13.76 ± 0.17
CSWA165 26 362 ± 52 82 ± 61 13.78 ± 0.21
CSWA6 12 456 ± 101 124 ± 175 14.07 ± 0.28
CSWA7 15 384 ± 75 −115 ± 111 13.89 ± 0.25
EOCL 14 319 ± 65 3 ± 124 13.65 ± 0.26
J09413 22 655 ± 104 144 ± 118 14.45 ± 0.22
CSWA163 22 654 ± 103 −35 ± 162 14.40 ± 0.22
Note. Ngal is the number of spectroscopically identiﬁed group members. á ñv is
the mean velocity of the satellites with respect to the BGG.
10 For CSWA164, we found it necessary to perform a separate ﬁt to the BGG
light alone after masking the Einstein ring, as it is signiﬁcantly blended with the
BGG in the ground-based imaging. The Sérsic indices were also allowed to
vary between ﬁlters.
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¡ - =d d U Vlog 0.45.V ( ) (Note that with more extensive
photometry extending into the the near-infrared, we could address
this degeneracy directly in these objects.) For comparison, the
Bell et al. (2003) relation—which is based on trends in age, dust,
and metallicity found empirically from multi-band spectral
energy distribution ﬁtting of the overall galaxy population—
gives a very similar ¡ - =d d B Vlog 1.305.V ( )
The resulting gradients ¡ = *d M L d Rlog logV V( ) are
listed in Figure 8. The median is ¡ = -0.15V , with a
dispersion of only 0.03.11 In our ﬁducial mass models, we
Figure 5. Example of our resolved spectroscopy of BGGs in the case of CSWA7, showing the data (gray) and the convolved stellar template (red) used to extract the
velocity dispersions in various spatial bins indicated in the ﬁgure. These bins are symmetric about the center of the galaxy. Spectra are smoothed with a 5 Å boxcar,
normalized to a median ﬂux of unity, and offset vertically for clarity. Spectral regions with uncertain calibrations were excluded from the ﬁt and are not drawn in the
model ﬁts. Errors in σ are statistical and do not include the systematic uncertainty of 5% described in the text.
Figure 6. Stellar kinematics of the BGGs extracted in spatial bins along the spectroscopic slit. Black crosses with error bars show the measured velocity dispersions
s ,los while the red solid and dashed lines indicate the velocity proﬁles and their s1 uncertainties. Velocity proﬁles are shifted vertically so that the systemic velocity
is at +350 km s−1. The gray band shows the slos proﬁles of the ﬁtted mass models, introduced in Section 6, and enclose 68% of the posterior samples.
11 Here we have excluded CSWA164 and CSWA165, since their rest-frame
colors required a signiﬁcant extrapolation, as well as CSWA163 due to its lower
data quality, but these exclusions turn out to have a minimal effect on the
median.
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therefore place a Gaussian prior on ∇ϒV with this mean and
dispersion. The radial variation is then
¡ = ¡ 
¡
⎜ ⎟⎛⎝
⎞
⎠R
R
0. 3
, 1V V
SPS
,0
SPS
V
( ) ( )
since the mean radius in the central DEIMOS aperture is
R = 0 3. Using Equation (1), we can also compute the light-
weighted mean á¡ ñVSPS within the V-band effective radius,
which we use in Section 9.3 to test the effect on our results of
neglecting M∗/L gradients.
12
There are clearly signiﬁcant systematic uncertainties in both
the zeropoint of the ¡VSPS estimates and their trend with radius.
Concerning the former, we compared our measurements to
those derived from the SDSS griz colors using kcorrect
(Blanton & Roweis 2007), shifted to a Salpeter IMF. Since the
colors are measured in large apertures, we compare the results
to our á¡ ñ.VSPS This approach uses different data and models and
so provides a useful route to estimate uncertainties. We ﬁnd an
rms difference of 0.05 dex between the methods, which we take
as a ﬁducial random uncertainty; the systematic shift between
the methods is only 0.03 dex.
Concerning the M∗/L gradient, we have estimated a lower
limit by supposing that the color gradient is dominated by
metallicity variations: gradients in age or dust would give larger
*M L variations for a given color difference. However, the color
gradients in our sample are larger than the typical values seen in
other studies of elliptical galaxies. For example, Wu et al. (2005)
ﬁnd a mean  - = - B V 0.05 0.01,( ) compared to a mean
 - = -B V 0.13( ) for the 6 galaxies with that color plotted in
Figure 8. Similarly, Kuntschner et al. (2010) measure a typical
spectroscopic metallicity gradient of = -d Z d Rlog log 0.25
corresponding to  - = -B V 0.07( ) and ¡ = -0.08V in
the BC03 models, which are about half our inferred values. It is
not obvious why our sample would show much stronger stellar
population gradients, although it may relate to differences in the
assembly histories (e.g., properties of the cannibalized satellites)
of central galaxies in M1014 halos relative to typical “ﬁeld”
galaxies.
In our mass models, we use ¡V ,0SPS to inform broad priors on
the stellar mass-to-light ratio, and we vary the radial gradient
¡V within the range described above to test the sensitivity of
our results (Section 9.3).
6. MODELING THE MASS DISTRIBUTION OF GROUP-
SCALE LENSES
With the observational constraints in hand, we now outline
our method for inferring the mass distributions of the group-
scale lenses. The key ingredients—the Einstein radius q ,Ein the
Table 4
Velocity Dispersion Proﬁles of BGGs
Name Bin Limits (arcsec) σ (km s−1) Name Bin Limits (arcsec) σ (km s−1)
CSWA107 −3.50 −2.67 269 ± 21 CSWA6 −1.48 −0.89 331 ± 21
K −2.67 −2.07 300 ± 20 K −0.89 −0.30 309 ± 10
K −2.07 −1.48 265 ± 13 K −0.30 0.30 299 ± 8
K −1.48 −0.89 223 ± 9 K 0.30 0.89 308 ± 9
K −0.89 −0.30 257 ± 6 K 0.89 1.48 349 ± 19
K −0.30 0.30 254 ± 6 K 1.48 2.43 406 ± 42
K 0.30 0.89 247 ± 6 CSWA7 −2.07 −1.48 258 ± 23
K 0.89 1.48 261 ± 10 K −1.48 −0.89 260 ± 15
K 1.48 2.07 248 ± 15 K −0.89 −0.30 264 ± 7
K 2.07 2.67 221 ± 17 K −0.30 0.30 258 ± 6
CSWA141 −3.02 −2.07 414 ± 36 K 0.30 0.89 259 ± 8
K −2.07 −1.48 337 ± 27 K 0.89 1.48 239 ± 20
K −1.48 −0.89 258 ± 9 K 1.48 2.07 269 ± 28
K −0.89 −0.30 247 ± 8 EOCL −3.02 −2.07 302 ± 39
K −0.30 0.30 236 ± 5 K −2.07 −1.48 292 ± 33
K 0.30 0.89 252 ± 7 K −1.48 −0.89 270 ± 17
K 0.89 1.48 262 ± 11 K −0.89 −0.30 298 ± 7
K 1.48 2.07 281 ± 26 K −0.30 0.30 309 ± 8
K 2.07 3.02 363 ± 34 K 0.30 0.89 279 ± 9
CSWA164 −1.60 −0.89 288 ± 37 K 0.89 1.48 285 ± 26
K −0.89 −0.30 326 ± 17 J09413 −2.31 −1.48 291 ± 27
K −0.30 0.30 314 ± 13 K −1.48 −0.89 344 ± 17
K 0.30 0.89 303 ± 17 K −0.89 −0.30 334 ± 10
K 0.89 1.60 337 ± 45 K −0.30 0.30 351 ± 8
CSWA165 −2.19 −1.48 343 ± 32 K 0.30 0.89 333 ± 9
K −1.48 −0.89 287 ± 17 K 0.89 1.48 326 ± 16
K −0.30 0.30 281 ± 9 K 1.48 2.31 378 ± 38
K 0.30 0.89 308 ± 9 L L L L
K 0.89 1.48 326 ± 17 L L L L
Note. Velocity dispersions are measured in rectangular apertures deﬁned by the 1″ slit width and the bin limits along the slit, which are tabulated relative to the galaxy
center. Errors in σ are statistical only and do not include the estimated 5% systematic uncertainty. See Deason et al. (2013) and Spiniello et al. (2011), respectively, for
the CSWA163 and CSWA1 data.
12 For CSWA1 and CSWA163, since we do not have access to the resolved
spectra to measure ¡ ,V ,0SPS we instead used pyspecﬁt to ﬁt the SDSS griz
photometry measured in a 20 kpc aperture. In conjunction with the mean
gradient á¡ ñ,V we can then solve for the central ¡V ,0SPS that reproduces this
aperture measurement.
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velocity dispersion proﬁle s R( ) of the BGG, and the halo mass
M200 of each lens—are used to constrain two-component mass
models, consisting of a group-scale DM halo and the stellar
mass of the BGG.
The BGG is modeled using the Sérsic ﬁts presented in
Section 4.3. The stellar mass proﬁle follows the V-band light
multiplied by the radially dependent ¡VSPS given by Equa-
tion (1). The luminosity proﬁle at the wavelengths where
kinematics are measured is also required to solve the Jeans
equations, and for this we use the rest-frame B-band proﬁle
described in Section 4.3. The DM halo is modeled as a
generalized NFW (gNFW) proﬁle
r r= +b b-r r r r r1 , 2s sDM
0
3( )( ) ( ) ( )
where the asymptotic inner slope b = 1 in the case of an NFW
model.
We compute the kinematic observables using the Jeans
anisotropic modeling (JAM) routines (Cappellari 2008), which
operate quickly on oblate, axisymmetric mass distributions.
This allows us to move beyond spherically symmetric models
often used in earlier work, including N13, and to test the effects
of that assumption on our results. JAM requires that the surface
density of mass and tracers be expressed as a multi-Gaussian
expansion (MGE). For the Sérsic and gNFW proﬁles, we
therefore determined the MGE coefﬁcients as polynomial
functions of n and β, thus allowing the MGE to be quickly
constructed for a given model.13
The observed projected axis ratio q and the inclination angle
i determine the intrinsic axis ratio ¢ = -q q i icos sin2 2 of
the three-dimensional mass distribution. We take a uniform
prior < <i i0 cos cos ,min where imin is set such that ¢ >q 0.5
as motivated by the absence of massive, non-rotating ellipticals
with ﬂatter shapes (e.g., Weijmans et al. 2014). We further
assume that the DM halo follows the ellipticity and orientation
of the stellar ellipsoids. This is motived by the observed close
Table 5
Strong Lensing Constraints
Name θEin k qgroup Ein( ) γSL qmass PAmass (Δ R.A., Δ Decl.) Γext θΓ
CSWA107 2 52 0.96 ± 0.10 1.18 0.73 −89.6 K K K
CSWA141 3 15 0.91 ± 0.05 1.23 (ﬁxed to BGG) K K K
CSWA164 3 68 1 ± 0.05 1.51 0.88 −18.5 (0 01, 0 00) 0.022 80.8
CSWA165 4 33 0.97 ± 0.05 1.73 0.77 −72.3 (0 02, 0 01) 0.056 −66.6
CSWA6 4 36 0.79 ± 0.10 1.79 0.86 −60.2 (−0 27, 0 30) 0.012 −46.4
CSWA7 2 73 1 ± 0.05 1.85 0.67 61.6 K 0.149 71.4
EOCL 3 29 1 ± 0.05 1.91 0.74 14.9 (0 01, 0 07) 0.072 10.8
J09413 4 04 1 ± 0.07 1.59 0.54 −14.2 K 0.087 57.0
CSWA163 3 49 1 ± 0.05 1.74 0.71 87.9 (0 02, 0 02) K K
CSWA1 5 08 1 ± 0.05 1.66 0.90 −52.9 (0 03, 0 06) 0.022 −5.7
Note. kgroup is the azimuthally averaged mean convergence of the main deﬂector measured within the Einstein radius θEin. (For a single deﬂector, this is unity by
deﬁnition, but differences arise when perturbing galaxies contribute convergence.) Offsets D DR.A., decl.( ) give the center of mass relative to that of light; where
omitted, the center of mass is ﬁxed. In models with external shear, Γext and θΓ specify its amplitude and orientation (east of north).
Table 6
Sérsic Proﬁle Fits to BGGs and Mass-to-light Ratios from SPS Modeling
Name q P.A. n Re,B LB Re, V LV ¡V ,0SPS á¡ ñVSPS
(degree) (kpc) (1011Le) (kpc) (10
11Le) Me/Le Me/Le
CSWA107 0.60 87.6 4.01 31.6 2.46 25.8 2.40 5.1 3.7
CSWA141 0.79 54.3 5.84 56.0 3.31 40.3 2.90 5.1 3.7
CSWA164 0.89 −26.9 3.15 13.4 2.50 10.8 2.39 3.2 3.0
CSWA165 0.78 −74.6 6.10 42.1 3.32 29.6 3.29 4.9 3.8
CSWA6 0.85 −86.1 6.51 36.8 3.67 30.0 3.66 4.6 3.7
CSWA7 0.65 63.8 6.07 29.9 2.49 24.2 2.47 4.5 3.7
EOCL 0.74 10.3 5.76 31.3 2.74 25.7 2.79 4.7 3.8
J09413 0.68 −6.5 6.89 53.4 4.00 46.1 4.60 5.2 4.0
CSWA163a 0.81 −84.3 4† 21.3 2.00 17.6 2.04 4.7 3.8
CSWA1 0.90 −15.3 5.79 26.7 3.14 20.9 3.35 3.9 3.3
Notes. B and V refer to the rest frame. Radii are circularized. ¡V ,0SPS speciﬁes *M LV measured within the central spectroscopic aperture (  ´ 1. 0 0. 6) based on SPS
models and a Salpeter (1955) IMF. The light-weighted mean *M LV within the V-band effective radius is á¡ ñ.VSPS See Sections 4.3 and 5 for a discussion of the
uncertainties.
a The Sérsic index was ﬁxed for CSWA163 due to the poorer quality of the SDSS imaging.
13 For the gNFW proﬁle, 18 Gaussian components were ﬁt to ρ(r/rs) for many
values of β. The amplitudes of these components were then ﬁt by 12th order
polynomials in β while the widths σi of the components were kept ﬁxed. Over
the range < <- r r10 10s2 and 0 < β < 2 relevant for this study (the smallest
scales probed by the kinematic data are ~R r1.5 kpc 100s ), this
parameterization accurately describes the enclosed mass M(r) with an rms
error of 0.1% and a maximum error of 1.8%, which is smaller than the
uncertainties in σ2. For the Sérsic proﬁle, we ﬁt 16 Gaussian components to the
surface density S R Re( ) for many values of n, and then ﬁt the amplitudes of
the components with 4th degree polynomials in n. The result accurately
describes S R Re( ) over the range < <- R R10 5e2 and < <n3 7 relevant
for this paper with an rms error of 0.3% and a maximum error of 0.9%.
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correspondence between the projected axis ratio and position
angle of mass and light in our lens models (Section 4.2).
Two free parameters other than inclination describe the
stellar mass distribution. The ﬁrst is an overall scaling
a = ¡ ¡ 3V VSPS SPS ( )
of the stellar mass relative to the SPS estimate, which is called
the IMF mismatch parameter (e.g., Treu et al. 2010). As in
previous work, this parameterization allows us to constrain
systematic offsets in the stellar mass scale of the SPS models,
which are premised on a Salpeter IMF. The second parameter is
the anisotropy bz of the velocity dispersion tensor in the
meridional plane, for which we take a Gaussian prior N (0.1,
0.2) based on the sample of “slow rotator” ETGs considered in
Cappellari et al. (2007).
In addition to the asymptotic inner density slope β, two
scales are needed to describe the gNFW DM halo. Although
the density proﬁle is most easily written in terms of ρ0 and rs,
for comparison with simulations it is more useful to adopt the
parameters M200 and c−2. Although the DM halo is ellipsoidal
in our models, we deﬁne M200 in terms of a spherical
overdensity, i.e., the mass within the sphere of radius r200 that
has a mean density equal to 200 times the critical density. The
concentration =- -c r r2 200 2 is deﬁned in terms of the radiusb= --r r2 s2 ( ) at which the local logarithmic density slope is
−2, which is identical to the scale radius rs for NFW models. In
order to properly compare with r200, we also use spherical
measures of rs and r−2.
14
For a given set of model parameters, we use JAM to
construct the line-of-sight second velocity moment s los2 on a
grid of radii and azimuthal angles. The surface brightness I and
sI los2 are then interpolated onto a rectangular grid, smoothed by
the PSF of the spectroscopic observations, and binned in the
same rectangular apertures used for spectral extraction
(accounting for the slit width and orientation listed in Table 2).
We thus generate a set of model velocity dispersions s ,imod
which are compared with the data s :iobs
åc s s= -D
g
, 4
i
i i
i
VD
2
obs
VD
mod 2
2
( ) ( )
where Di is the uncertainty in measurement i. gVD is a
calibration factor that accounts for correlated systematic
uncertainties in the velocity dispersion measures. Based on
the tests in Section 3.4, we place a Gaussian prior N 1.0, 0.05( )
on gVD.
The mass within a cylinder of radius θEin is then computed
and normalized by the critical surface density for lensing to
obtain the model convergence k .groupmodel This is compared to the
measurements in Table 5:
c
k k k
s=
- +
k k
⎛
⎝
⎜⎜⎜
⎡⎣ ⎤⎦ ⎞
⎠
⎟⎟⎟ . 5
2
group
obs
group
model
ext
2
( )
Here kgroupobs is measured from the lens models with uncertainty
σκ, and κext is the external convergence arising form
foreground or background structures, which is described
separately below.
The model likelihood is then c cµ - + kL exp 2 .VD2 2[ ( ) ]
We incorporate the measurement of M200 from satellite
kinematics, where available (see Table 3), via a Gaussian
prior. The parameter space is explored using the MCMC engine
MultiNest. Table 7 summarizes the parameters of our model
and the priors.
6.1. External Convergence
Several lenses show signs of foreground or background
structures, either through secondary peaks in the redshift
distribution (Section 3.2) or through external shear Gext required
by the strong lens models (Section 4.2). The three systems with
the highest Gext (CSWA7, J09413, EOCL) correspondingly
show clear secondary peaks in the redshift distribution.
CSWA6, which is ﬁt with low G ,ext does have secondary
redshift peaks, but they are located far (>1Mpc) from the lens.
Reassuringly, of the three systems where the image conﬁgura-
tion or data quality precluded a reliable estimate of Gext
(CSWA107, CSWA141, CSWA163), none show a second
redshift peak. Thus, the redshift survey and strong lensing
analysis are broadly consistent indicators of the presence of
signiﬁcant external structures.
Strong lensing measures the mass within the Einstein radius,
including any contribution from external convergence k .ext To
account for this, we introduce kext as an additional parameter.
Figure 7. Spectroscopy of the centers of the 8 BGGs observed with DEIMOS,
extracted in a  ´ 1. 0 0. 6 aperture (gray) and ﬁtted with SPS models (red) to
estimate ¡V ,0SPS as described in Section 5. The spectra are highly uniform.
Regions contaminated by bright sky lines or uncertain relative ﬂux calibration
are not displayed.
14 Speciﬁcally, the sphericalized radii are deﬁned as the geometric mean of the
axes of the isodensity ellipsoid.
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For the 6 systems with a small external shear (G < 0.04ext ) or
no measurement, we place a prior on kext of N 0, 0.04( ) based
on the small ﬂuctuations expected from large-scale structure
(e.g., Takahashi et al. 2011). For the four systems with larger
Gext (CSWA7, J09413, EOCL, CSWA165), we use Gext to
inform a prior on k .ext If the external contribution is dominated
by a single halo, the relation between Gext and kext depends on
the slope of the density proﬁle, with kG =ext ext in the case of
an isothermal slope r µ -r .2 We therefore take a log-normal
prior on kext with a mean of Gext but allow a broad dispersion of
a factor of 2. An alternative approach is to estimate the
distribution of kext conditional on another lens observable, such
as Gext or the local galaxy overdensity, using cosmological
simulations. For galaxies with G 0.1,ext typical of our
sample, this method yields yields a similar or slightly smaller
dispersion in k ,ext giving conﬁdence that our prior is reasonable
(e.g., Oguri et al. 2005; Suyu et al. 2010).
6.2. Fit Quality
Our mass models are generally ﬂexible enough to ﬁt all of
the available data acceptably, as Table 8 demonstrates via c2
metrics. The main deﬁciency is that the steep rise in the
velocity dispersion proﬁles of CSWA141 and CSWA6 is not
well ﬁt (Figure 6). This might signal that our mass models are
not fully adequate in these cases. For the remainder of the
Figure 8. Color gradients in our sample of BGGs. Each panel shows the radial color variation as measured in directly in the images (blue and red diamonds) and in the
Sérsic model ﬁts (dotted lines). Other galaxies, including the lensed object, are masked. Dashed lines show a rest-frame color obtained using the radially varying
k-corrections described in the text. The slopes of the color ( = d d Rcolor color log ) and ¡V (¡ = ¡d d Rlog logV V ) gradients are given in the lower right corner
of each panel.
Table 7
Mass Model Parameters and Priors
Parameter Description Prior
BGG Stars
alog SPS IMF mismatch parameter -U 0.4, 0.4( )
¡V ¡d d Rlog logVSPS -N 0.15, 0.03( )
bz JAM anisotropy N 0.1, 0.2( )
icos inclination U i0, min( ) (Section 6)
DM Halo
β inner slope U 0, 2( )
log M200 halo mass Table 3
log c−2 concentration U(0, 1.3)
Other
κext external convergence See Section 6.1
gVD σ calibration N(1.0, 0.05)
Note. U(a, b) denotes a uniform prior over the interval a b, ,[ ] and m sN ,( )
denotes a Gaussian prior with mean μ and dispersion σ. A Gaussian prior is
placed on logM200 based on the measurement from satellite kinematics in
Table 3; for the two groups that lack such a measurement, we take
U 13.5, 14.5 .( )
Table 8
Mass Model Fit Quality
Name c NVD2 VD ck2 cM2 200
CSWA107 25.76/10 0.00 1.11
CSWA141 17.07/9 0.85 1.06
CSWA164 3.05/5 0.47 K
CSWA165 7.61/5 0.05 0.08
CSWA6 5.48/6 0.04 0.05
CSWA7 2.73/7 1.86 1.05
EOCL 6.85/7 0.18 0.64
J09413 5.98/7 2.06 0.47
CSWA163 0.92/3 1.46 0.01
CSWA1 2.83/7 0.86 K
Note. c2 metrics are shown for the maximum a posteriori probability model
found using our ﬁducial modeling procedure. NVD is the number of bins in the
s R( ) proﬁle.
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paper, we bear this in mind when interpreting our results and
pay attention to the inﬂuence of these two systems.
6.3. Consistency between Mass Models and Lensing
We have chosen to include only qEin as a lensing-based
constraint in our mass models. However, strong lensing carries
more information about the mass distribution. In particular, the
radial magniﬁcation can constrain the logarithmic slope of the
density proﬁle gSL (see Table 5). This slope is affected by the
well-known mass-sheet degeneracy and is therefore less robust
than the mass within q .Ein Nevertheless, it is interesting to test
whether our mass models are consistent with the available
strong lensing data in a broader sense. With this aim we
compared g ,SL which was derived solely from the strong
lensing data (Table 5), to the total density slope g qLD, Ein of the
mass models introduced in this section, which are ﬁt to the
stellar kinematics and q .Ein Since strong lensing is sensitive to
the mass proﬁle over the radial range where multiple images
are formed, we measure g qLD, Ein locally around q=R .Ein
CSWA7 was excluded from this comparison since the pixel-
level data were not used in its strong lensing ﬁt (see Section 6).
The mean density slopes recovered from the two methods
agree very well: gá ñ = 1.59 0.08SL and gá ñ=qLD, Ein1.57 0.05. On an object-by-object basis, the scatter between
the two methods is s =g 0.28. Accounting for the statistical
errors in g qLD, Ein estimated from the Markov chains, statistical
agreement between the methods would require errors of 0.2
in g .SL Although it is difﬁcult to independently evaluate the
uncertainties in g ,SL which are dominated by systematics, we
note that the value of gSL derived for CSWA1 in a detailed
study by Dye et al. (2008) is 0.30 higher than ours, possibly
due to differences in the source model and the subtraction of
the lens galaxy and background. This comparison demonstrates
that the mass models developed in this section have density
slopes consistent with the strong lensing data for reasonable
estimates of the uncertainties in both methods.
The largest outlier in this comparison is CSWA107, with
g = q 1.83 0.19LD, Ein but g = 1.18.SL Since a shallow
projected density proﬁle is preferred to produce the naked
cusp conﬁguration, the disagreement in this system may reﬂect
a degeneracy with the ellipticity, external shear, or the effect of
the mass-sheet degeneracy. The good agreement between gSL
and g qLD, Ein on average, however, shows that the mass-sheet
degeneracy is generally not a limiting factor on these scales.
7. THE MASS–CONCENTRATION RELATION AT THE
GROUP SCALE
The various data sets assembled in this paper constrain the
group mass distribution on multiple scales. In this section, we
consider the large-scale mass distribution as quantiﬁed by the
halo MCR and compare it to theoretical relations obtained from
CDM simulations. Here we consider only the eight lenses in
our sample for which we have measured the halo mass M200
from satellite dynamics (Section 3.3). Since theoretical studies
of the MCR are usually premised on an NFW DM proﬁle, our
results in this section only are derived using mass models that
assume NFW halos (i.e., b = 1 and =-c c2 200). Furthermore,
because the MCR evolves with redshift, we evolve all
measured concentrations—including those drawn from the
literature—to the mean redshift =z 0.360 of our sample using
the Duffy et al. (2008) scaling µ + -c z1 .200 0.47( )
The left panel of Figure 9 shows our constraints on the halo
mass and concentration of each lens. Lines of constant qEin are
overlaid. As expected, the covariance between M200 and c200
follows the slope of these lines, since qEin is more precisely
measured than M200. Constraints are broad for individual
lenses, primarily due to the uncertainties in the satellites’
velocity dispersions and hence M200. Therefore, we combine
results from the eight groups using a hierarchical Bayesian
method that allows us to infer the mean á ñMlog ,200 the mean
concentration á ¢ ñclog 200 at = M M10 ,200 14 and the intrinsic
scatter in both distributions. The mathematical details of this
framework are given in Appendix B.
The resulting constraints are á ñ = Mlog 14.0 0.1200 and
á ¢ ñ = clog 0.70 0.07200 (thick black ellipse in the left panel of
Figure 9). This mean concentration is entirely consistent with
the theoretical expectation for unmodiﬁed NFW halos derived
by Dutton & Macciò (2014), who predict a mean
=clog 0.67200 at =Mlog 14200 and z = 0.36. This
concentration is slightly higher than some earlier theoretical
MCRs, which Dutton & Macciò (2014) attribute to their use of
the Planck Collaboration et al. (2014) cosmological parameters.
To illustrate the difference from a theoretical MCR based on
the WMAP5 cosmology, Duffy et al. (2008) found
=clog 0.56200 at the same mass and redshift when consider-
ing all halos and =clog 0.62200 when restricting to the relaxed
ones. We also ﬁnd that the intrinsic dispersion in concentra-
tions, s = ¢ 0.14 0.07,clog is consistent with the range
predicted in CDM simulations.
Lens selection can have an important effect on the
concentrations of a sample. The selection function of surveys
that search for strong lenses is complex, but the Einstein radius
qEin is the single most important variable (e.g., Gavazzi
et al. 2014). As Figure 9 shows, contours of constant qEin are
diagonal in the mass–concentration plane. This implies that
selecting lenses within a particular range of qEin (or with a non-
uniform weighting) will lead to biases in the slope and intercept
of the MCR relative to that of the underlying halo population,
unless the selection is taken into account. We estimate this
effect using a halo occupation model. The details are
introduced in Section 9.1, but for the present purpose it is
sufﬁcient to consider ETGs residing in a cosmological
distribution of halos following the Dutton & Macciò (2014)
MCR. From such a mock sample, we weight galaxies to match
the distribution of qEin in our group lens sample and compute
the mean halo mass and offset from the MCR. We ﬁnd
á ñ =Mlog 14.0,200 in agreement with our dynamical measure-
ment, and áD ñ =clog 0.11.200 15 In other words, lenses with
q < < 2. 5 5. 1Ein follow a MCR that is somewhat offset from
that of the parent ETG population. Applying this estimated
correction to our inference for the group lenses yields
á ¢ ñ = clog 0.59 0.07200 for the mean concentration of the
underlying halo population at = M M10 ,200 14 which is shown
by the thin ellipse in Figure 9.
This correction for the Einstein radius selection has the same
magnitude as the differences among current theoretical MCRs
(0.1 dex). We conclude that, within the present uncertainties,
our group-scale lenses have a mean concentration consistent
with unmodiﬁed, cosmologically motivated halos.
15 Here we populate NFW halos with galaxies having a Salpeter IMF, but
variations to the IMF and inner DM proﬁle, described in Section 9.1, affect this
correction only at the 0.03 dex level.
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7.1. Comparison to Published Concentrations
Since the concentrations of groups and low-mass clusters are
contentious, here we brieﬂy compare our results to other
studies. We include only those that extend as low as
 M M10 ,200 14 convert published masses and concentrations
to our overdensity deﬁnition, and evolve concentrations to
=z 0.360 using the scaling described above. Since selection
effects will prove to be important, it is useful to have a model
for the relative numbers of strong lenses having different
Einstein radii. More et al. (2012) showed that the image
separation distribution (ISD) roughly follows q qµ -dP d 2.8
for image separations q q 2 Ein = 3″–30″.
Some authors studying group-scale strong lenses have found
“normal” concentrations consistent with our measurements.
Auger et al. (2013) analyzed 26 strong lenses (median
q = 4. 0Ein ) selected from the CASSOWARY catalog, the
source of many of the lenses in our group sample. They
combined qEin with an estimate of M200 for each lens based on
galaxy richness, using a scaling relation calibrated to X-ray
masses.16 The right panel of Figure 9 shows that the Auger
et al. concentration at = M M10200 14 (green star) agrees with
our value. Deason et al. (2013) analyzed CSWA163 using
similar methods to our own. As mentioned in Section 2, we
have incorporated their data into our sample, and we ﬁnd
consistent values of M200 and c200.
Other authors have claimed evidence for overconcentrated
halos at the scale of groups and low-mass clusters. In an
thorough analysis of 28 lenses discovered in the Sloan Giant
Arcs Survey (SGAS), Oguri et al. (2012) inferred a very steep
slope for the MCR, µ - c Mvir vir0.59 0.12 (c.f. µ -c Mvir vir0.1 in
CDM simulations). Oguri et al. modeled two selection effects:
the probability for a cluster to produce an arc with a length-to-
width ratio >l w 5 (i.e., the arc cross-section), and the
selection function of the SGAS among such lenses, which they
approximated as proportional to q .Ein Since these effects were
insufﬁcient to reconcile CDM-only simulations with the steep
observed slope, Oguri et al. suggested that halos are
signiﬁcantly modiﬁed on large scales by baryon cooling, even
at fairly high masses  M10 .14 We suggest that the steep
MCR found by Oguri et al. arises from the SGAS sample
selection. In particular, there are almost no lenses with
q < 5Ein (see blue points in Figure 9, right panel), even
though the number of strong lenses in the universe increases
rapidly toward smaller qEin (e.g., More et al. 2012). This
implies a rather hard cutoff in the selection function. As
Figure 9 shows, this corresponds to a diagonal cut in the mass–
concentration plane that will induce a steep slope, which
matches that of the Oguri et al. MCR almost exactly. Samples
of lenses with q > 5Ein are adequate to measure the
concentrations of massive clusters with  M M10 ,200 14.7
but one must probe smaller qEin to reach halos with “normal”
concentrations and smaller masses. Similar considerations
apply to the Wiesner et al. (2012) analysis of the Sloan Bright
Arcs Survey sample.
Foëx et al. (2014) used a stacked weak lensing analysis to
measure the mean mass and concentration of 80 strong lensing
groups in the SARCS sample having  q 2 20Ein (mean4 ). Their mean halo mass is comparable to our group sample,
but their mean concentration is signiﬁcantly higher (orange circle
in Figure 9, right panel). By stacking in bins of arc radius RA, a
proxy for q ,Ein they note a strong increase in concentration, but
not halo mass, with increasing RA (orange crosses in ﬁgure). The
concentration in their lowest bin  < < R2 3. 5A is consistent
with our measurement, suggesting that the cause of the
Figure 9. Left: halo masses and concentrations normalized to =z 0.36.0 Colored contours show the 68% credible regions for individual lenses. The thick black ellipse
shows our hierarchical inference for the mean halo mass and concentration of the group lenses and their s1 uncertainty. The thin ellipse represents our estimate of
the underlying halo population after accounting for our selection in Einstein radius. These are compared to the theoretical relations indicated in the lower caption.
Dotted black lines indicate the s1 scatter in log c200 from Dutton & Macciò (2014). Contours of qEin are derived from our halo occupation model (Section 9.1; these
are insensitive to details of the stellar distribution for q 2 .Ein ) Right: comparisons to published MCR constraints around  M10 .14 The individual Oguri et al.
(2012) lensing measurements and the Buote et al. (2007) X-ray data are binned to produce the blue and gray squares, respectively. Both the stack of the full Foëx et al.
(2014) weak lensing sample (solid red circle) and their stacks in three bins of arc radius RA (red error bars) are shown: from low to high c200,  < < R2 3. 5,A < < R3. 5 5. 5,A and  < < R5. 5 20 .A
16 Comparing the richness-based masses with our dynamical masses for the 7
systems in common, we ﬁnd agreement within the uncertainties in 5 cases. The
richness-based masses are much higher (0.8 dex) for EOCL—likely explained
by the presence of multiple structures at similar redshifts artiﬁcially boosting
the richness—and CSWA141.
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discrepancy in the full stack can be traced to the lens sample, not
a difference in the mass probes used. Although the origin of the
difference in concentration relative to our sample is not fully
clear, it is possible that higher-qEin lenses are somewhat
overrepresented in the Foex et al. stacks.17
Finally, it is interesting to compare to results from X-ray
studies. Figure 9 shows that for halo masses  M M10 ,200 14
the Buote et al. (2007) compilation agrees with both our group
sample and the Dutton & Macciò (2014) theoretical MCR. The
Buote et al. concentrations exceed the theoretical relation only
at lower masses.
In summary, we ﬁnd “normal” concentrations in M1014
halos indicating that baryons have little effect on the DM
distribution around the scale radius. This echoes some earlier
work at this mass scale, but not all. Differences in lens sample
selections are likely to explain at least some of the differences.
In Section 10 we discuss our results in the context of
hydrodynamical simulations.
8. THE TOTAL MASS DENSITY PROFILE WITHIN THE
EFFECTIVE RADIUS
Moving to smaller scales, we now consider the density
structure within the effective radius. We begin with the average
logarithmic slope gtot of the total density proﬁle within Re,
where r µ g-r .tot tot This is one of the simplest and most robust
quantities that can be inferred from a lensing and dynamics
analysis. Furthermore, since it requires only a measure of qEin
and a single aperture velocity dispersion, gtot has been
measured for large samples of galaxy-scale lenses, so it is
particularly useful for examining trends across a wide range of
ETG properties. In this section we combine our group-scale
lenses with earlier data on galaxy- and cluster-scale lenses. We
examine empirical trends in gtot within and among these
samples, which collectively span a factor of 60 in halo mass.
In Section 9 we will interpret these trends using CDM-
motivated models and focus on the more challenging goal of
separating the luminous and DM density proﬁles.
Since our mass models have separate DM and stellar
components, the total density proﬁle is not explicitly
parameterized. Instead, following Dutton & Treu (2014), we
deﬁne gtot as the mass-weighted mean density slope within Re:
òg p r r p r= - = -M r r r dd r dr
R R
M R
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where r r( ) and M(r) are the spherically averaged density and
enclosed mass proﬁles. The posterior distribution of gtot for
each lens can then be evaluated from its Markov chains.
Heuristically, the data constrain the density slope most robustly
between the Einstein radius and the velocity dispersion
aperture. Since the Einstein radius is typically ;0.5–1 Re (see
Figure 1), Re is a convenient location for deﬁning g .tot 18
To compare our group-scale lenses with other samples of
ETG lenses, we have gathered data from the following sources:
1. Galaxy-scale lenses:We select 59 lenses from the SLACS
survey with measured Re, stellar masses, and density
slopes (Auger et al. 2009, 2010a). Since Auger et al. use
single-component power law mass models, their slope g¢ is
nearly equivalent to our gtot (see Sonnenfeld et al. 2015).
The average qEin is 1. 4 (rescaled here, as throughout, to a
lensing distance ratio =D D 0.7ds s ). Although the halo
mass cannot be measured for individual SLACS lenses, a
stacked weak lensing analysis of a subset indicated a mean
á ñ=M Mlog 200 13.2 0.2 (Gavazzi et al. 2007, con-
verted to our adopted overdensity; see also Auger
et al. 2010b). Based on the distribution of qEin and our
halo occupation model, introduced below, we estimate the
scatter in M200 within this sample to be ∼0.3 dex.
2. Group-scale lenses: We use the 10 lenses analyzed in the
present paper having qEin = 2 5–5 1. As shown in
Section 7, the average halo mass is á ñ=M Mlog 20014.0 0.1 with an intrinsic scatter of 0.2 dex. The
relevant measurements for the group- and cluster-scale
lenses are listed in Table 9.
3. Cluster-scale lenses: For the central galaxies of massive
clusters, we use the 7 BCGs analyzed by Newman et al.
(2013a, 2013b). In order to compare more consistently with
the other lens samples, we remeasured the BCGs’ Re and
M∗ using a de Vaucouleurs’ proﬁle (rather than the dPIE
proﬁle used by N13) and also recomputed gtot following
Equation (6). This yields a mean gá ñ =  -+1.18 0.07 ;tot 0.070.05
Table 9
Total Density Proﬁle Slopes and Stellar Fractions of
ETG Lenses in Massive Halos
Name Re (kpc) * M Mlog gtot *f ,Salp2D
Group-scale Lenses (BGGs)
CSWA107 25.8 11.95 1.63 ± 0.19 0.16 ± 0.07
CSWA141 40.3 12.03 1.50 ± 0.11 0.09 ± 0.03
CSWA164 10.8 11.85 1.84 ± 0.13 0.30 ± 0.10
CSWA165 29.6 12.10 1.62 ± 0.10 0.15 ± 0.05
CSWA6 30.0 12.13 1.52 ± 0.12 0.16 ± 0.05
CSWA7 24.2 11.96 1.62 ± 0.15 0.18 ± 0.05
EOCL 25.7 12.03 1.68 ± 0.14 0.19 ± 0.05
J09413 46.1 12.26 1.57 ± 0.15 0.12 ± 0.03
CSWA163 17.6 11.89 1.74 ± 0.13 0.19 ± 0.03
CSWA1 20.9 12.05 1.66 ± 0.10 0.16 ± 0.02
Clusters-scale Lenses (BCGs)
A611 52.0 12.43 1.26 ± 0.04 0.06 ± 0.01
A383 44.0 12.30 1.14 ± 0.08 0.06 ± 0.01
A2667 54.0 12.15 0.96 ± 0.08 0.04 ± 0.01
MS2137 31.0 12.23 1.25 ± 0.05 0.07 ± 0.01
A963 34.0 12.32 1.27 ± 0.07 0.10 ± 0.02
A2390 28.0 12.06 1.34 ± 0.05 0.07 ± 0.01
A2537 59.0 12.48 1.02 ± 0.04 0.05 ± 0.01
Note. All stellar masses refer to a Salpeter IMF. For the BGGs, Re is measured
in rest-V band and = á¡ ñ*M LV VSPS (Table 6). The BCGs have been ﬁt with de
Vaucouleur’s proﬁles and so differ from published Re and M∗ in Newman et al.
(2013b). Random errors in *M LSPS are estimated as 0.05 dex (Section 5) for
the BGGs and 0.07 dex (N13a) for the BCGs. The random error in *f ,Salp
2D
includes both the projected mass and *M L .SPS
17 Approximately equal numbers of lenses with =  R 2 3. 5A – and=  R 3. 5 5. 5A – are present in their stacks, whereas the More et al. ISD implies
that the former should be three times more numerous.
18 While this represents a slight extrapolation for our group sample, where
q  R0.7 eEin on average, quantitative differences in the slope deﬁned over
slightly different radial ranges are small. For example, the mean gá ñtot would
change by only 0.06 if we were instead to deﬁne it within R0.7 .e
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although this deﬁnition of gtot differs formally from that
adopted in N13a, in practice the difference is quite small
(see gá ñ = 1.16tot in N13a). The BCGs have a typicalq = 11Ein and occupy halos with a mean mass ofá ñ =M Mlog 14.9200 and a scatter of 0.3 dex.
The group sample is situated at an only slightly higher mean
redshift (á ñ =z 0.36) than the SLACS (á ñ =z 0.20) and N13
(á ñ =z 0.25) samples, so evolutionary differences among the
samples are expected to be minimal.
In addition to g ,tot we measure the projected stellar fraction
within Re for each lens:
=* *f M R M R , 7e e,Salp2D 2D tot2D( ) ( ) ( )
where M Retot
2D ( ) is the projected mass within Re derived from
the lensing and dynamics model, and *M Re2D ( ) is the stellar
mass in the same aperture estimated using SPS models and a
Salpeter IMF.
Figure 10 illustrates the trends in gtot and *f ,Salp2D among the
three observational samples as a function of qEin (left panels)
and stellar surface density pS =* *M R2 e2( ) (right panels). The
ﬁrst trend clearly visible in the data is the decline in gtot and
*f ,Salp
2D with increasing qEin and M200. The mean total density
slope in the group-scale lenses is gá ñ =  1.64 0.05 0.07tot
(the second error is our estimate of the systematic uncertainty;
see Section 9.3). This is signiﬁcantly shallower than that of the
galaxy-scale lenses, gá ñ = 2.09 0.03,tot and steeper than that
of the BCGs, gá ñ =  -+1.18 0.07 .tot 0.070.05 The intrinsic scatter
within all samples is much smaller than the systematic variation
among them: s = g 0.07 0.05 (groups), 0.19 ± 0.03
(galaxies), and 0.17 ± 0.08 (clusters). As we will see, these
trends arise from a dependence of gtot and *f ,Salp2D on halo mass.
The relatively small scatter within each sample arises from the
similarly narrow ranges of halo mass that they span, while the
systematic trend among samples arises from the fact that they
occupy nearly disjoint ranges of qEin and M200.
The stellar fraction also declines sharply with increasing
Einstein radius and halo mass: á ñ =*f 0.60,Salp2D for the galaxy-
scale lenses, 0.17 for groups, and only 0.06 for clusters. To ﬁrst
Figure 10. Trends in the total density slope gtot and projected stellar mass fraction *f ,Salp2D within Re are plotted as a function of Einstein radius qEin and mean stellar
surface density pS =* *M R2 e2( ) for three ETG lens samples spanning  M M10 1013 15– in halo mass: galaxy-scale lenses drawn from the SLACS survey (blue
circles), the present group-scale sample (black squares), and the BCGs of massive clusters studied by N13 (green stars). Darker symbols show the mean of each data
set. Left panels: solid lines indicate the mean trends for the 5 halo occupation models introduced in Section 9.1, which adopt different IMFs and inner DM density
proﬁles. For comparison, the dashed “NFW only” line corresponds to an unmodiﬁed NFW halo with no stars. The top axis delineates the average star formation
efﬁciency W W*M M b m200 ( ) as a function of q ,Ein which is taken from the Salpeter+NFW halo occupation models. Right panels: in three bins of halo mass, lines
indicate the trend in the Salpeter+NFW halo occupation model along with its s1 scatter (dashed).
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order, this trend drives the decline in g :tot since the DM
distribution is more extended than the stars, gtot will be
shallower in systems with lower *f .,Salp
2D The main question is
whether the trend in gtot can be ascribed entirely to the
declining stellar fraction, or whether a non-universal IMF or
DM proﬁle is required. We return to this question in Section 9.
In addition to the broad trends in gtot and *f ,Salp2D evident from
comparing the galaxy, group, and cluster lens samples with one
another, there are also correlations within each sample. For the
galaxy-scale lenses it has been found that pS =* *M R2 ,e2( )
the mean stellar surface density within Re, is correlated with
g .tot This is natural, since galaxies with more concentrated
stellar distributions should have steeper density proﬁles.
Furthermore, the dependence on S* appears to be fundamental,
since there is no residual correlation with M∗ or Re individually
(Sonnenfeld et al. 2013b).
Our second important conclusion that we draw from
Figure 10 (right panels) is that although the central galaxies
of groups and clusters have lowerS* and shallower gtot than the
galaxy-scale lenses, they do not lie on a simple extension of the
scaling relation seen in the galaxy-scale samples. The dashed
line in the lower-right panel indicates the slope inferred from
the combined SLACS and SL2S samples by Sonnenfeld et al.
(2013b); it clearly overpredicts γtot for the group- and cluster-
scale lenses. This implies that γtot depends not only on
properties of the stellar distribution, namely Σ∗, but also
depends explicitly on properties of the DM halo.
To quantify this dependence and provide a reference for
future observational studies and numerical simulations, we ﬁt a
linear regression
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to the combined sample of galaxy, group, and cluster-scale
lenses. Here s¢gN 0,( ) represents Gaussian intrinsic scatter in
gtot after accounting for these linear dependences. A Bayesian
procedure was used to infer the linear dependences of gtot on
each parameter. To account for small redshift differences
among the samples, we take a Gaussian prior -N 0.30, 0.25( )
on g¶ ¶ztot from Sonnenfeld et al. (2014), but otherwise we use
uniform priors. Individual halo masses are unavailable for the
SLACS lenses. Therefore we introduce a parameter
á ñMlog 200,SLACS with a Gaussian prior N 13.2, 0.2 ,( ) based on
stacked weak lensing results (Gavazzi et al. 2007); an
uncertainty of 0.3 dex is assigned to the halo mass of each
SLACS lens based on our estimate of the intrinsic scatter.19 We
ﬁnd the following linear dependences for g :tot
g
g
g
g
s
= 
¶
¶ S = 
¶
¶ =- 
¶
¶ =- 
¢ = g
*
*M
M
1.79 0.06
log
0.34 0.11
log
0.06 0.12
log
0.33 0.07
0.12 0.10 9
0,tot
tot
tot
tot
200
( )
(The posterior distribution for g¶ ¶ztot is consistent with its
prior, as expected, and is omitted here.)
We recover the trend withS* seen in galaxy-scale lenses with
a consistent value of g¶ ¶ S*logtot (Sonnenfeld et al. 2013b), as
well as the lack of any additional dependence on the stellar mass
of the galaxy (i.e., g¶ ¶ *Mlogtot is consistent with zero).
However, we also ﬁnd a signiﬁcant additional dependence on
halo mass: g¶ ¶ = - Mlog 0.33 0.07tot 200 differs signiﬁ-
cantly from zero. The strength of this dependence on halo mass
is roughly equal to the previously known one on S*. Earlier
work has shown systematic variations in the density proﬁle of
ETGs (e.g., Sand et al. 2008; Humphrey & Buote 2010;
Newman et al. 2013b; Sonnenfeld et al. 2013b; Tortora
et al. 2014), but to our knowledge this is the ﬁrst measurement
of the bivariate dependence on two parameters, one connected to
the stellar distribution and the other to the DM halo. This is
signiﬁcant for the interpretation of the “bulge–halo conspiracy”
as we will discuss in Section 10.2. These ﬁndings are a further
demonstration of the non-homology of massive ETGs and show
that their internal density structure cannot be predicted from the
stellar light alone.
One caveat is that the masses and radii of massive galaxies
are sensitive to the light proﬁle and measurement technique,
especially for BCGs. To test the possible effect on our results,
we compared the S* of our BCGs to measurements by
Kravtsov et al. (2014), who took particular care to ﬁt the large-
radius light proﬁle of several BCGs including all intracluster
light. Considering their 4 galaxies in halos with
> ´ M M5 10 ,500 14 we ﬁnd possibly lower S* by ∼0.3 dex
compared to our BCGs. Shifting theS* of our BCGs downward
by this amount changes g¶ ¶ Mlogtot 200 by only+0.08. This is
comparable to the random uncertainty and demonstrates that
our basic result does not depend on the exact deﬁnition of the
masses and radii of large galaxies.
9. SEPARATING DARK MATTER AND STARS WITHIN
THE EFFECTIVE RADIUS
Although the total density proﬁle within Re can be
characterized well in individual ETG lenses (Section 8), the
ultimate goal of separating the luminous and DM proﬁles is
more challenging. This separation is well motivated because it
entails (1) the distribution of DM on sub-galactic scales, which
is sensitive to the poorly understood interplay between baryons
and DM during galaxy formation (and possibly DM particle
microphysics; see introduction), as well as (2) an absolute mass
scale for the stellar population, which is sensitive to the IMF.
Recent studies based on lensing and/or dynamics (Auger et al.
2010b; Treu et al. 2010; Spiniello et al. 2011; Cappellari
et al. 2013; Newman et al. 2013a) or the analysis of weak
surface gravity-sensitive absorption lines in the integrated
19 Likewise, for the two group-scale lenses lacking satellite kinematic data, we
use = Mlog 14.0 0.2200 based on the mean and intrinsic scatter seen in the
other 8 group-scale lenses.
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galaxy light (Conroy & van Dokkum 2012; Ferreras et al.
2013; La Barbera et al. 2013; Spiniello et al. 2014) have both
indicated that massive ETGs have a “heavier” IMF than the
Milky Way, although the genuine degree of convergence
between these techniques is debatable (Smith 2014).
We take two complementary approaches toward disentan-
gling the stellar and DM proﬁles. In Section 9.1 we construct a
simple, CDM-motivated halo occupation model that we use to
forward model the distribution of gtot and *f ,Salp2D within the ETG
population. By varying the model ingredients and comparing
with the observations presented in Section 8, we can constrain
the small-scale DM distribution and the absolute stellar mass
scale. This approach naturally encompasses the full range of
galaxy- to cluster-scale ETGs and allows us to explore the
origins of the trends discussed in Section 8. A disadvantage is
that it does not incorporate all of the data, in particular the
resolved stellar kinematics for our group-scale ETGs. In
Section 9.2 we therefore compare the results from the ﬁrst
approach with those obtained from direct mass modeling using
the full data set collected for our group-scale lens sample.
9.1. Interpreting Density Proﬁle Trends
with Halo Occupation Models
Here we introduce a set of models in which CDM-motivated
halos are populated with ETGs that have, by construction, the
same stellar masses and sizes as the ETG lens samples. Since
the galaxy sizes and relative stellar masses are known
empirically, they remained ﬁxed throughout our set of models,
whereas the inner DM proﬁle and the absolute stellar masses
(determined by the IMF) are varied. These ingredients are then
constrained by studying the effect of their variation on the
observables gtot and *f .,Salp2D
In short, we randomly sample halos from a halo mass
function (Angulo et al. 2012) at z = 0.36 and assume that they
follow a theoretical MCR. Galaxies are then assigned to the
halos based on an empirical stellar mass–halo mass relation.
Their stellar distribution is assumed to follow the de
Vaucouleurs’ proﬁle with Re sampled from the observed stellar
mass–radius relation. Dutton & Treu (2014) took a similar
approach; the main difference with the present paper is that we
consider trends over a wide range of halo masses, and we use
scaling relations that are constructed from the lens samples
themselves. Below we describe the main ingredients in more
detail:
1. Mass–concentration: We use the Dutton & Macciò
(2014) MCR at =z 0.36, the mean redshift of the group
lenses, with a scatter of 0.13 dex in clog .200
2. Stellar mass–halo mass: The stellar masses and sizes of
the model galaxies must be compatible with the lens
samples. Since the luminosity and Re of massive ellipticals
are sensitive to details of the measurement technique, we
construct a stellar mass–halo mass relation using observa-
tions of the same lens galaxies under study. In the left
panel of Figure 11 we compare this to the relation
presented in the appendix of Kravtsov et al. (2014), which
was constructed by abundance matching using the
Bernardi et al. (2013) stellar mass function. These authors
paid particular attention to the photometry of massive
galaxies. A small shift of −0.15 dex in *Mlog (after
converting to a Salpeter IMF) brings this relation into
reasonable agreement with the lens data. As emphasized
by Kravtsov et al., many popular stellar mass–halo mass
relations vastly underestimate M∗ at the high-mass end.
We adopt a scatter of 0.2 dex in M∗ at ﬁxed M200.
3. Stellar mass–radius: The right panel of Figure 11 shows
the relation deﬁned by the lens samples. Since there is
curvature in the relation at high masses, as noticed by
earlier authors (e.g., Hyde & Bernardi 2009), we ﬁt a
Figure 11. Inputs to the halo occupation model described in Section 9.1. Left: the relation between halo mass and the stellar mass of the central galaxy for three lens
samples: galaxy-scale SLACS lenses, based on the stacked weak lensing result of Gavazzi et al. (2007); the present group-scale lenses, based on satellite kinematics in
individual lenses; and the N13 clusters, based on individual weak lensing measures. Several theoretical relations are overlaid. All stellar masses have been converted to
a Salpeter IMF. The black line shows the abundance matching curve of (Kravtsov et al. 2014, Appendix A) shifted by −0.15 dex in *Mlog to better match the lens
samples; this is the relation used in our halo occupation models. Black dashed lines show the s1 scatter at ﬁxedM200. Right: the stellar mass–radius relation for lensing
ETGs. A quadratic ﬁt smoothly connects the galaxy, group, and cluster scale lenses.
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quadratic relation: =Rlog kpc 0.45e + M0.56 log 11 +
M0.26 log ,11 2( ) where = * M M M1011 11 and the scatter
in Re is 0.11 dex at ﬁxed *M .20
We vary the stellar IMF between those of Chabrier (2003)
and Salpeter (1955), as deﬁned in the Bruzual & Charlot (2003)
models, and consider three forms for the inner DM proﬁle:
unmodiﬁed NFW halos, adiabatically contracted halos follow-
ing the Gnedin et al. (2004) formulation, and cored NFW halos
with a core radius =r r0.01core 200 (see Equation (3) of
Newman et al. 2013b).
For simplicity, we assume spherical symmetry and so do not
model any orientation effects. For each mock galaxy we can
then compute q ,Ein g ,tot and *f .,Salp2D When computing mean
properties of model galaxies, we weight the galaxies by the
product of the halo mass function (since the model galaxies are
sampled uniformly in logM200) and q .Ein2 The second factor
approximately accounts for the strong lensing cross-section,
which is closely correlated with qEin (e.g., Meneghetti
et al. 2011, although this factor has no effect when considering
trends as a function of qEin as we typically do).
Lines in the lower-left panel of Figure 10 show that all models
predict shallower density proﬁles within increasing qEin or M200.
To ﬁrst order this decline in gtot is driven by the sharp decrease
in *f ,Salp
2D visible in the upper-left panel, which is common to all
of the halo occupation models. The detailed behavior of g ,tot
however, is sufﬁciently different to discriminate among these
models. Considering the galaxy-scale lenses ﬁrst, we see that the
mean gá ñtot is best reproduced by the models with a Salpeter
IMF. Both Chabrier-based models give too shallow slopes. This
is consistent with earlier studies of the SLACS sample that
assume either unmodiﬁed or contracted NFW halos (Auger et al.
2010b; Treu et al. 2010). The upper-left panel shows that the
*f ,Salp
2D data disfavor contracted halos with a Salpeter IMF, on
average, since the stellar fractions at small qEin are too low.
Figure 12 compares the scatter in gtot in the halo occupation
models to the intrinsic scatter measured in the three lens samples.
The contracted Salpeter model predicts a scatter in gtot that is too
small for the galaxy-scale lenses (although this scatter might
increase if a distribution of parameters that describe the adiabatic
contraction were included, e.g., Gnedin et al. 2011). Of the 5
halo occupation models, therefore, those having a Salpeter IMF
and unmodiﬁed or cored NFW halos best reproduce observa-
tions of the galaxy-scale lenses. This is consistent with recent
work by Dutton & Treu (2014).
Moving on to the groups, the mean gtot is consistent with
either unmodiﬁed NFW halos and a Salpeter IMF, or
contracted halos and a Chabrier IMF. This degeneracy can be
broken if we assume that the BGGs have a Salpeter-type IMF
similar to the galaxy-scale lenses, which is reasonable if IMF
variations are related to the central velocity dispersion (e.g.,
Treu et al. 2010; Cappellari et al. 2013; Posacki et al. 2015).21
In that case, we would conclude that nearly unmodiﬁed NFW
halos are favored, on average, since the slope of the contracted
model is too steep, while that of the cored model is too shallow.
Formally gá ñtot is inconsistent with the contracted Salpeter
model by s2.6 and the cored model by s4.2 . We note that the
*f ,Salp
2D data (upper-left panel) are not helpful for distinguishing
models at the group and cluster scales.
At the cluster scale, models with NFW or contracted halos
have steeper gtot than all of the observations. This is consistent
with N13, who inferred that the DM density proﬁle is shallower
than the NFW proﬁle within R ,e whereas the total density
slope gtot is very close to that of a pure NFW halo (compare the
green star and dashed line in Figure 10). Our model with a core
radius of =r r0.01core 200 ﬁts the clusters, which is unsurprising
since it was intended to approximate the N13 result. However,
we see here that the same model does not match the group-
scale lenses. This suggests that either cores are conﬁned to the
most massive halos, or at least are smaller as a fraction of r200
in the groups.
The right panels in Figure 10 show that the halo mass
dependence at ﬁxed S* seen in the data is also present in the
halo occupation models. Here we consider only the Salpeter
+NFW model to clarify the trends, and we plot results (gray
bands) in narrow intervals of halo mass that approximate those
of the lens samples. At a given halo mass there is very little
scatter in the relation betweenS* and gtot or *f ,,Salp2D which again
indicates that the range of ETG properties seen at ﬁxed S* is
driven by differences in halo mass.
The halo occupation models allow us to estimate the effect
that a strong lensing selection might have on the linear
regression in Equation (8). Although strong lensing ETGs are
representative of ETGs having a given qEin (or, nearly
equivalently for the galaxy-scale lenses, a given σ), they are
not strictly representative of ETGs of a given stellar or halo
mass. We ﬁt our ensemble of model galaxies using two
different weights: (1) uniform in Mlog ,200 and (2) weighted to
match the qEin distribution of the full observed lens sample.
Compared to the uniformly weighted case, the lens analogs
Figure 12. Intrinsic scatter in gtot for the same data sets and halo occupation
models plotted in Figure 10, with matching colors and symbols. For the halo
occupation models, we select galaxies having a qEin within ±0.15 dex of the
indicated value, which approximates the width of the qEin distribution in the
lens samples. (Note that sg is the total scatter and differs from s¢g in
Equation (9).)
20 The group-scale lenses are slightly offset from this ﬁt (Figure 11) because
they are ﬁt with free Sérsic proﬁles, whereas the earlier galaxy- and cluster-
scale lenses were ﬁt with n = 4 ﬁxed. This affects the comparison between data
and models mostly in *f ,Salp
2D (see slight offset for groups in Figure 10, upper left
panel) but has a small effect on the main focus of our analysis, g :tot using n = 6
in the halo occupation models and increasing Re to better match the group-scale
lenses shifts their gá ñtot by only 0.04.
21 If anything, the 0.06 dex higher average central dispersions of the BGGs
relative to the SLACS lenses would suggest a heavier IMF, although by
D *M Llog 0.1, which would place more tension on the adiabatically
contracted models.
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differ in g0,tot by +0.03, g¶ ¶ S*logtot by +0.07, andg¶ ¶ Mlogtot 200 by +0.03. These differences are less than
the statistical errors, demonstrating that for the range of
galaxies we consider and the quality of the available data, the
observed trends are minimally affected by the strong lensing
selection (see also Sonnenfeld et al. 2015).
9.2. Constraints on the Inner Dark Matter
Proﬁle from Resolved Stellar Kinematics
The forward modeling approach presented in Section 9.1
relies on only two observables, γtot and *f ,,Salp
2D and so does not
make full use of the data collected for our group-scale lenses,
especially the resolved σ(R) proﬁles that are typically
unavailable for galaxy-scale lenses. Here we consider the
constraints on the mass distribution of the group-scale lenses
that arise from direct mass modeling (Section 6) of the full data
set presented in Sections 3–5.
To quantify the inner DM proﬁle, we introduce a measure
analogous to γtot. Speciﬁcally, we deﬁne γDM as in Equa-
tion (6), but replace the total density and mass proﬁles ρ(r) and
M(r) by those of the DM halo. This quantity represents the
average DM density slope within Re and is better constrained
by the data than the asymptotic slope β that appears in the
gNFW parameterization (Equation (2)).
Figure 13 shows the constraints on γDM and αSPS for each
lens. The lenses with the noisiest velocity dispersion proﬁles
have broad contours, indicating a nearly complete degeneracy
between the DM proﬁle and stellar mass normalization. As the
quality of the data improve, they select preferred regions along
this covariance. Broadly, the slope of the velocity dispersion
proﬁle is determined by the relative contribution of the stars
and DM halo: the stellar mass proﬁle contributes a roughly
constant dispersion (r µ* -r ,2 s µr r0( ) for isotropic orbits)
whereas the DM halo has a shallower density proﬁle and so
contributes a rising velocity dispersion at small radii. (Radially
variable velocity anisotropy can also affect the shape of the
velocity dispersion proﬁle, and we explore this issue further
below.)
Since the decomposition between DM and stars is noisy in
individual objects, we seek to combine the sample to constrain
the mean aSPS and gDM for the ensemble of group-scale lenses.
To do so, we use the framework developed in Appendix B and
ﬁnd aá ñ = - log 0.11 0.06SPS and gá ñ = 1.35 0.09DM for
our ﬁducial mass models.22 These constraints are displayed in
Figure 14. In addition to the constraints from our ﬁducial mass
models, we also plot the systematic shifts that arise from
several modiﬁcations of our model assumptions described
further below. These are indicated by the colored symbols. The
dashed blue contours indicate the posterior distribution if
CSWA6 and CSWA141 are excluded, based on the poorer ﬁts
to their s R( ) proﬁles mentioned in Section 6.2. To place these
values in context, we select lenses with a matching qEin
distribution in our halo occupation models and compute the
mean gDM under the several models for the inner DM proﬁle
(dotted lines). We also include here a stronger adiabatic
contraction prescription following Blumenthal et al. (1986).
Even after combining data from our 10 group lenses, there
is a signiﬁcant covariance between aSPS and g .DM This
particularly true when considering the systematic shifts
that dominate the error budget. Including these, we ﬁnd
gá ñ =  -+1.35 0.09 stat. sys. .DM 0.210.08( ) ( ) Figure 14 shows
that aSPS is not robustly constrained by the group-scale lens
data alone: it is particularly sensitive to the treatment of the
radial *M L gradient (compare the red and blue stars to the
black circle) and to the inclusion of CSWA6 and CSWA141
(dashed contours).
More informative results on the inner DM proﬁle are
possible with a prior on the IMF motivated by external
observations. Several studies, including our inference for
group-scale lenses in Section 9.1 and for BCGs in Newman
et al. (2013a), favor a Salpeter or even heavier IMF in massive
ellipticals (see also references in Section 9). Therefore, we also
consider the result of imposing a mean Salpeter IMF in our
Figure 13. Credible regions for the IMF mismatch parameter aSPS and g ,DM the average DM slope within Re, for our 10 group-scale lenses. Contours enclose 68% and
95% of the posterior distribution.
22 Here aSPS is deﬁned relative to a Salpeter IMF and so is lower than a
Chabrier-based deﬁnition, as used by N13, by 0.25 dex.
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analysis: the right panel of Figure 14 shows the constraints on
gá ñDM adopting a Gaussian prior N 0.0, 0.05( ) on aá ñlog .SPS
Under this assumption, the data favor an inner DM slope
between that of an unmodiﬁed NFW halo and a mildly
contracted one (i.e., contraction following Gnedin et al. 2004).
Stronger Blumenthal et al. (1986) contraction is excluded, and
the cored NFW proﬁle preferred by the clusters
( =r r 0.01core 200 ) is disfavored. However, the signiﬁcance of
the latter conclusion is sensitive to the treatment of CSWA6
and CSWA141 (light blue line). When these systems are
omitted, the discrepancy with the cored NFW proﬁle decreases
from s4.4 to s1.9 . These results are consistent with the
conclusions drawn from our halo occupation models in
Section 9.1, although the levels of signiﬁcance differ. The
present approach is more general, since it imposes no strong
prior on halo concentrations and allows for galaxy-to-galaxy
scatter in a .SPS For this reason, we conclude that although the
group-scale lenses disfavor the shallow DM proﬁles found in
the centers of clusters, this difference is not yet deﬁnitive.
9.3. Systematic Uncertainties
Here we outline several tests designed to assess the
sensitivity of gá ñDM and aá ñlog SPS to our model assumptions.
Colored lines and symbols in Figure 14 show the inference
obtained under each modiﬁcation to the ﬁducial model
described below.
First, we switch from axisymmetric to spherical dynamical
calculations, as used in most dynamical analyses of lenses, and
adopt a prior of N 0.0, 0.2( ) on the radial anisotropy parameter
br based on the results of Cappellari et al. (2007). Assuming
that the axisymmetric models are more correct, the simplifying
assumption of sphericity tends to make the IMF normalization
slightly too light and the DM proﬁle slightly too steep, but the
effect is small (see Figure 14). Second, we considered spherical
models with ﬁxed velocity anisotropy: both radially constant
models with b s s= - = q1 0.25,r r2 2 which is intended to
approximate the systematic differences in the mean anisotropy
of massive ellipticals as derived by different authors (e.g.,
Gerhard et al. 2001; Cappellari et al. 2007), and a model with
radially varying anisotropy following the Mamon & Łokas
(2005) parameterization with =r R0.5 .a e 23 The radially vari-
able model gives results very close to the spherical isotropic
model. These tests are reassuring for N13 study of BCGs based
on spherical dynamics and constant anisotropy models.
The biggest systematic uncertainties come not from the
dynamical modeling, but from the magnitude of the *M L
gradient and the inﬂuence of CSWA6 and CSWA141. The red
star in Figure 14 show the results using our ﬁducial dynamical
model but a radially invariant ¡ ,V which we take as the mean
á¡ ñVSPS within Re listed in Table 6. Neglecting the *M L
gradient entirely has a very large effect on aá ñlog ,SPS shifting it
systematically by +0.20 dex. While this scenario is not
plausible given the clearly observed color gradients, the test
shows that the value of the gradient is important. We also
considered a model in which the ¡V prior is centered on
−0.08, which corresponds the mean gradient generally found
for large samples of ellipticals as discussed in Section 5. This
more realistic shift has a much milder effect on the resulting
constraints (see pink star in Figure 14).
Finally, although ad hoc, it is useful to consider the inﬂuence
of systems where the ﬁt quality is poorer and the mass models
may be inadequate. The exclusion of CSWA6 and CSWA141
has a signiﬁcant effect on both aá ñSPS and gá ñ,DM as described
in Section 9.2.
Systematic uncertainties have a larger effect on aSPS and gDM
than on the total density slope g .tot The modiﬁcations to our
mass models described above shift gá ñtot by only ±0.07, as
quoted in Section 8.
Figure 14. Left: constraints on the mean aá ñlog SPS and gá ñDM for our ensemble of 10 group-scale lenses. The black circle and contours correspond to the ﬁducial mass
model. Colored symbols show the systematic shifts that arise from various modiﬁcations to these model assumptions as indicated in the caption. Contours enclose the
68% and 95% credible regions. Right: marginalized constraints on the mean DM slope gá ñDM of the group lenses if a prior centered on a Salpeter IMF is adopted foraá ñlog .SPS The thick black line represents our ﬁducial mass model, while colored lines have the same meaning as the corresponding symbols in the left panel. Labels
on the top axis, as well as dotted lines in the left panel, show the gDM expected for various models of the inner DM distribution, derived by selecting lenses from our
halo occupation models (Section 9.1) matching the qEin distribution of the group lenses. We emphasize that gDM is averaged within Re and is not the same as the
asymptotic inner slope β appearing in the gNFW parameterization (Equation (2)); in particular, g ¹ 1DM for NFW halos.
23 The anisotropy parameter increases from b = 0r in the center to +0.25 at
R0.5 .e
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10. DISCUSSION
We have leveraged the discovery of large numbers of
intermediate-separation strong lenses (e.g., Limousin
et al. 2009; More et al. 2012; Stark et al. 2013) to study the
mass distribution of ETGs central to  M1014 group-scale
halos. By combining strong lensing, satellite kinematics, and
resolved stellar kinematics within the lens galaxy, we have
constrained the mass distribution on multiple scales. This is the
ﬁrst study to apply these observational methods to a sample of
group-scale lenses rather than to an individual system. It
bridges a gap between earlier well-studied samples of lenses at
the galaxy and cluster scales. Here we consider the implications
of our ﬁndings for ETG formation scenarios and the dominant
physical processes by which DM is redistributed during galaxy
formation.
10.1. Halo Concentrations at the Group Scale
On large scales, we have measured the structure of the
group-scale DM halos via the MCR (Section 7). We ﬁnd a
mean concentration that is consistent with expectations for
unmodiﬁed CDM halos, with an uncertainty comparable to the
variation among theoretical MCRs based on different cosmol-
ogies or halo selection criteria. This implies that baryons have
minimally affected the structure of their halos on these scales,
which is in good agreement with theoretical expectations but
disagrees with some earlier observations at this mass scale. On
the simulation front, Duffy et al. (2010) found that the
inclusion of baryons in group-scale halos increases their
concentration by only D =c 0.1 in their weak feedback
scenario, while for stronger feedback prescriptions the
concentrations were lower than DM-only simulations. Like-
wise, Schaller et al. (2014b) detect an increase of only
D =c 0.4200 (i.e., 9% orD clog 0.04200 dex) when baryons
are included in the EAGLE simulations.
In Section 7.1 we compared our ﬁndings with earlier
observational constraints. Our results are consistent with the
Buote et al. (2007) X-ray–based study and with Auger et al.
(2013), who studied a lens sample that overlaps ours but used
different observables. Other lensing studies, however, have
found higher concentrations at halo masses near M10 .14 These
discrepancies probably arise from different distributions of qEin
in samples selected in different ways. Samples consisting only
of lenses with q > 5Ein (e.g., Oguri et al. 2012) will
necessarily show high concentrations for  M1014 halos.
Lenses with qEin ; 2 5–5″ are much more numerous. Our
study focuses on these lenses, which may well be the dominant
lens population in  M1014 halos. Tremendous progress has
been made by several groups (see Introduction) in building up
large samples of these intermediate-separation lenses. Further
progress in using them to constrain the MCR will likely require
a more precise quantiﬁcation of the selection functions of the
surveys (e.g., Gavazzi et al. 2014).
10.2. Trends in the Total Density Proﬁle Slope and
Implications for the Bulge–Halo Conspiracy
A well-known and striking result from lensing and
dynamical studies of massive ETGs is the similarity of the
total density proﬁle to the isothermal form, r µ -r ,tot 2 which
corresponds to a ﬂat circular velocity curve (e.g., Kronawitter
et al. 2000; Gerhard et al. 2001; Treu & Koopmans 2004). The
proximity of the total density slope to the isothermal proﬁle and
its relatively small scatter have been interpreted as evidence for
a “bulge–halo conspiracy” (e.g., Koopmans et al. 2006, 2009;
Gavazzi et al. 2007), in which some interaction between the
stellar and DM components is hypothesized to drive the total
mass density toward this form, e.g., perhaps as fundamental
dynamical consequence of violent relaxation (Treu &
Koopmans 2002).
These measurements pertain to ETGs in a fairly narrow
range of halo masses (s  0.3Mlog 200 for the SLACS galaxy-
scale lenses; Section 8). By extending the same lensing and
dynamical methods to the central galaxies of larger halos, we
are able to better deﬁne the scope of the “conspiracy.” First,
ETGs are not limited to nearly isothermal proﬁles, but display a
wide range of density proﬁles within Re that spans gtot ;
1.0–2.4 (Figure 10, bottom left panel). Second, gtot depends
jointly on two parameters, namely S* and M200, that reﬂect
properties of the stellar and DM distributions separately
(Figure 10, bottom right panel, and Equation (8)). Third, the
small scatter in gtot at ﬁxed qEin can be reproduced by a range of
halo occupation models in which independent scatter is
assumed in the stellar mass–halo mass, stellar mass–radius,
and halo mass–concentration relations (Figure 12). Our models
without halo contraction explicitly have no “cross-talk”
between the baryons and DM halo, other than what is
contained in the stellar mass–halo mass relation, yet are able
to reproduce the observed small scatter in g .tot This third point
was also found in recent similar models by Dutton &
Treu (2014).
As pointed out by those authors, current cosmological,
hydrodynamical simulations cannot match both the density
slope and the star formation efﬁciency of ETGs (Duffy
et al. 2010; Johansson et al. 2012; Dubois et al. 2013; Remus
et al. 2013), which presumably reﬂects the inadequacy of
current feedback implementations. Our measurement of the
dependence of gtot on stellar structure and halo mass
(Equation (9)) can be used to test the performance of different
feedback prescriptions in halos of widely varying mass. For
instance, based on their suite of cosmological zoom-in
simulations, Remus et al. (2013) conclude the isothermal
density proﬁle is a “natural attractor” for the evolution of ETGs
and that small deviations from it are compatible with the
variation in assembly histories (e.g., number and gas content of
mergers) seen in the simulations. Their density proﬁles,
however, appear to be too homogeneous: nearly all of the
simulated ETGs have g 1.9,tot including systems as massive
as BCGs, which is unlike the broad and systematic trends
discussed in this paper. A more detailed comparison will
require a careful matching of the deﬁnition of gtot used in
simulations and observations.
10.3. The Dark Matter Density Proﬁle within the Effective
Radius: Galaxies, Groups, and Clusters
Although the slope of the total density proﬁle clearly varies
systematically with halo mass, assessing the universality of the
dark matter proﬁle on small scales is more difﬁcult. Figure 15
summarizes the current constraints on the inner DM density
proﬁle of massive ETGs derived from lensing and dynamical
observations.
The situation is most uncertain in the galaxy-scale lenses,
where the high degree of baryon dominance makes it especially
difﬁcult to extract detailed information about the DM
distribution on small scales (the “bulge–halo degeneracy”).
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Our analysis in Section 9.1 disfavored contracted models.
Similar analyses by Dutton & Treu (2014) and Auger et al.
(2010b) likewise support nearly unmodiﬁed NFW halos, with
mildly contracted ones permitted in the latter study. However,
other studies instead favor contracted halos at this mass scale.
Oguri et al. (2014) incorporate microlensing constraints to infer
a steep DM slope in galaxy-scale lenses, although the precision
of the result has been questioned (Schechter et al. 2014). Grillo
(2012) construct a composite density proﬁle based on an
ensemble of galaxy-scale lenses and, under the assumption of a
Salpeter IMF, derive a steep slope g = -+1.77 .DM 0.620.37 The
uncertainty, however, is large, and Dutton & Treu (2014)
revised this analysis to a shallower slope of -+1.40 .0.260.15
Sonnenfeld et al. (2012) analyzed a rare double Einstein ring,
allowing them to break the usual bulge–halo degeneracy and
measure a slope g = 1.7 0.2DM that is indicative of a
contracted halo, but it is unclear how representative this single
lens is of the overall population of massive ETGs. Building on
the methods of Treu & Koopmans (2004), Sonnenfeld et al.
(2014) studied an ensemble of galaxy-scale lenses in the
SLACS and SL2S surveys; although the DM slope cannot be
constrained for individual objects with unresolved stellar
kinematics, variations in the source redshift lead to variations in
R R ,eEin which allows loose constraints to be placed on the DM
slope. Their results favor NFW or even shallower DM proﬁles,
although the authors stress the large uncertainties.
Greater progress has been made in constraining the DM
proﬁle in higher-mass halos owing to the reduced dominance of
baryons in these systems and the richer observational
constraints. N13 showed that the central galaxies in massive
clusters have a DM proﬁle that is shallower than the canonical
NFW slope withinR ,e a conclusion that is further supported by
the halo occupation models presented here. Several observations
guided the N13 interpretation of this result: the similarity of
radial scale at which the DM proﬁle deviates to the effective
radius of the BCG, the remarkable similarity of the total density
proﬁle to the NFW slope on these scales, and a tentative
correlation between the inner DM proﬁle and Re when individual
objects are examined. These lines of evidence suggest that the
ﬂattening the DM proﬁle within BCGs is connected with the
assembly of stars in the galaxy. Such a connection might be
achieved dynamically through the transfer of angular momentum
from infalling satellites to the DM halo via dynamical friction
(El-Zant et al. 2001, 2004; Nipoti et al. 2004; Tonini et al. 2006;
Romano-Díaz et al. 2008; Jardel & Sellwood 2009; Johansson
et al. 2009; Del Popolo 2012). Laporte & White (2014) recently
used N-body simulations containing both DM and stars to study
how these species mix during the assembly of a BCG. They
veriﬁed that the DM proﬁle can be ﬂattened over time, provided
that the assembly of the BCG is dominated by dissipationless
stellar accretion following z 2 and that the progenitor galaxies
at z 2 are realistic.
Our new observations of group-scale lenses, located in halos
that are 10 times less massive than the N13 clusters, instead
favor unmodiﬁed NFW halos. Mildly contracted halos
following the Gnedin et al. (2004) model are also allowed at
the 1.4σ–2.6σ level, but stronger contraction prescriptions are
ruled out if the stellar mass scale is indeed close to that of a
Salpeter IMF. Cored DM halos with r rcore 200 as large as those
seen in clusters are also disfavored by our data. They are not
yet deﬁnitively ruled out: Figure 14 shows that the groups
deviate from the cored halo model by <2σ if CSWA6 and
CSWA141 (whose velocity dispersion proﬁles are less well ﬁt)
are excluded from the present sample.
10.4. Interpreting Possible Trends in the Inner
Dark Matter Density Proﬁle
These observations may support a scenario in which the DM
proﬁle is determined by the relative importance of “two
phases” of massive galaxy formation (e.g., Oser et al. 2010):
early compression of the halo is associated with dissipative,
in situ star formation fed by gas infall, while later reduction of
the central density through dynamical friction occurs as
dissipationless merging dominates the mass assembly. The
balance of these processes, given by the fraction of stars
formed in situ, is a strong function of halo mass: Behroozi et al.
(2013) ﬁnd roughly 46%, 24%, and 7% at z = 0.3 for halos that
correspond to our galaxy, group, and cluster lens samples. This
may well lead to systematic trends in the inner DM proﬁle as a
function of halo mass, with the underlying physical driver
being the variation in star formation efﬁciency *M M200 and
assembly history, or in other words, the balance of dissipational
and dissipationless formation (Lackner & Ostriker 2010).
In this picture halo contraction becomes increasingly
signiﬁcant for ETGs in lower-mass halos, where more gas
has cooled and been transformed into stars, whereas ﬂattened
DM proﬁles appear at the highest masses due to the rising
importance of dissipationless mergers. Such a trend could
explain why no single model in Figure 15 is able to ﬁt
observations from galaxy to cluster scales. It is also possible
that AGN feedback plays an increasing role in ﬂattening the
DM cusp in more massive systems (Martizzi et al. 2013). This
paper is an early step toward quantifying these trends
observationally.
Figure 15. Constraints on g ,DM the average DM density slope within Re, for
galaxy, group, and cluster-scale ETG lenses. For group and cluster lenses, gDM
is computed following Equation (6), where ρ and M now refer to the DM
proﬁle; outer error bars include our systematic error estimate added in
quadrature. We emphasize that gtot refers to the average slope within Re and
cannot be directly compared to the asymptotic inner slope β that appears in the
gNFW proﬁle (Equation (2)) and is quoted in other works (including N13b).
Results for galaxy-scale lenses are compiled as indicated in the caption. The
Grillo (2012) constraint assumes a Salpeter IMF; the other results do not
assume a particular IMF a priori. The Sonnenfeld et al. (2015) result is
converted from the gNFW inner slope to our deﬁnition of g .DM Lines follow
the halo occupation models introduced in Section 9.1.
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Although it might be supposed that the absence of shallow
DM proﬁles in at least some halos is a blow to interpretations
that invoke the particle microphysics, such as self-interactions
(e.g., Peter et al. 2013; Rocha et al. 2013), this is not
necessarily the case. Appealing to a velocity-dependent
scattering cross-section sDM does not help if sDM and v vary
inversely, as is usually presumed: we ﬁnd stronger evidence for
cores in higher mass halos, which would have lower sDM and
smaller cores. Instead, the main uncertainty is the behavior of
self-interacting DM in a realistic setting with baryons. Further
simulations are needed to test this.
Schaller et al. (2014a) recently compared the N13 cluster
observations with their EAGLE simulations. Unlike the
simulations by Martizzi et al. (2013) and Laporte & White
(2014), they found no evidence for shallow DM slopes and
suggested instead that neglecting radial trends in velocity
anisotropy could bias the observations. The volume of their
cosmological simulation was too small to contain very massive
systems analogous to the N13 clusters, so they selected 6 halos
with masses intermediate between the N13 sample and the
present group-scale lenses. Since we do ﬁnd evidence for cores
in M1014 halos, we suggest that a mismatch of halo masses
could be partially responsible. In Section 9.3 we considered a
model with radially varying anisotropy and found the results to
be very comparable to the range of constant anisotropy models
that were considered by N13. This is reassuring, although a
wider range for the anisotropy proﬁle could be considered.
Further progress can be made with future observations using
the new integral ﬁeld spectrographs appearing on large
telescopes (e.g., KCWI and MUSE), which will allow higher-
order moments of the velocity distribution to be measured at
large radii in these lenses.
10.5. Future Improvements
Larger samples of lenses with data of similar quality are
needed to conﬁrm the possible difference we ﬁnd between the
inner DM proﬁles of groups and clusters. Further progress will
also come from improved understanding of the stellar
populations. Some of our results for the group-scale lenses
are sensitive to the radial gradient in *M L. This probably plays
a lesser role in galaxy-scale lenses, which typically do not have
resolved stellar kinematic data, and also in clusters, where we
have veriﬁed that the BCGs in the N13 sample show weak
color gradients (consistent with a mean of zero) over the
relevant radial range. However, it has a surprisingly strong
effect in the BGGs. Age and metallicity gradients could be
better tested with near-infrared photometry, but it is also
possible that the IMF itself varies with radius. Testing this
requires high-quality spectroscopy at large radii, and currently
we have little data to constrain the magnitude of such a gradient
(e.g., Martín-Navarro et al. 2015). Fortunately, improved
constraints are within reach of future observational programs.
11. SUMMARY
1. We assembled a sample of 10 group-scale lenses (qEin =
2 5–5 1) with high-quality strong lensing and kinematic
data, including new Keck observations of 8 systems. This
is the largest uniformly analyzed sample constructed with
the aim of measuring the mass distribution over a wide
range of scales, from within the central galaxy to the
virial radius.
2. Measurements of the velocity dispersion of satellite
galaxies indicate a mean halo mass of á ñ=Mlog 20014.0 0.1, intermediate between earlier samples of
galaxy- and cluster-scale lenses.
3. The mean concentration of the DM halos is á ñ=c2005.0 0.8. Correcting for the expected bias arising from
our selection in Einstein radius, relative to the underlying
ETG population, yields á ñ = c 3.9 0.6200 (Section 7).
4. These concentrations are consistent with the current range
of theoretical MCRs, suggesting that baryons have a
minor effect on the structure of their halos at large radii
near the scale radius. This is consistent with hydro-
dynamical simulations (e.g., Duffy et al. 2010; Schaller
et al. 2014b); some earlier observational work, e.g., Oguri
et al. (2012), was likely affected by incomplete treatment
of how strong lenses were selected.
5. The average slope of the total density proﬁle within Re is
gá ñ =  1.64 0.05 stat. 0.07 sys.tot ( ) ( ) for our group-
scale lenses (Section 8). By combining with earlier lens
samples to examine trends over a factor of 60 in halo
mass, we show that gtot depends on both the stellar
surface densityS*, as shown in earlier lensing studies, but
also on the halo mass. This reﬂects the strong non-
homology of massive ETGs and shows that their internal
density structure cannot be derived from the stellar light
alone.
6. We built a set of simple halo occupation models based on
the *M M200– and *M Re– relations observed in our lens
compilation (Section 9.1). These reproduce earlier
ﬁndings that galaxy-scale lenses favor a Salpeter-type
normalization of the IMF (e.g., Auger et al. 2010b; Treu
et al. 2010) and that the DM proﬁle at the centers of
massive clusters is shallower than the NFW proﬁle
(Newman et al. 2013a, 2013b).
7. Observations of the group lenses alone do not robustly
resolve the covariance between *M L (and therefore the
IMF) and the inner DM proﬁle. However, if the Salpeter-
type IMF inferred for the galaxy- and cluster-scale lenses
holds for the central galaxies of groups—as might be
expected from the similarity of their central velocity
dispersions—then the group lenses favor unmodiﬁed or
weakly contracted halos. They disfavor an inner DM
density proﬁle as shallow as those found for clusters,
although this difference is not yet deﬁnitive.
8. Combining our results with earlier studies, we suggest
that the effect of baryons on the structure of their DM
halos may vary with halo mass due to underlying trends
with star formation efﬁciency and assembly history.
Clusters show evidence for a reduction in the central DM
density, which may arise from the dominant role of
dissipationless merging in the assembly of BCGs. In
group- and galaxy-scale halos, more of the gas has cooled
and been transformed into stars, leading to a greater role
for dissipation and adiabatic contraction. Larger lens
samples with high-quality data are required to test this
tentative variation in the small-scale distribution of DM.
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APPENDIX A
NOTES ON INDIVIDUAL LENS MODELS
CSWA107 has a naked-cusp conﬁguration. Not much
structure is visible in the current ground-based imaging, so
we do not include external shear in this model. As for the other
three-image lenses, we ﬁx the center of mass to the light but
allow its ellipticity and position angle to vary independently.
CSWA141 is the most ambiguous system. The bright blue
clump is clearly singly imaged, while its fainter, extended tail
may be composed of merging multiple images of a fainter part
of the source. Furthermore, a second galaxy contributes
signiﬁcantly to the lensing potential. Given the increased
uncertainties in this system, we ﬁx the center, ellipticity, and
position angle of the main deﬂector to follow the BGG light
and omit external shear. We also increase the uncertainty in k¯
to 0.1.
CSWA164 is a nearly complete Einstein ring. Our measure-
ment of q = 3. 68Ein and the low external shear G = 0.022
agree closely with measurements by Kostrzewa-Rutkowska
et al. (2014).
CSWA165 has a quad conﬁguration that constrains the lens
model well. Our q = 4. 33Ein is slightly larger than the
 -+3. 77 0.160.11 measured by Kostrzewa-Rutkowska et al. (2014),
but their analysis was based on SDSS images with poorer depth
and resolution than our DEIMOS imaging.
CSWA6 (The Clone) was discovered by Lin et al. (2009),
who modeled the deﬂector using a single SIE with
q = 3. 82,Ein smaller than our 4. 36. Jones et al. (2010),
however, analyzed HST imaging and followed a procedure
more analogous to our own, separating the contribution of the
satellite galaxies. They measure Einstein radii of   3. 0 0. 3,
  0. 5 0. 3, and   0. 3 0. 2 for their G1, G2, and G3
deﬂectors, where G1 represents the BGG and G2 and G3 are
satellites. These agree well with our measurements of 3. 2, 0. 4,
and 0. 5, respectively. Satellites in our model contribute 21% of
the mass within q ,Ein larger than for the other lenses. Owing to
the increased uncertainty in decomposing the mass compo-
nents, we increase the error in k¯ to 0.1.
CSWA7 forms multiple images of two background galaxies,
each presenting three images that are visible in the HST data.
Given the presence of the multiple sources and the compactness
of their images, we decided to use glaﬁc (Oguri 2010) to
model this lens using the positions of the six images as
constraints. This accounts for the different appearance of
CSWA7 in Figure 2. As in the other naked cusp lenses, we ﬁx
the center of mass to that of the BGG. We ﬁnd a fairly high
external shear of G = 0.149 consistent with the prominent
background structure seen in our redshift survey. The axis
ratios of the mass and light agree ( =q 0.67,mass =q 0.65light ),
suggesting that the ellipticity and shear have been successfully
separated. Kubo et al. (2009) noted that the arc spectrum shows
superposed spectra at z = 1.411 and =z 1.38, and we see the
same in our DEIMOS spectrum. By ﬁxing the redshift of the
outer brighter system to 1.411 and allowing that of the fainter
inner system to vary in our lens model, we ﬁnd a redshift of
1.38. This conﬁrms that the fainter multiply imaged system is
the galaxy seen in absorption in the spectrum of the brighter
background galaxy. Our q = 2. 73,Ein which refers to
=z 1.411,S is smaller than the 3. 7 estimated in the discovery
paper by Kubo et al., but this can likely be attributed to their
neglect of the (high) ellipticity.
EOCL (Eight O’Clock Arc) was discovered by Allam et al.
(2007), who reported a preliminary SIE-based q = 2. 91.Ein
Updated analyses with HST observations revised this to 3 32
(Dessauges-Zavadsky et al. 2011, see also Shirazi et al. 2014),
very close to our 3 29.
J09413–1100 has the most regular light distribution of the 13
group-scale lenses in the SL2S sample presented by Limousin
et al. (2009), suggestive of a relaxed system. We ﬁnd that
external shear is essential to accurately ﬁt the features seen in
the HST imaging. Reassuringly, when external shear is
incorporated into the model, the axis ratio of the mass
distribution (qmass = 0.55) closely matches that of the BGG
light at the arc radius. (The overall axis ratio of the BGG in
Table 5 is higher due to the presence of an ellipticity gradient.)
This arc is the only one in our sample that lacks a spectroscopic
redshift. We detect its continuum throughout the DEIMOS
wavelength range, but despite its blue color see no emission
lines. Based on the non-detection of [O II], we place a lower
limit z > 1.6. Using the uriz colors measured in public CFHT
imaging, we use EAZY (Brammer et al. 2008) to infer a 99%
upper limit on the photometric redshift of z < 2.45. This
reﬂects the lack of a break in the u photometry that would occur
at higher redshifts due to absorption by the intergalactic
medium. We use a ﬁducial zS = 2.0 in our analysis and note
that the lensing distance ratio D Dds s changes by only ∼±5%
over the allowed range zS = 1.6–2.45. We consider this as an
additional random error in k¯ that is added in quadrature.
CSWA163 is constrained only by SDSS imaging, which has
relatively poor quality. We therefore omit external shear from
this model. Our q = 3. 49Ein agrees closely with Deason
et al. (2013).
CSWA1 (The Cosmic Horseshoe) has the largest Einstein
radius in our sample and was studied in detail by Dye et al.
(2008). The q = 4. 97Ein obtained for their SIE model is within
2% of our 5. 08. In agreement with Dye et al., we ﬁnd a very
low contribution from external shear (G = 0.022).
APPENDIX B
HIERARCHICAL BAYESIAN INFERENCE METHOD
Here we describe the mathematical framework that we used
to analyze the MCR. In this approach, we assume that the
group lenses are drawn from a parent sample of lenses which is
characterized by independent Gaussian distributions of
logM200 and ¢ = + -c c Mlog log 0.07 log 14 .200 200 200( ) Here
we account for the slope of MCR using the theoretically
expected slope (Duffy et al. 2008), since the range of masses in
our sample is much too narrow to constrain it. With the slope of
the MCR removed, we may consider logM200 and ¢clog 200 to
be independently distributed.
Our aim is to constrain the mean and intrinsic dispersion of
this parent distribution—á ñMlog ,200 á ¢ ñclog ,200 s ,Mlog and s ¢,clog
which are known as the hyperparameters—using the posterior
distributions of each of the eight lenses (those with M200
measured from satellite dynamics) in the M c,200 200( ) plane,
after marginalizing over the other parameters. For brevity, we
denote the hyperparameters as á ñM ,á ñc ,s ,M and s ,c respec-
tively, and the set of these as ω. Their posterior distribution is
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Here Di represents the data for lens i and D the combined data
set. wN ( ) is the trial parent distribution, i.e., a bivariate
Gaussian with mean á ñ á ñM c,( ) and dispersion s s, .M c( ) The
posterior distribution P M c D,i i( ∣ ) for each lens is constructed
from its MCMC chains. Since both the prior Pr M c,i ( ) used in
the ﬁrst-level inference for each lens and the prior wPr ( ) on the
hyperparameters ω are broad and uniform, Equation (10)
amounts to a product of i integrals of the trial parent
distribution multiplied by the posterior for lens i. We sample
wP D( ∣ ) using the MCMC code emcee (Foreman-Mackey
et al. 2013).
Similar techniques have been used by, e.g., Bolton et al.
(2012), N13a, and Auger et al. (2013). In Section 9.2 we apply
the same framework to study the distributions of gDM and a .SPS
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