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Abstract
Let H 2(D2) be the Hardy space over the bidisk. For sequences of Blaschke products {ϕn(z): −∞ <
n < ∞} and {ψn(w): −∞ < n < ∞} satisfying some additional conditions, we may define a Rudin type
invariant subspaceM. We shall determine the rank of H 2(D2)M for the pair of operators T ∗z and T ∗w .
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1. Introduction
Let H 2 = H 2(D2) be the Hardy space over the bidisk D2. We denote by z, w variables in D2.
Let H 2(z) and H 2(w) be the one variable Hardy spaces with variables z and w, respectively.
Then H 2 coincides with the tensor product H 2(z)⊗H 2(w). Let Tz and Tw be the multiplication
operators on H 2 by z and w, respectively. A closed subspace M of H 2 is said to be invariant
if TzM ⊂ M and TwM ⊂ M . For an invariant subspace M , let N = H 2  M . Then T ∗z N ⊂ N
and T ∗wN ⊂ N , so N is said to be a backward shift invariant subspace of H 2. The structure of
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[4,6,9–11,17–19].
For a subset E of M , we denote by [E]T the smallest invariant subspace of H 2 containing E
for the pair of operators Tz and Tw . Then E ⊂ [E]T ⊂ M . When [E]T = M , E is said to be a
generating set of M , and if [f ]T = M , then f is called a generator of M . We denote by #E the
number of elements in E. The number infE #E, where E moves in the family of generating sets
of M , is called the rank of M and we denote it by rankT M . Similarly we may define rankT ∗N
the rank of N for the pair of operators T ∗z and T ∗w . Since rankT M and rankT ∗N are important
indices for invariant subspaces M of H 2, to study the structure of invariant subspaces we need
to know the values of these indices. But in many cases, it is difficult to determine rankT M and
rankT ∗N . In [8], the authors determined rankT Mϕ for special type of invariant subspaces Mϕ
(defined below). The purpose of this paper is to determine rankT ∗(H 2  Mϕ).
Let L2a(D) be the Bergman space overD and B be the Bergman shift. In 1996, Aleman, Richter
and Sundberg [2] gave a big progress studying invariant subspaces of L2a(D) for B. They proved
that rankBM = dim(M  BM) for every invariant subspace M of L2a(D). This result reveals the
inside structure of invariant subspaces in the Bergman space and is a fundamental theorem in the
function theory in L2a . Authors think it is significant to determine the rank of invariant subspaces
for the basic operators.
For a sequence {αn}n1 in D satisfying∑∞n=1(1 − |αn|) < ∞, the function
ϕ(z) =
∞∏
n=1
−αn
|αn|
z − αn
1 − αnz , z ∈D
is called the Blaschke product with zeros {αn}n1, where we consider −αn/|αn| = 1 if αn = 0.
Then ϕ(z) is an inner function, that is, |ϕ(z)| = 1 a.e. on ∂D (see [7] for the study of H 2(z)).
We consider that a unimodular constant is a Blaschke product. For Blaschke products ϕ(z) and
ψ(z), we write ϕ(z) ≺ ψ(z) if ψ(z)/ϕ(z) is a Blaschke product.
Let {ϕn(z)}n0 be a sequence of Blaschke products such that ϕn(z)/ϕn+1(z) is a nonconstant
Blaschke product for every n 0 and {ϕn(z)}n0 has no nonconstant common Blaschke factors.
Let
Mϕ =
∞∨
n=0
ϕn(z)w
nH 2,
where
∨∞
n=0 En denotes the closed linear span of
⋃∞
n=0 En. Then Mϕ is an invariant subspace
of H 2. This type of invariant subspaces were first studied by Rudin [13, p. 72]. He gave an
example of Mϕ satisfying rankT Mϕ = ∞. In [8], the authors determined rankT Mϕ completely.
The number of rankT Mϕ is deeply concerned with the orders of zeros of ϕn for n = 0,1,2, . . . .
See also [5,14,15] for the study of Mϕ .
Let Nϕ = H 2  Mϕ . In this paper, we shall study rankT ∗Nϕ . As we see later, determining
rankT ∗Nϕ is much easier than determining rankT Mϕ . First, we study backward shift invariant
subspaces N satisfying dimN < ∞. In this case, the structures of M and N were studied by
Ahern and Clark [1] (see also Chen and Guo’s book [4]). In Theorem 3.1, we shall determine
rankT ∗N . The ideas in this paper are in the proof of Theorem 3.1.
Let {ϕn(z)}∞ and {ψn(w)}∞ be sequences of Blaschke products satisfying thatn=−∞ n=−∞
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and
(#2) each {ϕn(z)}∞n=−∞ and {ψn(w)}∞n=−∞ has no nonconstant common Blaschke factors.
Let
M =
∞∨
n=−∞
ϕn(z)ψn−1(w)H 2.
Then M is an invariant subspace of H 2 and a generalized space of Mϕ . Let N = H 2 M. Then
N is a backward shift invariant subspace of H 2 and
N =
∞∨
n=−∞
(
H 2(z) ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w)).
In Theorem 4.1, as an application of Section 3 we shall determine rankT ∗N .
It is interesting to study the structure of invariant subspaces M of H 2 generated by some
functions of the forms ϕ(z)ψ(w) for the Blaschke products ϕ and ψ . The ideas used in this
paper may give us some light upon determining rankT M and rankT ∗N in the further study.
2. Lemmas
For an inner function ϕ(z), it is known that T ∗z ϕ(z) is a generator of H 2(z)  ϕ(z)H 2(z) for
T ∗z (see [3,12]). For a function ψ(z) ∈ H∞(z), let Tψ(z) be the Toeplitz operator on H 2(z). The
following is an immediate consequence of Proposition III.4.7 in [16].
Lemma 2.1. Let ϕ(z),ψ(z) be inner functions having no nonconstant common inner factors.
If f (z) is a generator of H 2(z)  ϕ(z)H 2(z) for T ∗z , then T ∗ψf (z) is a generator of H 2(z) 
ϕ(z)H 2(z) for T ∗z .
Lemma 2.2. Let ϕ(z),ψ(z) be inner functions and q(z) be the greatest common inner factor of
ϕ(z) and ψ(z). Put ϕ1(z) = ϕ(z)/q(z). If f (z) is a generator of H 2(z)ϕ(z)H 2(z) for T ∗z , then
T ∗ψf (z) is a generator of H 2(z) ϕ1(z)H 2(z) for T ∗z .
Proof. It is easy to see that T ∗q f is a generator of H 2(z)  ϕ1(z)H 2(z) for T ∗z . By Lemma 2.1,
T ∗ψf (z) = T ∗ψ1T ∗q f (z) is a generator of H 2(z) ϕ1(z)H 2(z) for T ∗z . 
Let fix a point (α,β) in D2. Let bα(z) and bβ(w) be simple Blaschke products with zeros α
and β respectively, i.e.,
bα(z) = −α z − α and bβ(w) = −β w − β , z,w ∈D.|α| 1 − αz |β| 1 − βw
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The following is a list of well-known facts.
Lemma 2.3. For each positive integer s, we have the following:
(i) H 2(z) bα(z)sH 2(z) =∑s−1σ=0 ⊕C · ba(z)σ T ∗z bα(z).
(ii) If f (z) is a generator of H 2(z)  bα(z)sH 2(z) for T ∗z , then f (z) 
⊥ bα(z)s−1T ∗z bα(z).
(iii) Let h(z) = bα(z)s−1T ∗z bα(z). Then PC·hT ∗z h(z) = αh(z).
Let m and s1, s2, . . . , sm, t1, t2, . . . , tm be positive integers such that
1 sm < sm−1 < · · · < s1 and 1 t1 < t2 < · · · < tm.
Put t0 = 0. Let
N =
m∨
n=1
(
H 2(z) bα(z)snH 2(z)
)⊗ (H 2(w) bβ(w)tnH 2(w)).
Then N is a finite dimensional backward shift invariant subspace of H 2. By Lemma 2.3(i), we
have the following.
Lemma 2.4.
N =
m∑
n=1
⊕
(
tn−1∑
=tn−1
⊕
(
sn−1∑
σ=0
⊕C · ba(z)σ T ∗z bα(z)bβ(w)T ∗wbβ(w)
))
.
By the above lemma, we have
dimN =
m∑
n=1
sn(tn − tn−1).
Lemma 2.5. For each 1 nm, let fn(z) and gn(w) be generators of H 2(z)  bα(z)snH 2(z)
for T ∗z and H 2(w) bβ(w)tnH 2(w) for T ∗w , respectively. Then we have the following:
(i) [f1(z)g1(w),f2(z)g2(w), . . . , fm(z)gm(w)]T ∗ = N .
(ii) rankT ∗N = m.
Proof. (i) It is not difficult to see that
[
fn(z)gn(w)
]
T ∗ =
(
H 2(z) bα(z)snH 2(z)
)⊗ (H 2(w) bβ(w)tnH 2(w))
for 1 nm. Hence we get (i).
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E =
m∑
n=1
⊕C · ba(z)sn−1T ∗z bα(z)bβ(w)tn−1T ∗wbβ(w).
By Lemmas 2.3(i) and 2.4, E ⊂ N and N  E is a backward shift invariant subspace. By
Lemma 2.3(iii), PET ∗z |E = αIE and PET ∗w|E = βIE , where IE is the identity operator on E. By
a standard argument, we have m rankT ∗N . By (i), we have rankT ∗N m, so we get (ii). 
Let ϕ(z) and ψ(w) be Blaschke products with zeros {αn}n1 and {βn}n1 satisfying αn 
= αj
and βn 
= βj for every n 
= j , respectively, and
ϕ(z) =
∞∏
n=1
bαn(z)
sn and ψ(w) =
∞∏
n=1
bβn(w)
tn .
Then one easily see the following.
Lemma 2.6.
(i) H 2(z) ϕ(z)H 2(z) =∨∞n=1(H 2(z)  bαn(z)snH 2(z)).
(ii) (H 2(z)  ϕ(z)H 2(z))⊗ (H 2(w)ψ(w)H 2(w))
=∨∞n,=1(H 2(z) bαn(z)snH 2(z))⊗ (H 2(w) bβ(w)tH 2(w)).
3. Finite dimensional backward shift invariant subspaces
Let M be an invariant subspace of H 2 of finite codimension. Let N = H 2  M . In [1], Ah-
ern and Clark studied M and N . For f ∈ H 2, we put Z(f ) = {λ ∈ D2: f (λ) = 0}. By [1],⋂
f∈M Z(f ) is a finite set. Let
⋂
f∈M
Z(f ) = {λ1, λ2, . . . , λk}, λj 
= λ (j 
= ).
For each 1  j  k, we write λj = (αj ,βj ) ∈ D2. Also by [1], there are positive integers mj ;
sj,1, sj,2, . . . , sj,mj ; tj,1, tj,2, . . . , tj,mj satisfying
1 sj,mj < sj,mj−1 < · · · < sj,1 and 1 tj,1 < tj,2 < · · · < tj,mj
such that
N =
k∑
j=1
Nj ,
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Nj =
mj∑
n=1
(
H 2(z)  bαj (z)sj,nH 2(z)
)⊗ (H 2(w) bβj (w)tj,nH 2(w)).
We note that dimN =∑kj=1 dimNj .
Theorem 3.1. Let N be a finite dimensional backward shift invariant subspace of H 2. Under the
above notations, we have rankT ∗N = max1jk mj .
Proof. Let
m0 = max
1jk
mj
and 1 j0  k. We put
ϕ(z) =
∏
j ; αj 
=αj0
bαj (z)
sj,1 and ψ(w) =
∏
j ; βj 
=βj0
bβj (w)
tj,mj .
Let j 
= j0. Since λj 
= λj0 , either αj 
= αj0 or βj 
= βj0 . If αj 
= αj0 , then bαj (z)sj,1 ≺ ϕ(z).
Since sj,n  sj,1, we have
T ∗ϕ(z)
(
H 2(z) bαj (z)sj,nH 2(z)
)= {0}, 1 nmj .
Similarly, if βj 
= βj0 then
T ∗ψ(w)
(
H 2(w) bβj (w)tj,nH 2(w)
)= {0}, 1 nmj .
Hence for j 
= j0, we have
T ∗ϕ(z)T
∗
ψ(w)Nj =
mj∑
n=1
(
T ∗ϕ(z)
(
H 2(z) bαj (z)sj,nH 2(z)
))
⊗ (T ∗ψ(w)(H 2(w) bβj (w)tj,nH 2(w)))
= {0}.
By Lemma 2.1, T ∗ϕ(z)T
∗
ψ(w)Nj0 = Nj0 , so T ∗ϕ(z)T ∗ψ(w)N = Nj0 . Hence rankT ∗Nj0  rankT ∗N . By
Lemma 2.5, we get m0  rankT ∗N .
For each 1  j  k, let fj,n(z) and gj,n(w), 1  n  mj , be generators of H 2(z) 
bαj (z)
sj,nH 2(z) for T ∗z and H 2(w) bβj (w)tj,nH 2(w) for T ∗w , respectively. Let
Fj,n =
{
fj,n(z)gj,n(w), 1 nmj ,
0, mj + 1 nm0
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Gn =
k∑
j=1
Fj,n, 1 nm0.
Put Ω = [G1,G2, . . . ,Gm0]T ∗ . Then Ω ⊂ N . We shall show that Ω = N . For 1 nmj0 , we
have
Ω  T ∗ϕ(z)T ∗ψ(w)Gn
= T ∗ϕ(z)T ∗ψ(w)Fj0,n
= (T ∗ϕ(z)fj0,n(z))(T ∗ψ(w)gj0,n(w)).
By Lemma 2.1, T ∗ϕ(z)fj0,n(z) and T
∗
ψ(w)gj0,n(w) are generators of H
2(z) bαj0 (z)sj0,nH 2(z) for
T ∗z and H 2(w) bβj0 (w)tj0,nH 2(w) for T ∗w , respectively. Therefore we have(
H 2(z)  bαj0 (z)sj0,nH 2(z)
)⊗ (H 2(w) bβj0 (w)tj0,nH 2(w))⊂ Ω
for every 1 nmj0 . Thus Nj0 ⊂ Ω for every 1 j0  k, so we get N ⊂ Ω . Hence N = Ω .
This shows that rankT ∗N m0. By the first paragraph of the proof, we get rankT ∗N = m0. 
4. Applications
Recall that {ϕn(z)}∞n=−∞ and {ψn(w)}∞n=−∞ are sequences of Blaschke products satisfying
conditions (#1) and (#2). Let
M =
∞∨
n=−∞
ϕn(z)ψn−1(w)H 2 =
∞⋂
n=−∞
(
ϕn(z)H
2 +ψn(w)H 2
)
and N = H 2  M. We note that(
H 2(z) ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w))= H 2  (ϕn(z)H 2 +ψn(w)H 2).
The above type of subspaces were studied in [9,19]. We have
N =
∞∨
n=−∞
(
H 2(z) ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w)).
We shall determine rankT ∗N . Let
Z = {(α,β) ∈D2: ϕn(α) = ψn(β) for some n}.
Then Z is at most a countable set. Put
Z = {(αj ,βj ): j  1}, (αj ,βj ) 
= (αi, βi) (j 
= i).
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Zj =
{
n: ϕn(αj ) = ψn(βj ) = 0, −∞ < n< ∞
}
.
By conditions (α) and (β), Zj is a finite set. For each n ∈ Zj , let
kj,n = ord
(
ϕn(z),αj
)
and j,n = ord
(
ψn(w),βj
)
,
where ord(ϕn(z),αj ) denotes zero’s order of ϕn(z) at z = αj . If n1, n2 ∈ Zj and n1 < n2, then
kj,n2  kj,n1 and j,n1  j,n2 . Let
Nj =
∑
n∈Zj
(
H 2(z) bαj (z)kj,nH 2(z)
)⊗ (H 2(w) bβj (w)j,nH 2(w)).
Then Nj ⊂ N , Nj is a finite dimensional backward shift invariant subspace, and by Lemma 2.6
we have
N =
∞∨
j=1
Nj .
Theorem 4.1. Under the above notations, we have
rankT ∗N = sup
j1
rankT ∗Nj .
Proof. To write down the number of rankT ∗Nj , we need to rewrite Nj . As in Section 3, there
are positive integers mj ; sj,1, sj,2, . . . , sj,mj ; tj,1, tj,2, . . . , tj,mj such that
1 sj,mj < sj,mj−1 < · · · < sj,1, 1 tj,1 < tj,2 < · · · < tj,mj ,
and
Nj =
mj∑
n=1
(
H 2(z) bαj (z)sj,nH 2(z)
)⊗ (H 2(w) bβj (w)tj,nH 2(w)).
By Theorem 3.1, we have rankT ∗Nj = mj . Let
m0 = sup
j1
mj .
We shall show that rankT ∗N = m0.
For each n ∈ Zj , let
ϕ˜n(z) = ϕn(z)
bαj (z)
kj,n
and ψ˜n(w) = ψn(w)
bβj (w)
j,n
.
By Lemma 2.2, we have
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ψn(w)
((
H 2(z) ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w)))
= (H 2(z)  bαj (z)kj,nH 2(z))⊗ (H 2(w) bβj (w)j,nH 2(w)).
Let pj = max{n: n ∈ Zj } and qj = min{n: n ∈ Zj }. By conditions (#1) and (#2), ϕn(αj ) 
= 0
for every n > pj , ψn(βj ) 
= 0 for every n < qj and Zj = {n: qj  n pj }. Let
Φj(z) =
ϕqj (z)
bαj (z)
sj,1
and Ψj (w) =
ψpj (w)
bβj (w)
tj,mj
.
For n ∈ Zj , we have
sj,1 = ord
(
ϕqj (z),αj
)= kj,qj  kj,n
and
tj,mj = ord
(
ψpj (w),βj
)= j,pj  j,n.
Then Φj(z) and Ψj (w) are Blaschke products, and we have Φj(αj ) 
= 0 and Ψj (βj ) 
= 0. Also
for every n ∈ Zj , we have
ϕ˜n(z) = ϕn(z)
bαj (z)
kj,n
≺ ϕqj (z)
bαj (z)
sj,1
= Φj(z)
and similarly ψ˜n(w) ≺ Ψj (w). By the last paragraph and Lemma 2.2, we get∑
n∈Zj
T ∗Φj (z)T
∗
Ψj (w)
((
H 2(z) ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w)))= Nj .
For n > pj , we have ϕn(z) ≺ Φj(z), so
T ∗Φj (z)T
∗
Ψj (w)
((
H 2(z)  ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w)))= {0}.
Also for n < qj , we have ψn(w) ≺ Ψj (w), so
T ∗Φj (z)T
∗
Ψj (w)
((
H 2(z)  ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w)))= {0}.
Hence we get
T ∗Φj (z)T
∗
Ψj (w)
N = Nj .
This shows that mj = rankT ∗Nj  rankT ∗N . Thus we get m0  rankT ∗N . When m0 = ∞, we
finish the proof.
Suppose that m0 < ∞. For 1  n  mj , let fj,n(z) and gj,n(w) be generators of H 2(z) 
bαj (z)
sj,nH 2(z) for T ∗z and H 2(w)bβj (w)tj,nH 2(w) for T ∗w , respectively. We may assume that
‖fj,n(z)‖ = ‖gj,n(w)‖ = 1 for every n. We note that fj,n(z)gj,n(w) is a generator of
1466 K.J. Izuchi et al. / Journal of Functional Analysis 261 (2011) 1457–1468(
H 2(z) bαj (z)sj,nH 2(z)
)⊗ (H 2(w) bβj (w)tj,nH 2(w))
for T ∗z and T ∗w . For 1 nm0, let
Fj,n =
{
fj,n(z)gj,n(w), 1 nmj ,
0, mj + 1 nm0
and
Gn =
∞∑
=1
F,n
2
, 1 nm0.
Then Gn ∈ N for every 1 nm0. Let Ω = [G1,G2, . . . ,Gm0]T ∗ . For 1 nmj , we have
Ω  T ∗Φj (z)T ∗Ψj (w)Gn
=
T ∗Φj (z)T
∗
Ψj (w)
Fj,n
j2
=
T ∗Φj (z)fj,n(z)T
∗
Ψj (w)
gj,n(w)
j2
.
By Lemma 2.2, T ∗Φj (z)fj,n(z)T
∗
Ψj (w)
gj,n(w) is a generator of
(
H 2(z) bαj (z)sj,nH 2(z)
)⊗ (H 2(w) bβj (w)tj,nH 2(w))
for T ∗z and T ∗w . Hence Nj ⊂ Ω for every j  1. Therefore we get Ω = N , so rankT ∗N  m0.
Thus we get the assertion. 
We put
ζn(z) = ϕn(z)
ϕn+1(z)
and ξn(w) = ψn(w)
ψn−1(w)
, −∞ < n< ∞.
By the proof of Theorem 4.1, one may prove that
#
{
n: ζn(αj ) = ξn(βj ) = 0, −∞ < n< ∞
}= mj .
Hence we may rewrite Theorem 4.1 as the following way.
Theorem 4.2.
rankT ∗N = sup
j1
#
{
n: ζn(αj ) = ξn(βj ) = 0, −∞ < n< ∞
}
.
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(#1) and (#2). Moreover we assume that ϕn(z) = ϕ0(z), ψn(w) = ψ0(w) = 1 for every n < 0,
and both ϕ0(z) and ψ1(w) are nonconstant. In this case, we have
M =
∞∨
n=0
ϕn(z)ψn−1(w)H 2.
Let N = H 2  M. Then N is a backward shift invariant subspace and
N =
∞∨
n=0
(
H 2(z)  ϕn(z)H 2(z)
)⊗ (H 2(w)ψn(w)H 2(w)).
In the same way as the proof of Theorem 4.1, we may define Z = {(αj ,βj ) ∈ D2: j  1}, Zj ,
Nj , m0, {ζn(z)}n0, {ξn(z)}n0, and we get the following.
Theorem 4.3.
rankT ∗N = sup
j1
#
{
n: ζn(αj ) = ξn(βj ) = 0, n 0
}
.
When ψn(w) = wn for n  0, we have M = Mϕ and ξn(w) = w. In this case, let {α ∈
D: ϕ0(α) = 0} = {αj : j  1}. Then Z = {(αj ,0): j  1}. As a corollary of Theorem 4.3, we get
the following.
Corollary 4.4.
rankT ∗N = sup
j1
#
{
n: ζn(αj ) = 0, n 0
}
.
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