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Conventional wisdom suggests that the long-time behavior of isolated interacting periodically driven (Floquet)
systems is a featureless maximal-entropy state characterized by an infinite temperature. Efforts to thwart this
uninteresting fixed point include adding sufficient disorder to realize a Floquet many-body localized phase or
working in a narrow region of drive frequencies to achieve glassy nonthermal behavior at long time. Here we
show that in clean systems the Floquet eigenstates can exhibit nonthermal behavior due to finite system size. We
consider a one-dimensional system of spinless fermions with nearest-neighbor interactions where the interaction
term is driven. Interestingly, even with no static component of the interaction, the quasienergy spectrum contains
gaps and a significant fraction of the Floquet eigenstates, at all quasienergies, have nonthermal average doublon
densities. We show that this nonthermal behavior arises due to emergent integrability at large interaction strength
and discuss how the integrability breaks down with power-law dependence on system size.
DOI: 10.1103/PhysRevB.97.014311
I. INTRODUCTION
Periodically driven systems offer the tantalizing potential
to engineer and control the collective behavior of quantum
systems, which has been extremely useful in realizing novel
phases of matter [1–5]. Often these driven systems support
phases without any equilibrium analog such as time crys-
tals and the so-called anomalous Floquet topological phases
[6–21]. Recently, novel Floquet phases have been observed
experimentally in a variety of systems such as trapped ions,
cold atoms, NV centers, and photonic devices [22–29]. The
high degree of control in these artificially engineered sys-
tems allows for precise implementation of periodically driven
Hamiltonians and for easy measurements of local observables.
Predicting the long-time dynamics of isolated interacting
quantum systems remains a challenge. The generic behavior
of such systems may be classified as thermal or nonthermal.
The behavior of time-independent thermal Hamiltonians is
well described by the eigenstate thermalization hypothesis
(ETH) [30–34]. According to the ETH, at long times and in
the thermodynamic limit, all local observables asymptotically
reach a value as given by a thermal density matrix with a
temperature corresponding to the energy density of the initial
state. An analogous claim can be made for periodically driven
systems for which understanding such thermalization is not
only crucial for experimental efforts, but also for realizing
uniquely nonequilibrium phases. Given that energy is not
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conserved in such systems, the long-time thermal state is
characterized by infinite temperature and maximal entropy
[35–37]. This means that, in addition to being thermal, the
long-time dynamics of isolated interacting periodically driven
systems is independent of the choice of the initial state.
Such a featureless state is uninteresting from both a theo-
retical and experimental point of view, so the questions remain
as to when and how non-infinite-temperature behavior can be
achieved and controlled. Of course, if one opens the system
to engineered dissipation, it is possible to induce quasithermal
steady states with finite temperature and chemical potential
[38–41]. However, for those systems which are well isolated
(e.g., cold atoms), alternative routes to nonthermal behavior are
currently being explored. One example is quantum integrable
models, which have an extensive number of local conserved
quantities such that the long-time dynamics of observables
are, in many cases, characterized by a generalized Gibbs
ensemble (GGE) [42,43]. Recently, it has been shown that
with the appropriate choice of disorder, there is an emergent
notion of integrability associated with many-body localization
(MBL) [30,44]. Furthermore, there is some evidence for
partial breakdown of thermalization in translationally invariant
models [45–47]. These ideas of localization and integrabil-
ity have also been extended to periodically driven systems
[6,48–52]. Finally, even if a system eventually thermalizes
to the infinite-temperature state, it is possible that the time
scale to approach such a state is quite long, and thus there
exists a “prethermal” regime where interesting physics can be
explored [53–59].
In this paper, we explore the effects of strong driving on
an integrable model, the spinless fermionic Hubbard model
with nearest-neighbor interactions. The undriven model is
exactly solvable via the Bethe ansatz [60]. We show that in the
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thermodynamic limit, the introduction of driving leads to un-
controlled heating for all finite interaction strengths. Remark-
ably, at finite size, it is possible to recover nonthermal behavior
for a large region in the parameter space of interactions, both for
very weak and strong interactions. In both of these limits, the
nonthermality is governed by a nearby (in interaction strength)
integrable point that controls the behavior at finite size, a
notion we will term nearly integrable. We show that above
a certain interaction scale determined by the system size, the
system crosses over from nonthermal to thermal. Similar ideas
about the existence of nonthermal states at finite size have
been discussed in the equilibrium context in Refs. [61,62]. We
also note that recent work on integrability breaking in Floquet
systems has focused on the high-frequency limit [63], studying
the onset of heating as frequency is lowered. By contrast, in
this work we analyze finite-size scaling in regimes of highly
resonant interactions as a function on interaction strength
and discover nearly integrable behavior. The complementary
results provide a potential finite-size scaling foundation upon
which to build an analytical theory of integrability breaking
and the breakdown of the high-frequency expansion in Floquet
systems.
This paper is organized as follows. In Sec. II, we intro-
duce the model, provide a rudimentary overview of Floquet
theory, describe the properties of the undriven model with
a particular emphasis on finite size, and finally provide an
intuitive discussion of thermalization in periodically driven
systems. In Sec. III, we present the basic data of the driven
model including spectral information, doublon density, and
time evolution of a few representative initial states, all as a
function of the interaction strength. In Sec. IV, we discuss the
results of finite-size scaling that distinguish the nonthermal
and thermal regions. In Sec. V, we show that the origin of the
nonthermal region is due to integrability and that its subsequent
breakdown is responsible for the crossover to the thermal
region. Finally, in Sec. VI, we recapitulate the results and
discuss future directions of research.
In the appendices, we further establish the robustness of
our results to changes in the model. First, in Appendix A, we
show that these results are universal in the highly resonant (i.e.,
low frequency) regime where/J ∼ 1. Furthermore, we show
how, at intermediate frequencies, the precise structure of the
rare resonances dominates the behavior of the spectral variance
of the doublon density. At sufficiently high frequencies, i.e.,
those above the many-body bandwidth, we recover the usual
result of high-frequency expansions that the dynamics are
given by the time-averaged Hamiltonian, which, in our case,
is just that of a free fermion static metal. In Appendix B, we
show that the nonthermal regime exists for other wave forms.
Specifically, we show that as we interpolate from a square
wave to a single harmonic, the nonthermal regime exists albeit
weakened by a larger crossover region. Therefore, we conclude
that the nonthermal region is robust, suggesting that the general
concept of near-integrability persisting at finite size occurs
independently of the exact details of the model [64].
II. MODEL
In this section, we first introduce a one-dimensional model
for a closed periodically driven system of spinless interact-
FIG. 1. Phase diagram showing the thermal (red) and nonthermal
(blue) behavior of the periodically driven model described in Eq. (1).
We see that at finite size, N , and large U/J  1, the periodically
driven chain exhibits nonthermal behavior. In the thermodynamic
limit, this region vanishes. The fitting points (black stars) indicate the
approximate crossover region as obtained from exact diagonalization.
The crossover line (green) between the thermal and nonthermal region
is a power-law fit to the black stars ( J
U
)c ≈ 2.9N−1.1.
ing fermions. We discuss the Floquet states which form a
convenient time-dependent basis for study of a time-periodic
Hamiltonian. Next, we provide some intuition for the behavior
of the undriven model. Finally, we review some known results
on thermalization in closed Floquet systems.
A. Hamiltonian
Consider a Hamiltonian of spinless fermions interacting via
nearest-neighbor Hubbard interactions,
H = J
∑
i
(c†i ci+1 + c†i+1ci) + U (t)
∑
i
nini+1,
with U (t) = U0fU (t), (1)
where ni = c†i ci is the fermion density and U (t) is the time-
periodic nearest-neighbor interaction coupling (see inset of
Fig. 1). Different driving protocols with angular frequency
 are set by fU (t) = fU (t + 2π ). Throughout this work, we
consider the case of the lattice at half filling and driving
protocols with no static component
∫ T
0 fU (t)dt = 0.
B. Floquet theory
For a time-periodic Hamiltonian H (t + T ) = H (t), the
Floquet theorem states that one may always decompose
the time evolution operator as U (t,t0) = P (t,t0)e−iHF [t0](t−t0)
where HF [t0] is a time-independent operator known as the
stroboscopic Floquet Hamiltonian and P (t,t0), commonly
called the micromotion operator, is periodic in both arguments.
The latter governs the “fast” intraperiod evolution whereas the
former governs the “slow” stroboscopic dynamics. Here t0 is
the choice of initial time for the evolution, which is equivalent
to the choice of initial phase of the drive. Throughout this paper
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we use the Floquet gauge choice t0 = 0 and drop the argument
t0 = 0 for convenience. More discussion of gauge choices can
be found in Appendix C.
To obtain Floquet quasienergies, E , and eigenstates, |nF 〉,
throughout this paper we proceed by constructing U (T ,0)
explicitly and diagonalizing HF = iT logU (T ,0). This method
is useful for periodic drives whereU (T ,0) can be easily written
as a product of a few evolution operators, such as a square wave.
C. Undriven model
The undriven model is integrable as it is equivalent to an
XXZ chain via Jordan-Wigner transformation. In this case,
one may compute the spectrum in the thermodynamic limit
using the Bethe ansatz. Let us, however, obtain some intuition
for the simple limits of the undriven model while explicitly
keeping track of finite size. For the case of pure nearest-
neighbor hopping, the many-body bandwidth for a system of
M fermions in N > M sites is  4MJ , which, at any fixed
density, scales as NJ . For the case of pure interaction, where
for the moment we assume a nonzero static U0, the many-body
bandwidth is U0(M − 1), which, at any fixed density, scales
as NU0. Note the factor of (M − 1) is the maximum number
of doublons, defined as n¯i = nini+1, that one can obtain for a
finite chain system without periodic boundary conditions. With
both hopping and interactions, in the case where U0 > NJ ,
the doublon spacing U0 is bigger than the bandwidth induced
by hybridization, via hopping, of the doublon sectors. Hence,
the doublon sectors disperse in energy but still are separated
from each other. In the thermodynamic limit (N → ∞) for
any finite U0, the doublon sectors, from a spectral point of
view, merge together. The intuition gleaned from this spectral
analysis is that for sufficiently large interaction U0 at a given
finite size, doublon character seems to persist in the eigenstates;
i.e., doublons are almost conserved. This finite-size persistence
is a simple example of what we term as near-integrability.
Indeed, in this particular case, since the undriven model is
Bethe ansatz integrable [60], there is always an extensive
set of conserved quantities, which, at infinite U0, will again
conserve doublons. However, as we will show in this work, the
near-integrability behavior in the presence of strong drive is
significantly different and more subtle.
D. Thermalization in Floquet systems
Before delving into details of finite-size scaling in our
specific model, let us first review the generic expectations
about thermalization and the role of interactions in closed
systems. An undriven “thermal” system is often defined as
that satisfying the eigenstate thermalization hypothesis (ETH).
According to the ETH, eigenstates with similar energy will
yield similar expectation values of local observables. There-
fore, for an arbitrary initial state with small energy fluctuations,
measurement of a local observable at late time may be replaced
with measurement in the microcanonical ensemble at the same
energy. As in conventional statistical mechanics, fluctuations
of macroscopic conserved quantities vanish in the thermody-
namic limit, leading to equivalence of ensembles.
Unlike static Hamiltonians, the presence of periodic driving
destroys energy conservation and hence the “microcanonical”
state is now spread over all energies; such a uniform state
with no constraints is just an infinite-temperature Gibbs state.
Therefore, the long-time steady state of a generic period-
ically driven interacting system is intuitively expected to
be the infinite-temperature diagonal ensemble [35–37,65].
This means that the expectation value of a time-averaged
local observable, O(t), starting from an arbitrary initial state,
|ψ0〉, is
〈O(t)〉 = limτ→∞ 1
τ
∫ τ
0
dt〈ψ0|U †(t)OU (t)|ψ0〉
= Tr [ρ∞O], (2)
where U (t) is the time evolution operator and ρ∞ =
Dim[H]−1I with Dim[H] denoting the dimension of the
Hilbert space. An important consequence of such an ensemble
is that the long-time-averaged steady state value of O is
independent of the initial starting state.
All of these arguments about ETH and Floquet-ETH (the
term we will use to characterize the infinite-temperature
ensemble) rely on generic and mostly unconstrained mixing
of states via evolution under the Hamiltonian. This is the
quantum analog of dynamical chaos leading to ergodicity in
classical dynamical systems. Classically, an integrable system
has an extensive number of mutually conserved quantities that
destroy ergodicity; hence such systems certainly do not satisfy
equilibrium statistical mechanics. In the quantum mechanical
scenario, we will refer to integrability as a system with an
extensive number of mutually commuting locally (additive)
conserved quantities. The intuition here is the same as the
classical case: the evolution of the states is highly constrained
and so mixing does not really occur. With this understanding,
it is clear that integrability yields nonthermal behavior.
III. MODULATED INTERACTION
We now return to the driven case where the resonant
interaction has no static value and is modulated with angular
frequency . Unless otherwise noted, we restrict ourselves to
the case where the driving frequency is much smaller than the
many-body bandwidth and to a square wave drive
fU (t) =
{
1, 0  t < T/2,
−1, T /2  t < T , (3)
where T = 2π/ is the period. Building upon the generic
intuition developed in Sec. II D, we expect that in the regime of
small frequency, the periodic driving will induce a large
number of resonances which allow the system to explore
the full Hilbert space and result in an infinite-temperature
ensemble. However, as we shall show in the following, this
expectation gets modified at finite size and large driving
amplitude U/J  1 where from now on we drop the subscript
on U0, writing U for brevity.
For the special case of J = 0, the model is trivially solvable,
as any state picks up exactly the opposite phase during the
first half of the cycle as during the second half, resulting in
a perfect echo with E = 0 for all eigenstates. However, in the
presence of any small but finite J , the U → ∞ limit is actually
markedly different from J = 0, as the perfect many-body
echo is immediately destroyed. To gain simple intuition, we
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(a) (b)
FIG. 2. Quasienergy spectrum for N = 10 (a) and N = 12
(b) at /J = 0.83. Blue dots denote strong interaction U/J = 100
and red dots denote weak interactions at U/J = 0.59. We see that
weak interactions give rise to a continuous spectrum. In contrast, the
strong interactions yield separation of the spectrum into quasienergy
plateaus reflecting the influence of doublons (∑i nini+1). Increasing
system size softens the plateaus.
numerically solve for the quasienergy spectrum for N = 10
and N = 12 at half filling. The results for both system sizes,
for two limiting cases U  J (blue) and U ∼ J (red), are
shown in Fig. 2. We have set /J = 0.83 which is well
below the many-body bandwidth, implying we are in the highly
resonant regime. Remarkably, we see that the Floquet spectrum
with large driven interaction (U/J = 100 fixed for both sizes)
shows plateau structures, which suggest that the influence of
doublons is strong even when no static interaction is present.
In contrast, for small interaction (U/J = 0.59 fixed for both
sizes), the Floquet spectrum looks continuous throughout the
Floquet zone. We further note that increasing the system
size while keeping the interaction fixed leads to a softening
of the plateaus, suggesting that these effects may be related to
the fact that our system is not in the thermodynamic limit.
A. Doublon density
To systematically explore the presence of quasienergy
plateaus in the Floquet spectrum, we calculate the density of
doublons in each of the Floquet states:
ˆD = 1
N
2 − 1
∑
i
nini+1. (4)
The factor N/2 − 1 in the denominator is the maximum
number of doublons achievable for a chain of length N at half
filling. This normalization factor ensures that the observable is
bounded, D ≡ 〈 ˆD〉 ∈ [0,1], and is independent of system size.
As discussed in Sec. II D, periodic driving is expected to lead
to an infinite-temperature ensemble, and as a result, any local
observable measured in any Floquet state must yield the same
value. In the infinite-temperature ensemble at half filling, one
may explicitly calculate the expectation value of the doublon
density
D =
(
N
N
2
)−1
Tr( ˆD)
= 1(
N
N
2
)(
N
2 − 1
)
N
2 −1∑
k=1
k
(N
2 + 1
k + 1
)(N
2 − 1
k
)
= 1
2
, (5)
where
(
n
k
)
denotes the binomial factor. Intuitively, one may
understand this result as summing over N/2 particles with
FIG. 3. Time evolution of three initial states for weak and
strong interactions (U/J = 0.59 and U/J = 100, respectively): A =
|101010...〉, B = |111...000〉, and C = (CNN/2)−1/2
∑CN
N/2
i=1 |i〉. For
weak interactions all states thermalize as expected. For strong in-
teractions, the initial states with nonthermal doublon values (A,B)
maintain nonthermal values over time whereas C remains thermal.
each particle having a neighbor with probability 1/2 since the
infinite-temperature density matrix encodes no correlations.
Hence, if we observe D = 0.5 for a Floquet state, we may
conclude that the state is by definition nonthermal. It is impor-
tant to note that even if a state yields D = 0.5, it is possible that
another observable exists that can be measured which results
in a value different from that given by an infinite-temperature
state. However, since our efforts to understand thermalization
in this work focus on large U , we will use this observable as
an indicator of nonthermality.
We examine the distribution of the doublon correlations
by defining the variance of Dn ≡ 〈nF | ˆD|nF 〉 over the Floquet
eigenstates |nF 〉 as  = varn(Dn). As we will see shortly, this
spectral doublon variance will be quite useful in characterizing
how the the entire spectrum changes as a function of coupling
and system size.
B. Time evolution
Let us now focus on the time dependence of the doublon
density for initial states which are not Floquet eigenstates and
hence not stationary. We consider three example states: A =
|101010...〉, B = |111...000〉, and C = (CNN/2)−1/2
∑CNN/2
i=1 |i〉
which are, respectively, a no-doublon state, a maximum-
doublon state, and a state composed of an even superposition
of all real-space occupation basis states [CNN/2 =
(
N
N/2
)
is the
number of basis states at half filling]. Figure 3 shows the time
dependence of D, at fixed system size N = 12 and /J =
0.83, for large and small values of interaction (the same as those
in Fig. 2). The C state, which begins with a thermal D value,
stays as such during time evolution. However, the evolution of
the A and B states, which begins with nonthermal values of
D, remains nonthermal at large interaction strength with quite
small temporal fluctuations. This memory of the initial doublon
density at long times suggests that the Floquet eigenstates have
significant overlap with states of definite doublon number,
although one cannot definitively conclude this on the basis
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(b)(a)
(d)(c)
FIG. 4. Histogram of Dn measured in each Floquet eigenstate as a
function ofU/J and system size. ForU/J  1, the spectrum displays
some spread in the doublon density due to near-integrability close to
the free fermion limit U = 0. At U/J ∼ O(1), however, sufficient
mixing leads to a tight squeeze of D around 0.5, indicating a thermal
region. At strong interactions U/J  1, there is significant spread of
D also indicating nonthermal behavior.
of finite time data alone as the possibility of prethermalization
exists. This supports our intuition that doublons are indeed
an appropriate characterization of physics in this model and
are a useful signature of nonthermality. In contrast, for small
interaction, resonances efficiently mix doublon-like states and
all initial conditions evolve to a thermal D value.
IV. SCALING
In this section, we explore the dependence of the doublon
density on system size and interaction strength at a fixed
frequency /J = 0.83. We show that two different regimes,
characterized as nonthermal and thermal, arise, each with
distinct scaling behavior of the spectral variance of the doublon
density. The two regimes are separated by a crossover in
interaction strength that has power-law dependence in system
size.
To understand these statements, let us first consider the
histogram of D over all Floquet eigenstates in the spectrum as
a function of the coupling U/J (Fig. 4). Interestingly, at large
values of interaction, U/J  1, the Floquet spectrum exhibits
a large variance in the values of D characteristic of nonthermal
behavior due to integrable behavior in theU/J → ∞ limit (see
Sec. V for detailed discussion). As the interaction decreases to
U/J ∼ O(1), there is a tight clustering of D values around
0.5. This infinite-temperature thermal behavior is due to the
heating and mixing expected from that of a generic closed
driven interacting system. For very small values of interaction,
U/J  1, the spectrum has some doublon variance close to
that of a purely static metallic spectrum (U → 0). This is
precisely the same type of finite-size nonthermal behavior
(a)
(c)(b)
FIG. 5. Dependence of doublon log spectral variance on coupling
and system size. Panel (a) shows raw data which demonstrate the
three regions clearly, near-integrability for J/U  1, thermal for
J/U ∼ O(1), and nonthermal (also near-integrability) for J/U  1.
The black stars indicate the approximate midpoint of the crossover
region. Panel (b) rescales the axes to show the scaling collapse of
the thermal region indicating simple exponential behavior indepen-
dent of coupling. Panel (c) rescales the axes differently to show
the scaling collapse of the nonthermal region with α = 0.45 and
β = 2.0.
manifesting itself around the free fermion integrable point.
Near this point, however, doublons are not the ideal observable
suited to gauging nonthermality and so the deviations away
from the infinite-temperature value are weak. We will term
the situation when nonthermality arises due to finite size as
near-integrability.
As the system size N increases, we see that the thermal re-
gion gets more tightly centered around the infinite-temperature
value and persists to stronger interaction. Moreover, the near-
integrability region governed by free fermions shrinks closer
to U/J = 0. Therefore, extrapolating to the thermodynamic
limit, we conclude that the entire system is likely in a thermal
phase for any nonzero finite interaction strength. This is pre-
cisely the usual infinite-temperature scenario for a generically
nonintegrable Floquet system. Regardless of the featureless
thermodynamic limit, however, Fig. 4 demonstrates that small
system sizes host nonthermal regimes.
The spread of the distribution of the doublon density
characterizes the nonthermality of the system at a particular
interaction strength. In line with this expectation, we calculate
the log spectral variance ln() of D for various system sizes
as a function of J/U in Fig. 5(a). The variance clearly
indicates each of the regions discussed above: the free fermion
near-integrability region for J/U  1, the thermal region
for J/U ∼ O(1) with the smallest variances, the crossover
region with midpoints denoted by black stars, and the non-
thermal region J/U  1 with the largest variances (also a
near-integrability region). Note that black stars representing
the crossover region are not uniquely defined. Here, we
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choose them to be close to the midpoint between the average
log spectral variance values in the nonthermal and thermal
regions.
We can distinguish the thermal and nonthermal regimes
quantitatively by observing their distinct scaling forms [see
Eq. (6)]. In Fig. 5(b), we see that the variance has simple
exponential decay in system size with no dependence on
interaction. In contrast, Fig. 5(c) shows that the nonther-
mal regime has a nontrivial scaling function [denoted by
f in Eq. (6)] with joint dependence on system size and
interaction:
 ∼
{
eκN (κ = −0.77), thermal,
eN
αf (Nβ J
U
) (α = 0.45,β = 2.0), nonthermal. (6)
Taking the midpoints of the crossover region as an approx-
imate “phase boundary,” we obtain the power law(
J
U
)
c
≈ 2.9N−1.1 (7)
shown in Fig. 1. The power-law exponent for the crossover
may be understood as the intermediary behavior between the
limits given by the two scaling forms: the nonthermal region
suggests a crossover dependence of N−β while the thermal
region suggests no system size dependence. As expected, the
nonthermal region seems to vanish in the thermodynamic
limit at fixed values of the couplings and drive, but there
is still a nontrivial dependence on system size that suggests
that heating will not take place given the appropriate order of
limits.
V. INTEGRABILITY AND ITS BREAKDOWN
The source of the nonthermal regime at large interaction
strength is the integrability of the system in the limit U/J →
∞. Note that this integrable limit is not the same the J = 0
integrable point, a distinction that will become clear shortly.
In this section, we discuss the U/J → ∞ integrable limit
of the Floquet Hamiltonian, following which we analyze the
breakdown of integrability in a perturbative expansion in J/U .
Finally, we also discuss the onset of the infinite-temperature
thermal phase from the perspective of this expansion.
Effective Hamiltonians for Floquet systems are often ob-
tained by perturbative methods, treating inverse frequency,
−1, as a small parameter. In our system, we explicitly
consider the highly resonant regime at strong drive strength,
so direct application of high-frequency expansions (HFEs)
such as Magnus or van Vleck is invalid. Rather, to obtain a
controlled expansion in the limit of large interaction strength,
it is convenient to go into a frame rotating with the driven
interaction term, similar to that used for the Fermi-Hubbard
model in Refs. [66–70]. In this rotating frame, the Fourier
harmonics of the Hamiltonian come with sharply peaked
coefficients, which upon use in the van Vleck expansion yields
a controlled expansion in J/U . Let us see how this procedure
works.
Consider changing frame via the unitary transforma-
tion V (t) = exp[−iκF (t)∑j njnj+1], where F (t) =∫
fU (t)d(t). This drive is chosen to cancel the bare in-
teraction term and replace it with strong oscillations of the
dressed hopping term. This gives the rotated Hamiltonian
˜H = i∂t (V †)V + V †HV , with
˜H =
∑
m=0,±1
˜Hme
imκF (t), (8)
˜H0 = J
∑
j
δnj−1,nj+2 (c†j cj+1 + c†j+1cj ), (9)
˜H1 = J
∑
j
[nj−1(1−nj+2)c†j cj+1+nj+2(1−nj−1)c†j+1cj ],
˜H−1 = ˜H †1 , (10)
where κ = U/ and δnj−1,nj+2 = (1 − nj−1 − nj+2 +
2nj−1nj+2) is a constraint which allows nearest-neighbor
hopping only if both adjacent sites are either occupied or
unoccupied. Decomposing the rotated Hamiltonian into
harmonics, ˜H = ∑l eilt ˜H (l), we obtain the relation ˜H (l) =∑
m=0,±1 ˜Hmαl(mκ) where αl are the Fourier coefficients
of the rotating-frame drive: eimκF (t) = ∑l eiltαl(mκ).
Importantly, for a square wave drive, αl(mκ) is peaked to a
constant of order 1 around l = ±mκ and quickly decays away
from this point, a crucial property for our approach which
will exist much more generally than just the square wave
considered here. Performing the HFE in this frame produces
an effective Hamiltonian Heff = H [0]eff + H [1]eff + H [2]eff + ...
with terms H [n]eff ∼ −n that do not seem to appear small. The
fact that αl(mκ) is sharply peaked counteracts the inverse
frequency coefficient precisely in a way so as to yield an
approximate J/U expansion. Therefore, even though we are
not in the limit of large frequency, the expansion is physically
meaningful. By performing an appropriate rotation of the
effective Hamiltonian computed up to nth order, we obtain an
approximate stroboscopic Floquet Hamiltonian H [n]F . More
details on the rotating frame and subsequent high-frequency
expansion may be found in Appendix C.
The leading order term of the HFE in the limit κ →∞ yields
H
[0]
F = H [0]eff = ˜H0. This corresponds to the time-independent
correlated hopping model arising from the aforementioned
constraint. Note that this is quite interesting since the U → ∞
limit yields a nontrivial correlated hopping model, quite differ-
ent from the case of J = 0 which, in the rotated frame, would
yield ˜H (J = 0) = 0. Furthermore, the J = 0 Hamiltonian
has locally conserved doublon numbers while the correlated
hopping model in U → ∞ only has a globally conserved
doublon number, though as we will see shortly, it is still an
integrable model. Higher order corrections such as H [2]eff break
both this global doublon number symmetry and integrability
as discussed briefly below and in more detail in Appendices C
and D.
Let us now discuss the integrability of the correlated
hopping Hamiltonian ˜H0 defined in Eq. (9). A priori it is not
obvious that ˜H0 maps into an integrable Hamiltonian. The
Hilbert space of ˜H0 is states with fermions at half filling. Let us
start by mapping the Hilbert space to states defined on its dual
lattice, given by the position of the domain walls which separate
an occupied region from an unoccupied one. For example, on
10 sites [71],
|0011111000〉 → |0d0000d00〉. (11)
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It is possible to rewrite the constrained hopping processes as
nearest-neighbor hopping of pairs of domain walls,
| · · · 1011 · · · 〉 ↔ | · · · 1101 · · · 〉 ≡ | · · · dd0 · · · 〉
↔ | · · · 0dd · · · 〉,
| · · · 0010 · · · 〉 ↔ | · · · 0100 · · · 〉 ≡ | · · · 0dd · · · 〉
↔ | · · · dd0 · · · 〉,
with the constraint that the domain walls, d, are hard-core
particles. Note that flipping 1 ↔ 0 in the original fermions
maps to the same state of domain walls. This is a result of
a particle-hole symmetry of ˜H0 in the language of the bare
fermions. Also note that the correlated hopping conserves the
total number of doublons. Therefore, the doublon spectral
variance , and indeed the full counting statistics of the
doublon number, may be readily obtained in the U → ∞
limit [72].
This pair hopping of domain walls can be further mapped to
free fermions. To do so, we map the basis states of the domain
walls, denoted as a string of d’s and 0’s, into those of a new
particle ˜d in a truncated Hilbert space as follows:
(1) If a site is unoccupied, leave it alone: 0 → 0.
(2) Given a string of d’s, replace them pairwise by ˜d’s:
d → ∅, dd → ˜d, ddd → ˜d, dddd → ˜d ˜d , and so on.
This second step comes from noting that an isolated d
particle is essentially frozen, such that a pair of d’s can hop
right through it, or equivalently the d particle reassociates into
a new pair. Thus isolated d’s play no dynamical role, and
may be removed from the Hilbert space. We note here that
a similar mapping to free fermions from repulsive nearest-
neighbor interacting fermions has been done in Ref. [73].
However, it remains an open question as to whether more
general constrained hopping models are integrable.
Interestingly, the above mapping takes several different
states of d’s to the same state of ˜d’s. This is a hidden symmetry
in ˜H0 and gives rise to massive degeneracy in its energy
spectrum. Since the ˜d particles behave like a pair of domain
walls, the Hamiltonian ˜H0 in this new basis is just free particle
hopping with matrix element J , i.e., ˜H0 = J
∑
i
˜d
†
i
˜di+1 + H.c.
This is the origin of the integrability when U → ∞ keeping
J finite. We expect that the long-time limit of the nonthermal
regime is smoothly connected to this U → ∞ free fermion
integrable point. Therefore we hypothesize that the long-time
state in the nonthermal regime is well described by a time-
periodic GGE [36,42,43,74] from the perspective of local
observables. An explicit check is the subject of future work.
Having understood integrability of the infinite-U case, we
can now briefly discuss its breakdown at finite U and how this
behavior changes as a function of system size. At finite large
U , there are additional contributions toHeff . For example, even
at zeroth order in the HFE [see Eq. (C8)], there are additional
contributions from α0(±κ) ˜H±1. As discussed in Appendix C,
the terms in ˜H±1 result in pair creation/annihilation of d
particles. At second order (the first-order term vanishes by
symmetry of the drive), higher harmonics contribute to the
effective Hamiltonian. As a result, this mapping to free ˜d
particles breaks down. Thus, higher order terms may break
integrability while keeping the HFE convergent. However, an
alternative mechanism also exists. For a given finite U , the
HFE itself may be invalid (or inaccurate), possibly at all orders,
which certainly would break the infinite-U integrability.
In principle, the breakdown of integrability due to higher
order terms and the breakdown of the HFE can occur with
distinct system size dependence. One can envision two pos-
sible scenarios for the crossover from integrable dynamics
at U →∞ to an infinite temperature Floquet-ETH phase at
finite U :
(1) Integrable, nonthermal → nonintegrable,
Floquet − ETH .
(2) Integrable, nonthermal → nonintegrable,
finite − temperature ETH → nonintegrable,
Floquet − ETH .
The second scenario is plausible when a nonintegrable
effective Hamiltonian is obtained from a convergent HFE.
With these two cases in mind, we examine the variance of the
doublon density, comparing that of H [2]F with that of the exact
Floquet Hamiltonian. As shown in Fig. 6(a), the variance data
from HF have a scaling collapse for the nonthermal plateau
that breaks down at an earlier point than that of the nonthermal
region predicted by H [2]F . In fact, as shown in the inset, H
[2]
F
exhibits a different scaling form for the nonthermal plateau.
Therefore, our data indicate that the breakdown of the HFE,
yielding a Floquet-ETH phase, happens first, corresponding
to the first scenario. Hence, we do not observe any physics
corresponding to a finite-temperature ETH states. If we assume
that the finite-size breakdowns of integrability within the
HFE and of the HFE itself correspond to distinct finite-size
scaling laws (J/U )c ∼ N−αint and (J/U )c ∼ N−αHFE , respec-
tively, as depicted in Fig. 6(c), then our data indicate that
αHFE > αint. If instead we had αHFE < αint, we would be able
to achieve the second scenario where a finite-temperature
ETH regime emerges between the integrable and infinite-
temperature Floquet-ETH phases.
Finally, the breakdown of the HFE provides an explanation
for the physical mechanism of thermalization. There remain
two possible routes to the breakdown of the HFE. The first is the
breakdown of the operator expansion, whereby the magnitude
of the higher-order terms relative to the zeroth-order term
becomes significant. In Appendix D, we examine the behavior
of the trace norm of the second-order term, H [2]eff , in compar-
ison with the zeroth-order term, H [0]eff . As shown in Fig. 13
(Appendix D), this does not capture the finite-size scaling of
the crossover region. While for small J/U the trace norm
of H [2]eff increases as a function (J/U )2, it has no finite-size
dependence which is inconsistent with the scaling observed
in the distribution of the doublon density. This rules out a
breakdown of the operator expansion, at least at second order.
The second route is through a proliferation of reso-
nances [65]. This proliferation is analogous to a localization-
delocalization transition in the space of many-body eigenstates
of H [0]eff (denoted by |ψ [0]m 〉). When J/U → 0, the exact
Floquet eigenstates (denoted by |nF 〉) are identical to |ψ [0]m 〉,
corresponding to a localized state. As J/U increases, the drive
induces resonances with states energetically separated by 
such that the eigenstates of H [0]eff cease to faithfully represent
the Floquet eigenstates due to nonperturbative instanton-like
effects. It has been argued [65,75] that in fact no finite-order
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(b)(a) (c)
FIG. 6. Dependence of the doublon log spectral variance on coupling and system size for both HF and H [2]F . Panel (a) compares the data
from Fig. 5(c) to the same data gathered from H [2]F . Note that H [2]F has a different scaling form as shown in the inset, displaying a much
weaker dependence on system size. Breakdown of the HFE happens faster than the breakdown of integrability within the HFE, apparently
resulting in a direct transition from integrability to an infinite temperature Floquet-ETH phase. Panel (c) depicts this scenario in the bold top box
while displaying an alternative possibility in the bottom box which contains an intermediate finite-temperature ETH phase. Panel (b) displays
the average log participation ratio (LPR) of exact Floquet eigenstates in the basis of zeroth-order HFE eigenstates. Note that the LPR has
the same scaling form as the log spectral variance and is a good measure of delocalization (here due to resonances) of exact Floquet eigenstates
in the basis of zeroth-order HFE states. An explicit example of this is shown in the inset for a representative exact Floquet eigenstate.
HFE eigenstates capture these resonances, which is con-
sistent with our results for H [2]F (not shown). Therefore,
when these resonances become active, the HFE completely
breaks down. We can quantify the breakdown by viewing
the proliferation of resonances as a delocalization of the
exact Floquet states in the space of the zeroth-order HFE
eigenstates, {|ψ [0]m 〉}. This property is nicely characterized by
the spectrum-averaged log participation ratio (LPR), ln[PR] =
Dim[H]−1∑nF ln(∑m |〈nF |ψ [0]m 〉|4), shown in Fig. 6(b). With
increasing J/U , the participation ratio decreases, indicating
eigenstate delocalization. The scale at which the LPR plateaus
roughly agrees with the scale at which the eigenstates appear to
be thermal. Furthermore, the system size scaling is consistent
with that of the doublon density. This strongly indicates that
in our system, the proliferation of resonances is responsible
for the breakdown of the HFE. The inset in Fig. 6(b) shows an
explicit example of the appearance of such resonances, which
are already active at a relatively strong drive U/J = 28.24.
In summary, we have shown that the nonthermal behavior
of the driven Hamiltonian at large U/J can be traced back to
the integrability of the U → ∞ point, where the HFE gives the
effective description of the Floquet eigenstates. At finite system
sizes, nonthermal behavior is observed at a large but finite
U/J . The crossover from the integrable-to-thermal behavior
of the eigenstates as a function of U/J is governed by the
proliferation of resonances induced by the drive. The finite-size
scaling of such resonant breakdown is numerically consistent
with the finite-size scaling of the doublon density, a fact which
remains to be understood analytically.
VI. DISCUSSION AND CONCLUSIONS
We have studied a strongly driven system of interacting
spinless fermions and found an unexpected nonthermal regime
at large interaction strength and finite system size. We have
shown that this nonthermal regime is due to the integrability
of the system at infiniteU that weakly persists to large but finite
U at finite size, a phenomenon that we call near-integrability.
We found power-law scaling of the crossover region, i.e., where
the system goes from integrable to nonintegrable, with system
size. We argued that this crossover comes from a breakdown
of the high-frequency expansion leading immediately to an
infinite-temperature Floquet-ETH phase with no intervening
finite-temperature regime for our choice of parameters. Further
evidence for the qualitative independence of these phenomena
upon the details of the model may be found in the appendices.
Our analysis from the effectiveJ/U expansion indicates the
intriguing possibility of a periodically driven system in which
integrability is first broken to a finite-temperature ETH phase
before breaking down to the infinite-temperature Floquet-ETH
phase. This scenario seems plausible and is quite interesting
in that it runs counter to the commonly held intuition that
isolated, periodically driven interacting systems heat to infinite
temperature. Reference [63] studies integrability breakdown
in a driven Heisenberg chain as one moves away from the
high-frequency limit. In a certain parameter regime, they find
evidence for such a finite-temperature ETH (as well as another
regime where resonant breakdown occurs). In the present
model, such a phase is expected to arise when J    U
(or perhaps less interestingly, at even higher frequencies  
U  J ) such that resonances vanish while the interactions
still strongly influence the states. Future work to explore such
an intermediate phase and connect it to related finite-time
phenomena such as prethermalization [53,56,58] remains an
ongoing challenge.
Our results are immediately relevant to a wide variety
of engineered quantum systems, where finite system size is
currently a given. Even in larger systems, our finite-size scaling
should provide insight into the local thermalization dynamics
of finite-size subsystems, which may be coarse grained towards
understanding the larger-scale thermalization dynamics of
the full system. This is deeply related to time scales for
prethermalization, in which the dynamics is dominated by the
nearby integrable point [76–82].
We can estimate the scaling of the prethermalization time
t∗ for an infinite system by assuming that a finite subsystem
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appears thermal with respect to local observables when
N N∗ due to sufficient mixing. Noting that J sets the charac-
teristic velocity in the model, we may approximate the prether-
malization time as t∗ ∼ N∗/J = (U/J 3)1/2 using the scaling
behavior at the edge of the nonthermal region.
We expect that understanding the finite-size and finite-time
scaling in a more rigorous way, as done in this work for one
model, will allow better understanding of heating mechanisms.
This in turn should allow control of heating, which is a crucial
step for the experimental realization of novel Floquet phases
that are able to skirt their boring infinite-temperature fate. We
recently became aware of upcoming complementary work by
Peronaci et al. [83].
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APPENDIX A: FREQUENCY DEPENDENCE
In this appendix, we consider a fixed system size N = 12
and study how the spectral variance changes as a function of
frequency and interaction strength. Previously, we discussed
the variance properties for the highly resonant case at low
frequencies. In the opposite limit, at very large frequencies
surpassing the many-body bandwidth, the system can be
effectively described by the time-averaged Hamiltonian. For
our model, the time-averaged Hamiltonian is just free fermions
with nearest-neighbor hopping. Therefore, at very large fre-
quencies, we expect the variance to be the same as that of a
static metal with no dependence on interaction. Indeed, we see
these two limits in Fig. 7.
For intermediate frequencies, where state mixing due to
resonances is weaker, the variance shows peaks at even integer
values of U/. This is due to the fact that the square wave
contains only odd harmonics of . At odd multiples of
, the system has an additional resonance contributing to
mixing thereby decreasing the variance closer to its thermal
value. The peaks at even integer values of U/J are precisely
the opposite situation where these extra processes are most
energetically suppressed consequently resulting in weaker
mixing. We have checked that indeed choosing different wave
(b)(a)
U/J U/J
FIG. 7. Frequency dependence of spectral doublon variance as
a function of coupling U/J at N = 12. Panel (a) shows frequency
along the y axis and coupling along the x axis with color denoting
the variance value. Panel (b) shows cuts at particular frequencies. In
the high-frequency limit, the system is approximated by the time-
averaged laboratory frame Hamiltonian, leading to a variance given
by static free fermions. In the low-frequency limit, we get the variance
behavior discussed in the text which shows the thermal to nonthermal
transition as U/J gets larger. At intermediate frequencies, the rare
resonances govern the precise details of the variance (e.g., peaking)
and the system is quite sensitive to drive parameters.
form compositions changes this peaking phenomena accord-
ingly (not shown). The conceptual point here is that in the
intermediate-frequency regime, the system is quite sensitive to
the rare resonances that occur and hence the precise details
of the spectrum and drive carry serious impact on its the
thermalization properties. Overall, however, even if resonances
are weaker, the same general onset of nonthermal behavior with
increasing interaction exists.
APPENDIX B: WAVE FORM DEPENDENCE
In this section, we work in the highly resonant regime
at fixed system size N = 10 and discuss how the choice of
wave form can alter the behavior of the thermal to nonthermal
transition. We can study this systematically by introducing a
parameter n that denotes the number of steps the wave form
takes in approximating a single cosine harmonic over a period;
i.e., we discretize the cosine function in time with n steps
and the amplitude of the j th step given by cos( 2πj
n
) for j =
0,1, . . . ,n − 1. The case of n = 2 corresponds to the square
wave. As n → ∞, we obtain a perfect cosine function. In
between, we may track how continuous interpolation between
a square wave and a single harmonic affects the variance.
Figure 8 shows four cases of how the variance changes with
increasing n. Upon increasing n from 2 to 4, we see a sudden
drop of the variance. Again increasing n from 4 to 6 results
in a resurgence of the variance. Finally, at n = 100 where we
well approximate a cosine drive, the variance grows roughly
linearly as a function of interaction.
The intuition for this seemingly odd behavior is apparent
by considering the time evolution operator over one period
U (T ,0). The unitary U (T ,0) contains Hamiltonians Hj con-
structed from the discrete cosine amplitudes. For n = 2, the
interaction contributes terms with amplitudes U, − U for time
steps of T/2 and so U (T ,0) spends all its time with the
interaction at |U/J |. In contrast, for n = 4, the interaction
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FIG. 8. Wave form dependence of spectral doublon variance as a
function of coupling U/J at /J = 0.83. A square wave is given by
n = 2 and a cosine is closely approximated by n = 100. In between,
the discretization of sampling a wave form gives rise to dampening
and resurgence effects as can be understood by considering the time-
evolution operator over one period U (T ,0) (see text). Overall, the
thermal to nonthermal transition persists for a cosine drive but has
significantly slower crossover behavior as compared to the square
drive.
contributes terms with U,0, − U,0 for time steps of T/4.
In this case, we see that for half the time period, U (T ,0)
contains evolution due to a purely static noninteracting metal.
Intuitively speaking, this severely weakens the “effective”
interaction scale over a period and thus leads to a more thermal
variance than the case of n = 2 where the U = 0 values are
absent. Upon further increasing the sampling to n = 6, the
interaction steps no longer contain the U = 0 value and hence
the variance returns to a larger value. Of course, however, at
fixed U/J, n = 6 indeed has a weaker effective interaction
scale than that of a square wave and so the variance, while
still demonstrating the same overall trend to nonthermality
with increasing interaction, is dampened. This trend saturates
apparently with approximately linear growth of variance with
U/J for a single harmonic at n = 100. All of this suggests that
even though a single harmonic contributes fewer resonances
than a square wave, which a priori one might expect to lead to
more nonthermal behavior, the fact that the effective interaction
scale is greatly reduced at fixed U/J for a single harmonic
dominates the thermal to nonthermal crossover behavior.
APPENDIX C: DERIVATION OF THE EFFECTIVE
J/U EXPANSION
In this section, we provide the derivation of an effectiveJ/U
expansion derived from a van Vleck high-frequency expansion
(HFE), though we are explicitly not working at high frequency.
We move to a rotating frame which eliminates the interaction
term via the unitary transformation
˜H = i∂t (V †)V + V †HV,
| ˜ψ〉 = V †|ψ〉,
V (t) = e−iκF (t)
∑
j nj nj+1 , (C1)
where κ = U/, and F (t) is the integral of the drive with
respect the variable t . This yields the transformation of the
annihilation operator c˜i = V †(t)ciV (t) = e−iκF (t)(ni−1+ni+1)ci
which can be immediately used to construct the rotated Hamil-
tonian
˜H = J
∑
i
(c˜†i c˜i+1 + H.c.)
= J
∑
i
(eiκF (t)(ni−1−ni+2)c†i ci+1 + H.c.). (C2)
Note that the time dependence of the rotated Hamiltonian
disappears if ni−1 = ni+2, a property which will lead to
interesting results. The above form suggests a convenient
expansion ˜H = ∑m=0,±1 ˜HmeimκF (t) upon factoring out the
operator content in the exponential in (C2):
˜H0 = J
∑
j
δnj−1,nj+2 (c†j cj+1 + c†j+1cj ),
˜H1 = J
∑
j
[nj−1(1−nj+2)c†j cj+1+nj+2(1−nj−1)c†j+1cj ],
˜H−1 = ˜H †1 , (C3)
where δnj−1,nj+2 = (1 − nj−1 − nj+2 + 2nj−1nj+2) is a con-
straint which allows nearest-neighbor hopping only if ni−1 =
ni+2, i.e., the adjacent sites have the same density. This type
of correlated hopping preserves total doublon number. In
sharp contrast, ˜H±1 allows nearest-neighbor hopping only
if ni−1 = ni+2 and therefore can be understood as doublon
creation and annihilation. Hence, these terms explicitly break
the global doublon number symmetry. If one were to think
about this correlated hopping in terms of domain wall dynamics
on the bonds of the lattice, ˜H0 would be responsible for
nearest-neighbor hopping of domain wall pairs (see Sec. V and
Appendix D) while ˜H±1 would be responsible for domain wall
pair creation and annihilation. This intuitive understanding
suggests that in the limit of U → ∞, where only ˜H0 is
active on average, ˜H is integrable. Formalizing this intuition
mathematically is rather tough, but we discuss an algorithm
for checking integrability in Appendix D.
Decomposing the rotated Hamiltonian into harmon-
ics, ˜H = ∑l eilt ˜H (l), we obtain the relation ˜H (l) =∑
m=0,±1 ˜Hmαl(mκ) where eimκF (t) =
∑
l e
iltαl(mκ) are the
harmonic expansions of the time-dependent exponentials. For
a square drive, we obtain
αl(mκ) = i2π
(
e−iπ(l−mκ) − 1
l − mκ +
1 − eiπ(l+mκ)
l + mκ
)
, (C4)
and for a cosine drive, we obtain Bessel functions αl(mκ) =
Jl(mκ). Note that in the case of a square drive, the coefficients
are peaked at l = ±mκ with power-law decay (see Fig. 9). This
crucial property allows us to interpret the HFE as an effective
(and approximate) J/U expansion as we will see shortly.
The general evolution operator for a Floquet system [84]
has a periodic piece, P (t,t0) ≡ e−iKF [t0](t), and a static piece
HF [t0], both of which depend on a choice of gauge t0. The
Hermitian operator KF [t0](t) is known as the stroboscopic
kick operator. Gauge transformations between choices of
initial times are implemented with the micromotion operator
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FIG. 9. Harmonic coefficients of eixF (t) in Eq. (C4) for the square
wave which controls the periodic time dependence in the rotating
frame. The quick decay away from the peak at l = x allows for a
controlled J/U expansion.
HF [t˜0] = P (t˜0,t0)HF [t0]P †(t˜0,t0), where of course, by period-
icity of P , initial times are only defined within a period.
Instead of choosing a single t0, one might consider an
alternative scenario where a symmetric gauge choice is se-
lected such that no t0 per se is favored. This particular gauge
choice is useful if one wants to discuss a single Floquet
Hamiltonian, which we will call the effective Hamiltonian,
without the ambiguity of which initial time point was chosen.
To this end, define a unitary transformation on the stroboscopic
Floquet Hamiltonian Heff = eiKeff (t0)HF [t0]e−iKeff (t0) such that
the kick operators Keff (t0) are defined to rotate a given
choice of stroboscopic Floquet Hamiltonian to the effective
Hamiltonian. By using the gauge change formula for HF [t0],
one finds that P (t,t0) = e−iKF [t0](t) = e−iKeff (t)eiKeff (t0), which
immediately leads to the conclusion that the Heff is indeed
the static Hamiltonian obtained by rotating from the original
frame with e−iKeff (t) instead of P (t,t0) which would yield
HF [t0]. With these definitions, the general evolution has two
representations,
U (t2,t1) = P (t2,t0)e−iHF [t0](t2−t1)P †(t1,t0)
= e−iKF [t0](t2)e−iHF [t0](t2−t1)eiKF [t0](t1)
= e−iKeff (t2)e−iHeff (t2−t1)eiKeff (t1), (C5)
where the kick and stroboscopic kick operators coincide if
Keff (t0) = 0; this also means that the stroboscopic and effective
Floquet Hamiltonian coincide. Quasienergy spectra are unaf-
fected by kick operators since they are just a rotation of the
Floquet Hamiltonian but measurement of observables requires
one to take them into account.
In general, exact formulas for the effective Hamiltonians
and kick operators are difficult to come by, so quite often one
resorts to a high-frequency expansion with Heff encoding the
gauge-symmetric Floquet Hamiltonian and Keff encoding the
explicit gauge change information. We will not rederive the re-
sults here and resort to quoting the series expansion for the
effective Hamiltonian and kick operators up to second order
from Refs. [85,86]:
Heff = H [0]eff + H [1]eff + H [2]eff + · · · , (C6)
Keff = K [0]eff + K [1]eff + K [2]eff + · · · . (C7)
In the main text, we have considered quasienergy states and
spectra obtained from U (T ,0) and so kick operators used for
numerical results are evaluated at t = 0 (the particular gauge
we have chosen for the stroboscopic Floquet Hamiltonian). We
define H [n]F as the nth-order approximation to the stroboscopic
Floquet Hamiltonian obtained from the HFE:
H
[0]
eff = H0, H [1]eff =
1

∞∑
j=1
1
j
[V (j ),V (−j )],
H
[2]
eff =
1
22
∞∑
j=1
1
j 2
[[V (j ),H0],V (−j )] + 132
∞∑
j,l=1
1
j l
([V (j ),[V (l),V−(j+l)]] − [V (j ),[V (−l),V−(j−l)]]) + H.c.,
K
[0]
eff (t) = 0, K [1]eff (t) =
1
i
∞∑
j=1
1
j
(V (j )eijt − V (−j )e−ijt ),
K
[2]
eff (t) =
1
i2
∞∑
j=1
1
j 2
[V (j ),H0]eijt+ 12i2
∞∑
j,l=1
1
j (j + l) [V
(j ),V (l)]ei(j+l)t+ 1
2i2
∞∑
j =l=1
1
j (j − l) [V
(j ),V (−l)]ei(j−l)t+H.c.,
(C8)
where H0 = ˜H (0) and V (j ) = (1 − δj,0) ˜H (j ). Inserting the harmonics of the rotated Hamiltonian, we obtain
H
[0]
eff = ˜H0 +
∑
m=0
˜Hmα0(mκ), H [1]eff =
∑
(m,m′)=0
[ ˜Hm, ˜Hm′ ]
∞∑
j=1
αj (mκ)α−j (m′κ)
j
,
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H
[2]
eff =
∑
(m,m′)=0
[[ ˜Hm, ˜H0], ˜Hm′ ]
∞∑
j=1
αj (mκ)α−j (m′κ)
22j 2
+
∑
(m,m′,m′′)=0
[[ ˜Hm, ˜Hm′ ], ˜Hm′′ ]
×
⎛
⎝ ∞∑
j=1
αj (mκ)α0(m′κ)α−j (m′′κ)
22j 2
+
∞∑
j,l=1
(1 − δjl)α−l(mκ)α−(j−l)(m′κ)αj (m′′κ)
32j l
−
∞∑
j,l=1
αl(mκ)α−(j+l)(m′κ)αj (m′′κ)
32j l
⎞
⎠+ H.c., (C9)
K
[0]
eff (t) = 0, K [1]eff (t) =
∑
m=0
˜Hm
∑
j =0
αj (mκ)eijt
ij
, K
[2]
eff (t) =
∑
m=0
[ ˜Hm, ˜H0]
∞∑
j=1
αj (mκ)
i2j 2
eijt
+
∑
(m,n)=0
[ ˜Hm, ˜Hn]
⎛
⎝ ∞∑
j=1
αj (mκ)α0(nκ)
i2j 2
eijt +
∞∑
j,l=1
αj (mκ)αl(nκ)
2i2j (j + l) e
i(j+l)t +
∞∑
j =l=1
αj (mκ)α−l(nκ)
2i2j (j − l) e
i(j−l)t
⎞
⎠+ H.c.,
(C10)
where we have made use of the property αl(0) = δl,0. Utilizing
the peaking behavior of the α coefficients, we may understand
the scaling of each term with J/U . We wish to compare the
strength of each successive order of Heff to the zeroth-order
term which scales as J . The first order, H [1]eff , comes with
a single commutator that yields two powers of J . Since
each of the α coefficients are peaked when the subscript and
arguments match (up to a sign), whenever the peaks of the two
α coefficients overlap to give a nonzero contribution to the sum
over j , they provide a scaling of κ = U in the denominator,
i.e., j → mκ = mU . For a given system size N , the sum
of the commutators provides some scaling with N and so we
denote the overall scaling of the first-order term, relative to
the zeroth-order term, as (J/U )f1(N ). Repeating the same
arguments for the second-order term gives three powers of
J and a denominator with two powers of U for an overall
relative scaling of (J/U )2f2(N ). Each successive order gives
one more power of J due to an extra nested commutator and
another power of U in the denominator due to replacement of
some j term with U . Therefore, up to errors introduced by
the power-law decay of the α coefficients, we have constructed
an approximate J/U expansion from the HFE.
The convergence properties and error bounds on such an
expansion are largely unknown at this point in time. Two
possibilities for such an expansion are that the series is
convergent or that it is asymptotic with an n-order expansion
accurately describing the dynamics for some finite period of
time, although recent work suggests that the latter is more
likely [75].
We delay further detailed analysis of this series and instead
demonstrate the validity of our expansion by considering the
large-U limit and comparing the exact Floquet spectrum to
the spectrum of the effective Hamiltonian at various orders.
Figure 10 shows the comparison of spectra between the exact
Floquet Hamiltonian, zeroth-order (neglecting H±1 terms—
valid at large U ), and second-order effective Hamiltonian.
Note that the first-order term vanishes identically due to
the symmetry αj (mκ) = α−j (mκ) for the square wave. As
expected, we see that for very large U , all the spectra match but
as we decrease U , the zeroth-order term deviates first before
the second term, which eventually also breaks down.
APPENDIX D: ADDITIONAL EVIDENCE FOR
INTEGRABILITY AND ITS BREAKING
In this appendix, we provide additional evidence for in-
tegrability of the effective high-frequency model and for
integrability breaking at finite U . Let us begin by showing
how we numerically verify integrability of ˜H0. As noted in
the main text, ˜H0 is a very unusual integrable model in the
sense that multiple basis states map to the same configuration
in the language of the ˜d fermions, leading to significant exact
degeneracy. This is unlike simple free models where no exact
degeneracy exists, but rather a lack of level repulsion allowing
states to be close—but not the same—in energy. Therefore,
level statistics is not the ideal test for integrability here.
Instead, we simply show that the spectrum may be repro-
duced by free fermion numerics. The procedure to generate the
spectrum of ˜H0 is as follows:
(1) Iterate through basis elements of the original model.
(2) For each basis element, map it to a representation in the
˜d basis.
(3) In the ˜d-basis representation, count the number of
fermions and the number of sites. For free one-dimensional
fermions hopping on such a lattice, calculate the spectrum.
(4) Impose a degeneracy on the free fermion given by the
number of original basis elements that map to the same number
of fermions and sites in the ˜d representation.
The spectrum obtained by this procedure is plotted as the
˜H0 data in Fig. 10. For comparison, the spectra of HF and
H
[2]
F are obtained through exact diagonalization. The results
clearly converge in the U/J → ∞ limit, demonstrating the
integrability of our model.
While level statistics is difficult for identifying the inte-
grable limit of our model, it remains the smoking gun for seeing
the breaking of integrability. In Fig. 11 we show the level statis-
tic r = min(En,En+1)/max(En,En+1) for the exact
and effective Floquet Hamiltonian, where En ≡En −En−1
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(b)(a) (c)
FIG. 10. Quasienergies of the exact HF and the effective Hamiltonians ˜H0 and H [2]F for three values of U/J . At large U/J , the spectra
match, while away from this limit it is clear that H [2]F is a good approximation over some region before the breakdown of the high-frequency
expansion.
is the (quasi)energy difference between Floquet eigenstates
n and n − 1. It has been well studied that this object crosses
over from r ≈ 0.386 (Poisson statistics) to r ≈ 0.53 [Gaussian
orthogonal ensemble (GOE)] as the system crosses from
integrable to nonintegrable [50,87]. The nonintegrable plateau
is clearly seen for both HF and H [2]F , indicating that both
obey the eigenstate thermalization hypothesis for a finite range
of U . We also see that, due to the unusual nature of the
integrable model, the Poisson limit is not reached at very large
U . Similarly to crossover behavior of  in the main text, the
level statistics show a system-size-dependent crossover for
both HF and H [2]F (albeit much weaker for H [2]F ), consistent
with our belief that the both HF and H [2]F will thermalize for
infinitesimal finite J/U in the thermodynamic limit.
Furthermore, we provide additional evidence that the
crossover to thermalization of Heff at finite U is not governed
by the breaking of integrability in H [2]F , but rather by a direct
breakdown of the high-frequency expansion. In Fig. 12 we
plot eigenstate expectation values of two observables: the
doublon density D and the HFE Hamiltonian H [2]F . As a local
(b)(a)
FIG. 11. Level statistics of the exact HF and the effective Hamil-
tonian H [2]F . For the static Hamiltonian H
[2]
F , only the middle 50%
of the spectrum is used to avoid noise from the often-anomalous
high- and low-energy tails. For small U/J , the level statistic is GOE
indicating nonintegrable behavior of the system. As U/J increases,
the level statistic breaks away from GOE indicating a different
spectral structure due to near-integrability. Note that this crossover
is system size dependent as seen clearly in (a). In (b), there is a much
weaker system size dependence suggesting that the HFE, at second
order, does not accurately capture the crossover from integrability to
nonintegrability.
observable, we expect D to satisfy the Floquet-ETH for U
beyond the thermalization crossover, meaning that eigenstate
expectation values of D should be independent of quasienergy
and with fluctuations exponentially suppressed in system size.
This is consistent with the data shown, as D compresses into
a narrower region as U is decreased, approaching the single
value D = 1/2 in the thermodynamic limit. On the other
hand, if H [2]F were a good description of the system in this
nonintegrable region, we would expect thatH [2]F would become
nearly conserved, implying that its expectation value would
be extensively spread over eigenstates. Instead, we see that
H
[2]
F behaves exactly as D, approaching a single point in the
nonintegrable limit. This implies that H [2]F is not a conserved
quantity in the system, and thus behaves exactly the same
as other nonconserved quantities such as D that satisfy the
Floquet-ETH.
Finally, let us see that the breakdown of the HFE is due
to the resonances discussed in the main text and not directly
due to a breakdown of the operator series for Heff . For
finite-size systems, the expansion in (C6) should have a well-
defined convergence radius in the space of finite-dimensional
matrices. We can look for the breakdown of this series by
directly comparing the size of the leading correction, H [2]eff ,
to the zeroth-order term ˜H0 [88]. This is achieved in Fig. 13
by comparing their Frobenius norms. These norms collapse
amazingly well as a function of system size, such that we
can immediately conclude that H [2]eff becomes of order ˜H0 at
fixed ratio J/U ∼ 0.5 independently of system size. Thus
we conclude that, at least to second order, there is a finite
system size independent radius of convergence for the HFE,
which is clearly in conflict with the breakdown of integrability
in the exact HF . This provides additional evidence that the
breakdown of integrability is due to nonperturbative effects for
our choice of parameters, though it is possible that the direct
breakdown of the HFE series expansion will be the leading
effect for other models or values of the parameters.
APPENDIX E: ALTERNATIVE MAPPING
In this section, we present an alternative, but equivalent,
mapping that demonstrates the integrability of ˜H0. First, define
a defect as a single site that is surrounded by sites of the
opposite kind. A domain wall will be two sites that are part of
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FIG. 12. Expectation values of the doublon density D and effective HFE Floquet Hamiltonian H [2]F ≡ e−iK
[2]
eff (0)H [2]eff e
iK
[2]
eff (0) in exact Floquet
eigenstates of HF .
a sequence of occupation longer than 1. For instance, 0(01)1
is a domain wall. Now let us define the contracted lattice as a
lattice where in each site we can have a hole, 0, a particle, 1,
a domain wall (01) or (10) which we will call W, and a defect
which is either (10) in a 111 domain or a (01) in a 000 domain
which we call D. For a particular collection of these objects,
we can have a lattice exemplified as follows:
000000111110000 → 00000W111W000,
and with defects:
001000111010000 → 0D00W1DW000.
A defect can move freely as long as there is no domain wall on
the site it ends on. If there is a domain wall, then they switch
FIG. 13. Frobenius norm of the integrable model ˜H0 and of the
second-order termH [2]eff in the HFE normalized to the trace norm of the
identity for each system size. As discussed in Appendix C, the trace
norm has (J/U )2 behavior indicated by the dashed line. At J/U ∼
0.5, the second-order term is relatively larger than the integrable part.
Both zeroth-order and second-order terms have the same system size
dependence as seen by observing the relative trace norm in the inset.
This fact immediately rules out the possibility that the breakdown of
the HFE as an operator expansion is responsible for thermalization as
discussed in Sec. V and Appendix D, at least at second order.
positions:
1101000 = 1DW00 → 1100100 = 1WD00.
This means that we can write the Hamiltonian as follows.
We define d’s as annihilation operators for the defects, and b’s
as annihilation operators for the domain walls:
H = d†i+1di
[(
1 − nWi+1
)+ b†i bi+1]+ H.c. (E1)
It is also clear that defects are hard-core bosons. This almost
looks like free hard-core bosons except for the shift in location
of the domain wall. This can be taken into account by an
appropriate string operator which we now construct. First,
consider the following unitary:
Uj =
[
1 + (−1)nWi +nWi+1 + 2(b†i bi+1 + b†i+1bi)
]
. (E2)
If there is no domain wall on site i + 1, then this will shift a
domain wall at site i to site i + 1. We envision the chain as
terminating by some domain, with no walls, so if we have a
string starting operation from the farthest point, and counting
to the left, this will shift all domain walls one step to the right.
Alternatively, if we start from the location to the left of a domain
wall, and multiply the unitaries into a string, we will shift all
domain walls to the left. So if we define
˜di =
⎡
⎣ i∏
j=N
Uj
⎤
⎦di, (E3)
we immediately get
H = ˜d†i+1 ˜di + H.c., (E4)
which is the integrable model. We may further consider the
creation of defects at finite U . This can happen only in the
vicinity of a domain wall. To construct the operator we consider
a U energy step:
111W000 = 111(10)000
↓
11101000 = 11(10)D(10)W00 = 11DW00
with the upshot that now a site is missing. A chain with 7
effective sites now only has 6 due to the contraction that the
mapping of the defect implies. We can describe this process as
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originating from
HU = d†i−1Wib†i+1bi + H.c., (E5)
where the Wi is a “warp” operator which moves everything to
the left and cancels site i. One can write it in terms of string
operator for both domain walls and defects. There is an implicit
gauge choice in the above in the sense that domain walls created
defects to their left, regardless of their nature.
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