We describe techniques for training high-quality image denoising models that require only single instances of corrupted images as training data. Inspired by a recent technique that removes the need for supervision through image pairs by employing networks with a "blind spot" in the receptive field, we address two of its shortcomings: inefficient training and somewhat disappointing final denoising performance. This is achieved through a novel blind-spot convolutional network architecture that allows efficient self-supervised training, as well as application of Bayesian distribution prediction on output colors. Together, they bring the selfsupervised model on par with fully supervised deep learning techniques in terms of both quality and training speed in the case of i.i.d. Gaussian noise.
INTRODUCTION
Denoising, the removal of noise from images, is a major application of deep learning. Several architectures have been proposed for general-purpose image restoration tasks, e.g., U-Nets (Ronneberger et al., 2015) , hierarchical residual networks (Mao et al., 2016) , and residual dense networks (Zhang et al., 2018) . Traditionally, the models are trained in a supervised fashion with corrupted images as inputs and clean images as targets, so that the network learns to remove the corruption. Lehtinen et al. (2018) introduced NOISE2NOISE training, where pairs of corrupted images are used as training data. The technique is based on the observation that when certain statistical conditions are met, a network faced with the impossible task of mapping corrupted images to corrupted images learns, loosely speaking, to output the "average" image. For a large class of image corruptions, the clean image is a simple per-pixel statistic -such as mean, median, or mode -over the stochastic corruption process, and hence the restoration model can be supervised using corrupted data by choosing the appropriate loss function to recover the statistic of interest. The authors demonstrate performance on par with, and, under a finite data gathering budget, even exceeding that of training with clean targets.
While removing the need for clean training images, NOISE2NOISE training still requires at least two independent realizations of the corruption for each training image. Yet, not many existing data sets come with pairs of corrupt realizations, whereas obtaining large collections of (single) poor images is much easier. This motivates investigation of self-supervised training: how much can we learn from just looking at bad data? While foregoing supervision would lead to the expectation of some regression in performance, can we make up for it by making stronger assumptions about the corruption process? In this paper, we show that under the assumption of additive Gaussian noise that is i.i.d. between pixels, no concessions in denoising performance are necessary.
We draw inspiration from the recent training technique of Krull et al. (2018) , dubbed NOISE2VOID (N2V) by the authors. The algorithm needs no image pairs, and uses just individual noisy images as training data, assuming that the corruption is zero-mean and independent between pixels. The method is based on blind-spot networks where the receptive field of the network does not include the center pixel. This allows using the same noisy image as both training input and training targetbecause the network cannot see the correct answer, using the same image as target is equivalent to using a different noisy realization. This approach is self-supervised in the sense that the surrounding context is used to predict the value of the output pixel without a separate reference image (Doersch et al., 2015) . . The rotated copies are placed on the minibatch axis, quadrupling its length, after which all images are processed by one main network with a restricted receptive field. Then the minibatch axis is split in four parts which are rotated in the opposite direction and concatenated on the feature map axis. As before, 1×1 convolutions produce the final output color. This design is functionally equivalent to the middle one -assuming that weights in the branches were shared and rotated appropriately -but much more practical, because we only need to consider one direction in which to restrict the receptive field. Krull et al. (2018) train blind-spot networks with a masking scheme where only a few output pixels can contribute to the loss function, thereby reducing training efficiency considerably. Furthermore, the existence of the blind spot leads to significantly reduced denoising quality at test time, as information in the pixel itself cannot be utilized when producing the output image.
Our contributions. To alleviate both issues identified above, we (1) describe a convolutional network architecture that has the necessary blind spot by design, which allows efficient self-supervised training with a loss function that considers the entire output image; and (2) show that applying maximum a posteriori (MAP) optimization allows combining the output of a blind-spot network with the contents of the pixel itself, significantly increasing result quality. Together, these contributions bring self-supervised denoising on par with traditionally trained convolutional denoiser networks, both in terms of denoising quality and training performance.
BLIND-SPOT NETWORK ARCHITECTURES
Let us now consider the design of networks that are architecturally constrained to have a blind spot at the center. It should be noted that simply forcing the center of all convolution kernels to zero is not sufficient. Just two such layers allow the information from center pixel reach back to the center pixel. If there is such a path, the network trained in a self-supervised fashion learns to replicate the input image as-is, and no restoration will happen.
We can analyze the receptive field of the network by noting that it is the Minkowski sum of the receptive fields of each individual step. The receptive field cannot thus be shrunk by any step, and we have to be mindful of how we allow the network layers to extend it. It is possible to let the receptive field extend arbitrarily far from a center pixel while still limiting the directions it extends towards. This principle has been used in PixelCNN (van den Oord et al., 2016a) image synthesis networks, where only pixels synthesized before the current pixel are allowed in the receptive field. In order to construct a final result whose receptive field contains the surroundings of a pixel but not the pixel itself, we combine four receptive field -restricted network branches. (a) If the pixel itself is included in the restricted receptive fields, we must take the feature map contents from a pixel above the one we are outputting.
In practice, we offset the input tensor downwards by one pixel and add a corresponding amount of padding at the top. (b-d) The same process is repeated for the three other branches. When using the rotation-based architecture illustrated in bottom row of Figure 1 , we can simply offset all feature maps in the same direction before the inverse rotation operation R −1 . (e) The overall receptive field has a blind spot at the pixel, but may otherwise be arbitrarily large.
Our blind-spot architecture is illustrated in Figure 1 . In principle, we construct four network branches whose receptive field extends in different directions in the image plane. The output of these four branches is combined so that none of them contains the center pixel, resulting in an overall receptive field with an arbitrary extent and a blind spot at the center. After the combination step, 1×1 convolutions can be used to distill the information into an output color. In practice, it is more efficient to fold the four branches together by constructing four rotated versions of the input image and using the same main network for all of them (Figure 1, bottom) .
Comparing to the traditional restoration network, we add only trivial rotation and reshaping operations, plus a small number of 1×1 convolutions that contain relatively few trainable weights. If the sizes of the convolution kernels are kept unchanged, the amount of computation is approximately quadrupled as the main network processes a minibatch four times as large as usual. However, this cost is partially offset at training time by each weight receiving four times more gradient information.
Note that the rotation-based architecture implicitly shares convolution kernel weights among all receptive field directions. Pixel-wise independent corruption cannot have any directional correlations, making the restoration of such corruption a rotation-invariant operation. Hence there is no need for separate sets of convolution kernels for each orientation of the image, and having more weights than necessary would only make training more difficult.
Let us now examine how to transform a restoration network into one with a restricted receptive field, as necessary in our scheme. Our approach is to modify the individual layers to restrict the receptive field, resulting in a network with overall restricted receptive field. In particular, we will take a close look at convolution and down-/upsampling layers. Layers that do not extend the receptive field, e.g., concatenation, summation, 1×1 convolution, etc., can be used as-is and need no further attention.
Here we will only consider schemes where the convolution operations include the pixel itself in the receptive field. This requires that the feature maps are shifted by one pixel before combining their data with the 1×1 convolution kernels, as illustrated in Figure 2 .
CONVOLUTION LAYERS
To restrict the receptive field of a zero-padding convolution layer to extend only, say, upwards, the easiest solution is to offset the feature maps downwards when performing the convolution operation.
For an h × w kernel size, a downwards offset of k = h/2 pixels is equivalent to using a kernel that is shifted upwards so that all weights below the center line are zero. Some care must be taken to not lose information and to retain the original feature map height. Specifically, we first append k rows of zeros to the top of input tensor, then perform the convolution, and finally crop out the k bottom rows of the output. This achieves the downward offset and corresponds exactly to using a taller (2h − 1) × w convolution kernel with weights below the center line zeroed out.
When multiple convolution layers are chained back-to-back, it may be beneficial to fold the padding and crop operations together so that one large padding step is done before the convolutions and a similar-sized crop after them. The amount by which to pad and crop is the sum of k for the convolution layers in between.
DOWNSAMPLING AND UPSAMPLING
Many image restoration networks involve downsampling and upsampling layers, and by default, these extend the receptive field in all directions. Consider, e.g., a bilinear 2 × 2 downsampling step followed immediately by a nearest-neighbor 2×2 upsampling step. The contents of every 2×2 pixel block in the output now correspond to the average of this block in the input, i.e., information has been transferred in every direction within the block. In practice, this leads to the network finding a way to route pixel data directly from input to output, defeating our attempts to train an image restoration network.
We fix this problem by again applying an offset to the data. Notably, it is sufficient to restrict the receptive field for the pair of downsampling and upsampling layers, which means that only one of the layers needs to be modified. In a typical 2 × 2 bilinear downsampling layer, we perform the offset by padding the input tensor with one row of zeros at top and cropping out the bottom row before performing the actual downsampling operation. As an alternative, to apply the offset at an upsampling layer, we can do a similar shift after the upsampling operation. We have found no measurable quality difference between these two options. For the networks in our tests, the offsets are attached to the downsampling layers.
BAYESIAN TRAINING AND MAP DENOISING
In their basic form, blind-spot networks suffer from the inability to utilize the data at the center pixel at test time; yet, clearly, the observed value does carry information about the underlying clean signal.
For training it is mandatory to disconnect the information flow from pixel position to itself, but there is no such restriction when using the network to restore novel images after it has been trained. We capitalize on this by training the network to predict, based on the context, a distribution of values instead of a single mean prediction, and applying MAP estimation at test time.
In Bayesian training (Nix & Weigend, 1994; Le et al., 2005; Kendall & Gal, 2017) , the network predicts output distributions instead of scalar output values, and the loss function is modified accordingly. The simplest variant replaces every output value by a pair of output values (µ y , σ y ) that represent the parameters of a Gaussian distribution N (µ y , σ y ), in which case the per-pixel loss function is loss(µ y , σ y , y) = 1 2σ 2
where y is the training target at the pixel. In practice, we output the standard deviations σ y in logarithmic space in order to avoid numerical issues.
Let us assume that all of our images are corrupted by additive uniform Gaussian noise N (0, σ n ), where the standard deviation σ n is known. When training a network with this kind of data in a selfsupervised fashion, there is a "baseline" standard deviation of σ n in the network output distributions, simply because the training data has that amount of noise in it. Because the network has a blind spot, there is no correlation between the prediction error and the noise in the training data, and thus the variances are additive so that σ 2 y = σ 2 n + σ 2 p . Here σ y is the standard deviation predicted by the network, σ n is the standard deviation of the noise in the training data, and σ p measures the actual uncertainty the network has about the value of the pixel. Knowing σ n and σ y , we can compute this actual uncertainty as σ 2 p = max(σ 2 y − σ 2 n , 0)
where max(·, 0) ensures that the variance does not end up negative in case σ y < σ n .
Let us now derive our MAP denoising procedure. For each unknown, we are trying to find the most likely clean valuex, given our knowledge of the noisy valuex and the value distribution N (µ y , σ y ) predicted by the network. The objective can be stated aŝ
where P (x|x) is the likelihood of the clean value being x, given that we have observed a noisy valuẽ x. Following Bayes' theorem, P (x|x) = P (x|x)P (x)/P (x). Nowx is an observed evidence so P (x) is constant, yielding the standard MAP objectivê
The first term of the product is simply the noise distribution centered at the clean value x. Due to symmetry of the Gaussian distribution, we can evaluate this as f (x;x, σ n ), which denotes the probability density function of N (x, σ n ). For the second term of the product, we take the prediction of the network where we have removed the baseline uncertainty. This is another Gaussian function f (x; µ y , σ p ). Putting everything together, we havê
where σ p is calculated as in Equation 2. The product of two Gaussian functions is a (non-normalized) Gaussian function, so the desired maximum is found at its mean. Following Eq. 4 in (Bromiley, 2003) , we havex
This is just a weighted average between the observed noisy valuex and the mean µ y predicted by the network. We see that for the values where the network is very confident about its prediction (σ p ≈ 0), the observed noisy valuex gets a small weight, so the output is dominated by the network output. On the other hand, when the uncertainty of the network is large compared to the amount of noise in the image, the observed noisy valuex gets a larger weight.
Note that the knowledge of noise level σ n is only required during inference -it plays no role in training. Therefore, in order to support blind Gaussian denoising where σ n may vary between images and/or pixels, we would need to have an estimate of σ n for the pixels being denoised. This could potentially be based on the network outputs, but specialized algorithms also exist for this purpose (e.g., Liu et al. (2006) ).
CHOICE OF COLOR SPACE
The simplest way to apply the above procedure to a color image is to treat each of the color components as independent distributions. However, the choice of color space has a dramatic effect on the denoising quality. This is explained by the fact that in natural images, changes in luminance (brightness) behave differently from changes in chrominance (hue). In particular, chrominance tends to vary more smoothly than luminance, and this has been exploited in many image compression and denoising algorithms.
In the case of MAP denoising, working in RGB color space means that the network cannot express being, e.g., certain of chrominance but uncertain of luminance. To alleviate the problem, we can perform training and inference in a more natural color space where one of the axes corresponds to luminance. In our experiments, the best results were obtained using the opponent color space as defined by Dabov et al. (2007b) . When striving for a high PSNR, it is important to use a color space with an orthogonal color transformation matrix, because otherwise minimizing the loss function (Eq. 1) does not lead to maximizing the PSNR in RGB color space.
JOINT COLOR DISTRIBUTIONS
Instead of selecting a fixed color space, we can also let the network output a joint probability distribution over the color components in the form of vector of means µ y and a covariance matrix Σ y for each pixel. The univariate case above can be thought of as a special case of this, where off-diagonal elements of Σ y are always zero.
We parameterize the 3×3 inverse per-pixel covariance matrix as Σ −1 y = A T y A y , where A y is an upper triangular matrix. This choice ensures that Σ y is positive semidefinite with non-negative diagonal entries, as required for a covariance matrix. The network thus outputs nine values per pixel: the three-component mean µ y and the six nonzero elements of A y .
The probability density of the predicted distribution at the target color y is
which in our case simplifies to
after removing the multiplicative constant factor that is irrelevant to us. The loss function to minimize during training is the negative of the logarithm of f , i.e.,
Note that A y being a triangular matrix, its determinant |A y | is the product of its diagonal elements.
To avoid numerical issues, we clamp this product to a small positive epsilon so that the logarithm is always well-defined.
During inference, we follow the same basic procedure as in the univariate case. The noise in a pixel is modeled as a distribution with known variances and zero covariances, having covariance matrix Σ n = σ 2 n I. We again need to remove this known variance from the network output distribution. Thanks to the blind spot, we can assume independence between network output and noise in the pixel as before. In this case, the covariance matrices are additive, i.e., we can assume that Σ y = Σ n + Σ p where Σ p represents the true uncertainty of the network. We can easily calculate Σ p = Σ y − σ 2 n I, where we again clamp the diagonal elements to zero to avoid negative variances.
The rest of the derivation is analogous to the univariate case. Turning to Bromiley (2003) , the mean of the product of the two distributions, and consequently the MAP estimate of the clean color, iŝ
wherex is the observed noisy pixel color.
Even though this approach lets the network express any joint output distribution on a per-pixel basis, and removes the need to choose a color space beforehand, it somewhat surprisingly does not result in better denoising quality than the univariate method in opponent color space. We hypothesize that in non-natural color images this more general approach may yield better results. Other applications might include multispectral data where choosing the optimal color space may be difficult.
RESULTS
For the baseline experiments, as well as for the backbone of our blind-spot networks, we use the same U-Net (Ronneberger et al., 2015) architecture as Lehtinen et al. (2018) , see their appendix for details. The only differences are that we have layers DEC CONV1A and DEC CONV1B output 96 feature maps like the other convolution layers at the decoder stage, and layer DEC CONV1C is removed. After combining the four receptive field restricted branches, we thus have 384 feature maps. These are fed into three successive 1×1 convolutions with 384, 96, and n output channels, respectively, where n is the number of output components for the network. All convolution layers except the last 1×1 convolution have leaky ReLU activation functions (Maas et al., 2013) with α = 0.1.
All networks were trained using the Adam optimizer (Kingma & Ba, 2015) with default parameters. Learning rate λ = 0.0003 and minibatch size of 4 were used. As training data, we used random 256×256 crops from the 50K images in the Imagenet validation set. The training continued until 1.2M images were shown to the network. All training and test images were corrupted with Gaussian noise, σ = 25. Table 1 shows the denoising quality in dB for the four datasets used. From the BSD300 dataset we use the 100 validation images only. Similar to Krull et al. (2018) , we use the grayscale version of the BSD68 dataset. All our blind-spot noise-to-noise networks use the convolutional architecture (Section 2) and are trained without masking. With our plain variant that most closely resembles (Lehtinen et al., 2018) and (Krull et al., 2018) . The grayscale BSD68 dataset does not benefit from Bayesian inference in opponent color space (Bayes-opp.) or joint color distribution (Bayes-joint) , so the basic Bayesian result is used for calculating the averages. Results within 0.05 dB of the best result for each dataset are shown in boldface.
the original NOISE2VOID training, the BSD68 denoising result of 27.76 dB closely matches the 27.71 dB of Krull et al. (2018) . This suggests that our network with an architecturally enforced blind spot is approximately as capable as the one trained by Krull et al. (2018) using the less efficient masking-based approach.
In the table, the plain variant refers to blind-spot noise-to-noise training without Bayesian estimation, and the next column (Bayes) is the Bayesian method with independent output distributions in original color space (Section 3). Column Bayes-opp. refers to the same method in opponent color space (Eq. 1 of Dabov et al. (2007b) ), and Bayes-joint is the joint Bayesian method described in Section 3.2. Columns N2N and N2C refer to NOISE2NOISE training of Lehtinen et al. (2018) and traditional supervised training with clean targets (i.e., noise-to-clean), respectively.
We see that the denoising quality of our Bayesian method in the opposite color space (Bayes-opp.) or using joint color distributions (Bayes-joint) are on par with baseline results of N2N and N2C, and clearly surpass plain blind-spot denoising that does not exploit the information in the blind spot. While the Bayesian method in original color space (Bayes) is much better than the plain variant, it clearly loses to the other two when applied to color images. Figure 3 shows example denoising results by the various methods. Interestingly, our plain blindspot denoising (BN2N, plain) produces visible checkerboard patterns, some of which can also be seen in the result images of Krull et al. (2018) . Although in terms of PSNR we are on par with them in BSD68, these patterns may be somewhat exacerbated by our rotation-based architecture. The Bayesian variant (Bayes) manages to remove the checkerboard patterns and improves the overall quality by more than 1 dB, but in color images it tends to produce color artifacts. The results of the opponent color space (Bayes-opp.) and joint color distribution (Bayes-joint) variants do not exhibit these color artifacts, and both methods produce images that are virtually identical to the N2N baseline both visually and in terms of PSNR.
RELATED WORK
PixelCNNs (van den Oord et al., 2016b;a; Salimans et al., 2017) generate novel images in a scanline order, one pixel at a time, by conditioning the possible pixel colors using all previous, already generated pixels. The training uses masked convolutions that prevent looking at pixels that would not have been generated yet -one good implementation of masking (van den Oord et al., 2016a) combines a vertical half-space (previous scanlines) with a horizontal line (current scanline). In our application we use four half-spaces to exclude the current pixel only. Regrettably the term "blind spot" has a slightly different meaning in PixelCNNs: van den Oord et al. (2016a) uses it to denote valid input pixels that the network in question fails to see due to poor design, whereas we follow the naming convention of Krull et al. (2018) so that a blind spot is always intentional.
Applying Bayesian statistics to denoising has a long history. Non-local means (Buades et al., 2005) , BM3D (Dabov et al., 2007a) , and WNNM (Gu et al., 2014) identify a group of similar pixel neighborhoods and estimate the center pixel's color from those. This is conceptually similar to our solution, which uses a convolutional network to represent the mapping from neighborhoods to the distilled outputs. Both approaches need only the noisy images, but while the explicit block-based methods determine a small number of neighborhoods from the input image alone, our blind-spot training can implicitly identify and regress arbitrarily large number of neighborhoods from a collection of noisy training data.
CONCLUSION
We have shown that self-supervised training -looking at noisy images only, without the benefit of seeing the same image under different noise realizations -is sufficient for learning deep denoising models on par with those that make use of another realization as a training target, be it clean or corrupted. Currently this comes at the cost of assuming pixel-wise independent noise with a known analytic likelihood model.
Intriguingly, recent and ongoing work in the denoising literature is uncovering deep connections between natural image priors, non-linear filters, Bayesian denoising, and general image restoration (Ong et al., 2019; Romano et al., 2017) . These and other potential lines of attack make us hopeful that it may be possible to weaken the assumptions made in this work, and enable self-supervised learning of more general image restoration networks. 
