Abstract: The evaluation of biological microscopy experiments is a large subfield in image processing. Many methods have been published, which are specially designed for a certain microscopy technique or even for a single experiment. Usually they are evaluated with user annotated data which is prone to errors and, thus, shows inter-and intraobserver variance. We present a simulation software capable to generate micrographs with known ground truth of various microspcopy techniques for an unbiased and objective evaluation.
Introduction
A common technique for observation of effects of microbial effectors on the shape and appearance of host cells are microscopy experiments. Many such experiments can be evaluated using automated image processing. But rating and validiaton of these remains a problem because manually annotated ground truth data is used. Human observation is prone to errors and may introduce differences between annotations of different experts. Generally, the differences and errors are rated with inter and intra observer variances. To avoid this, we present a cell simulation software package for realistic, multi-channel cell images with known ground truth in various two-dimensional microscopic imaging techniques. Our approach extends simulation capabilites compared to currently available software [1, 2] which is limited to flourescence microscopy.
Methods
In order to simulate microscopy cell images, we developed a framework which is able to cover all important visual aspects of multi-channel microscopy cell experiments. Accordingly, the user is able to simulate various cells with subcelluar components like nuclei and other particles visible in micrographs. To fit the multi-channel aspect, it is necessary to simulate various microscopy techniques. In this contribution we focus on fluorescence microscopy with various dyes. Our framework is easily extensible to transmitted light microscopy including bright field and phasecontrast microscopy. As a further component it is possible to add intrinsic errors that occur during image aquisition like illumination errors or noise. As illustraded in Fig. 1 , the model information is stored in the image tuple data structure object mainly composed of the cell objects and the channel objects. Furthermore, the number of image tuples and the image resolution is stored. The cell objects are used to model cytoplasm, subcellular parts and other visible particles through shape, texture and how the cells are arranged on the image area. Subcellular parts can be added to the containing cells. Additionally, the cell objects store the number of cells and the channel. The channel objects hold the information for the generation of illumination errors in the background object, the noise characteristics in the noise object and the color, e.g. for different fluorescent dyes in the staining object. The image tuple contains one image for each channel.
The user enters the image model using a graphical user interface. The image tuple object is created automatically. Next, the user has to prepare the parameters of the channel objects for fluorescent or transmitted light microscopy. Cells, subcellular objects and other visible particles are created within a tree structure where each node represents a certain particle type. Subcellular objects like the nucleus are created as child nodes of the corresponding cell type to express that the object belongs to the cell. For each particle type the user has to select algorithms for shape and appearance generation and also for the positioning which controls the overlap between adjacent cells. For these algorithms some parameters need to be adapted to the simulation problem. At last, each cell and particle type has to be assigned to the channel, in which it is visible. In the simulation step, first the cell shapes are generated, then the texture is added to cells and particles. The positioning on the image is conducted with respect to the tree level. First, cells and particles on the top tree level are added to the image area. If cells or particles include subcellular objects, tho position of the objects is calculated with respect to their parents. In a last step the particles are assigned to the images of the channel on wich they are visible and the images are created. Two reproduced experiments are presented in the next section.
Results
In this section, we present two typical examples from fluorescence microscopy. The first example, illustrated in Fig.  2 , is a single-channel experiment with protoplasts isolated from turnip. The cells were originally stained with FDA. In the simulation, the cell shape was modeled with circles with varying radius. The texture is generated by a practical approach using a combination of circles with various sizes. For the positioning, a certain amount of clusters is generated and randomly distributed over the image area. The overlap is controlled so that the cells are touching and not overlapping. No imaging errors were added to this image. The second example imitates a two-channel experiment with bone-marrow derived macrophages from C56BL/6 mice used by Wenzel et al. in [3] and also available as image set BBBC020 from the Broad Bioimage Benchmark Collec- tion [4] . The cytoplasm was stained with CD11b/APC and nuclei with DAPI. The simulation results were visualized in Fig. 3 . The shape of the macrophages was generated by an approach similar to Lehmussola et al. [1] . We distribute n points on a circle with equal distance 2π/n. Then the points are moved in radial direction, so that the circle is deformed. We generate further points in between and connect all with splines. Resulting shapes are shown as the ground truth data of the macrophages in Fig. 3c . The nuclei are simulated as ellipses. Texture of both, macrophages and nuclei, is generated similar to the first example. Additionally, we added gaussian distributed noise to the macrophages channel.
Discussion
The simulated images in the result section show that our model is working for flourescence microscopy. In order to use the simulated images for the validation of image processing algorithms, there is a need to validate the simulated data as well the automatically generated ground truth. Therefore we will involve the experts within the CRC 796. Currently, we are working on the support of transmitted light microscopy techniques like phase-contrast and bright field microscopy. As the importance of 3D data aquisition is increasing, we will extend our simulation framework to support z stacks from confocal microscopy. All this together will result in a comprehensive framework for the validation of algorithm for cell image evaluation.
