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Abstract 
The Monte Carlo simulation of particle transport does not solve an explicit equation, but rather obtains answers by 
sampling individual particles and recording some aspects of their average behavior. For the incident energy of 
particles below 1.5 MeV, the Compton scattering process is sampled exactly by Kahn's method. This paper focuses 
on accelerating sampling the Compton scattering of Kahn's method on GPU. The sampling procedures are distributed 
to the massive thread level parallelism of GPU architecture with CUDA programming model. Experimental results 
show that the speedup of the GPU implementation on one NVIDIA M2050 chip ranges from 3.10 to 8.51 compared 
with one Intel Xeon X5670 chip to 8.51 compared with one Intel Xeon X5355 chip with full double precision floating 
point operations. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
Monte Carlo (MC) method is widely used to simulate the particle transport, including the transport of 
neutrons, electrons and protons [1]. The photoelectric effect is treated as pure absorption by implicit 
capture with a corresponding reduction in the photon weight. The electron positron pair created as a result 
of pair production is treated for further transport and the photon disappears [2]. The physical processes 
treated are photoelectric effect, pair production, and Compton scattering on free electrons. The 
* Corresponding author. Tel.: +86 150 2924 7182. 
E-mail address: .
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
3496  Jing Xie / Procedia Engineering 15 (2011) 3495 – 34992 Jing Xie et al/ Procedia Engineering 00 (2011) 000–000 
photoelectric effect is regarded as an absorption (without fluorescence), scattering (Compton) is regarded 
to be on free electrons (without use of form factors), and the highly forward coherent Thomson scattering 
is ignored. Thus the total cross section tσ is regarded as the sum of three components [1]: 
                                                     cspppet σσσσ ++=                                                        （1）
where peσ , ppσ and csσ stand for the cross section of photoelectric effect, pair production and Compton 
scattering. For the incident energy of particles below 1.5 MeV, the Compton scattering process is sampled 
exactly by Kahn's method [3] which will be studied in this paper. 
Today's GPUs greatly outpace CPUs in arithmetic throughput and memory bandwidth, making them 
the ideal processor to accelerate a variety of computation intensive applications. The NVIDIA Compute 
Unified Device Architecture (CUDA) [4] programming model becomes more mature than before and 
simplifies the development of non-graphics applications. At present, GPU has been successfully applied 
to many computation intensive domains, such as random number generation [5,6], undetermined (Monte 
Carlo) particle transport [7,8,9] and determined particle transport and [10]. 
2. Background and related works 
The Compton scattering on a free electron has probability )/( pett σσσ − . In the event of such a 
collision, the objective is to determine the energy E’ of the scattered photon, and θμ cos= for the angle 
θ  of deflection from the line of flight. The energy deposited at the point of collision can then be used to 
make a Compton recoil electron for further transport  [1]. 
The differential cross section for the process is given by the Klein-Nishina formula [11,12,13]: 
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where 0r  is the classical electron radius 
1310817938.2 −× , α  and 'α are the incident and final photon 
energies in units of 0.511 MeV. )/( 2mcE=α  where m  is the mass of the electron and c  is the speed 
of light, and )]1(1/[' μααα −+= . The Compton scattering process is sampled exactly by Kahn’s 
method [3] below 1.5 MeV and by Koblinger’s method [14] above 1.5 MeV as analyzed by Blomquist 
and Gelbard [15]. 
Compton scattering is a basic sampling process in the MC simulation of particle transport. Thomas et 
al. [5] compared different PRNG algorithms on four different types of platform. Ticker [8] implemented 
photon transport on GPU. Heimlich et al. [7] presented a neutron transport simulation by MC method on 
GPU. Gong et al. accelerated the PRNG for MCNP on GPU [6], and studied a parallel Monte Carlo 
benchmark on both GPU [16] and heterogeneous CPU/GPU platform [17]. The sampling process of the 
angular distribution of MCNP based neutron transport was accelerated on GPU [18]. 
3. Implementation details 
The PRNG is the basic of Monte Carlo simulation. All the random number uniformly distributes on the 
interval (0, 1). The original serial implementation on CPU and the parallel implementation on GPU can 
refer to paper [6], which gives the details of the PRNG for MCNP on GPU. 
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3.1. Implement Kahn’s method on GPU 
The implementation of Kahn’s method on GPU is shown in Algorithm 1. The device qualifier declares 
a function that is executed on the device and callable from the device only. The input parameter Ein 
stands for the incident energy. Ein ranges from 0 to 3 for the energy in units of 0.511 MeV. In the real 
application, it needs to call the device function many times. When it comes to the parallel implementation, 
we should ensure not reuse the random numbers.  
There are three branches in this device function. Individual threads composing a SIMD warp start 
together at the same program address but are otherwise free to branch and execute independently [4]. If 
threads of a warp diverge via a data dependent conditional branch, the warp serially executes each branch 
path taken; disabling threads that are not on that path, and when all paths complete, the threads converge 
back to the same execution path. Branch divergence occurs only within a warp; different warps execute 
independently regardless of whether they are executing common or disjointed code paths [4]. So these 
branches will affect the performance of GPU implementation.  
The Compton scattering sampling kernel with CUDA programming model is shown in Algorithm 2. In 
the real simulation of photon or electron transport, the use of the outputs of the device function Kahn(), 
such as Eout and cs, cannot be omitted.  
4. Results 
The experimental platforms consist of three platforms NVIDIA M2050 GPU (CUDA 3.2), Intel X5670 
(6 cores, Ifort 11.1, MPICH2 1.3.2) and X5355 (4 cores, Ifort 10.1, MPICH2 1.07).  
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The impact of the size of CUDA thread block is shown in Fig. 1. The Base is 11000320. An 
optimizing option with CUDA programming model is the thread block size, which means how many 
GPU threads running in a GPU thread block. The execution with 128 and 192 threads per thread block 
outperforms that with 64 and 256 threads per thread block. For random number size 128, the runtime of 
128, 256 threads per thread block are 3.06 and 3.34 seconds.  
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Fig. 1. Impact of the CUDA thread block size. 
The impact of the size of CUDA thread block is shown in Fig. 1. The Base is 11000320, which is the 
product of 4297, 10 and 256. An optimizing option with CUDA programming model is the thread block 
size, which means how many GPU threads running in a GPU thread block. The execution with 128 and 
192 threads per thread block outperforms that with 64 and 256 threads per thread block. For random 
number size 128, the runtime of 128, 256 threads per thread block are 3.06 and 3.34 seconds.  
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Fig. 2. Performance comparisons among M2050, X5670 and X5355. 
The performance comparisons among M2050, X5670 and X5355 are shown in Fig. 2. The CPU 
implementations run with all cores of the CPU chips. The performance speedup between M2050 and 
X5670 is up to 3.10. M2050 is 8.51 times faster than X5355. X5670 is 2.74 times faster than X5355. 
5. Conclusions 
In this paper, sampling Compton scattering by Kahn's method is accelerated on GPU. It has been 
implemented with the CUDA programming model. The advantage of Kahn's method on GPU has 
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demonstrated on NVIDIA M2050 GPU compared with two Intel CPUs. Future work includes 
implementing other crucial kernels of the MC simulations. 
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