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En aquest treball proposarem un model de renderitzat de so. En
ell tractarem de posar-lo en practica. Centra-nos a renderitzar instru-
ments musicals per despre´s poder ser utilitzat en produccio´ musical.
Espan˜ol
En este trabajo propondremos un modelo de renderizado de
sonido. En el trataremos de ponerlo en practica. Centra´ndonos en
renderizar instrumentos musicales para despue´s poder ser utilizados en
produccio´n musical.
English
In this project we will try to create a render equation for sound.
Then we will try to put on the field. We are going to focus on rendere-
ring musical instruments so it could be used in music production.
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Part I
Introduccio´n
1 Formalizacio´n del vocabulario
Dado que en este proyecto trabajaremos con varios perfiles de profesio-
nales, primeramente formalizaremos el vocabulario te´cnico del campo de la
mu´sica para mayor claridad.
• DAW: Digital Audio Workstation, editor de audio´.
• MIDI: Musical Instrument Digital Interface. Interfaz digital utiliza-
da para transmitir las diferentes acciones realizables en un instrumento.
• Decibelio: Unidad que se utiliza para expresar la relacio´n entre dos
valores de presio´n sonora, tensio´n o potencia ele´ctrica.
• Expresando el sonido s como una funcio´n continua a lo largo del
tiempo t. A cada punto de t podemos asignarle unos decibelios a tal
que s(t) = a.
Dicho esto, explicaremos las diferentes propiedades ba´sicas del sonido:
– Duracio´n: Dominio de la funcio´n.
– Timbre teo´rico: Subconjunto mı´nimo continuo del dominio del
sonido s, dando as´ı un conjunto mı´nimo en el tiempo timbre T
del sonido s. E´ste tiene la propiedad que al largo del dominio del
sonido, si agrupamos el tiempo en conjuntos del mismo taman˜o
que el timbre llamados ti. Los valores del rango en ti sera´n iguales
que T escalados por ki. ∀t′ ∈ ti; ki ∗ s(t′) = s(t′ mod T ).
– Frecuencia/nota fundamental: Cantidad de veces que se repite el
periodo por unidad de tiempo.
– Intensidad: En la funcio´n explicada, la intensidad es los ma´ximos
de cada periodo.
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• ADSR: Funcio´n segu´n el tiempo asigna una ganancia igual para todas
las frecuencias ADSR(t) = K. Las siglas representan en que orden
temporal evoluciona.
– Attack: Principio de la onda la cual aumenta hasta el punto
ma´ximo.
– Decay: Momento a´lgido de perdida de energ´ıa, llegando hasta un
punto estable.
– Sustain: Rango donde la energ´ıa se conserva y la amplitud no
cambia.
– Release: Perdida total de la energ´ıa llegando a un punto constante
donde ADRS(t) = 0.
• Como se genera el timbre:
Cuando un cuerpo vibra este no sigue una u´nica periodicidad
conocida como frecuencia natural, si no que cada a´tomo actu´a como
un punto diferente siguiendo una frecuencia diferente. El sumatorio de
todos estos puntos produce que cada frecuencia tenga una amplitud
diferente. Donde la mayor de todas es la frecuencia natural y los dema´s
son llamados como armo´nicos, overtono o modelo.
Los armo´nicos solamente son aquellos ma´s grandes y suelen seguir
un orden. Donde el armo´nico no es ene veces la frecuencia natural.
Todas las frecuencias en conjunto sin orden, son llamadas overtonos y
modelo (de forma ma´s te´cnica/cient´ıfica).
• Sintetizador: El sintetizador es un instrumento el cual genera de forma
artificial o semiartificial sonido. Esta formado por 4 partes:
– Osciloscopio principal: Utiliza una muestra previa o genera todas
las frecuencias armo´nicas en la misma amplitud.
– EQ (ecualizador): Funcio´n EQ(f) = k cual por cada frecuencia
f se le asigna un escalado k. Despue´s el osciloscopio principal
pasa por El resaltado las frecuentas que marca la EQ.
– Amplificador: Configuracio´n ADSR.
– oscilador LFO (opcional): Low frequency oscillation, utilizado
para otros posibles efectos utilizados.
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• Samplear: Consiste en una te´cnica de simulacio´n para teclados y
sintetizadores, en que se hace un mostreo de todas las notas de un
instrumento con una intensidad constante y despue´s se utilizan las
muestras como osciloscopio principal.
2 Evolucio´n histo´rica
En el 1896 surgio´ el primer instrumento electro´nico el “Telharmonium”,
una ma´quina de 200 toneladas alimentada por 12 ma´quinas de vapor, capaz
de ser tocada a tiempo real. Ese momento fue el inicio´ de los instrumentos
electro´nicos o electro´fonos, entre ellos el conocido theremin y los sintetizado-
res.
Desde entonces se ha ido progresando por diversos instrumentos, pero
entre ellos el sintetizador ha sido el ma´s extendido por su versatilidad y faci-
lidad a la hora de aprenderlo. En e´l se ha ido mejorando sus funcionalidades,
la capacidad de hacer acordes (polifon´ıa), bancos de memoria, mejor calidad
de sonido, sonidos predefinidos, etce´tera. Hasta llegar al d´ıa de hoy donde
con cualquier ordenador y un teclado MIDI simple (por comodidad) puedes
componer con una gran variedad de sonidos y efectos.
Una de las te´cnicas ma´s utilizadas es el sampleo de sonido, uno de los
sistemas pioneros fueron las “wavetable” -donde grababan un sonido original
y lo divid´ıan en varias partes separando as´ı los diferentes tramos por los que
va cambiando el sonido y a posterior personalizar y reproducirlo-. El sampleo
se sigue usando con distintas herramientas gracias a su facilidad pero pese
a poder modificar su intensidad y frecuencia es muy dif´ıcil de cambiar su
timbre y por tanto en las replicas se queda acotado a solamente replicar un
modelo de instrumento concreto con sus materiales y forma de construccio´n.
Hoy en d´ıa la industria digital se centra sobretodo en tres campos: la
edicio´n y produccio´n de audio con DAWs, editores de partituras y editores
MIDIs; Efectos en forma de hardware o software para modificar sonido
entrante en diferentes formatos como pedales, modulos de rack, plugins para
instrumentos aumentando el dominio de expresividad de cada instrumento.
Y nuevos instrumentos, principalmente, guitarras y sintetizadores tratando
de facilitar la creacio´n de sonidos interesantes y a la vez tratando de crear
sonidos realistas de instrumentos reales.
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3 Motivacio´n
Se estima que la tecnolog´ıa en la industria musical esta entre una o
dos de´cadas por detra´s del resto de tecnolog´ıas. Esto empezo´ a partir del
nacimiento del sintetizador (Telharmonium 1897) y los DAWs (Soundstream
1978). Puesto que han sido el foco de trabajo principal. Centra´ndose en la
recreacio´n de sonidos analo´gicos y en herramientas de edicio´n de audio.
En este trabajo buscamos conseguir una recreacio´n de sonidos analo´gicos,
pero con me´todos menos convencionales de la industria, evitando samplear o
usar sintetizadores como recurso principal.
Por lo tanto, nuestro objetivo es: mediante me´todos nume´ricos, si-
mulaciones y un acercamiento similar a las te´cnicas empleadas en gra´ficos
- BRDF, ray tracing, texturas, materias... -. Crear un simulador a nivel




El objetivo final del proyecto es crear un modelo de rendering de sonido
completo, utilizando me´todos nume´ricos y simulaciones. Ademas como meta
paralela hemos tratado de dejar el co´digo lo mas reutilizable para poder ser
adaptado a cualquier plugin o proyecto futuro.
Para tener el modelo tendremos que cumplir 5 simulacio´nes diferentes
y relacionadas: simulador de f´ısicas - tensiones y fuerzas-; rendering y parses
de modelos sonoros 3D; simulador de como viaja el sonido por el escenario;
efecto de frecuencia natural -vibracio´n por simpat´ıa-; simulador de receptor,
en este caso una pastilla electromagne´tica. Estos problemas los resolveremos
mas adelante en la parte V.
De estas capas nos centraremos en resolvera´s de forma teo´rica y trae-
remos a la practica 3 de ellas, parser, vibracio´n por simpatia y receptor. Y
las mantendremos lo ma´s genericas para ser configuradas libremente.
Este simulador practico tratara con 3 ficheros de entrada con el objetivo
de simular un instrumento. Un modelo 3D visual el cual representara el
objeto, un fichero json de configuracio´n que indicara las propiedades de los
materiales y un archivo MIDI que segu´n la configuracio´n informara de que
zona esta siendo golpeada.
4 Estado del arte
En la produccio´n de audio las diferentes tecnolog´ıas se dividen en:
tecnolog´ıa de grabacio´n, deconvolucio´n, manipulacio´n acu´stica y tecnolog´ıas
de inmersio´n. Como vemos la evolucio´n ha desembocado en una aproxi-
macio´n centrada en el sampleo y el sintetizador en el campo de la produccio´n
musical. Desde el punto de vista ma´s acade´mico y/o informa´tico, si que
podemos encontrar soluciones pro´ximas a nuestra aplicacio´n, pero ma´s cen-
trada en videojuegos, pruebas de sonido de motor y ruidos o sonorizacio´n e
insonorizacio´n de varios tipos. Mientras que en el a´mbito de la produccio´n
musical, no hay un producto dirigido a mu´sicos y productores si no, lo que
se encuentran son herramientas de sintetizador o muestras sampleadas para
ser customizadas y reutilizadas.
Visto esto, vemos que actualmente en el mercado no encontramos
productos similares a las caracter´ısticas de este proyecto, el cual intenta estar





La metodolog´ıa que se ha seguido ha sido circular, enfrontando pri-
mariamente a los tres frentes principales propuestos de manera individual y
unifica´ndolos al final, Al final de estos se ha visto que es necesario un cuarto
punto debido a problemas que explicaremos.
La iteracio´n ciclica consistira´ en:
• Resolver el problema: entender desde el punto de vista matema´tico
como se resolver´ıa este problema con los datos conocidos
• Implementar el co´digo: an˜adir en la cola de mo´dulos el nuevo elemento
y asegurar que funciona correctamente
• analizar el resultado: testear y comprobar que el nuevo mo´dulo hace la
funcio´n que deseamos y nos acercamos ma´s al objetivo global
Los frentes a han sido:
• Planificados desde el principio:
– Parser de modelo visual a modelo sonoro.
– Simulacio´n de campos magne´ticos y los efectos de elementos
meta´licos en el.
– Efecto de resonancia, vibracio´n por simpat´ıa.
• Problemas encontrados:
– Simulacio´n de perdida de energ´ıa en los cuerpos vibrantes.
• Problemas eludidos desde el principio:
– Raytracing de las ondas de sonido en un escenario.
6 Planificacio´n del proyecto
Como hemos comentado, han surgido problemas que han hecho variar
el rumbo del proyecto, y por tanto la planificacio´n ha tenido que escatimarse
y cambiar partes. Por otra lado los tiempos hasta el punto actual han sido
cumplidos.
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7 Estimaciones del tiempo
Estado Tiempo estimado
Planificacio´n 50h
Ana´lisis y disen˜o 40h
Establecer el entorno de trabajo 10h
Parser de modelo visual a modelo sonoro 100h
Simulacio´n de campos magne´ticos 50h
Efecto de resonancia 50h
Unificacio´n de los simuladores 50h
Creacio´n de una interfaz 50h
Crear modelos y pruebas 10h
Analizar resultados globales 50h
Reconstruir el modelo teo´rico 50h
Documentacio´n 40h
Total 550h
8 Herramientas y recursos
• Centros de trabajo:
– Asus R510VX-DM004D
(portatil de trabajo)
– Altavozes Tascam VL-S3 mediante una interfaz de sonido Line6
Pod Studio GX
– PC con AMD FX(tm)-6300 y 4GB de RAM DDR3
(pruebas de rendimiento)
• Utilizado para entender los plugins VST:
– Visual Studio cummunity 2017
– framework JUICE junto a Makefile
– minihost Modular
• editores y IDEs:
– Atom
– Blender
– Guitar pro 7
– Audacity
– Pro tools
• librer´ıas y herramientas de programacio´n:
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– Github Student Developer Pack









Gestio´n econo´mica y sostenibilidad
9 Autoevaluacio´n sobre la sostenibilidad
Despue´s de haber completado el cuestionario, considero que tengo
un conocimiento mı´nimo sobre el tema, donde soy capaz de reconocer la
existencia sobre la importancia de los proyectos sostenibles pero no tengo las
herramientas necesarias para analizar y colaborar en el con la finalidad de
mejorarlo.
Creo que esta falta es debido a la poca practica en proyectos sufi-
cientemente grandes y importantes como para que realmente sea palpable
y analizable el impacto en la sostenibilidad, o no haber estado en contacto
con un proyecto similar y que sea influyente. Adema´s de que las metodo-
log´ıas ensen˜adas para el proyecto no esta´n enfocadas para estudiantes de mi
campo, dado que al final en la practica aplicare´ una visio´n de informa´tico y
simplemente tendre´ un recuerdo ambiguo, dado que es un campo que no lo
he experimentado y puesto en practica con suficiente e´nfasis.
10 Ana´lisis de la sostenibilidad
10.1 Ana´lisis de la sostenibilidad ambiental
Visto que simplemente es un proyecto software el impacto ambiental
que puede tener y es se puede cuantificar es el consumo energe´tico que
se ha producido en el desarrollo y posteriormente que consumo tendra´ en
produccio´n. Por tanto calcularemos el consumo energe´tico de ellos:
Estimamos que el proyecto en total son 550 horas, supongamos que al
rededor del 75% sera trabajando con el porta´til, por tanto tendremos:
(potenciaportatil + potenciapantalla + potenciaaltavozes) ∗ tiempo =
(120w + 23w + 14w) ∗ (550h ∗ 0.75) =
64.762, 5Wh
(1)
Una vez en produccio´n como aun no tenemos datos suficientes del
consumo, nos basaremos en el trabajo de la universidad de nord Carolina.
Donde concluyen que el uso de la CPU del simulador en el caso ma´s extremo
esta al 50% y de media al 10% de la potencia total. Por tanto un escenario
9
medio a poder estimar sera la creacio´n completa de un tema, estimando
que una tema se suele tardar entre 16/24 horas en crearse desde cero y la
herramienta ma´s utilizada es el Mini Mac:
potenciaminiMac ∗ consumapp ∗ temps =
85w ∗ (0.5 + 0.1/2) ∗ (2.5 ∗ 8)h =
510Wh/tema
(2)
10.2 Ana´lisis de la sostenibilidad econo´mica
Al ser un proyecto sin animo de lucro y con objetivos acade´mico, no
se espera ninguna retribucio´n econo´mica. Aun as´ı para satisfacer el objetivo
acade´mico, tendremos en cuenta los costes que se han tenido que suplir
totalmente de forma personal.
Por otra banda a nivel de cliente, actualmente en el mercado el perfil
de clientes que existes, son de gente acostumbrada a un mercado dominado
por marcas grandes que garantizan todo lo posible y procuran no ofrecer
ningu´n problema te´cnico al usuario a cambio de un precio elevado. Por tanto
en este proyecto discrepamos un poco por la falta de visibilidad que tendra´.
Aun as´ı es una puede ser una herramienta de intere´s dado que se diferenciar´ıa
de la mayor´ıa de productos similares por su flexibilidad y la configuravilidad
que tendra´ respecto a los otros productos.
10.3 Ana´lisis de la sostenibilidad social
Como este proyecto esta enfocado a ser un merito propio y una contri-
bucio´n como proyecto de co´digo abierto. Espero que este sea un proyecto
que genere las bases para poder continuar en el con otras ideas ma´s adelante.
El otro punto de vista, el del actor, es ma´s ambiguo. Au´n que un
simulador de instrumentos puede ser u´til, no garantiza que se utilice.
The Enemy of Art Is the Absence of Limitations
Orson Welles
Tal como dice esta cita de Orswen Welles, una libertad ilimitada de
creatividad no garantiza la inspiracio´n en el arte. Y es por este motivo que
au´n que sea muy practica la aplicacio´n es muy probable que acabe siendo
una herramienta ma´s a poder utilizar por curiosidad o diversio´n que no un
instrumento clave como una ecualizacio´n o los mismos sintetizadores.
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11 Presupuestos
11.1 Presupuesto en recursos de personal
En este proyecto en total han participado 3 personas. El estudiante
y los dos profesores. Los profesores han ejercido un rol de consultores de
proyecto y consultor te´cnico ingeniero y el estudiante ha ejercido de progra-
mador y jefe de proyecto.
Trabajo horas precio / hora estimadas coste total estimado
Consultor de proyecto 6 19,77 118,59
Jefe de proyecto 50 20 1000
Consultor te´cnico ingeniero 40 14,83 592.95
Programador software 400 7,5 3000
11.2 Presupuesto en material
Para el entorno de trabajo hemos utilizado el siguiente material:
Producto precio vida u´til precio amortizado
Altavozes Tascam VL-S3 99,00 4 24,75
Line6 Pod Studio GX 84,00 4 21
Asus R510VX-DM004D 668,30 4 167,08
BenQ GL2460HM 24” 142,00 8 17,75
PC de sobremesa 517,80 8 64,73
11.3 Presupuesto en licencias
Licencias utilizadas en el proyecto:
Producto precio vida u´til precio amortizado
Visual Studio Community 2017 0,00 N/A 0,00
Atom 0,00 N/A 0,00
GNU Compiler Collection (g++) 0,00 N/A 0,00
Eigen 0,00 N/A 0,00
Blender 0,00 N/A 0,00
Overleaf 0,00 N/A 0,00
Google Drive 0,00 N/A 0,00
Github Student Developer Pack 0,00 2 an˜os 0,00
Guitar pro 7 65,00 infinita 0.00
Pro tools first 50,00 infinita 0.00
JUCE 0,00 N/A 0,00
minihost Modular 0,00 N/A 0,00
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11.4 Presupuesto en servicios y otros
Otros costes que se han tenido que pagar y servicios utilizados:
Producto precio vida u´til precio amortizado
T-jove renfe 2 zonas (2 unidades) 284 6 meses 47,33
Biblioteca publica 0,00 N/A 0,00
Matricula GEP (3 cre´ditos) 118,59 1 mes 118,59




12 Problemas a resolver
El objetivo que nos proponemos en este apartado es agrupar las me-
todolog´ıas necesarias para poder simular el sonido producido y propagado
en un escenario. Parte de estos me´todos han sido aplicados en nuestro
proyecto y otros han sido resultado de los ana´lisis -en el apartado de ana´lisis
argumentaremos porque son creemos que son necesarios-. Para ello lo resol-
veremos segu´n dos posibles observadores: presio´n atmosfe´rica (o´ıdo natural,
percepcio´n directa) o por sensores electromagne´ticos (pastillas musicales).
Para ello nos basamos u´nicamente de la informacio´n dentro del escenario, mo-
delos 3D y propiedades f´ısicas como masa y elasticidad (Modulo de Youngs,
amortiguacio´n de fluidos y amortiguacio´n viscoela´stica).
12.1 Modelo sonoro
Al igual que la renderizacio´n visual necesitamos modelos 3D para
representar los objetos so´lidos, pero en lugar de asignar colores a cada punto,
tendremos que asignar frecuencias. Esto es debido a que segu´n las propieda-
des f´ısicas y la distribucio´n de los elementos, cada punto de un objeto vibrara
con cierta limitacio´n. Por tanto estos elementos no pueden ser elegidos de
forma arbitraria y tendra´n que calcularse a partir de un modelo 3D y una
tabla de materiales y propiedades.
Para hacer este parser, nos hemos basado en el trabajo de la uni-
versidad de Nord Carolina[12]. El proyecto de Nord Carolina consiste en
convertir el modelo 3D a un sistema de muelles. Donde cada arista es un
muelle con masa y elasticidad y los ve´rtices se les asignara una frecuencia
segu´n las aristas que este´n conectadas a ella.
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Figura 1: De izquierda a derecha tenemos: El modelo 3D con las propiedades
f´ısicas asignadas en forma de materia; la malla de muelles que procesara el
programa y un punto con las frecuencias asignadas (solamente de un eje)
representadas en el dominio de frecuencias.
12.1.1 Parser modelo 3D visual a modelo 3D sonoro
Para calcular las frecuencias de cada punto, hemos de crear dos estruc-
turas: una que representara la masa de cada punto y otra la elasticidad entre
dos puntos. Esta segunda es de 3N × 3N siguiendo la formula (3) explicado
en [3].
Kij = Y t
L =
√












C2x CyCx CzCx −C2x −CyCx −CzCx
CxCy C
2
y CzCy −CxCy −C2y −CzCy
CxCz CzCz C
2
z −CxCz −CyCz −C2z
−C2x −CyCx −CzCx C2x CyCx CzCx
−CxCy −C2y −CzCy CxCy C2y CzCy
−CxCz −CyCz −C2z CxCz CyCz C2z

(3)
Donde Y es el modulo de young’s del material y t como de ancho
es cada arista. E´ste me´todo ahorra calcular el volumen de cada punto a
cambio de representar un poco peor cada elemento. Hay que tener en cuenta
que esta formula es una aplicacio´n en 2 puntos para aplicarlo en una matriz
de NxN hay que aplicar una traslacio´n:
Siendo O la matriz inicial del modelo 3D, K (Kkl) la matriz final
y M (Mnm) la matriz por el calculo de Oij , hay que trasladarla siguiendo el
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mapa de traslacio´n (4).
k = (bn
3
c = 0? i ∗ 3 : j ∗ 3) + (n%3)
l = (bm
3
c = 0? i ∗ 3 : j ∗ 3) + (m%3)
(4)
Por otro lado, la representacio´n de las masas es un vector de ta-
man˜o N donde cada punto se calcula con (5) donde ρ es la densidad del
material, t sigue siendo la anchura y ai la a´rea en que participa este punto.







Una vez obtenido esto pasamos a calcular las frecuencias naturales
de cada punto donde γ es la amortiguacio´n de fluidos, η la amortiguacio´n
viscoela´stica y λi es el valor propio i








En el renderizado de sonido, para tener un sonido completo, hemos
de cumplir un mı´nimo de mostreo. Dado que nuestro o´ıdo humano va de
20 Hz a 20 kHz, con tener el doble de la frecuencia ma´xima tendr´ıamos su-
ficiente, pero por convenio - y otros motivos- en lugar de 40 kHz son 44,1 kHz.
En cada frame o muestra que vamos a tomar, tenemos que calcu-
lar cuanta energ´ıa contiene cada punto. Para ello usaremos la formula (7),
donde gi es la energ´ıa recibida en un punto n
o calculada como g = G−1f , f
es un vector con todas las fuerzas de entrada por cada punto y dimensio´n y
G−1 es una matriz de los vectores propios de K y inicialmente C0 = 0. Hay
que tener en cuenta que C se ha de ir actualizando para simular un ADSR.
cin+1 = cin +
gi




Finalmente podemos calcular a que velocidad vibra cada punto en
un instante del tiempo. Como δt es muy pequen˜a entre una muestra y la
siguiente, podemos utilizar directamente la velocidad como el diferencial de
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posicio´n y as´ı obtener directamente los decibelios en cada momento y por









La tabla de materiales la hemos obtenido del trabajo de James F.
O’Brien, del cual la Universidad de Nord Carolina baso parte [8]. En el
incluye una tabla con algunos materiales ba´sicos y sus propiedades.
Material Young (Y) am. fluidos (γ) Viscoela´stica (η) Densidad (ρ)
Cera´mica 3.99× 109 1× 10−6 10 2700
Pla´stico 2.49× 1010 1× 10−6 50 2700
Aluminio 4.98× 1010 1× 10−7 0 2700
Madera 5.00× 1010 8× 10−6 50 750
Metal 4.99× 1010 1× 10−7 0 2700
12.2 Efecto de resonancia
En acu´stica, un efecto muy notorio es el de resonancia. E´ste es un
efecto producido cuando dos cuerpos con frecuencias naturales esta´n muy
cerca y la vibracio´n del primer cuerpo produce la excitacio´n del segundo,
haciendo que vibre con el pero en menor intensidad. Un ejemplo claro es
el puente de Tacoma Narrows [5] el cual antes de caer por fuertes vientos
estuvo un tiempo vibrando en consonancia con ellos.
Por tanto esta interaccio´n entre medios y frecuencias lo tendremos en
cuenta. Para esto hemos de saber que proporcio´n obtiene el segundo medio
cuando entra en contacto con una frecuencia Ω si su frecuencia es ω, teniendo
en cuenta el ancho de banda de resonancia Γ propio del material.
I(w) =
1
(ω − Ω)2 + Γ
2
2 (9)
Sabiendo el ratio, hemos hecho una aproximacio´n nume´rica para dar
con un calculo aproximado, donde tenemos en cuenta una perdida de energ´ıa
s (que representa la perdida de energ´ıa entre medios) y k es por el desplaza-
miento. El cual si no sigue recibiendo fuerza externa acabara apaga´ndose.
FR(w) = max((Fw − (Fw ∗ s)− k), 0) ∗ I(w) (10)
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12.3 Observador
Al igual que hay diferentes lentes de ca´mara para el renderizado,
podemos tener diferentes percepciones del sonido: ma´s alla´ de poder acotar
o extender el rango sonoro del ser humano, el medio por el cual percibimos
el sonido o el mismo sistema de percepcio´n. Por ejemplo, el o´ıdo humano
cuando escucha dos o mas frecuencias a la vez, escucha tanto la suma de
ellas como la diferencia, provocando un tercer tono inexistente llamado el
tono de Tartini.
12.3.1 Pastillas electromagne´ticas
En este caso, nos centraremos en los observadores electromagne´ticos,
siguiendo el trabajo de [6] y [7] dado que son unos de los observadores ma´s
comunes. Pero un escenario real se suele recibir el mismo sonido a trave´s de
diversos observadores y interactuando entre ellos.
Una pastilla electromagne´tica no es ma´s que un conjunto de ima-
nes envueltos por alambre, creando as´ı varias bobina ele´ctrica conectadas
entre ellas. Cada pastilla ele´ctrica puede tener varias bobinas, con diferen-
tes materiales, ma´s o menos vueltas en el ima´n o estar en diferentes posiciones.
Las pastillas ele´ctricas funcionan por el efecto Faraday: al poner dentro
del campo magne´tico un elemento paramagnetico y moverlo, las bobinas
producen una carga inductiva proporcional a la velocidad. Esto unido a la










Visto esto, vemos que podemos calcular el campo inductivo de ca-
da bobina y la inductancia que hay en cada punto. Para ello tenemos que
calcular la carga inductiva en cada punto de la cuerda, por cada punto del
ima´n presente en el solenoide. Por tanto utilizaremos la primera formula de
(11) integrada por cada punto, sabiendo la regla de Fleming solo calcularemos
la inductancia del eje Y por tanto tenemos que hacer la proyeccio´n en el
eje perpendicular Z. Una vez sabemos la inductancia magne´tica, podemos
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calcular la intensidad producida por el solenoide con la segunda formula.
Bz(x





[(x′ − [x− ρcos(φ)])2 + (y′ − [y − ρsin(φ)])2 + (z′ − z)2]3/2dρdφ
(12)
12.4 Acu´sticas de una habitacio´n
Debido a que el sonido tiene mayor rango de longitud de onda que la
luz (17mm a 17m vs 390nm a 780nm), las te´cnicas cla´sicas de ray-based solo
son u´tiles para las frecuencias altas dado que feno´menos como la difraccio´n se
suelen producir en frecuencias bajas. Una solucio´n a esto es aplicar me´todos
wave-based los cuales se distinguen del ray-based dado que los rayos emitidos
tienen grosor.
Por otro lado como el sonido es una propagacio´n de ondas meca´nicas,
a diferencia de la luz, no podemos estimar que la velocidad es instanta´nea, y
por tanto hemos de tener en cuenta el tiempo por posibles retrasos de sonido
provocando as´ı que el problema este en 4 dimensiones y no tres.
Aun as´ı podemos encontrar ecuaciones para renderizar la acu´stica
de habitaciones como [15] [14] los cuales dan un me´todo BRDF para sonido
y una ecuacio´n de render, respectivamente, con resultados considerablemente
buenos.
Adema´s, podemos optimizar el proceso si los elementos del escenario no
suelen moverse o hay pocos, que es exactamente nuestra situacio´n. Utilizando
el teorema de Green’s hace una base de datos previamente precalculada por
todo posible combinacio´n discreta entre la posicio´n del oyente (L) y el origen
(S) con ruido blanco (~gv(L, S)). Despue´s cuando se origina un sonido en
la posicio´n de origen a(S) busca la situacio´n ma´s parecida en los datos
guardados y aplica dicho resultado como filtro.
~v(L) = ~gv(L, S) ∗ a(S) (13)
13 Puesto en practica
En el proyecto hemos puesto en practica los apartados ”12.1”, ”12.2”y
”12.3.1”. Bajo la suposicio´n que el apartado ”12.1”sea suficiente para produ-
cir los harmo´nicos necesarios y suficientemente fuertes para dar un sonido
claro y no sea necesario un escenario.
La cadena de calculo es el siguiente:
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1. Primero hacemos los precalculos. En el primero calculamos las matrices
para el modelo y seguido hacemos producto cruzado utilizando la
funcio´n de resonancia en una nueva matriz I de todas las frecuencias
W . De este modo, tenemos ya la resonancia del cuerpo precalculada
tambie´n.
2. Seguido empezamos un bucle por todos los eventos del fichero MIDI.
Por ahora, estos eventos esta´n en parejas por las instrucciones evento
on y evento off correspondientes a cada nota tocada. Dicha nota
esta mapeada a un conjunto de fuerzas, codificada en la textura del
objeto. Por comodidad esta codificado utilizando las coordenadas: los 3
primeros decimales de la posicio´n ”x”representa la nota MIDI codificada
entre 13 y 120, mientras que los decimales de las coordenadas ”y”son
las fuerzas ”x”, ”y”y ”z”del punto con dos decimales de expresio´n.
3. Por cada evento calculamos cada frame (como la tasa de mostre´ en
sonido sin perdidas ha de ser como mı´nimo 44000muestras/s, en total
calcularemos 44000 ∗ tiemponota) utilizando la formula (8).
4. Una vez conocida la desviacio´n de cada punto aplicamos la simulacio´n
de las pastillas ele´ctricas por cada punto, y las sumamos entre ellas.
5. Acto seguido calculamos cuanta fuerza sonora recibe cada punto (9).
Segu´n las fuerzas de Ci, sumamos el resultado de dichas fuerzas a la
matriz de Ci para el siguiente frame.
6. Guardamos los resultados en un vector que representara la amplitud al
largo del tiempo y repetimos el proceso.
7. Una vez acabado el bucle, normalizamos los valores para que este´n
escalados dentro del rango de 13 bits y los guardamos en un fichero
wav.
Pode´is configurar cuales son los datos de entrada desde el fichero
Makefile, indicando que modelo3D utilizareis, que datos JSON y que fichero
MIDI y ejecutarlo directamente con un ”./Frost-Acre#make”, si el prerender





Este proyecto consta de dos partes muy distintas. Por una parte esta
el precalculo, el cual la mayor parte del coste cae en calcular los valores
propios por otra esta la simulacio´n, fa´cilmente paralelizable dado que cada
punto del modelo 3D es independiente.
En la parte de precalculo formamos la matriz de masas, ela´stica,
las frecuencias y las resonancias. En general, todas ellas tienen un tiempo
asinto´tico de 0(#aristas), pero el calculo de las frecuencias incorpora el
calculo de valores propios que esta estimado en O(#vertices3) adema´s cabe
notar que la cantidad de ve´rtices se triplica, una por cada dimensio´n, y tal
como esta implementado el algoritmo no se puede hacer concurrente.
Figura 2: Tiempo de ca´lculo de la parte de precalculo, en segundos, segu´n la
cantidad de ve´rtices del modelo.
Por otro lado la parte de simulacio´n es posible hacerla concurrente
y a sido programada paralizando las partes ma´s cercanas a las ”hojas”. Aun
as´ı el tiempo computacional al momento de simular los campos magne´ticos y




Figura 3: Tiempo de ca´lculo de la simulacio´n, en segundos, segu´n la cantidad
de ve´rtices del modelo. En rojo es linealmente y en azul de modo concurrente
con 6 thread.
Un motivo de la ineficiencia obtenida, es el hecho que no hemos
probado de optimizar el co´digo tal como hicieron en [12] omitiendo las
frecuencias cercanas, dado que el ser humano no es capaz de distinguirlo.
Pero esto fue debido dado que las pastillas ele´ctricas suelen an˜adir un poco
de distorsio´n, y la distorsio´n es una funcio´n no lineal que cambia parte de
las frecuencias.
15 Ana´lisis sonoro
Aqu´ı analizaremos los resultados de los ca´lculos para ver si el resultado
es mı´nimamente correcto. Primeramente miraremos un resultado habitual
como el de la figura 4.
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Figura 4: Ana´lisis de frecuencias de un E2 producido por un piano en el
RSA del guitar pro7
En este vemos que hay un ma´ximo global ma´s amplio en los 83Hz
(que seria el E2) y despue´s encontramos varios ma´ximos locales siguiendo la
serie armo´nica.
Figura 5: Ana´lisis de frecuencias producido por el modelo steinberger con
los datos guitar.json
Ahora veamos el resultado nuestro. A primera vista vemos que no
se sigue ninguna serie armo´nica -ya solo con escucharlo se ve´ıa venir-. Pero
hay varias cosas ma´s que podemos extraer.
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Figura 6: Ma´ximos obtenidos del espectrograma comparados con la serie
armo´nica mas cercana F#.
Primero veamos cual es el fallo principal. Por un lado no sigue
un patro´n armo´nico, pero si que vemos que cubre un amplio rango sonoro
y que tiene muchas frecuencias. Por lo tanto, es probable viendo como
estamos ejecutando las fuerzas, vemos que realmente las armon´ıas esta´n
ah´ı, pero cubiertas por muchas otras frecuencias. Dado como calculamos
las f´ısicas, solo hay un impulso inicial que marca las fuerzas presentes y no
es modificando nunca, por lo que no se resaltan las fuerzas ma´s fa´ciles de
vibrar -como unas cuerdas- respecto la madera misma, vibrando afectando a
la funcio´n ADSR y la EQ natural inexistentes en esta simulacio´n.
Otro problema posible es que no tengamos en cuenta la reverbera-
cio´n y produzca un sonido ma´s seco -como vemos en los resultados de N.
Raghuvanshi [12] y los nuestros-. Un ejemplo claro es [1] donde la sensacio´n
de hacer explotar un globo varia en gran medida entre una habitacio´n de




Aunque el proyecto no aya cumplido sus objetivos, considero que el
objetivo sigue sin ser una tecnolog´ıas tan lejana y con mejores me´todos
nume´ricos y adaptando el co´digo a ser ejecutado en GPUs o hardware es-
pecifico, se podr´ıa conseguir mejores tiempos. Adema´s tal como vemos en
los resultados de N. Raghuvanshi i M. Lin con un buen motor de f´ısicas y
modelos no muy grandes obtenemos los armo´nicos suficientes para dar un
resultado agradable.
Con lo cual, considero que seria los dos puntos que realmente le
falta para estar completo: un motor de f´ısicas y importar al co´digo para ser
ejecutado por tarjetas gra´ficas.
16 Proyectos futuros
Un objetivo obvio para el futuro es arreglar lo comentado y rehacer el
proyecto con lo aprendido y conseguir as´ı la idea planteada. Dado que hay
me´todos para paralelizar tambie´n el calculo de valores propios [9] se podr´ıa
obtener un resultado mejor.
Otra solucio´n es plantear un modelo ma´s pequen˜o a nivel de ma-
terial, el cual se repita por cada objeto. En otras palabras, en este proyecto
hemos unido el modelo y el esquema del material y separado la materia.
Pero otra solucio´n seria separar el modelo y tener una base de datos con
las materias siguiendo un patro´n (aleatorio o no) ya calculado por ejemplo:
cristales, fibra de carbono (materiales que describen la composicio´n y el
orden). Seguido despue´s de un me´todo para repetir el material como si se
tratara de una textura. De esta forma ahorrar´ıamos tiempo en ca´lculo dado
que las matrices de valores propio serian ma´s pequen˜as y calcular´ıamos la
fuerza solo en la zona afectada hasta donde se deteriore toda la energ´ıa.
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