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Abstract
Two sets A and B are said to be cross-intersecting if X ∩Y 6= ∅ for all X ∈ A
and Y ∈ B. Given two cross-intersecting Sperner families (or antichains) A and B
of Nn, we prove that |A |+|B| ≤ 2
( n
⌈n/2⌉
)
if n is odd, and |A |+|B| ≤
( n
n/2
)
+
( n
(n/2)+1
)
if n is even. Furthermore, all extremal and almost-extremal families for A and B
are determined.
1. Introduction
Let Nn := {1, 2, . . . , n} and 2
Nn denote its power set for n ∈ Z+. For any integer k,
0 ≤ k ≤ n,
(
Nn
k
)
denotes the collection of all k-sets of Nn. For any family A ⊆ 2
Nn , A (k)
denotes the collection of k-sets in A , i.e. A (k) = A ∩
(
Nn
k
)
. A is said to be intersecting
if X ∩Y 6= ∅ for all X, Y ∈ A . Two families A ,B ⊆ 2Nn are said to be cross-intersecting
if X ∩ Y 6= ∅ for all X ∈ A and all Y ∈ B.
A notion closely related to the intersection of sets is the containment of sets. Two
subsets X and Y of Nn are said to be independent if X 6⊆ Y and Y 6⊆ X . If X and Y are
independent, we may say that X is independent of Y . A Sperner family or antichain A
of Nn is a collection of pairwise independent subsets of Nn, i.e. for all X, Y ∈ A , X 6⊆ Y .
Erdo¨s-Ko-Rado’s Theorem is a well-known result central to the study of intersecting
family of sets. It was later extended by Hilton and Milner to cross-intersecting families
of sets.
Theorem 1.1 (Erdo¨s, Ko and Rado [6]) Let n ∈ Z+ and A ⊆
(
Nn
k
)
be an intersecting
family for some integer k ≤ n
2
. Then, |A | ≤
(
n−1
k−1
)
.
Theorem 1.2 (Hilton and Milner [14]) Let n ∈ Z+ and A ,B ⊆
(
Nn
k
)
be nonempty
cross-intersecting families for some integer k ≤ n
2
. Then, |A |+ |B| ≤
(
n
k
)
−
(
n−k
k
)
+ 1.
Theorem 1.2 saw its extensions in various forms by Frankl [7], Frankl and Kupavskii
[9], Frankl and Tokushige [11], and Fu¨redi [12]. For integers 0 ≤ a, b ≤ n, they derived
upper bounds of |A | + |B| for cross-intersecting families A ⊆
(
Nn
a
)
and B ⊆
(
Nn
b
)
.
Alongside, Bey [2], Matsumoto and Tokushige [16], Frankl and Kupavskii [8], and Pyber
[21] also obtained upper bounds concerning the product |A | · |B|. Here, families A and
B, each consisting elements of a fixed size, are Sperner families too.
Milner obtained a tight upper bound of an intersecting Sperner family and charac-
terised the extremal families.
Theorem 1.3 (Milner [15]) Let n, k ∈ Z+ and A be an intersecting Sperner family of
Nn, where |X ∩ Y | ≥ k for all X, Y ∈ A . Then, |A | ≤
(
n
⌊n+k+1
2
⌋
)
.
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Main results
Parallel to the above results, we shall prove extensions concerning cross-intersecting
Sperner families. Formally, we state our main results here and prove them in the following
sections.
In the next section, we determine the maximum possible sum |A | + |B|, where A
and B are cross-intersecting Sperner families of Nn. If n is odd, the solution is almost
immediate (with Sperner’s Theorem). If n is even, we prove that |A | + |B| ≤
(
n
n/2
)
+(
n
(n/2)+1
)
and the extremal families A =
(
Nn
n/2
)
and B =
(
Nn
(n/2)+1
)
are unique.
Theorem 1.4 Let A and B be two cross-intersecting Sperner families of Nn, where
n ∈ Z+ and n ≥ 3. Then,
|A |+ |B| ≤
{
2
(
n
⌈n/2⌉
)
, if n is odd,(
n
n/2
)
+
(
n
(n/2)+1
)
, if n is even.
Furthermore, equality holds if and only if (i) n is odd and A = B =
(
Nn
⌈n/2⌉
)
, or (ii) n is
even, A =
(
Nn
n/2
)
and B =
(
Nn
(n/2)+1
)
.
In the third section, we show that the almost-extremal families are none other than
subsets of the extremal families. In other words, they are subsets of A = B =
(
Nn
⌈n/2⌉
)
if
n is odd, and of A =
(
Nn
n/2
)
and B =
(
Nn
(n/2)+1
)
if n is even.
Theorem 1.5 Let A and B be two cross-intersecting Sperner families of Nn, where
n ≥ 3 is an odd integer. Then, |A | + |B| = 2
(
n
⌈n/2⌉
)
− 1 if and only if A =
(
Nn
⌈n/2⌉
)
,
B ⊂
(
Nn
⌈n/2⌉
)
and |B| =
(
n
⌈n/2⌉
)
− 1.
Theorem 1.6 Let A and B be two cross-intersecting Sperner families of Nn, where
n ≥ 4 is an even integer. Then, |A |+ |B| =
(
n
n/2
)
+
(
n
(n/2)+1
)
− 1 if and only if
(i) A =
(
Nn
n/2
)
, B ⊂
(
Nn
(n/2)+1
)
and |B| =
(
n
(n/2)+1
)
− 1, or
(ii) A ⊂
(
Nn
n/2
)
, |A | =
(
n
n/2
)
− 1, and B =
(
Nn
(n/2)+1
)
.
Useful tools
Now, we state some existing tools and results which are useful in deriving our main
results. In 1928, Sperner proved an important result in extremal set theory. It is com-
monly known as Sperner’s Theorem, which says the maximum size of a Sperner family
of Nn is
(
n
⌊n/2⌋
)
.
Theorem 1.7 (Sperner [22]) For any n ∈ Z+, if A is a Sperner family of Nn, then
|A | ≤
(
n
⌊n/2⌋
)
. Furthermore, equality holds if and only if all members in A have the same
size, ⌊n
2
⌋ or ⌈n
2
⌉.
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In his proof, Sperner made use of the idea of shadows and shades, and Lemma 1.8.
Let A be a family of k-sets of Nn, i.e. A ⊆
(
Nn
k
)
. The shadow and shade of A are
defined as ∆A := {X ⊆ Nn| |X| = k − 1, X ⊂ Y for some Y ∈ A }, if k > 0, and
∇A := {X ⊆ Nn| |X| = k + 1, Y ⊂ X for some Y ∈ A }, if k < n, respectively. Then,
the following lower bounds of the size of the shadow and shade of A can be obtained by
a counting argument.
Lemma 1.8 [22] Let A be a collection of k-sets of Nn. Then,
(i) |∇A | ≥
n− k
k + 1
|A |, if k < n, and
(ii) |∆A | ≥
k
n− k + 1
|A |, if k > 0.
Furthermore, equality holds if and only if A = ∅ or A =
(
Nn
k
)
.
The above bounds for the shadow ∆A and shade ∇A are not tight except for A = ∅
or A =
(
Nn
k
)
. A tight lower bound is given by the celebrated Kruskal-Katona’s Theorem
(KKT). KKT is closely related to the squashed order of the k-sets. The squash relations
≤s and <s are defined as follows. For A,B ∈
(
Nn
k
)
, A ≤s B if the largest element of
the symmetric difference A + B := (A − B) ∪ (B − A) is in B. Furthermore, denote
A <s B if A ≤s B and A 6= B. For example, the 3-subsets of N5 in squashed order are:
123 <s 124 <s 134 <s 234 <s 125 <s 135 <s 235 <s 145 <s 245 <s 345. Here, we
leave out the braces and write abc to represent the set {abc}, if there is no ambiguity. It
can be easily shown that <s is anti-symmetric and transitive.
We shall denote the collections of the first m and last m k-subsets of Nn in squashed
order by Fn,k(m) and Ln,k(m) respectively. We use Cn,k(m) to denote some collection
of consecutive k-subsets of Nn in squashed order. We denote by P
r
n,k(m), the collection
Cn,k(m) that precedes Ln,k(r) in squashed order. Then, KKT says that the shadow of a
family A of k-sets is at least the size of the shadow of the first |A | k-sets in squashed
order.
Theorem 1.9 (Kruskal [18], Katona [13], and Clements and Lindstro¨m [5])
Let A be a collection of k-sets of Nn and suppose the k-binomial representation of |A | is
|A | =
(
ak
k
)
+
(
ak−1
k − 1
)
+ . . .+
(
at
t
)
(1)
where ak > ak−1 > . . . > at ≥ t ≥ 1. Then
|∆A | ≥ |∆Fn,k(|A |)| =
(
ak
k − 1
)
+
(
ak−1
k − 2
)
+ . . .+
(
at
t− 1
)
.
By considering complementary sets, a similar bound on the shade of A can also be
derived.
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Corollary 1.10 [20] Let A be a collection of k-sets. Then,
|∇A | ≥ |∇Ln,k(|A |)|.
Apart from Corollary 1.10, the notions of shadow and shade are related in many ways.
Lieby [20] proved that the shadow of the first m k-sets of Nn in squashed order has the
same cardinality as the shade of the last m (n− k)-subsets of Nn in squashed order.
Lemma 1.11 (Lieby [20]) For integer 0 ≤ m ≤
(
n
k
)
, |∆Fn,k(m)| = |∇Ln,n−k(m)|.
Thus, the next corollary follows easily.
Corollary 1.12 For any even integer n ≥ 4, let A be as given in Theorem 1.9, with
k = n
2
. Then,
|∇Ln,n
2
(|A |)| =
(
ak
k − 1
)
+
(
ak−1
k − 2
)
+ . . .+
(
at
t− 1
)
.
Proof : This follows from |∇Ln,n
2
(|A |)| = |∆Fn,n
2
(|A |)| =
(
ak
k−1
)
+
(
ak−1
k−2
)
+ . . .+
(
at
t−1
)
by
Lemma 1.11 and Theorem 1.9.

Let S be a k-subset of Nn. The new-shadow and new-shade of S are defined as
∆NS := {X| X ∈ ∆S,X 6∈ ∆T for all T <s S} and ∇NS := {X| X ∈ ∇S,X 6∈
∇T for all T >s S}. In other words, ∆NS is the collection of (k − 1)-sets in the shadow
of S but not in the shadow of any k-set T that precedes S in squashed order. For
a simple interpretation, suppose S is the mth k-set in squashed order. Then, ∆NS
essentially consists of the new elements contributed by S to the shadow of the first m
k-sets in squashed order. Similarly, ∇NS contains all the members in the shade of S but
not in the shade of any k-set T that follows B in squashed order, i.e. if S is the last
mth k-set in squashed order, then ∇NS is S’s contribution to the shade of the last m
k-sets in squashed order. Furthermore, if A is a collection of k-sets of Nn, then the new-
shadow and new-shade of A are defined as ∆NA :=
⋃
S∈A
∆NS and ∇NA :=
⋃
S∈A
∇NS
respectively. We refer the interested readers to [1] and [20] for more details.
It is shown by Clements [4] that the size of the new shadow of any consecutive m
k-sets is at least that of the new shadow of the last m k-sets in squashed order and its
corresponding dual follows.
Theorem 1.13 (Clements [4]) For any integer 0 ≤ m ≤
(
n
k
)
,
|∆NCn,k(m)| ≥ |∆NLn,k(m)| and
|∇NCn,k(m)| ≥ |∇NFn,k(m)|.
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2. Maximum-sized cross-intersecting Sperner families
We shall start with the following straightfoward observation.
Observation 2.1 Let A and B be two cross-intersecting Sperner families of Nn, where
n ∈ Z+ and n ≥ 3. If X ∈ A , then its complement X¯ 6∈ B.
The first part of our proof of Theorem 1.4 employs an approach, sometimes known as
Sperner’s operations, similar to that in Sperner’s proof of Sperner’s Theorem. Essentially,
all members of A and B with size < n
2
(> n
2
+ 1) are replaced by some carefully chosen
n
2
-sets ((n
2
+ 1)-sets resp.). This is done without changing the defining properties of A
and B. Then, it suffices to consider A ,B ⊆
(
Nn
n/2
)
∪
(
Nn
(n/2)+1
)
. It is also worthwhile to
note that Scott [17] also obtained a different proof for (a special case where k = 1 in)
Milner’s Theorem using Sperner’s operations.
Proof of Theorem 1.4:
Case 1. n is odd.
Since A and B are both Sperner families, |X | ≤
(
n
⌊n/2⌋
)
for X = A ,B, by Sperner’s
Theorem. Furthermore, by Sperner’s Theorem, equality holds if and only X =
(
Nn
⌊n/2⌋
)
or X =
(
Nn
⌈n/2⌉
)
for each X = A ,B. Since X ∩ Y 6= ∅ for all X ∈ A and all Y ∈ B, it
follows that equality holds if and only if A = B =
(
Nn
⌈n/2⌉
)
.
Case 2. n is even.
Let i = min{|X| | X ∈ A }. Suppose i < n
2
. We may choose A ∗ ⊆ (A −A (i))∪∇A (i)
such that |A ∗| = |A | since |∇A (i)| > |A (i)| by Lemma 1.8. Furthermore, A ∗ retains
the defining properties of A ; i.e. A ∗ is a Sperner family and every X ∈ A ∗ maintains a
nonempty intersection with every Y ∈ B. Repeat the process until we obtain a Sperner
family A ∗ with |A ∗| = |A | and no element of size < n
2
. By performing the same for B,
we may assume |X| ≥ n
2
for all X ∈ A ∪B.
Now, let j = max{|X| | X ∈ A }. Suppose j > n
2
+ 1. We may choose A ⋄ ⊆
(A −A (j))∪∆A (j) such that |A ⋄| = |A | since |∆A (i)| > |A (i)| by Lemma 1.8. Similarly,
A
⋄ retains the defining properties of A . In particular, each X ∈ A ⋄ maintains a non-
empty intersection with each Y ∈ B, since |Y | ≥ n
2
. By repeating the argument, we
obtain a Sperner family A ⋄, with |A ⋄| = |A | and |X| = n
2
or |X| = n
2
+ 1 for all
X ∈ A ⋄. Perform the same for B, and we may assume |X| = n
2
or |X| = n
2
+ 1 for all
X ∈ A ∪B.
For X = A and B, partition X into X1 and X2 such that X1 := {X| X ∈ X , |X| =
n
2
} and X2 := {X| X ∈ X , |X| =
n
2
+1}. Let X ⊆ Nn. By invoking Observation 2.1 once
on A and once on B, and since there are 1
2
(
n
n/2
)
pairs of X and X¯ such that |X| = n
2
,
we deduce that |A1|+ |B1| ≤
(
n
n/2
)
.
By Lemma 1.8, |∇A1| ≥
n−(n/2)
(n/2)+1
|A1| =
n
n+2
|A1|. Since every element X in A2 is
independent with every element Y in A1, it follows that |A2| ≤
(
n
(n/2)+1
)
− |∇A1| ≤
5
(
n
(n/2)+1
)
− n
n+2
|A1|. Similarly, we derive that |B2| ≤
(
n
(n/2)+1
)
− n
n+2
|B1|. So,
|A |+ |B|
= |A1|+ |B1|+ |A2|+ |B2|
≤ |A1|+ |B1|+
(
n
(n/2) + 1
)
−
n
n + 2
|A1|+
(
n
(n/2) + 1
)
−
n
n + 2
|B1|
= (1−
n
n + 2
)(|A1|+ |B1|) + 2
(
n
(n/2) + 1
)
≤ (1−
n
n + 2
)
(
n
n/2
)
+ 2
(
n
(n/2) + 1
)
=
(
n
n/2
)
+ 2
(
n
(n/2) + 1
)
−
n
n + 2
(
n
n/2
)
=
(
n
n/2
)
+
(
n
(n/2) + 1
)
.
It is clear that if A =
(
Nn
n/2
)
and B =
(
Nn
(n/2)+1
)
, then equality holds. Now, assume
|A | + |B| =
(
n
n/2
)
+
(
n
(n/2)+1
)
. From the proof above, it follows that |A1| + |B1| =
(
n
n/2
)
and |∇X1| =
n−(n/2)
(n/2)+1
|X1| for X = A ,B. By Lemma 1.8 and w.l.o.g., A1 =
(
Nn
n/2
)
and
B1 = ∅, which imply A =
(
Nn
n/2
)
and B =
(
Nn
(n/2)+1
)
.

3. Almost-extremal cross-intersecting Sperner families
In this section, we determine all almost-extremal cross-intersecting Sperner families
which achieve the bound |A | + |B| = 2
(
n
⌈n/2⌉
)
− 1 if n is odd, and |A | + |B| =
(
n
n/2
)
+(
n
(n/2)+1
)
− 1 if n is even.
The odd case
Consider an odd integer n ≥ 3. For Theorem 1.5, it is clear that |A | + |B| =(
n
n/2
)
+
(
n
(n/2)+1
)
− 1 if A =
(
Nn
⌈n/2⌉
)
, B ⊂
(
Nn
⌈n/2⌉
)
and |B| =
(
n
n/2
)
− 1. We shall show that
the converse is also true. To achieve that, we investigate the difference D(n, r), defined
as follows.
Definition 3.1 For any positive integers r and n, define
D(n, r) :=
{( n
r−1
)
−
(
n
r
)
, if r ≤ n,
0, otherwise.
Observation 3.2 D(n, r) =
(
n
r−1
)
−
(
n
r
)
=
(
n
r−1
)
(1− n+1−r
r
) =
(
n
r−1
)
(2r−1−n
r
).
Lemma 3.3 For any positive integers r and n, where r ≤ n,
D(n, r)


> 0 if r > n+1
2
,
= 0, if r = n+1
2
,
< 0, if r < n+1
2
.
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Proof :
This follows from Observation 3.2.

Lemma 3.4 For any positive integers i,j and r such that j ≥ 2, r ≤ j − 1 and r ≤ i ≤
j − 2 + r, D(i, r) ≥ D(j − 2 + r, r).
Proof :
Claim: If D(n, r) < 0, then D(m, r) > D(n, r) for all m < n and r ≥ 1.
Note that n > 2r − 1 by Lemma 3.3. So,
D(m, r)−D(n, r)
=
[( m
r − 1
)
−
(
m
r
)]
−
[( n
r − 1
)
−
(
n
r
)]
=
(
m
r − 1
)(2r − 1−m
r
)
−
(
n
r − 1
)(2r − 1− n
r
)
(by Observation 3.2)
=
(
n
r − 1
)(n− (2r − 1)
r
)
−
(
m
r − 1
)(m− (2r − 1)
r
)
>
(
m
r − 1
)(n− (2r − 1)
r
)
−
(
m
r − 1
)(m− (2r − 1)
r
)
=
(
m
r − 1
)(n−m
r
)
> 0.
Now, if r = j − 1, then i ≤ j − 2 + r = 2r − 1. So, D(i, r) ≥ 0 = D(j − 2 + r, r) by
Lemma 3.3. For r = 1, 2, . . . , j−2, D(j−2+r, r) < 0 by Lemma 3.3 as j−2+r > 2r−1.
If i = j− 2+ r, then we are done. If i < j− 2+ r and since D(j− 2+ r, r) < 0, it follows
from the claim that D(i, r) > D(j − 2 + r, r).

An identity which will be used often in our proofs is the Chu Shih-Chieh’s Identity
(See [3] for more details). It is also known as the “Hockey Stick Identity”.
Lemma 3.5 (Chu Shih-Chieh’s Identity)
For any r, k ∈ N,
(
r
0
)
+
(
r+1
1
)
+ . . .+
(
r+k
k
)
=
(
r+k+1
k
)
.
Lemma 3.6 For any positive integer j ≥ 2,
j∑
r=1
D(j − 2 + r, r) = 1.
Proof :
j∑
r=1
D(j − 2 + r, r) = [
(
j−1
0
)
+
(
j
1
)
+ . . . +
(
2j−2
j−1
)
]− [
(
j−1
1
)
+
(
j
2
)
+ . . .+
(
2j−2
j
)
] =
(
2j−1
j−1
)
−
[
(
2j−1
j
)
−
(
j−2
0
)
] = 1, where we used Chu Shih-Chieh’s Identity in the second equality.

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Note that the previous three lemmas hold for all positive integers while the next two
lemmas hold for odd integers n.
Lemma 3.7 Let n ≥ 3 be an odd integer. Then, D(i, ⌈n
2
⌉ + 1) ≥ 2 for ⌈n
2
⌉+ 1 ≤ i ≤ n.
Proof :
D(i, ⌈n
2
⌉ + 1) =
(
i
(n+1)/2
)
−
(
i
(n+3)/2
)
=
(
i
(n+1)/2
)
[2((n+3)/2)−1−i
(n+3)/2
] ≥
(
(n+3)/2
(n+1)/2
)
[2(n+2−i)
n+3
] =
n+ 2− i ≥ 2.

Lemma 3.8 Let n ≥ 3 be an odd integer. For any positive integer m ≤
(
n
⌈n/2⌉+1
)
,
|∆Fn,⌈n
2
⌉+1(m)| ≥ m+ 2.
Proof :
Let k = ⌈n
2
⌉+1 and the k-binomial representation ofm bem =
(
ak
k
)
+
(
ak−1
k−1
)
+. . .+
(
at
t
)
,
where ak > ak−1 > . . . > at ≥ t ≥ 1. By KKT, |∆Fn,⌈n
2
⌉+1(m)| =
(
ak
k−1
)
+
(
ak−1
k−2
)
+ . . . +(
at
t−1
)
.
Now, |∆Fn,⌈n
2
⌉+1(m)|−m =
k∑
r=t
D(ar, r). Since k ≤ ak ≤ n, it follows from Lemma 3.7
that D(ak, k) ≥ 2. If D(ar, r) ≥ 0 for all r = t, t+1, . . . , k−1, then |∆Fn,⌈n
2
⌉+1(m)|−m ≥
2. Now, assume D(ar, r) < 0 for some integer r, t ≤ r ≤ k − 1. Let s be the smallest
integer such that D(ar, r) > 0 for all r = s, s+ 1, . . . , k.
Claim: as = 2s− 2.
Since D(as, s) > 0, it follows from Lemma 3.3 that as < 2s− 1. Suppose as ≤ 2s− 3.
Then, as−1 ≤ as − 1 ≤ 2s− 4 = 2(s− 1)− 2. By Lemma 3.3, D(as−1, s− 1) > 0, which
contradicts the minimality of s. So, as = 2s− 2. Note that s 6= k since ak ≤ n = 2k − 3.
Since as > as−1 > as−2 > . . . > at, we have as = 2s − 2 > s − 2 + s − 1 ≥ as−1 >
as−2 > . . . > at. Hence, ar ≤ s− 2 + r for r = t, t+ 1, . . . , s− 1. So,
|∆Fn,⌈n
2
⌉+1(m)| −m =
k∑
r=t
D(ar, r)
≥ D(ak, k) +
s∑
r=t
D(ar, r)
= D(ak, k) +D(2s− 2, s) +
s−1∑
r=t
D(ar, r)
≥ 2 +D(2s− 2, s) +
s−1∑
r=t
D(s− 2 + r, r)
= 2 +
s∑
r=t
D(s− 2 + r, r)
≥ 2 +
s∑
r=1
D(s− 2 + r, r)
= 3.
8
The first inequality is due to k 6= s and D(ar, r) > 0 for r = s+1, s+2, . . . , k−1 (if there
are any of such terms). The second inequality is due to Lemmas 3.7 and 3.4. If t = 1,
the third inequality follows immediately. And, if t > 1, the third inequality follows from
D(s − 2 + r, r) < 0 for r = 1, 2, . . . , t − 1, by Lemma 3.3. Invoking Lemma 3.6 derives
the last equality.

Now, we are ready to prove Theorem 1.5.
Proof of Theorem 1.5:
(⇐) It is straightforward to verify this.
(⇒) From |A | + |B| = 2
(
n
⌈n/2⌉
)
− 1, it follows w.l.o.g. that |A | =
(
n
⌈n/2⌉
)
and |B| =(
n
⌈n/2⌉
)
− 1. By Sperner’s Theorem, either A =
(
Nn
⌊n/2⌋
)
or A =
(
Nn
⌈n/2⌉
)
. Suppose A =(
Nn
⌊n/2⌋
)
. Then, X∩Y 6= ∅ for allX ∈ A and Y ∈ B implies |Y | ≥ ⌈n
2
⌉+1. Using Sperner’s
operations as in the proof of Theorem 1.4, we replace all elements of B of size > ⌈n
2
⌉+1
(if any) by an equal number of sets of size ⌈n
2
⌉+1 using the respective shadows. It follows
that |B| ≤ |
(
Nn
⌈n/2⌉+1
)
| =
(
n
⌈n/2⌉+1
)
. Then, |A |+ |B| ≤
(
n
⌊n/2⌋
)
+
(
n
⌈n/2⌉+1
)
< 2
(
n
⌈n/2⌉
)
− 1, a
contradiction.
Now, consider A =
(
Nn
⌈n/2⌉
)
. Then, X ∩ Y 6= ∅ for all X ∈ A and Y ∈ B implies
|Y | ≥ ⌈n
2
⌉. Suppose there exists some Y ∈ B such that |Y | ≥ ⌈n
2
⌉+1 for a contradiction.
Using a similar argument as in the proof of Theorem 1.4, replace all elements of B of
size > ⌈n
2
⌉ + 1 (if any) by an equal number of sets of size ⌈n
2
⌉ + 1 using the respective
shadows. So, we may assume |Y | = ⌈n
2
⌉ or |Y | = ⌈n
2
⌉ + 1 for all Y ∈ B.
Partition B into B1 := {Y ∈ B| |Y | = ⌈
n
2
⌉} and B2 := B − B1. Since B is a
Sperner family, ∆B2 ∩B1 = ∅. Therefore,
(
n
⌈n/2⌉
)
≥ |B1|+ |∆B2| ≥ |B1|+ |∆Fn,⌈n
2
⌉+1(|B2|)| ≥ |B1|+ |B2|+ 2,
where the second and third inequalities follows from KKT and Lemma 3.8 respectively.
So, |B| = |B1|+|B2| ≤
(
n
⌈n/2⌉
)
−2. It follows that |A |+|B| ≤ 2
(
n
⌈n/2⌉
)
−2, a contradiction.

The even case
Now, we consider even integers n ≥ 4. For Theorem 1.6, it is clear that |A |+ |B| =(
n
n/2
)
+
(
n
(n/2)+1
)
− 1 if (i) A =
(
Nn
n/2
)
, B ⊂
(
Nn
(n/2)+1
)
and |B| =
(
n
(n/2)+1
)
− 1, or (ii)
A ⊂
(
Nn
n/2
)
, |A | =
(
n
n/2
)
− 1 and B =
(
Nn
(n/2)+1
)
. To prove its converse, we proceed
in a similar outline as the odd case. Specifically, we probe into the difference between
the bounds given in KKT and Lemma 1.8, particularly the term D∗(n, r, k), defined as
follows.
Definition 3.9 For any positive integers r, n and k, define
D∗(n, r, k) :=
{(
n
r−1
)
− k
k+1
(
n
r
)
, if r ≤ n,
0, otherwise.
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Lemma 3.10 For all positive integers i, j, k such that k ≥ 2 and 2j − 1 ≤ i ≤ 2k − 1,
D∗(i, j, k)−D∗(i+ 1, j, k) ≥ 1
2
.
Proof :
We shall first prove the following claim by induction.
Claim:
(
2j−1
j−1
)
1
j+1
≥ 1
2
for all positive integers j.
If j = 1, then
(
2j−1
j−1
)
1
j+1
=
(
1
0
)
(1
2
) = 1
2
. Assume
(
2j−1
j−1
)
1
j+1
≥ 1
2
for some positive integer
j. Then,(
2(j + 1)− 1
(j + 1)− 1
)
1
j + 2
=
(
2j + 1
j
)
1
j + 2
=
(2j + 1)(2j)(j + 1)
(j + 1)(j)(j + 2)
[
(
2j − 1
j − 1
)
1
j + 1
]
=
4j + 2
j + 2
[
(
2j − 1
j − 1
)
1
j + 1
]
> 1(
1
2
) (by induction hypothesis).
The claim follows.
Now,
D∗(i, j, k)−D∗(i+ 1, j, k) =
[( i
j − 1
)
−
k
k + 1
(
i
j
)]
−
[(i+ 1
j − 1
)
−
k
k + 1
(
i+ 1
j
)]
=
(
i
j − 1
)
−
(
i+ 1
j − 1
)
−
k
k + 1
[(i
j
)
−
(
i+ 1
j
)]
= −
(
i
j − 2
)
+
k
k + 1
(
i
j − 1
)
=
k
k + 1
(
i
j − 1
)
−
j − 1
i+ 2− j
(
i
j − 1
)
≥
(
i
j − 1
)[ j
j + 1
−
j − 1
i+ 2− j
]
≥
(
2j − 1
j − 1
)[ j
j + 1
−
j − 1
j + 1
]
=
(
2j − 1
j − 1
)( 1
j + 1
)
≥
1
2
,
where the first and second inequalities follow from the facts that k ≥ j > 0 and i ≥
2j − 1 > 0 respectively, and the last inequality follows from the claim.

Note that Lemmas 3.11, 3.13 and 3.14 are analogous to Lemmas 3.4, 3.6 and 3.8.
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Lemma 3.11 For any positive integers i, k and r such that k ≥ 2, r ≤ k − 1, and
r ≤ i ≤ k − 1 + r, D∗(i, r, k) ≥ D∗(k − 1 + r, r, k).
Proof :
Claim: D∗(2r, r, k) < 0.
D∗(2r, r, k) =
(
2r
r−1
)
− k
k+1
(
2r
r
)
= r
r+1
(
2r
r
)
− k
k+1
(
2r
r
)
=
(
2r
r
)
( r
r+1
− k
k+1
) < 0.
If D∗(i, r, k) < 0, then i ≥ 2r. Otherwise, D∗(i, r, k) =
(
i
r−1
)
− k
k+1
(
i
r
)
>
(
i
r−1
)
−
(
i
r
)
=
D(i, r) ≥ 0 by Lemma 3.3, a contradiction. Then, by Lemma 3.10, D∗(i, r, k) ≥ D∗(i +
1, r, k) ≥ . . . ≥ D∗(k − 1 + r, r, k).
If D∗(i, r, k) ≥ 0, then D∗(i, r, k) ≥ 0 > D∗(2r, r, k) ≥ D∗(k − 1 + r, r, k), where the
last two inequalities follow from the claim and previous part respectively.

Corollary 3.12 D∗(k − 1 + r, r, k) < 0 for all positive integers k ≥ 2 and r ≤ k − 1.
Proof : As mentioned in Lemma 3.11, D∗(k − 1 + r, r, k) ≤ D∗(2r, r, k) < 0.

Lemma 3.13 For all positive integers k ≥ 2,
k∑
r=1
D∗(k − 1 + r, r, k) ≥ 2
3
.
Proof :
k∑
r=1
D∗(k − 1 + r, r, k) =
[(
2k−1
k−1
)
+
(
2k−2
k−2
)
+ . . .+
(
k
0
)]
− k
k+1
[(
2k−1
k
)
+
(
2k−2
k−1
)
+ . . .+(
k
1
)]
=
(
2k
k−1
)
− k
k+1
[(
2k
k
)
−
(
k−1
0
)]
= k
k+1
≥ 2
3
.

Similar to the odd case, the last few lemmas serve to derive Lemma 3.14 which is an
improved bound for the size of the shade of a collection of n
2
-sets compared to Lemma
1.8. As we will see in the proof of Theorem 1.6, this improvement eliminates all possible
combinations of A and B except the ones stated.
Lemma 3.14 Let n ≥ 6 be an even integer. For any positive integer m <
(
n
n/2
)
− 1,
|∇Ln,n
2
(m)| > n
n+2
(m) + 1.
Proof :
Let k = n
2
≥ 3 and the k-binomial representation ofm bem =
(
ak
k
)
+
(
ak−1
k−1
)
+. . .+
(
at
t
)
,
where ak > ak−1 > . . . > at ≥ t ≥ 1. By Corollary 1.12, |∇Ln,n
2
(m)| =
(
ak
k−1
)
+
(
ak−1
k−2
)
+
. . .+
(
at
t−1
)
.
Case 1. ak ≤ 2k − 2.
Now, |∇Ln,n
2
(m)| −m =
k∑
r=t
D(ar, r). Since ak ≤ 2k − 2, it follows from Lemma 3.3
that D(ak, k) > 0, which implies D(ak, k) ≥ 1 as it is a difference of two integers. If
D(ar, r) ≥ 0 for all r = t, t+ 1, . . . , k − 1, then |∇Ln,n
2
(m)| −m ≥ 1.
Now, assume D(ar, r) < 0 for some integer r, t ≤ r ≤ k − 1. Let s be the smallest
integer such that D(ar, r) > 0 for all r = s, s + 1, . . . , k. As in the proof of Lemma 3.8,
it can be shown that as = 2s− 2.
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Hence, similarly we have ar ≤ s− 2 + r for r = t, t + 1, . . . , s− 1. So,
|∇Ln,n
2
(m)| −m =
k∑
r=t
D(ar, r)
≥ D(2s− 2, s) +
s−1∑
r=t
D(ar, r)
≥ D(2s− 2, s) +
s−1∑
r=t
D(s− 2 + r, r)
≥
s∑
r=1
D(s− 2 + r, r)
= 1.
The first inequality is due to D(ar, r) > 0 for r = s + 1, s + 2, . . . , k (if there are any of
such terms). The second inequality is due to Lemma 3.4. If t = 1, the third inequality
follows immediately. And, if t > 1, the third inequality follows from D(s− 2 + r, r) < 0
for r = 1, 2, . . . , t − 1, by Lemma 3.3. Invoking Lemma 3.6 obtains the last equality.
Lastly, the strict inequality required in the lemma follows since n
n+2
< 1.
Case 2. ak = 2k − 1.
Subcase 2.1. t = 1, i.e. there are k terms in the k-binomial representation of m.
Then, a1 < k. Otherwise, m =
k∑
r=1
(
k−1+r
r
)
=
(
n
n/2
)
− 1, a contradiction. Since
ar ≤ k − 1 + r for r = 1, 2, . . . , k, it follows that
|∇Ln,n
2
(m)| −
n
n + 2
(m) =
k∑
r=1
[( ar
r − 1
)
−
2k
2k + 2
(
ar
r
)]
=
k∑
r=1
D∗(ar, r, k)
≥
k∑
r=1
D∗(k − 1 + r, r, k) +D∗(a1, 1, k)−D
∗(k, 1, k)
≥
k∑
r=1
D∗(k − 1 + r, r, k) +
1
2
≥
2
3
+
1
2
> 1.
The three inequalities follow from Lemmas 3.11, 3.10 and 3.13 respectively.
Subcase 2.2. 1 < t ≤ k, i.e. there are at most k − 1 terms in the k-binomial repre-
sentation of m.
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So,
|∇Ln,n
2
(m)| −
n
n+ 2
(m) =
k∑
r=t
[( ar
r − 1
)
−
2k
2k + 2
(
ar
r
)]
=
k∑
r=t
D∗(ar, r, k)
≥
k∑
r=t
D∗(k − 1 + r, r, k)
≥
k∑
r=2
D∗(k − 1 + r, r, k)
=
k∑
r=1
D∗(k − 1 + r, r, k)−D∗(k, 1, k)
≥
2
3
− (1−
k2
k + 1
)
≥ −
1
3
+
9
4
> 1.
The first inequality is due to ar ≤ k− 1+ r for r = 1, 2, . . . , k and Lemma 3.11 while the
second inequality is due to t ≥ 2 and Corollary 3.12. The third inequality follows from
Lemma 3.13. Finally, the second last inequality follows since k
2
k+1
is increasing for k ≥ 3.

Lemma 3.14 does not hold for n = 4 andm = 3 <
(
n
n/2
)
−1, as shown in Table 1 below.
Note in Subcase 2.2 of Lemma 3.14 that the second last inequality gives 2
3
− (1− k
2
k+1
) ≥
−1
3
+ 4
3
= 1 if k = 2. The next lemma will make up for this shortfall of Lemma 3.14.
m
last mth 2 -set in
squashed order
∇NLn,n
2
(m) |∇Ln,n
2
(m)| n
n+2
(m) + 1
1 34 134, 234 2 12
3
2 24 124 3 21
3
3 14 - 3 3
4 23 123 4 32
3
5 13 - 4 41
3
6 12 - 4 5
Table 1: ∇Ln,n
2
(m) for n = 4.
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Lemma 3.15 Let A be a Sperner family of N4. If there exists X ∈ A such that |X| = 1
or |X| = 3, then |A | ≤ 4. Furthermore, equality holds if and only if A one of the families(
N4
1
)
,
(
N4
3
)
, {1, 23, 24, 34} and {12, 13, 14, 234} up to isomorphism.
Proof :
Consider |X| = 1 and w.l.o.g. let X = 1.
If there exists a 3-set in A , then |A | = |{1, 234}| < 4.
If there exists a 2-set, say 23, in A , then A = {1, 23} ∪B, where B ⊆ {4, 24, 34}.
Now, if 4 ∈ A , then |A | ≤ |{1, 23, 4}| = 3. If 4 6∈ A , then |A | ≤ |{1, 23, 24, 34}| = 4.
If there exists another 1-set, say 2, in A , then A = {1, 2}∪B, where B ⊆ {3, 4, 34}.
Now, if 34 ∈ A , then |A | ≤ |{1, 2, 34}| = 3. If 34 6∈ A , then |A | ≤ |{1, 2, 3, 4}| = 4.
Hence, this shows that if there exists X ∈ A such that |X| = 1, then |A | ≤ 4. Sup-
pose there exists a Sperner family A ∗ such that |A ∗| > 4 and |X∗| = 3 for someX∗ ∈ A ∗.
Claim: If A is the family of subsets of N4, where X ∈ A if and only if X¯ ∈ A
∗,
then A is also a Sperner family.
Let A,B ∈ A . Then, A¯, B¯ ∈ A ∗ by definition. Since A ⊆ B if and only if B¯ ⊆ A¯
and A ∗ is a Sperner family, the claim follows.
So, |A | = |A ∗| > 4 and X¯∗ ∈ A with |X¯∗| = 1. This contradicts our previous part.
From the above cases and the claim, |A | = 4 if and only if A is one of the families
{1, 23, 24, 34},
(
N4
1
)
, {1¯, 2¯3, 2¯4, 3¯4} = {12, 13, 14, 234}, and
(
N4
3
)
, up to isomorphism.

Now, we are well-equipped to prove Theorem 1.6.
Proof of Theorem 1.6:
(⇐) It is straightforward to verify this.
(⇒) Case 1. n = 4.
W.l.o.g., we assume |A | > |B|. Since |A | + |B| = 9, it follows that |A | ≥ 5. Fur-
thermore, A is a Sperner family implies |A | ≤
(
4
2
)
= 6 by Sperner’s Theorem.
Subcase 1.1. |A | = 6.
By Lemma 3.15, A =
(
N4
2
)
. Then, |A | + |B| = 9 implies |B| = 3. Let X ∈ B. If
|X| ≤ 2, then X ∩Y = ∅ for some Y ∈ A , a contradiction to the cross-intersecting prop-
erty. If |X| = 4, then X = N4 implies |B| = 1 as B is a Sperner family, a contradiction
to |B| = 3. Hence, (i) follows.
Subcase 1.2. |A | = 5.
By Lemma 3.15, A ⊂
(
N4
2
)
. Then, |A | + |B| = 9 implies |B| = 4. By Lemma
3.15, B =
(
N4
1
)
, or
(
N4
3
)
, or {1, 23, 24, 34} or {12, 13, 14, 234}, up to isomorphism. If
B =
(
N4
1
)
, or {1, 23, 24, 34} or {12, 13, 14, 234}, up to isomorphism, then there exists
some X ∈ B such that X ∩ Y = ∅ for some Y ∈ A , a contradiction to the cross-
intersecting property. Hence, (ii) follows.
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Case 2. n ≥ 6.
By using Sperner’s operations, as in the proof of Case 2 in Theorem 1.4, we may
assume for each X ∈ A ∪ B, either |X| = n
2
or |X| = n
2
+ 1. For X = A and B,
partition X into X1 and X2 such that X1 := {X| X ∈ X , |X| =
n
2
} and X2 :=
{X| X ∈ X , |X| = n
2
+ 1}.
Let X ⊆ Nn. Since there are
1
2
(
n
n/2
)
pairs of X and X¯ such that |X| = n
2
, by Obser-
vation 2.1, |A1|+ |B1| ≤
(
n
n/2
)
.
Case 2.1. |A1| =
(
n
n/2
)
.
Then, |B1| = 0. Since A is a Sperner family, |A2| = 0. Thus, |B2| =
(
n
(n/2)+1
)
− 1.
and we have (i).
Case 2.2. |A1| =
(
n
n/2
)
− 1.
Then, ∇A1 =
(
Nn
(n/2)+1
)
and A2 = ∅. By Observation 2.1, |B1| ≤ |{X¯0}| = 1, where
X0 is the only
n
2
-set not in A1. Suppose |B1| = 1. Since every element X in B2 is
independent with X¯0 in B1, it follows that |B2| ≤ |
(
Nn
(n/2)+1
)
−∇B1| =
(
n
(n/2)+1
)
− n
2
. It
follows that |A |+ |B| ≤ |A1|+ |A2|+ |B1|+ |B2| ≤ [
(
n
n/2
)
−1]+0+1+ [
(
n
(n/2)+1
)
− n
2
] ≤(
n
n/2
)
+
(
n
(n/2)+1
)
− 3, a contradiction. Hence, |B1| = 0, in which case, we have (ii).
Case 2.3. |A1| <
(
n
n/2
)
− 1.
By Corollary 1.10 and Lemma 3.14, |∇A1| ≥ |∇Ln,n
2
(|A1|)| >
n
n+2
|A1| + 1. Since
every element X in A2 is independent with every element Y in A1, it follows that |A2| ≤(
n
(n/2)+1
)
−|∇A1| <
(
n
(n/2)+1
)
− n
n+2
|A1|−1. As in the proof of Theorem 1.4, we can derive
that |B2| ≤
(
n
(n/2)+1
)
− n
n+2
|B1|. Also, recall that |A1|+ |B1| ≤
(
n
n/2
)
. So,
|A |+ |B|
= |A1|+ |B1|+ |A2|+ |B2|
< |A1|+ |B1|+
(
n
(n/2) + 1
)
−
n
n+ 2
|A1| − 1 +
(
n
(n/2) + 1
)
−
n
n+ 2
|B1|
= (1−
n
n + 2
)(|A1|+ |B1|) + 2
(
n
(n/2) + 1
)
− 1
≤ (1−
n
n + 2
)
(
n
n/2
)
+ 2
(
n
(n/2) + 1
)
− 1
=
(
n
n/2
)
+
(
n
(n/2) + 1
)
+
(
n
(n/2) + 1
)
−
n
n+ 2
(
n
n/2
)
− 1
=
(
n
n/2
)
+
(
n
(n/2) + 1
)
− 1,
a contradiction.

We end off by proposing a direction for further generalisation of the main results. It
is known that in Lubell’s [19] proof of Sperner’s Theorem, a stronger result known as the
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Lubell-Yamamoto-Meshalkin (LYM) inequality was derived. In this line of thought, we
have the following problem.
Problem 3.16 Strengthen Theorem 1.4 into its LYM form.
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