This paper attempts an application of a sequential Monte Carlo (SMC) 
Introduction
Hidden Markov models are convenient means to statistically model a process that varies in time. The state space model are the state (transition) and observation densities. Practically, the s x' are the unseen true signals in signal processing (Liu and Chen 1995) , the actual words in speech recognition (Rabiner 1989) , the target features in a multitarget tracking problem (Avitzour 1995; Gordon, et al 1993; Gordon, et al 1995) , the image characteristics in computer vision (Isard & Blake 1996) , the gene indicator in a DNA sequence analysis (Churchill 1989) , or the underlying volatility in an economical time series (Pitt & Shephard 1997) . Hidden Markov Models represent the applications of dynamic state space model in DNA and protein sequence analysis (Krogh, et al 1994; Liu, et al 1997) .
While using the functions provided by C++ to expand an on-line algorithm of predicting hidden Markov model, this paper takes impetus from Johansen (2009) SMCTC: Sequential Monte Carlo in C++. Further supports were derived from some results on predicted and actual data of monthly national air passengers in America Zhang et al. (2007) . Cheng et al (2003) applied SMC methodology to tackle the problems of optimal filtering and smoothing in hidden Markov models. SMC have also stirred great interest in the engineering and statistical literature (see Doucet, et al (2000) for a summary of the state-of-the-art). Lately, in , SMC methods have been applied for resolving a marginal Maximum Likelihood problem. In Gordon et al (1993) , the application of SMC to optimal filtering was first offered. Here, SMC method is developed for prediction of state by estimating the probability ) ¦ (
The outline of the remainder of this article is arranged thus: Section 2 delved into a concise analysis of basic theory of HMM and SMC method respectively. The demonstration of the approximation of the probability density function using SMC method in HMM occupies Section 3; the corresponding on-line algorithm is also developed here. In section 4, the application of the estimation algorithm to the data of , respectively. Because of the Markov assumption, the probability of the current true state given the immediately previous one is conditionally independent of the other earlier states.
Similarly, the measurement at the kth time step is dependent only upon the current state, so is conditionally independent of all other states given the current state.
Using these assumptions the probability distribution over all states of the HMM can be written simply as:
using the following prediction and update steps prediction 1 1 :
In this case, we use numerical integration which becomes computationally complex when the number of states of k x are large. One particular Monte Carlo based approach to solve this for the HMM is the SMC.
Sequential Monte Carlo Methods
Since their pioneering contribution in 1993 (Gordon et al. 1993) , SMC have become a well known class of numerical methods for the solution of optimal estimation problems in non-linear non-Gaussian scenarios.
The key idea of SMC method is to represent the posterior density function at time by samples and associated weights,
and to compute estimates based on these samples and weights.
As the number of samples becomes very large, this Monte Carlo characterization develops into an equivalent representation to the functional description of the posterior probability density function (Sanjeev, et al 2002) . 
Procedural Functions
This is how it works. We consider a particular algorithm for the SMC, known also as the sampling importance resampling (SIR) (Gordon, 1993 Carpenter, et al 1999 , Johansen, 2009 is the normalized weights of particle i at time k which can be calculated recursively.
According to our argument, at the th k step, the density function estimate for is
After the density function ) ¦ ( 
Data description
The above method is applied to the data sets of daily stock prices in the banking sector of Regularly, stock prices alter in stock markets as seen in the price index on Tuesday, February 5 th 2006; it fell by more than 100% (see Fig. 2 ). There is no infallible system that indicates the precise movement of stock price. Instead, stock price is subjective to the influence of various factors, such as company fundamentals, external factors, and market behaviour. These decide the state of the market which maybe in bull, even or bear state. It grows along time through different market state, which are hidden states. The state of the market can be a Markovian process and are modeled in HMM. The on-line prediction using SMC begins with states producing signals that follow the normal distribution. 
Experimental Outcome

