Illumination change is one of the challenges in image-based localization in smart cars application. To deal with illumination change, image conversion methods have been researched. However, these methods would lose the detail of objects in images. In this paper, we propose the Semantic Local Image Conversion (SLIC) model changing the appearance of local semantic objects in an image by categories at night. This enables the proposed model not to lose the detail of static objects in image conversion. As a result, it is expected that the proposed SLIC method has a better result in image-based localization. SLIC method uses static objects (i.e., traffic signs and street lamps) as categories for localization. The SLIC method is composed of two phases as (1) instance segmentation and (2) static objects conversion. Instance segmentation is utilized as a detector for static objects. In the conversion phase, the detected static objects are converted from the appearance of objects at night to objects at day. We then compare the visual inspection and the number of matching of converted objects with existed models (Pix2Pix with global pixels in the image and ToDayGAN). Overall, our model shows the better the result of image translation compared to Pix2Pix model and ToDayGAN models in both visual inspection and ORB matching cost.
INTRODUCTION
Image-based localization has been extensively studied for smart car applications [1] [2] [3] [4] [5] . One of the challenges is the inconsistent visual appearance of objects under different lighting conditions [6] [7] [8] [9] [10] . Particularly, there are severe appearance changes between images taken at night and day as below Fig. 1 . In this case, it is hard to identify correspondences using typical image features [9, 27] and descriptors such as Scale Invariant Feature Transform (SIFT) [28] , Speed up Robust Feature (SURF) [29] , and Local binary patterns (LBP) [30] . Several approaches have been proposed to deal with difficulties of image-based localization at night. For example, Milford and Wyeth proposed SeqSLAM [11] that utilizes multiple consecutive images to obtain enough visual features for localization at night. Nelson et al. [8] used artificial light sources to identify the location. The approach, however, requires additional maps of night image sequences and light sources. 
Figure 1: (a) Example of the day scene image in our datasets (b) Example of the night scene image in our datasets
Machine learning, especially deep learning techniques, can be used to develop a model that learns how visual appearances are changed depending on lighting conditions. Recently, Anoosheh et al. [10] proposed a deep generative model that converts a night image to a corresponding day image. The localization is done by utilizing image-level descriptors since the conversion has been done globally rather than recovering local details. The trained translation (image conversion) model also generates fake information such as cars and trees for the dark area of input night images. These converted images look like real but make localization task hard. Stenborg et al. [13] have used deep neural network-based semantic segmentation for robust image-based cross-seasonal localization. Semantic point feature map has been used for localization. However, this approach requires the consistent semantic segmentation results across-season, which is also a challenging task.
In this paper, we proposed the SLIC method. Instead of applying a global image-level translation, a category-wise image conversion model is developed by utilizing both a semantic instance segmentation method and a deep generative model. Semantic labels are useful to exclude dynamic objects such as cars and pedestrian from the localization tasks. The category-wise image conversion model can recover the details. Thus, this enables the feature-level correspondence search using conventional image features. The proposed approach utilizes two off-the-shelf deep learning architectures. First, Mask R-CNN [17] has been trained and used for the instance segmentation of night and day images. Then, Pix2Pix [14] model, a Generative Adversarial Network has been trained for category-wise night-to-day image conversion. This paper is organized as follows. In Section 2, related works are introduced. In Section 3, the detail of the category-wise image conversion approach is explained. In Section 4, we have compared the performance of the proposed method with existing approaches in the task of ORB-feature-based correspondence search. In section 5, we concluded the paper with future work for further research.
RELATED WORK
Over the past few decades, image-based localization has been extensively researched. For tackling the illumination change problem, using feature descriptors [18] [19] have been developed by using global and local features such as gradient, histogram, and etc. However, the typical ways using the descriptors such as SIFT [28] and SURF [29] could not deal with a large illumination change like night scene [27] .
To deal with the illumination change problem, SeqSLAM [11] was proposed for addressing the problem of navigating a vehicle at night. SeqSLAM found the best-matched location candidate based on the information of image sequences in an illumination changing environment. However, the SeqSLAM relied on the viewpoint direction and sequence information [7, 12] . Nelson et al. [8] used artificial light sources for the localization at night. The model tracked the changed appearance of the light sources depending on distances between the camera and the light sources. However, it was required additional maps of artificial lights.
One of another ways to tackle illumination problem is image to image translation methods (image conversion). Image to image translation was oriented from [20] that proposed an end to end algorithm and improved in [21] by using nonparametric texture. One of the ways to image conversion is using Generative Adversarial Network (GAN) that generates a synthetic image to be real [9] .
Based on GAN technique, Pix2Pix [14] used convolutional neural network architecture for training the images conversion with paired datasets. The mechanism is used as our base architecture. However, it had a restriction to collect paired datasets for training the machine. The authors of [15] designed CycleGAN that extends Pix2Pix to use unpaired images translation. The key concept of CycleGAN was style transfer that makes the structure is kept it up. This not only used adversarial loss but also used cycle loss for unpaired training. Even though CycleGAN maintains the structures of the images, Pix2Pix is more accurate in image conversion [15] . The authors of [9] presented a method of visual place recognition. They also used the image to image translation based on CycleGAN and then applied to topological or metric localization with SURF in order for image matching. ToDayGAN [10] also used the image to image translation method. The authors used the generative adversarial networks models based on ComboGAN [16] for image translation from night image (source) to the day images (target) with unpaired images. It was the first research of applying image translation to the problem of retrieval-based localization. ToDayGAN model used DenseVLAD [22] descriptor for image retrieval method. These methods [9,10,15-16] generated the feasible synthetic day images by preserving the global structure of the image. However, these GAN models [15] , [9] , [10] would lose the detail of some objects and add the fake objects because the night is not enough to recover the information of some objects due to the dark side. This might result in the failure of images matching on image-based localization.
Compared with previous works, the proposed model converts the semantic local image by categories. It can alleviate the loss of the detail of local objects and can ignore adding the fake information of invisible objects in images, which can lead to improves the image-based localization at night.
Our method called SLIC is category-wise image conversion approach for image-based localization. The proposed method extracts the statics objects that is defined as street lamps and traffic signs in our implementation. Based on segmented static objects in the image, it is converted to the day image scene. The result is expected to recover the details of converted the day image. Moreover, the result of the proposed method can exclude unnecessary objects (e.g. cars, trees, and invisible objects) in night images. For these reasons, it is expected that SLIC method can enhance the accuracy in image-based localization. The architecture of the proposed method employs the Mask R-CNN and Pix2Pix as for instance segmentation and image conversion method respectively. Fig. 2 shows an overview of the proposed model. 
Instance Level Segmentation Phase
Instance level segmentation task aims at identifying meaningful objects presented in a given image. In this phase, we used stateof-the-art instance segmentation method as introduced above, Mask R-CNN, because it effectively detects a set of objects in a reasonable time. According to bounding boxes surrounding the detected local objects are suited as an input for the following object translation function. More precisely, Mask R-CNN extends Faster R-CNN [24] by adding mask prediction branches which provides a spatial layout of the object performed simultaneously with label classification and bounding box regression proposed by Faster R-CNN. Also, another notable modification in Mask R-CNN is that it mitigates the misalignments between the Region of Interest (RoI) and the extracted features using RoIAlign layer. Unlike other standard feature extracting techniques, such as RoIPool or RoIWarp, RoIAlign is free from quantization that brings positive effect on finding more accurate RoIs.
Figure 3: The part of the result of the day image on Mask R-CNN
With the improvements as mentioned earlier, Mask R-CNN outperforms the variants of all previous state-of-the-art models, including the winner of the COCO 2016 Detection Challenge. It is worth noting that Mask R-CNN achieves good results even under challenging conditions. Fig. 3 and Fig. 4 show the result of Mask R-CNN with given day and night image, respectively. 
Static Objects Conversion Phase
The static objects conversion is to translate the local semantic objects from the night (query image) to the day (target image). In objects conversion phase, we employ Pix2Pix architecture to train a generator in order to translate a set of local semantic objects as a base. Even though Pix2Pix method requires a set of pair images (i.e., day and night at the same location), making data acquisition more cumbersome, Zhu et al. [10] showed that it gives better image translation results compared to other methods using unpaired image training methods such as CycleGAN and ToDayGAN.
Figure 5: Cropped traffic signs in the night images
The mechanism of this phase is that it crops the image of the static object by 128128 pixels from the centroid point of objects after using instance segmentation. The size of cropped images is empirically fixed. Fig. 5 is shown as the output of cropped segmented images. The patch images from cropped results are to be the input images in this phase. The converted patch images are to be the output of the proposed method.
RESULTS AND EVALUATION

Dataset
Our dataset of images for training and evaluation is collected for 4.9 miles in Brookings, SD, United States. The stereo cameras were mounted inside of the front window. The dataset of a camera contains about 14k images each the night and day. The images have 24482048 resolution with grayscale.
Figure 6: Datasets and labeled datasets
For the instance level segmentation, the subset of 500 images from each day and night datasets were used as a training set. The selected datasets are labeled with two target categories -street lamps and traffic signs -which are visible local static objects at night. Fig. 6 shows the example matched images from day and night dataset with ground truths.
For the image conversion, we cropped 1,000 static objects that contain traffic signs only from the dataset used in the instance level segmentation. Because street lamps vary visually in the image depends on its the conditions, we extracted only the location information of the street lamps and excluded them from the training set of the translation model. The size of the cropped image is set as 128128 pixels, which are empirically found the best size after segmentation. The models were implemented with the image processing library in Tensorflow and PyTorch. We demonstrated the experimental result of the proposed model with semantic image conversion. The SLIC result were evaluated with existing translation models which used entire (global) images or another translation approach [10] . Fig. 7 shows the example visualization result of Pix2Pix using global images -input images are the entire scene per frames. The Pix2Pix translation method using global images was trained with 1,200 paired images. Fig. 8 shows the example results of our proposed model and existing models with query images and its expected outputs. We observed that even though the existing method could restore the scratch shape of the query images, they lose many of the details such as edges or color. This result makes each unique traffic sign undistinguishable.
Experimental Result
We quantitively measure the performance of the models by counting the number of matching points using Oriented FAST and Rotated BRIEF (ORB) [25] feature descriptor. The ORB feature descriptor is one of the widely used descriptors in the image matching method [25] [26] . It computes the intensity weighted centroid of the patch with a located corner at the center [26] . Table 1 demonstrates that average of matching results on ORB feature descriptor with 50 images of test sets. The results show that the validity of the proposed model to reconstruct details by showing that the proposed model has more matching points than the existing methods. 
CONCLUSION / FUTURE WORK
In this paper, the proposed method which is called the semantic local image conversion is designed to address the appearance change problem in images matching with night image. The proposed model includes the instance level segmentation method and generative adversarial network, which are worked as local objects detector and conversion by categories, respectively. By converting the local semantic object image from night to day, the model could recover the detail information as parts of the image. The experimental result showed that the proposed model achieves the best matching score with a query image and the converted images using ORB matching descriptor. We observed that the proposed model had higher recovery capability because the model did not generate a fake object by guessing an invisible object in the night image. Based on the experiment, we will expand the model in imagebased localization field by using the street lamp information also. The extracted location information of the street lamp will be used to evaluate the 3-dimensional coordinate pose estimation with stereo cameras. We will also use open data sets to evaluate the model to show the robustness of the model for real-world applications.
