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ON MOD p LOCAL-GLOBAL COMPATIBILITY FOR GL3 IN THE
ORDINARY CASE
FLORIAN HERZIG, DANIEL LE, AND STEFANO MORRA
Abstract. Suppose that F/F+ is a CM extension of number fields in which
the prime p splits completely and every other prime is unramified. Fix a
place w|p of F . Suppose that r : Gal(F/F ) → GL3(Fp) is a continuous
irreducible Galois representation such that r|Gal(Fw/Fw) is upper-triangular,
maximally non-split, and generic. If r is automorphic, and some suitable
technical conditions hold, we show that r|Gal(Fw/Fw) can be recovered from
the GL3(Fw)-action on a space of mod p automorphic forms on a compact
unitary group. On the way we prove results about weights in Serre’s conjecture
for r, show the existence of an ordinary lifting of r, and prove the freeness
of certain Taylor–Wiles patched modules in this context. We also show the
existence of many Galois representations r to which our main theorem applies.
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1. Introduction
1.1. Motivation and statement of main results. Suppose that p is a prime
and that ρ : Gal(Qp/Qp) → GLn(Fp) is a continuous Galois representation. One
would hope that there is a mod p Langlands correspondence that associates to ρ in
a natural way a smooth representation Π(ρ) of GLn(Qp) over Fp (or maybe a packet
of such representations), and similarly for p-adic representations. Unfortunately,
at this point, this is only known for n ≤ 2 [Bre03], [Col10]. But suppose now that
F/F+ is a CM extension of number fields in which p splits completely, and fix a
place w|p. Even in the absence of a local mod p Langlands correspondence for
n > 2, given a global automorphic Galois representation r : Gal(F/F )→ GLn(Fp)
we can define smooth representations Πglob(r) of GLn(Qp) over Fp on spaces of
mod p automorphic forms on a definite unitary group, that serve as candidates
for Π(r|Gal(Fw/Fw)) (in the spirit of Emerton’s local-global compatibility [Eme]; see
also [CEG+16] in the p-adic setting). It is not known whether Πglob(r) depends
only on r|Gal(Fw/Fw). The motivating question of this paper is opposite to this:
do the candidate representations Πglob(r) contain at least as much information as
r|Gal(Fw/Fw)? We answer this question in the affirmative in many cases when n = 3.
We fix a finite extension E/Qp with residue field F, and consider absolutely
irreducible Galois representations r : Gal(F/F ) → GL3(F). We assume moreover
that r|Gal(Fw/Fw) is upper-triangular, maximally non-split, and generic. This means
that
(1.1.1) r|Gal(Fw/Fw) ∼
 ωa+1nrµ2 ∗1 ∗ωb+1nrµ1 ∗2
ωc+1nrµ0
 ,
the extensions ∗1, ∗2 are non-split, and a− b > 2, b− c > 2, a− c < p− 3. (Here, ω
is the mod p cyclotomic character and nrµ denotes the unramified character taking
value µ ∈ F× on geometric Frobenius elements.) It is not hard to see that once the
diagonal characters are fixed, the isomorphism class of r|Gal(Fw/Fw) is determined
by an invariant FL(r|Gal(Fw/Fw)) that can take any value in P1(F) \ {µ1}. (We
normalize this invariant using Fontaine–Laffaille theory, see Definition 2.1.10.)
To explain our results, we briefly describe our global setup, referring to Section 4
for details. Fix a unitary group G/F+ such that G×F ∼= GL3 and G(F+v ) ∼= U3(R)
for all v|∞. Choose a model G/O
F+
of G such that G × OF+
v′
is reductive for all
places v′ of F+ that split in F . Let v = w|F+ . Choose a compact open subgroup
U = Uv ×G(OF+v ) ≤ G(A∞F+) that is sufficiently small, and unramified at all places
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dividing p. Let V ′ denote an irreducible smooth representation of
∏
v′|p,v′ 6=v G(OF+
v′
)
over F determined by a highest weight in the lowest alcove, and let V˜ ′ denote a Weyl
module of
∏
v′|p,v′ 6=v G(OF+
v′
) over OE of the same highest weight, so V˜
′⊗OE F ∼= V ′.
(Except for Theorem C below, the reader may assume for simplicity that V ′ = F and
V˜ ′ = OE .) We can then define in the usual way spaces of mod p automorphic forms
S(Uv, V ′) = lim−→Uv≤G(F+v ) S(U
vUv, V
′) and similarly S(Uv, V˜ ′) that are smooth
representations of G(F+v )
∼= GL3(Qp) (where this isomorphism depends on our
chosen place w|v).
We fix a cofinite subset P of places w′ ∤ p of F that split over F+, such that
U is unramified at w′|F+ , and such that r is unramified at w′. Then the abstract
Hecke algebra TP generated over OE by Hecke operators at all places in P acts on
S(Uv, V ′) and S(Uv, V˜ ′), commuting with the GL3(Qp)-actions. Moreover, r de-
termines a maximal ideal mr of TP. We assume that r is automorphic in this setup,
which means that S(Uv, V ′)[mr] 6= 0 (or equivalently, S(Uv, V ′)mr 6= 0). These
GL3(Qp)-representations, S(Uv, V ′)[mr], are the natural candidates Πglob(r) that
we mentioned above, at least if the level Uv is chosen optimally. It is a consequence
of earlier work of the first-named author and C. Breuil [BH15] that the GL3(Qp)-
representation S(Uv, V ′)[mr] determines the ordered triple of diagonal characters
(ωa+1nrµ2 , ω
b+1nrµ1 , ω
c+1nrµ0) of r|Gal(Fw/Fw). In fact, the triple (a, b, c) can be re-
covered from the (ordinary part of the) GL3(Zp)-socle – i.e., the Serre weights of r –
by [GG12] and the µi ∈ F× are determined by the Hecke action at p on the GL3(Zp)-
socle. It therefore remains for us to show that S(Uv, V ′)[mr] determines the in-
variant FL(r|Gal(Fw/Fw)). (We note that the representation Π(r|Gal(Fw/Fw))ord of
[BH15] does not contain this information.)
Let I denote the Iwahori subgroup of GL3(Zp), which is the preimage of the
upper-triangular matrices B(Fp) in GL3(Fp). If V is a representation of GL3(Zp)
over OE and ai ∈ Z we write
V I,(a2,a1,a0)
def
= HomI(OE(ω˜
a2 ⊗ ω˜a1 ⊗ ω˜a0), V ),
where the character in the domain denotes the inflation to I of the homomor-
phism B(Fp) → O×E ,
(
x y z
u v
w
)
7→ x˜a2 u˜a1w˜a0 . If V is even a representation of
GL3(Qp), then V I,(a2,a1,a0) affords an action of Up-operators U1, U2 (see (3.1.10)).
Define also Π
def
=
(
1
1
p
)
, which sends V I,(a2,a1,a0) to V I,(a1,a0,a2).
Finally, and crucially, we define explicit group algebra operators S, S′ ∈ F[GL3(Fp)],
see (4.5.1). We can now state our first main theorem.
Theorem A (Thm. 4.5.2). We make the following additional assumptions:
(i) FL(r|Gal(Fw/Fw)) 6∈ {0,∞}.
(ii) The OE-dual of S(U
v, V˜ ′)
I,(−b,−c,−a)
mr is free over T, where T denotes the
OE-subalgebra of End
(
S(Uv, V˜ ′)
I,(−b,−c,−a)
mr
)
generated by TP, U1, and U2.
Then we have the equality
S′ ◦Π = (−1)a−b · b− c
a− b · FL(r|Gal(Fw/Fw)) · S
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of maps
S(Uv, V ′)[mr]
I,(−b,−c,−a)[U1, U2]→ S(Uv, V ′)[mr]I,(−c−1,−b,−a+1).
Moreover, these maps are injective with non-zero domain. In particular, FL(r|Gal(Fw/Fw))
is determined by the smooth GL3(Qp)-representation S(Uv, V ′)[mr].
The first assumption is related to the surprising fact that the GL3(Zp)-socle of
S(Uv, V ′)[mr] changes for the exceptional two invariants, see Theorem D below.
(Incidentally, this means that even in the exceptional cases FL(r|Gal(Fw/Fw)) is
determined by S(Uv, V ′)[mr].)
We show that the second assumption is often a consequence of the first assump-
tion. The second assumption is an analogue of Mazur’s “mod p multiplicity one”
result, and thus our result may be of independent interest. We have not tried to
optimize our hypotheses, the most stringent of which is that U may be taken to be
unramified at all finite places.
Theorem B (Thm. 5.1.1). Assume hypotheses (i)–(ix) in Section 5.1. If we have
FL(r|Gal(Fw/Fw)) 6=∞, then assumption (ii) in Theorem A holds.
In fact we show that for any value of FL(r|Gal(Fw/Fw)) either the second assump-
tion or its dual holds (see Remark 5.3.6).
We also show, using results of [EG14], that for any given local Galois represent-
ation as in (1.1.1) we can construct a globalization to which Theorem B applies.
Theorem C (Thm. 5.3.7). Suppose that ρ : Gal(Qp/Qp) → GL3(F) is upper-
triangular, maximally non-split, and generic. Then, after possibly replacing F by a
finite extension, there exist a CM field F , a Galois representation r : Gal(F/F )→
GL3(F), a place w|p of F , groups G/F+ and G/OF+ , and a compact open subgroup
Uv (where v = w|F+) satisfying all hypotheses of the setup in Section 5.1 such that
r|Gal(Fw/Fw) ∼= ρ. In particular, if FL(ρ) 6∈ {0,∞}, Theorem A applies to r.
As a by-product of our methods we almost completely determine the set of Serre
weights of r. Here, the set Ww(r) is defined to be the set of irreducible GL3(Zp)-
representations whose duals occur in the GL3(Zp)-socle of S(Uv, V ′)mr (for some
Uv and P as above). See Section 4.2 for our notation for Serre weights.
Theorem D (Thm. 4.4.1). Keep the assumptions on r that precede Theorem A
above.
(i) If FL(r|Gal(Fw/Fw)) /∈ {0,∞} we have
{F (a− 1, b, c+ 1)} ⊆Ww(r) ⊆
⊆ {F (a− 1, b, c+ 1), F (c+ p− 1, b, a− p+ 1)}.
(ii) If FL(r|Gal(Fw/Fw)) =∞ we have
{F (a− 1, b, c+ 1), F (a, c, b− p+ 1)} ⊆Ww(r) ⊆
⊆ {F (a− 1, b, c+ 1), F (c+ p− 1, b, a− p+ 1), F (a, c, b− p+ 1)}.
(iii) If FL(r|Gal(Fw/Fw)) = 0 we have
{F (a− 1, b, c+ 1), F (b+ p− 1, a, c)} ⊆Ww(r) ⊆
⊆ {F (a− 1, b, c+ 1), F (c+ p− 1, b, a− p+ 1), F (b+ p− 1, a, c)}.
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This is one of the first Serre weight results in dimension 3. It was completed in
early 2014, before the recent progress of [LLHLM] (on Serre weights in dimension
3 in the generic semisimple case, using different methods). As we said above, the
dependence on FL(r|Gal(Fw/Fw)) in this theorem was unexpected, as there were
no explicit Serre weight conjectures in the literature that apply to non-semisimple
r|Gal(Fw/Fw).
As a consequence of this theorem we also show the existence of an automorphic
lift r of r such that r|Gal(Fw/Fw) is upper-triangular. It is in the same spirit as the
main results of [BLGG12] (which concerned two-dimensional representations).
Theorem E (Cor. 4.4.4). In the setting of Theorem D, r has an automorphic lift
r : Gal(F/F ) → GL3(OE) (after possibly enlarging E) such that r|Gal(Fw/Fw) is
crystalline and ordinary of Hodge–Tate weights {−a− 1,−b− 1,−c− 1}.
1.2. Methods used. Theorems A and B generalize earlier work of Breuil–Diamond
[BD14] which treated two-dimensional Galois representations of Gal(F/F ), where
F is totally real and p is unramified in F . We follow the same general strategy:
we lift the Hecke eigenvalues of r to a well-chosen type in characteristic zero, use
classical local-global compatibility at p, and then study carefully how both the
Galois-side and the GL3-side reduce modulo p. However, it is significantly more
difficult to carry out this strategy in the GL3-setting.
We first prove the upper bound in Theorem D by lifting to various types in
characteristic zero and using integral p-adic Hodge theory to reduce modulo p.
This is more involved in dimension 3, since we are no longer in the potentially
Barsotti–Tate setting. We crucially use results of Caruso to filter our Breuil module
(corresponding to r|Gal(Fw/Fw)) according to the socle filtration on r|Gal(Fw/Fw), see
Proposition 2.3.5.
The following theorem is our key local result on the Galois-side. Our chosen
type is a tame principal series that contains in its reduction mod p all elements of
Ww(r) (unlike in [BD14], where the intersection always consisted of one element).
In contrast to [BD14] we get away with a rough classification of the strongly di-
visible module corresponding to ρ. (We do not need to determine Frobenius and
monodromy operators.) We also note that the relevant information on the Galois-
side is independent of the Hodge filtration, so that we can transfer this information
to the GL3-side using classical local-global compatibility.
Theorem F (Thm. 2.5.1). Let ρ : Gal(Qp/Qp) → GL3(OE) be a potentially
semistable p-adic Galois representation of Hodge–Tate weights {−2,−1, 0} and in-
ertial type ω˜a⊕ ω˜b⊕ ω˜c. Assume that the residual representation ρ : Gal(Qp/Qp)→
GL3(F) is upper-triangular, maximally non-split, and generic as in (1.1.1). Let
λ ∈ OE be the Frobenius eigenvalue on DQp,2st (ρ)IQp=ω˜
b
. Then the Fontaine–Laffaille
invariant of ρ is given by:
FL(ρ) = red
(
pλ−1
)
,
where red denotes the specialization map P1(OE)→ P1(F).
On the GL3-side our main innovation consists of the explicit group algebra oper-
ators S, S′. The analogues of these operators for GL2 show up in various contexts
(see, for example, [Pas07], Lemma 4.1, [BP12], Lemma 2.7, [Bre11], §4, and [BD14],
Proposition 2.6.1). Our proof is specific to GL3. It would be interesting to find
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a more conceptual explanation for them. See also Question 3.1.3 for a further
discussion of such operators.
Proposition G (Prop. 3.1.2).
(i) There is a unique non-split extension of irreducible GL3(Fp)-representations
0→ F (−c− 1,−b,−a+ 1)→ V → F (−b+ p− 1,−c,−a)→ 0
and S induces an isomorphism S : V I,(−b,−c,−a)
∼−→ V I,(−c−1,−b,−a+1) of
one-dimensional vector spaces.
(ii) There is a unique non-split extension of irreducible GL3(Fp)-representations
0→ F (−c− 1,−b,−a+ 1)→ V → F (−c,−a,−b− p+ 1)→ 0
and S′ induces an isomorphism S′ : V I,(−c,−a,−b)
∼−→ V I,(−c−1,−b,−a+1)
of one-dimensional vector spaces.
The reduction mod p result on the GL3-side is comparatively easier, see Propo-
sition 3.2.2.
By combining the above results we deduce Theorem A. We note that assumption
(ii) is needed for lifting elements of S(Uv, V ′)[mr]
I,(−b,−c,−a)[U1, U2] to suitable
Iwahori eigenvectors in characteristic zero. The Ui-operators allow us to deal with
the possible presence of the shadow weight F (c+ p− 1, b, a− p+1) in Theorem D.
(The term “shadow weight” is defined in [EGH13], §6 and more generally in [GHS],
§1.5 and §7.2.) Namely, if v ∈ S(Uv, V ′)[mr]I,(−b,−c,−a)[U1, U2] is non-zero, we show
that it generates the representation of Proposition G(i) under the GL3(Zp)-action.
Similar comments apply to Πv. Proposition G then allows us to deduce that the
maps in Theorem A are well-defined and injective. (We refer to Remark 4.5.8 for
variations on assumption (ii). The stronger assumptions appearing in Remark 4.5.9
are analogous to the multiplicity one conditions appearing in [BD14].)
Interestingly, the argument proving Theorem A also lets us deduce the hardest
part of Theorem D, namely the existence of the shadow weights F (a, c, b − p+ 1),
F (b + p − 1, a, c) in the two exceptional cases. After [EGH13], this is only the
second result in the literature proving the existence of shadow weights. (Again this
precedes [LLHLM].)
Finally, we establish Theorem B. As in [BD14] our method relies on the Taylor–
Wiles method. However, as we do not know whether our local deformation ring at
p is formally smooth (which in any case should be false if our chosen type intersects
Ww(r) in more than one element) we cannot directly apply Diamond’s method
[Dia97]. Instead we use the patched modules of [CEG+16] that live over the uni-
versal deformation space at p and use ideas of [EGS15] and [Le]. See Theorem 5.2.3
for our freeness result at infinite level from which we deduce Theorem B. Similarly
to above, we add Up-operators in order to deal with the possible presence of the
shadow weight F (c+ p− 1, b, a− p+ 1).
1.3. Acknowledgements. The debt that this paper owes to the work of Breuil–
Diamond [BD14] should be obvious to the reader. We thank Christophe Breuil
for a number of very helpful conversations as well as for his encouragement. We
thank Guy Henniart for providing a reference for the proof of Lemma 4.3.3, Xavier
Caruso for helpful correspondence regarding Appendix A, and John Enns for helpful
remarks on an earlier version of this paper. Finally we are thankful to the referee
for useful comments that in particular helped us to improve the exposition.
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1.4. Notation. Let Q be an algebraic closure of Q. All number fields F/Q will be
considered as subfields of Q and we write GF
def
= Gal(Q/F ) to denote the absolute
Galois group of F . For any rational prime ℓ ∈ Q, we fix algebraic closures Qℓ of
Qℓ and embeddings Q →֒ Qℓ (hence inclusions GQℓ →֒ GQ). The residue field of
Qℓ, which is an algebraic closure of Fℓ, is denoted by Fℓ. As above, all algebraic
extensions of Qℓ, Fℓ will be considered as subfields of the fixed algebraic closures
Qℓ, Fℓ.
Let k/Fp be a finite extension of degree f ≥ 1, and let K0 def= W (k)[ 1p ] be the
unramified extension of Qp of degree f . Suppose that e ≥ 1 is any divisor of pf −1.
(Starting in Section 2.4 we will assume e = pf − 1. However, in the appendix it
will be convenient to allow more general e, in particular e = 1.) We consider the
Eisenstein polynomial E(u)
def
= ue + p ∈ Qp[u] and fix a root ̟ = e√−p ∈ Qp.
Let K
def
= K0(̟), a tamely totally ramified cyclic extension of K0 of degree e with
uniformizer ̟.
Let E be a finite extension of Qp. We write OE for its ring of integers, F for
its residue field and ̟E ∈ OE to denote a uniformizer. We always assume that
K ⊆ E.
The choice of ̟ ∈ K provides us with a homomorphism
ω˜̟ : Gal(K/Qp) −→W (k)×
g 7−→ g(̟)
̟
whose reduction mod p will be denoted by ω̟. Note that the inclusion k ⊆ F
induced by K ⊆ E provides us with a niveau f fundamental character ωf :
Gal(K/K0)→ F×, namely ωf = ω̟|Gal(K/K0).
We denote by ω : GQp → F×p the mod p cyclotomic character, so ω = ω1.
Write ϕ for the p-power Frobenius on k. We recall the standard idempotent
elements ǫσ ∈ k⊗Fp F defined for σ ∈ Hom(k,F), which verify (ϕ⊗ 1)(ǫσ) = ǫσ◦ϕ−1
and (λ ⊗ 1)ǫσ = (1 ⊗ σ(λ))ǫσ . We write ǫ̂σ ∈ W (k) ⊗Zp OE for the standard
idempotent elements; they reduce to ǫσ modulo ̟E .
Our convention on Hodge–Tate weights is that the cyclotomic character ε :
GQp → Q×p has Hodge–Tate weight −1.
Given a potentially semistable p-adic representation ρ : GQp → GLn(E), we
write WD(ρ) to denote the associated Weil–Deligne representation as defined in
[CDT99], Appendix B.1. Therefore, ρ 7→ WD(ρ) is a covariant functor. We refer
to WD(ρ)|IQp as the inertial type associated to ρ.
2. The local Galois side
In this section we analyze the local Galois side. In particular, we establish
Theorem F of the introduction.
2.1. Fontaine–Laffaille invariant. Let ρ : GQp → GL3(F) be a continuous Galois
representation. We assume that ρ is maximally non-split meaning that ρ is uniserial
and the graded pieces in its socle filtration are at most one dimensional over F.
(Recall that a finite length module is uniserial if it has a unique composition series.)
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In other words,
(2.1.1) ρ ∼
 ωa2+1nrµ2 ∗1 ∗ωa1+1nrµ1 ∗2
ωa0+1nrµ0

for some ai ∈ Z, µi ∈ F× and where ∗1, ∗2 are non-split. Here, nrµ : GQp →
F× denotes the unramified character taking the value µ on a geometric Frobenius
element of GQp .
2.1.1. Preliminaries on Fontaine–Laffaille theory. We briefly recall the the-
ory of Fontaine–Laffaille modules with F-coefficients and its relation with mod-p
Galois representations.
A Fontaine–Laffaille module (M,Fil•M,φ•) over k ⊗Fp F is the datum of
(i) a finite free k ⊗Fp F-module M ;
(ii) a decreasing filtration {FiljM}j∈Z onM by k⊗Fp F-submodules such that
Fil0M =M and Filp−1M = 0;
(iii) a ϕ-semilinear isomorphism φ• : gr
•M →M .
Defining the morphisms in the obvious way, we obtain the abelian category
F-FL[0,p−2] of Fontaine–Laffaille modules over k ⊗Fp F. Given a Fontaine–Laffaille
moduleM and σ ∈ Hom(k,F), we define the Hodge–Tate weights ofM with respect
to σ:
HTσ(M)
def
=
{
i ∈ N : dimF
(
ǫσ Fil
iM
ǫσ Fil
i+1M
)
6= 0
}
.
In the remainder of this paper we focus on Fontaine–Laffaille modules with
parallel Hodge–Tate weights, i.e. we assume that for all i ∈ N, the submodules
FiliM are free over k ⊗Fp F.
Definition 2.1.2. Let M be a Fontaine–Laffaille module with parallel Hodge–
Tate weights. A k⊗Fp F-basis e = (e0, . . . , en−1) on M is compatible with the Hodge
filtration if for all i ∈ N there exists ji ∈ N such that FiliM =
∑n
j=ji
(k ⊗Fp F) · ej.
Note that if the graded pieces of the Hodge filtration have rank at most one,
then any two compatible bases on M are related by a lower triangular matrix in
GLn(k ⊗Fp F).
Given a Fontaine–Laffaille module and a compatible basis e, it is convenient to
describe the Frobenius action via a matrix Mate(φ•) ∈ GLn(k⊗Fp F), defined in the
obvious way using the principal symbols (gr(e0), . . . , gr(en−1)) as a basis of gr
•M .
Theorem 2.1.3. There is an exact, fully faithful contravariant functor
T∗cris : F-FL
[0,p−2] → RepF(GK0)
which is moreover compatible with base change: if K ′0/K0 is finite unramified, with
residue field k′/k, then
T∗cris(M ⊗k k′) ∼= T∗cris(M)|GK′0 .
Also, the essential image of T∗cris is closed under subquotients.
Proof. The statement with Fp-coefficients is in [FL82], The´ore`me 6.1; its analogue
with F-coefficient is a formal argument which is left to the reader (cf. also [GL14],
Theorem 2.2.1). 
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Lemma 2.1.4. Let ρ : GQp → GL3(F) be as in (2.1.1). If the integers ai verify
a1 − a0 > 1, a2 − a1 > 1 and p− 2 > a2 − a0 then ρ⊗ ω−a0 is Fontaine–Laffaille,
i.e. it is in the essential image of T∗cris.
Proof. This follows, for example, from [GG12], Lemma 3.1.5. 
In order to obtain the main results on Serre weights (§4.4) and local-global
compatibility (§4.5), we must assume a stronger genericity condition on the integers
ai.
Definition 2.1.5. We say that a maximally non-split Galois representation ρ :
GQp → GL3(F) as in (2.1.1) is generic if the triple (a2, a1, a0) satisfies the condition
(2.1.6) a1 − a0 > 2, a2 − a1 > 2, p− 3 > a2 − a0.
2.1.2. The Fontaine–Laffaille invariant. Let ρ : GQp → GL3(F) be as in
Definition 2.1.5. By Lemma 2.1.4 there is a Fontaine–Laffaille module M with
Hodge–Tate weights {1, a1 − a0 + 1, a2 − a0 + 1} such that T∗cris(M) ∼= ρ ⊗ ω−a0
and which is moreover endowed with a filtration by Fontaine–Laffaille submodules
0 ( M0 ( M1 ( M2 = M induced via T∗cris from the cosocle filtration on ρ (cf.
Theorem 2.1.3).
Lemma 2.1.7. Let M ∈ F-FL[0,p−2] be such that T∗cris(M) ∼= ρ ⊗ ω−a0 . There
exists a basis e = (e0, e1, e2) of M such that
Mi ∩ Filai−a0+1M = F · ei
for all i ∈ {0, 1, 2}.
Proof. This follows by noting that Mi∩Filai−a0+1M = Filai−a0+1Mi and that Mi
has Hodge–Tate weights aj − a0 + 1 with 0 ≤ j ≤ i. 
Note that a basis e as in Lemma 2.1.7 is compatible with the Hodge filtration.
From Lemma 2.1.7 we deduce a useful observation on the Frobenius action on M .
Corollary 2.1.8. Let ρ, M , e be as in Lemma 2.1.7. Then
Mate(φ•) =
 µ0 α01 α02µ1 α12
µ2
 ∈ GL3(F),
where moreover α01, α12 ∈ F×.
Proof. This follows from the lemma, by recalling that the Fontaine–Laffaille module
associated to a GQp -character ω
rnrµ has Hodge–Tate weight r and φ = µ. Note
that α01, α12 6= 0 as ρ is maximally non-split. 
Conversely, we also note that any such matrix defines a Fontaine–Laffaille module
whose associated Galois representation is maximally non-split as in 2.1.1.
The Fontaine–Laffaille invariant FL(ρ) associated to ρ is defined in terms of
Mate(φ•).
Lemma 2.1.9. Keep the hypotheses of Corollary 2.1.8. The element α02α01α12 deduced
from Mate(φ•) does not depend on the choice of the basis e.
Proof. By Lemma 2.1.7 any other such basis is of the form βiei for βi ∈ F×. The
lemma follows. 
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Definition 2.1.10. Let ρ : GQp → GL3(F) be maximally non-split and generic as
in Definition 2.1.5. LetM be the Fontaine–Laffaille module associated to ρ⊗ω−a0,
e = (e0, e1, e2) a basis of M as in Lemma 2.1.7 and let
Mate(φ•) =
 µ0 α01 α02µ1 α12
µ2

be the matrix of the Frobenius action on M .
The Fontaine–Laffaille invariant associated to ρ is defined as
FL(ρ)
def
=
det
(
α01 α02
µ1 α12
)
−α02 ∈ P
1(F) = F ∪ {∞}.
By Lemma 2.1.9 it is well-defined.
Remark 2.1.11. Let ρ be maximally non-split as in (2.1.1). The isomorphism class
of ρ is determined by the diagonal characters ωai+1nrµi and the Fontaine–Laffaille
invariant FL(ρ). Note that FL(ρ) can take any value in P1(F) except for µ1. (Simi-
larly, a maximally non-split Galois representation ρ : GQp → GLn(F) is determined
by the diagonal characters and
(
n−1
2
)
invariants.)
Remark 2.1.12. Note that in the situation of Definition 2.1.10, if F′/F is a finite
field extension, then FL(ρ⊗F F′) = FL(ρ).
Remark 2.1.13. We leave it to the reader to show that the Fontaine–Laffaille module
associated to ρ∨ ⊗ ωa2+2 is described by 11
1
 · tMate(φ•)−1 ·
 11
1
 .
As a consequence, FL(ρ∨) = FL(ρ)−1.
2.2. p-adic Hodge theory. This section mainly consists of a review of some in-
tegral p-adic Hodge theory, although many of the results are not available in the
literature in the form or generality that we need.
In the first subsection (§2.2.1) we define the categories of mod-p objects we
are going to work with (Breuil modules with descent data, e´tale ϕ-modules, etc.).
Moreover we obtain a key result, Corollary 2.2.2, which provides a criterion for
deciding when a given Breuil module with descent data and a Fontaine–Laffaille
module have isomorphic Galois representations.
The second subsection (§2.2.2) is of a more technical nature. On the one hand
we make two of the functors from §2.2.1 (relating Breuil, Fontaine–Laffaille and
e´tale ϕ-modules) more explicit. We also provide a useful change-of-basis result for
a Breuil module with descent data.
All missing proofs of this section are contained in §A.5. Our rationale is to state
in this section all the results we need to prove our main results on the Galois side,
and to relegate technical details to the appendix.
2.2.1. Breuil modules with tame descent data. Let K ′ ⊆ K0 be a subfield
containing Qp. The residual Breuil ring S
def
= (k ⊗Fp F)[u]/(uep) is equipped with
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an action of Gal(K/K ′) by k ⊗Fp F-semilinear automorphisms. Explicitly if g ∈
Gal(K/K ′) and a ∈ k ⊗Fp F, we have
ĝ(aui)
def
= (g ⊗ 1)(a) · (ω̟(g)⊗ 1)iui.
If χ : Gal(K/K ′) → F× is a character, we write Sχ to denote the χ-isotypical
component of S for the action of Gal(K/K ′).
We recall that S is equipped with an k ⊗Fp F-linear derivation N def= −u ∂∂u and
with a semilinear Frobenius ϕ defined by u 7→ up (semilinear with respect to the
arithmetic Frobenius ϕ⊗ 1 on k ⊗Fp F), which moreover commute with the action
of Gal(K/K ′) on S.
Fix r ∈ {0, . . . , p− 2}. A Breuil module of weight r with descent data from K to
K ′ is a quintuple (M,FilrM, ϕr, N, {ĝ}), where
(i) M is a finite free S-module;
(ii) FilrM is an S-submodule of M, verifying uerM ⊆ Filr M;
(iii) a morphism ϕr : Fil
r
M → M which is ϕ-semilinear and whose image
generates M;
(iv) the operator N : M→M is k⊗Fp F-linear and satisfies certain axioms (see
the beginning of Section 3.2 in [EGH13]);
(v) an action of Gal(K/K ′) on M by automorphisms ĝ which are semilinear
with respect to the Galois action on S and which preserve FilrM and
commute with ϕr and N .
A morphism of Breuil modules is an S-linear morphism which is compatible, in the
evident sense, with the additional structures.
We write F-BrModrdd to denote the category of Breuil modules of weight r with
descent data from K to K ′; the field K ′ will always be clear from the context (and
will be specified in case of ambiguities). As we did for the coefficient ring S, given a
character χ : Gal(K/K ′)→ F× we write Mχ, (FilrM)χ to denote the χ-isotypical
component of M, Filr M respectively.
We remark that the category F-BrModrdd is additive and admits kernels and
cokernels (cf. [Car11], The´ore`me 4.2.4 and the Remarque following it). In particular
a complex
0→M1 f1→M2 f2→M3 → 0
in F-BrModrdd is exact if the morphisms fi induce exact sequences on the underly-
ing S-modules Mj and Fil
r
Mj (j ∈ {0, 1, 2}). This endows F-BrModrdd with the
structure of an exact category (see Proposition 2.3.4 below).
We recall that we have an exact, faithful, contravariant functor
T∗st : F-BrMod
r
dd → RepF(GK′)
M 7→ T∗st(M) def= Hom(M, Â),
where Â is a certain period ring and homomorphisms respect all structures (cf.
§A.3). We have dimF T∗st(M) = rankS M (cf. [Car11], The´ore`me 4.2.4 and the
Remarque following it; see also [EGH13], Lemma 3.2.2).
We will be mainly concerned with the following covariant version of T∗st: T
r
st(M)
def
=
(T∗st(M))
∨ ⊗ ωr. We remark that this is compatible with the notion of duality
M 7→ M∗ on F-BrModrdd recalled in §A.4, namely Trst(M) ∼= T∗st(M∗), cf. the dis-
cussion before Corollary 3.2.9 in [EGH13].
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We now move to the categories of e´tale ϕ-modules. In the remainder of this
subsection we will assume K ′ = K0, i.e. we will only consider descent data from K
to K0.
We fix the field of norms k((̟)) associated to a suitable Kummer extension K∞
of K (see §A.1 for its precise definition). It is endowed with a p-power Frobenius
endomorphism and with an action of Gal(K/K0).
An e´tale (φ, k⊗Fp F((̟)))-module with descent data is the datum of a finite free
k ⊗Fp F((̟))-module M endowed with a semilinear injective Frobenius endomor-
phism φ : M → M and a semilinear action of Gal(K/K0), commuting with φ.
We write F-Modk((̟)), dd to denote the category of e´tale (φ, k⊗Fp F((̟)))-modules
with descent data. In the special case when e = 1 this category is denoted by
F-Modk((p)). (In this case k((p)) is also the field of norms associated to a suitable
Kummer extension (K0)∞/K0.) We remark that k((̟))/k((p)) is a cyclic exten-
sion of degree e with Galois group Gal(K/K0), and we write k((p))
s to denote a
choice of separable closure of k((p)) containing k((̟)). For details, see §A.1.
Finally, recall the category of Fontaine–Laffaille modules F-FL[0,p−2] over k⊗FpF
(defined in §2.1.1) and the category F-BrModrdd of Breuil modules of weight r with
descent data from K to K0 (defined in §2.2.1).
The relations between the categories introduced so far are summarized in the
following proposition. Its proof, as well as the definition of the functors Mk((̟)),
F, . . . can be found in Appendix A.
Proposition 2.2.1. Let 0 ≤ r ≤ p − 2. We have the following commutative
diagram:
F-BrModrdd
Mk((̟))
//
T∗st

F-Modk((̟)),dd
Hom(−,k((p))s)
∼=
xxrr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
RepF(GK0)
res // RepF(G(K0)∞)
F-FL[0,p−2]
T∗cris
OO
F // F-Modk((p))
Hom(−,k((p))s)
∼=
ee▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
−⊗k((p))k((̟))∼=
OO
where the descent data is from K to K0. Moreover, the functor res ◦ T∗cris is fully
faithful.
We record the following immediate, yet crucial, corollary.
Corollary 2.2.2. Let 0 ≤ r ≤ p − 2 and let M, M be objects in F-BrModrdd and
F-FL[0,p−2] respectively. Assume that T∗st(M) is Fontaine–Laffaille. If
Mk((̟))(M) ∼= F(M)⊗k((p)) k((̟))
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then one has an isomorphism of GK0-representations
T∗st(M)
∼= T∗cris(M).
Let us explain the role that Corollary 2.2.2 plays in the proof of our main theorem
on the Galois side (Theorem 2.5.1). Thus suppose that ρ is potentially semistable
of Hodge–Tate weights {−2,−1, 0} with reduction ρ that is maximally non-split
and generic as in Definition 2.1.5. Associated to ρ is a strongly divisible module
M̂, whose reduction M ∈ F-BrModrdd has Galois representation ρ. Corollary 2.2.2
will allow us to compute the Fontaine–Laffaille module M associated to ρ – and
hence the invariant FL(ρ) – in terms of M̂, so in terms of ρ. In fact, we will start
with M in the top left corner of the diagram and then go around it in a clockwise
sense: first computing Mk((̟))(M), then descending it to F-Modk((p)) and finally
to F-FL[0,p−2]. To obtain the precise result, Theorem 2.5.1, we will moreover need
more information about M̂, and this will be obtained in §2.4.
2.2.2. Linear algebra with descent data. We continue to assume that K ′ = K0.
It will be convenient to introduce bases e (resp. generating sets f) of a Breuil
module M with descent data (resp. of FilrM) that are compatible with the action
of Gal(K/K0), and to describe Fil
r
M (resp. ϕr) by matrices with respect to e,
f . We then use this formalism to make the functors Mk((̟)), F appearing in the
diagram of Proposition 2.2.1 more explicit, as well as we obtain a change-of-basis
result for a Breuil module with descent data. Proofs can be found in §A.5.
Definition 2.2.3. We say that a Breuil module M ∈ F-BrModrdd is of type ωa0̟ ⊕
· · · ⊕ ωan−1̟ (where ai ∈ Z) if M/uM ∼= ⊕n−1i=0 (ωai̟ ⊗ 1) as (k ⊗Fp F)[Gal(K/K0)]-
modules. Equivalently, M has an S-basis (e0, . . . , en−1) such that ĝei = (ω
ai
̟ (g) ⊗
1)ei for all i and all g ∈ Gal(K/K0). We call such a basis a framed basis of M.
If M is of type ωa0̟ ⊕ · · · ⊕ ωan−1̟ we say that (f0, . . . , fn−1) is a framed system
of generators of Filr M if FilrM =
∑n−1
i=0 S · fi and ĝfi = (ωp
−1ai
̟ (g) ⊗ 1)fi for all
i and all g ∈ Gal(K/K0).
To justify the claim implicit in this definition, choose an S/u-basis (e1, . . . , en−1)
of M/uM such that ĝ · ei = (ωai̟ (g) ⊗ 1)ei for all i and all g ∈ Gal(K/K0). Since
(k ⊗Fp F)[Gal(K/K0)] is a semisimple (commutative) ring we can pick a (k ⊗Fp
F)[Gal(K/K0)]-linear splitting of M ։ M/uM and hence find ei ∈ M lifting ei
such that ĝei = (ω
ai
̟ (g) ⊗ 1)ei. By Nakayama’s lemma, the ei form an S-basis of
M.
The notion of a framed basis (resp. a framed system of generators) depends on an
ordering of the integers ai. It will always be clear from the context which ordering
we use.
Lemma 2.2.4. If M ∈ F-BrModrdd is of type ⊕n−1i=0 ωai̟ , then Filr M admits a framed
system of generators.
Definition 2.2.5. Let M ∈ F-BrModrdd be of type ωa0̟ ⊕ · · · ⊕ ωan−1̟ . Let e, f be
a framed basis and a framed system of generators of M, Filr M respectively. The
matrix of the filtration, with respect to e, f , is the element Mate,f (Fil
r
M) ∈ Mn(S)
verifying
f = e ·Mate,f (Filr M) .
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We define the matrix of Frobenius with respect to e, f as the element Mate,f(ϕr) ∈
GLn(S) characterized by
ϕr(f) = e ·Mate,f (ϕr).
As we require e, f to be framed, the coefficients Mate,f (Fil
r
M)ij verify the
following conditions:
Mate,f (Fil
r
M)ij ∈ Sωp−1aj−ai̟ .
Concretely Mate,f (Fil
r
M)ij = u
[p−1aj−ai]sij , where [x] ∈ {0, . . . , e − 1} is defined
by [x] ≡ x mod e for x ∈ Z/eZ and sij ∈ Sω0̟ = k ⊗Fp F[ue]/(uep).
On the other hand, Mate,f(ϕr) ∈ GLn (S), where
GLn (S)
def
=
{
A ∈ GLn(S) : Aij ∈ Sωaj−ai̟ for all 0 ≤ i, j ≤ n− 1
}
.
Lemma 2.2.6. Let M be a Breuil module of type ωa0̟ ⊕ · · · ⊕ ωan−1̟ , and let e be
a framed basis of M and f a framed system of generators of FilrM, respectively.
Let V
def
= Mate,f (Fil
r
M) ∈ Mn(S) and A def= Mate,f (ϕr) ∈ GLn (S). Then there
exists a basis e of Mk((̟))(M
∗) with ĝ · ei = (ω−p−1ai̟ (g) ⊗ 1)ei for all i and g ∈
Gal(K/K0), such that Mate(φ) ∈ Mn(k ⊗Fp F[[̟]]) is given by any chosen lift of
tV · tA−1 ∈ Mn(S) via the morphism k ⊗Fp F[[̟]]։ S sending
∑
λi̟
i to
∑
λiu
i
and such that
(
Mate(φ)
)
ij
∈ (k ⊗Fp F[[̟]])
ω
p−1ai−aj
̟
for all 0 ≤ i, j ≤ n− 1.
Lemma 2.2.7. Let M ∈ F-FL[0,p−2] be a rank n Fontaine–Laffaille module with
parallel Hodge–Tate weights 0 ≤ m0 ≤ · · · ≤ mn−1 ≤ p− 2 (counted with multiplic-
ities).
Let e = (e0, . . . , en−1) be a k⊗Fp F-basis of Mi that is compatible with the Hodge
filtration Fil•M , and let F ∈ GLn(k⊗Fp F) be the associated matrix of the Frobenius
φ• : gr
•M
∼−→M .
Then there exists a basis e of M
def
= F(M) in F-Modk((p)) such that the Frobenius
φ on M is described by
Mate(φ) = Diag(p
m0 . . . pmn−1)F.
Lemma 2.2.8. Let M ∈ F-BrModrdd be a Breuil module of type ωa0̟ ⊕ · · · ⊕ ωan−1̟
and let e, f be a framed basis of M and a framed system of generators of Filr M
respectively.
Write V
def
= Mate,f (Fil
r
M), A
def
= Mate,f (ϕr). Assume that there exist elements
V ′ ∈Mn(S), B ∈ GLn(S) such that V ′ij ∈ S
ω
p−1aj−ai
̟
, Bij ∈ S
ω
p−1(aj−ai)
̟
and
(2.2.9) AV ′ ≡ V B modue(r+1).
Then e′
def
= e ·A is a framed basis of M, f ′ def= e′ ·V ′ is a framed system of generators
for FilrM, and Mate′,f ′(ϕr) = ϕ(B).
2.3. Breuil submodules and Galois representations. In this subsection we
discuss some preliminaries on subobjects and quotients in the category F-BrModrdd.
Even though these notions are presumably well-known to the experts, we did not
find a suitable reference in the literature. The main result, Proposition 2.3.5, is
a slight improvement of a result of Caruso ([Car11]). All missing proofs of this
subsection are contained in §A.6.
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In what follows, we let Sk
def
= k[u]/uep.
Definition 2.3.1. Let M be an object in F-BrModrdd. An S-submodule N ⊆M is
said to be a Breuil submodule if N fulfills the following conditions:
(i) N is an Sk-direct summand of M;
(ii) N(N) ⊆ N and ĝ(N) ⊆ N for all g ∈ Gal(K/K ′);
(iii) ϕr(N ∩ FilrM) ⊆ N.
Lemma 2.3.2. Let M be an object in F-BrModrdd and let N ⊆ M be a Breuil
submodule. Then the S-modules N, M/N with their induced structures are objects
of F-BrModrdd and the sequence
0→ N →M→M/N→ 0
is exact in F-BrModrdd. Conversely, given an exact sequence
0→M1 f→M→M2 → 0
in F-BrModrdd, then f(M1) ⊆M is a Breuil submodule.
An immediate consequence of Lemma 2.3.2 is that the notion of Breuil submodule
is transitive:
Lemma 2.3.3. Let M be an object in F-BrModrdd.
(i) If M1 ⊆M and M2 ⊆M1 are Breuil submodules, then so is M2 ⊆M.
(ii) Let M1, M2 be Breuil submodules of M, and assume that M2 ⊆M1. Then
M2 is a Breuil submodule of M1, and the Breuil module structures on
M2 inherited from M1 and M coincide. Similarly, M1/M2 ⊆ M/M2 is a
Breuil submodule, and the Breuil module structures on M1/M2, as a Breuil
submodule of M/M2 and as a quotient of M1, coincide.
Proposition 2.3.4. With the above notion of exact sequence, the category F-BrModrdd
is an exact category in the sense of [Kel90] and Trst is an exact functor.
We can now state a crucial result relating Breuil submodules of M and subrep-
resentations of Trst(M). It improves [Car11], Proposition 2.2.5 (cf. also [EGH13],
Corollary 3.2.9).
Proposition 2.3.5. Let M be an object in F-BrModrdd. There is a natural order-
preserving bijection
Θ : {Breuil submodules in M} ∼−→ {GK′-subrepresentations of Trst(M)}
sending N ⊆ M to the image of Trst(N) →֒ Trst(M). Moreover, if M2 ⊆ M1 are
Breuil submodules of M, then Θ(M1)/Θ(M2) ∼= Trst(M1/M2).
2.4. On filtrations. Our goal is to give a rough classification of the filtration
on certain strongly divisible modules M̂ of rank 3 whose associated p-adic Galois
representation ρ has maximally non-split and generic reduction ρ. The idea is to
start with a simpler analysis in characteristic p (§2.4.1), using that the mod p
reduction M of M̂ (a Breuil module) has associated mod p Galois representation ρ.
The resulting Corollary 2.4.7 concerning Fil2 M helps us in our analysis of Fil2 M̂
in §2.4.2. We obtain our classification in Proposition 2.4.10. This will be a key
input into our main local result on the Galois side, Theorem 2.5.1.
Our conventions regarding strongly divisible modules will be explained at the
start of §2.4.2. For the remainder of Section 2 we will assume that e = pf − 1.
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2.4.1. Filtration on Breuil modules. We now obtain the first structure results
for Breuil modules with descent data giving rise to maximally non-split ρ.
Proposition 2.4.1. Let K0 = Qp and suppose that M ∈ F-BrMod2dd is of type
ωa0 ⊕ ωa1 ⊕ ωa2 . Assume that ρ def= T2st(M) is maximally non-split and generic as
in Definition 2.1.5.
There is a framed basis e = (e0, e1, e2) of M and a framed system of generators
f = (f0, f1, f2) for Fil
2
M such that the coordinates of the elements in f with respect
to e are described as follows:
f0 =
 ueµue−(a1−a0)
νue−(a2−a0)
 , f1 =
 0ue
λue−(a2−a1)
 , f2 =
 00
ue
 ,
where λ, µ, ν ∈ F verify moreover λµ 6= 0.
The proof of Proposition 2.4.1 will occupy the remainder of this subsection.
We start with the following lemma. It gives a concrete criterion for the Galois
representation associated to a rank two Breuil module to split as a direct sum of
characters.
Lemma 2.4.2. Assume K0 = Qp (so e = p− 1) and let
0→M1 →M→M2 → 0
be an extension of rank one objects in F-BrMod2dd. For each i ∈ {1, 2}, assume that
Mi is of type ω
ai , with ωa1 6∼= ωa2 and suppose Fil2 Mi = uδieMi for 0 ≤ δ1 ≤ δ2 ≤
2. Finally, assume that ρ
def
= T2st(M) is Fontaine–Laffaille (possibly after a twist).
(i) If the extension of S-modules
(2.4.3) 0→ Fil2 M1 → Fil2 M→ Fil2 M2 → 0
splits, then ρ splits as a direct sum of two characters.
(ii) If δ1 = 1, δ2 = 2 then ρ splits as a direct sum of two characters.
Proof. By assumption, M is of type ωa1 ⊕ ωa2 . Let e def= (e1, e2) be a framed basis
of M such that M1 = S · e1. In what follows, we define [a2− a1] ∈ {1, . . . , e− 1} by
the requirement [a2 − a1] ≡ a2 − a1 modulo e.
From the exact sequence (2.4.3) we can find a framed system of generators of
Fil2 M of the form f1 = u
δ1ee1, f2 = u
δ2ee2+xu
[a2−a1]e1, where x ∈ Sω0 . Moreover,
we have
A
def
= Mate,f (ϕ2) =
(
α γu[a2−a1]
β
)
∈ GL2(S)
for some α, β ∈ S×ω0 and γ ∈ Sω0 .
Assume that the sequence (2.4.3) splits. Then we can fix a splitting s : Fil2 M2 →
Fil2 M which we can moreover assume to be Gal(K/K0)-equivariant (by averaging).
Let e2 ∈ (M2)ωa2 be a generator of M2. Then s(ueδ2e2) is killed by ue(p−δ2) and
hence of the form uδ2ee2 for some e2 ∈ M. Without loss of generality, e2 ∈ Mωa2 .
It is now easy to see that (e1, e2) is a framed basis of M and that (f1, f2) =
(uδ1ee1, u
δ2ee2) is a framed system of generators of Fil
2
M. In other words, we can
take x = 0 above.
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From the obvious matrix equality
A
(
uδ1e
uδ2e
)
=
(
uδ1e
uδ2e
)(
α γu(δ2−δ1)e+[a2−a1]
β
)
︸ ︷︷ ︸
def
=B
and Lemma 2.2.8, we deduce that e′
def
= e ·A is a basis of M such that M1 = S · e′1,
that f ′
def
= (uδ1ee′1, u
δ2ee′2) is a system of generators for Fil
2
M and that
Mate′,f ′(ϕ2) = ϕ(B) =
(
ϕ(α) ϕ(γ)u[a2−a1]p
ϕ(β)
)
.
As [a2− a1] > 0 we can further assume that ϕ(γ) = 0, up to re-iterating the proce-
dure above. ThereforeMFp((̟))(M) splits into a direct sum of rank one (ϕ,F((̟)))-
modules (as can be immediately checked by Lemma 2.2.6), hence ρ|G(Qp)∞ splits as
a direct sum of two characters. As ρ is Fontaine–Laffaille, we deduce from Propo-
sition 2.2.1 that ρ splits into a direct sum of two characters, completing the proof
of case (i).
Let us assume that δ1 = 1, δ2 = 2. We then have f2 = u
2ee2 + xu
[a2−a1]e1
and by adding a multiple of f1 we may assume x ∈ F. If x 6= 0 it follows that
Fil2 M =
〈
u[a2−a1]e1, u
3e−[a2−a1]e2
〉
, so u2ee2 6∈ Fil2 M, contradiction. Therefore
x = 0 and we are in the situation of (i). 
Remark 2.4.4. The analogous statement of Lemma 2.4.2 holds when K0 6= Qp.
This will be described in detail in a particular case in the proof of Proposition
2.6.4, when [K0 : Qp] = 2 and developed in further generality in [MP], Lemma 3.2.
We now make use of our knowledge of rank one Breuil modules with descent
data and their associated Galois representations to start to understand Fil2 M in
Proposition 2.4.1.
Lemma 2.4.5. Assume K0 = Qp and let ρ : GQp → GL3(F) be maximally non-split
and generic as in Definition 2.1.5. Let M ∈ F-BrMod2dd be of type ωa0 ⊕ωa1 ⊕ωa2
and such that T2st(M)
∼= ρ and write 0 = M3 ( M2 ( M1 ( M0 def= M to denote
the Breuil submodule filtration on M deduced from the socle filtration on ρ (cf.
Proposition 2.3.5).
Then for each i ∈ {0, 1, 2} the rank one quotient Mi/Mi+1 ∈ F-BrMod2dd is of
type ωai and its filtration is described by
Fil2 (Mi/Mi+1) = u
e (Mi/Mi+1) .
Proof. By Proposition 2.3.5, there exists a permutation σ ∈ S3 such that for any i ∈
{0, 1, 2} the rank one module Mi/Mi+1 is of type ωaσ(i) . This implies, by means of
[EGH13], Lemma 3.3.2, that there exists δi ∈ {0, 1, 2} such that Fil2 (Mi/Mi+1) =
ueδi(Mi/Mi+1) and T
2
st(Mi/Mi+1)|IQp ∼= ωaσ(i)+δi .
On the other hand we have T2st(Mi/Mi+1)|IQp ∼= ωai+1 for all i, by the definition
of the filtration {Mi}i. As ρ is generic (cf. Definition 2.1.5) we conclude that σ = id
and that δi = 1 for all i. 
Proof of Proposition 2.4.1. Let 0 ( M2 ( M1 ( M0
def
= M be the filtration by
Breuil submodules on M, obtained from the socle filtration on ρ via Proposition
18 FLORIAN HERZIG, DANIEL LE, AND STEFANO MORRA
2.3.5. From Lemma 2.4.5 we obtain a framed basis (e0, e1, e2) of M with ei ∈ Mi
such that
(2.4.6) Fil2 (Mi/Mi+1) = 〈ueei〉S
for i ∈ {0, 1, 2} (with the obvious notation for the elements ei).
As the descent data acts semisimply on M1, from the exact sequence
0→ Fil2 M2 → Fil2 M1 → Fil2 (M1/M2)→ 0
we see that
Fil2 M1 = 〈uee2, uee1 + se2〉S for some s ∈ Sωa1−a2 = ue−(a2−a1)Sω0 .
Without loss of generality, we can assume s = λue−(a2−a1) for some λ ∈ F and, by
Lemma 2.4.2 and the non-splitness assumption, we moreover have λ 6= 0.
In a completely similar fashion we obtain
Fil2 M = 〈uee2, uee1 + λue−(a2−a1)e2, uee0 + s1e1 + s2e2〉S ,
where s1 ∈ Sωa0−a1 , s2 ∈ Sωa0−a2 . As above, we can assume without loss of
generality that s1 = µu
e−(a1−a0) and s2 = νu
e−(a2−a0) and we furthermore deduce
from Lemma 2.4.2 (applied to M/M2) that ν 6= 0. 
The following immediate corollary of Proposition 2.4.1 will play an important
role in describing the filtration on certain strongly divisible OE-modules, see §2.4.2.
Corollary 2.4.7. Let M be a Breuil module and λ, ν, µ ∈ F as in the statement of
Proposition 2.4.1.
The elementary divisors for M/Fil2 M as an F[u]-module are described by one
of the following possibilities:
(i) if ν(ν − λµ) 6= 0, by (ue−(a2−a0), ue, ue+(a2−a0));
(ii) if ν − λµ = 0, by (ue−(a2−a0), ue+(a2−a1), ue+(a1−a0));
(iii) if ν = 0, by (ue−(a2−a1), ue−(a1−a0), ue+(a2−a0)).
We also have:
(iv) Fil2 M ⊆ ue−(a2−a0)M;
(v)
(
Fil2 M
)
ωa0
6⊆ ueM;
(vi)
(
Fil2 M ∩ ueM)
ωa0
⊆ u2e−(a2−a0)M;
(vii)
(
Fil2 M
)
ωa2
⊆ ueM.
2.4.2. Filtration on strongly divisible modules. In this section we pursue the
analysis started in §2.4.1. The main result of this section is Proposition 2.4.10.
As in §2.2.1, we let K ′ ⊆ K0 be a subfield containing Qp. The ring SW (k) (cf.
[Bre97], §4.1) is defined as the p-adic completion ofW (k)[u, uiei! ]i∈N. The ring SW (k)
is endowed with a descending filtration {Fili SW (k)}i∈N, a semilinear Frobenius ϕ,
a W (k)-linear derivation N , and with a Galois action by W (k)-algebra endomor-
phisms defined by ĝ(u) = ω˜̟(g)u for any g ∈ Gal(K/K ′). In particular, the action
of any g ∈ Gal(K/K ′) preserves the filtration and commutes with the Frobenius
and the monodromy on SW (k). By extension of scalars, the ring S
def
= SW (k)⊗Zp OE
is endowed with the additional structures inherited from SW (k). Note in particular
that we have a natural map S ։ S, defined as the reduction modulo (̟E ,Fil
p S).
For more details, see [EGH13], §3.1.
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Fix r ∈ {0, . . . , p− 2}. We refer to [EGH13], §3.1 for the definition of the cate-
gory OE-Mod
r
dd of strongly divisible OE-modules of weight r and with descent data
from K to K ′. The objects are certain quintuples (M̂,Filr M̂, ϕ,N, {ĝ}), where M̂
is a finite free S-module. There is a contravariant functor T∗,K
′
st : OE-Mod
r
dd →
RepOE (GK′), which by a theorem of T. Liu ([Liu08], Theorem 2.3.5, cf. also
[EGH13], Proposition 3.1.4) provides an equivalence of categories of OE-Mod
r
dd
with the category of GK′ -stable OE-lattices in finite dimensional E-representations
of GK′ that become semistable over K and have Hodge–Tate weights in [−r, 0].
As in the case of Breuil modules, we consider its covariant version defined by
TK
′,r
st (M̂)
def
=
(
T∗,K
′
st (M̂)
)∨ ⊗ εr.
We also recall that if M̂ ∈ OE-Modrdd the base change M̂ ⊗S S is naturally
an object of F-BrModrdd and one has a natural isomorphism T
∗,K′
st (M̂) ⊗OE F ∼=
T∗st(M̂⊗S S) of F[GK′ ]-modules.
We write Modw.a.E (ϕ,N,K/K
′) for the category of weakly admissible filtered
(ϕ,N,K/K ′, E)-modules (see e.g. [EGH13], §3.1). In particular, the underlying
objects are finite free K0 ⊗Qp E-modules. We recall the contravariant equivalence
of categories D∗,K
′
st : Rep
K-st
E (GK′) → Modw.a.E (ϕ,N,K/K ′), where RepK-stE (GK′)
denotes the category of finite dimensional E-representations of GK′ that become
semistable over K. If ρ ∈ RepK-crisE (GK′) has Hodge–Tate weights in [−r, 0], we
define DK
′,r
st (ρ)
def
= D∗,K
′
st (ρ
∨ ⊗ εr).
As in the mod p setting, given an OE [Gal(K/K
′)]-module X and a character
χ : Gal(K/K ′)→ O×E we let Xχ denote its χ-isotypical component.
We first require two lemmas.
Lemma 2.4.8. Assume that K ′ = Qp and that the p-adic Galois representation
T
Qp,r
st (M̂)⊗OE E has inertial type ⊕n−1i=0 ω˜aif . Then M̂⊗S S ∈ F-BrModrdd is of type
⊕n−1i=0 ωai̟ .
Proof. The assumption that K ′ = Qp implies that the multi-set {ω˜aif }n−1i=0 (and
hence the multi-set {ωai̟ }n−1i=0 ) is stable under the action of the p-power Frobenius.
Together with [EGH13], Proposition 3.3.1, this is all we need to use the argument
at the beginning of [EGH13], proof of Theorem 3.3.13 to construct the required
basis for M̂⊗S S. 
Lemma 2.4.9. Assume K0 = Qp and let ρ : GQp → GL3(E) be a Galois repre-
sentation, becoming semistable over K, with Hodge–Tate weights {−2,−1, 0}. Let
M̂ ∈ OE-Mod2dd be such that TQp,2st (M̂)⊗OE E ∼= ρ.
Let X
def
=
(
Fil2 M̂
Fil2 S·M̂
)
⊗OE E and Y def=
(
Fil1 S·M̂
Fil2 S·M̂
)
⊗OE E. Then for any character
χ : Gal(K/Qp)→ E× we have
(i) dimE Xχ = 3;
(ii) dimE(X ∩ Y )χ = 2.
Moreover, multiplication by u ∈ S induces an isomorphism Xχ ∼−→ Xχω˜.
Proof. LetD
def
= D
∗,Qp
st (ρ). As ρ|GK is semistable, with Hodge–Tate weights {−2,−1, 0},
the E-linear spaces gri(Fil•DK) are at most one dimensional and they are non-zero
if and only if i ∈ {0, 1, 2}.
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LetD
def
= D⊗ESE . We then haveX = Fil2 D/
(
Fil2 SE ·D
)
, Y =
(
Fil1 SE ·D
)
/
(
Fil2 SE ·D
)
and by the analogue with E-coefficients of [Bre97], Proposition A.4, we deduce that
Fil1 D = (Fil1 SE)f̂0 ⊕ SE f̂1 ⊕ SE f̂2, Fil2 D = (Fil2 SE)f̂0 ⊕ (Fil1 SE)f̂1 ⊕ SE f̂2,
for some SE-basis f̂i of D.
From the E-linear isomorphism
S
Film S
∼=
m−1⊕
i=0
e−1⊕
j=0
〈ujE(u)i〉E
for m ≤ p, we deduce that dimEX = 3e, dimE(X ∩ Y ) = 2e. We now note
that Gal(K/Qp) acts semisimply and that multiplication by u defines an E-linear
automorphism on SE/Fil
p SE which cyclically permutes isotypical components.
The result follows. 
We can now state the main result of this section:
Proposition 2.4.10. Assume that K0 = Qp and let ρ : GQp → GL3(OE) be a
semistable Galois representation, becoming crystalline over K, with inertial type
ω˜a0 ⊕ ω˜a1 ⊕ ω˜a2 and Hodge–Tate weights {−2,−1, 0}. Let M̂ ∈ OE-Mod2dd be a
strongly divisible OE-module such that T
Qp,2
st (M̂)
∼= ρ. Assume that ρ : GQp →
GL3(F) is maximally non-split and generic as in Definition 2.1.5.
There exist a framed basis ê = (ê0, ê1, ê2) of M̂, with respect to ω˜
a0 ⊕ ω˜a1 ⊕ ω˜a2 ,
and a framed system of generators f̂ = (f̂0, f̂1, f̂2) for Fil
2
M̂/
(
Filp S · M̂), whose
coordinates with respect to ê are described by one of the following possibilities.
Case A:
f̂0 =
 α0
ue−(a2−a0)
 , f̂1 = E(u)
 01
0
 , f̂2 =
 (p+ E(u))ua2−a00
− p2α
 ,
where α ∈ OE with 0 < ordp(α) < 2.
Case B:
f̂0 =
 α0
ue−(a2−a0)
 , f̂1 = E(u)
 ua1−a0− pβ
0
 , f̂2 =
 βua2−a0E(u)ua2−a1
− pβα
 ,
where α, β ∈ OE with 0 < ordp(β) < 1 and 0 < ordp(α) < ordp(β) + 1.
Case C:
f̂0 =
 − pαβue−(a1−a0)
p
βu
e−(a2−a0)
 , f̂1 =
 −αua1−a0−β
ue−(a2−a1)
 , f̂2 =
 (p+ E(u))ua2−a0pβ
α u
a2−a1
p2
α
 ,
where α, β ∈ OE with 0 < ordp(β) < 1 and 0 < ordp(α) < ordp(β) + 1.
Here, by a framed basis ê of M̂ we mean an S-basis such that ĝ · êi = ω˜(g)ai êi
for all 0 ≤ i ≤ 2, g ∈ Gal(K/K0). Similarly, we mean that f̂ consists of elements of
Fil2 M̂ that generate Fil2 M̂/(Filp S ·M̂) as S-module and such that ĝ · f̂i = ω˜(g)ai f̂i
for all 0 ≤ i ≤ 2, g ∈ Gal(K/K0). Finally, ordp is the valuation of E normalized
by ordp(p) = 1.
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Proof. Let e
def
= (e0, e1, e2) be a framed basis of M̂. We write the elements of M̂
in terms of coordinates with respect to e. Moreover, we let M
def
= M̂ ⊗S S, define
D
def
= M̂ ⊗OE SE , and set X =
(
Fil2 M/Fil2 S ·M)⊗OE E as in Lemma 2.4.9. In
particular M ∈ F-BrMod2dd is of type ωa0 ⊕ ωa1 ⊕ ωa2 by Lemma 2.4.8.
By Lemma 2.4.9 we have a non-zero element f0 ∈
(
Fil2 M̂/Fil2 S · M̂)
ω˜a0
of the
form
f0 =
 xyue−(a1−a0)
zue−(a2−a0)
+ E(u)
 x′y′ue−(a1−a0)
z′ue−(a2−a0)
 ,
where x, y, z, x′, y′, z′ ∈ OE. As Fil2 M̂/Fil2 S ·M̂ is̟E-torsion free, we may assume
that one of x, y, z, x′, y′, z′ is in O×E. If x, y, z ∈ ̟EOE for all choices of f0, we get
a contradiction from Corollary 2.4.7(v). On the other hand by Corollary 2.4.7(iv)
we necessarily have x ∈ ̟EOE , hence we may assume that y ∈ O×E or z ∈ O×E .
Case 1: assume z ∈ O×E. Let us define the element e′2 ∈ M̂ by
e′2 =
 x′ua2−a0(y + y′E(u))ua2−a1
z + z′E(u)
 .
As z ∈ O×E we deduce by Nakayama’s lemma that e′
def
= (e0, e1, e
′
2) is again a framed
basis of M̂. By letting α
def
= x+ px′ we therefore have the following coordinates for
f0 in the basis e
′:
f0 =
 α0
ue−(a2−a0)
 ,
where ordp(α) > 0. (Recall that E(u) = u
e + p.) From now on we use the basis e′
to write the coordinates of the elements in M̂.
By Lemma 2.4.9 we easily deduce that
(
Fil2 M̂/Fil2 S · M̂
)
ω˜a0
equals
〈 α0
ue−(a2−a0)
 , E(u)
 α0
ue−(a2−a0)
 , E(u)
 βγue−(a1−a0)
0
〉
OE
,
where β, γ ∈ OE are such that either β 6≡ 0 or γ 6≡ 0 modulo ̟E . Moreover, by
Corollary 2.4.7(vi) we necessarily have β ≡ 0 so that, without loss of generality, we
may assume γ = 1. By Lemma 2.4.9 we obtain
Xω˜a1 =
〈 αua1−a00
ue−(a2−a1)
 , E(u)
 αua1−a00
ue−(a2−a1)
 , E(u)
 βua1−a0−p
0
〉
E
and we need to further distinguish two subcases according to the valuation of β ∈
OE.
Case 1a: assume β ∈ pOE. Then the element e′1 defined by
e′1 =
 −βpua1−a01
0

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is in
(
Fil2 M̂/Fil2 S · M̂
)
ω˜a1
and the family e′′
def
= (e0, e
′
1, e
′
2) is again a framed basis
of M̂. Until the end of Case 1a we use the basis e′′ to write the coordinates of the
elements in M̂.
Note that
1
α
ua2−a0(p+ E(u))f0 =
 (p+ E(u))ua2−a00
− p2α
 ∈ Xω˜a2 .
By Corollary 2.4.7(vii) we necessarily have p
2
α ∈ ̟EOE and therefore〈 α0
ue−(a2−a0)
 , E(u)
 01
0
 ,
 (p+ E(u))ua2−a00
− p2α
〉
S
⊆ Fil2 M̂/Fil2 S ·M̂.
By Nakayama’s lemma, noticing that the left-hand side surjects onto Fil2 M/u2eM
(e.g. by Corollary 2.4.7) we conclude that the inclusion is indeed an equality. We
also see that the elementary divisors of M/Fil2 M are those described by Corollary
2.4.7(i). In fact, we can repeat the Nakayama argument to deduce that the same
three elements generate the S-module Fil2 M̂/Filp S ·M̂, since their images generate
Fil2 M, so they form a framed system of generators of this module. (Alternatively
there is a direct argument using Fil2 S = (E(u)2,Filp S).) We therefore land in
Case A.
Case 1b: assume p ∈ β̟EOE. As above we deduce
E(u)
 ua1−a0− pβ
0
 ∈ (Fil2 M̂/Fil2 S · M̂)
ω˜a1
and〈 αua2−a00
−p
+ E(u)
 00
1
 , E(u)
 αua2−a00
−p
 , E(u)
 ua2−a0− pβua2−a1
0
〉
OE
⊆
(
Fil2 M̂/Fil2 S · M̂
)
ω˜a2
.
In particular  βua2−a0ua2−a1E(u)
− pβα
 ∈ Xω˜a2
and, by Corollary 2.4.7(vii) we necessarily have β ∈ ̟EOE and pβ ∈ α̟EOE .
We thus obtain〈 α0
ue−(a2−a0)
 , E(u)
 ua1−a0− pβ
0
 ,
 βua2−a0ua2−a1E(u)
− pβα
〉
S
⊆ Fil2 M̂/Fil2 S · M̂.
It follows, as in Case 1a, that the inclusion is actually an equality and we land in
Case B. We also see that the elementary divisors of M/Fil2 M are those described
by Corollary 2.4.7(ii).
Case 2: assume y ∈ O×E and z ∈ ̟EOE. We note that the image of f0 in
(Fil2 M)ωa0 is divisible by u
e−(a1−a0) but not by ue. From Proposition 2.4.1 we
deduce that the elementary divisors of M/Fil2 M are those described by Corollary
2.4.7(iii). It is then not hard to see that Case B of the proposition applies to
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the dual strongly divisible module M̂∗ ([Car05], Chapitre V) upon interchanging
(a0, a1, a2) by (−a2,−a1,−a0). We arrive at Case C by dualizing. Alternatively,
Case 2 can be treated directly with some effort. 
Corollary 2.4.11. Let ρ and M̂ be as in Proposition 2.4.10. Write λi for the
Frobenius eigenvalue on D
Qp,2
st (ρ)
IQp=ω˜
ai
. Then
(ordp(λ0), ordp(λ1), ordp(λ2)) =
 (2− ordp(α), 1, ordp(α))(2− ordp(α), ordp(β), 1 + ordp(α) − ordp(β))
(1 + ordp(β)− ordp(α), 2 − ordp(β), ordp(α))
according to whether we are in Case A, B, or C of Proposition 2.4.10. In particular,
ordp(λi) ∈ (0, 2) for all i and
∑2
i=0 ordp(λi) = 3.
Proof. We first note that the elements ϕ2(f̂i) span M̂ by Nakayama’s lemma, as
ϕ2(Fil
p S · M̂) ⊂ pp−2M̂ ⊂ mSM̂ and p > 2.
From the proof of [EGH13], Proposition 3.1.4 we have D
Qp,2
st (ρ)
∼= M̂[ 1p ]⊗SQp ,s0Qp
where s0 : SQp → Qp is defined by “u 7→ 0”. We have ϕ2(f̂j) =
∑2
i=0 α̂ij êi where
α̂ij ∈ Sω˜aj−ai . Hence, as the elements ϕ2(f̂i) span M̂, we see that α̂ii ∈ S× for all
0 ≤ i ≤ 2. On the other hand note that Sω˜i ⊆ ker(s0) for all i 6≡ 0 mod p − 1.
Let ei, fi denote the images of êi, f̂i in D
Qp,2
st (ρ). In Case A we now deduce that
ϕ
p2 (f0) = µe0 where µ
def
= s0(α̂00) ∈ O×E . In other words, αϕ(e0) = p2µe0 so
that λ0 = p
2µα−1 with ordp(λ0) = 2 − ordp(α). The other cases are deduced
similarly. 
2.5. From strongly divisible modules to Fontaine–Laffaille modules. The
aim of this section is to explicitly determine the Fontaine–Laffaille module associ-
ated to the mod-p reduction of a potentially semistable lift of a maximally non-split
and generic Galois representation ρ. Using Proposition 2.4.10 we compute the e´tale
ϕ-modules associated to the mod-p reduction of strongly divisible modules, letting
us compare the Frobenius eigenvalues on the weakly admissible module of certain
potentially semistable lifts of ρ with the Fontaine–Laffaille invariant FL(ρ).
Let red : P1(OE)→ P1(F) denote the specialization map. The main local result
on the Galois side is the following theorem. It will be an important input for proving
our global Theorem 4.5.2.
Theorem 2.5.1. Let ρ : GQp → GL3(OE) be a potentially semistable p-adic Galois
representation of Hodge–Tate weights {−2,−1, 0} and inertial type ω˜a0⊕ ω˜a1⊕ ω˜a2 .
Assume that the residual representation ρ : GQp → GL3(F) is maximally non-split
and generic as in Definition 2.1.5. Let λi ∈ OE be the Frobenius eigenvalue on
D
Qp,2
st (ρ)
IQp=ω˜
ai
. Then the Fontaine–Laffaille invariant of ρ is given by:
FL(ρ) = red
(
pλ−11
)
.
We first determine the filtration and the Frobenius action on the Breuil modules
obtained as the base change of strongly divisible OE-modules corresponding to
OE-lattices inside ρ.
Proposition 2.5.2. Let M̂, ê, f̂ be as in the statement of Proposition 2.4.10. De-
fine αi ∈ F× via the condition [ϕ2(f̂i)] = αi[êi] in M̂/mSM̂ and let M ∈ F-BrMod2dd
be the base change of M̂ via S ։ S. Then M is of type ωa0 ⊕ ωa1 ⊕ ωa2 and there
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exist a framed basis e of M and a framed system of generators f for Fil2 M such
that one of the following hold:
(i) Fil2 M̂ is as in Case A of Proposition 2.4.10 and
Mate,f
(
Fil2 M
)
=
 c00ue c01ue+(a1−a0) ue+(a2−a0)c10ue−(a1−a0) ue
ue−(a2−a0)
 ; Mate,f (ϕ2) = Diag(α0, α1, α2)
for some cij ∈ F.
(ii) Fil2 M̂ is as in Case B of Proposition 2.4.10 and
Mate,f
(
Fil2 M
)
=
 c00ue ue+(a1−a0)c10ue−(a1−a0) ue+(a2−a1)
ue−(a2−a0)
 ; Mate,f (ϕ2) = Diag(α1, α2, α0)
for some cij ∈ F.
(iii) Fil2 M̂ is as in Case C of Proposition 2.4.10 and
Mate,f
(
Fil2 M
)
=
 c00ue c01ue+(a1−a0) ue+(a2−a0)ue−(a1−a0)
ue−(a2−a1)
 ; Mate,f (ϕ2) = Diag(α2, α0, α1)
for some cij ∈ F.
Proof. We let a
def
= a2 − a0, b def= a1 − a0 and define e0 def= ê ⊗ 1, f0
def
= f̂ ⊗ 1. Then
M is of type ωa0 ⊕ ωa1 ⊕ ωa2 , e0 is a framed basis of M and f0 is a framed system
of generators of Fil2 M. We let
V0
def
= Mate0,f0
(Fil2 M), A0
def
= Mate0,f0
(ϕ2).
Note in particular that αi ≡ (A0)ii modue for i = 0, 1, 2, by construction.
We now treat separately each of the three cases (i), (ii) and (iii).
(i) From Case A of Proposition 2.4.10 we deduce that
V0 = Mate0,f0
(Fil2 M) =
 ue+aue
ue−a
 .
We can write V adj0 = −ueW0 for some W0 ∈ M3(S), which is uniquely defined
modulo ue(p−1); in fact, we can and will take W0 = V0. We claim that there exist
b00, b01, b10 ∈ F such that
(2.5.3) W0 ·A0 ·
 b00ue b01ue+b ue+ab10ue−b ue
ue−a

︸ ︷︷ ︸
def
= V1
= u2eB0
for some B0 ∈ GL3 (S). Indeed, if (2.5.3) holds, one obtains
V0B0 ≡ A0V1 mod u3e
(as p ≥ 5) and by Lemma 2.2.8 we deduce that V1 = Mate1,f1(Fil
2
M) is a matrix
for Fil2 M with respect to the basis e1
def
= e0 · A0 and a system of generators f1 of
Fil2 M, and that A1
def
= Mate1,f1
(ϕ2) = ϕ(B0) describes the Frobenius action on M
with respect to (e1, f1).
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To prove the claim, for 0 ≤ i, j ≤ 2 let us write (A0)ij = u[aj−ai]αij with
αij ∈ F[ue]/uep. A computation, using the explicit description of the element
W0 ∈ M3 (S), gives:
W0 · A0 · V1 ≡
 α22u2exue−b α11u2e
yue−a zue−(a−b) α00u
2e
 modu3e,
where x, y, z ∈ F[ue]/uep are defined by
x = (α11b10 + α12)u
e + α10b00u
2e, y = (α00b00 + α01b10 + α02)u
e
z = (α00b01 + α01)u
e.
As αij ∈ Sω0 and αii ∈ S× we deduce the existence of unique b00, b10, b01 ∈ F such
that (2.5.3) holds and, what is more important,
B0 ≡
 α2β10ue−b α1
β20u
e−a β21u
e−(a−b) α0
 modue
for some βij ∈ F. In particular, we obtain
A1
def
= Mate1,f1
(ϕ2) =
 α2β10up(e−b) α1
β20u
p(e−a) β21u
p(e−(a−b)) α0

≡ Diag(α2, α1, α0) modu3e
by the genericity assumption (2.1.6).
Writing again V adj1 = −ueW1 for some W1 ∈ M3(S) (uniquely defined modulo
ue(p−1)) we obtain
W1 ·A1 ≡
 α0ue+aueα1 −α0b10ue+(a−b)
α2u
e−a −α1b01ue−(a−b) α0(b10b01 − b00)ue
 modu3e
and a computation shows that there exist uniquely determined elements c00, c10, c01 ∈
F such that
(2.5.4) W1 · A1 ·
 c00ue c01ue+b ue+ac10ue−b ue
ue−a

︸ ︷︷ ︸
def
= V2
= u2eB1,
where now
B1 ≡ Diag(α0, α1, α2) modue.
By Lemma 2.2.8 one has V2 = Mate2,f2
(Fil2 M), where e2
def
= e1 ·A1, f2 is a system
of generators for Fil2 M and the Frobenius action is now given by:
A2
def
= Mate2,f2
(ϕ2) = ϕ(B1) = Diag(α0, α1, α2).
(ii) The proof is similar to (i) and we content ourselves with giving the general
argument, leaving the computational details to the scrupulous reader.
26 FLORIAN HERZIG, DANIEL LE, AND STEFANO MORRA
From Proposition 2.4.10 the filtration for Fil2 M now has the form
V0
def
=
 ue+b ue+(a−b)
ue−a
 .
Writing V adj0 = u
eW0 for someW0 ∈ M3(S) we claim that there exist b00, b10 ∈ F
and B0 ∈ GL3 (S) such that
(2.5.5) W0 ·A0 ·
 b00ue ue+bb10ue−b ue+(a−b)
ue−a

︸ ︷︷ ︸
def
= V1
= u2eB0.
Indeed, using the same notation as in case (i), an easy computation now gives:
W0 · A0 · V1 ≡
 α22u2exue−b α00u2e α01u2e+(a−b)
yue−a α10u
3e−(a−b) α11u
2e
 modu3e,
where x, y ∈ F[ue]/uep are defined by
x = (α00b00 + α01b10 + α02)u
e, y = (α11b10 + α12)u
e + α10b00u
2e.
As αii ∈ S× we find unique b00, b10 ∈ F such that (2.5.5) holds and moreover
B0 ≡
 α2β10ue−b α0 β12ua−b
β20u
e−a β21u
e−(a−b) α1
 modue
for some βij ∈ F. Note that
A1
def
= Mate1,f1
(ϕ2) ≡ Diag(α2, α0, α1) modu3e
by the genericity assumption.
By means of Lemma 2.2.8 we can iterate the procedure: one finds an explicit
element V2 = Mate2,f2
(Fil2 M) ∈ M3(S), as in the statement of case (ii), which
provides the filtration Fil2 M with respect to the basis e2
def
= e1 · A1 and which
verifies
Mate2,f2
(ϕ2) = Diag(α1, α2, α0).
(iii) This is analogous to (ii). More succinctly, it can be obtained from (ii) by
duality. 
Thanks to Proposition 2.5.2 it is now straightforward to compute the Fontaine–
Laffaille invariant of ρ.
Proposition 2.5.6. Let M̂, αi ∈ F× be as in Proposition 2.5.2. Let ρ def= TQp,2st (M̂).
The one of the following possibilities holds.
(i) Fil2 M̂ is as in Case A of Proposition 2.4.10 and FL(ρ) = α−11 ;
(ii) Fil2 M̂ is as in Case B of Proposition 2.4.10 and FL(ρ) = 0;
(iii) Fil2 M̂ is as in Case C of Proposition 2.4.10 and FL(ρ) =∞.
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Proof. By twisting ρ by ω˜−a0 we may assume that a0 = 0. Let a
def
= a2, b
def
= a1.
(i) Let M ∈ F-BrMod2dd be the base change of M̂ via S ։ S. By Proposition
2.5.2 and Lemma 2.2.6, the φ-action on the (φ,F((̟)))-module M def= MFp((̟))(M
∗)
is given by
Mate(φ) =
 c00̟e c01̟e−b α−12 ̟e−ac10̟e+b α−11 ̟e
α−10 ̟
e+a

for a framed basis e (for the dual type ω0⊕ω−b⊕ω−a) of M and some cij ∈ F (not
those of Lemma 2.2.6). In the basis e′
def
= e ·Diag(1, ̟b, ̟a), which is Gal(K/K0)-
invariant, one obtains
Mate′(φ) =
 c00̟e c01̟e(b+1) α−12 ̟e(a+1)c10̟e α−11 ̟e(b+1)
α−10 ̟
e

proving thatM is the base change to F((̟)) of the (φ,F((p)))-moduleM0 described
by
Mate0(φ) =
 c00 c01 α−12c10 α−11
α−10

︸ ︷︷ ︸
def
= F
Diag(p, pb+1, pa+1)
for some basis e0 of M0. In the basis e
′
0
def
= e0 · F the matrix of φ becomes
Diag(p, pb+1, pa+1)F . We can now construct a Fontaine–Laffaille module M ∈
F-FL[0,p−2] with Hodge–Tate weights {1, b+1, a+1} endowed with a basis e which
is compatible with the Hodge filtration and satisfies Mate(φ•) = F . By Lemma
2.2.7 we deduce that M0 ∼= F(M).
On the other hand T∗cris(M)
∼= T∗st(M∗) ∼= ρ by Corollary 2.2.2. As ρ is maxi-
mally non-split, there exists a basis e′ of M compatible with the Hodge filtration
and such that Mate′(φ•) is described as in Corollary 2.1.8. In other words e, e
′ are
related via a lower triangular unipotent matrix A ∈ GL3(F) in such a way that
Mate′(φ•) = A · F =
 µ0 x zµ1 y
µ2

for some x, y, µi ∈ F×, z ∈ F. It follows that
FL(ρ) =
det
(
x z
µ1 y
)
−z =
det
(
c01 α
−1
2
α−11
)
−α−12
= α−11 .
(ii) The proof is similar to case (i). One checks that M
def
= MFp((̟))(M
∗) ∼=
M0 ⊗Fp((p)) Fp((̟)), where the (φ,F((p)))-module M0 is described by c00 c01 α−10α−11
α−12

︸ ︷︷ ︸
def
= F
Diag(p, pb+1, pa+1).
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We deduce by Lemma 2.2.7 that M0 ∼= F(M) for the rank 3 Fontaine–Laffaille
module M ∈ F-FL[0,p−2] with Hodge–Tate weights {1, b+1, a+1} and Mate(φ•) =
F for some basis e of M that is compatible with the Hodge filtration. As in (i) we
deduce that FL(ρ) = 0.
(iii) Follows by a similar argument. 
Proof of Theorem 2.5.1. Let M̂ ∈ OE-Mod2dd be such that TQp,2st (M̂) ∼= ρ and let ê,
f̂ be as in the statement of Proposition 2.4.10.
In Case A, from the proof of Corollary 2.4.11 we see that λ1 = ps0(α̂11),
where α̂ij ∈ S are defined by ϕ2(f̂j) =
∑2
i=0 α̂ij êi, and pλ
−1
1 ∈ O×E . Hence
red(pλ−11 ) = s0(α̂11)
−1 ∈ F×. We conclude by Proposition 2.5.6, as s0(α̂11) = α1
in the notation of that proposition. In Case B we conclude by Proposition 2.5.6,
noting that red(pλ−11 ) = 0, as ordp(λ1) < 1. Case C is similar. 
2.6. Elimination of Galois types. The aim of this section is to perform a type
elimination for a maximally non-split and generic representation ρ : GQp → GL3(F)
(cf. Definition 2.1.5), by means of integral p-adic Hodge theory. In other words we
show for most tame inertial types τ : IQp → GL3(E) (of niveau 1 or 2) that ρ
cannot have a potentially crystalline lift with Hodge–Tate weights {−2,−1, 0} and
type τ .
The main results of this section (Propositions 2.6.1, 2.6.3 and 2.6.4) will be used
to prove results about Serre weights in §4.4.
2.6.1. Niveau 1 types. We first eliminate niveau 1 types. In particular, we have
K0 = Qp, e = p− 1, and K = Qp(ζp). The result is the following:
Proposition 2.6.1. Let ρ : GQp → GL3(OE) be a p-adic Galois representation,
becoming semistable over K with Hodge–Tate weights {−2,−1, 0}. Assume that ρ
is maximally non-split and generic as in Definition 2.1.5. Then
WD(ρ)|IQp ∼= ω˜i ⊕ ω˜j ⊕ ω˜k,
where either (i, j, k) ≡ (a2, a1, a0) modulo p − 1 or (i, j, k) ≡ (a2 − 1, a1, a0 + 1)
modulo p− 1.
Here and in the following the notation x ≡ y mod p−1 for x, y ∈ Z3 is shorthand
for xi ≡ yi mod p− 1 for all i.
Proof. After twisting we may assume a0 = 0 and set a
def
= a2, b
def
= a1. Let M̂ be
a strongly divisible OE-module such that T
Qp,2
st (M̂) = ρ and let M be the Breuil
module obtained by base change to S. By Proposition 2.3.5 M admits a unique
filtration by Breuil submodules, with graded pieces described by
M : M2—M1—M0
(where the notation means that M2 is a submodule and M0 a quotient) and the
rank one Breuil submodules Mi verify T
2
st (Mi) |IQp ∼= ωai+1 for i = 0, 1, 2. It
follows from [EGH13], Lemma 3.3.2 that Mi is of type ω
ki , where k2 = a+ 1− δ2,
k1 = b+ 1− δ1, k0 = 1− δ0 for some δi ∈ {0, 1, 2} and
Fil2 M2 = u
δ2eM2, Fil
2
M1 = u
δ1eM1, Fil
2
M0 = u
δ0eM0.
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On the other hand we see that WD(ρ)|IQp ∼= ω˜k0 ⊕ ω˜k1 ⊕ ω˜k2 (by Lemma 2.4.8) and
hence det ρ = ω˜k0+k1+k2ε3, as ρ has Hodge–Tate weights {−2,−1, 0}. It follows
that δ0 + δ1 + δ2 = 3.
We now use Lemma 2.4.2 to conclude the proof. In what follows, we write ρ21
to denote the unique 2-dimensional sub-representation of ρ, and, similarly, ρ10 to
denote its unique 2-dimensional quotient. If (δ2, δ1) = (1, 2) then ρ21 splits, by
Lemma 2.4.2(ii). If δ1 = 0 then Fil
2 (M1—M0) splits as an S-module (as Fil
2
M1 is
an injective S-module, cf. Lemma A.2.1), hence ρ10 splits by Lemma 2.4.2(i). For
the same reason, if δ2 = 0 then ρ21 splits.
Therefore (δ0, δ1, δ2) = (1, 1, 1) or (δ0, δ1, δ2) = (0, 1, 2), as claimed. 
2.6.2. Niveau 2 types. We now eliminate niveau 2 types. In particular, we have
k = Fp2 , K0 = Qp2 is the degree two unramified extension of Qp, e = p2 − 1, and
K = Qp2( e
√−p).
Lemma 2.6.2. Let M be a rank one object in F-BrMod2dd, with descent data from
K to Qp. Then there exists a generator m ∈M such that:
(i) Fil2 M = ur(p−1)M, where 0 ≤ r ≤ 2(p+ 1);
(ii) there exists k ∈ Z verifying k + pr ≡ 0 mod p + 1 and such that M is of
type ωk̟ and m is a framed basis for M;
(iii) N(m) = 0.
Moreover, one has
T2st(M)|IQp = ωk+pr2 .
Proof. Let σ ∈ Gal(K/Qp) be the lift of the arithmetic Frobenius in Gal(k/Fp)
that fixes ̟, hence σ2 = 1. Then σ interchanges the two primitive idempotents ǫ0,
ǫ1, and one has σ ◦ g = gp ◦ σ for all g ∈ Gal(K/K0).
By [EGH13], Lemma 3.3.2 there is a generator m ∈M such that
(i) ǫi Fil
2
M = urieǫiM for i = 0, 1;
(ii) ĝ(m) = (ω̟(g)
k0 ⊗ 1)ǫ0m+ (ω̟(g)k1 ⊗ 1)ǫ1m for all g ∈ Gal(K/K0),
where the integers ri, ki verify 0 ≤ ri ≤ 2e, ki ≡ p(ki−1 + ri−1) mod e.
As σ exchanges the idempotents ǫi ∈ k⊗Fp F we deduce that r def= r0 = r1. Let us
considerM/ (u ·M). It is a rank one module over k⊗FpF, endowed with a semilinear
action of Gal(K/Qp). In particular σm = µm for some µ ∈ (k ⊗Fp F)× verifying
µσ(µ) = 1. We therefore deduce, by (ii) above, that for all g ∈ Gal(K/K0),
σ̂ ◦ ĝ(m) = σ̂ ((ωk0̟ (g)⊗ 1)ǫ0m+ (ωk1̟ (g)⊗ 1)ǫ1m)
=
[
(ωpk0̟ (g)⊗ 1)ǫ1µm+ (ωpk1̟ (g)⊗ 1)ǫ0µm
]
and
ĝp ◦ σ̂(m) = µ [(ωpk0̟ (g)⊗ 1)ǫ0m+ (ωpk1̟ (g)⊗ 1)ǫ1m] .
As σ◦g = gp◦σ we conclude that k def= k0 ≡ k1 mod e. We finally obtain k ≡ p(k+r)
mod e, so that r ≡ 0 mod p − 1 and k + prp−1 ≡ 0 mod p+ 1. The last statement
on T2st(M) follows again from [EGH13], Lemma 3.3.2 and the previous results on
ki, ri. 
For the remainder of this section, all Breuil modules M ∈ F-BrMod2dd have
descent data from K to Qp.
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Proposition 2.6.3. Let ρ : GQp → GL3(OE) be a p-adic Galois representation,
becoming semistable over K with Hodge–Tate weights {−2,−1, 0}. Assume that ρ
is maximally non-split and generic as in Definition 2.1.5 and that the inertial type
of ρ has niveau two, i.e. ρ does not become semistable over Qp(ζp). Then
WD(ρ)|IQp ∼= ω˜x ⊕ ω˜y2 ⊕ ω˜py2 ,
where x, y ∈ Z, y 6≡ 0mod (p+ 1) and the pair (x, y) ∈ Z2 verifies one of the
following possibilities:
(i) x ≡ a0 − δ mod p− 1 and y ≡ a2 + pa1 + δ − ǫ(p− 1) mod e;
(ii) x ≡ a1 − δ mod p− 1 and y ≡ a2 + pa0 + δ − ǫ(p− 1) mod e;
(iii) x ≡ a2 − δ mod p− 1 and y ≡ a1 + pa0 + δ − ǫ(p− 1) mod e,
where ǫ ∈ {0, 1}, δ ∈ Z are such that δ + ǫ ∈ {0, 1}.
Proof. As in the proof of Proposition 2.6.1 we may assume a0 = 0 and set a
def
=
a2, b
def
= a1. Let M̂ be a strongly divisible OE-module such that T
Qp,2
st (M̂)
∼= ρ;
let M be the Breuil module obtained by base change to S. Then M is of type
ω
x(p+1)
̟ ⊕ωy̟⊕ωpy̟ for some x, y ∈ Z, y 6≡ 0 mod p+1 (by Lemma 2.4.8). As ρ has
Hodge–Tate weights {−2,−1, 0} we moreover have det ρ = ω˜x+yε3.
By Proposition 2.3.5,M has a unique filtration by Breuil submodules with graded
pieces described by
M : M2—M1—M0,
where T2st(Mi)|IQp = ωai+1. We conclude by Lemma 2.6.2 that one of the following
three possibilities holds (up to interchanging y and py):
(i) the Breuil modules (M2,M1,M0) are respectively of type (ω
y
̟, ω
py
̟ , ω
x(p+1)
̟ ),
where x ≡ 1 − δ mod (p − 1), y ≡ (a + 1)(p + 1) − rp mod e and py ≡
(p+ 1)(b+ 1)− sp mod e;
(ii) the Breuil modules (M2,M1,M0) are respectively of type (ω
y
̟, ω
x(p+1)
̟ , ωpy̟ ),
where x ≡ b + 1 − δ mod (p − 1), y ≡ (a + 1)(p + 1) − rp mod e and
py ≡ (p+ 1)− sp mod (p− 1);
(iii) the Breuil modules (M2,M1,M0) are respectively of type (ω
x(p+1)
̟ , ωy̟, ω
py
̟ ),
where x ≡ a + 1 − δ mod (p − 1), y ≡ (b + 1)(p + 1) − rp mod e and
py ≡ (p+ 1)− sp mod e,
where the integers δ, r, s verify δ ∈ {0, 1, 2}, 0 ≤ r, s ≤ 2(p+1) and y+pr, y+s ≡ 0
modulo p+ 1. Moreover, r 6≡ 0 mod p+ 1, as ρ does not become semistable over
Qp(ζp).
Assume we are in case (i). We deduce that pr − s ≡ (a− b)(p+ 1) mod e hence
r+s ≡ 0 modulo p+1. Provided the restrictions on r, s, we obtain r+s = α(p+1)
for some α ∈ {1, 2, 3} and hence r ≡ α + (a − b) mod p − 1. Considering the
condition det ρ|IQp ≡ ωx+yω3, we see that the integers α, δ verify moreover the
relation δ + α = 3 (as p > 3).
As 2 < a − b < p − 3, the condition 0 < r, s < 2(p + 1) implies that r ∈
{1 + (a − b), 2 + (a − b), p + 1 + (a − b), p + 2 + (a − b)} and hence (x, y) ∈
{(−1, a+ pb+ 1), (0, a+ pb− (p− 1)), (0, a+ pb), (1, a+ pb− p)} . This concludes
the analysis of case (i).
Cases (ii) and (iii) are strictly analogous. We remark that in case (ii), (iii) we
obtain the condition r ≡ α + σ for σ ∈ {a, b}; as 2 < σ < p − 3 this provides us
with r ∈ {σ + 1 + ǫ+ ζp : ǫ, ζ ∈ {0, 1}}. 
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Proposition 2.6.4. Let ρ : GQp → GL3(OE) be a potentially semistable p-adic
Galois representation with Hodge–Tate weights {−2,−1, 0}. Assume that ρ is max-
imally non-split and generic as in Definition 2.1.5.
(i) If WD(ρ)|IQp ∼= ω˜a0 ⊕ ω˜
a2+1+p(a1−1)
2 ⊕ ω˜a1−1+p(a2+1)2 , then FL(ρ) =∞.
(ii) If WD(ρ)|IQp ∼= ω˜a2 ⊕ ω˜
a0−1+p(a1+1)
2 ⊕ ω˜a1+1+p(a0−1)2 , then FL(ρ) = 0.
In order to prove Proposition 2.6.4 we follow the procedure used in Section 2.5:
we first diagonalize the Frobenius action on the Breuil moduleM and, subsequently,
we compute FL(ρ) by extracting the Fontaine–Laffaille module from the datum of
M (via the results of Section 2.2).
The proof will occupy the remainder of this section.
Proof. We first note that (ii) follows from (i), replacing ρ by ρ∨ and (a0, a1, a2) by
(−a2,−a1,−a0) and keeping in mind Remark 2.1.13.
We will now explain the proof of (i). By twisting we may assume that a0 = 0.
We set a
def
= a2, b
def
= a1 and define:
k1
def
= a+ 1 + p(b− 1), k2 def= b− 1 + p(a+ 1),
r1
def
= a− b+ 2, r2 def= 2p− (a− b),
so that τ
def
= WD(ρ)|IQp = ω˜0⊕ ω˜k12 ⊕ ω˜k22 . Note in particular that 0 < k1, k2 < e as
well as the following relations, which will be useful for the computations below:
r1(p− 1) < e, (p− 1)(r1 + r2) = 2e,
k1 + r1(p− 1) = k2, k2 + r2(p− 1) = k1 + 2e.
Let M̂ ∈ OE-Mod2dd be a strongly divisible OE-module such that TQp,2st (M̂) = ρ
and let M ∈ F-BrMod2dd be the base change of M̂ via S ։ S. In particular by
Lemma 2.4.8, M is of type ω0̟⊕ωk1̟ ⊕ωk2̟ . The first step of the proof is to describe
the filtration and the Frobenius action on M.
Claim 2.6.5. There is a framed basis e of M and a framed system of generators f
for Fil2 M such that
Mate,f (Fil
2
M) =
 ue ur1(p−1) z
yu2e−k2 ur2(p−1)
 , Mate,f (ϕ2) =
 λ µ
ν
 ,
where y, z ∈ k ⊗Fp F and λ, µ, ν ∈ (k ⊗Fp F)×.
Proof. From Proposition 2.3.5, the proof of Proposition 2.6.3, and genericity, we
see that M has a unique filtration by Breuil submodules
M : M1—M2—M0,
where M1 (resp. M2, resp. M0) is a rank one Breuil module of type ω
k1
̟ (resp.
ωk2̟ , resp. ω
0
̟), and filtration described by Fil
2
M1 = u
r1(p−1)M1 (resp. Fil
2
M2 =
ur2(p−1)M1, resp. Fil
2
M0 = u
eM0).
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We therefore deduce the existence of a framed basis e0
def
= (e0, e1, e2), and a
framed system of generators f
0
= (f0, f1, f2) of Fil
2
M such that
V0
def
= Mate0,f0
(
Fil2 M
)
=
 uex0ue−k1 ur1(p−1) z0
y′0u
e−k2 ur2(p−1)
 ,
A0
def
= Mate0,f0
(ϕ2) =
 λ0α0ue−k1 µ0 γ0ur1(p−1)
β0u
e−k2 ν0
 ,
where x0, y
′
0, z0, α0, β0, γ0 ∈ Sω0̟ and λ0, µ0, ν0 ∈ S
×
ω0̟
.
Claim 2.6.6. We have y′0 = u
ey0 for some y0 ∈ Sω0̟ .
Proof. Let N : M2—M0 denote the rank two quotient of M. By the previous
analysis of M, we deduce that there is a basis (e0, e2) of N and a pair (f0, f1) of
elements of Fil2 N such that
Fil2 N =
〈
f0
def
=
(
ue
y′0u
e−k2
)
, f1
def
=
(
0
ur2(p−1)
)〉
S
(in terms of the basis (e0, e2)). If y
′
0 6≡ 0 modulo u, then it is easy to see that u2ee0 6∈
Fil2 N, contradicting the Breuil module axioms. Therefore the claim follows. 
We now complete the procedure to diagonalize the Frobenius action. An elemen-
tary computation shows that there exist y1, z1, ζ1 ∈ Sω0̟ such that the following
equality holds:
A0
 ue ur1(p−1) z1
y1u
2e−k2 ur2(p−1)
 ≡ V0
 λ0ζ1ue−k2 µ0
ν0

︸ ︷︷ ︸
def
=B0
modulo u3e.
Indeed, it suffices to take y1 ≡ ν−10 (λ0y0− β0) modulo u2e, z1 ≡ µ−10 (ν0z0 − γ0u2e)
modulo u3e and ζ1 ≡ −λ0x0 + (α0 + y1γ0)ue modulo u3e.
We use now Lemma 2.2.8 to deduce that, in the basis e1
def
= e0 ·A0, the filtration
and the Frobenius action can respectively be described as:
V1
def
=
 ue ur1(p−1) z1
y1u
2e−k2 ur2(p−1)
 , A1 def=
 ϕ(λ0)ϕ(ζ1)up(e−k2) ϕ(µ0)
ϕ(ν0)
 ,
where y1, z1 ∈ Sω0̟ and A1 = ϕ(B0).
We write f
1
def
= e1 ·V1. As r1(p−1) < e, (3e−k2)−r2(p−1) = e−k1 > r1(p−1),
we can find a matrix in GL3 (S) of the form
C
def
=
 1c10ue−k1−r1(p−1) 1 c12ue−r1(p−1)
c20u
3e−k2−r2(p−1) 1

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such that, relative to e1 and f
′
1
def
= f
1
· C, the filtration and the Frobenius action
can be described by
V ′1
def
=
 ue ur1(p−1) z′1
y′1u
2e−k2 ur2(p−1)
 , A′1 def=
 ϕ(λ0)a′10up(e−k2) ϕ(µ0) a′12up(e−r1(p−1))
a′20u
p(e−k1) ϕ(ν0)
 ,
where y′1, z
′
1 ∈ k ⊗Fp F and a′ij ∈ Sω0̟ . We can write a′10up(e−k2) = α′1ue−k1 ,
a′20u
p(e−k1) = β′1u
e−k2 , a′12u
p(e−r1(p−1)) = γ′1u
r1(p−1) with α′1, β
′
1, γ
′
1 ∈ u2eSω0̟ by
genericity. Writing λ′1
def
= ϕ(λ0), µ
′
1
def
= ϕ(µ0), ν
′
1
def
= ϕ(ν0), which all lie in k ⊗Fp F,
we see that (V ′1 , A
′
1) is of the same form as (V0, A0), so we can apply the above
diagonalization procedure to obtain (V2, A2) as in the statement of the claim. 
We now compute the Fontaine–Laffaille invariant of the Galois representation
associated to M.
Claim 2.6.7. With the hypotheses and notation of Claim 2.6.5 we have
FL(T2st(M)) =∞.
Proof. Consider the (φ, k⊗FpF((̟)))-moduleM def= Mk((̟))(M∗). From Claim 2.6.5
and Lemma 2.2.6M is endowed with a framed basis e (for the type ω0̟⊕ω−k1̟ ⊕ω−k2̟ )
such that
Mate(φ) =
 λ−1̟e yν−1̟2e−k2ν−1̟r2(p−1) zµ−1
µ−1̟r1(p−1)
 ,
where y, z ∈ k ⊗Fp F, λ, µ, ν ∈ (k ⊗Fp F)×.
By considering the Gal(K/K0)-invariant basis e
′ def= e · Diag(1, ̟k1 , ̟k2) one
deduces that M ∼= M0 ⊗F((p)) F((̟)), where the (φ, k ⊗Fp F((p)))-module M0 is
described (in some basis e0) by
(2.6.8) Mate0(φ) =
 λ−1 yν−1ν−1 zµ−1
µ−1
Diag(p, pb+1, pa+1).
From (2.6.8), Lemma 2.2.7 (and a change of basis over k ⊗Fp F as in the proof of
Proposition 2.5.6) we deduce that the Frobenius action on the Fontaine–Laffaille
module Mk associated to ρ|GK0 is given by
Fk
def
= Mate(φ•) = ϕ
 λ−1 yν−1ν−1 zµ−1
µ−1
 ∈ GL3(k ⊗Fp F)
for some basis e of Mk compatible with the Hodge filtration on Mk (and ϕ denotes
the relative Frobenius on k ⊗Fp F). By Corollary 2.2.2 we have T∗cris(Mk) ∼= ρ|GK0 .
In particular, we have Mk ∼= M ⊗Fp k for some Fontaine–Laffaille module M ∈
F-FL[p−2] such that T∗cris(M) ∼= ρ as GQp -representations.
As p > 2, ρ|GK0 is still maximally non-split, hence Mk is endowed with a unique
filtration 0 ( Mk,0 ( Mk,1 ( Mk,2 = Mk, obtained from the cosocle filtration on
ρ|GK0 . By unicity, we have Mk,i = Mi ⊗Fp k for all i = 0, 1, 2, where 0 ( M0 (
M1 (M2 =M is the filtration on M obtained via T∗cris from the cosocle filtration
on ρ.
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As Fil1Mk ∩Mk,0, Filb+1Mk ∩Mk,1, Fila+1Mk ∩Mk,2 are all free of rank one
over k ⊗Fp F it follows that any change of basis of Mk preserving both the Hodge
and the submodule filtration needs to be diagonal.
Therefore, by letting F ∈ GL3(F) denote the matrix of the Frobenius action on
M , we deduce that F02 = 0 if and only if (Fk)02 = 0, which shows that FL(ρ) =∞,
as claimed. 
From the Claims 2.6.5, 2.6.7, the proof of Proposition 2.6.4(i) follows. 
3. The local automorphic side
In this section we analyze the GL3-side. In particular, we establish Proposition G
of the introduction. We have [Jan03] as a main reference for the notation and
terminology.
Let G
def
= GLn/Zp and let T be the maximal split torus consisting of diagonal
matrices. We let Φ denote the set of roots with respect to T and B ⊇ T the
Borel subgroup of upper-triangular matrices. We write ∆ ⊆ Φ for the simple roots
associated to the pair (B, T ) and 〈·, ·〉 for the natural pairing on X∗(T ) ×X∗(T ).
The character and cocharacter groups are identified with Zn in the usual way. We
let ≤ denote the dominance order on X∗(T ). Finally, we let G, B, . . . denote the
base change of G, B, . . . via Zp ։ Fp.
The Weyl group WG of G is canonically isomorphic to the Weyl group of G. We
write w0 ∈WG for the longest element.
For any dominant character λ ∈ X∗(T ) let
H0(λ)
def
=
(
IndG
B
w0λ
)alg
⊗Fp F
be the associated dual Weyl module. It is an algebraic representation of G (or more
precisely of G/F) and we write F (λ)
def
= socG
(
H0(λ)
)
for its irreducible socle. If the
weight λ is moreover p-restricted, i.e. if 0 ≤ 〈λ, α∨〉 ≤ p−1 for all α ∈ ∆, then F (λ)
is irreducible as G(Fp)-representation (see for example [Her09], Corollary 3.17). If
Q is an algebraic representation of G and ν ∈ X∗(T ) we denote by Qν the ν-weight
space for the action of T on Q, as usual.
Note that if n = 1 and a ∈ Z then F (a) ∼= ωa, where ω is seen as a character of
GL1(Fp) via the Artin reciprocity map (so ω is the inclusion F×p → F×).
Let us specialize to the case n = 3. We set α1
def
= (1,−1, 0), α2 def= (0, 1,−1),
so that ∆ = {α1, α2}, and we fix the following lifts s˙1, s˙2 ∈ G(Zp) of the simple
reflections s1, s2 ∈WG corresponding to α1, α2:
s˙1
def
=

 11
1

, s˙2 def=

 1 1
1

.
Note that w˙0
def
= s˙1s˙2s˙1 is then a lift of w0 ∈WG.
Finally, for each α ∈ Φ we denote by Uα the associated root subgroup and by
uα : Ga
∼−→ Uα an isomorphism as in [Jan03], II.1.2. Explicitly we will take:
uα1(x) =

 1 x1
1

, uα2(x) =

 1 1 x
1

, uα1+α2(x) =

 1 x1
1

.
Let K
def
= G(Zp). (This should not cause any confusion with the field K of
Sections 2 and A.) We write I for the Iwahori subgroup of K which is the preimage
of B(Fp) under the reduction map K ։ G(Fp) and similarly I1 ≤ I for the pro-p
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Iwahori subgroup which is the preimage of U(Fp). If V is a representation of K
over OE and ai ∈ Z we write
V I,(a2,a1,a0)
def
= HomI(OE(ω˜
a2 ⊗ ω˜a1 ⊗ ω˜a0), V ),
the largest OE-submodule of V on which I acts via ω˜
a2 ⊗ ω˜a1 ⊗ ω˜a0 . In particular,
this makes sense when V is killed by ̟E . Also, if V is a representation of G(Fp)
over F we write V T (Fp),(a2,a1,a0) to denote the largest subspace on which T (Fp) acts
as F (a2)⊗ F (a1)⊗ F (a0), and we note that V I,(a2,a1,a0) ⊆ V T (Fp),(a2,a1,a0).
3.1. Group algebra operators. We introduce certain mod-p group algebra op-
erators for G(Fp) and study their effect on extensions of G(Fp)-representations.
Let (a2, a1, a0) ∈ Z3 be a triple verifying the genericity condition (2.1.6). Note
that in this case the weight (a2, a1, a0) ∈ Z3 is in particular p-restricted. We define
the following elements of F[G(Fp)]:
S
def
=
∑
x,y,z∈Fp
xp−(a2−a0)zp−(a1−a0)

 1 x y1 z
1

w˙0,
S′
def
=
∑
x,y,z∈Fp
xp−(a2−a1)zp−(a2−a0)

 1 x y1 z
1

w˙0.
(3.1.1)
In other words, S =
∑
x,y,z∈Fp
xp−(a2−a0)zp−(a1−a0)uα2(z)uα1+α2(y)uα1(x)w˙0 and sim-
ilarly for S′.
The following property of the operators S, S′ will be crucial for us.
Proposition 3.1.2. Let (a2, a1, a0) ∈ Z3 be a triple satisfying (2.1.6). Consider
the associated operators S, S′ ∈ F[G(Fp)].
(i) There is a unique non-split extension of irreducible G(Fp)-representations
0→ F (a2 − 1, a1, a0 + 1)→ V → F (a1 + p− 1, a2, a0)→ 0
and S induces an isomorphism S : V I,(a1,a2,a0)
∼−→ V I,(a2−1,a1,a0+1) of
one-dimensional vector spaces.
(ii) There is a unique non-split extension of irreducible G(Fp)-representations
0→ F (a2 − 1, a1, a0 + 1)→ V → F (a2, a0, a1 − p+ 1)→ 0
and S′ induces an isomorphism S′ : V I,(a2,a0,a1)
∼−→ V I,(a2−1,a1,a0+1) of
one-dimensional vector spaces.
More generally, one could ask (also for more general groups):
Question 3.1.3. Suppose that V is an G(Fp)-representation that is generated by
an I-eigenvector v ∈ V I,(b2,b1,b0). Given an I-eigenvector v′ ∈ V I,(c2,c1,c0), find an
explicit element of F[G(Fp)] sending v to v′.
By Frobenius reciprocity, V is a quotient of the principal series Ind
G(Fp)
B(Fp)
(
F (b2)⊗
F (b1)⊗F (b0)
)
, and an interesting special case of the above question is when V has
irreducible socle that is moreover generated by v′. Proposition 3.1.2 answers this
in some instances. (See also the proof of [BD14], Proposition 2.6.1 for GL2.)
The proof of Proposition 3.1.2 requires a certain amount of preliminaries and
will occupy the rest of this section.
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Let P ⊇ B denote the standard parabolic associated to the simple root α1. We
consider the equivariant monomorphism
τ
def
= Ind
G(Fp)
P (Fp)
(
F (a1 + p− 1, a2)⊗ F (a0)
) →֒ IndG(Fp)
B(Fp)
(
F (a2)⊗ F (a1)⊗ F (a0)
) def
= σ
obtained by parabolically inducing the injection F (a1+p−1, a2) →֒ IndGL2(Fp)B2(Fp)
(
F (a2)⊗
F (a1)
)
coming from Frobenius reciprocity (where B2 ⊆ GL2 denotes the upper-
triangular Borel subgroup).
As in [EGH13], proof of Lemma 6.1.1, we check that
soc(τ) ∼= F (a0 + p− 1, a1, a2 − p+ 1), cosoc(τ) ∼= F (a1 + p− 1, a2, a0)
and, again by [EGH13], Lemma 6.1.1, we see that rad(τ)/soc(τ) has length 4, with
constituents
F (a1, a0, a2 − p+ 1), F (a0 + p− 2, a2, a1 + 1),
F (a2 − 1, a1, a0 + 1), F (a1 − 1, a0, a2 − p+ 2).
By [And87], §4 we deduce that rad(τ)/soc(τ) is semisimple, in particular the ex-
tension V exists and we have a surjection τ ։ V . Also, by loc. cit., the extension
V is unique, as
Ext1
G(Fp)
(F (a1 + p− 1, a2, a0), F (a2 − 1, a1, a0 + 1))
∼−→
(
Ext1SL3(Fp)(F (a1 + p− 1, a2, a0), F (a2 − 1, a1, a0 + 1))
)F×p
has dimension at most one.
We also see by [Her11], Lemma 2.3 that V I,(a2−1,a1,a0+1) and V I,(a1,a2,a0) ∼=
τI,(a1,a2,a0) ∼= σI,(a1,a2,a0) are one-dimensional.
Let W
def
= H0(λ), where λ
def
= (a0 + p − 1, a1, a2 − p + 1). We recall that 0 →
F (λ) → W → F (a2 − 1, a1, a0 + 1) → 0 ([Her09], Proposition 3.18) and moreover
that this sequence is non-split even on the level of G(Fp)-representations ([Hum06],
Theorem 5.9). The natural G(Fp)-linear evaluation map
f :W =
(
IndG
B
(w0λ)
)alg
−→ IndG(Fp)
B(Fp)
(w0λ) = σ
is injective. (To see this, it is enough to check that the restriction of f to socG(Fp)(W )
∼=
F (λ) is injective, and hence enough to check that the composite of f followed by
evaluation at w˙0 ∈ G(Fp) is injective on the highest weight space of socG(Fp)(W ).
The last statement is true by the proof of [Jan03], Proposition II.2.2(a).) As σ is
multiplicity free we obtain an injection W →֒ τ .
Lemma 3.1.4. We have S
(
τI,(a1,a2,a0)
) ⊆ rad(τ).
Proof. It is equivalent to show that the operator S kills the highest weight space
F (ν)I,(a1,a2,a0) = F (ν)ν , where ν
def
= (a1 + p− 1, a2, a0).
Recall that if Q is an algebraic G-module, vν ∈ Qν and α ∈ Φ is a root then (cf.
[Jan03], II.1.19, (5) and (6))
uα(t)vν =
∑
i∈N
tivν+iα,
where vν+iα ∈ Qν+iα (and 00 = 1).
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Applying this with Q = F (ν) we obtain
S(vν) =
∑
i,j,k≥0
 ∑
x,y,z∈Fp
xi+p−(a2−a0)yjzk+p−(a1−a0)
 vi,j,k,
where vi,j,k ∈ F (ν)(a0,a2,a1+p−1)+(i+j,−i+k,−j−k). We deduce that if the inner sum
is non-zero for a fixed triple (i, j, k) ∈ N3, then we necessarily have i ≥ a2 − a0− 1,
j ≥ p−1 and k ≥ a1−a0−1. But then (a0, a2, a1+p−1)+(i+ j,−i+k,−j−k) 6≤
(a1 + p− 1, a2, a0) and the corresponding weight space in F (ν) is zero. 
Remark 3.1.5. By an immediate computation one checks that S
(
τI,(a1,a2,a0)
) ⊆
τT (Fp),(a2−1,a1,a0+1).
Lemma 3.1.6. We have S(τI,(a1,a2,a0)) ⊆W .
Proof. By Lemma 3.1.4 and Remark 3.1.5, it is enough to show that the weight
spaces of F (a1, a0, a2−p+1), F (a0+p−2, a2, a1+1) and of F (a1−1, a0, a2−p+2)
do not afford the T (Fp)-character F (a2 − 1)⊗ F (a1)⊗ F (a0 + 1).
By using the dominance order≤ onX∗(T ) we see that the weights in F (a1, a0, a2−
p + 1) are of the form (α, β, γ) with α, β, γ ∈ {a2 − p + 1, . . . , a1 − 1, a1}. Hence
a2−p < α < a2−1 and α 6≡ a2−1 modulo (p−1). With a similar argument we see
that any weight (α, β, γ) appearing in F (a0+p−2, a2, a1+1), F (a1−1, a0, a2−p+2)
satisfies β 6≡ a1 modulo (p− 1). 
Lemma 3.1.7. We have S(τI,(a1,a2,a0)) 6= 0.
Proof. Consider τ →֒ σ. Then τI,(a1,a2,a0) consists of functions f ∈ σ such that
(i) supp(f) ⊆ B(Fp)s˙1B(Fp);
(ii) f is constant on s˙1

 1 ∗ ∗1 ∗
1

.
Take any non-zero f ∈ τI,(a1,a2,a0) and let g def=

 11 −1
1 −1

. It then follows
immediately from the definitions that
S(f)(g) =
∑
x,y,z∈Fp
xp−(a2−a0)zp−(a1−a0)f

 1z − 1 1
y − z x− 1 1

.
We deduce from (i) that the term inside the sum is non-zero iff x = 1, z = y, z 6= 1.
Hence,
S(f)(g) =
∑
z∈F×p
(z + 1)p−(a1−a0)f

 1z 1
1


= (−1)a2
∑
z∈F×p
(z + 1)p−(a1−a0)z−(a2−a1)f(s˙1),
where the last equality follows from (i), (ii) via the relation
 1z 1
1

 =

 −z−1 1z
1

s˙1

 1 z−11
1

.
Note that the term inside the sum is a linear combination of monomials zi with
|i| < p− 1. We easily deduce:
S(f)(g) = (−1)a2−1
(
p− (a1 − a0)
a2 − a1
)
f(s˙1) 6= 0. 
38 FLORIAN HERZIG, DANIEL LE, AND STEFANO MORRA
Lemma 3.1.8. We have S
(
V I,(a1,a2,a0)
) ⊆ V I,(a2−1,a1,a0+1).
Proof. This is clear from Lemma 3.1.4 and Remark 3.1.5, as (just as in Lemma 3.1.6)
we have soc(V )T (Fp),(a2−1,a1,a0+1) = soc(V )U(Fp). 
Proof of Proposition 3.1.2. We start by proving (i). Recall that we defined W
def
=
H0(λ) with λ
def
= (a0 + p− 1, a1, a2 − p+ 1). By Lemma 3.1.8 it is enough to show
that S(V I,(a1,a2,a0)) 6= 0 or, equivalently (cf. Lemma 3.1.6), that S(τI,(a1,a2,a0)) 6⊆
soc(W ).
Let us define X
def
=
∑
y∈Fp
yp−2

 1 y1
1

. We note that X kills S(τI,(a1,a2,a0))
as the latter is easily checked to be fixed under

 1 Fp1
1

; hence, to prove (i),
it is enough to show that X acts injectively on soc(W )T (Fp),(a2−1,a1,a0+1).
As in Lemma 3.1.6 we see that WT (Fp),(a2−1,a1,a0+1) = Wµ, where µ
def
= (a2 −
1, a1, a0 + 1). Let α
def
= (1, 0,−1) ∈ Φ. By [Jan03], II.1.19, (5) and (6) we have for
vµ ∈ Wµ:
uα(t)vµ =
∑
i≥0
ti (Xα,ivµ) ,
where Xα,i ∈ Dist(Uα) and Xα,ivµ ∈ Wµ+iα (see [Jan03], II.1.12 for the definition
of the operators Xα,i). As µ+ iα 6≤ λ if i ≥ p we deduce that X = −Xα,1 on Wµ.
To prove the proposition we will show that Xα,1 : Wµ ։ Wµ+α is surjective,
with a one-dimensional kernel not contained in soc(W ).
Let M denote the Levi subgroup

 ∗ ∗∗
∗ ∗

 ⊆ G. Any irreducible constituent
of the restrictionW |M has highest weight (α, β, γ) with α, β, γ ∈ {a2−p+1, . . . , a0+
p− 1}. As a0 + p > a0 + p− 1, the Linkage Principle [Jan03], II.6.17 and [Jan03],
II.2.12(1) yield
W |M ∼= F⊕m ⊕W ′,
where F is the irreducible M -representation with highest weight µ and no irre-
ducible constituent of W ′ has highest weight µ.
Claim: The operator Xα,1 induces an isomorphism W
′
µ
∼−→W ′µ+α.
Proof of the claim. By de´vissage we may assume that W ′ is irreducible. Let ν ∈
X∗(T ) be its highest weight, so in particular ν 6= µ. Then W ′ →֒ H0
M
(ν), where
H0
M
(ν) denotes the dual Weyl module for M of highest weight ν. As Dist(M)
preserves W ′ →֒ H0
M
(ν) it is enough to show that Xα,1 : H
0
M
(ν)µ → H0M (ν)µ+α
and X−α,1 : H
0
M
(ν)µ+α → H0M (ν)µ are both injective.
Since Mder ∼= SL2 and
(
1 t
1
)
X iY j = X iY j + tjX i+1Y j−1 + . . . , we see that
Xα,1 : H
0
M
(ν)µ → H0M (ν)µ+α is injective provided that 12 (〈ν, α∨〉 − 〈µ, α∨〉) 6≡
0 modulo p. (This is because one has H0
M
(ν)|
M
der
∼= Sym〈ν,α∨〉(Std) and 0 6=
X
1
2 (〈ν,α
∨〉+〈µ,α∨〉)Y
1
2 (〈ν,α
∨〉−〈µ,α∨〉) ∈ H0
M
(ν)µ.) Similarly, X−α,1 : H
0
M
(ν)µ+α →
H0
M
(ν)µ is injective provided that
1
2 (〈ν, α∨〉+ 〈µ+ α, α∨〉) 6≡ 0 modulo p. As α∨
is dominant and ν ≤ λ (both relative to M) we have
〈ν, α∨〉 ≤ 〈λ, α∨〉 = 2(p− 1)− (a2 − a0).
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Similarly, if H0
M
(ν)µ 6= 0 or H0M (ν)µ+α 6= 0 then
〈ν, α∨〉 > 〈µ, α∨〉 = a2 − a0 − 2
(here we used that ν 6= µ). Now we can deduce the above two congruences, proving
the claim. 
From the claim we deduce that the morphism Xα,1 : Wµ → Wµ+α is surjective,
with kernel of dimension m. The Kostant multiplicity formula shows that
m = dimFWµ − dimFWµ+α
= (p+ 1− (a2 − a0))− (p− (a2 − a0)) = 1.
Moreover, F (µ) ∼= cosoc(W ) contains the irreducible representation ofM of highest
weight µ. Hence soc(W ) ⊆W ′ and X is indeed injective on soc(W )µ. This proves
part (i) of the proposition.
For statement (ii) it is now enough to apply the automorphism g 7→

 1−1
1

·
tg−1 ·

 1−1
1

 to part (i) and relabel (−a0,−a1,−a2) as (a2, a1, a0). 
Remark 3.1.9. Similarly, there exists a unique non-split extension of irreducible
G(Fp)-representations
0→ F (a2 − 1, a1, a0 + 1)→ V → F (a0 + p− 1, a1, a2 − p+ 1)→ 0,
namely V is the Weyl module of highest weight (a0 + p − 1, a1, a2 − p + 1). The
following operator induces an isomorphism V I,(a0,a1,a2)
∼−→ V I,(a2−1,a1,a0+1) of
one-dimensional vector spaces:
∑
x,y,z∈Fp
p−(a2−a0)∑
i=0
(−1)i
i+ 1
(
p− (a1 − a0)
p− (a2 − a0)− i
)
(xz)p−1−iyi+1

 1 x y1 z
1

w˙0.
We skip the somewhat lengthy proof, since we will not need it.
We conclude this section with a simple but important lemma concerning the
action of Up-operators on G(Qp)-representations over F. We define
(3.1.10)
U1
def
=
∑
x,y∈Zp/pZp

 p−1 1
1



 1x 1
y 1

,
U2
def
=
∑
x,y∈Zp/pZp

 p−1 p−1
1



 1 1
x y 1

,
so that for any G(Qp)-representation σ over OE and any (a2, a1, a0) ∈ Z3, both U1
and U2 preserve σ
I,(a2,a1,a0).
Lemma 3.1.11. Let (a2, a1, a0) ∈ Z3 be a triple with a2 − a1 > 0, a1 − a0 > 0
and a2 − a0 < p − 1. Let τ def= IndKI
(
ωa1 ⊗ ωa2 ⊗ ωa0), and suppose that σ is a
representation of G(Qp) over F.
Then HomK(τ , σ)[Ui] = HomK(τ/Mi, σ) for i ∈ {1, 2}, where M1 (resp. M2) is
the minimal subrepresentation of τ containing F (a2, a0, a1 − p + 1) (resp. F (a0 +
p − 1, a1, a2 − p + 1)) as subquotient. Concretely, both Mi are indecomposable of
length 2 with socle F (a0 + p− 1, a2, a1).
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Proof. Note that τ I,(a1,a2,a0) is spanned by a function f with supp(f) = I and
f(1) = 1. Consider the case i = 2, and suppose ϕ ∈ HomK(τ , σ). Then U2ϕ = 0 iff
U2(ϕ(f)) = 0. We note that Π
2U2 = U
′
2, where U
′
2
def
=
∑
x,y∈Fp

 1 x y1
1



 11
1

,
sending ρI,(a1,a2,a0) to ρI,(a0,a1,a2) for any K-representation ρ over F. We have
that U ′2f 6= 0, as (U ′2f)

 1 1
1

 = 1. Hence 〈K · U ′2f〉F is a quotient of
τ ′
def
= IndKI
(
ωa0 ⊗ ωa1 ⊗ ωa2) that injects into τ , so as the cosocle of τ ′ is F (a0 +
p − 1, a1, a2 − p + 1) and τ is multiplicity-free, we deduce that 〈K · U ′2f〉F = M2.
By [Le], Proposition 2.2.2, M2 is uniserial of shape F (a0 + p− 1, a2, a1)—F (a0 +
p− 1, a1, a2 − p+ 1). We have that
U2ϕ = 0⇐⇒ U ′2(ϕ(f)) = 0⇐⇒ ϕ(U ′2f) = 0⇐⇒ 〈K · U ′2f〉F ⊆ kerϕ.
The proof for the case i = 1 is analogous. 
Corollary 3.1.12. Let (a2, a1, a0) ∈ Z3 be a triple with a2 − a1 > 0, a1 − a0 > 0
and a2 − a0 < p− 1. Suppose σ is a representation of G(Qp) over F.
(i) If v ∈ σI,(a1,a2,a0) then U2v = 0 if and only if 〈Kv〉F does not contain
F (a0 + p− 1, a1, a2 − p+ 1) as subquotient.
(ii) If v ∈ σI,(a2,a0,a1) then U1v = 0 if and only if 〈Kv〉F does not contain
F (a0 + p− 1, a1, a2 − p+ 1) as subquotient.
Proof. (i) In the notation of the proof of Lemma 3.1.11, by Frobenius reciprocity
there is a unique ϕ ∈ HomK(τ , σ) such that v = ϕ(f). The claim follows, as
〈Kv〉F = imϕ (since 〈Kf〉F = τ ). The proof of (ii) is analogous. 
3.2. Jacobi sums and characteristic zero principal series. In this section we
consider certain group algebra operators with OE-coefficients and study their effect
on principal series representations.
We fix once and for all a triple (a2, a1, a0) ∈ Z3 verifying (2.1.6). We define
the following elements in the group algebra OE [G(Fp)], lifting the mod-p operators
introduced in Section 3.1:
Ŝ
def
=
∑
x,y,z∈Fp
x˜p−(a2−a0)z˜p−(a1−a0)

 1 x y1 z
1

w˙0,
Ŝ′
def
=
∑
x,y,z∈Fp
x˜p−(a2−a1)z˜p−(a2−a0)

 1 x y1 z
1

w˙0.
(3.2.1)
The following relation between the actions of Ŝ, Ŝ′ on certain principal series
representations will be crucial later. To lighten notation, we set Π
def
=

 1 1
p

 ∈
NG(Qp)(I).
Proposition 3.2.2. Let (a2, a1, a0) ∈ Z3 be a triple verifying (2.1.6). Let πp def=
Ind
G(Qp)
B(Qp)
(
χ1⊗χ2⊗χ0
)
be a principal series representation, where the smooth char-
acters χi : Q×p → E× verify χi|Z×p = ω˜ai for i ∈ {0, 1, 2}.
On the one-dimensional isotypical component π
I,(a1,a2,a0)
p we have
(3.2.3) Ŝ′ ◦Π = pχ1(p)κ Ŝ,
ON MOD p LOCAL-GLOBAL COMPATIBILITY FOR GL3 41
where κ ∈ Z×p verifies κ ≡ (−1)a1−a0 · a2−a1a1−a0 mod p and is independent of the
scalars χi(p).
Remark 3.2.4. Note that equation (3.2.3) makes sense, as both Ŝ and Ŝ′ act on
πK(1) for any smooth K-representation π, where K(1)
def
= ker
(
K ։ G(Fp)
)
.
The proof of Proposition 3.2.2 relies on certain direct manipulations on Jacobi
sums and will occupy the rest of this section. Let us pick a non-zero element v̂ in the
one-dimensional isotypical component π
I,(a1,a2,a0)
p . In particular, v̂ is K(1)-fixed.
We note that supp(v̂) = B(Qp)I and v̂(1) 6= 0.
Lemma 3.2.5. We have
Π · v̂ = χ1(p)
∑
λ,µ∈Fp

 λ 1µ 1
1

 · v̂.
Proof. Noting that ΠU1 =
∑
λ,µ∈Fp

 λ 1µ 1
1

, it suffices to show that U1 · v̂ =
χ1(p)
−1 · v̂. As U1 · v̂ lies in the one-dimensional space πI,(a1,a2,a0)p and v̂(1) 6= 0, it
is enough to observe that
(U1v̂)(1) =
∑
λ,µ∈Zp/pZp
v̂
(
 p−1 1
1



 1λ 1
µ 1


)
= χ1(p)
−1 · v̂(1). 
We now compute the action of the operator Ŝ′ on the element Πv̂.
Lemma 3.2.6. We have
Ŝ′(Πv̂) = (−1)a2−a0χ1(p)
∑
λ,µ,x,y,z∈Fp
λ˜a2−a1 µ˜p−1−(a1−a0) ˜(x− µ)
p−(a2−a1) ˜(z − λ)
p−(a2−a0)

 1 x y1 z
1

w˙0v̂.
Proof. In order to ease notation, we write a
def
= a2− a0, b def= a1− a0. An immediate
computation using Lemma 3.2.5 gives
(3.2.7) Ŝ′(Πv̂) = χ1(p)
∑
λ,µ,x,y,z∈Fp
x˜p−(a−b)z˜p−a

 1 + yλ + xµ y xzλ+ µ z 1
λ 1

︸ ︷︷ ︸
def
= Aλ,µ
v̂.
We now break up the sum (3.2.7) according to the values of λ, µ ∈ Fp.
Case 1: we have λµ = 0. Suppose first that λ = µ = 0. Then one has
A0,0 =

 1 1 z
1

s˙2

 1 y x1
1


and therefore, using that v̂ is I1-fixed, we obtain∑
x,y,z∈Fp
x˜p−(a−b)z˜p−aA0,0v̂ =
∑
z∈Fp
z˜p−a

 1 1 z
1

s˙2v̂
 ∑
x,y∈Fp
x˜p−(a−b)

= 0.
In an analogous fashion, if λµ 6= 0 we have
Aλ,0 =

 1 y + λ−11 z
1

s˙2s˙1

 λ 1
−λ
−1
x
1

,
A0,µ =

 1 µ−1 + x y − z(µ−1 + x)1
1

s˙1s˙2

 µ z 11
−µ
−1

,
42 FLORIAN HERZIG, DANIEL LE, AND STEFANO MORRA
so, using that v̂ is an eigenvector for the I-action, we obtain∑
x,y,z∈Fp
∑
λ∈F×p
x˜p−(a−b)z˜p−aAλ,0v̂ = 0,
∑
x,y,z∈Fp
∑
µ∈F×p
x˜p−(a−b)z˜p−aA0,µv̂ = 0
(in the first equation, the sum over x is zero; in the second equation the sum over
z is zero, provided one first replaces y by y′
def
= y − z(µ−1 + x)).
Case 2: we have λµ 6= 0. As before, a direct computation gives
Aλ,µ =

 1 µ−1 + x y + xµλ−1 + λ−11 z + µλ−1
1

w˙0

 λ 1−µλ−1 1
−µ
−1


and, recalling that v̂ lies in π
I,(a1,a2,a0)
p , we obtain∑
x,y,z∈Fp
∑
λ,µ∈F×p
x˜p−(a−b)z˜p−aAλ,µv̂ =
=
∑
x,y,z∈Fp
∑
λ,µ∈F×p
(−1)aλ˜−(a−b)µ˜ax˜p−(a−b)z˜p−a

 1 µ−1 + x y + xµλ−1 + λ−11 z + µλ−1
1

w˙0v̂.
We obtain the desired result by putting the two cases together and using the
change of variables (x′, y′, z′, λ′, µ′)
def
= (x+µ−1, y + xµλ−1 + λ
−1
, z+µλ−1, µλ−1, µ−1).

Proof of Proposition 3.2.2. Note that in the expression of Lemma 3.2.6 we may
assume that x 6= 0 (resp. z 6= 0) since otherwise the sum over µ (resp. λ) vanishes.
Using the change of variables (λ′, µ′)
def
= (λz−1, µx−1) we obtain
Ŝ′(Πv̂) = (−1)aχ1(p)κ1κ2Ŝ(v̂),
where κ1, κ2 ∈ Zp are the following Jacobi sums:
κ1
def
=
∑
µ∈Fp
µ˜p−1−b ˜(1 − µ)
p−(a−b)
, κ2
def
=
∑
λ∈Fp
λ˜a−b ˜(1 − λ)
p−a
.
By Stickelberger’s theorem (see e.g. [BD14], The´ore`me 2.5.1) one has ordp(κ1) =
0, ordp(κ2) = 1 and
κ1 ≡ (p− 1− b)!(p− (a− b))!
(p− a)! ,
κ2
p
≡ (−1)(a− b)!(p− a)!
(p− b)! mod p.
Therefore
Ŝ′(Πv̂) = (−1)aχ1(p)κŜ(v̂),
where ordp(κ) = 1 and
κ
p ≡ − (p−(a−b))!(a−b)!p−b mod p.
As (p− (a− b))!(a− b)! ≡ (−1)p−(a−b)(p− 1)!(a− b) mod p we finally obtain
(−1)aκ
p
≡ (−1)b a− b
b
,
and the proof of Proposition 3.2.2 is now complete. 
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Lemma 3.2.8. Suppose that πp
def
= Ind
G(Qp)
B(Qp)
(
χ1 ⊗ χ2 ⊗ χ0
)
is a principal series
representation, where the smooth characters χi : Q×p → E× verify χi|Z×p = ω˜ai for
i ∈ {0, 1, 2} and where a0, a1, a2 are distinct modulo p− 1. On the one-dimensional
isotypical component π
I,(a1,a2,a0)
p we have U1 = χ1(p)
−1 and U2 = χ1(p)
−1χ2(p)
−1.
Proof. For U1 this was observed in the proof of Lemma 3.2.5. The U2-eigenvalue is
computed similarly. 
4. Local-global compatibility
In this section we establish most of our main results, namely Theorems A, D,
and E of the introduction.
4.1. The space of automorphic forms on certain unitary groups. Let F/Q
be a CM field and F+ its maximal totally real subfield. Assume that F+ 6= Q,
and that p splits completely in F . We write c for the generator of Gal(F/F+). For
w ∤∞ (resp. v ∤∞) a place of F (resp. F+) we denote by kw (resp. kv) the residue
field of Fw (resp. F
+
v ).
We let G/F+ be a reductive group, which is an outer form of GL3 which splits
over F . We assume that G(F+v )
∼= U3(R) for all v|∞. By the argument of [CHT08],
§3.3, G admits a model G over OF+ such that G × OF+v is reductive for all places
v of F+ that split in F . For any such place v of F+ and w|v of F we get an
isomorphism ιw : G(F
+
v )
∼−→ GL3(Fw) which restricts moreover to an isomorphism
ιw : G(OF+v )
∼−→ GL3(OFw ).
Let F+p
def
= F+ ⊗Q Qp and OF+,p def= OF+ ⊗Z Zp. If W is an OE-module endowed
with an action of G(OF+,p) and U ≤ G(A∞,pF+ ) × G(OF+,p) is a compact open sub-
group, the space of algebraic automorphic forms on G of level U and coefficients in
W is defined as the following OE-module:
S(U,W )
def
=
{
f : G(F+)\G(A∞F+)→W | f(gu) = u−1p f(g) ∀g ∈ G(A∞F+), u ∈ U
}
(with the obvious notation u = upup for the elements in U).
We recall that the level U is said to be sufficiently small if for all t ∈ G(A∞F+),
the finite group t−1G(F+)t∩U is of order prime to p. For a finite place v of F+ we
say that U is unramified at v if one has a decomposition U = G(OF+v )U
v for some
compact open subgroup Uv ≤ G(A∞,vF+ ).
Let PU denote the set consisting of finite places w of F such that v
def
= w|F+ is split
in F , v ∤ p and U is unramified at v. If P ⊆ PU is a subset of finite complement that
is closed under complex conjugation, we write TP = OE [T
(i)
w : w ∈ P, i ∈ {0, 1, 2, 3}]
for the abstract Hecke algebra on P, where the Hecke operator T
(i)
w acts on the space
S(U,W ) as the usual double coset operator
ι−1w
[
GL3(OFw)
(
̟wIdi
Id3−i
)
GL3(OFw)
]
,
where ̟w denotes a uniformizer of Fw.
4.2. Serre weights. In this section we recall the notion of Serre weights, as well
as define the set of Serre weights of a Galois representation r : GF → GL3(F).
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Definition 4.2.1. A Serre weight for G (or just Serre weight if G is clear from the
context) is an isomorphism class of a smooth, (absolutely) irreducible representation
of G(OF+,p) over F. If w|p is a place of F , a Serre weight at w is an isomorphism
class of a smooth, (absolutely) irreducible representation of GL3(OFw ) over F, or
equivalently an isomorphism class of an (absolutely) irreducible representation of
GL3(kw) over F.
Let S+p (resp. Sp) denote the set of places of F
+ (resp. F ) that divide p. Suppose
that for each w ∈ Sp we are given a p-restricted triple aw = (aw,2, aw,1, aw,0) ∈ Z3
such that aw,i + awc,2−i = 0 for all 0 ≤ i ≤ 2 and all w ∈ Sp. Let Faw denote the
irreducible representation F (aw,2, aw,1, aw,0) of GL3(kw) over F defined in Section 3.
Then Fav
def
= Faw ◦ιw is an irreducible representation of G(OF+v ) that is independent
of the choice of place w dividing v, and we define the Serre weight Fa
def
=
⊗
v|p
Fav .
By [EGH13], Lemma 7.3.4 any Serre weight is of this form.
Definition 4.2.2. Let r : GF → GL3(F) be a continuous, absolutely irreducible
Galois representation and let V be a Serre weight for G. We say that r is auto-
morphic of weight V or that V is a Serre weight of r if there exist a compact open
subgroup U of G(A∞,pF ) × G(OF+,p) which is unramified at all places dividing p
and a cofinite subset P of PU such that r is unramified at each place of P and
S(U, V )mr 6= 0, where mr is the maximal ideal of TP with residue field F defined
by the formula
det (1− r∨(Frobw)X) =
3∑
j=0
(−1)j(NF/Q(w))(
j
2)(T (j)w mod mr)X
j ∀w ∈ P
(and NF/Q(w) denotes the norm from F to Q of the prime w). We write W (r) for
the set of all Serre weights of r.
From now on we fix a place w ∈ Sp and assume that r is automorphic of weight
Fa, where aw′ lies in the lowest alcove, i.e. aw′,2 − aw′,0 < p − 2, for all w′ ∈
Sp \ {w,wc}.
Let v
def
= w|F+ and V ′ def=
⊗
v′∈S+p \{v}
Fav′ . Now the construction in [EGH13],
§7.1.4 (replacing the coefficients Zp by OE) gives a finite free OE-module Wav′ with
a linear action of G(OF+
v′
) for any v′ ∈ S+p \ {v}, and we let V˜ ′ def=
⊗
v′∈S+p \{v}
Wav′ .
Note that since aw′ lies in the lowest alcove for all w
′ we have V˜ ′ ⊗OE F ∼= V ′.
Definition 4.2.3. We define
Ww(r)
def
=
{
Faw : aw ∈ Z3 is p-restricted and (Faw ◦ ιw)⊗F V ′ ∈W (r)
}
.
Note that by construction we have Ww(r) 6= ∅.
From now on we suppose that U is a compact open subgroup of G(A∞,pF ) ×
G(OF+,p) that is sufficiently small, unramified at all places dividing p, and a subset
P ⊆ PU as above such that S(U, (V ◦ ιw) ⊗F V ′)mr 6= 0 for some Serre weight V
at w. (Such a group U exists, since we are free to shrink U further to ensure it is
sufficiently small, cf. [EGH13], Remark 7.3.6.)
Having fixed V ′, for any representation V of GL3(OFw) = GL3(Zp) over OE , let
S(V )
def
= S(U, (V ◦ ιw)⊗OE V˜ ′).
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In particular, Ww(r) ⊇ {Serre weights V at w : S(V )mr 6= 0} (and equality holds
if we shrink U and P sufficiently).
4.3. Potentially semistable lifts. In this section we discuss the relationship be-
tween Serre weights and potentially semistable lifts. We start by recalling some
facts about Deligne–Lusztig representations, referring to [Her09], Section 4 for de-
tails.
For any n ≥ 1 let kw,n denote the extension of kw of degree n. We write T for a
maximal torus of GL3/kw . We have an identification
(4.3.1) T (kw)
∼−→
r∏
j=1
k×w,nj ,
where 1 ≤ nj ≤ 3 and
∑r
j=1 nj = 3 (cf. [Her09], Lemma 4.7), which is well defined
up to
∏r
j=1 Gal(kw,nj/kw).
For any homomorphism θ : T (kw) → Q×p we have a Deligne–Lusztig represent-
ation RθT of GL3(kw) over Qp. Via the identification (4.3.1) we have θ = ⊗rj=1θj ,
where θj : k
×
w,nj → Q
×
p . We say that θ is primitive if for each j the Gal(kw,nj/kw)-
conjugates are pairwise distinct. By letting Θ(θj) be the cuspidal representation of
GLnj (kw) associated to the primitive character θj via [Her09], Lemma 4.7, we have
RθT
∼= (−1)3−r IndGL3(kw)Pn(kw) (⊗jΘ(θj)),
where Pn is the standard parabolic subgroup containing the Levi
∏
j GLnj .
Let Fw,n
def
= W (kw,n)[
1
p ] be the unramified extension of Fw of degree n. We
consider θj as a character on O
×
Fw,nj
by inflation and let ArtFw,n be the isomorphism
F×w,n
∼−→ W abFw,n of local class field theory, normalized so that geometric Frobenius
elements correspond to uniformizers. We define the inertial type rec(θ) : IFw → Q
×
p
as follows:
(i) rec(θ)
def
=
⊕3
j=1 θj ◦Art−1Fw if θj : k×w → Q
×
p for all j = 1, 2, 3;
(ii) rec(θ)
def
= θ1 ◦ Art−1Fw ⊕
⊕
σ∈Gal(kw,2/kw)
σ
(
θ2 ◦Art−1Fw,2
)
if θ1 : k
×
w → Q
×
p and
θ2 : k
×
w,2 → Q
×
p are primitive characters;
(iii) rec(θ)
def
=
⊕
σ∈Gal(kw,3/kw)
σ
(
θ1 ◦Art−1Fw,3
)
if θ1 : k
×
w,3 → Q
×
p is a primitive
character.
Lemma 4.3.2. Let Vw be a Serre weight at w for the Galois representation r :
GF → GL3(F) and assume that Vw ⊗F Fp is a Jordan–Ho¨lder constituent of the
mod-p reduction of a Deligne–Lusztig representation RθT of GL3(kw), where T is a
maximal torus of GL3/kw and θ : T (kw)→ Q
×
p is a primitive character. Then r|GFw
has a potentially semistable lift with Hodge–Tate weights {−2,−1, 0} and inertial
type rec(θ).
Proof. This is proved in [MP], Theorem 5.5 (cf. also [EGH13], Proposition 2.4.1
and Proposition 7.4.4 in cases (i), (iii)), except when ni = 1 for all i and some
of the characters θi are equal. The exceptional case follows in the same way, by
using the lemma below, which is an extension of [EGH13], Proposition 2.4.1(ii).
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(We recall the idea: by the Deligne–Serre lifting lemma we obtain a global lift r of
the dual r∨ which is attached to an automorphic representation in trivial weight
and dual type (RθT )
∨. Classical local-global compatibility together with the lemma
below shows that r∨|GFw provides the required lift.) 
Suppose n ≥ 1 and let Bn denote the Borel subgroup of GLn of upper-triangular
matrices. Let recFw denote the local Langlands correspondence for GLn(Fw) over
Qp, as in [EGH13], §1.3.
Lemma 4.3.3. Suppose that π is an irreducible admissible representation of GLn(Fw)
over Qp. Assume that π|GLn(OFw ) contains a Jordan–Ho¨lder factor of the GLn(OFw )-
inflation of a principal series representation of the form
(4.3.4) Ind
GLn(kw)
Bn(kw)
(θ1 ⊗ · · · ⊗ θn)
for some characters θi : k
×
w → Q
×
p . Then recFw(π)|IFw ∼=
⊕n
i=1 θi ◦Art−1Fw .
Proof. We indicate how the proof of [EGH13], Proposition 2.4.1(ii) needs to be
adjusted. Recall the pair (I, ρ) described in that proof, which has the property
that Ind
GLn(OFw )
I ρ is isomorphic to the inflation of the representation (4.3.4) to
GLn(OFw). Thus by assumption HomI(ρ, π) 6= 0. By [Roc98], Theorem 7.7 we
deduce that π is a subquotient of Ind
GLn(Fw)
Bn(Fw)
θ˜ for some character θ˜ = θ˜1 ⊗ · · · ⊗
θ˜n with θ˜i|O×
Fw
= θi for all i. Now from [Hen02], §1.9 it follows that if π′ is
another irreducible admissible representation of GLn(Fw), then π, π
′ have the same
supercuspidal support iff recFw(π)|WFw ∼= recFw (π′)|WFw . The claim then follows
from [HT01], §VII.2 (pp. 251f). 
4.4. Serre weights of r in the maximally non-split case. We keep the notation
and assumptions of Section 4.2. In particular, p splits completely in F , there is a
distinguished place w ∈ Sp, and r : GF → GL3(F) is an automorphic, absolutely
irreducible Galois representation. The aim of this section is to almost completely
determine the Serre weights of r atw when r|GFw is maximally non-split and generic.
The techniques of this section follow the strategy of [EGH13], §5, and have been
further pursued in [MP] to cover other cases when r is ordinary at w.
Theorem 4.4.1. Assume that r|GFw is maximally non-split and generic, of the
form
r|GFw ∼
 ωa+1nrµ2 ∗ ∗ωb+1nrµ1 ∗
ωc+1nrµ0
 .
(i) If FL(r|GFw ) /∈ {0,∞} we have
{F (a− 1, b, c+ 1)} ⊆Ww(r) ⊆
⊆ {F (a− 1, b, c+ 1), F (c+ p− 1, b, a− p+ 1)}.
(ii) If FL(r|GFw ) =∞ we have
{F (a− 1, b, c+ 1), F (a, c, b− p+ 1)} ⊆Ww(r) ⊆
⊆ {F (a− 1, b, c+ 1), F (c+ p− 1, b, a− p+ 1), F (a, c, b− p+ 1)}.
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(iii) If FL(r|GFw ) = 0 we have
{F (a− 1, b, c+ 1), F (b+ p− 1, a, c)} ⊆Ww(r) ⊆
⊆ {F (a− 1, b, c+ 1), F (c+ p− 1, b, a− p+ 1), F (b+ p− 1, a, c)}.
Remark 4.4.2. In fact, the proof shows that the containments in (i)–(iii) hold if
we replace Ww(r) by {Serre weights V at w : S(V )mr 6= 0} (for any group U and
subset P ⊆ PU considered in §4.2).
In the remainder of this section we will prove this theorem, except for showing
the existence of the shadow weights F (a, c, b − p + 1), F (b + p − 1, a, c) in parts
(ii) and (iii). We will complete the proof in Proposition 4.5.10. We start with the
following preliminary lemma.
Lemma 4.4.3. Let V ∈Ww(r) be a Serre weight of r at w. Then V is isomorphic
to one of the weights in the following list:
F (b+ p− 1, a− 1, c+ 1), F (a− 1, c+ 1, b− p+ 1), F (c+ p, b, a− p),
F (b+ p− 1, a, c), F (a, c, b− p+ 1),
F (c+ p− 1, b, a− p+ 1), F (a− 1, b, c+ 1).
Proof. Let us write V ∼= F (x, y, z) for a p-restricted weight (x, y, z). By Frobenius
reciprocity the weight F (x, y, z) is a constituent of the principal series Ind
G(kw)
B(kw)
(
ωx⊗
ωy ⊗ ωz). Hence, by Lemma 4.3.2, r|GFw admits a potentially semistable lift of
Hodge–Tate weights {−2,−1, 0} and inertial type θ def= ω˜x ⊕ ω˜y ⊕ ω˜z. Proposi-
tion 2.6.1 implies {x, y, z} ≡ {a, b, c} or {x, y, z} ≡ {a − 1, b, c + 1} as subsets of
Z/(p− 1)Z.
If x− z ≥ p− 2, we conclude by genericity that V belongs to the following list:
F (b+ p− 1, a− 1, c+ 1), F (a− 1, c+ 1, b− p+ 1), F (c+ p, b, a− p),
F (b+ p− 1, a, c), F (a, c, b− p+ 1), F (c+ p− 1, b, a− p+ 1).
If x − z < p − 2, then noting that x + 1, y, z − 1 are distinct modulo p− 1 by
above, the proof of [EGH13], Lemma 6.1.1, shows that V is also a constituent of
the principal series Ind
G(kw)
B(kw)
(
ωz−1 ⊗ ωy ⊗ ωx+1), hence {x+ 1, y, z − 1} ≡ {a, b, c}
or {x + 1, y, z − 1} ≡ {a − 1, b, c + 1} as subsets of Z/(p − 1)Z. We deduce by
genericity that V ∼= F (a− 1, b, c+ 1). 
Proof of Theorem 4.4.1 (modulo the existence of shadows). We first establish the
upper bound on Ww(r) (this is sometimes called “weight elimination”). Let V ∈
Ww(r). Then V is one of the weights appearing in the list of Lemma 4.4.3. We
now prove that the weights F (a − 1, c+ 1, b− p+ 1), F (c + p, b, a− p) and F (b +
p − 1, a − 1, c + 1) cannot be Serre weights of r at w. Indeed, by the proof of
[Her09], Proposition 7.4, it is easily checked that F (b+ p− 1, a− 1, c+ 1)⊗F Fp is
an element of JH
(
R
θ
T
)
, where the maximal torus T verifies T (kw) ∼= k×w,2 × k×w and
θ ∼= ω˜a−1+pb2 ⊗ ω˜c+1. If F (b+p−1, a−1, c+1) is a Serre weight of r then by Lemma
4.3.2, r|GFw has a potentially semistable lift of Hodge–Tate weights {−2,−1, 0} and
inertial type ω˜a−1+pb2 ⊕ ω˜b+p(a−1)2 ⊕ ω˜c+1, which is not possible by Proposition 2.6.3.
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In a similar fashion, the weights F (a−1, c+1, b−p+1)⊗FFp, F (c+p, b, a−p)⊗FFp
appear in JH
(
R
θ
T
)
, where now θ ∼= ω˜b+p(c+1)2 ⊗ω˜a−1, providing a contradiction with
Proposition 2.6.3.
Assume now that FL(r|GFw ) 6= ∞; we claim that the weight F (a, c, b − p + 1)
cannot be a Serre weight of r at w. Again, using [Her09], proof of Proposition
7.4, we see that F (a, c, b − p + 1) ⊗F Fp is an element of JH
(
R
θ
T
)
, where now
θ ∼= ω˜a+1+p(b−1)2 ⊗ ω˜c. By Lemma 4.3.2, r|GFw has a potentially semistable lift of
Hodge–Tate weights {−2,−1, 0} and inertial type ω˜a+1+p(b−1)2 ⊕ ω˜b−1+p(a+1)2 ⊕ ω˜c,
which implies FL(r|GFw ) = ∞ by Proposition 2.6.4. By duality, F (b + p − 1, a, c)
cannot be a Serre weight of r at w if FL(r|GFw ) 6= 0.
By weight cycling we will now deduce that F (a − 1, b, c + 1) ∈ Ww(r). (We
refer to the introduction of [EGH13] for the term “weight cycling” as well as its
history.) Recall the (commuting) Hecke operators T 1, T 2 at w defined in [EGH13],
§4.2. They act on the finite-dimensional F-vector space S(V ) for any Serre weight
V at w. If T i has a non-zero eigenvalue on S(F (c+ p− 1, b, a− p+ 1))mr for some
i, we deduce exactly as in the proof of [EGH13], Corollary 4.5.4 that r|GFw has a
crystalline lift ρ over E, where ρ admits a subrepresentation of Hodge–Tate weight
−(c+p+1) or a quotient of Hodge–Tate weight −(a−p+1). This implies that r|IFw
admits ωc+2 as subrepresentation or ωa as quotient, contradicting our assumptions
on r|GFw . Hence T i act nilpotently on S(V )mr for V = F (c+p−1, b, a−p+1). By
a similar argument the same holds when V = F (b+ p− 1, a, c) or F (a, c, b− p+1).
Suppose that F (a − 1, b, c + 1) /∈ Ww(r). If V def= F (c + p − 1, b, a − p + 1) ∈
Ww(r), then S(V )mr 6= 0 (for suitable U , P). By the previous paragraph we
may apply weight cycling ([EGH13], Proposition 6.1.3(ii)) to the smooth GL3(Fw)-
representation π
def
= S(Uv, V ′)mr (defined just after (4.5.1)) and our weight V . Using
the nilpotency of T 1 (resp. T 2) we see that S(V
′′)mr 6= 0, hence V ′′ ∈ Ww(r), for
at least one weight V ′′ listed there. However, the genericity of r|GFw together with
our upper bound for Ww(r) lets us rule out four out of five weights in each case
and deduce that F (a, c, b − p + 1) ∈ Ww(r) (resp. F (b + p − 1, a, c) ∈ Ww(r)).
But this contradicts the upper bound on Ww(r) we obtained above. Similarly, if
F (b + p− 1, a, c) ∈ Ww(r), then weight cycling with T 2 and genericity imply that
Ww(r) contains F (a, c, b− p+1), contradicting our upper bound. We get a similar
contradiction if F (a, c, b − p + 1) ∈ Ww(r). We conclude that F (a − 1, b, c + 1) ∈
Ww(r).
This ends the proof of Theorem 4.4.1 modulo the existence of shadow weights.

Corollary 4.4.4. In the setting of Theorem 4.4.1, r has an automorphic lift r :
GF → GL3(OE) (after possibly enlarging E) such that r|GFw is crystalline and
ordinary of Hodge–Tate weights {−a− 1,−b− 1,−c− 1}.
Proof. Keeping our notation of the proof of Theorem 4.4.1, consider the Hecke
operators T 1, T 2 acting on S(F (a− 1, b, c+ 1))mr , which is non-zero by the proof
above. If T 1 fails to be invertible on this vector space, then one of the weights F (c+
p, a− 1, b), F (a− 1, c+1, b− p+1) is contained in Ww(r) by [EGH13], Proposition
6.1.3(i). This contradicts the upper bound of Theorem 4.4.1 by genericity, hence
T 1 is invertible on S(F (a − 1, b, c+ 1))mr . The same is true for T 2. Enlarging E
if necessary we can pick simultaneous eigenvalues αi ∈ F× of T i (i = 1, 2) on this
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space. Consider the double coset operators T
(i)
w (i = 1, 2) defined as in Section
4.1 but for our fixed place w|p and let T˜ (1)w def= p−c−1T (1)w , T˜ (2)w def= p−b−c−1T (2)w .
Let T def= TP[T˜ (1)w , T˜
(2)
w ] and consider the homomorphism θ : T → F whose kernel
contains mr and which sends T˜
(i)
w to αi (i = 1, 2). Redefining aw = (a− 1, b, c+1),
the construction in [EGH13], §4.1.1 (replacing the coefficients Zp by OE) gives a
finite free OE-module Waw with a linear action of GL3(OFw ). As aw lies in the
lowest alcove we have S(Waw) ⊗OE F ∼= S(F (a − 1, b, c + 1)). The commutative
OE-algebra T acts naturally on both sides, with T˜
(i)
w acting as T i on the right-hand
side (see [EGH13], §4.4). Using the Deligne–Serre lifting lemma and enlarging E if
necessary we can lift the Hecke eigenvalues θ to S(Waw ) and obtain an automorphic
lift r : GF → GL3(OE) of r such that r|GFw is crystalline of Hodge–Tate weights
{−a − 1,−b − 1,−c − 1}. It is moreover ordinary, i.e. its Hodge and Newton
polygons coincide, using that αi 6= 0 for i = 1, 2 (cf. the proof of [EGH13], Corollary
4.5.4). 
4.5. Local-global compatibility. We keep the notation and assumptions of Sec-
tion 4.2. Suppose that r is as in Theorem 4.4.1. We recall the operators S, S′ ∈
F[GL3(Fp)] obtained from (3.1.1) by setting (a2, a1, a0) = (−c,−b,−a):
(4.5.1)
S
def
=
∑
x,y,z∈Fp
xp−(a−c)zp−(a−b)

 1 x y1 z
1

w˙0,
S′
def
=
∑
x,y,z∈Fp
xp−(b−c)zp−(a−c)

 1 x y1 z
1

w˙0.
As the compact open subgroup U we fixed is unramified at v, we can write U =
G(OF+v )U
v for some compact open subgroup Uv ≤ G(A∞,vF+ ). If W is an OE-
module endowed with an action of
∏
v′∈S+p \{v}
G(OF+
v′
) we define S(Uv,W )
def
=
lim−→Uv S(U
v · Uv,W ), where the limit runs over all compact open subgroups Uv ≤
G(OF+v ). Then S(U
v,W ) has a smooth action of G(F+v ) and hence via ιw of
GL3(Fw) = GL3(Qp). We also define S˜(Uv,W )
def
= lim←−s S(U
v,W/̟sE), which has a
linear action of GL3(Qp). Note that S˜(Uv,W ) is isomorphic to the p-adic comple-
tion of S(Uv,W ), provided W is finitely generated.
We recall that in Section 3 we defined an Iwahori subgroup I of K = GL3(Zp)
and the notation V I,(a2,a1,a0) for any representation V of K over OE and any triple
(a2, a1, a0) ∈ Z3. We note that from the definitions it follows that S˜(Uv, V˜ ′)I,(−b,−c,−a) ∼=
S(Uv, V˜ ′)I,(−b,−c,−a), a finite free OE-module. Recall furthermore that Π =

 1 1
p

.
Theorem 4.5.2. We make the following assumptions:
(i) r|GFw is maximally non-split and generic, of the form
r|GFw ∼
 ωa+1nrµ2 ∗ ∗ωb+1nrµ1 ∗
ωc+1nrµ0
 .
(ii) FL(r|GFw ) 6∈ {0,∞}.
(iii) The OE-dual of S(U
v, V˜ ′)
I,(−b,−c,−a)
mr is free over T, where T denotes the
OE-subalgebra of End
(
S(Uv, V˜ ′)
I,(−b,−c,−a)
mr
)
generated by TP, U1, and U2.
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Then we have the equality
(4.5.3) S′ ◦Π = (−1)a−b · b − c
a− b · FL(r|GFw ) · S
of maps
S(Uv, V ′)[mr]
I,(−b,−c,−a)[U1, U2]→ S(Uv, V ′)[mr]I,(−c−1,−b,−a+1).
Moreover, these maps are injective with non-zero domain. In particular, FL(r|GFw )
is determined by the smooth GL3(Qp)-representation S(Uv, V ′)[mr].
Remark 4.5.4. The proof shows that for any non-zero v ∈ S(Uv, V ′)[mr]I,(−b,−c,−a)[U1, U2],
the K-subrepresentation generated by v and Πv is of the form
F (−c− 1,−b,−a+ 1)—(F (−b+ p− 1,−c,−a)⊕ F (−c,−a,−b− p+ 1))
with socle F (−c−1,−b,−a+1). Together with Proposition 3.1.2 this explains why
there exists a constant x ∈ F× such that S′◦Π = xS on S(Uv, V ′)[mr]I,(−b,−c,−a)[U1, U2].
Proof. Let η : I → O×E denote the character ω˜b ⊗ ω˜c ⊗ ω˜a and set
M
def
= S(Uv, V˜ ′)
I,(−b,−c,−a)
mr
∼= S
(
Uv · I, η ⊗ V˜ ′)
mr
.
We remark that M 6= 0, as S(F (a − 1, b, c + 1))mr 6= 0 and F (a − 1, b, c + 1) is a
Jordan–Ho¨lder factor of IndKI η, and also that M is a finite free OE-module. For
any OE-algebra A we let MA
def
= M ⊗OE A and TA def= T⊗OE A.
Picking a Qp-linear embedding E →֒ Qp, as well as an isomorphism ı : Qp ∼−→ C,
we see that
(4.5.5) MQp
∼=
⊕
π
m(π) · πI,(−b,−c,−a)v ⊗
(
π∞,v
)Uv
,
where the sum runs over irreducible representations π ∼= π∞⊗πv⊗π∞,v of G(AF+)
such that π⊗ıC is a cuspidal automorphic representation of multiplicitym(π) ∈ Z>0
with π∞ ⊗ı C determined by the algebraic representation (V˜ ′)∨ and with Galois
representation rπ lifting r
∨ (cf. [EGH13], Lemma 7.1.6). For any π contributing to
(4.5.5) we have
(a) πv ∼= IndG(Qp)B(Qp)
(
ψb |·|2⊗ψc |·|⊗ψa
)
for some smooth characters ψi : Q×p →
Q
×
p (depending on π) with ψi|Z×p = ω˜−i for i ∈ {a, b, c};
(b) r∨π |GFw is potentially crystalline with Hodge–Tate weights {−2,−1, 0} and
WD(r∨π |GFw )F−ss ∼= ψ−1b ⊕ ψ−1c ⊕ ψ−1a .
Here, part (a) follows from [EGH13], Propositions 2.4.1 and 7.4.4 and (b) follows
from classical local-global compatibility. In particular from (b) we deduce that the
ϕ-eigenvalue on D
Qp,2
st (r
∨
π |GFw )IFw=ω˜
b
equals p2ψb(p)
−1, so from Theorem 2.5.1 and
assumptions (i), (ii) it follows that
(4.5.6) ordp(ψb(p)) = 1 and FL(r|GFw ) =
[
ψb(p)
p
]
.
We also deduce from Corollary 2.4.11 that ordp(p
2ψi(p)
−1) ∈ (0, 2) for i ∈ {a, b, c},
with sum equal to 3. In particular, the eigenvalue of U1 (resp. U2) on π
I,(−b,−c,−a)
v ,
which equals p2ψb(p)
−1 (resp. p3ψb(p)
−1ψc(p)
−1) by Lemma 3.2.8, has positive
valuation. (Note for later reference that this is true even if FL(r|GFw ) ∈ {0,∞}.)
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Note that the image Ta of TP in End(M) is local with maximal ideal the image
of mr. As Ta ⊆ T is a finite ring extension, mr ⊆ rad(T). Since all eigenvalues of
Ui on MQp have positive valuation, we deduce that Ui ∈ rad(T) (i = 1, 2). It then
follows that T is local with maximal ideal m generated by mr, U1, and U2. As TQp
acts faithfully and semisimply on MQp (by (4.5.5)), we see that TQp is semisimple,
hence reduced. In particular, T is reduced.
As U is sufficiently small, our assumptions as well as the statement we want to
prove is insensitive to a finite base change E → E′. Hence, by passing to a finite
extension of E, we may assume that TE ∼= Er for some r > 0.
We have ME =
⊕
pME[pE ], where the sum runs over the minimal primes of
T and pE
def
= pTE. Note that, by the above, TE/pE = E for any such p. Then
ME[pE ] ⊗E Qp is a direct summand of (4.5.5), where π runs over a subset of the
automorphic representations in (4.5.5), and we claim that each πv occurring in this
direct summand is the same. To see this, note that rπ is determined by p, by
using Cebotarev density and classical local-global compatibility at the places in P.
(Note that classical local-global compatibility, which is known only up to Frobenius-
semisimplification, determines tr(rπ |GF
w′
) for w′ ∈ P and that tr(rπ) determines
rπ.) Then we deduce the claim from classical local-global compatibility at w.
By Proposition 3.2.2 we have
(4.5.7) Ŝ′ ◦Π = ψb(p)
p
κ Ŝ
onME [pE ], where κ ∈ Z×p is such that κ ≡ (−1)a−b · b−ca−b mod p and where Ŝ, Ŝ′ ∈
OE[GL3(Fp)] are obtained from (3.2.1) by setting (a2, a1, a0) = (−c,−b,−a).
Let Md
def
= HomOE (M,OE), which is finite free over T by assumption (iii). Fix
any minimal prime p of T. As TE/pE = E we have T/p = OE, so in particular
Md/p is a finite free OE-module. The identity (4.5.7) holds also on M
d
E/pE
∼=
HomE(ME [pE], E) and on its submodule M
d/p. By (4.5.7) and (4.5.6), and since
p + ̟ET = m, we deduce the identity (4.5.3) on (Md/p) ⊗OE F ∼= Md/m, hence
also on MF[m] ∼= HomF(Md/m,F). Now observe that MF ∼= S(Uv, V ′)I,(−b,−c,−a)mr
and hence MF[m] ∼= S(Uv, V ′)[mr]I,(−b,−c,−a)[U1, U2].
We claim that UiΠ(MF[m]) = 0 for i = 1, 2. Let N
def
= S(Uv, V˜ ′)
I,(−c,−a,−b)
mr and
let T′ ⊆ End(N) be the OE-subalgebra generated by TP, U1, and U2. By above,
Π(M [p]) ⊆ N [p′] for the minimal prime p′ of T′ lying over the same prime of TP
as p such that moreover the image of Ui in T′/p′ = OE equals the eigenvalue of Ui
on π
I,(−c,−a,−b)
v . (In fact, Π(M [p]) = N [p′], by reversing the argument.) From the
above, the natural injection M [p]⊗OE F →֒MF[m] is an isomorphism, so Π(MF[m])
is killed by the unique maximal ideal m′ of T′, which contains U1, U2 by the same
argument as for T. This proves the claim. (In fact, if HomOE (N,OE) is moreover
free as T′-module, which is true under the hypotheses of Theorem 5.1.1, then we
even get that Π induces an isomorphism MF[m]
∼−→ NF[m′].)
Now by Theorem 4.4.1(i) and [EGH13], Lemma 7.4.3 any irreducibleK-subrepresentation
of S(Uv, V ′)mr is isomorphic to F (−c−1,−b,−a+1) or F (−a+p−1,−b,−c−p+1).
Thus by Corollary 3.1.12(i), if v ∈ MF[m] is non-zero, then 〈Kv〉F is the unique
quotient of IndKI
(
ω−b ⊗ ω−c ⊗ ω−a) with socle F (−c − 1,−b,−a + 1). By [Le],
Proposition 2.2.2 we see that 〈Kv〉F is the uniserial length 2 representation of
shape F (−c − 1,−b,−a + 1)—F (−b + p − 1,−c,−a). A similar argument shows
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that 〈KΠv〉F is the uniserial length 2 representation of shape F (−c − 1,−b,−a+
1)—F (−c,−a,−b− p+ 1). In particular, Sv 6= 0 by Proposition 3.1.2. 
Remark 4.5.8. Theorem 4.5.2 holds equally well if we replace T in the statement
and proof by the subalgebra T2 ⊆ T generated by TP and U2. Assumption (iii) will
be verified in Section 5 both for T2 and for T, under suitable hypotheses. The same
comments apply for the subalgebra Ta ⊆ T, provided Ww(r) = {F (a− 1, b, c+ 1)}
(see Remark 5.3.5).
Remark 4.5.9. Theorem 4.5.2 holds if we replace assumption (iii) by either of the
following two statements:
(iii′) dimF S(U
v, V ′)[mr]
I,(−b,−c,−a)[U1, U2] = 1;
(iii′′) dimF S(U
v, V ′)[mr]
I,(−b,−c,−a) = 1.
It suffices to note that (iii′′) ⇒ (iii′) ⇒ (iii). The first implication is obvious. For
the second, we have dimFM
d/m = dimFMF[m] = 1, in the notation of the proof.
As in the proof, we may assume that T/m = F. By Nakayama’s lemma, we have
a surjective T-linear map T ։ Md, which has to be an isomorphism, as Md is a
faithful T-module. (Note that assumption (iii′′) even implies that Ta = T.)
We now establish the existence of shadow weights in Theorem 4.4.1, thereby
completing the proof of that theorem.
Proposition 4.5.10. Suppose r satisfies assumption (i) of Theorem 4.5.2.
(i) If FL(r|GFw ) =∞ then F (a, c, b− p+ 1) ∈ Ww(r).
(ii) If FL(r|GFw ) = 0 then F (b+ p− 1, a, c) ∈Ww(r).
Remark 4.5.11. Suppose that r is as in Proposition 4.5.10(i). Then the proof
below shows that for some non-zero v ∈ S(Uv, V ′)[mr]I,(−b,−c,−a)[U1, U2], the K-
subrepresentation generated by v and Πv is of the form
F (−b+ p− 1,−c,−a)⊕ (F (−c− 1,−b,−a+ 1)—F (−c,−a,−b− p+ 1)).
In particular, Sv = 0, S′Πv 6= 0. Similar remarks apply in case FL(r|GFw ) = 0.
Proof. (i) We follow the proof of Theorem 4.5.2, noting that with our current
assumption only three things change: (a) we get ordp(ψb(p)) < 1 instead of (4.5.6),
(b) the natural injection M [p]⊗OE F →֒ MF[m] need not be an isomorphism, and
(c) we only know that 〈Kv〉F (for non-zero v ∈MF[m]) is a quotient of the uniserial
representation of shape F (−c−1,−b,−a+1)—F (−b+p−1,−c,−a). From (a) we
deduce that Ŝ = pψb(p)κ
−1 Ŝ′◦Π onME [pE ], so Sv = 0 for some non-zero v ∈MF[m]
(but maybe not all, see (b)). Then (c) together with Proposition 3.1.2 implies that
〈Kv〉F ∼= F (−b+p− 1,−c,−a) for such v. In particular, F (a, c, b−p+1) ∈ Ww(r).
Part (ii) is analogous. 
5. Freeness over the Hecke algebra
In this section, we prove Theorem 5.1.1, which states that the dual
HomOE (S(U
v, V˜ ′)
I,(−b,−c,−a)
mr ,OE)
of the space of automorphic forms is free over a Hecke algebra under certain con-
ditions on Uv and r (and V˜ ′ and mr are as defined in Section 4.2).
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5.1. The setup. As before, let F/Q be a CM field in which p splits completely,
and let F+ be its maximal totally real subfield. Assume moreover:
(i) F/F+ is unramified at all finite places.
Fix a place w|p of F , and let v def= w|F+ . Let r : GF → GL3(F) be a Galois
representation with r|GFw maximally non-split and generic as in Theorem 4.5.2(i),
satisfying the following additional properties:
(ii) r is unramified at all finite places not dividing p;
(iii) r is Fontaine–Laffaille and regular at all places dividing p;
(iv) r has image containing GL3(k) for some k ⊆ F with #k > 9;
(v) F
ker ad r
does not contain F (ζp).
Note that condition (iv), which is stronger than the usual condition of adequacy
(see Definition 2.3 of [Tho12]), allows us to choose a finite place v1 of F
+ which is
prime to p satisfying the following properties (see Section 2.3 of [CEG+16]):
◦ v1 splits in F as v1 = w1wc1;
◦ v1 does not split completely in F (ζp);
◦ r(Frobw1) has distinct F-rational eigenvalues, no two of which have ratio
(Nv1)
±1.
We choose a unitary group G/F+ and a model G/OF+ as in §4.1. We note that G
is automatically quasi-split, hence unramified by (i), at all finite places, as we are
in odd rank. (See the proof of [BC09], Lemma 6.2.4.) Let Uv =
∏
v′ 6=v
Uv′ ≤ G(A∞,vF+ )
be a compact open subgroup satisfying the following properties:
(vi) Uv′ = G(OF+
v′
) for all places v′ which split in F other than v1 and those
dividing p;
(vii) Uv1 is the preimage of the upper-triangular matrices under the map
G(OF+v1
)→ G(kv1 ) ∼−→ιw1 GL3(kw1);
(viii) Uv′ is a hyperspecial maximal compact open subgroup of G(F
+
v′ ) if v
′ is
inert in F .
The choice of Uv1 implies that U
vUv is sufficiently small in the sense of Section 4.1
for any compact open subgroup Uv of G(F
+
v ).
As in Section 4.2 suppose that for each w′ ∈ Sp \ {w,wc} we are given a p-
restricted triple aw′ = (aw′,2, aw′,1, aw′,0) ∈ Z3 such that aw′,i+ aw′c,2−i = 0 for all
0 ≤ i ≤ 2 and all w′ ∈ Sp \ {w,wc}. Suppose moreover that aw′,2 − aw′,0 < p− 3,
for all w′ ∈ Sp \ {w,wc}, a slightly stronger condition than before. Recall that we
defined V ′ =
⊗
v′∈S+p \{v}
Fav′ and V˜
′ =
⊗
v′∈S+p \{v}
Wav′ .
Let P denote the set of finite places w′ of F that split over F+ and do not divide
p or v1, and define the maximal ideal mr of TP as in Section 4.2. We make the
additional automorphy assumption:
(ix) S(Uv, V ′)mr is non-zero.
By Theorem 4.4.1 this implies S(UvG(OF+v ), V
′ ⊗ F (a − 1, b, c + 1))mr 6= 0 and
hence also assumptions (ii)–(iii) above. Just as in the proof of Theorem 4.5.2 it
also implies that S(Uv, V˜ ′)
I,(−b,−c,−a)
mr 6= 0.
Let Ta (resp. T) denote the OE-subalgebra of
End(S(Uv, V˜ ′)
I,(−b,−c,−a)
mr )
∼= End((S(Uv, V˜ ′)I,(−b,−c,−a)mr )d)
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generated by TP (resp. TP, U1, and U2). Here the subscript “a” stands for the
“anemic” Hecke algebra, and the superscript “d” denotes the Schikhof dual (see
Section 1.8 of [CEG+16]). Note that Ta and T are local OE-algebras (see the proof
of Theorem 4.5.2).
Theorem 5.1.1. Let r be as in Theorem 4.5.2(i) with FL(r|GFw ) 6= ∞. Assume
(i)–(ix) in the setup above. Then
(S(Uv, V˜ ′)
I,(−b,−c,−a)
mr )
d
is free over T.
Because of the following lemma, we may assume in the proof of Theorem 5.1.1
that E is as large as we like. (In fact, for the remainder of this section it will suffice
to assume that E is large enough such that Ta[1/p] ∼= Er for some r and that
T/mT = F.)
Lemma 5.1.2. Suppose that M is a finite free OE-module and that A is a local
OE-algebra acting faithfully on M with A/mA = F. If E′/E is a finite extension
and M ⊗OE OE′ is free over A⊗OE OE′ , then M is free over A.
Proof. As A/mA = F we deduce that A⊗OEOE′ is local with residue field OE′/mE′.
Pick any surjection f : Ad ։M with d minimal. It is easy to see that f ⊗OE OE′
is an isomorphism, hence so is f . 
5.2. The Taylor–Wiles method. Let S be the set of places S+p ∪ {v1}. For each
place v′ in S, fix a place v˜′ of F lying over v′ and let S˜ be the set of these places v˜′.
We will assume that v˜ = w. For places w′ in F , let Rw′ be the universal OE-lifting
ring of r|∨GF
w′
. For w′ ∈ Sp \ {w,wc} let ψw′ = aw′ ∈ Z3 and let R,ψw′w′ be the
framed crystalline deformation ring for r|∨GF
w′
of Hodge–Tate weights ψw′+(2, 1, 0).
Let δF/F+ denote the quadratic character of F/F
+. Consider the deformation
problem
S
def
= (F/F+, S, S˜,OE, r
∨, ε−2δF/F+ , {Rv˜1} ∪ {R
,ψv˜′
v˜′ }v′|p,v′ 6=v ∪ {Rv˜ })
in the terminology of [CHT08, §2.3]. There is a universal deformation ring Runiv
S
and a universal S-framed deformation ring RS
S
in the sense of [CHT08, §2.2]. (We
work with deformations of r∨ to be consistent with [CEG+16]. Note that r∨(Frobw)
is used in our definition of mr in §4.2.)
Let
Rloc
def
= ⊗̂v′|p,v′ 6=vR,ψv˜′v˜′ ⊗̂Rv˜ ⊗̂Rv˜1 ,
where all completed tensor products are taken over OE . Choose an integer q ≥
3[F+ : Q] as in Section 2.6 of [CEG+16]. We introduce the local ring
R∞
def
= Rloc[[x1, . . . , xq−3[F+:Q]]],
over which [CEG+16] constructs a patched module of automorphic forms. Let
τ
def
= IndKI (ω˜
−b⊗ ω˜−c⊗ ω˜−a)⊗Zp OE be the natural OE-lattice in a principal series
type over E. In the following we will identify G(F+v ) with GL3(Qp) and G(OF+v )
with K = GL3(Zp) via ιw. We collect some results from [CEG+16].
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Theorem 5.2.1. There exist a map
S∞
def
= OE [[z1, . . . , z9#S, y1, . . . , yq]]→ R∞
and an R∞[[K]]-module M∞ together with a compatible GL3(Qp)-action, satisfying
the following properties. For a finitely generated OE-module W with continuous
K-action, let M∞(W ) denote Hom
cont
K (W,M
∨
∞)
∨, where ·∨ denotes the Pontryagin
dual.
(i) M∞ is a finitely generated projective S∞[[K]]-module. In particular, if W
is p-torsion free, then M∞(W ) is a finite free S∞-module.
(ii) Suppose that W [1/p] is a locally algebraic type (as defined in [CEG+16],
§4 ). Assume that M∞(W ) is non-zero and let SpecR∞(W ) be its sup-
port in SpecR∞. Then M∞(W ) is a maximal Cohen–Macaulay R∞(W )-
module and M∞(W )[1/p] is a projective R∞(W )[1/p]-module.
(iii) Let a
def
= (z1, . . . , z9#S , y1, . . . , yq) be the augmentation ideal of S∞. There
is a natural GL3(Qp)-equivariant identification
(M∞/a)
d ∼= S˜(Uv, V˜ ′)mr ,
which induces a GL3(Qp)-equivariant identification
(M∞(τ)/a)
d ∼= S(Uv, V˜ ′)I,(−b,−c,−a)mr .
Furthermore, there is a surjection R∞ ։ Ta so that the latter identification
is R∞-equivariant.
(iv) Let ℘r denote the prime ideal of R∞ corresponding to an OE-point of
SpecTa and by abuse, the corresponding prime ideal of TP. By abuse, let
mr also denote the maximal ideal of R∞. Then
(M∞(τ)/℘r)
d ∼= S(Uv, V˜ ′)[℘r]I,(−b,−c,−a)
and
(M∞(τ)/mr)
∨ ∼= S(Uv, V ′)[mr]I,(−b,−c,−a).
Note that if W is p-torsion free, we have M∞(W ) ∼= HomcontK (W,Md∞)d by
Remark 4.15 of [CEG+16].
Proof. The construction of M∞ is in Section 2.8 of [CEG
+16], except that we
allow the Hodge–Tate weights ψv˜′ to depend on v
′, and we do not include Hecke
operators at v1 in our Hecke algebras. Without these Hecke operators, the rank of
M∞(W )[1/p] as a projective R∞(W )[1/p]-module in part (ii) is greater than one.
Otherwise, the necessary modifications are minor and straightforward. The map
S∞ = OE [[z1, . . . , z9#S, y1, . . . , yq]]→ R∞
and the module M∞ are defined in Section 2.8 of [CEG
+16]. Part (i) follows from
Proposition 2.10 and the proof of Lemma 4.18(1) of [CEG+16]. Part (ii) follows
from Lemma 4.18(1) of [CEG+16].
The first identification in (iii) follows from Corollary 2.11 of [CEG+16]. For the
second identification, we have
(M∞(τ)/a)
d ∼= HomcontK (τ,Md∞)[a] ∼= HomcontK (τ, (M∞/a)d)
∼= ((M∞/a)d)I,(−b,−c,−a),
where the first isomorphism follows from Remark 4.15 of [CEG+16] and the final
isomorphism follows from Frobenius reciprocity.
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We now define the map R∞ ։ Ta. The surjection R∞ ։ Ta comes from
the construction in Section 2.8 of [CEG+16], as we now explain. We will freely
use the notation of Section 2.8 of [CEG+16] with the caveat that we exclude the
Hecke operators at v1 from our Hecke algebras (which allows us to deduce that
the maps from R∞ to our Hecke algebras are surjections). The patching argument
produces compatible tuples (φ,M, ψ, α) of all levels N ≥ 1. Since the intersection
∩NdN is 0, by completeness, the maps φ : R∞ ։ RunivS /dN induce a surjection
R∞ ։ R
univ
S
. Furthermore, in the paragraph before Corollary 2.11 of [CEG+16],
a map Runiv
S
→ TSpξ,τ (Up,O)m is described as the inverse limit of maps RunivS →
TSpξ,τ (Um,O)m (or equivalently of maps R
univ
S
→ TSpξ,τ (U2N ,O/̟N )m) at finite level.
Using the explicit generators given by the surjection TSp,univ ։ TSpξ,τ (U
p,O)m (again
for us with operators at v1 excluded) and Proposition 3.4.4(2) of [CHT08], each
of these maps at finite level is surjective. By completeness, the map Runiv
S
→
TSpξ,τ (U
p,O)m is surjective. We conclude that the composition R∞ → RunivS →
TSpξ,τ (U
p,O)m is surjective. Composing with the natural map T
Sp
ξ,τ (U
p,O)m ։ Ta
gives a surjective homomorphism R∞ ։ Ta.
The proof of Corollary 2.11 of [CEG+16] shows that the first identification of (iii)
is R∞-equivariant, with R∞ acting via the map R
univ
S
→ TSpξ,τ (Up,O)m on the right-
hand side, since at each finite level N , the map ψ : M/a
∼−→ S˜ξ,τ (U2N ,O/̟N)m
is R∞-equivariant, with R∞ acting via the map R
univ
S
→ TSpξ,τ (U2N ,O/̟N)m on the
right-hand side. This shows that the second identification is also R∞-equivariant,
with R∞ acting on the right-hand side via the map R∞ ։ Ta constructed above.
Part (iv) follows from part (iii), noting that a ⊆ ker(R∞ → Ta) by part (iii). 
Let R be the R∞-subalgebra of EndR∞(M∞(τ)) generated by U1 and U2.
Lemma 5.2.2. The ring R is local with maximal ideal (mr, U1, U2).
Here, by abuse, mr denotes the image of the maximal ideal of R∞ in R.
Proof. As M∞(τ) is a finitely-generated R∞(τ)-module, we deduce that the ring
extension R∞(τ) ⊆ R is finite, hence mr ⊆ rad(R). In particular, a ⊆ rad(R),
hence also
√
aR ⊆ rad(R). By Theorem 5.2.1(iii), the action of R∞/a on M∞(τ)/a
factors through Ta, hence the action of R/a on M∞(τ)/a factors through T, giving
rise to a surjective homomorphism R/a ։ T. As the action of R on M∞(τ) is
faithful, the R/a-module M∞(τ)/a has full support by [Tay08, Lemma 2.2] (i.e.,
is nearly faithful in the terminology of [Tay08]). Since T is reduced, we get an
induced isomorphism (R/a)red
∼−→ T. It follows that R is local, and Ui ∈ mR, as
Ui ∈ mT by the proof of Theorem 4.5.2 (i = 1, 2). It is then easy to see that
mR = (mr, U1, U2). 
We now show that Theorem 5.1.1 follows from the following theorem.
Theorem 5.2.3. Let r be as in Theorem 4.5.2(i) with FL(r|GFw ) 6= ∞. The
module M∞(τ) is finite free over R.
Proof of Theorem 5.1.1. AsM∞(τ) is finite free overR by Theorem 5.2.3,M∞(τ)/a
is finite free over R/a. Hence the natural surjection R/a ։ T considered in the
proof of Lemma 5.2.2 is an isomorphism. We conclude by Theorem 5.2.1(iii). 
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5.3. The Diamond–Fujiwara trick. In this section, we prove Theorem 5.2.3
using the method of Diamond and Fujiwara. Let B ⊆ GL3/Zp be the algebraic sub-
group of upper-triangular matrices. For a dominant character λ of B, let WOE (λ)
be the algebraic induced module ( IndGL3B w0λ)
alg ⊗Zp OE , considered as represent-
ation of K = GL3(Zp). (This is the characteristic 0 version of the module defined
in Section 3.) Let W
def
= WOE (−c− 1,−b,−a+ 1).
Proposition 5.3.1. The module M∞(W ) is non-zero and finite free over its sup-
port in R∞.
Proof. Note that F (−c−1,−b,−a+1)∼=W⊗OEF by Proposition 3.18(ii) of [Her09].
Hence M∞(W ) 6= 0 by Theorem 4.4.1, Theorem 5.2.1(iii), as well as Proposition
5.1.1 in [Le]. Let ψv˜
def
= (a− 1, b, c+ 1) and
R∞(W )
′ def= ⊗̂v′|pR,ψv˜′v˜′ ⊗̂Rv˜1 [[x1, . . . , xq−3[F+:Q]]],
where R,ψv˜v˜ is the framed crystalline deformation ring for r|∨GFv˜ of Hodge–Tate
weights ψv˜ + (2, 1, 0). Then M∞(W ) is supported on SpecR∞(W )
′ by Lemma
4.17(1) of [CEG+16]. (Note the dual in the definition of “Hodge–Tate weights
prescribed by σalg” in Section 4 of [CEG
+16].) By the proof of Lemma 4.18 of
[CEG+16],M∞(W ) is a maximal Cohen–MacaulayR∞(W )
′-module. By the choice
of v1, R

v˜1
is formally smooth over OE , see Lemma 2.5 of [CEG
+16]. By Lemma
2.4.1 of [CHT08], R
,ψv˜′
v˜′ is formally smooth over OE for all v
′|p. As R∞(W )′ is a
regular local ring, M∞(W ) is a projective and hence free R∞(W )
′-module by the
Auslander–Buchsbaum–Serre theorem and the Auslander–Buchsbaum formula. 
Let n be the (free) rank of M∞(W ) over its support.
Lemma 5.3.2. Let r be as in Theorem 4.5.2(i) with FL(r|GFw ) 6= ∞. The R-
module M∞(τ) is generated by n elements.
Proof. Let τ
def
= τ⊗OEF. By Nakayama’s lemma, it suffices to show thatM∞(τ )/(mr, U1, U2)
has dimension n. Consider
(M∞(τ )/(mr, U1, U2))
∨ ∼= HomK(τ ,M∨∞)[mr, U1, U2]
∼= HomK(τ ,M∨∞[mr])[U1, U2]
∼= HomK(τ/M,M∨∞)[mr]
∼= (M∞(τ/M)/mr)∨,
where the third isomorphism holds by Lemma 3.1.11, and where M is the minimal
subrepresentation of τ containing F (−c,−a,−b−p+1) and F (−a+p−1,−b,−c−
p + 1) as Jordan–Ho¨lder factors. By the isomorphism M∞(τ )/(mr, U1, U2) ∼=
M∞(τ/M)/mr, it suffices to show that M∞(τ/M)/mr has dimension n. By Propo-
sition 2.2.2 of [Le] and Theorem 4.4.1, M is of length 3 and (τ/M)∨ contains no
element of Ww(r) other than F (a− 1, b, c+ 1). Hence by Proposition 5.1.1 of [Le],
the natural inclusion M∞(F (−c− 1,−b,−a+1)) →֒M∞(τ/M) is an isomorphism.
We conclude that the maps
M∞(W )/mr →M∞(F (−c− 1,−b,−a+ 1))/mr →M∞(τ/M)/mr
are isomorphisms of n-dimensional F-vector spaces, by definition of n. 
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Proof of Theorem 5.2.3. By Lemma 5.3.2, we can and do fix a surjection Rn ։
M∞(τ) with kernel P . This induces an exact sequence
(5.3.3) 0→ P [1/p]→ (R[1/p])n →M∞(τ)[1/p]→ 0.
We now freely use the notation of Section 4 of [CEG+16]. First, we note that
R∞(τ)[1/p] → R[1/p] is an isomorphism by Theorem 4.1 and Lemma 4.17(2) of
[CEG+16]. Note that while the construction of M∞ is slightly different in this
paper, the proof of Lemma 4.17(2) still applies verbatim.
By Proposition 2.4.7 of [EGH13] (and its easy converse) τ⊗OEQp is an irreducible
smooth representation of K that is associated to the inertial type ω˜−b⊕ ω˜−c⊕ ω˜−a
by the inertial local Langlands correspondence ([CEG+16], Theorem 3.7). Hence
by Theorem 5.2.1(ii), M∞(τ)[1/p] is a projective R∞(τ)[1/p]-module. We claim
that it is of constant rank n. The rank is clearly no larger than n by (5.3.3).
Thus it suffices to show that each irreducible component of Spec(R∞(τ)[1/p]), or
equivalently of SpecR∞(τ), contains an E-point over which the fiber ofM∞(τ)[1/p]
has E-dimension at least n.
First, we claim that each irreducible component Z of SpecR∞(τ) has an E-
point in the closed subscheme SpecTa. Indeed as M∞(τ) is finite free over S∞ by
Theorem 5.2.1(i), R∞(τ) is a subring of a matrix ring over S∞ and hence a finite
torsion-free S∞-module. From this, we see that R∞(τ) is Cohen–Macaulay and in
particular equidimensional. As Z → SpecS∞ is a finite map between irreducible
schemes of the same dimension, it is surjective. In particular, the base change
Z ×SpecS∞ Spec(S∞/a) ⊆ SpecR∞(τ)/a has a non-empty generic fibre. Just as in
the proof of Lemma 5.2.2, we have an isomorphism (R∞(τ)/a)red
∼−→ Ta. Since E
is sufficiently large, Spec(Ta[1/p]) is a union of copies of SpecE. We conclude that
the underlying reduced subscheme of the generic fiber of Z ×SpecS∞ Spec(S∞/a) is
a non-empty union of copies of SpecE in SpecTa.
Second, we claim that for each OE-point of SpecTa with corresponding prime
ideal ℘r, M∞(τ)/℘r has generic rank at least n. Let M be the minimal sub-
representation of τ containing F (−c − 1,−b,−a + 1) as a Jordan–Ho¨lder factor.
By Proposition 2.2.2 of [Le] and Theorem 4.4.1, (τ/M)∨ contains no element of
Ww(r). By Proposition 5.1.1 of [Le], the natural map M∞(M) → M∞(τ ) is an
isomorphism. The natural surjection M∞(M)։M∞(F (−c− 1,−b,−a+1)) gives
a surjection M∞(τ ) ։ M∞(F (−c − 1,−b,−a + 1)), and therefore a surjection
M∞(τ )/mr ։M∞(F (−c−1,−b,−a+1))/mr. SinceM∞(F (−c−1,−b,−a+1))/mr
has dimension n by definition of n, M∞(τ )/mr has dimension at least n. For any
OE-point of SpecTa with corresponding prime ideal ℘r, M∞(τ)/℘r is p-torsion free
by Theorem 5.2.1(iv) and so has generic rank at least n.
As M∞(τ)[1/p] is projective of rank n over R[1/p] (∼= R∞(τ)[1/p]), we conclude
by (5.3.3) that P [1/p] is projective of rank 0 and hence 0. As R is p-torsion free,
P is 0. 
Let R2 be the R∞-subalgebra of EndR∞(M∞(τ)) generated by U2, and let T2
be the OE-subalgebra of End(S(U
v, V˜ ′)
I,(−b,−c,−a)
mr ) generated by T
P and U2.
Theorem 5.3.4. Let r be as in Theorem 4.5.2(i)–(ii). We have R2 = R and
T2 = T, i.e. U1 ∈ R2 and U1 ∈ T2. Moreover, S(Uv, V ′)[mr]I,(−b,−c,−a)[U2] =
S(Uv, V ′)[mr]
I,(−b,−c,−a)[U1, U2].
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Proof. The argument for Theorem 5.2.3 goes through to show that the module
M∞(τ) is also finite free over R2, and the free rank is the same as for R. (The
main thing that changes in the proof is that the analogue of M in the proof of
Lemma 5.3.2 now has length 2, and we need that FL(r|GFw ) 6∈ {0,∞} in order to
deduce that (τ/M)∨ contains no element of Ww(r).) Now R2 ⊆ R is a finite ring
extension, hence mR ∩R2 = mR2 . As E is sufficiently large, the residue fields of R2
andR are both equal to F. It follows that the surjectionM∞(τ)/mR2 ։M∞(τ)/mR
is an isomorphism. Therefore any R2-basis ofM∞(τ) is also an R-basis, so R2 = R.
The other claims follow. 
Remark 5.3.5. IfWw(r) = {F (a−1, b, c+1)}, then we even deduce (by the same ar-
gument) thatR∞(τ) = R, Ta = T, and that U1, U2 annihilate S(Uv, V ′)[mr]I,(−b,−c,−a).
Remark 5.3.6. The analogues of all the above results in this section hold for the
“dual” lattice τ ′
def
= IndKI (ω˜
−c ⊗ ω˜−a ⊗ ω˜−b)⊗Zp OE , provided one interchanges U1
with U2 and the condition FL(r|GFw ) 6=∞ with FL(r|GFw ) 6= 0.
We now show that Theorem 4.5.2 applies to Galois representations of any possible
invariant outside 0, ∞.
Theorem 5.3.7. Suppose that ρ : GQp → GL3(F) is upper-triangular, maximally
non-split, and generic. Then, after possibly replacing F by a finite extension, there
exist a CM field F , a Galois representation r : GF → GL3(F), a place w|p of
F , groups G/F+ and G/OF+ , and a compact open subgroup U
v (where v = w|F+)
satisfying all hypotheses of the setup in Section 5.1 such that r|GFw ∼= ρ.
In particular, if FL(ρ) 6∈ {0,∞}, Theorem 4.5.2 applies to r.
Proof. We suppose that ρ is as in (2.1.1) with (a2, a1, a0) = (a, b, c). We note that
ρ satisfies the two hypotheses of [CEG+16], §2.1: p ∤ 6 by genericity, and ρ has
a potentially diagonalizable lift of regular weight: for example, by Corollary 4.4.4
or by [GG12], Lemma 3.1.5 there exists a crystalline lift with distinct Hodge–Tate
weights in the Fontaine–Laffaille range. Therefore the procedure of [CEG+16], §2.1,
building on [EG14], §A, yields a “suitable globalization” r : GF → GL3(F) (after
possibly replacing F) for a CM field F with F/F+ unramified at all finite places.
For each place v′ ∈ S+p there exists a place v˜′ of F lying over v′ with Fv˜′ = Qp and
r|GF
v˜′
∼= ρ, which is Fontaine–Laffaille and regular. We see that hypotheses (ii)–(v)
in §5.1 are satisfied.
Choose a unitary group G with integral model G as in §5.1. Fix any v ∈ S+p ,
let w
def
= v˜, and define V˜ ′ =
⊗
v′∈S+p \{v}
Wav′ with av˜′ = (a − 1, b, c + 1) for any
v′ ∈ S+p \ {v}. There exists a compact open subgroup U =
∏
v′ Uv′ ≤ G(A∞F+) with
Uv′ = G(OF+
v′
) (resp. Uv′ hyperspecial) for all places v
′ which split (resp. are inert)
in F such that S(Uv, V˜ ′)mr 6= 0, where P and mr are defined as in §5.1. (Note that
a priori the proof of [EG14], Corollary A.7 does not give us any information about
the type (λ, τ) in [EG14], Definition 5.3.1. However, we can get the desired type
by choosing appropriate lifts locally at places dividing p in applying [BLGGT14],
Theorem 4.3.1 in the proof of [EG14], Lemma A.5.) By choosing a place v1 and
redefining Uv1 as in §5.1, we see that hypothesis (ix) in §5.1 is satisfied. 
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A. Some integral p-adic Hodge theory
The first aim of this appendix is to collect some results in integral p-adic Hodge
theory. Several of these are slight generalizations of known results in the literature,
incorporating coefficients and descent data. The second aim of the appendix is to
prove some lemmas and propositions of Sections 2.2 and 2.3.
A.1. On certain categories of torsion modules. The goal of this section is
to recall the definition of various categories of p-torsion modules with additional
structures (Breuil modules, Kisin modules, φ-modules) and the relations between
them.
Recall that K0 = W (k)[
1
p ] and that K = K0(̟), where ̟ =
e
√−p and e ≥
1 divides p[k:Fp] − 1. Also recall our definitions of Sk = k[u]/uep and SW (k) in
Section 2.2. We will always suppose that 0 ≤ r ≤ p − 2. For the purpose of
establishing Proposition 2.2.1 we will consider general e, but sometimes we will
specialize to e = 1. We hope that this will not cause any confusion.
If A is any additive category we let F-A denote the F-linear additive category
whose objects consist of pairs (A, i), where A ∈ A and F → End(A) is a ring
homomorphism (the morphisms are the obvious ones). We will often use below,
without further comment, that a functor A→ B of additive categories gives rise to
a functor F-A→ F-B.
We consider the general setting of §2.2.1. In particular, we write BrModr to
denote the category of Breuil modules over Sk and BrMod
r
0 for the category of
Breuil modules without monodromy (also called quasi-Breuil modules), defined in
the evident way. Note that these categories are respectively denoted by M˜
r
, M˜
r
0 in
[Car06], [Bre99b].
In [Bre99a], §2.2.1 (cf. also [Car06], §2.1) the authors introduce certain categories
of modules, noted as Mr, Mr0. We actually only consider their full subcategories
formed by p-torsion objects, though we keep the same notation. The objects of these
subcategories are finite free modules over SW (k)/pSW (k). We have the following
commutative diagram:
M
r

T
∼
// BrModr

M
r
0
T0
∼ // BrModr0
where the functors T, T0 inducing equivalences of categories are defined in [Bre98],
§2.2.2 when e = 1 and [Car06], §2.3 in general, and the vertical arrows are forgetful
functors. (Strictly speaking, this diagram and the ones that follow only commute
up to equivalence.)
Choose a sequence (pn)n ∈ QNp verifying ppn+1 = (−1)p−1pn for all n and p0 def=
−p, so NK0(pn+1)/K0(pn)(pn+1) = pn. Let k((p)) be the field of norms associated to
the extension (K0)∞/K0, where (K0)∞
def
= ∪n∈NK0(pn), and let k[[p]] be its ring of
integers. In particular, p is identified with the sequence (pn)n. We write Mod
r
k[[p]]
for the category of (φ, k[[p]])-modules of height ≤ r defined in [Bre99b], §2.3.
We have an equivalence of categories:
MS : Mod
r
k[[p]]
∼−→BrModr0
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(cf. [Bre99b], §4, where the functor is noted by Θ˜r).
We finally define the category Modk((p)) of e´tale (φ, k((p)))-modules as the cat-
egory of finite-dimensional k((p))-vector spaces D endowed with a semilinear map
φ : D→ D (with respect to the Frobenius on k((p))) and inducing an isomorphism
φ∗D→ D (with obvious morphisms between objects).
By work of Fontaine [Fon90], we have an exact anti-equivalence
F-Modk((p))
∼−→ RepF(G(K0)∞)
D 7−→ Hom(D, k((p))sep).
When e = 1 we have the fully faithful embedding Fr : FL
[0,r]−→BrModr0 of
[Bre99b], §5 (via the equivalence T0 above). By composition we obtain a fully
faithful functor
F-FL[0,r]
F
))
Fr // F-BrModr0 F-Mod
r
k[[p]]
MS
∼
oo // F-Modk((p)),
where the last functor in the sequence is localization at p (which is fully faithful by
[Bre99b], Proposition 2.3.7).
We are now going to define the analogous categories and functors with descent
data. Recall that ̟ = e
√−p ∈ K. There is a unique sequence (̟n)n ∈ QNp
such that ̟en = pn, ̟
p
n+1 = (−1)p−1̟n for all n, and ̟0 def= ̟. In particular,
NK(̟n+1)/K(̟n)(̟n+1) = ̟n. By letting K∞
def
= ∪n∈NK(̟n) we have a canonical
isomorphism Gal(K∞/(K0)∞)
∼−→ Gal(K/K0) which lets us identify ω̟ with a
character of Gal(K∞/(K0)∞).
As ̟e = p and e divides |k×|, the field of norms k((̟)) associated to K∞/K is a
cyclic extension of k((p)) of degree e. Note that Gal(K∞/(K0)∞) ∼= Gal(k((̟))/k((p)))
acts on k((̟)); concretely this action is determined by g · ̟ = ω̟(g)̟ for g ∈
Gal(K∞/(K0)∞).
We write Modrk[[̟]] for the category of (φ, k[[̟]])-modules of height ≤ r, de-
scribed in [Car11], §2.1 (where it is denoted by Modφ
/S˜
). By [Car11], The´ore`me
2.1.2 (building on Breuil [Bre99b], The´ore`me 4.1.1) we have an exact equivalence
of categories
MS : Mod
r
k[[̟]]
∼−→BrModr0.
We define in the evident way the category Modrk[[̟]], dd consisting of (φ, k[[̟]])-
modules endowed with a descent data from K to K0, i.e. a semilinear action of
Gal(K∞/(K0)∞) that commutes with φ (the morphisms now being required to be
compatible with the descent datum).
Lemma A.1.1. There exists an exact covariant functor
MS : F-Mod
r
k[[̟]], dd → F-BrModrdd,0
which establishes an equivalence of categories.
Here, the category F-BrModrdd,0 has the same definition as F-BrMod
r
dd, except
that we drop monodromy.
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Proof. We may assume that F = Fp. By above we only need to check compatibility
with the descent data. For this we follow the strategy outlined in [EGH13], proof
of Proposition 3.2.6. More precisely, given an object M ∈ Modrk[[̟]], dd and an
element g ∈ Gal(K/K0) we define its twist M(g) as k[[̟]]⊗g,k[[̟]]M with φ acting
diagonally. It is easily checked that M(g) ∈ Modrk[[̟]] and that ĝ : M → M
induces a morphism ĝ : M(g) → M in Modrk[[̟]]; moreover, ĝh = ĝ ◦ ĥ(g) for any
g, h ∈ Gal(K/K0). It is formal to verify that the datum of a family of morphisms
ĝ : M(g) →M verifying the cocycle relation is equivalent to a descent datum on M
from K to K0.
Recall now that the functor MS : Mod
r
k[[̟]] → BrModr0 is defined as the base
change induced by the morphism k[[̟]] ։ Sk
ϕ→ Sk, where the first map sends∑
λi̟
i to
∑
λiu
i. Therefore MS(M
(g)) ∼= (MS(M))(g), where the twist in the
right-hand side is the one defined in [EGH13], proof of Proposition 3.2.6.
By functoriality, the quasi-Breuil module M
def
= MS(M) is thus endowed with
a family of morphism M(g) → M verifying the above cocycle relation, i.e. M is
endowed with descent data from K to K0. We conclude that the composite func-
tor Modrk[[̟]], dd → Modrk[[̟]] ∼−→ BrModr0 factors though BrModrdd,0 → BrModr0.
Its exactness and the induced equivalence follow as a formal consequence of the
analogous properties of MS, cf. [Car11], The´ore`me 2.1.2. 
We can finally introduce the category Modk((̟)), dd of e´tale (φ, k((̟)))-modules
with descent data: an object D is defined in the analogous way as for the category
Modk((p)), but we moreover require that D is endowed with a semilinear action of
Gal(K/K0) that commutes with φ.
We can now define a functor by composition:
F-BrModrdd
Mk((̟))
**
// F-BrModrdd,0 F-Mod
r
k[[̟]], dd
MS
∼
oo // F-Modk((̟)),dd.
A.2. Some basic lemmas on Breuil modules.
Lemma A.2.1. Let N be an S-submodule of a Breuil module M ∈ F-BrModr.
Then N is an Sk-direct summand of M if and only if N is free as S-module.
Proof. By Baer’s criterion the noetherian ring Sk is self-injective; in particular an
Sk-module is injective if and only if it is projective. As Sk is local, N is an Sk-direct
summand of M if and only if N is free as Sk-module. This is equivalent to N being
free as S-module by [EGH13], Remark 3.2.1. 
Lemma A.2.2. If M ∈ BrModr, then FilrM/ue FilrM is a free k[u]/ue-module
of rank rankSk M and the map
(A.2.3) Sk ⊗ϕ,k[u]/ue FilrM/ue FilrM→M
given by 1⊗ ϕr is an isomorphism.
Proof. (Cf. [Bre98], Lemme 2.2.1.2 when e = 1.) As M is finite free over Sk and
uerM ⊆ FilrM the first claim follows. Clearly the map (A.2.3) is well defined and
surjective. It is an isomorphism for dimension reasons. 
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Corollary A.2.4. If M ∈Mr, let
Filr+1M
def
= (Fil1 SW (k))(Fil
r
M) + (Filr+1 SW (k))M.
Then the natural map
Filr M/Filr+1 M→ Filr T(M)/ue Filr T(M)
is an isomorphism of SW (k)/(p,Fil
1 SW (k)) ∼= k[u]/ue-modules, and the map
(A.2.5) SW (k)/p⊗ϕ,k[u]/ue Filr M/Filr+1M→M
given by 1⊗ ϕr is an isomorphism.
Proof. The first claim follows, as ker(M → T(M)) = (Filp SW (k))M ⊆ Filr+1 M.
Thus by Lemma A.2.2 both sides of (A.2.5) are free SW (k)/p-modules of the same
rank. As SW (k) is local, it suffices to check that (A.2.5) is an isomorphism after
the base change SW (k)/p։ Sk, and hence we are done by Lemma A.2.2. 
A.3. Functors towards Galois representations. The aim of this section is to
briefly recall the constructions of various functors towards Galois representations
defined on the categories of §A.1. The functors towards Galois representations are
defined via certain period rings introduced in [Bre99a], §2.2.2 (cf. also [Car06], §2.2
and 2.3). We have a natural surjective morphism SW (k) → Sk, as well as SW (k)-
algebras Âst, Acris, which are endowed with an action of GK . We have the following
commutative diagram:
(A.3.1)
Âst/p // //

Âst ⊗SW (k) Sk def= Â

Acris/p // // Acris ⊗SW (k) Sk def= Â0
which becomes equivariant by endowing the rings1 Â, Â0 with the actions of GK ,
GK∞ inherited from Âst/p, Acris/p, and Sk. The choice of ̟ lets us extend these
actions to GK0 (respectively G(K0)∞ in the case of Â0), as explained in [EGH13],
§3.1. The horizontal maps in the diagram are then GK0-equivariant, while the
vertical maps are G(K0)∞ -equivariant.
Let us consider the contravariant functors
M
r → RepFp(GK) Mr0 → RepFp(GK∞)
M 7→ Hom(M, Âst/p) M0 7→ Hom(M0, Acris/p)
(where homomorphisms, here and in the following, respect all structures) and their
analogues on the categories BrModr, BrModr0, defined by replacing the rings Âst/p,
Acris/p with Â, Â0 respectively. (The functor Hom(−, Â) on the category BrModr
is often denoted by T∗st. This is compatible with the notation T
∗
st in §2.2 for the
functor on the category F-BrModrdd.)
These functors have been extensively studied in [Bre99a], §2.3.1, [Bre99b], §3.2
and §4, [Car06], §2.2 and §2.3 and the morphisms between the various period rings
1We remark that the rings Â, Â0, Acris/p admit alternative descriptions. We refer the reader
to [Car06], §2.2 and 2.3, where it is shown (Lemme 2.3.2) that Acris/p ∼= R
DP , RDP being a
certain period ring introduced in [Bre99b], §3.2, and where the ring Â is explicitly described.
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(A.3.1) induce natural transformation between the functors toward Galois repre-
sentations. The following result provides us with a precise description of the rela-
tions between the categories and functors introduced above.
Proposition A.3.2. The natural maps (A.3.1) induce a commutative diagram
F-Mr
T
∼ //

Hom(−, Âst/p)
))
F-BrModr

Hom(−, Â)
// RepF(GK)
res

F-Mr0
T0
∼
//
Hom(−, Acris/p)
55
F-BrModr0
Hom(−, Â0) // RepF(GK∞)
where the unlabeled morphisms are forgetful functors.
Proof. We may assume that F = Fp. The left square is commutative by above, and
the external square is commutative by [Bre99a], Lemme 2.3.1.1.
We now indicate why the upper and lower triangles are commutative, completing
the proof. For the upper triangle this follows from [Car06], Proposition 2.3.4.
However, the second paragraph of the published proof needs to be fixed as follows.
(We thank Xavier Caruso for the argument.) Given ψ : T(M) → Â, we get an
induced map ψ : Filr T(M) → Filr Â. Also, as ϕr kills the kernel of the map
Âst/p → Â, we get an induced map ϕr : Filr Â → Âst/p. The composite ϕr ◦
ψ induces a map Filr T(M)/ue Filr T(M) → Âst/p that is linear with respect to
the homomorphism ϕ : k[u]/ue → SW (k)/p. Extending scalars, and using the
isomorphisms of Corollary A.2.4, we get an SW (k)-linear map ψ : M → Âst/p. It
is now straightforward to check that ψ lifts ψ and that ψ is compatible with all
structures. (We note that the results of [Car06] that we cite do not depend on the
assumption er < p− 1 made there.)
The lower triangle is commutative by an analogous argument. 
Recall the rings k[[p]], k[[̟]] introduced in §A.1. The theory of the field of norms
[Win83] lets us endow the ring k[[̟]]s ∼= k[[p]]s with an action of G(K0)∞ in such a
way that the natural morphism
(A.3.3) k[[p]]s → Acris/p
becomes G(K0)∞ -equivariant (cf. [Bre99b], §4.2, where k[[p]]s is noted by Xs; note
that we need to take the composite of ι : Xs → R in loc. cit. with the natural map
R → RDP ∼= Acris/p). We have an exact, contravariant functor Hom(−, k[[p]]s)
toward Galois representations (cf. [Bre99b], §2.3, [CL09], §2.1).
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Proposition A.3.4. The morphism (A.3.3) and the equivalence MS induce a
commutative diagram
F-BrModr0
Hom(−, Â0)
// RepF(GK∞)
F-Modrk[[̟]]
MS ≀
OO
Hom(−, k[[p]]s)
99ttttttttttttttttttttttt
Proof. By Proposition A.3.2 this follows from [Bre99b], Proposition 4.2.1 (which is
stated for e = 1 but whose proof generalizes line by line to the case e > 1). 
We consider finally the category of (φ, k((̟)))-modules. By a classical result of
Fontaine [Fon90], we have an anti-equivalence
Modk((̟))
∼−→ RepFp(GK∞)
D 7−→ Hom(D, k((p))s)
and it is an exercise to prove that the composite functor
Modk((̟)), dd →Modk((̟)) → RepFp(GK∞)
factors naturally through the restriction RepFp(G(K0)∞) → RepFp(GK∞). Indeed,
for any g ∈ G(K0)∞ , f ∈ Hom(D, k((p))s) we define the element
(A.3.5) g · f def= g ◦ f ◦ ĝ−1,
where ĝ denotes the endomorphism of D associated to g ∈ Gal(K∞/(K0)∞) via
the descent data. It is easy to see that the assignment (A.3.5) is well-defined and
endows the former Hom-space with a continuous G(K0)∞-action, thus providing us
with the claimed factorization of functors.
Lemma A.3.6. The base change along k((p)) →֒ k((̟)) induces a commutative
diagram of equivalences of categories
F-Modk((̟)), dd
∼=
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
RepF(G(K0)∞)
F-Modk((p))
∼=
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
−⊗k((p))k((̟))∼=
OO
Proof. We assume that F = Fp. For commutativity one just observes that for any
(φ, k((p)))-module D0, the natural isomorphism
Hom(φ,k((p)))(D0, k((p))
s)
∼−→ Hom(φ,k((̟)))(D0 ⊗k((p)) k((̟)), k((p))s)
is G(K0)∞ -equivariant once we endow the right-hand side with the G(K0)∞-action
induced by the descent data on D0 ⊗k((p)) k((̟)). The vertical arrow is an equiva-
lence by Galois descent for vector spaces. 
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As in the case of (φ, k((̟)))-modules, the contravariant functor Modrk[[̟]], dd →
Modrk[[̟]] → RepFp(GK∞) factors through the restriction RepFp(G(K0)∞)→ RepFp(GK∞)
and we have the following lemma.
Lemma A.3.7. The functor BrModrdd → BrModrdd,0 ∼−→ Modrk[[̟]], dd fits into a
commutative diagram:
F-BrModrdd
T∗st=Hom(−,Â)

// F-Modrk[[̟]], dd
Hom(−,k[[p]]s)

RepF(GK0)
res // RepF(G(K0)∞).
Proof. As usual we prove the result when F = Fp. Combining Propositions A.3.2
and A.3.4 we have a commutative diagram (the arrows being the evident ones):
BrModrdd //

BrModrdd,0

Modrk[[̟]], dd

∼
MS
oo
BrModr //

BrModr0

Modrk[[̟]]

∼
MSoo
RepFp(GK)
res // RepFp(GK∞) RepFp(GK∞)
where the natural functorial isomorphism on the right side
(A.3.8) Hom(MS(−), Â0) ∼−→ Hom(−, k[[p]]s)
is induced by the morphisms between the period rings described by (A.3.1), (A.3.3).
By using twists as in the proof of Lemma A.1.1 and the fact that the morphisms
between period rings are G(K0)∞ -equivariant, it follows that (A.3.8) is compati-
ble with the G(K0)∞ -action induced by the descent data assignment (A.3.5). An
analogous argument applies to the left side of the diagram. 
In a similar fashion, we obtain the following.
Lemma A.3.9. The localization functor F-Modrk[[̟]], dd → F-Modk((̟)), dd induces
a commutative diagram
F-Modrk[[̟]], dd //
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
F-Modk((̟)), dd
∼=

RepF(G(K0)∞).
Proof. Without descent data this is [Bre99b], Lemme 2.3.3 (the latter being stated
for e = 1 but its proof generalizes). The statement with descent data follows now
as in the proof of Lemma A.3.7 (noting that k[[p]]s → k((p))s is obviously G(K0)∞ -
equivariant). 
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A.4. On dualities. We recall that we have a notion of duality on the category
F-BrModrdd; more precisely, there is an involutive contravariant functor
F-BrModrdd → F-BrModrdd
M 7→M∗
such that Trst(M)
∼= T∗st(M∗). For details, see [EGH13], Definition 3.2.8 (building
on work of Caruso [Car05], Chapitre V).
A.5. Proofs of some results in Section 2.2.
Proof of Proposition 2.2.1. As usual we may assume that F = Fp. By Lemmas
A.3.6, A.3.7, and A.3.9 the commutativity of the upper square and of the right
triangle in the statement of Proposition 2.2.1 is clear. Concerning the lower square,
we consider the fully faithful functor Fp−2 : FL
[0,p−2] → BrModp−2 defined in
[Bre98], §2.4, which extends the functor of the same name considered in §A.1. On
the other hand, we have the functor Mk((p)) : BrMod
p−2 → Modk((p)) obtained by
specializing the functor Mk((̟)) of §A.1 to the case when e = 1. The diagram
RepFp(GK0)
res // RepFp(G(K0)∞)
FL
[0,p−2] Fp−2 //
T∗cris
88qqqqqqqqqq
BrModp−2
Mk((p))
//
OO
Modk((p))
∼=
OO
commutes: for the triangle, see [Bre98], Proposition 3.2.1.1, whereas the square is
the specialization of the upper square of the statement of Proposition 2.2.1 to the
case when e = 1. The composite morphism FL[0,p−2] → RepFp(G(K0)∞) is fully
faithful, as the functor F in §A.1 has this property. 
Proof of Lemma 2.2.4. Lemma A.2.2 shows that ϕr induces a Gal(K/K0)-equivariant
and ϕ ⊗ 1-semilinear isomorphism Filr M/uFilr M ∼−→ M/uM. We conclude by
Nakayama’s lemma and the semisimplicity of (k ⊗Fp F)[Gal(K/K0)]. 
Proof of Lemma 2.2.6. By passing to the new basis e · A we may assume, without
loss of generality, that A = 1. As uerM ⊆ Filr M we deduce that uer = V V ′
in Mn(S) for some V
′ ∈ Mn(S). Letting V̂ ∈ Mn(k ⊗Fp F[[̟]]) denote any lift
of V such that V̂ij ∈ (k ⊗Fp F[[̟]])
ω
p−1aj−ai
̟
we see that ̟er = V̂ Ŵ = Ŵ V̂ for
some Ŵ ∈ Mn(k ⊗Fp F[[̟]]). Let e∗ denote the basis of M∗ that is dual to e,
and let f∗
def
= e∗ · tW , where W ∈ Mn(S) denotes the reduction of W . One easily
computes that f∗i ∈ Filr M and ϕr(f∗i ) = e∗i for all i. As ϕr induces an isomorphism
Filr M∗/uFilr M∗
∼−→ M∗/uM∗ (cf. the proof of Lemma 2.2.4), it follows that f∗
generates Filr M as S-module. Also, ĝe∗i = (ω
−ai
̟ (g)⊗ 1)e∗i .
Define M ∈ F-Modrk[[̟]], dd of rank n by giving it basis e and defining the maps
φ, ĝ by Mate(φ) =
tV̂ and ĝei = (ω
−p−1ai
̟ (g)⊗ 1)ei. (It is easy to check that M is
of height ≤ r, and the condition on V̂ij above implies that ĝ ◦ φ = φ ◦ ĝ.)
We can compute M′
def
= MS(M) without coefficients and descent data by the
recipe in [CL09], §2.1, so M′ ∼= Sk ⊗ϕ,k[[̟]] M. It has S-basis e′ def= 1 ⊗ϕ e. By
functoriality, M′ has an F-action with λ ∈ F acting as 1 ⊗ λ. By the twisting
argument of the proof of Lemma A.1.1, M′ has descent data with g ∈ Gal(K/K0)
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acting as g ⊗ ĝ. Letting f ′ def= e′ · tW , it is easy to check that f ′i ∈ FilrM′ and
ϕr(f
′
i) = e
′
i for all i. In particular, as above, we deduce that f
′ generates Filr M′
as S-module. Also, ĝe′i = (ω
−ai
̟ (g)⊗ 1)e′i. Hence M′ ∼= M∗ in F-BrModrdd,0. 
Proof of Lemma 2.2.7. In the following e = 1, so Sk = k[u]/u
p. Note that N
def
=
Fp−2(M) ∈ F-BrModp−20 has S-basis e (or more precisely 1 ⊗ e ∈ Sk ⊗k M). A
computation shows that Filp−2 N has generating set f with Mate,f (Fil
p−2
N) =
Diag(up−2−m0 , . . . , up−2−mn−1) and Mate,f(ϕp−2) = F .
We now apply Lemma 2.2.6 with e = 1 and M = N∗, noting that Mk((p))(N) =
F(M) in this case. 
Proof of Lemma 2.2.8. This is elementary. Indeed, by (2.2.9), one has
(V + ue(r+1)M)B = AV ′
for some element M ∈ Mn(S). By considering descent data, we see that f1
def
=
e · (V + ue(r+1)M) is a framed generating family of FilrM and one has
Mate,f
1
(ϕr) = Mate,f (ϕr) = A.
Note that f ′ = e′ ·V ′ = f
1
·B. As B ∈ GLn(S) and by considering descent data, we
see that f ′ is a framed system of generators for FilrM. The last statement follows
from ϕr(f
′) = ϕr(f1) · ϕ(B) = e · Aϕ(B) = e′ · ϕ(B). 
A.6. Proofs of some results in Section 2.3. Recall that in Definition 2.3.1 we
defined the notion of a Breuil submodule.
Proof of Lemma 2.3.2. We note that N is a finite free S-module by Lemma A.2.1.
Let Filr N
def
= FilrM∩N, so uerN ⊆ Filr N. The map Filr N/ue FilrN → Filr M/ue Filr M
is injective (as N is an Sk-direct summand). It is in fact a split injection of k[u]/u
e-
modules by Lemma A.2.2, as k[u]/ue is self-injective. Thus, using again the same
lemma, we have the following commutative diagram:
Sk ⊗ϕ,k[u]/ue Filr N/ue Filr N 

//
1⊗ϕr

Sk ⊗ϕ,k[u]/ue Filr M/ue Filr M
1⊗ϕr∼=

N


// M.
It follows that the left vertical map is injective, hence surjective by dimension
reasons. It is now obvious that N inherits from M the structure of a Breuil module
with descent data.
By defining Filr(M/N)
def
= (Filr M+N)/N ∼= FilrM/FilrN we see that the Frobe-
nius ϕr on Fil
r
M naturally induces a semilinear morphism ϕr : Fil
r(M/N)→M/N
and it is immediate that the triple (M/N,Filr(M/N), ϕr) inherits the structure of
a Breuil module with descent data.
By construction, the complex 0→ N →M→M/N→ 0 is an exact sequence in
F-BrModrdd. The last statement in the lemma is obvious. 
Recall that given an exact sequence
0→M1 f→M g→M2 → 0
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in F-BrModrdd, the morphisms f and g are respectively said to be an admissible
monomorphism and an admissible epimorphism.
Lemma A.6.1. Let f : M→ N be a morphism in F-BrModrdd. Then:
(i) f is an admissible epimorphism if and only if f induces S-linear surjections
M։ N and FilrM։ Filr N;
(ii) f is an admissible monomorphism if and only if f induces an S-linear
injection M →֒ N and Filr M = f−1(FilrN).
Proof. The “only if” part, both in (i) and (ii), is obvious. Let us assume f : M→ N
induces S-linear surjections M ։ N and Filr M ։ FilrN. Then ker(f) is clearly
a Breuil submodule of M; by Lemma 2.3.2 it is an object in F-BrModrdd and the
complex 0→ ker(f)→M→ N → 0 is an exact sequence in F-BrModrdd.
Assume now that f induces an S-linear injection M →֒ N and that FilrM =
f−1(Filr N). Then, using Lemma A.2.1 one sees that f(M) is a Breuil submodule
of N. As the map f : M → f(M) is an isomorphism in F-BrModrdd, Lemma 2.3.2
implies that f is an admissible monomorphism, as required. 
Recall from §A.4 that we have a duality on the category F-BrModrdd.
Lemma A.6.2. The functor M 7→M∗ preserves exact sequences in F-BrModrdd.
Proof. By definition of Filr(M∗) and the self-injectivity of S/uer (cf. Lemma A.2.1)
one has an exact sequence of S-modules
0→ Filr(M∗)→M∗ → HomS/uer (FilrM/uerM, S/uer)→ 0,
which is functorial in M. In order to prove the lemma it is enough to prove that the
functor M 7→ Filr(M∗) is exact (in S-modules) which is in turn equivalent, thanks
to the exact sequence above and the self-injectivity of S/uer, to the exactness of the
functorM 7→ Filr M/uerM (in S-modules). But the exactness ofM 7→ Filr M/uerM
is an easy consequence of the snake lemma. 
We are now finally in a position to prove Propositions 2.3.4 and 2.3.5.
Proof of Proposition 2.3.4. Clearly F-BrModrdd is an additive category and the class
of exact sequences is closed under isomorphism. Moreover, given an exact sequence
0→M1 f→M g→M2 → 0
in F-BrModrdd it is clear that f is the categorical kernel of g. By duality, g is the
categorical cokernel of f .
We shall now check the axioms Ex0, Ex1, Ex2, Ex2op of [Kel90], Appendix A.
(Ex0): It is obvious as 0→ 0 is an admissible epimorphism.
(Ex1): By Lemma A.6.1 a composition of admissible epimorphisms is an admis-
sible epimorphism.
(Ex2): Let α : M → M2 be an admissible epimorphism and β : N → M2 a
morphism in F-BrModrdd. By Lemma A.6.1 the map M ⊕ N → M2,
(x, y) 7→ α(x) − β(y) is an admissible epimorphism, so its kernel P is a
Breuil submodule of M ⊕ N. The same lemma shows moreover that the
natural map P→ N is an admissible epimorphism. It is then clear that P
is a categorical pullback of (α, β).
(Ex2op): It follows from (Ex2) via the duality functor on F-BrModrdd.
70 FLORIAN HERZIG, DANIEL LE, AND STEFANO MORRA
It remains to prove the exactness of the functor Trst. Let
(A.6.3) 0→M1 f→M g→M2 → 0
be an exact sequence in F-BrModrdd. Then, by forgetting monodromy, descent
data and coefficients, we deduce that the exact sequence (A.6.3) arises from a
sequence 0 → M1 → M → M2 → 0 in Modrk[[̟]] via the equivalence MS. By
[CL09], Proposition 2.3.2 the latter sequence is exact. By Proposition A.3.4 and the
exactness of the functor Hom(−, k[[p]]s) we deduce that 0→ Trst(M1)→ Trst(M)→
Trst(M2)→ 0 is an exact sequence in RepFp(GK∞). 
Proof of Proposition 2.3.5. Let T ′ ⊆ Trst(M) ∼= T∗st(M∗). By the proof of [EGH13],
Proposition 3.2.6 we get a unique (up to isomorphism) surjective homomorphism
f : M∗ → N′ in F-BrModrdd such that im(T∗st(f)) = T ′. We claim that f is an
admissible epimorphism. We recall from [EGH13], proof of Proposition 3.2.6 and
[Car11], proof of Proposition 2.2.5 that f is obtained from a surjective homomor-
phism f : M∗ → N′ in Modrk[[̟]] via the equivalenceMS, and that we have an exact
sequence in Modrk[[̟]] given by 0 → ker(f) → M∗ → N′ → 0. By the exactness of
MS we deduce that f is indeed an admissible epimorphism. By Lemma A.6.2 the
image of (N′)∗ inside M is the desired Breuil submodule in M mapping to T ′ via
Θ. It is unique by construction.
We still need to check that Θ is order preserving. Suppose thatM2,M1 are Breuil
submodules of M such that M2 ⊆ M1. Then by Lemma 2.3.3 we have Θ(M2) ⊆
Θ(M1). Moreover we have a natural isomorphism Θ(M1)/Θ(M2) ∼= Trst(M1/M2)
by the exactness of Trst. Conversely, given T2 ⊆ T1 ⊆ Trst(M) then, by the above,
we have T1 = im(T
r
st(f1)) for some admissible monomorphism f1 : M1 →֒ M and,
similarly, T2 = im(T
r
st(f2)) for some admissible monomorphism f2 : M2 →֒ M1.
Then f1 ◦ f2 is an admissible monomorphism and, by uniqueness, we obtain finally
Θ−1(T2) = im(f1 ◦ f2) ⊆ im(f1) = Θ−1(T1). 
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