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Abstract
In this paper, we present a constrained version of Kaczmarz extended algorithm for improving image
reconstruction from projections in computerized tomography. We prove convergence of our algorithm in
the general inconsistent case to a “constrained” least squares solution of the reconstruction problem, under
weaker hypothesis than those proposed in a previous paper by Koltracht and Lancaster for classical Ka-
czmarz’s projection method. Numerical experiments and comparisons are also presented on some model
problems from the field of electromagnetic geotomography.
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1. Introduction
In image reconstruction from projections in computerized tomography (CT) we are concerned
with big, sparse and rank-deficient linear systems Ax = b, that are also subjected to model and
measurements errors, which lead to more general (usually inconsistent) least squares formulations:
find x ∈ Rn such that
‖Ax − b‖ = min{‖Az − b‖, z ∈ Rn}, (1)
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where the matrix A is m × n and b ∈ Rm. According to the numerical solution of (1) by algebraic
reconstruction techniques (ART), as mentioned in [3] “it has been found in practice that the
efficiency of ART procedures can often be improved by applying between the iterative steps certain
processes to the image vectors”. Among these procedures “constraining is justified in case we
have a priori information about the range within which the values of the components of acceptable
image vectors must lie”. For example, the value of the attenuation function over a pixel, which
corresponds to a component xexi of the exact image xex , is nonnegative and cannot pass over a
certain upper bound (e.g. the attenuation coefficient of compact bone in medical applications),
i.e.
xexi ∈ [0, d] ∀i = 1, . . . , n (2)
for some d > 0. Moreover, in practice we cannot obtain precisely xex , but the minimal norm
solution of (1), xLS . They are connected by
xLS = xex − PN(A)(xex), (3)
where byN(A), PN(A) we denoted the null space ofA and the corresponding orthogonal projection
onto it. The substraction of PN(A)(xex) in (3) can introduce some negative components xLS,i . By
representing the solution xLS as an image related to a color or grey scale as in (2), we can get a lot
of unpleasant effects as blurring, smearring or shadows (see [5,6] and the numerical experiments
section of this paper). In order to eliminate these bad situations, constraining strategies have been
included in iterative ART (see [1,3,5,7]). From a mathematical view point, such a “constraint”
is a function C : Rn −→ Rn with certain properties (see e.g. (17)–(19) in Section 2). As an
example, if [ai, bi] ⊂ R are some given intervals, i = 1, . . . , n such a constraint function C
is the metric projection operator onto the box [a, b] = [a1, b1] × · · · × [an, bn] ⊂ Rn, defined
by
(Cx)i =
⎧⎨⎩
xi if xi ∈ [ai, bi],
ai if xi < ai,
bi if xi > bi.
(4)
The present paper is concerned with the analysis of introducing such constraining procedures in
a class of ART methods. In Section 2, we present the constructions and results from [5] related to
the classical Kaczmarz’s projection algorithm and conclude with the limitations of this approach
to the consistent case of (1). Starting from this, we consider in Section 3 an extension of Kaczmarz
method introduced in [8] and apply to it a constraining strategy as in Section 2. We prove that
the sequence generated by new algorithm always convergences in the general inconsistent case
to a “constrained” least squares solution of (1), under weaker hypothesis than the results in
[5]. In the last section of the paper we present numerical experiments and comparisons with
our algorithm and the one in [5] on some model problems from the field of electromagnetic
geotomography.
2. Constrained Kaczmarz algorithm
In what follows we shall describe the approach from [5] because it includes the ones in [1,3] and
it is directly related to our development in the present work. For this, we introduce the notations
AT, Ai, A
j , R(A), LSS(A; b) for the transpose, ith row, j th column, range of A and the set of
all least squares solutions in (1); also 〈·, ·〉 and ‖ · ‖ will denote the Euclidean scalar product and
norm and all the vectors appearing in the paper will be considered as column vectors.
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Algorithm Kaczmarz (K). Let x0 ∈ Rn; for k = 0, 1, . . . , do
xk+1 = (f1 ◦ · · · ◦ fm)(b; xk), fi(β; x) = x − 〈x,Ai〉 − βi‖Ai‖2 Ai. (5)
We know that (see [1,3])
LSS(A; b) = {x ∈ Rn, Ax = PR(A)(b)} = xLS + N(A), xLS ⊥ N(A) (6)
and if we split the applications fi(β; x) from (5) as (see [12], Eq. (6))
fi(β; x) = Pi(x) + βi‖Ai‖2 Ai with Pi(x) = x −
〈x,Ai〉
‖Ai‖2 Ai (7)
and define the matrices
Q0 = I, Qi = P1 · · ·Pi, i = 1, . . . , m − 1, Q = P1 · · ·Pm (8)
and, with respect to [12], Eq. (7)
Ri = 1‖Ai‖2 Qi−1Ai, i = 1, . . . , m, R = col(R
1, R2, . . . , Rm), (9)
we have the following properties:
• from [12] Eq. (8) and Proposition 1
(f1 ◦ · · · ◦ fm)(β; x) = Qx + Rβ, Q + RA = I, (10)
• from [12] Theorem 5(1)
Q = PN(A) ⊕ Q˜, Q˜PN(A) = PN(A)Q˜ = 0 where Q˜ = QPR(AT), (11)
• from (9) before and Corollary 9 in [12]
Ry ∈ R(AT) ∀y ∈ Rm, xLS = (I − Q˜)−1RPR(A)(b), (12)
• from [12], Corollary 3, Theorem 5(1) and Lemma 2
‖Q‖  1, ‖Q˜‖ < 1, Qx = x ⇔ ‖Qx‖ = ‖x‖ ⇔ x ∈ N(A), (13)
• from [12], Theorem 5(1)
Q(N(A)) = N(A), Q(R(AT)) ⊂ R(AT). (14)
Moreover, according to (10), the Kaczmarz algorithm (5) can be written as
xk+1 = Qxk + Rb. (15)
The following convergence result is proved in [4] (see also [12]).
Theorem 1. For any x0 ∈ Rn, the sequence (xk)k0 generated by (15) converges and
lim
k→∞ x
k = PN(A)(x0) + xLS +  with  = (I − Q˜)−1RPN(AT)(b). (16)
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Remark 1. If the problem (1) is consistent we have  = 0 and the limit in (16) is an element of
LSS(A; b),∀x0 ∈ Rn. Else, ‖‖ represents the distance between the limit point in (16) and the
set LSS(A; b) (see e.g. [10]).
In paper [5] the authors consider a constraining function, C : Rn −→ Rn with a closed image
Im(C) ⊂ Rn and the properties:
‖Cx − Cy‖  ‖x − y‖, (17)
if ‖Cx − Cy‖ = ‖x − y‖ then Cx − Cy = x − y, (18)
if y ∈ Im(C) then y = Cy. (19)
An example in this sense is the function C from (4). By combining all the above arguments,
the authors propose in [5], Eq. (14) the following Constrained Kaczmarz algorithm.
Algorithm CK. Let x0 ∈ Im(C); for k = 0, 1, . . . , do
xk+1 = C[Qxk + Rb]. (20)
In Lemma 1 and Theorem 3 of the same paper, they prove the result from below, which gives
us information about the behaviour of the “constrained” sequence so generated.
Theorem 2. Let us suppose that the constraining function C satisfies (17)–(19) and the setV,
defined by
V = {y ∈ Im(C), y −  ∈ LSS(A; b)} (21)
is nonempty. Then, for any x0 ∈ Im(C) the sequence (xk)k0 generated by (15) converges and
its limit belongs to the setV.
Remark 2. First we have to observe that all the assumptions (17)–(19) are essential in the proof
of the above theorem (for (17) and (18) see the comments of the authors in [5, p. 562] bottom,
whereas (19) is essentially used in the proof of Lemma 1 – first equation after Fig. 1 on midle of
p. 561 in [5]). Second, if the problem (1) is consistent then
 = 0 and V = LSS(A; b) ∩ Im(C), (22)
i.e. in this case, the algorithm CK generates a “constrained” solution of the problem (1).
Unfortunately, the above CK algorithm gives enough good results only for consistent problems
as (1). In the inconsistent case, as for the unconstrained Kaczmarz algorithm (see Remark 1 before),
the norm of the vector  /= 0 gives us the distance between the limit point of the constrained
sequence (xk)k0 from (20) and the set LSS(A; b) ∩ Im(C)) (see also Fig. 1, p. 561 in [5]). In
this respect, the bigger will be ‖‖, the bigger will be the above mentioned distance (see also the
numerical experiments in [5,6] and in the last section of this paper).
3. Constrained Kaczmarz extended algorithm
In the paper [8] (see also [9]) we proposed an extension of classical Kaczmarz’s method (5), for
inconsistent and rank-deficient least squares problems as (1). We shall briefly present it in what
follows, by also focussing on some particular properties of it which we need for the developments
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in this section. Without restricting the generality, we shall suppose that the matrix A has nonzero
rows and columns, i.e.
Ai /= 0, i = 1, . . . , m, Aj /= 0, j = 1, . . . , n. (23)
Algorithm KE. Let x0 ∈ Rn, y0 = b; for k = 0, 1, . . . , do
yk+1 = (yk), (24)
bk+1 = b − yk+1, (25)
xk+1 = (f1 ◦ · · · ◦ fm)(bk+1; xk), (26)
where
(y) = (ϕ1 ◦ · · · ◦ ϕn)(y), ϕj (y) = y − 〈y,A
j 〉
‖Aj‖2 A
j (27)
and fi(β; x) are from (5). As in (11)–(13) the following properties can be derived for the appli-
cation :
 = ˜⊕ PN(AT), PN(AT)˜ = ˜PN(AT) = 0, ‖˜‖ < 1 with ˜ = PR(A). (28)
Moreover, we have
lim
k→∞ b
k = bA, where bA = PR(A)(b) (29)
and the following result holds.
Lemma 1. For yk+1 from (24) we have
yk+1 = PN(AT)(b) + ˜k+1bA. (30)
Proof. From (24) and (28) we get
yk+1 = k+1b, k = PN(AT) ⊕ ˜k, yk+1 = PN(AT)(b) + ˜k+1b. (31)
But
˜b = PR(A)b = bA = (PN(AT) ⊕ ˜)bA = ˜bA,
which gives us by a recursive application
˜
k
b = ˜kbA (32)
and together with (31) and (32) leads to (30) and completes the proof. 
The algorithm KE generates sequences convergent to a least squares solution of (1), in the
general inconsistent and rank-deficient case, as described in the following result.
Theorem 3. For any x0 ∈ Rn the sequence (xk)k0 generated with the algorithm KE converges
and
lim
k→∞ x
k = PN(A)(x0) + xLS ∈ LSS(A; b). (33)
We now apply a constraining procedure of the form (17)–(19) in the above KE algorithm. It
will be concerned with the step (26) in which the image is reconstructed (steps (24) and (25) only
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produce a new right-hand side in each iteration). In this way, we get the constrained Kaczmarz
extended algorithm, described below.
Algorithm CKE. Let x0 ∈ Im(C), y0 = b; for k = 0, 1, . . . , do
yk+1 = (yk), (34)
bk+1 = b − yk+1, (35)
xk+1 = C[Qxk + Rbk+1]. (36)
We shall suppose that at least one least squares solution exists in Im(C) (see the hypohesis of
Theorem 2), i.e. the setV defined by (22) is nonempty.
Lemma 2. For any y ∈V we have the equalities
(I − Q)y = (I − Q)xLS = RbA (37)
with bA from (29).
Proof. For any y ∈V we have y ∈ Im(C) and, for some z0 ∈ N(A) (see (6))
y = z0 + xLS. (38)
By successively using (38), (13), (12), (29) and (11) we then obtain
(I − Q)y = (I − Q)z0 + (I − Q)xLS
= (I − Q)(I − Q˜)−1RbA
= [(I − Q˜) − PN(A)](I − Q˜)−1RbA
= RbA − PN(A)(I − Q˜)−1RbA (39)
in which
PN(A)(I − Q˜)−1RbA = PN(A)
∞∑
i=0
Q˜iRbA = 0, (40)
because of [12], Theorem 8, for the first equality in (40), and because of the third equality in
(1-10), for the second one. Then, from (38)–(40) we get (37) and the proof is complete. 
Lemma 3. Let k  0 be fixed and suppose that the constraining function C satisfies the assump-
tions (17) and (19). Then, for any y ∈V we have
‖xk+1 − y‖  ‖Q(xk − y) − R˜k+1bA‖. (41)
Moreover, the sequence (xk)k0 generated by (34)–(36) is bounded.
Proof. From (25), (30) and (29) we get
bk+1 = b − yk+1 = bA − ˜k+1bA (42)
and from (36), (42) and (37)
xk+1 = C[Qxk + Rbk+1]
= C[Qxk + RbA − R˜k+1bA]
= C[Qxk + (I − Q)y − R˜k+1bA]. (43)
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Then from (43), (17) and (19) we successively obtain
‖xk+1 − y‖ = ‖C[Qxk + (I − Q)y − R˜k+1bA] − y‖
= ‖C[Qxk + (I − Q)y − R˜k+1bA] − Cy‖
 ‖Qxk + (I − Q)y − R˜k+1bA − y‖,
which is exactly (41). Related to the second conclusion of the lemma, let y ∈V be arbitrary
fixed. From (41), (13) and (28) it results
‖xk+1 − y‖  ‖Q‖‖xk − y‖ + ‖R‖‖bA‖‖˜‖k+1  ‖xk − y‖ + cδk+1, (44)
where c and δ are defined by
c = ‖R‖‖bA‖, δ = ‖˜‖ ∈ [0, 1). (45)
A recursive application (following k  0) of the inequality in (44) gives us
‖xk+1 − y‖  ‖x0 − y‖ + c · δ 1 − δ
k+1
1 − δ < ‖x
0 − y‖ + c · δ
1 − δ ∀k  0
and completes the proof. 
From Lemma 3, it results that the sequence (xk)k0 generated by (34)–(36) contains a conver-
gent subsequence (xks )s0, i.e.
lim
s→∞ x
ks = u ∈ Im(C) (46)
(the limit u belongs to Im(C) because xks ∈ Im(C) ∀s  0 and Im(C) is a closed set).
Lemma 4. In the hypothesis of Lemma 3, the element u from (46) belongs to the setV from (22).
Proof. According to (46) and (22) it will be sufficient to prove that u ∈ LSS(A; b). In this sense
(see also the paper [5, p. 562]) we define
zs = Qxks + Rbks+1 ∀s  0 (47)
and
v = C(Qu + RbA). (48)
Using (47), (48) and
Czs = xks+1, (49)
lim
s→∞ z
s = Qu + RbA (50)
from the continuity of C (see (17) and (29)) we obtain
lim
s→∞ x
ks+1 = lim
s→∞Cz
s = C( lim
s→∞ z
s) = C(Qu + RbA) = v. (51)
Then, from (17) we get successively for any y ∈V
‖v − y‖ = ‖C[Qu + RbA] − Cy‖
= ‖C[Qu + (I − Q)y] − Cy‖
= ‖C[Q(u − y) + y] − Cy‖
 ‖Q(u − y)‖ (52)
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in which the second equality follows from Lemma 2. We now distinguish two different
situations.
Case 1. If
u − y ∈ N(A) (53)
then (because y ∈ LSS(A; b); see also (6) and (29)) we obtain 0 = A(u − y) = Au − bA, i.e.
u ∈ LSS(A; b).
Case 2. If
u − y /∈ N(A), (54)
then, from (52), (54) and (13) we get
‖v − y‖  ‖Q(u − y)‖ < ‖u − y‖,∀y ∈V. (55)
Let now y ∈V be arbitrary fixed and ε such that
0 < ε <
‖u − y‖ − ‖v − y‖
3
. (56)
From (55) and (56) we obtain
‖v − y‖ + ε < ‖u − y‖ − ε (57)
and from (46) and (51)
lim
s→∞ ‖x
ks+1 − y‖ = ‖v − y‖, lim
s→∞ ‖x
ks − y‖ = ‖u − y‖. (58)
According to (58) and for ε from (56), it exists an integer s1  1 such that
|‖xks1+1 − y‖ − ‖v − y‖| < ε. (59)
Let then
s2 > s1 + 1 (60)
be such that (see also (58))
|‖xks2 − y‖ − ‖u − y‖| < ε. (61)
From (60) it then results that
ks2 > ks1+1  ks1 + 1 (62)
and, by using (59), (61) and (57) we get
‖xks1+1 − y‖ + ε < ‖v − y‖ + 2ε < ‖u − y‖ − ε < ‖xks2 − y‖. (63)
On the other hand, from (44) we successively obtain
‖xks2 − y‖ ‖xks2−1 − y‖ + cδks2  ‖xks2−2 − y‖ + c
[
δks2 + δks2−1
]
 · · ·
 ‖xks1+1 − y‖ + c · δks1+2
[
1 + δ + · · · + δks2−(ks1+2)
]
< ‖xks1+1 − y‖ + c · δ
ks1+2
1 − δ . (64)
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Let us now suppose for s1 from (59) that it was choosen also with the additional property
c · δks1+2
1 − δ < ε. (65)
Then, from (63), (64) and (65) we get
‖xks2 − y‖  ‖xks1+1 − y‖ + c · δ
ks1+2
1 − δ  ‖x
ks1+1 − y‖ + ε < ‖xks2 − y‖,
which is a contradiction. It results that the situation from Case 2 (54) never hold and the proof is
complete. 
Lemma 5. If the sequence (xk)k0 from (34)–(36) contains a subsequence (xks )s0 which con-
verges to an element u ∈V, then any other convergent subsequence of it, (xk¯s )s0 will converge
to the same limit u ∈V.
Proof. Let
v = lim
s→∞ x
k¯s . (66)
Because (xk¯s )s0 ⊂ (xk)k0 ⊂ Im(C) it results that v ∈ Im(C). Then, as in Lemma 4 we prove
that v ∈ LSS(A; b) and finally, we get
v ∈V. (67)
Now let us suppose that v /= u and let ε be such that
0 < ε <
‖u − v‖
3
. (68)
According to (46) and (66), we take the integers s1, s2  1 with the properties
‖xks1+1 − u‖ < ε, (69)
the relation (65) holds for s1, s2 > s1 + 1 and
k¯s2 > ks1 + 2, ‖xk¯s2 − v‖ < ε. (70)
Then, from (68)–(70) it results
‖u − v‖ < ‖u − xk¯s2 ‖ + ‖xk¯s2 − v‖ < ‖u − xk¯s2 ‖ + ε,
i.e.
‖xk¯s2 − u‖ > ‖u − v‖ − ε > 2ε > ‖xks1+1 − u‖ + ε. (71)
On the other hand, by using the same procedure as for (64) and taking into account that u ∈V
we get
‖xk¯s2 − v‖  ‖xks1+1 − u‖ + c · δ
ks1+2
1 − δ . (72)
We then take s1 such that (69) and (65) hold. From (71) and (72) we will get
‖xk¯s2 − u‖  ‖xks1+1 − u‖ + c · δ
ks1+2
1 − δ  ‖x
ks1+1 − u‖ + ε < ‖xk¯s2 − u‖,
which is a contradiction and the proof is complete. 
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All the above lemmas directly contribute to the proof of the following main result of the paper.
Theorem 4. If V from (22) is nonempty and (23), (17), (19) hold, then for any x0 ∈ Rn the
sequence (xk)k0 generated with the algorithm CKE (34)–(36) converges to an element ofV.
Remark 3. As we have already observed in in the Introduction, the assumption (18) on the
constraining function C does not appear in the hypothesis of the above Theorem 4. This property
is essentially used in the proof of Theorem 3 in [5].
Remark 4. The assumption that the setV from (22) is nonempty is directly connected with the
(level of) perturbation of b in (1), which makes it inconsistent. It requests that we still have least
squares solutions in (the box) Im(C). If this does not happen anymore, we conjecture that the
CKE algorithm still converges, but to a vector at a certain distance fromV (see in this sense the
first set of the numerical experiments from the next section). These aspects will be analysed in a
future paper.
4. Numerical experiments
Our first set of numerical experiments are concerned with the images from [5] (see Fig. 2):
z1 ∈ Rn1 , n1 = 100 (10 × 10 pixels) and z2 ∈ Rn2 , n2 = 400 (20 × 20 pixels). The construction
of the corresponding ni × ni (nonnegative) system matrices Gi, i = 1, 2 was made according to
a well-to-well scanning procedure from electromagnetic geotomography (see [6] and Fig. 1; we
considered that each (square) pixel has edges equal to 1) and the corresponding right-hand sides
γ i ∈ Rni , i = 1, 2 were computed for the consistent case, i.e.
γ i = Gizi, i = 1, 2. (73)
We applied to each system in (73) the algorithms K and KE, starting with the null vector as
initial approximation and terminating after 90 iterations (as in [5]). The reconstructed images are
presented in Figs. 3 and 4, respectively (left for image z1 and right for z2). In Figs. 5 and 6, we
present the reconstruction with the CK and CKE algorithms, with the constraining intervals in (4)
given by
[ai, bi] = [0, 1], i = 1, . . . , m. (74)
Fig. 1. Scanning procedure in electromagnetic geotomography.
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Fig. 2. Original images z1 (left) and z2 (right).
Fig. 3. Kaczmarz without perturbation and without constraints.
Fig. 4. Kaczmarz extended without perturbation and without constraints.
In Figs. 7,8,9,10, we present similar results as before, but for the perturbation of the right-hand
sides (see [5]) of the form
γ¯ i = γ i + ei, i = 1, 2, (75)
where the components of the vectors ei ∈ Rni were chosen at random from the interval [−0.2, 0.2]
(more clear, in a MATLAB formulation: rand(′state′, 0); ei = (rand(ni, 1) − 0.5) ∗ 0.4). All
the above experiments confirm the good behaviour of the CKE algorithm, according to the theo-
retical results from Section 3.
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Fig. 5. Kaczmarz without perturbation and with constraints.
Fig. 6. Kaczmarz extended without perturbation and with constraints.
Fig. 7. Kaczmarz with perturbation and without constraints.
In Table 1, we give information, for all the experiments, about the (absolute) errors and residu-
als. In the consistent case, for K, KE, CK, CKE and the inconsistent one, for K and CK perturbed,
they were defined by
Error = ‖x90 − zi‖, Residual = ‖Gix90 − γ i‖, i = 1, 2, (76)
whereas in the inconsistent case, for KE perturbed and CKE perturbed, we used the same error,
but the “dynamic” residuals, given by
Residual = ‖Gix90 − (γ¯ i)90‖, i = 1, 2 (77)
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Table 1
Error and residuals for tests in Figs. 3–10
Algorithm Error Residual
z1 z2 z1 z2
K (Fig. 3) 1.7 4.2 0.007 0.009
KE (Fig. 4) 1.8 4.3 0.01 0.02
CK (Fig. 5) 0.05 0.5 0.004 0.03
CKE (Fig. 6) 0.09 0.8 0.01 0.04
K perturbed (Fig. 7) 1.9 4.4 0.7 1.3
KE perturbed (Fig. 8) 1.9 4.4 0.31 (0.08) 1.1 (0.6)
CK perturbed (Fig. 9) 0.7 1.1 1 2.2
CKE perturbed (Fig. 10) 0.5 1.1 0.9 (0.8) 1.9 (1.8)
Fig. 8. Kaczmarz extended with perturbation and without constraints.
Fig. 9. Kaczmarz with perturbation and with constraints.
with (γ¯ i)90, i = 1, 2 generated as in (25) and (35), respectively. As we can see in the table, in the
consistent case (73) CKE algorithm works as well as CK, whereas for the special perturbation
(75) the results are a little bit better.
Remark 5. For the perturbation (75) it seems that the troubles mentioned in Remark 4 before
hold. Indeed, as we can see in Table 1, on KE perturbed and CKE perturbed lines, in brackets we
gave the values of the “dynamic” residual (77) after 500 iterations; as expected, it approaches 0
for the KE algorithm, but not anymore for CKE. This can be explained by the following simple
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Fig. 10. Kaczmarz extended with perturbation and with constraints.
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Fig. 11. The exact 144 × 144 image.
computation: if we construct the associated normal equations for the perturbed problems, i.e.
GTi Giz
i = GTi γ¯ i , we observe that in GTi γ¯ i appear negative components, which tells as that they
cannot have nonnegative solutions (because the matrices GTi and Gi are nonnegative). Thus, in
this case the set V from (22) is empty, which means that Theorem 4 does not apply anymore.
Inspite of this, the algorithm CKE seems to still converge.
Remark 6. The better behaviour of CKE against CK becomes more clear from the following
example: we considered the 12 × 12 pixels image z ∈ R144 from Fig. 11, for which we generated
a 144 × 144 matrix G as Gi before (with the difference that each (square) pixel has the edge
equal to 1/12). After we computed the right-hand side, γ = Gz we perturbed it as (in MATLAB
notation)
• rand(′state′, 0);pert = rand(144, 1); np = norm(pert);
• pert = (1/np)∗pert; γ = γ + 0.05 ∗ pert
Then, we applied to the perturbed system so obtained both CK and CKE algorithms. In Table 2,
we give the values of normal equation residual (NRE), dynamic residual (DR) and absolute error
(ERR), defined by (see also (77))
NRE = ‖GTGzk − GTγ ‖, DR = ‖Gzk − (γ )k‖, ERR = ‖zk − z‖ (78)
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Table 2
CK versus CKE
Number of iterations (k) CK algorithm CKE algorithm
NRE ERR NRE DR ERR
500 0.0071 0.26 0.0093 0.0275 0.3
1000 0.0071 0.26 0.0064 0.0198 0.27
2000 0.0071 0.26 0.0048 0.0143 0.25
5000 0.0071 0.26 0.0040 0.0127 0.23
after k iterations. We observe that in this case the CKE-residuals have both a convergent to zero
behaviour, whereas the NER one generated by the CK method remain at a certain distance from 0.
This advantage of the CKE algorithm against CK for “much more” inconsistent problems will
become clear from our second set of experiments. In this case the data (provided by Prof. Dr. Joa-
chim Hornegger and Dr. Marcus Prümmer from University of Erlangen-Nürnberg, Germany) refer
to a 2D-phantom of resolution 64 × 64, which represents a “slice” from a 3D reconstruction. This
2D problem is defined by a matrix A of dimensions m × n (m = 149.740, n = 4096 = 64 × 64)
and a right-hand side b ∈ Rn, obtained by assembling 300 submatrices Ti of dimensions di × n
and, respectively, 300 subvectors τ i ∈ Rdi (m = ∑300i=1 di ; see http://csam.univ-ovidius.ro/∼ani-
cola/phantom), as indicated below:
A =
⎡⎢⎢⎢⎣
T1
T2
...
T300
⎤⎥⎥⎥⎦ , b =
⎡⎢⎢⎢⎣
τ 1
τ 2
...
τ 300
⎤⎥⎥⎥⎦ . (79)
Remark 7. This can be considered as a simulation of a Fan beam scanning procedure (see e.g. [3]
and Fig. 12), in which the X-rays source Si moves on a complete circle arround the scanned area,
on 300 equally spaced positions i = 1, . . . , 300. To each position of the source Si correspond a
matrix Ti of dimensions di × 4096 (di = the number of receptors for the source Si) and a vector
τ i ∈ Rdi .
The system Ax = b is “highly” inconsistent (‖AxLS − b‖ = ‖PN(AT)(b)‖ ≈ 629.2, by com-
paring it with the norm of the right-hand side ‖b‖ = 858.17), thus we reformulated it as a least
Fig. 12. Fan beam scanning.
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squares problem of the form (1). We applied to this problem the CK, KE and CKE algorithms,
starting with x0 = 0, terminating after 20 iterations and with [ai, bi] = [0, 0.15], i = 1, . . . , m
in (4).
Remark 8. Because we had no information about the exact image, these constraining inter-
vals were determined experimentally, in a “preprocessing phase” in which we made several
tests with the KE and CKE algorithms, for different values of ai and bi ; then we kept the val-
ues ai = 0, bi = 0.15, for which we got the best reconstruction. Moreover, for representing the
approximation zk ∈ R4096 as a 64 × 64 image we did as follows:
• we computed mzk = min{zki , i = 1, . . . , 4096}, Mzk = max{zki , i = 1, . . . , 144},
• we scaled the components of zk to the interval [0, 255] by
zki = 255 ·
zki − mzk
Mzk − mzk , i = 1, . . . , 4096,
• we allocated to each integer from 0 to 255 a grey level ((grey(i), i = 0, . . . , 255)),
• in the ith pixel on the representing picture, we put the grey level grey(ji) for which
|zki − ji | = min{|zki − j |, j = 0, . . . , 255}.
The results are presented in Figs. 13–15, respectively. We can see that in this case the CK
algorithm does not work any more, whereas the other two methods succeed to reconstruct the
principal features of the image. In order to improve the reconstruction and for eliminating the
artefacts appearing in the top and bottom, we considered a Tikhonov regularization of the form
‖Ax − b‖2 + δ2‖x‖2 = min! (80)
We applied to the above regularized problem the algorithms KE and CKE (with δ = 0.1,
x0 = 0 and terminating after 20 iterations and with the same constraints, [ai, bi] = [0, 0.15], i =
1, . . . , m in (4)). The reconstructed images are shown in Figs. 16 and 17.
For comparison, we also considered the component averaging (CAV) algorithm from [2]: let
x0 ∈ Rn be the initial approximation; for k = 0, 1, . . . do
Fig. 13. CK reconstruction.
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Fig. 14. KE reconstruction.
Fig. 15. CKE reconstruction.
Fig. 16. Regularized KE.
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Fig. 17. Regularized CKE.
xk+1 = xk +
m∑
i=1
Gi
(
P
Gi
Hi
(xk) − xk
)
(81)
where {Gi}i=1,...,m are n × n diagonal nonnegative matrices
Gi = diag(gi1, gi2, . . . , gin), gij  0 (82)
and the generalized oblique projections PGiHi are defined by
P
Gi
Hi
(x) = x + bi − 〈x,Ai〉〈G+i Ai, Ai〉
G+i Ai (83)
with G+i the Moore–Penrose pseudoinverse of Gi . For the weights gij in (82) we considered the
following two cases:
I (proposed in [2])
gij =
{
1
sj
if aij /= 0,
0 if aij = 0, (84)
where sj represents the number of the nonzero elements on the j th column of A, and
II (proposed by the author in [11])
gij =
∣∣aij ∣∣∑m
k=1
∣∣akj ∣∣ . (85)
We performed the same experiments, as for KE and CKE algorithms before. The best recon-
struction results were obtained with the CAV algorithm (85) and the corresponding images are
presented in Figs. 18,19,20,21, in which we can see very poor reconstructions by comparing them
with those for CKE (Figs. 15 and 17).
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Fig. 18. CAV-II.
Fig. 19. CAV-II, regularized.
Fig. 20. CAV-II, constrained.
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Fig. 21. CAV-II, constr. + regul.
Conclusions
In this paper, we proposed a constrained version of the KE algorithm from [9], similar with
that from [5] for the case of classical Kaczmarz method. We proved under weaker hypothesis
than in [5], that our KE constrained algorithm generated a sequence which always converges to a
constrained least squares solution. The numerical experiments presented show that our constrained
KE algorithm has a similar behaviour as the one from [5], for consistent problems, whereas in the
inconsistent case it gives much better results (also by comparing it with the CAV method from
[2]).
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