Constantin and Saut showed in 1988 that solutions of the Cauchy problem for general dispersive equations
Introduction
Consider the Cauchy problems for the one-dimensional Korteweg de Vries (KdV) equation
u(x, 0) = φ(x), x ∈ R, t ∈ R and for the one-dimensional linear Schrödinger equation iv t + v xx = 0, v(x, 0) = ψ(x), x ∈ R, t ∈ R.
(1.1)
While their solutions are known to be as smooth as their initial values in the sense that u(·, t) ∈ H s (R) if and only if φ ∈ H s (R) for any t ∈ R and v(·, t) ∈ H s (R) if and only if ψ ∈ H s (R) for any t ∈ R, they possess a local smoothing property:
loc (R)) for any T > 0, and ψ ∈ H s (R) =⇒ v ∈ L 2 (−T, T ; H s+1/2 loc (R)) for any T > 0.
This local smoothing property was first discovered by Kato [14] for the KdV equation and implicitly shown later by Sjölin [22] for the linear Schrödinger equation. It is now referred to as the local Kato-smoothing property and has been proved by Constantin and Saut [9] to be a common feature of dispersive-wave systems. Indeed, Constantin and Saut studied the following general dispersive-wave equation loc (R n , R) and is continuously differentiable for |ξ| > R with some R ≥ 0,
and
for all ξ ∈ R n and |ξ| > R, j = 0, 1, 2, · · · , n.
Theorem A (Constantin and Saut [9] ) Let s ≥ − m−1 2 be given. Then for any q ∈ H s (R n ), the corresponding solution w of (1.2) belongs to the space C(R; H
) and moreover, for any given T > 0 and R > 0, there exists a constant C depending only on s, T and R such that
This local smoothing effect, as pointed out by Constantin and Saut in [9] , is due to the dispersive nature of the linear part of the equation and the gain of the regularity, (m − 1)/2, depends only on the order m of the equation and has nothing to do, in particular, with the dimension of the spatial domain R n . The discovery of the local Kato-smoothing property has stimulated enthusiasm in seeking various smoothing properties of dispersive-wave equations which, in turn, has greatly enhanced the study of mathematical theory of nonlinear dispersive-wave equations, in particular, the well-posedness of their Cauchy problems in low regularity spaces (see [4, 5, 7, 15, 16, 17, 18, 19] and see the references therein).
A question arises naturally: Does the solution w of (1.2) gain more regularity than Is it possible to find ǫ > 0 such that, for any given T > 0 and R > 0, there exists a constant C depending only on s, T and R such that
In particular, applying Theorem A to the linear KdV equation (Airy equation) 5) and to the linear Schrödinger equation (1.1) leads to the following estimates for their solutions:
given s ∈ R and R, T > 0, there exists a constant C > 0 such that for any φ, ψ ∈ H s (R), the corresponding solutions u of (1.5) and v of (1.1) satisfy 6) and
respectively, where
Is it possible to find an ǫ > 0 such that
and moreover, for any given T > 0 and R > 0,
Here the constant C is assumed to depend only on s, R, and T .
As far as we know, this question has not been addressed in the literature. On the other hand, it has been proved by Kenig, Ponce and Vega [16, 17] that solutions of (1.5) and (1.1) possess the following smoothing property.
Theorem B (Kenig, Ponce and Vega [16, 17] ) For any s ∈ R, there exists a constant C s > 0 depending only on s such that for any φ, ψ ∈ H s (R), the corresponding solutions u of (1.5) and the solution v of (1.1) satisfy
This property is referred to as sharp Kato-smoothing. It has become an important tool in studying the non-homogeneous boundary value problems [1, 2, 10, 11] and control theory of the KdV equation and the Schrödinger equation (see [6, 12, 20, 21] and see the references therein).
Since the estimates (1.6) and (1.7) follow easily from (1.10) and (1.11), it remains a doubt if estimates (1.6) and (1.7) are sharp: Does there exist ǫ > 0 such that (1.8) and (1.9) hold for all solutions of (1.5) and (1.1), respectively?
In this paper, we will first consider the Cauchy problem for general one-dimensional evolutionary partial differential equations
where
is a (2ω + 1)-order differential operator, with
, and
where a j , j = 0, 1, · · · , ω are real constants and
are complex constants. Assume that there exists an integer 0 ≤ ν ≤ ω such that either
Note that, if (−1) ω a ω < 0, then we can make a change of variable x → −x to change the equation so that (−1) ω a ω > 0. Then it can be verified that the solution u of (1.12) possesses the local Kato-smoothing property:
Given s ∈ R and R, T > 0, there exists C > 0 such that for any φ ∈ H s (R), the corresponding solution u of (1.12) satisfies
We show that the local Kato smoothing property for (1.12) given by the estimate (1.15) is sharp.
(1.16) fails to be true for all solutions of the Cauchy problem (1.12).
This result applies not only to the Airy equation, but also to the linear KdV-Burgers equation
which is not covered by the dispersive system (1.2). Moreover, the following parabolic equation
and the ( linear) Ginzburg-Landau type equation
with α > 0 are special cases of the system (1.12). Their solutions possess the following global dissipative smoothing property:
and there exists a constant C depending only on T and s such that
Similarly, one may wonder if this type of dissipative smoothing property sharp: does the solution
(R)) for some ǫ > 0 in general when φ ∈ H s (R)? Our Theorem 1.1 provides a negative answer to this question and shows that the dissipative smoothing property as described by estimate (1.17) is sharp.
We next consider the Cauchy problem (1.2) in the 1D case
and we show that the estimate (1.3) is sharp. 
fails to be true for all solutions of (1.2).
The proofs of Theorem 1.1 and Theorem 1.2 are presented in subsequent Section 2 and Section 3, respectively.
2 Proof of Theorem 1.1
By contradiction, assume that the estimate (1.16) holds true for some ǫ > 0. Without loss of generality, we assume that s = 0 and 0 < ǫ < Applying Λ ǫ to the equation in (1.5) yields
Multiplying the equation in (2.1) by p(x)Λ ǫ u and integrating the resulting equation over R with respect to x gives
Integrating both sides of the above equation with respect to t over (0, T ) leads to
Since p has a compact support, and since (1.16) holds true, it follows that the right-hand side of (2.2) estimated by C T φ 2 L 2 (R) , and thus
Let us prove that (2.3) cannot hold true, by constructing a sequence
and sup
where u n is the corresponding solution of (1.12) with u n (x, 0) = φ n (x).
Let η be the function whose Fourier transform iŝ
The function η belongs to the space L 2 (R) and has the following properties:
(ii) Λ ǫ η is well-defined for any x = 0, (iii) both η(x) and (Λ ǫ η)(x) decay faster than any algebraic order when |x| → ∞.
Let χ n (ξ) be an even C ∞ cut-off function satisfying χ n (ξ) = 1 for ξ ∈ [0, n] and χ n (ξ) = 0 for ξ ∈ [n + 1, ∞). Note that χ n (ξ) is a monotone decreasing function and keeps the same shape for ξ ∈ [n, n + 1] as n changes. For any n ≥ 1, let φ n ∈ L 2 (R) be the function whose Fourier transform isφ
where C is independent of n, we have that for any n ≥ 1,
and, henceforth, as n → +∞,
It remains to prove (2.6). To this end, note that if
p(x)dx < C < ∞ for any n. On the other hand, If
where Q(ξ) is a real valued polynomial of order 2ω + 1 with the coefficient of highest order term satisfying (−1) ω a ω > 0. If T > 0 is given, by our assumption, there exist M > 0 and
For |ξ| > M , we have
,
p(x)dx < ∞ Therefore, (2.3)-(2.6) yield a contradiction, which implies that there does not exist any ǫ > 0 such that (1.16) holds true. The theorem is proved.
Proof of Theorem 1.2
By assumption, there exists a N > 0 such τ = p(ξ) is invertible on (N, ∞) and
By contradiction, assume that (1.19) holds true for some ǫ > 0. Without loss of generality, we assume that s = 0 and that 0 < ǫ < 1 2 . Let η be the function as defined in the proof of Theorem 1.1. For any integer n ≥ 1, let µ n (ξ) be a C ∞ cut-off function such that
and ψ n ∈ L 2 (R) be the function whose Fourier transform iŝ
Then, for any n ≥ 1,
Let v n be the solution of (1.18) with ψ replaced by ψ n . Since (1.19) holds true, we must have
The left-hand side of (3.1) can be written as
Let us prove that (3.1) cannot be true by showing that lim n→∞ I n = +∞ and sup 1≤n<+∞ J n < +∞.
We first prove that, for any n ≥ 1,
and w n (τ ) = 0 for τ ≤ M , by the Plancherel theorem, we have, for any x ∈ R,
and therefore,
It remains to show that sup 1≤n<+∞ J n < +∞. We only consider the term where C > 0 is independent of n, but may depend on T and R. The theorem is proved.
