Abstract-Recent developments of Particle Swarm Optimization (PSO) have successfully trended towards Adaptive PSO (APSO). APSO changes its behavior during the optimization process based on information gathered at each iteration. It has been shown that APSO is able to solve a wide range of difficult optimization problems efficiently and effectively. In classical PSO, all parameters remain constant for the entire swarm during the iterations. In particular, all particles share the same settings for their velocity weights. We propose a StepOptimized PSO (SOPSO) algorithm in which every particle has its own velocity weights and an inner PSO iteration is used to take a step towards optimizing the settings of the velocity weights of every particle at every iteration. We compare SOPSO to four known PSO variants (global best PSO, decreasing weight PSO, time-varying acceleration coefficients PSO, and guaranteed convergence PSO). Experiments are conducted to compare the performance of SOPSO to the known PSO variants on 22 benchmark problems. The results show that SOPSO outperforms the known PSO variants on difficult optimization problems that require large numbers of function evaluations for their solution. This suggests that the SOPSO strategy of optimizing the settings of the velocity weights of every particle improves the robustness and performance of the algorithm.
I. INTRODUCTION
In order to tackle complex real-world optimization problems, scientists have been looking into techniques inspired by natural processes such as Darwinian evolution, social group behavior, and foraging strategies. Accordingly there has been a remarkable growth in the field of nature-inspired search and optimization algorithms over the past few decades. These algorithms are mainly categorized as being based on either evolutionary computation or swarm intelligence. Evolutionary computation makes use of a population that is selected in a guided random search (inspired by biological mechanisms of evolution) to achieve the optimization process. Swarm intelligence is characterized by the collective behavior of decentralized, self-organized systems that are typically made up of a population of simple agents interacting locally with one another and with their environment.
Particle Swarm Optimization (PSO) is a swarm intelligence method first introduced by Kennedy and Eberhart [5] . The behavior of PSO can be envisioned by comparing it to bird swarms searching for optimal food sources, where the direction in which a bird moves is influenced by its current movement, the best food source it ever experienced, and the best food source any bird in the swarm ever experienced. In other words, birds move according to their inertia, their personal knowledge, and the knowledge of the swarm. In terms of PSO, the movement of a particle is influenced by its inertia, its personal best position, and the global best position.
PSO has multiple particles, and every particle consists of its current objective value, its position, its velocity, its personal best value, that is the best objective value the particle ever experienced, and its personal best position, that is the position at which the personal best value has been found. In addition, PSO maintains a global best value, that is the best objective value any particle has ever experienced, and a global best position, that is the position at which the global best value has been found. Classical PSO [5] uses the following iteration to move the particles:
where x (i) is the position of particle i, n is the iteration number with n = 0 referring to the initialization, N is the total number of iterations, and v (i) is the velocity of particle i, i = 1, 2, . . . , n p , where n p is the number of particles. Classical PSO uses the following iteration to update the particle velocities:
where x p is the personal best position and x g is the global best position. The vector
is directed towards the personal best position, and the vector
is directed towards the global best position. Both r
and r (i) 2 are random vectors; i.e., their components consist of random values uniformly distributed between 0 and 1. The notation r (i) (n) is meant to denote that a new random vector is generated for every particle i and iteration n.
PSO can promote either diversity or convergence at any iteration. Diversity favors scattered particles, searching a large area coarsely, whereas convergence favors clustered particles, searching a small area intensively. Promising strategies include promoting diversity of the swarm in early iterations and convergence in later iterations [3] , [11] or assigning attributes to individual particles to promote diversity or convergence [6] .
II. RELATED PSO VARIANTS Suppose we are interested in finding the global minimum of an objective function
For the purposes of assessing the performance of SOPSO, we utilize four related PSO variants in this work: global best PSO, decreasing weight PSO, time-varying acceleration coefficients PSO, and guaranteed convergence PSO. These four PSO variants form a baseline against which the proposed SOPSO variant is compared and are now described in more detail.
A. Global Best Particle Swarm Optimization (GBPSO)
GBPSO [3] is a standard PSO variant. GBPSO [5] uses the following iteration to determine the velocities:
The velocity weights are the inertia weight w, the personal best weight c 1 , and the global best weight c 2 . Compared to the classical PSO [3] , GBPSO uses an inertia weight w and does not require c 1 = c 2 = 2 as in Equation (1b). The algorithm proceeds as follows. First, the swarm is initialized; i.e., for n = 0 the positions and the velocities of the particles are randomly initialized within the search space [11] . After that, the objective values of particles are calculated. For each particle, its first objective values and positions are automatically its personal best values and the personal best positions. The global best value and the global best position are set to the objective value and position of the particle with the best objective value in the entire swarm. After this initialization, velocities for all particles are calculated using Equation (1b), and then they are moved to their new positions using Equation (1a). The particle objective values are evaluated again. Personal best positions are updated for particles that have a new objective value that is better than their previous personal best value. The global best position is updated if there is any particle with an objective value that is better than the previous global best value. New velocities are calculated using Equation (1b), and all particles are moved to their new positions using Equation (1a). The algorithm continues evaluating the particle objective values and updating personal best values, personal best positions, the global best value, the global best position, particle velocities, and particle positions until a termination criterion, such as a limit on the number of iterations, is satisfied.
B. Decreasing Weight Particle Swarm Optimization (DWPSO)
DWPSO is similar to GBPSO, but the inertia weight w(n) is decreased linearly over time [3] . The idea behind DWPSO is to promote diversity in early iterations and convergence in late iterations. DWPSO uses the following iteration to determine the velocities:
where the inertia weight w at iteration n is calculated using
where w s is the inertia weight for the first iteration and w e is the inertia weight for the last iteration.
C. Time-Varying Acceleration Coefficients PSO (TVACPSO)
TVACPSO changes not only the inertia weight w(n) but also the acceleration coefficients, i.e., the personal c 1 (n) and global best weight c 2 (n), over time [3] , [11] . The idea is to have a high diversity for early iterations and a high convergence for late iterations. The inertia weight w(n) is changed as in DWPSO using Equation (4) . TVACPSO uses the following iteration to determine the velocities:
where the personal best weight c 1 (n) and the global best weight c 2 (n) at iteration n are calculated using
where c 1s is the personal best weight for the first iteration, c 1e is the personal best weight for the last iteration, c 2s is the global best weight for the first iteration, and c 2e is the global best weight for the last iteration.
D. Guaranteed Convergence Particle Swarm Optimization (GCPSO)
GCPSO guarantees that the global best particle searches within a dynamically adapted radius at all times [14] [15] . This technique addresses the problem of stagnation and increases local convergence [14] by using the global best particle to randomly search in an adaptively changing radius at every iteration. GCPSO, as described in [14] , uses Equation (3) to determine the velocities v (i) (n) and Equation (4) to change the inertia weight w(n) over time. The personal best weight c 1 and the global best weight c 2 are held constant. GCPSO uses the following iteration to update the velocity of the global best particle:
where i g is the index of the particle that updated the global best value most recently. The expression −x (ig ) (n)+x g (n) is used to reset the position of particle i g to the global best position. The components of r 3 (n) are random numbers uniformly distributed between 0 and 1. The search radius is controlled by the search radius parameter ρ(n). The search radius parameter ρ(n) is calculated using:
where σ c is the consecutive success threshold and ϕ c is the consecutive failure threshold defined below. Success means that using Equations (1a) and (6a) to update the particle positions results in an improved global best value and position, and failure means it does not. The numbers of consecutive successes σ(n) and failures ϕ(n) are calculated using:
E. Correcting Iterations
In addition to the specific details of each of the PSO variants described, there is additional practical consideration of how to handle particles that attempt to move out of the search space. If a particle attempts to leave the search space, our strategy is to return it along its proposed path through a series of correcting iterations. In particular, we use:
is the corrected velocity,ň is the count for the correcting iterations, andN is the total number of correcting iterations. The initial corrected positionx (i) (0) is set to the position x (i) (n + 1), which is outside the search space. The corrected velocitiesv (i) are calculated using:
where α is the correction factor, and the initial corrected velocityv (i) (0) is set to the velocity v (i) (n + 1) that caused the particle to attempt to leave the search space. Equation (7a) is applied until the corrected positionx (i) (ň + 1) is in the search space or the limit on the total number of correcting iterationsN is reached. In the latter case, the components ofx (i) (N ) still outside the search space are clamped to the boundary of the search space. Based on good performance in empirical tests, the values chosen are α = 0.54 andN = 4. All PSO variants considered in this study, including stepoptimized PSO (SOPSO), use these values.
III. PROPOSED VARIANT: SOPSO
The idea for our SOPSO variant is based on PSO techniques that give every particle its own velocity weights [18] , [20] . These techniques typically move the velocity weights of all particles toward the velocity weights of a certain particle that is selected based on a measure of superior performance [20] .
Self-tuning APSO moves the velocity weights towards the settings of the particle that yielded the most updates of the global best position [18] , [20] . Controlled APSO adaptively changes the personal best weights c (i) 1 (n) and the global best weights c (i) 2 (n) based on the distance between the positions and the global best position [4] . Inertia weight APSO [22] grants every particle its own inertia weight w (i) (n) that is changed using a function of the objective values and the global best value. Optimized PSO uses multiple PSO subswarms, each having their own parameter settings, in an inner iteration to solve the original optimization problem. The parameter settings are then optimized in an outer iteration of PSO for a fixed number of iterations. A detailed description of optimized PSO can be found in [8] . Inspired by optimized PSO [8] , we treat the problem of finding good velocity weights as an optimization problem.
A. Step-Optimized Particle Swarm Optimization (SOPSO)
In SOPSO every particle has its own velocity weights. A particular setting of the velocity weights is referred to as the position of the velocity weights. An objective function for the velocity weights is used to quantify how well the positions of the velocity weights perform for solving the optimization problem. Using the calculated objective values of the velocity weights, SOPSO takes a step toward optimizing the velocity weights using a PSO variant such as GBPSO, TVACPSO, or DWPSO at every iteration. The velocity weights are optimized in a fixed auxiliary search space. Compared to optimized PSO [8] , the SOPSO approach of optimizing after every (outer) PSO iteration is more efficient because only one additional PSO instance (for optimizing the velocity weights) is executed and only for one (inner) iteration.
SOPSO uses the following iteration, with the notation used in Equation (2) , to update the velocities of particles:
subject to correcting iterations (7) . An auxiliary objective function is used to quantify the success of particles as a function of their velocity weights. There are reliable and directly employable entities to measure the success of particles. In particular, we use the improvement in the objective value of the particle [1] , the number of updates of the global best position that the particle yielded [18] , [20] , and the number of updates of the personal best position that the particle yielded. We propose the following objective function for the velocity weights, selected based on good performance in empirical tests:
wheref (i) (n) is the objective value of the velocity weights for particle i at iteration n, e (i) (n) is the normalized improvement described below, u
l is the number of times particle i updated its personal best position, u (i) g is the number of times particle i updated the global best position, w l is the local weight factor used to weigh the number of personal best updates u (i) l , and w g is the global weight factor used to weigh the number of global best updates u
g . The value of w g is usually set to a larger number than the value of w l because updates to the global best position are relatively more important. Equation (9) is thus used to guide the evolution of the positions of the velocity weights towards optimal values. Alternative objective functions are possible, e.g., ones that use the normalized improvements e (i) (n) or the local and global best update counters individually. The normalized improvements e (i) (n) are calculated as follows, based on good performance in empirical tests:
where σ(n) is the normalization sum described below and δ (i) (n) is the difference in the objective values calculated using:
where f (i) is the objective value of particle i. In practice, early iterations might yield large absolute values of δ (i) , whereas late iterations might only yield small absolute values of δ (i) . Therefore, we propose the following normalization to fairly account for the contribution of the velocity weights from late iterations:
In other words, the normalization sum σ(n) makes objective values of the velocity weights comparable for different n. This normalization is selected based on good performance in tests. The velocity weights are optimized using one step of PSO in an inner iteration, resulting in the following overall iteration to update the positions of the velocity weights:
wherex (i) (n) is the position of the velocity weights,ṽ
is the velocity of the velocity weights,x (i) p (n) is the personal best position of the velocity weights,x (i) g (n) is the global best position of the velocity weights,w(n) is the inertia weight for optimizing the velocity weights,c 1 (n) is the personal best weight for optimizing the velocity weights,c 2 (n) is the global best weight for optimizing the velocity weights, and r (i) 1 andr (i) 2 (n) are random vectors with components that are uniformly distributed between 0 and 1 for every particle i and iteration n. Equations (11) are used after Equation (1a) and (8) 
2 (n) in Equation (8) . These iterations are subject to correcting iterations (7) with a corresponding reduction factor denoted byα.
As in other APSO variants, e.g., [13] , SOPSO incorporates mutation. Specifically, a certain percentage of particles are selected for mutation. Additionally, the local and global best positions and values of the velocity weights are reset to the current positions and values of the velocity weights after a specified number of iterations. If a particle is selected for mutation, its velocity weights are reinitialized within a reinitialization space of the velocity weights. Mutation is used to maintain diverse behavior of particles and to treat the dynamic optimization problem of optimizing the velocity weights. The problem of optimizing the velocity weights is a dynamic optimization problem because the objective function for the velocity weights itself changes during the solution process; e.g., at times the objective function for the velocity weights may promote diversity whereas at others it may promote convergence, further enhancing the utility of the SOPSO approach. Figure 1 shows the flowchart of SOPSO. Steps shaded in light yellow are common for standard PSO, and steps shaded in yellow are introduced for SOPSO. First, the swarm is initialized; i.e., the particle positions and velocities are randomly initialized within the search space and the positions and velocities of the velocity weights are randomly initialized in the initialization space of the velocity weights. The objective values of the particles are calculated. All particles are moved to their new positions using velocities calculated in Equation (8) subject to correcting iterations (7) . All objective values are evaluated again. If there are particles with objective values better than their personal best value, their personal best positions and values are updated and their local best update counter u l is increased by 1. The global best update counter u g is increased for any particles that updated their global best position and value. After that, the objective values of the velocity weights are calculated for all particles using Equation (9) . The first objective values and positions of the velocity weights are automatically the personal best values and positions of the velocity weights. The global best position and value of the velocity weights are selected by finding the particle with the best objective value of the velocity weights. The positions of the velocity weights are updated using Equations (11) subject to the appropriate correcting iterations (7) . The positions of velocity weights used by particles that were selected for mutation are randomly reinitialized in a prescribed reinitialization space. If the termination criterion is not satisfied, the algorithm continues with updating the positions, evaluating the objective values, and updating the personal best values and positions, the local best update counters, the global best position and value, and the global best update counter. Personal best positions and values of the velocity weights are only updated if the new objective values of the velocity weights are improved. The global best position and value of the velocity weights are updated if the particle with the best objective value of the velocity weights has an improved value for the global best value of the velocity weights. The positions of the velocity weights used by particles that were not selected for mutation are updated using Equations (11), and the positions of the velocity weights used by particles that were selected for mutation are randomly reinitialized in a prescribed reinitialization space. If the prescribed number of iterations after which to reset the local and global best velocity weights is reached, the local and global best positions and values of the velocity weights are reset to the current positions and objective values of the velocity weights. The algorithm stops when a termination criterion is satisfied. 
IV. EXPERIMENTS AND RESULTS

A. Test Problems
Twenty-two optimization test problems are used to compare our SOPSO with the four known PSO variants. The problems are chosen as follows. All the test problems from the semicontinuous challenge [2] are used, including the Ackley test problem, the Alpine test problem, the Griewank test problem, the Parabola test problem, the Rosenbrock test problem, and the Tripod test problem. Some of the optimization test problems from [9] have been selected based on their shapes to guarantee a diverse set of problems, including the Six-hump Camel Back test problem, the De Jong 5 test problem, the Deceptive test problem, the Drop Wave test problem, the Easom test problem, the Goldstein-Price test problem, the Axis Parallel Hyper-ellipsoid test problem, the Michalewicz test problem, and the Shubert test problem [2] . We also use optimization test problems from [21], where we selected diverse test problems to expand our test set. These include the Generalized Penalized test problem, the Non-continuous Rastrigin test problem, the Rastrigin test problem, the Schwefel's P2.22 test problem, the Sphere test problem, and the Step test problem [21] . We also use Schaffer's F6 test problem from [8] . For ease of comparison, we normalize the test problems to have a global optimum of 0. Table I lists the test functions, brief descriptions of their properties, bounds on the components of x, and the search space dimension.
B. Parameter Settings
Unless stated otherwise, the parameters are set to the values described in Table II .
C. Experimental Setup
We compare all PSO variants on four test cases using four different fixed numbers of function evaluations. The first test uses n p = 100 particles and N = 75, 000 iterations for a total of 7, 500, 000 function evaluations (including initialization). This test is meant to represent a relatively large number of function evaluations, as is often required to solve the most difficult problems. The second test uses n p = 100 particles and N = 15, 000 iterations for a total of 1, 500, 000 function evaluations (including initialization). This test is meant to represent a relatively moderate number of function evaluations. The third test uses n p = 100 particles and N = 2, 500 iterations for a total of 250,000 function evaluations (including initialization). This test is meant to represent a relatively small number of function evaluations. The fourth test uses n p = 30 particles and N = 100 iterations for a total of 3, 000 function evaluations (including initialization). This test is meant to represent an extremely small number of function evaluations, as in the case where function evaluations are expensive. All calculations are performed in double precision.
D. Results
Optimization techniques are often compared in terms of the number of function evaluations required to find a given optimum or the best objective value found for a specified number of function evaluations [16] . We follow the latter approach of reporting the best objective function value given a certain number of function evaluations. We focus on results given for relatively large numbers of function evaluations (FE) because the proposed SOPSO variant was developed with a focus on efficiently and effectively solving difficult problems that require high numbers of function evaluations for their solution. Specifically we look at the minimum solutions, i.e., the solutions with the lowest value of the objective function, from three runs using different random seeds. Tables III-VI compare the minimum solutions found by the implemented known PSO and proposed SOPSO variants in terms of wins, draws, and losses. A given variant earns a win if it is the only variant to find the best solution, a draw if it and at least one other variant find the best solution, and a loss if another variant finds the best solution. These tables compare five different solvers at the same time. We note that wins, draws, and losses do not provide information on the values of the objective function values that yielded them. Whether the global optimum is achieved and the margin of victory for winning methods can be found in Tables VII-X.  Table III compares performance of the implemented known PSO and proposed SOPSO variants for 7, 500, 000 FE. The proposed SOPSO variant wins this comparison by scoring 2 wins and suffering no losses. Table IV compares the performance of the variants for 1, 500, 000 FE. SOPSO performs best in this comparison by scoring 3 wins and suffering only 1 loss. Tables VII-X give more details on problems for which not all of the variants gave the same answer; i.e., at least one solver did not score a draw. In practice, if all solvers score a draw on a problem, they have all achieved the global optimum.
Table VII compares the performance of the variants for 7, 500, 000 FE. In this case, SOPSO is the only variant to find the global optimum for all the problems considered in this study. Other variants are found to not perform as well on a consistent basis. Based on these results, we recommend the use of SOPSO for solving problems that require a relatively large number of function evaluations for their solution.
Table VIII compares the performance of the variants for 1, 500, 000 FE. In this case, two of the problems (Rastigrin and Rosenbrock) were not solved by any of the variants for this number of FE. The SOPSO variant shows the best consistent performance, finding the global minimum to within 4 decimal places even in its one loss. Table IX compares the performance of the variants for 250, 000 FE. In this case, GBPSO and TVACPSO show the best results. However, the data are somewhat mixed: every method underperforms on at least one problem shown. Nonetheless, we generally recommend the use of GBPSO or TVACPSO for problems requiring a moderate number of function evaluations. Table X compares the performance of the variants for 3, 000 FE. In this case, TVACPSO consistently shows the best results, generally performing relatively well even in its losses. Based on these results, we recommend TVACPSO for solving problems when relatively few FE are available.
Overall we see that the proposed SOPSO variant is most effective when large numbers of FE are available or as the difficulty level, as measured by the number of FE required to find the global optimum, of the problem grows.
V. CONCLUSION
We proposed a Step-Optimized PSO (SOPSO) algorithm in which every particle has its own velocity weights; the settings of these velocity weights are themselves optimized by taking one iteration of PSO for every particle at every iteration. We compared the performance of SOPSO to four known PSO variants (global best PSO, decreasing weight PSO, timevarying acceleration coefficients PSO, and guaranteed convergence PSO). The optimization of the velocity weights in the proposed SOPSO variant is based on the objective function in Equation (9) , the proposed normalization of the improvements in the objective values in Equations (10) , and the concept of taking one (inner) PSO iteration toward optimizing the velocity weights after every (outer) PSO iteration. Based on the observed results, we conclude that the proposed SOPSO variant performs best for relatively high numbers of function evaluations such as are required for the solution of difficult optimization problems. For such problems, the concept of stepping toward optimizing the velocity weights improves the performance of PSO. When relatively few function evaluations are available, the known TVACPSO variant generally outperforms the proposed SOPSO variant, indicating that the optimization of velocity weights is most useful for objective functions with extremely difficult topographies.
