Mobile edge computing (MEC), as the key technology to improve user experience in a 5G network, can effectively reduce network transmission delay. Task migration can migrate complex tasks to remote edge servers through wireless networks, solving the problems of insufficient computing capacity and limited battery capacity of mobile terminals. Therefore, in order to solve the problem of "how to realize low-energy migration of complex dependent applications," a subtask partitioning model with minimum energy consumption is constructed based on the relationship between the subtasks. Aiming at the problem of execution time constraints, the genetic algorithm is used to find the optimal solution, and the migration decision results of each subtask are obtained. In addition, an improved algorithm based on a genetic algorithm is proposed to dynamically adjust the optimal solution obtained by genetic algorithm by determining the proportion of task energy consumption and mobile phone residual power. According to the experimental results, it can be concluded that the fine-grained task migration strategy combines the advantages of mobile edge computing, not only satisfies the smooth execution of tasks, but also reduces the energy consumption of terminal mobile devices. In addition, experiments show that the improved algorithm is more in line with users' expectations. When the residual power of mobile devices is reduced to a certain value, tasks are migrated to MEC server to prolong standby time.
Introduction
With the Internet of Things and the mobile Internet are booming, people have entered the era of the Internet of Everything. With the rapid increase in the number of network edge devices, mass data is generated by the perception layer of the Internet of Things, which leads to a sharp increase in the load of the cloud computing network, resulting in a long network delay [1] . With the rise of mobile edge computing, the storage services and computing services can be provided on the edge of the network [2] . At the same time, the task of intelligent terminal devices can be migrated to the mobile edge computing server to solve the problem of insufficient mobile terminal resources, and effectively reduce the delay and energy consumption. These features make it a key technology to improve the 5G network [3] user experience in the future.
Task migration technology can transfer complex tasks on mobile devices to remote edge server through wireless networks, rely on the rich computing resources of remote servers and complex computing tasks, and return the results to mobile devices, so as to solve the problems of inadequate computing power and limited battery capacity of mobile terminals.
At present, the existing task migration strategy is to make the migration decision under the premise that the migration service node has been established [4] . It does not take into account the scenarios when the multi-service nodes are available, and cannot give full play to the characteristics and advantages of mobile edge computing. The earlier task migration algorithms are proposed for cloud computing platforms. Generally, the task is completely migrated as a migration object, which needs a great migration power [5, 6] . In some optimized strategies, tasks are divided into fine-grained subtasks with chain relationship [7] , and a minimize task completion time model is constructed to solve the problem. Although the task partition is refined, it is only applicable to the case where the subtasks are chain relationship, and it is not suitable for the application where the dependency relationship between subtasks is complex. Therefore, it is an urgent problem to study the migration strategy based on edge computing platform.
The rest of the paper is organized as follows. Section 1 introduces the overview of mobile edge computing. Some correlation background is introduced in Section 2. Including the software architecture of task migration system, the research status of edge computing and task migration at home and abroad as well as related migration strategies. In Section 3, we propose two algorithms: a task migration strategy based on genetic algorithm and a task migration energy-saving strategy algorithm considering battery residual power. In Section 4, experimental simulation and results are presented, and the performance of the algorithm is analyzed. Finally, the work is summarized in Section 5.
Background

Mobile edge computing
Edge computing refers to the ability of cloud computing "sink" to the edge of the network. It is a new computing mode to execute tasks on network edge devices. Edge computing refers to any resource between the data source generated by network edge terminal devices and the data path of cloud computing center. Its basic idea is to transport tasks to a resource center which close to the data source [8, 9] . The relationship between edge computing and cloud computing is not one or the other, but complementary. They make up for each other's shortcomings and jointly promote the development of the Internet of Things.
The concept of mobile edge computing (MEC) was first proposed by Carnegie Mellon University in 2009. The European Telecommunication Standards Association (ETSI) formally defined the concept of MEC in 2014 and set up ETSI Mobile Edge Computing Industry Specification Group. At the same time, the mobile edge computing introductory technical white paper was published. Mobile edge computing is a form of edge computing, which is located between wireless access point (such as WIFI) and wired network. It makes traditional wireless access network have the conditions of service localization and close deployment, reduces the load of the core network, and reduces the bandwidth requirement of data service for network return.
With the development of mobile network to 5G stage, MEC, as its key technology, will bring infinite possibilities for network services and other services. MEC technology transforms the traditional cloud computing centralized storage data mode into mobile edge data storage. This technology can reduce the delay in network operation and service delivery [10] . It is the key technology to provide user experience in the future 5G network.
Task migration
Task migration is an important way to solve the resource constraints of mobile terminals. It transmits computingintensive tasks of mobile terminals from local to remote devices for execution, uses remote resources to expand local resources, and finally returns the results to mobile terminals [11] . The process of task migration is as follows: first, the smart mobile terminal sends task requests to the mobile edge computing platform, then the mobile edge computing platform executes corresponding tasks according to the task requests, and finally the mobile edge computing platform returns the task brother-in-law to the user. The specific flow chart for task migration is shown in Fig. 1 .
In the implementation of the migration strategy, the amount of electricity and time consumed to complete tasks are two decisive factors affecting the quality of service, especially in wireless networks. Therefore, under acceptable time constraints, minimizing the energy consumption of mobile terminals is a challenging issue.
Related works
Migrating data flow of network applications and tasks of computing-intensive applications to cloud or small servers has become a recognized solution to the problem of insufficient resources of mobile devices. The MAUI task migration platform proposed by Cuervo E and Cho D K et al. supports task migration by identifying application code; Chae D and Kim J et al. put forward a cost-focused approach. The overhead task migration platform CMcloud migrates as many mobile applications as possible to a single server to minimize server costs.
Lagersoetz E [12] puts forward a criterion for migration evaluation: first, the energy consumption needed for task migration is judged; if the energy consumption for migration is greater than that for local execution, the mobile terminal is calculated; conversely, the migration calculation is carried out. It is concluded that task migration has the best energy-saving effect when the amount of data is smaller, the amount of computation is larger and the bandwidth is higher.
Generally speaking, the existing task migration strategies are divided into three categories: the whole application is executed in the cloud [13] ; the whole application is migrated to the cloud to execute or to the mobile to execute according to the power saving situation; part of the migrable tasks are migrated to the cloud to execute, and the rest are completed in the mobile end [14] . However, the existing migration strategies do not take into account the multi-dependence between subtasks, and the mobile terminal battery development speed cannot meet the growing demand for energy consumption of mobile terminals [15] . Therefore, this paper will focus on energy consumption, propose a task migration strategy for complex dependency mobile terminal applications, and solve the problem of "how to achieve low-energy migration for complex dependency mobile applications." It is a simple fine-grained linear task topology diagram. It considers that each subtask is either executed on the mobile terminal side or executed on the mobile edge side, and the calculated energy consumption generated when the task is performed on the mobile terminal side is denoted as C(ME), and the energy consumption generated when the task is performed on the mobile edge side is denoted as C(EE). Send energy consumption is C(SID), and receive energy consumption is C(ROD)
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Coarse-grained task decomposition
A coarse-grained migration strategy typically uses the entire mobile terminal application as a one-migration task without decomposing and merging the terminal application [16] . The advantage of this strategy is that it is simple to implement and fast to schedule. For an application task with certain data transmission and computational requirements, the shortcoming of this scheduling strategy is that it often faces a dilemma: (1) if the task is scheduled to the edge, it faces a large amount of data Fine-grained directed acyclic graph task topology model. It is a topological model of a fine-grained directed acyclic graph task topology. A directed acyclic graph (DAG) is used to represent the complex dependencies among subtasks. For the graph G, G = (V, E), the node set V represents the task set to be processed, v ∈ V represents the divided subtask, E represents the directed edge set, represents the dependencies between the tasks, and e uv ∈ E represents the amount of transfer data between the task u and the task v, which represents when the task u is finished, e uv data is transmitted to task v, task v can start execution only after task u is executed (2) if putting the task on the local processing, the local computing power will cause a lot of computational overhead.
Fine-grained linear chain task decomposition
To improve the coarse-grained migration strategies, finegrained linear chain task decomposition divides the mobile application into a set of subtasks [17] . These subtasks are executed in a linear topological order, and their input data are provided by their previous subtasks. The time limit of the entire mobile application is T. Figure 2 presents a simple fine-grained linear task decomposition. In this model, the number of liner sequences of subtasks consisted by its mobile application is n. w k denotes the load of computation, where k = 1, 2, … , n. So, we can get the total load of the computational subtasks which are P n k ¼ 1 w k . In Fig. 2 , α k and β k denote the number of input and output data of kth subtask respectively. Figure 3 shows a simple fine-grained task decomposition topology [18] . In this topology, each task can be executed on local or edge side. C(ME) denotes the energy consumption in the local, and C(EE) denotes the energy consumption in the edge side. In the communication between the mobile terminal and edge equipment, the energy consumption for sending data is denoted as C(SID); relatively, energy consumption for receiving data is C(ROD).
Fine-grained directed acyclic graph task decomposition
We describe the tasks and their dependencies in a directed acyclic graph (DAG), as shown in Fig. 4 [19] . We name this task topology graph as task DAG G= n V, E n . In the task DAG, vertices v ∈ V represent tasks, and the edges e uv ∈ E are used to represent dependencies between tasks. Thus, the e uv represent the task v start execution must be after task u, where u, v ∈ V.
R (Rely), R ∈ {0, 1} denotes the dependency relationship between each subtask:
Energy consumption and delay limit
In order to achieve tasks with minimum computational and communication energy consumption before the task delay threshold arrives, it is necessary to design a more optimized task scheduling strategy. Similar to the method of [20] , this paper also adopts a method of weighing the time and energy consumption between the mobile terminal side and the MEC side and generates a scheduling decision. For a brief description, we first list the symbol names used in this section and their meanings, as shown in Table 1 .
Equation (2) gives the execution location of each subtask: 
Correspondently, the time of task v execution in edge equipment:
Thus, we get the energy consumption in local of the task v executing:
Certainly, we must consider the energy consumption for other ideal processes in local:
We give the delay for task u and v communications, T uv :
And
Energy consumption minimization
An easy-to-conceived idea is that the entire application is divided into smaller subtasks, appropriate migration strategies are invoked, migration destinations are determined, and task assignments are completed [21] . The so-called good migration strategy means that the terminal energy consumption can be effectively reduced, and the task completion time also needs to meet the user delay expectation constraint. Therefore, when building a model for minimizing energy consumption problems, you need to consider time constraints and thresholds for task completion time. To ensure that energy consumption is minimized and time-delayed, these two important factors in ensuring the quality of the user experience.
In this section, we establish a model of energy consumption minimization to characterize the above problems. For the sake of description, we first list the symbol Fig. 8 Comparison of residual electricity trend between FGMBGA and optimization FGMBGA. As can be seen from the figure, when the residual power of mobile devices is reduced to a certain value, the optimization algorithm will no longer consume the battery energy of mobile devices, and the residual power tends to be flat, while the unmodified algorithm will continue to execute tasks on mobile devices according to the optimal solution obtained by genetic algorithm until the power of mobile devices is exhausted 10).
Actually, T b v is the maximum of the dependency between u and v. We have
Thus, we get:
The execution energy of task v can be calculated as:
Therefore, the energy consumption of the entire mobile application E total is
Finally, we get the energy consumption minimization model:
where the D(n) is a solution of our model. D(n) is a vector, which contains n binary variables. "0" denotes process the task in the local, and "1" denotes in the cloud. Genetic algorithms can avoid the disadvantages of the time complexity of enumeration algorithms being too high.
Task migration strategy
Minimizing the energy consumption problem can be seen as a 0-1 programming problem with nonlinear constraints, which is an NP problem. In this paper, the genetic algorithm is used to calculate the approximate solution of the problem.
Initial
In order to minimize the energy consumption problem, the task migration variable in this paper adopts a binary coding scheme that takes into account the minimum coding length, such as the migration decomposition
and each of its sub-elements.
Fitness function
In order to evaluate the corresponding chromosomes, the reciprocal of the total energy consumption is used as a fitness function to characterize the energy consumption and the necessity of migration for each application in the local device.
Design of crossover method
Crossover methods are often used for new chromosome construction, which has the disadvantage of easily causing the population to become "premature." In order to avoid this situation, in this paper, we adopt a random crossover method, which can ensure the diversity of the population and avoid the occurrence of "premature" conditions.
Design of variation method
In order to improve the diversity of the population and avoid "premature," we randomly modify the chromosome coding, so that the individual has the possibility of mutation. Commonly used mutation methods include uniform variation, Gaussian approximation, and the like.
In this paper, we use a simple binary code variation method for basic position changes.
Genetic termination conditions
After the previous step, we obtained a new generation of chromosome populations. Whether the current solution is a suboptimal solution is evaluated, that is, whether the target of minimum energy consumption and delay requirement has been achieved. If a satisfactory solution is found, then the algorithm terminates; otherwise, the iterative search continues.
Optimization strategy
Although genetic algorithm can get the most energy-saving strategy of task migration, in real life, the calculation of migration also needs to consider the problem of mobile equipment residual power. If the power consumption of mobile phone is much larger than the energy consumed by task execution, the energy-saving strategy of fine-grained task migration is followed; otherwise, the task will be executed at the MEC server to reduce the energy consumption of mobile phone CPU and cause downtime. The core algorithm of the strategy is:
Where E is task energy consumption and P is the residual power of mobile equipment, the relationship between task energy consumption E and residual power of mobile equipment P is as follows:
where λ(E, P) ∈ (0, 1) and the energy consumption ratio has a linear relationship with the execution location. This algorithm is applied to the energy-saving strategy of finegrained task migration based on genetic algorithm and judges the energy consumption of tasks and the residual power of mobile equipments. If the energy consumption and residual power of mobile equipments are relatively small, it follows the results of the energy-saving strategy of fine-grained task migration based on the genetic algorithm; if the energy consumption and residual power of mobile phones are too large, the optimal energy-saving strategy of migration is obtained through the above algorithm. When limλ(E, P) = 1, then D v (λ) = 1. It means that the task should be handled at the MEC server.
Simulation and results
The simulation configuration of this algorithm is as follows: one mobile terminal device and one mobile edge computing (EMC) server for mobile terminal task migration service. Other experimental parameters are shown in Table 3 . Tasks generated in mobile terminals are composed of 20 related subtasks, and the computation and data transmission of each task are evenly distributed.
The initial settings of the genetic algorithm are as follows: the population size is 50, the mutation rate is 0.15, the crossover probability is 0.6, and the maximum number of iterations is 200. The termination condition of the algorithm is that the evolutionary speed of the fitness function of the individual with the best adaptability is less than 0.2% in five successive generations.
In the analysis of experimental results, we select several common migration algorithms compare with fine-grained migration based on generation algorithm (FGMBGA) which is the algorithm this paper proposed on their performance. By calculating the energy consumption under different strategies, we reflect the superiority and adaptability of the migration strategy. These migration strategies are coarse-grained migration strategy (Coarse), local execution strategy (Local), and EMC server execution strategy (AllMig). Figure 5 shows the energy consumption of mobile terminals under four strategies.
From the energy consumption comparison of the four migration strategies in Fig. 5 , we can see that the Coarse strategy is consistent with the trend of FGMBGA strategy. Although the coarse strategy is the coarse-grained execution of tasks, the coarse execution strategy also measures and compares the task indicators and, after analysis, chooses the local server or EMC server as the task execution site. In addition, Local strategy and AllMig strategy only show excellent performance for the one subtask, but the overall performance is not good. Among the 15 randomly generated subtasks, it is worth noting that FGMBGA can save about 40% energy than Local strategy on the fifth subtask energy consumption. Figure 6 shows the energy consumption comparison of FGMBGA with other three migration strategies. In this figure, we can see that compared with the Coarse strategy, the seventh subtask has the best effect, saving about 26% of energy; compared with the Local strategy, the best effect is on the fifth subtask, there are about 40% of energy saved; compared with AllMig strategy, the second subtask has the best effect, saving up to 35% of energy. Among the three energy consumption comparisons, the average energy consumption is Local, AllMig, and Coarse. Through the analysis of this result, we can draw the conclusion that migrating task from the mobile terminal to EMC server-side execution is the driving force of the times. The local execution is far slower than the EMC server-side execution in terms of computing power, computing time, and energy consumption. Figure 7 is a comparison of energy consumption between FGMBGA and Enum. The main purpose of this group of experiments is to verify the accuracy of FGMBGA strategy. The Enum strategy traverses the whole population data, and the energy consumption results are shown in the blue line of Fig. 7 ; however, FGMBGA does not, but the optimal solution is almost the same as the Enum strategy (the red line in Fig. 7) , so it can be concluded that the FGMBGA algorithm proposed in this paper is accurate and feasible. Figure 8 compares the trend of residual power of mobile equipment between fine-grained task migration strategy (FGMBGA) and optimization algorithm. As can be seen from the figure, when the residual power of mobile devices is reduced to a certain value, the optimization algorithm will no longer consume the battery energy of mobile devices, and the residual power tends to be flat, while the unmodified algorithm will continue to execute tasks on mobile devices according to the optimal solution obtained by genetic algorithm until the power of mobile devices is exhausted. The experimental results show that the optimized genetic algorithm is more in line with the expectation of practical application. Migrate tasks to MEC servers to extend the standby time.
Conclusion
The traditional task migration strategy does not consider the multi-service node scenario, the multi-dependence scenario within the mobile terminal application, and the residual battery power of the mobile terminal. It cannot give full play to the advantages of the new characteristics of the mobile edge. This paper focuses on the mobile edge computing, from three aspects: task migration strategy, task execution location, and battery residual power. From the point of view, this paper puts forward the strategy of selecting the destination of task migration, the strategy of optimizing energy saving of task migration, and the strategy of optimizing energy saving of task migration when the battery power is too low. The simulation results fully demonstrate the energy saving and accuracy of FGMBGA strategy. At the same time, the superiority of the improved FGMBGA algorithm is demonstrated by comparing FGMBGA with the improved FGMBGA algorithm from experimental results. In the future, the mobile characteristics of mobile terminals can be considered, and the direction and trajectory of mobile terminals can be predicted. The migration strategy can be dynamically adjusted to adapt to more complex situations. 
