Based on Monte Carlo simulations using both stationary and nonstationary data, a model selection approach which uses the SIC to select a "best" group of forecasts in the context of forecast combination regressions dominates a number of other techniques, including the standard t-statistic approach and the simple averaging rule. Our results are robust across various restricted and unrestricted versions of standard linear forecast combination specifications, and are not affected by the use of differenced or levels data. In addition to the Monte Carlo experiments, we conduct a real-time forecasting experiment using sequences of forecasts of nine macroeconomic variables. The forecasting models which we examine include linear VAR models, nonlinear artificial neural network models, and the Survey of Professional Forecasters (SPF). Based on ex ante performance, our empirical evidence suggests that the SIC dominates the other forecast combination strategies which are examined. Furthermore, when the SIC approach is used in the context of forecast encompassing type regressions, we conclude that "individual" forecasts are often preferred to combined weight forecasts, and that the SPF model and the econometric models each win approximately the same number of times. We also illustrate that collinearity among competing forecasts arises, even when only three competing forecasts are used in a linear forecast combination regression, and suggest that this is one of the reasons why information criteria are useful for constructing combined weight forecasts. This point is illustrated as tstatistics used to test the significance of alternative forecasts of simulated as well as actual data are often below a 10% critical value, suggesting that either none, or all competing forecasts should be used to construct combined weight forecasts, for example.
Introduction
Simplicity and ease of application has always been considered desirable in the formulation of statistical models. This is readily apparent in the forecasting literature, for example, where many applications make use of forecast combination and related forecast encompassing techniques, which are both theoretically appealing, as well as easy to apply. Perhaps for both of these reasons, the number of studies which examine forecast combination is vast. Overviews of many of the most popular techniques and methods are contained in Granger and Ramanathan (1984) , Clemen (1989) , Granger (1989) , and Diebold and Lopez (1995) , and the references contained therein. In this paper we consider variations of what might well be referred to as one of the "workhorses" of linear forecast combination. Consider
where y t is some economic variable of interest (which may be integrated of order zero or one, say), and {f i,t } is a sequence of forecasts of y t made prior to time t, and constructed using some model, i, i = 1,...,p.
It is well known that when p is large, the extent of collinearity among competing forecasts may be so severe as to effectively cripple the ability of least squares to provide reasonable estimates of the weighting coefficients. This drawback of the regression approach is one of the potential problems which we address.
In particular, we examine the ability of Schwarz and Akaike Information Criteria (SIC: Schwarz (1978) and Rissanen (1978) , AIC: Akaike (1973 Akaike ( , 1974 , respectively) to effectively pre-sort the {f i,t } sequences into groups of "information rich" and "information poor" forecasts. Then, some type of forecast combination can be carried out using only those forecasts from the "information rich" group, hence alleviating to some extent any collinearity problems. Since the model selection approach taken here is based on exposing irrelevant forecasts, the techniques can also be interpreted as a type of forecast encompassing test (in mean).
Although one of our main goals is to address collinearity among forecasts, our efforts can also be interpreted as an effort to compare alternative forecast combination techniques. Thus, while we often focus on collinearity in our discussion, it should be stressed that the model selection approach taken here applies more generally, as well. In this sense, the results are meant to provide broad additional evidence of the usefulness of model selection in forecast combination. Given this interpretation of our approach, it is worth noting that Schmittlein, Kim, and Morrison (1990) used Monte Carlo simulation to examine the usefulness of the AIC relative to mean square error for forecast combination. Our paper differs from theirs in a number of ways. For example, in addition to the AIC, we also examine and compare SIC, t-statistic, simple averaging, and simple least squares combination techniques. Also, we examine the combination techniques using not only Monte Carlo experimentation, but also a real time forecasting experiment based on actual data.
In the context of optimal forecast combination, we also suggest other model selection based techniques which are based on ex ante forecast evaluation. For example, we suggest that a partition of the competing forecasts into the two groups discussed above may be achieved by examining the performance of different combinations of forecasts in a real-time forecasting scenario. Such an approach requires separating the {f i,t }, sequences into two samples, one to be used for rolling in-sample forecast combination regressions and h-step ahead ex ante forecast construction, and the other to be used for real-time forecast combination evaluation. Of note is that this approach is substantially more computer intensive than the "in-sample" based SIC and AIC approaches, and as such may be more costly to implement.
As discussed in Swanson and White (1995, 1997) , the model selection approach taken here does not rely on classical testing theory, in the sense that the traditional approach of fixing the test size (given that the limiting size is known) and rejecting the null hypothesis at that size regardless of sample size is not adopted. This feature is particularly appealing when model selection is used as an alternative to some sort of t-statistic based tests to select "best" or encompassing forecasts. An example of the use of t-statistics, in the current context, is given in Fair and Shiller (1990) , where the information in h-step ahead forecasts from a number of econometric models is compared by examining heteroskedasticity and serial correlation consistent standard errors and t-statistics. As the model selection approach is not based on the use of tstatistics, the type of collinearity problems mentioned above are avoided. Thus, the SIC and AIC criteria, for example, have two separate and appealing uses in the current context. First, the criteria can be used to narrow down any large group of forecasts before standard forecast combination equations are estimated, and optimal forecasts constructed. Second, the criteria can be used to separately compare the information in competing forecasting models. Furthermore, one might combine standard hypothesis testing with model selection by first pre-selecting a group of "information rich" forecasts using model selection, and then by using t-statistics to further narrow down the group to some "optimal" size. Another desirable feature of the model selection approach is that it does not require the specification of a correct model for its valid application as does the traditional hypothesis testing approach. A limitation of the model selection approach is that it can sometimes be difficult to assess the Type I error associated with testing the implicit assumption that two models being considered perform equally well based on observed differences in realized model selection criteria. This defect is of the same order as using a traditional test whose size is known only asymptotically.
Our results are rather unambiguous. Based on extensive Monte Carlo simulations using both stationary and nonstationary data, a model selection approach which uses the SIC to select a "best" group of forecasts in the context of forecast combination regressions dominates a number of other techniques. The other techniques considered include, among others, the t-statistic approach used by Fair and Shiller (1990) , and a simple averaging rule. Interestingly, the dominance of the SIC approach is not affected when we use various alternative types of linear forecast combination regression models, and when we use nonstationary rather than stationary data.
In addition to the Monte Carlo experiments, we conduct a real-time forecasting experiment using sequences of forecasts of nine macroeconomic variables. The forecasting models which we examine include linear VAR models, nonlinear artificial neural network models, and the Survey of Professional Forecasters. Based on ex ante performance, our empirical evidence suggests that the SIC dominates the other linear forecast combination strategies which are considered. Furthermore, when the SIC approach is used in the context of forecast encompassing type regressions, we conclude that "individual" forecasts are often preferred to combined weight forecasts, and that the SPF model and the econometric models each win approximately the same number of times. We also note that collinearity among competing forecasts is great, even when only three competing forecasts are used in a linear forecast combination regression. This point is illustrated as t-statistics used to test the significance of alternative forecasts (e.g. see Fair and Shiller (1990) ) are below a 10% critical value for 8 of the 9 macroeconomic variables which we examine.
This in turn strengthens the case for using the SIC to "weed out" extraneous forecasts when constructing combined weight forecasts. Further discussion of this type of procedure, whereby forecasts are de-selected because they add insufficient additional new information, is given in Clemen (1985) , where the term extraneous is coined.
By adopting a model selection approach to forecast combination, we believe that we contribute not only to the discussion of the usefulness of different forecast combination strategies, but also the the methodology of forecast combination. One dimension of this contribution is that we address the issue of collinearity among competing forecasts, and offer a surprisingly simple model selection based approach for dealing with the problem. Contributions are also attempted in several other related interesting directions.
For instance, we compare adaptive and nonadaptive linear and nonlinear econometric models with professional forecasts, in the context of encompassing type regressions. We also examine the usefulness of "parsimony" in the construction of both individual as well as combined weight forecasts, and suggest that while "parsimony" is generally a good rule for constructing individual forecasts, the opposite may be the case if one's goal is the construction of "combined weight" forecasts.
The rest of the paper is organized as follows. Section 2 expands upon the types of forecast combination and encompassing regressions which are considered below. The third section outlines a series of
Monte Carlo experiments, and discusses the results from the experiments. The fourth section examines the proposed methods in an empirical setting, by comparing and contrasting a group of linear and nonlinear econometric forecasts with professional forecasts for nine different macroeconomic variables. Section 5 concludes.
Forecast Combination
For ease of exposition, assume that there are p unbiased one-step ahead forecasts of y t , say
..,p. The forecasts are combined using regression weights which are estimated using regressions of the basic form
These are the three basic regression models considered by Granger and Ramanathan (GR: 1984) , and versions of them date back to Bates and Granger (1969) . Although (FC3-L) has been used extensively in practice, GR show that (FC1-L) is usually preferable, even if the different forecasts are all unbiased. This is because the forecast errors associated with combination weighted forecasts based on (FC3-L) may be correlated with the individual f i,t series. This in turn means that the forecast errors can themselves be forecast using f i,t , so that the combination is not optimal. However, moving to (FC2-L) loses the unbiasedness property, and thus (FC1-L) is preferred. It should perhaps be noted that the optimality results derived in Bates and Granger (1969) and other earlier papers depend sometimes crucially on the unbiasedness assumptions. In such cases, estimation techniques also become important. Diebold (1988) and Coulson and Robbins (1993) , on the other hand, show that  1t may be an ARMA process, in particular when y t is serially correlated. Diebold suggests that the time series properties of the residuals should be identified, and the forecast combination regression appropriately re-estimated. Coulson and Robbins further note that the inclusion of the lagged dependent variable as an additional regressor may be called for. Both of these approaches are relevant, and are admitted within the framework discussed below.
If the data used are integrated processes, such that their differences are stationary, GR and Fair and Shiller (1990) suggest that differences should perhaps be used in the combination regressions. Their argument is clearly relevant if t-statistics are to be examined, but is also relevant if the forecaster is interested in growth rates rather than levels forecasts, say. To allow for difference stationary data, we also consider three obvious variations of the above regression models (e.g. see Fair and Shiller (1990) ). They are:
Many generalizations of the simple regressions considered here abound in the literature. For instance, Engle, Granger, and Kraft (1984) and Diebold and Pauly (1987) examine time-varying combining weights, and Deutsch, Granger, and Teräsvirta (1994) consider nonlinear combining regressions. It should be noted, though, that the model selection combination techniques discussed in the following paragraphs can easily be modified to encorporate these and other related generalizations.
Forecast Combination Using Akaike and Schwarz Information Criteria
The first model selection approach to forecast combination which we consider is based on complexity penalized likelihood criteria. In particular, we consider the AIC and the SIC.
where k is the total number of parameters in the equation of interest, and s 2 is the regression mean-squared error. The procedure begins by estimating regressions of the form given by equations
regressions should be run, so that each possible linear combination of the p competing forecasts are considered. (Nonlinear combinations are clearly also possible, but are not considered here.) Then, model selection criteria based on each regression are calculated, and the "best" group of forecasts is selected.
Combined weight forecasts can then be constructed based directly on a secondary regression which uses the selected group of forecasts. Alternatively, the second regression could be further used to pare down the number of regressors by using some sort of robust t-statistic to test whether the relevant coefficients are zero. In this case, a third regression could be run using the "final" set of forecasts in order to estimate a "final" set of combining weights. In addition to suggesting which forecast weights should be set to zero, this approach offers a direct test of informational content of the competing forecasts. If the "best" group of forecasts does not include a particular subset of forecasts, then that subset may loosely be said to be encompassed by the "best" group, at least in mean. However, as noted by Fair and Shiller (1990) , this last interpretation requires that forecasts make no use of future information. This assumption may be crucial in many practical applications, and is discussed in more detail below.
As mentioned above, this approach does not require specification of a correct model for its valid application. Another desirable feature is that the probability of selecting the truly best model approaches one as the sample size increases, if the model-selection approach is properly designed. This is contrary to the standard practice of fixing a test size, and rejecting the null hypothesis at that fixed size, regardless of sample size. Further, Granger, King, and White (1995) suggest that although standard hypothesis testing has a role to play in terms of testing economic theories, it is more difficult to justify using standard hypothesis tests for choosing between two competing models. One reason for their concern is that one model must be selected as the null, and this model is often the more parsimonious model. However, it is often difficult to distinguish between the two models (because of collinearity, near-identification, etc.), so that the null hypothesis may be unfairly favored. For example, it is far from clear that pre-test significance levels of 5% and 1%, say, are optimal, as pointed out Fomby and Guilkey (1978) in the context of DurbinWatson tests. The model selection approach neatly avoids these types of sticky issues, and thus offers a potentially interesting alternative to standard hypothesis testing.
In another recent paper, Sin and White (1995) consider the use of penalized likelihood criteria for selecting models of dependent processes. In the context of strictly nested, overlapping or non-nested, linear or nonlinear, and correctly specified or misspecified models they provide sufficient conditions on the penalty to ensure that the model selected attains the lower average Kullback-Leibler Information Criterion, with probability (approaching) one. Further, as special cases, their results describe the Akaike and Schwarz Information Criteria.
In the context of forecast combination, if it turns out that these model selection criteria perform well, then we have direct evidence that model selection criteria offer a valid alternative to standard hypothesis testing approaches to testing encompassing restrictions, and also offer a reasonable approach for dealing with collinearity, when a large number of competing forecasts are being examined. Further, as model selection statistics are very easy to calculate, regardless of the properties of the data, evidence of the usefulness of AIC and SIC criteria should be of some interest to forecasters.
Forecast Combination Using an Ex Ante Forecasting Approach
An alternative model selection approach to forecast combination is based on ex ante forecasting.
This approach is analogous to the use of the AIC and SIC, except that the "best" group of forecasts is selected using rolling windows of data in an ex ante forecast combination scenario. As above, assume that a sample of competing forecast sequences, each of size T observations is available. Start with some frac-tion of T, say qT forecasts, 0<q<1. The procedure can then be summarized in five steps.
Step ( Step (2): Form TR h-step ahead combined weight forecasts and forecast errors, where h is some preselected forecast horizon.
Step (3): Roll the sample forward one period (either keeping a fixed sample size, or by augmenting the previous sample with one new observation). Then, construct another TR real-time forecasts and forecast errors by repeating steps (1) and (2).
Step (4): Continue the above procedure until the entire sample is exhausted, resulting in TR sequences of ex ante forecasts and forecast errors, say {f j,k
Step (5): Choose a selection criterion with which to compare the sequences of forecasts and/or forecast errors and "select" the model from among the TR alternatives which optimizes the criterion. Examples of possible criteria are mean squared out-of-sample forecast error, mean absolute forecast error deviation and turning point predictive accuracy. In general, the criterion which is used should be tailored to the specific end use of the forecasts.
This approach results in the selection of some "best" group of forecasts, and also offers an alternative to the encompassing type tests based on the AIC and the SIC which are discussed above. For instance, we can compare the predictive accuracy of two competing forecasts, say f 1 and f 2. The three alternative regressions run in Step 1 would use (i) f 1, (ii) f 2, and (iii) both f 1 and f 2. The outcome would be the selection of either one of the two forecasts, or both. This approach is recognizable as a direct model selection analog to the classical predictive accuracy tests discussed by Newbold (1986), Mizrach (1991) and Diebold and Mariano (1995) , except for the potentially useful feature that more than two forecasts, say f 1, ..., fn, can easily be compared. Engle and Brown (1986) consider the related problem of comparing penalized mean squared forecast errors from competing forecasting models of electricity demand using among others, the AIC and SIC.
Our approaches differ from theirs in a number of ways. First, we emphasize forecast combination and optimal weight selection. Second, we examine groups of forecasts, and admit that any single forecasting model may not be selected as "best" if combinations of competing forecast sequences are examined in addition to single forecast sequences. Third, we attempt to deal with the issue of collinearity among forecasts. Finally, we consider "in-sample" likelihood criteria as well as "out-of-sample" or ex ante criteria.
In our simulations we are able to implement a truly ex ante forecasting procedure. However, as is well known, the use of real-time forecasting methods becomes suspect when actual economic data which are used have been subjected to two-sided moving average filtering (as is the case with most seasonal adjustment filters), periodic rebasing, and periodic revision, for example. Thus, we again stress that these and related problems may make valid implementation of the types of tests discussed above quite difficult in practice. It should be noted, though, that many research groups and individuals are currently working extensively on constructing real-time macroeconomic data bases (e.g. see the discussion in Swanson (1996) ). Furthermore, in our empirical examination we ensure that real-time data are used by constructing a real-time dataset.
Monte Carlo Experiments

Experimental Design
Our Monte Carlo experiments are all based on 5000 simulations, and begin with variations of the following data generating process (DGP):
where  t  IN(0,1) and  0 = 0.1. As a starting point, data are generated using the following parameter combinations:
Both I(1) and I(0) data are generated, and a moving average error component is present in (DGP1) and (DGP3). Since u t is an invertible MA process, y t in (DGP1) and y t in (DGP3) can be expressed as infinite order AR processes. In our experiments, we construct forecasts using a variety of linear and nonlinear AR models, which either (i) nest the true specification (when the data are generated according to (DGP2) or (DGP4)) or (ii) do not nest the true specification (when the data are generated according to (DGP1) or (DGP3)). In particular, one (h=1) step-ahead forecasts are constructed using the following models:
The last two models are used to produce "strawman" forecasts. If either of the last two models is preferred in any experiment, then we have direct evidence that the particular forecast combination method being used is not robust to the inclusion of possibly "nonsense" forecasts, for example (see discussion below). It should be noted, though, that combination experiments which include data generated by (F1)-(F5) (i.e.
excluding the "nonsense" models) are performed for each DGP which we consider. Thus, our simulation results are not driven by our use of "nonsense" models in certain cases. In model (F4), p is selected using an in-sample SIC. An alternative would be to use the AIC for lag selection, say, rather than the SIC. However, as it is well known that more parsimonious models often perform better in a forecasting scenario, we use the SIC. In all experiments, models (F1)-(F7) are estimated using a training set of 100 realizations of the true DGP and an h-step ahead forecast is constructed. The sample is then moved forward one period, the forecasting model is re-estimated, and another h-step ahead forecast is constructed. This process is repeated 100 times, yielding sequences of 100 1-step ahead forecasts. These forecasts are then used in forecast combination regressions, as well as for ex ante analysis based on the realizations of the true DGP which correspond to the forecast sequences.
To be more specific, the generated sequences of forecasts are used in the forecast combination 
It should be noted that based on comparisons of this sort it may not be reasonable to assume that the forecasting model which should be picked is an AR(1), say, even if the true DGP is (DGP1) or (DGP3).
Although this statement is perhaps surprising, our evidence suggests that based on mean squared forecast error (MSE), mean squared absolute forecast error deviation (MAD) and mean absolute forecast percentage error deviation (MAPE) measures the AR(1) model is not always preferred, when such calculations are based on our out-of-sample period of 100 observations (see discussion of results). This in turn suggests that if we simply run our 196 experiments and then choose as "best" the forecast combination technique which "chooses" the AR(1) model most often, we may be in error, particularly if our objective function involves producing minimum MSE real-time forecasts, for example. To address this type of problem, we tabulate the out-of-sample MSE, MAD, MAPE for all of the forecast combinations which are chosen as "best".
In order to provide a rough benchmark as to how well our model selection approaches are performing, we select the "best" group of variables by using 5 different combination techniques. They are:
(M-AVG): This is the simple averaging rule which constitutes constructing the arithmetic average of the competing forecasts. This rule may be taken as the benchmark in this study, as it is clearly the easiest to apply, and as there is some evidence that simple averages often outperform more complicated combination techniques (e.g. see Russell and Everett (1987) and Hallman and Kamstra (1989) ).
(M-SIC): Use the SIC to compare TR
Choose the "optimal" regression based on the SIC.
The regressors from this "optimal" regression form our "best" group of forecast sequences. For example, the TR=7 regressions for combination regression type (FC1-L) are
where f F 1,t , f F 2,t , f F 3,t correspond to forecasts constructed using models (F1)-(F3).
(M-AIC): Select the "best" group of forecasts to use in any later forecast combination regressions as above, but use the AIC rather than the SIC.
(M-ALL): Use all three forecasts as the "best" group. Note that here we simply construct least squares forecast combination weights using all competing forecasts, without any concern for collinearity, significance, etc.
(M-TST): Select the optimal group of forecasts to use in any later forecast combination using the technique employed by Fair and Shiller (1990) . In particular, a forecast combination regression is first run which contains all of the competing forecasts. The "best" group of forecasts from among these (which, throughout our experiments, is later used in a secondary forecast combination regression to construct realtime combined forecasts from which out-of-sample MSE, MAD, and MAPE criteria are calculated) is selected by using heteroskedasticity and serial correlation robust standard errors (see Fair and Shiller (1990) ) and t-statistics. The size of the t-test of the null hypothesis that the coefficient in question is zero is set at 10%. If all of the competing forecasts fail the t-test, then we use all three forecasts as the "best"
group. Note that in these cases, we have direct evidence that the t-test approach suffers from severe collinearity problems. Interestingly, we will see that the collinearity issue is very important in both our Monte
Carlo experiments as well as in our empirical analysis.
(M-MSE): Select the optimal group of forecasts by running (C1)-(C7) and constructing MSE/(100-k)
based on the in-sample period of 100 observations, and for k equal to the number of estimated parameters.
This statistic is an in-sample version of the mean squared error statistic used to measure the out-of-sample performance of the models selected as "best". Thus, the two versions of MSE criteria used are quite different, and should not be confused with one another.
To keep the simulation run-time manageable, we do not construct experiments which use the ex ante model selection approach discussed in Section 2.2. However, the approach has been used in Swanson, Ozyildirim and Pisu (1996) , who find that ex ante forecasts offer a convenient short-cut to standard tests of the null hypothesis of Granger noncausality. Swanson et al. also find that the AIC and the SIC perform very well when used to test the null of Granger noncausality.
All estimations are carried out using least squares as the optimization criterion. Although many generalizations of the forecast combination techniques discussed in the previous paragraphs are available, we simplify our analysis by considering only the six techniques mentioned. However, as discussed above, we feel that these techniques are sufficiently diverse to give us a good indication as to the relative performance of (M-SIC), (M-AIC), and (M-MSE), for example, for "pre-selecting" a "best" group of forecasts to include in subsequent forecast combination regressions, and for conducting model selection based on encompassing type regressions.
Simulation Results
Tables 1-4 contain summaries of the 192 Monte Carlo experiments. (Tables which report complete simulation results are available upon request from the authors.) In practice, we do not know a priori whether the data which we are examining in any particular forecasting experiment are integrated or not.
To account for this feature, we examine combination regressions based on levels data
. Also, we use the same three basic combination regression types considered by Granger and Ramanathan (1984) , even though the combined forecasts constructed using (FC3-D) may be sub-optimal relative to those based on (FC1-D), for example. In order to keep the length of our tables manageable, the results in Tables 1-4 clear that all techniques do quite poorly in this case, with M-SIC being clearly dominant, however. All techniques except for M-SIC also do badly for all of DGP3 and DGP4 (represented by points 9 to 16).
Interestingly, these are the nonstationary DGPs. Based on the stationary DGPs, MSEs for M-AVG and M-SIC are generally close together, although M-SIC is somewhat lower for points 3 to 6 in the plot. Again, it is worth noting that the other combination techniques also perform poorly relative to M-SIC for points 3 to 6 (which overlap models used in DGP1 and DGP2). Thus, one of the features of M-SIC that is apparent upon inspection of Figure 1 is that M-SIC is a stable technique that is not prone to the outliers or "blowups" which appear to plague all of the other combination techniques.
Fourth, although the detailed results are not reported here, we note that: (1) In many cases the "best" model, in the sense of out-of-sample performance, is not the true DGP. In particular, for (DGP1) and (DGP3), where the true DGP is nested within the alternative forecasting models for many of the experiments, the specification chosen as "best" using the model selection techniques is not the true specification (e.g. an AR(2) is often preferred to an AR(1), even if the true DGP is an AR(1)). As mentioned above, this rather surprising result suggests that it is not enough to simply determine which technique selects the true specification most frequently, particularly if the preferred forecasts are ones which minimize standard out-of-sample forecast performance measures (here we use MSE, MAD, and MAPE). This, in fact, is the main reason why our experiments include the ex ante performance measures, rather than simple counts of the number of times that each technique "picks" the true model. One possible reason for this type of finding is that we are considering only forecasts of the first moment, and are considering only h=1. Perhaps an AR(1) specification would be preferred if models of the entire distribution were estimated, for example.
(2) The nonlinear specifications (F6) and (F7) occasionally appear in the forecast combination chosen as "best" by all of our forecast combination techniques. One possible conclusion based on these two findings is that while parsimony appears to be a good rule when selecting combinations of forecasts (i.e. (M-SIC) picks a better "group" of forecasts than (M-AIC)), individual forecast construction should be carried out using liberal specifications (e.g. use the AIC to select the optimal number of lags, rather than the SIC), if the goal is to construct "optimal" forecasts based on forecast combination regressions. This strategy differs from the standard approach taken when a single forecasting model is constructed, and weighting regressions are not used. In particular, in the latter case it is well known that more parsimonious models often perform "best", while we suggest that when constructing "weighted" forecasts, less parsimonious models should also be estimated.
Even though forecast combination regression types (FC2) and (FC3) are not optimal in the sense described by Granger and Ramanathan (1984) , it is worth noting that our findings are not affected by which type of forecast combination regression is run (although we only report results for M-OPT cases in Tables 1-4 ). This is one reason why we feel that our results serve as a good indicator of the usefulness of (M-SIC) in the context of more complex regression based forecast combination techniques. Overall, the model selection approach to forecast combination appears to offer a tractable an appealing alternative to various other standard approaches, including (M-AVG) and (M-TST), and should be considered seriously when constructing forecasts. However, further research is needed before a final choice between (M-AVG) and (M-SIC), say, is made, and indeed it may turn out that both techniques turn out to be preferred, with a choice between the two occurring on an individual case by case basis. In the next section we use econometric and professional forecasts to further compare a number of the techniques discussed above.
Empirical Evidence
In a recent paper, Swanson and White (SW: 1996) examine the relative performance of individual ex ante econometric and professional forecasts using a model selection approach. They compare a "best" linear model which has parameters re-estimated before each new real-time forecast is constructed, an adaptive linear model, which respecifies and re-estimates the linear model at each point in time, and an adaptive artificial neural network model, which includes nonlinear regressors. Although we are here interested in forecast combination rather than individual performance, and in the selection of "best" groups of forecasts using the AIC, SIC, and other techniques, the set-up of SW's analysis is a reasonable starting point for us. We use the same dataset as SW, and also use the same econometric models to produce our sequences of econometric forecasts. The next section outlines the setup of the empirical part of our paper, and the Data and Model sections are largely excerpted from SW, where more details can be found.
Real Time Forecasting Models and Data
Data
For the period 1960:1 to 1993:3, unrevised quarterly U.S. data on unemployment, interest rates, industrial production, nominal gross national product, corporate profits, real gross national product, personal consumption expenditures, the change in business inventories, and net exports of goods and services are considered. Table 5 expands on the series definitions. It should be noted that most of the variables are seasonally adjusted. Although the implications of this are not obvious, we nevertheless have ensured that future information due to the application of two-sided seasonal adjustment filters, for example, has not seeped into our data set. In order to collect the data, each monthly issue of the Survey of Current Business from 1960 to 1993 was examined. Each time a "new", or first available, observation for any of the series was reported, we added one more observation to our data set. In addition to forecasts constructed using econometric models, we examine median professional forecasts. The professional forecasts were provided by Dean Croushore, and are collected in the Survey of Professional Forecasters (SPF) data set (Croushore (1993) ). It should be pointed out that our use of only median forecasts rather than the entire panel is a simplification that may lead to testing bias in certain cases. For instance, Keane and Runkle (1990) avoid aggregation bias by using the full panel of the SPF when testing the rationality of price forecasts, and find results different than when only mean forecasts are used.
Any comparison of forecast accuracy depends on the timing of the forecasts. Thus, comparisons of our econometric and "professional" forecasts depend crucially on the timing and availability of the data used to construct the competing forecasts. The real-time feature of our forecasts makes it relatively easy to pinpoint the timing used in our analysis. Generally, SPF surveys are mailed around the beginning of the current quarter, say period t. Responses are requested by shortly after the middle of the current quarter and consist of forecasts for periods t, t +1, ..., t +5. However, since respondents are asked to forecast current quarter values during the current quarter, their information sets may contain a large amount of the same information that is later used by the government to construct the actual data for period t. Our approach to this issue is to compare SPF forecasts for t +1 that are made during period t (which we call "next period"
forecasts), as well as forecasts for t that are made during period t (which we call "current period" fore-casts). All econometric forecasts are constructed using data through period t to forecast t +1. This approach differs from SW, where only "next period" professional forecasts are compared, and allows us to essentially "straddle" both sides of any potential timing incompatibility problem, when comparing the alternative forecasts. Of final note is that we use an "unrevised" dataset. This is not truly "real-time", as a real-time dataset should consist of an entire new dataset at each point in time, corresponding to all of the information known at that point in time, both revised, partially revised, and unrevised (see Swanson (1996) for a discussion of these and related issues).
Models
The linear models specified in this paper are all special cases of the following model:
where y t is one of the nine macroeconomic variables, and h is the horizon of our forecast, in quarters. The independent variables, x t and z t , are two other variables chosen from our set of nine macroeconomic variables (see the discussion in SW).
In all, 21 versions of (1) are estimated. The first model corresponds to a random walk, where In this study, we consider these models as special cases of a fairly broad array of forecasting models, while realizing that various other linear models that we don't examine here are also available. The random walk model is called a "no change" model, while all other models are referred to by the ordered triplet (K1,K2,K3), and are called nonadaptive linear VAR models.
We also examine a class of flexible models called "artificial neural network" (ANN) models. Because of their flexibility and simplicity, and because of demonstrated successes in a variety of empirical applications (see White (1989) and Kuan and White (1994) for some specifics), ANNs have become the focus of considerable attention as a possible vehicle for forecasting economic variables, and in particular, financial variables. Here, we treat these models as a potentially interesting black box, delivering a specific class of nonlinear regression models. In particular, the ANN regression models considered here have the form:
where w = (1, w´)´is a (r+1)x1 vector of explanatory variables,
. . , q´)´, q is a given integer, and G is a given nonlinear function, in our case, the logistic cumulative distribution function (c
A network interpretation of (4.2) which is also given in SW is as follows. "Input units" send signals w = ( w 0 (= 1), w 1 , . . . ,w r ) over "connections" that amplify or attenuate the signals by a factor ("weight")
The signals arriving at "intermediate" or "hidden" units are first summed (resulting in w´ j ) and then converted to a "hidden unit activation" G(w´ j ) by the operation of the "hidden unit activation function", G. The next layer operates similarly, with hidden activations sent over connections to the "output unit." As before, signals are attenuated or amplified by weights  j and summed. In addition, signals are sent directly from input to output over connections with weights . A nonlinear activation transformation at the output is also possible, but we avoid it here for simplicity. In network terminology, f (w, ) is the "network output activation" of a "hidden layer feedforward network" with "inputs" w and "network weights" . The parameters  j are called "input to hidden unit weights," while the parameters  j are called "hidden to output unit weights." The parameters  are called "input to output unit weights."
Our approach is to apply model (4.2) to the problem of forecasting y t+h 1 using explanatory variables w corresponding to the variables considered in the linear forecasting models described above, and with the highest number of "hidden units", q = 5 (note that q is chosen by the network, can take any value for 0 to 5, and can vary as we roll through the forecast horizon). When  i = 0, i =1,...,5, (so that q =0 for all t) we have a three variable adaptive linear VAR(5) model as a special case (this model is designated as our adaptive linear VAR model) .
The parameters of our linear models are estimated using the method of least squares. The nonlinear models are estimated using a combination of least squares and the method of steepest descent (for selecting "hidden unit" parameters).
Forecast Combination and Model Selection
In __________________ 1 It should be noted that in this section we focus our attention on the relative merits of all of the combination techniques discussed above with the exception of (M-AVG). Thus, we focus our attention on the various combination techniques which involve regression. This should not be taken as implying that (M-AVG) is not useful, however, as we have seen above that only (M-SIC) generally outperforms (M-AVG) when selecting forecast combinations. Second, the "training set" is fixed at 45 observations, so that the entire sequence of 1-step ahead forecasts are used. Then, the various forecast combination techniques (e.g. (M-AIC) and (M-TST)) are used to select "best" groups of forecasts, for all regression
types ((FC1-L)-(FC3-L) and (FC1-D)-(FC3-D)).
This allows us to directly examine the relative performance of our three different forecasting models, but does not involve any ex ante evaluation of the different forecast combination techniques. As discussed above, if the (M-SIC) technique picks a "best" group of forecasts which includes the nonadaptive linear econometric and the SPF forecasts, say, then we have direct evidence that these two types of forecasts dominate the ANN forecasts. In our analysis, we classify the methods according to either (i) the nonadaptive linear model wins, (ii) the adaptive linear or nonlinear ANN model wins, (iii) the SPF model wins, (iv) both econometric models win, or (v) some other combination of forecasts which includes the SPF wins.
The analysis is carried out for all forecast combination techniques, combination regression types, forecast horizons, and variables.
Empirical Results
Comparison of Five Alternative Forecast Combination Methods
As discussed above, sequences of 45-O real-time forecasts for the nine variables are constructed by using an "in-sample" period of O observations (O ranges from 15 to 30) to first select a "best" group of forecasts using each forecast combination technique, and then by using the "best" specification to construct 1-step ahead real-time rolling forecasts for the rest of the 45 observation sample. The real-time forecasts are then used to construct out-of-sample MSE, MAD, and MAPE criteria. In Tables 6 and 7 we report summary results for O=25. Complete results, as well as results for O=15 -O=30 are available from the authors, but are not included here. Overall, the results for O=25 are very similar to the results obtained when other "training sets" of forecasts are used. Furthermore, our empirical results do not change in any noteworthy manner when SPF forecasts for time t +1 (see Table 7 ) are used (see above discussion) instead of SPF forecasts for time t (see Table 6 ).
Since Table 6 tabulates findings for the case where SPF forecasts for t are constructed using data available midway through quarter t, the SPF forecasts use more information than is available to our econometric models. For combination regression types (FC1-L) and (FC1-D), the (M-SIC) picks the forecast combinations which are MSE-, MAD-, and MAPE-dominant for the "most" variables in 6 of 6 cases. For example, using this measure, (M-SIC) gets 1 of its 6 "wins" in the {MSE, FC1-L} cell of Table   4 , as (M-SIC) selects the optimal "group" of forecasts for 7 of 9 macroeconomic variables. Of note is that all of the numbers in this cell sum to 19, which is clearly much greater than the number of variables (nine). This is because when two methods both pick the best group of forecasts for a variable, they are both afforded a "win". Across all different combination regression types (e.g. FC1-L, FC1_D, etc.), (M-SIC) "wins" 10 of 17 times, with 5 of these coming from "ties". Not surprisingly, (M-TST) appears to be the second best technique, although (M-SIC) clearly dominates. Thus, as found above based on Monte Carlo experiments, SIC appears to offer a potentially interesting alternative method for selecting the "best" group of forecasts.
Comparison of Professional and Econometric Forecasts
In Section 4.2.1 we only examined the relative performance of the alternative forecast combination techniques. In Tables 8-9 the relative performance of the alternative forecasting models (SPF, nonadaptive linear, and adaptive linear and nonlinear) is compared. This is done by setting the "training set" of forecasts used equal to the entire sequence of 45 forecasts. Then, the only result of our analysis will be the "selection" of optimal "groups" of forecasts for each macroeconomic variable, based on each alternative forecast combination technique ((M-ALL), (M-AIC), (M-SIC), (M-TST), and (M-MSE)). Table 8 reports results for "own period" SPF forecasts, with "next period" SFP forecast results gathered in Table 9 . The results from the two tables are similar, and thus we focus our discussion on Table 8 .
The entries in the table can be interpreted as follows. Consider forecast combination regression (FC1-D).
The number of "wins" associated specifically with the (M-SIC) forecast combination technique sum to nine (corresponding to the nine macroeconomic variables). Indeed, we see that the "LINEAR" econometric model is individually preferred for 2 variables, the "ADAPTIVE" econometric model is individually preferred for 4 variables, "BOTH" econometric models are combined optimally for 0 variables, the "SPF" model is individually preferred for 3 variables, and any "OTHER" combinations of forecasts are preferred for 0 variables. These figures provide direct evidence that based on h=1, (M-SIC), and (FC1-D), the optimal combined weight forecasts for our variables are in all cases constructed using individual forecasts, with the SPF model and the econometric models each winning approximately the same number of times.
Interestingly, if we again consider (FC1-D), but use (M-TST) as our model selection technique, combinations of SPF and econometric forecasts are selected for 8 of 9 variables. One reason for this finding is that (M-TST) is usually faced with a high degree of collinearity, resulting in low t-statistics for all weights, and hence in "best" groups of forecasts which contain all three forecasting models. This is precisely the type of problem that may frequently arise in practice, and highlights the potential usefulness of (M-SIC) for choosing optimal "groups" of forecasts. It is perhaps surprising, though, that collinearity is so prevalent, given that only three alternative forecasts are used. Although the detailed results are not tabulated, it is worth noting that the forecasts selected as best by (M-SIC) and based on (FC1-D) in Table 8 (h=1) are: (1) -nonadaptive "LINEAR" models are individually preferred for interest rates (R) and nominal GNP (NGNP) (2) -"ADAPTIVE" econometric models are individually preferred for unemployment (U), industrial production (IP), corporate profits (), and personal consumption expenditures (PCE) (3) -"SPF" forecasts are individually preferred for real GNP (RGNP), change in business inventories (BI), and net exports of goods and services (Net X).
Conclusions
In this paper we have taken a model selection approach to selecting "optimal" groups of forecasts for inclusion in forecast combination regressions. The approach avoids issues associated with collinearity among competing forecasts, and is of particular interest when groups of more than two variables are being compared and/or combined. In closing, we offer the following conclusions. First, an approach to forecast combination based on the Schwarz Information Criterion appear to dominate a number of linear alternatives, including the t-statistic approach adopted by Fair and Shiller (1990) , a simple approach which uses all forecast combination weights without concern for their significance, an arithmetic average approach, and various other model selection techniques, when mean square forecast error (MSE) and mean absolute forecast error deviation (MAD) loss functions are specified. The arithmetic average approach is second best, and is actually preferred to the model selection approach when the loss function specified is mean absolute percentage forecast error (MAPE). All other techniques perform rather poorly relative to the two best techniques, regardless of loss function. Second, collinearity among competing forecasts is an important factor, even when groups of only 3 forecasts are considered, partially accounting for the inability of the t-statistic approach to adequately select models which are "best" based on ex ante MSE, MAD, and MAPE loss functions. Third, in an empirical experiment which uses nine macroeconomic variables, we find that individual forecasts are often selected as "best" (i.e. forecast combination techniques favor including only one forecast with nonzero weight), even when multiple professional and econometric forecasts are used to form optimal forecast combinations. For example, in the context of the linear forecast combination regressions considered here which are based on differenced data, adaptive econometric models (which include artificial neural networks as well as linear models which are re-specified and re- Table 5 ). This is because more than one model selection technique sometimes pick the "best" group of forecasts. The "best" group of forecasts are selected from among linear and nonlinear econometric forecasts and SPF forecasts. The M-MSE combination technique (Comb Tech) is in-sample based, and the statistic used is normalized by T-k, where T is the in-sample size (here set to 100 observations), and k is the number of parameters estimated. The other combination techniques are discussed above. All calculations are based on the forecast period 1982:3-1993:3 (45 observations), and forecast horizons h=1 and h=4. "Best" groups are selected using a "training set" of 25 observations, and then fixed. The remaining 20 observations are then used to construct ex ante forecasts and model selection criteria (i.e. the ex ante criteria used are MSE, MAD, and MAPE). Thus, the ex ante comparison fixes the "best" group of regressors chosen by each technique, and does not reestimate the weights as rolling ex ante 1-and 4-step ahead forecasts are constructed. The procedure is repeated for various forecast combination regression models, denoted by (FC1-L)-(FC3-L) for levels, and (FC1-D)-(FC3-D) for difference regressions. FC3 corresponds to our most general specification, where a constant is added to the regression, and the weights are not restricted to sum to one (see above). 
