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Abstract
A linear functional errors-in-variables model with unknown slope parameter and Gaussian
errors is considered. The measurement error variance is supposed to be known, while the
variance of errors in the equation is unknown. In this model a risk bound of asymptotic
minimax type for arbitrary estimators is established. The bound lies above that one which was
found previously in the case of both variances known. The bound is attained by an adjusted
least-squares estimators.
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1. Introduction
The linear functional errors-in-variables model has found extensive treatment in
the literature—for some reviews see, e.g., [2,3]. Consider such a model, with known
measurement error variance and unknown variance of errors in the equation. Then
there exists a natural modiﬁcation of the least squares estimator, see e.g. [2, p. 85],
which is consistent and asymptotically normal. We call it an adjusted least squares
(ALS) estimator due to [1], where it was developed in a more general setting, namely
for a polynomial regression.
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A natural question arises about asymptotic efﬁciency of such an estimator. This
problem is non-trivial, because the unknown non-stochastic design points are
nuisance parameters in the model, and the number of these parameters increases
with the sample size. A result of the asymptotic minimax type for estimation in the
linear functional error-in-variables model with both variances known has been
obtained by Nussbaum [6] and by Hasminskii and Ibragimov [4]. It was shown there
that the bound of Ha´jek type is attained by the maximum likelihood estimator.
In the present paper we follow the line of Hasminskii and Ibragimov [4] and
establish such a bound for the linear functional model with uncorrelated errors and
unknown variance of the errors of the response variable. The asymptotic bound is
attained by the ALS estimator. Thus the ALS estimator delivers the smallest possible
averaged losses, and it is asymptotically efﬁcient in the sense of [5].
In the next section the linear errors-in-variables model is introduced and the ALS
estimator is presented. It is shown that it is asymptotically normal uniformly with
respect to designs from a certain class. In Section 3 the asymptotic minimax bound is
given. In Section 4 it is shown that the bound is attained by the ALS estimator. The
crucial calculations of the inverse Fisher information matrix in the corresponding
linear structural model are given in Appendix A. An auxiliary convergence result is
proved in Appendix B. The proofs of Lemma 1 and Theorems 1 and 2 are contained
in Appendix C.
The symbols E and D stand for the expectation and variance, respectively.
2. The ALS estimator in linear model
Consider a linear functional relationship with errors in the variables and without
intercept term:
yi ¼ bxi þ ei;
xi ¼ xi þ di; ð1Þ
i ¼ 1;y; n; where ðdi; eiÞ are i.i.d. random errors with Gaussian distribution. We
suppose that ðdi; eiÞ have the expectation 0 and covariance matrix
O ¼ s
2
d 0
0 v
 !
with unknown v40: Thus we assume that the errors di and ei are independent, and
the variance of di is known, while the variance v of ei is unknown. The design points
xi; i ¼ 1;y; n; are unobservable non-stochastic variables.
In model (1), the values v; x1;y; xn are nuisance parameters, the number of which
grows with the sample size. We are interested only in the slope parameter b: The
adjusted least-squares (ALS) estimator of b is given by
#b ¼ xy
x2  s2d
; ð2Þ
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where xy ¼ 1
n
Pn
1 xiyi; x
2 ¼ 1
n
Pn
1 x
2
i ; see [2]. Under normal distributions of errors,
the denominator in (2) does not equal 0 a.s., therefore #b is well deﬁned by (2).
Hereafter we use the notations for averaged values like xe ¼ n1 Pni¼1 xiei; and
similar ones. We want to show that the suitably normalized ALS estimators converge
in distribution to the normal law uniformly with respect to b; v and xi’s (see the
deﬁnition and properties of uniform convergence in distribution in [5].
Introduce the class Fn of admissible design points x
ðnÞ ¼ ðx1;y; xnÞ: Fix H40 and
a sequence fang; s.t. 1npanp1; n ¼ 1; 2;y; and an-0; n-N: We set
Fn ¼ xðnÞ 1
n
Xn
1
x2kXH and
max1pkpn x
2
kPn
1 x
2
k
pan

( )
: ð3Þ
Sometimes we need additionally that
lim inf
n-N
an 	 n
ln n
42: ð4Þ
Under (4), for the r.v. *xk ¼ H˜1=2gk; where gk are i.i. Nð0; 1Þ; and H˜4H; we have for
all nXn0ðoÞ
1
n
Xn
1
*x2k4H
and
max1pkpn *x2kPn
1
*x2k
	 n
ln n
!P 2 ð5Þ
(see Appendix B). Therefore in this case *xðnÞ ¼ ð*x1;y; *xnÞAFn with probability
tending to 1 as n-N:
Note also that under (4) for a sequence Zn ¼ nc; c40; or Zn ¼ ln n; n ¼ 1; 2;y; we
have ZðnÞ ¼ ðZ1;y; ZnÞAFn; for all sufﬁciently large n:
Lemma 1. Fix K40 and an interval ½v1; v2Cð0;þNÞ: Then
x2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2b2s4d þ vs2d þ x2ðv þ bs2dÞ
q ﬃﬃﬃnp ð #b bÞ-Nð0; 1Þ
in distribution, uniformly with respect to jbjpK ; vA½v1; v2 and xðnÞAFn; nX1; where
Fn is given in (3).
Corollary. Let l be a bounded continuous function. Then
EbvxðnÞ l
x2
ﬃﬃﬃ
n
p ð #b bÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2b2s4d þ vs2d þ x2ðv þ b2s2dÞ
q
0
B@
1
CA
8><
>:
9>=
>;-Elðg1Þ ð6Þ
uniformly with respect to jbjpK ; vA½v1; v2; xðnÞAFn; nX1; where g1BNð0; 1Þ:
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Hereafter EbvxðnÞ denotes the expectation under the condition that b; v and
xðnÞ ¼ ðx1;y; xnÞ are the true values of unknown parameters in the regression
model (1). The uniform convergence (6) is an immediate consequence of Lemma 1.
Remark. The convergence in distribution which is stated in Lemma 1, resembles the
asymptotic normality result from [3, Theorem 2.3.2]. But there it was assumed that
the entire error covariance structure of the linear errors-in-variables model is known
up to a scalar multiple, and the maximum likelihood estimator was considered. We
mention that estimator (2) is not the maximum likelihood estimator in model (1),
with known measurement error variance and unknown variance of errors in the
equation.
3. Asymptotic minimax bound
Here we follow the line of [4]. In that paper it was assumed that v ¼ 1: But now we
consider model (1) with Gaussian errors and unknown v ¼ De1:Denote by L the class
of functions lðxÞ on R; such that lðxÞ ¼ lðxÞX0; xAR; and lðxÞ is continuous at
x ¼ 0 and non-decreasing for x40:
Theorem 1. Fix lAL; bAR; v40 and the set Fn of designs given in (3) and (4). Then
for every estimator bn which is based on observations coming from model (1),
lim
d-0
lim inf
n-N
sup
jbbjod;jwvjod;xðnÞAFn
E
bwxðnÞflðH
ﬃﬃﬃ
n
p ðbn  bÞ
 ð2b2s4d þ vs2d þ Hðv þ b2s2dÞÞ
1
2ÞgXElðg1Þ; ð7Þ
where g1BNð0; 1Þ:
4. Asymptotic efﬁciency of the ALS estimator
Suppose for a moment that in model (1) the variance v is known. Then the
corresponding minimax bound can be obtained by a modiﬁcation of Theorem 1 if
the summand 2b2s4d under the root is cancelled, see [4]. The additional summand
2b2s4d in (7) reﬂects the lack of information in model (1) with unknown variance.
In the case of known v; the maximum likelihood estimator of b attains the
corresponding bound, i.e., it is asymptotically efﬁcient in that case. We show now
that in the case of unknown v; the ALS estimator attains the bound, but we prove it
for bounded loss functions only. Introduce the class L0 ¼ flAL: l is bounded
and has a ﬁnite number of jumps on each bounded intervalg: We give two
examples of such loss functions: lðxÞ ¼ minðjxjr; RrÞ; xAR; r40; R40; and
lðxÞ ¼ I½R;þNÞðjxjÞ; xAR; R40:
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Theorem 2. Fix lAL0; bAR; v40 and the set Fn; nX0; of designs given in (3), (4).
Then for the ALS estimator #b defined in (2), equality in (7) holds.
Thus we showed for model (1) that the ALS estimator #b is asymptotically efﬁcient
in the sense of Ha´jek bound, i.e., #b attains the minimax bound (7). This means that,
under suitable normalization, #b has the least possible averaged losses from imprecise
estimation of b: The estimator #b is locally asymptotically minimax at the true value
point ðb; vÞ; i.e., #b approaches the asymptotically minimax estimator in the
neighborhood Udðb; vÞ ¼ fðb; wÞ: jb  bjod; jw  vjodg; as d-0:
5. Conclusion
We considered a linear functional errors-in-variables model (1) with unknown
slope parameter and normal errors. We supposed that the measurement error
variance is known while the variance of errors in the equation is unknown. We
proved that the adjusted least-squares estimator (2) is asymptotically efﬁcient in the
sense of Ha´jek bound, i.e., the estimator attains the minimax bound established in
Theorem 1. This result is a follow-up to Nussbaum [6] and to Hasminskii and
Ibragimov [4]. In that papers it was shown that in model (1) with both variances
known, the corresponding bound of Ha´jek type is attained by the maximum
likelihood estimator.
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Appendix A. Auxiliary matrix calculations
Consider a random vector XBNð0;SÞ with probability density p:
Lemma A.1. Suppose that the entries of S are C2-smooth functions of w; and w belongs
to an open set GCRd ; and for each wAG the covariance matrix S is non-singular. Then
for each i; k ¼ 1; 2;y; d;
2E @
2 ln p
@wk@wi
¼ tr S1 @S
@wi
S1
@S
@wk
 
:
Proof. Let X be distributed in Rm: Denote
lðx; wÞ ¼ ln p ¼ m
2
lnð2pÞ  1
2
ln det S 1
2
x0S1x:
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We have
@l
@wi
¼ 1
2
tr S1
@S
@wi
 
þ 1
2
x0S1
@S
@wi
S1x;
and
2
@2l
@wk@wi
¼ tr S1 @S
@wk
S1
@S
@wi
 
 tr S1 @
2S
@wk@wi
 
 x0S1 @S
@wk
S1
@S
@wi
S1x þ x0S1 @
2S
@wk@wi
S1x
 x0S1 @S
@wi
S1
@S
@wk
S1x:
Now,
2E
@2l
@wk@wi
¼ tr S1 @S
@wk
S1
@S
@wi
 
 tr S1 @
2S
@wk@wi
 
 tr S1 @S
@wk
S1
@S
@wi
S1Exx0
þ tr S1 @
2S
@wk@wi
S1Exx0  tr S1 @S
@wi
S1
@S
@wk
S1Exx0
¼  tr S1 @S
@wk
S1
@S
@wi
 
:
This proves Lemma A.1. &
Now, consider random variables, corresponding to model (1). Let
dBNð0; s2dÞ; eBNð0; vÞ; xBNð0; HÞ
be independent r.v. with positive variances, and
x ¼ xþ d; y ¼ bxþ e:
Here b is a ﬁxed real parameter. Then
ðx; yÞ0BNð0;SÞ; S ¼ H þ s
2
d Hb
Hb Hb2 þ v
 !
ðA:1Þ
and
det S ¼ D ¼ Hb2s2d þ ðH þ s2dÞv; D40;
S1 ¼ 1
D
Hb2 þ v Hb
Hb H þ s2d
 !
: ðA:2Þ
The probability density p of random vector ðx; yÞ depends upon the parameter
w ¼ ðb; H; vÞAR ð0;þNÞ  ð0;þNÞ:
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Lemma A.2. The Fisher information matrix I of the density pðx; y; wÞ has the form
2I ¼ 1
D2
A
with
A ¼
2H2ðDþ 2b2s4dÞ 2Hbs2dðv þ b2s2dÞ 2Hs2dðH þ s2dÞb
2Hbs2dðv þ b2s2dÞ ðv þ b2s2dÞ2 b2s4d
2Hs2dðH þ s2dÞb b2s4d ðH þ s2dÞ2
0
BB@
1
CCA:
Proof. By Lemma A.1
ð2IÞik ¼ 2E
@2 ln p
@wk@wi
¼ tr S1 @S
@wi
S1
@S
@wk
 
: ðA:3Þ
Using (A.1) and (A.2) we have consequently
S1
@S
@b
¼ H
D
Hb v  Hb2
H þ s2d bðH þ 2s2dÞ
 !
;
S1
@S
@H
¼ 1
D
v vb
bs2d b
2s2d
 !
;
S1
@S
@v
¼ 1
D
0 Hb
0 H þ s2d
 !
:
Now, a direct calculation of the entries of 2I using (A.3) accomplishes the
proof. &
Lemma A.3. The Fisher information matrix I of the density pðx; y; wÞ is non-singular,
and
ðI1Þ11 ¼
Dþ 2b2s4d
H2
¼ 2b
2s4d þ vs2d þ Hðv þ b2s2dÞ
H2
:
Proof. Due to Lemma A.2 we have to show non-singularity of A and to compute
ðA1Þ11: Find the algebraic complements in A for the entries of the top row.
A11 ¼ DðDþ 2b2s4dÞ; A12 ¼ 2Hs2dðH þ s2dÞbD;
A13 ¼ 2Hbs2dðv þ b2s2dÞD:
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Then
detA ¼ a11A11 þ a12A12 þ a13A13
¼ 2H2ðDþ 2b2s4dÞ2D 4H2b2s4dðv þ b2s2dÞðH þ s2dÞD
 4H2s4dðH þ s2dÞb2ðv þ b2s2dÞD
¼ 2H2D½ðDþ 2b2s4dÞ2  4b2s4dðH þ s2dÞðv þ b2s2dÞ
¼ 2H2D½ðDþ 2b2s4dÞ2  4b2s4dðDþ b2s4dÞ
¼ 2H2D3;
and det A40: Therefore I is also non-singular. At last
ðA1Þ11 ¼
A11
detA
¼ Dþ 2b
2s4d
2H2D2
and by Lemma A.2
ðI1Þ11 ¼ 2D2ðA1Þ11 ¼
Dþ 2b2s4d
H2
: &
Appendix B. Proof of convergence (5)
Lemma B.1. Let gk; k ¼ 1; 2;y be i.i. Nð0; 1Þ distributed random values. Then
max1pkpn g2kPn
1 g
2
k
n
ln n
!P 2: ðB:1Þ
Proof. As
Pn
1 g
2
k=n-1; a.s., (B.1) is equivalent to
Zn ¼
max1pkpn g2k
ln n
!P 2: ðB:2Þ
Find the d.f. of Zn: A r.v. g
2
k has a d.f. F with density
f ðtÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃ
2pt
p et2; t40:
max1pkpn g2k has a d.f. F
nðtÞ; and the d.f. Fn of Zn is given by
FnðtÞ ¼ Fnðt ln nÞ; nX2:
To prove (B.2) it is sufﬁcient to show that for each e40;
Fnð2 eÞ-0; and Fnð2þ eÞ-1; n-N: ðB:3Þ
For t40 we have
FnðtÞ ¼ ½1 ð1 Fðt ln nÞÞ
1
1Fðt ln nÞnð1Fðt ln nÞÞ ¼ ABnn :
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Here An-e
1; n-N; and
lim
n-N
Bn ¼ lim
z-þN
1 Fðt ln zÞ
1=z
¼ lim
z-þN
f ðt ln zÞt
z
1=z2
¼
ﬃﬃ
t
pﬃﬃﬃﬃﬃ
2p
p lim
z-þN
zﬃﬃﬃﬃﬃﬃﬃ
ln z
p et2 ln z
¼
ﬃﬃﬃﬃﬃ
t
2p
r
lim
z-þN
z1
t
2ﬃﬃﬃﬃﬃﬃﬃ
ln z
p ¼ þN if to2;
0 if t42:
(
Therefore ABnn -0 if to2; and ABnn -1 if t42: This proves (B.3), and (B.2) holds true.
Lemma is proved. &
Appendix C. Proof of the main results
C.1. Proof of Lemma 1
Substituting (1) in (2), we have that
x2
ﬃﬃﬃ
n
p ð #b bÞ ¼
ﬃﬃﬃ
n
p ½bðxdþ d2  s2dÞ þ xeþ de
1þ 2xd
x2
þ d
2s2d
x2
: ðC:1Þ
Consider ﬁrstly the denominator.
E
xd
x2
 !2
¼ s
2
d
nx2
;
but 1
x2
p 1
H
for xðnÞAFn; therefore xd=x2 converges to 0 in probability uniformly for
xðnÞAFn; nX1: And
E
d2  s2d
x2
 !2
-0; n-N
uniformly for xðnÞAFn; therefore ðd2  s2dÞ=x2 also converges to 0 in probability
uniformly for xðnÞAFn: Thus the denominator of (C.1) converges to 1 in probability
uniformly for xðnÞAFn: To prove Lemma 1, it is enough to show that
1ﬃﬃ
n
p
Pn
1½bðxidi þ d2i  s2dÞ þ xiei þ dieiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2b2s4d þ vs2d þ x2ðv þ b2s2dÞ
q -Nð0; 1Þ ðC:2Þ
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uniformly for jbjpK ; vA½v1; v2; xðnÞAFn: Denote
ji ¼ bðxidi þ d2i  s2dÞ þ xiei þ diei; iX1:
Then Eji ¼ 0; B2n ¼
Pn
1 Dji ¼ ½2b2s4d þ vs2d þ x2ðv þ b2s2dÞn:
We bound Liapunov’s ratio
1
ðB2nÞ3=2
Xn
1
Ejjij3: ðC:3Þ
For jbjpK ; vA½v1; v2; xðnÞAFn consider for instance the moments of the ﬁrst
summand of ji:
ðB2n Þ3=2
Xn
1
Ejbxidij3p
const
ðPn1 x2i Þ3=2
Xn
1
jxij3
p const max1pipn x
2
iPn
1 x
2
i
 !1=2
pconst a1=2n ;
with an given in (3). Similar calculations for other summands of ji show that
Liapunov’s ratio (C.3) converges to 0 uniformly for jbjpK ; vA½v1; v2; xðnÞAFn:
Now, by [5, Theorem 15, p. 369] uniform convergence (C.2) holds.
This implies the statement of Lemma 1. &
C.2. Proof of Theorem 1
Let H be a lower bound from (3). Consider the sequence f*xig of i.i.d.
ð0; H˜Þ-normal random variables, independent of fdi; ei; iX1g: The variance H˜ is
unknown, we know only that H˜4H: In Section 2 it was mentioned that
*xðnÞ ¼ ð*x1;y; *xnÞAFn; nXn0ðwÞ: Now, consider the problem of estimation of the
parameters H˜; b; v on the basis of independent observations
xi ¼ *xi þ di; yi ¼ b*xi þ ei; i ¼ 1;y; n: ðC:4Þ
Denote
*D ¼ H˜v þ H˜b2s2d þ vs2d: ðC:5Þ
Observations (C.4) are Gaussian with density function
pðx; y; b; H˜; vÞ
¼ 1
2p
ﬃﬃﬃ
*D
p exp  1
2 *D
x2 b2H˜ þ v  2xybH˜ þ y2 H˜ þ s2d  
 
:
The Fisher information matrix I of the density has the form (see Lemma A.2)
2I ¼ 1
*D2
A˜;
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where A˜ is obtained from the expression in Lemma A.2 by substituting there H˜
instead of H and *D instead of D:
As det A˜40 (see Lemma A.3 in Appendix A), observations (C.4) satisfy Le Cam’s
LAN conditions with the norming factors n1=2I1=2:
Denote z ¼ ð1; 0; 0Þ0: We are interested in
ðI1=2Þ211 þ ðI1=2Þ212 þ ðI1=2Þ213
¼ ðI1=2z; I1=2zÞ ¼ ðI1z; zÞ ¼ ðI1Þ11 ¼
*Dþ 2b2s4d
H˜2
; ðC:6Þ
see Lemma A.3. Consider the class of bounded loss functions
Lb ¼ flAL: l is boundedg
and let
B ¼ ð
*Dþ 2b2s4dÞI
H2
;
with *D given in (C.5). We apply [5, Theorem 12.1, p. 162] to model (C.4) with
e ¼ 1=n; jðeÞ ¼ ðnIÞ1=2; and the loss function
wðxÞ ¼ lððB1=2xÞ1Þ; lALb;
where ðxÞ1 denotes the ﬁrst component of the vector xAR3: We mention that
wðj1ðeÞxÞ ¼ lðH ﬃﬃﬃnp x1ð *Dþ 2b2s4dÞ1=2Þ; and by (C.6) we have
X3
1
ðB1=2Þ21i ¼ ðB1Þ11 ¼
H
H˜
 2
: ðC:7Þ
Taking into account (C.7) we ﬁnd that for every estimators bn;
lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;jhH˜jodÞ
EbwhflðH
ﬃﬃﬃ
n
p ðbn  bÞ
 ðH˜ðv þ b2s2dÞ þ vs2d þ 2b2s4dÞ
1
2ÞgXEflððB1=2gÞ1Þg ¼ E l
H
H˜
g1
 
: ðC:8Þ
Here g is a standard normal random vector in R3; and Ebwh denotes the expectation
under the condition that in model (C.4) b ¼ b; De1 ¼ w; D*x1 ¼ h:
For lALb; denote jjljj ¼ suptAR lðtÞ; and
gn ¼ lðH 	
ﬃﬃﬃ
n
p ðbn  bÞ 	 ð2b2s4d þ vs2d þ Hðv þ b2s2dÞÞ
1
2Þ:
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For d0 ¼ H˜H2 ; Phf*xðnÞAFng-1; n-N uniformly for hAðH˜  d0; H˜ þ d0Þ: We have
now for dpd0;
sup
ðjhH˜jodÞ
EbwhðgnÞ
p sup
ðjhH˜jodÞ
Ebwh gnIð*xðnÞAFnÞ
n o
þ sup
ðjhH˜jodÞ
EbwhfgnIð*xðnÞ %AFnÞg
p sup
ðxðnÞAFnÞ
EbwxðnÞ ðgnÞ þ jjljj 	 sup
ðjhH˜jod0Þ
Phf*xðnÞ %AFng:
For dpd0; this implies that
sup
ðjbbjod;jwvjod;xðnÞAFnÞ
EbwxðnÞ ðgnÞ
X sup
ðjbbjod;jwvjod;jhH˜jodÞ
EbwhðgnÞ  oð1Þ; n-N: ðC:9Þ
Then the following chain of inequalities holds, see (C.9)
Q ¼ lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;xðnÞAFnÞ
EbwxðnÞ ðgnÞ
X lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;jhH˜jodÞ
EbwhðgnÞ
X lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;jhH˜jodÞ
EbwhflðH 	
ﬃﬃﬃ
n
p ðbn  bÞ
 ð2b2s4d þ vs2d þ H˜ðv þ b2s2dÞÞ
1
2Þg:
Here we used the properties of l and the inequality HoH˜: By (C.8) we have
QXE l
H
H˜
g1
 
-E lðg1Þ; H˜-H þ :
We proved (7) for all bounded lAL: At last consider an unbounded loss function
fAL: Denote by fðlÞ; lAL; the left-hand side of inequality (7) and by fc the
truncated function fcðtÞ ¼ minðc; f ðtÞÞ; tAR; c40: The function fc belongs to the
class Lb; therefore
fðf ÞXfðfcÞXE fcðg1Þ-E f ðg1Þ; c-þN:
This proves Theorem 1. &
C.3. Proof of Theorem 2
First we show that for lAL0; bAR; and v40;
lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;xðnÞAFnÞ
E
bwxðnÞflðx2
ﬃﬃﬃ
n
p ð #bn  bÞ
 ð2b2s4d þ vs2d þ x2ðv þ b2s2dÞÞ
1
2ÞgpE lðg1Þ: ðC:10Þ
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We follow the line of [5, p. 366]. Denote #Dn ¼
ﬃﬃﬃﬃﬃﬃﬃ
nx2
q
ð #bn  bÞ;
kðb; v; zÞ ¼ ðzð2b2s4d þ vs4dÞ þ v þ bs2dÞ1=2: Then the argument of l on the left-
hand side of (C.10) equals #Dn 	 kðb; v; 1=x2Þ: Let d0 ¼ v=2: By Lemma 1
#Dn 	 kðb; w; 1=x2Þ-Nð0; 1Þ
in distribution PbwxðnÞ ; uniformly with respect to bA½b d0; bþ d0;
wA½v  d0; v þ d0 and xðnÞAFn; nX1: Therefore for certain n0; the random variables
f #Dn 	 kðb; w; 1=x2Þ: bA½b d0; bþ d0; wA½v  d0; v þ d0; and xðnÞAFn; nXn0g are
stochastically bounded. Then for given e40 it is possible to construct an open set G0
containing all the jump points of l; such that
lim sup
n-N
sup
ðjbbjod0; jwvjod0;xðnÞAFnÞ
PbwxðnÞ ð #Dn 	 kðb; w; 1=x2ÞAG0Þpe: ðC:11Þ
The function lAL0 has ﬁnite number of jumps on each bounded interval, let
ftk; kX1g be the jump points of l: We can choose the set G0 satisfying (C.11) of the
form
G0 ¼
[
kX1
ðtk  t0; tk þ t0Þ;
with certain t040: Now, the function kðb; w; zÞ is uniformly continuous on a
compact set K ¼ ½b d0; bþ d0  ½v  d0; v þ d0  ½0; H1; and 1=x2pH1; for
xðnÞAFn; we mention that under true values b; w and xðnÞ; the variables
f #Dn: bA½b d0; bþ d0; wA½v  d0; v þ d0; xðnÞAFn; nXn0g
are stochastically bounded. Then for any t1Að0; t0Þ and G ¼
S
kX1 ðtk  t1; tk þ t1Þ
we induce from (C.11) that
lim
d-0
lim sup
n-N
sup
ðjbbjod;jwvjod;xðnÞAFnÞ
P
bwxðnÞ ð #Dn 	 kðb; v; 1=x2ÞAGÞpe:
There is only ﬁnite number of ftkg on each bounded interval, therefore we may
and do assume that Pðg1AGÞpe; where g1BNð0; 1Þ:
The function l is continuous on the closed set R\G; and it is possible to construct a
function l˜ACðRÞ; such that l˜ðxÞ ¼ lðxÞ; xAR\G; and 0pl˜ðxÞpsuptAR lðtÞ; xAR: By
corollary of Lemma 1,
EbwxðnÞfl˜ð #Dn 	 kðb; w; 1=x2ÞÞg-El˜ðg1Þ
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uniformly with respect to bA½b d0; bþ d0; wA½v  d0; v þ d0; xðnÞAFn; nX1:
Then we have
lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;xðnÞAFnÞ
E
bwxðnÞflð #Dn 	 kðb; v; 1=x2ÞÞg
p lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;xðnÞAFnÞ
EbwxðnÞfl˜ð #Dn 	 kðb; w; 1=x2ÞÞ
þ jl  l˜jð #Dn 	 kðb; v; 1=x2ÞÞ þ jl˜ð #Dn 	 kðb; v; 1=x2ÞÞ  lˆð #Dn 	 kðb; w; 1=x2ÞÞjg
pEl˜ðg1Þ þ e 	 sup
tAR
lðtÞpElðg1Þ þ 2e sup
tAR
lðtÞ:
Here the term containing jl˜ð #Dn 	 kðb; v; 1=x2ÞÞ  lˆð #Dn 	 kðb; w; 1=x2ÞÞj tends to 0,
because #Ln’s are stochastically bounded, l˜ is bounded and continuous, and the
function kðb; w; zÞ is uniformly continuous on K : Thus we proved (C.10).
The function jðuÞ ¼ uﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A2þu2
p ; uX0; is increasing, and x2XH; for xðnÞAFn:
Therefore from (C.10) we get
lim
d-0
lim inf
n-N
sup
ðjbbjod;jwvjod;xðnÞAFnÞ
EbwxðnÞflðH
ﬃﬃﬃ
n
p ð #bn  bÞ;
ð2b2s4d þ vs2d þ Hðv þ b2s2dÞÞ
1
2ÞgpE lðg1Þ: ðC:12Þ
But it follows from (7) that actually in (C.12) equality holds, and the theorem is
proved. &
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