ABSTRACT | Conventional detection and demodulation rules are not ideally suited for use with discrete Fourier transform (DFT) based narrow-band interference suppression, if the DFT incorporates time-weighting to localize the interference spectrally. Detection rules which are adapted to the time-weighting are introduced here and shown to o er signi cant improvements in performance, but their implementation is complex. It is found that if a spectrally-contained orthogonal transform (SCOT) is employed in place of the windowed DFT however, the conventional detection rules have a level of performance comparable to that obtained with DFT based suppression and the adapted rules. In addition to yielding good interference localization, SCOTs bene t from the fact that they provide a KarhunenLoeve like transform for each component of the observation. The primary focus of the paper is the application of interference suppression for the detection of the presence of covert signals; however, it is also demonstrated that SCOT based suppression is potentially better suited than DFT based suppression for data demodulation in commercial code-division multipleaccess (CDMA) network overlays.
I. INTRODUCTION AND SUMMARY
Detection or demodulation of a signal buried in additive white noise is made more challenging when the observation is contaminated with strong narrow-band interference. Such a scenario may arise, for example, if the signal is deployed in a band known to contain narrow-band transmissions in order to enhance its covertness. Alternatively, for commercial code-division multiple-access (CDMA) network overlay applications 15, 20] , wide-band CDMA user transmissions must be demodulated in the presence of transmissions from cochannel narrow-band users. Several papers have considered the use of transform-domain processing for suppression of narrow-band interference, and detection of the presence of 5, 2] the signal, or demodulation 17, 6, 1, 4, 22] of the data in it. 1 For transform-domain suppression, a spectral representation of the observation is generated, and the narrow-band interference is identi ed and suppressed in that domain prior to, or in conjunction with, processing for detection or demodulation.
A spectral representation of the observation may be generated in one of several ways. The papers 17, 5] consider the use of surface acoustic wave (SAW) device technology to produce in real time a signal which is the continuous Fourier transform of the received waveform, while 4] and 2] consider time-sampled systems which employ a spectral representation that is obtained with the discrete Fourier transform (DFT). For either of these methods, the Fourier transform usually incorporates a time-weighting function 7] in order that the narrow-band interference is isolated in a relatively small spectral region, and can be dealt with e ectively. If a weighting function is not used the narrow-band interference is 1 For these papers, the signal is a direct-sequence spread-spectrum (DS/SS) communications signal, but transform-domain processing can be applied to suppress interference and detect or demodulate some conventional non-spread modulation formats as well, provided the interference does not contaminate the entire band occupied by the signal. Another method for narrow-band interference suppression employs a linear prediction/estimation lter in the time domain to estimate, then subtract out the colored portion of the observation 11, 16] . The prediction/estimation method is not well suited for detection applications in which the signal does not ll the entire observation band, or employs a pulse shape which has a non-at spectral shape. For such applications, the prediction/estimation lter adapts to weaken the signal more than necessary (relative to white background noise), as it suppresses the narrow-band interference.
dispersed into spectral regions of relatively wide expanse, and the detection or demodulation performance is generally degraded severely when the interference is particularly strong. The incorporation of time-weighting in the Fourier transform, coupled with the interference suppression processing, colors the white noise present in the observation, as discussed in 22]; consequently, conventional detection or demodulation rules (e.g., the radiometric detector considered in 5] and the matched lter demodulator considered in 6]) are not ideally suited for the altered observation. A demodulation rule which is adapted to the time-weighting and suppression processing is developed in 22] for DFT based suppression, and in the present paper, adapted detection rules are introduced. Although these adapted rules o er signi cant improvements in performance, their complexity makes an implementation di cult.
As an alternative to representations that are based on weighted Fourier transformation, we investigate a spectral representation that is based on, what we refer to as, a spectrallycontained orthogonal transform (SCOT). In particular, a SCOT that is obtained with the application of a paraunitary cosine-modulated lter bank 24, 12] is considered. 2 The papers 10] and 14] report, independently of the present paper, the results of simulation studies in which SCOT based excision of narrow-band interference performed better than DFT based excision, for conventional nonadapted detection and demodulation rules. The present paper di ers from 10] and 14] , in that we develop optimal and suboptimal detection and demodulation rules, for use with interference suppression, from the statistical framework of the likelihood ratio. Based on this development, it is shown that if conventional decision rules of low complexity are employed with SCOT based suppression, they achieve a near-optimum level of performance comparable with that obtained using weighted DFT (WDFT) based 2 Loosely speaking, any transformation for which the basis functions form an orthogonal set, and which have narrow-band frequency responses with very low side lobes, is considered to be a SCOT. We note that SCOTs obtained with paraunitary cosine-modulated lter banks are referred to as extended lapped orthogonal transforms in 13]. Certain M ?band wavelet transforms 9] are also members of the SCOT family; however, the weighted DFT is not a SCOT, because it does not possess the required orthogonality. As described in 24] and 13], fast algorithms exist for the implementation of cosine-modulated lter banks, and the complexity of these algorithms is comparable with that for algorithms which implement the weighted FFT.
suppression and the complex adapted rules. The conventional rules obtain near-optimum performance with SCOTs because, in addition to yielding a degree of interference localization which is comparable with that obtained with WDFTs, SCOTs provide a Karhunen-Loeve like transformation for each component of the observation. This latter feature is attributed to the coupling of orthogonality and spectral containment in SCOT bases. For the detection of the presence of a covert signal in narrow-band interference (which is the primary focus of this paper), the detection and false alarm probabilities are derived for various suppression/detection schemes, based on a Gaussian signal model. The analysis is supplemented with simulation results for the detection of a deterministic, but unknown, digitally modulated communications signal. In addition, for CDMA overlays which employ DS/SS, the probability of error is derived (based on a Gaussian model for the wide-band multiple-access interference), for a matched lter demodulation rule which incorporates SCOT based suppression of narrow-band interference.
The remainder of the paper is organized as follows. In Section II, signal and interference models are introduced for the detection application, and the methods for obtaining the transformations of the observation are described in detail. The various suppression/detection techniques are developed in Section III, and a method for analyzing the performance of the detection rules is presented in Section IV. The performances of the detection rules are compared in Section V for a particular interference scenario, and for a particular set of system parameters. Finally, it is demonstrated in Section VI that SCOTs are potentially better suited than WDFTs for data demodulation in CDMA overlays.
II. THE TRANSFORMATIONS AND ASSOCIATED TIME-SAMPLED REPRESENTATIONS
We consider the problem of deciding whether an RF band of width B contains a wideband signal, or consists solely of white background noise plus narrow-band interference. The decision is based on the observation, during the interval 0; T]; of the complex envelope 3 r(t) associated with the band. The detection problem can be cast in the form of a binary hypothesis test, with hypotheses H 0 : r(t) = n(t) + i(t) H 1 : r(t) = s(t) + n(t) + i(t) : (1) In (1), s(t), n(t), and i(t) represent the complex envelopes associated with the bandpass signal, white noise, and narrow-band interference processes, respectively. The three bandpass processes are modeled as mutually uncorrelated, zero-mean, stationary Gaussian random processes. 4 Reliable detection can be facilitated by transforming the observation to obtain a spectral representation; for both types of transformation we consider, it is possible to suppress the narrow-band interference in a practical, straightforward manner. Consequently, an alternative hypothesis pair and associated decision rules are developed in Section III, for detection in the transform domain. The development is based on a time-sampled representation for r(t). For WDFT based transformations, the representation is the complex-valued vector Monte-Carlo simulations (some of which are discussed in Section V) based on a detailed modeling of a digital communications signal indicate that the detectors derived here for a Gaussian signal have approximately the same performance for the digitally modulated signal as for a Gaussian signal. Furthermore, as will be seen in Section V, the detectors introduced here have better performance than the conventional non-adapted radiometric detector, for the detection of digitally modulated communications signals. 
In (2) The ability to access and process the upper sideband of the observation independently from the lower sideband is an important attribute for the suboptimal detection rules that will be developed. Therefore, for SCOT based processing, an alternative time-sampled representation for r(t), denoted by r For the following discussion, it may be helpful to refer to Fig. 1 , which illustrates the power spectral densities for the three components of r(t), for a particular signal/interference environment. spectral region in r(t) which is free from interference can be accessed without contamination. ) + k . The window p n is designed (with the constraint (4)) so that the rows of have narrowband frequency responses with very low side lobes. The side lobes can be made relatively low when relatively large values of g are employed. A sequence p n generally resembles in shape a WDFT time-weighting function, such as a Hamming window, but it spans g length-M blocks of the transform input instead of just one. With a judicious choice for the appropriate one ofCor p n , the narrow-band components of the observation are captured in a relatively small number of transform components, for either type of transformation. It is seen from (3) and (4) that Z SCOT has an orthonormal set of rows. The rows of Z WDFT are not an orthogonal set however, unlessC = I, and the choiceC = I provides poor spectral isolation of the narrow-band interference. For either type of transformation, the basis functions are normalized to have unit energy, so 8 diag(ZZ y ) = I : (5) As an aid in summarizing the processing that is performed by a receiver to produce a transformed observation, for the two types of transformation, it is convenient to divide the observation interval 0 For the observation model described in Section II, the transformed observation R is a Gaussian random vector with mean zero under either hypothesis. It can be shown that the conditional probability density function for R , given hypothesis H k ; is
For arbitrary square matrixB; the matrix diag(B) is a diagonal matrix obtained fromB by replacing all o -diagonal terms with zero. where R;k is the covariance matrix R;k = E R R y jH k ], and E jH k ] denotes conditional expectation, given hypothesis H k .
Before proceeding with the development of the suppression and detection processing, we introduce some notation. Let the contributions of s(t), n(t), and i(t) to r be denoted by s, n, and i, respectively. In the remainder of this section, u represents an arbitrary one of s, n, and i, and U = Zu. Denote by 2 u the power in a sample of the signal u,
i.e., I : (8) It is easily shown that n = I, for either type of transformation, so N = ZZ y : (9) Given the transformed observation R , the receiver chooses between the modi ed pair 
For a given decision rule on (10), denote by P d and P f the probability of detection, and the probability of false-alarm, respectively. 11 11 If the transformation Z is invertible, for each decision rule on (10) that achieves a given performance pair (P f , P d ), there is an equivalent decision rule on (1) that yields the same performance. If the transformation Using (6), the log-likelihood ratio 21] for the test (10) 
The threshold in (11) is selected so that the receiver operates at some desired (and attainable) pair (P f ; P d ).
There are several characteristics of the test (11) which make it impractical for implementation. Note that (11) rule. Furthermore, while the interference has been modeled as stationary over the short term, its character can be expected to vary over long intervals of time. A receiver which implements (11) must continually make measurements to update its estimate of I , and must recalculate ? is not invertible, some information present in ris not present in R and the optimum detection performance on (10) is somewhat degraded from that for (1) . Although the matrix Z SCOT is not invertible, a SCOT is in fact invertible for the segment of r In order to avoid the above di culties with the implementation of (11), one may consider approximations to it which are more practical. Speci cally, we consider decision rules of the form
where D is a real-valued diagonal matrix. The suppression/detection scheme of 2], and a time-sampled version of the suppression/detection scheme of 5], each of which employs WDFT based processing, can be cast in the form (13) . For the detector of 5], operations equivalent to (13) are performed in the time domain after inverse transformation of a modi ed version of R , rather than in the transform domain. Note that the rule (13) requires only M multiplications per transform block. We consider a matrix D which is equal to an approximation for A. This approximation is obtained by evaluating A as in (12) and (7)- (8), but using approximations for the matrices S , N , and I for which all o -diagonal terms are equal to zero. 12 The storage requirements for maintaining estimates of R;0 and R;1 are reduced dramatically thereby, and the matrix inversions required to obtain ?1 R;0 and ?1 R;1 amount to the inversions of the individual diagonal elements. Note that with these diagonal approximations, the decision rule (13) can be written
where
is the kth element on the diagonal of D. 12 As will be seen, this choice for D yields practical detectors which have near-optimal performance, provided the diagonal approximations are good. However, if the diagonal approximations are not accurate, one could consider another choice for the diagonal matrix D. In analysis not presented here a choice for D which maximizes the de ection for the decision rule (13) has been derived. The de ection is a commonly used measure of performance for detectors (see, e.g., 21] for details), which for (13) is a ratio of Hermitian quadratic forms involving the diagonal of D and the covariance matrices R;k . Making use of the RayleighRitz theorm, the diagonal for the de ection-maximizing D is obtained as the eigenvector corresponding to the maximum eigenvalue for an appropriately formed Hermitian matrix. It has been observed that for WDFT based transformations, performance based on approximate analysis of (P f ; P d ) is not signi cantly better for the de ection maximizing Dthan for the detectors developed in the sequel. In a further simpli cation to (13) , the (typically small number of) spectral coe cients of the observation which are a ected signi cantly by the interference are set equal to zero before correlating with the spectrum of the signal. Receivers which employ this spectral nulling simpli cation are said to employ excision processing of the narrow-band interference.
When in is large, the frequency bands (groups of consecutive elements in a block of R ) which are contaminated with the interference are easily identi ed. i diag( I ). For scenarios in which the signal is a digitally modulated communications signal, knowledge of the baud rate, carrier frequency, and the pulse shape is su cient to characterize the spectral density of the signal. However, in many applications this information is not available to the receiver, and it can not be expected to employ w, which requires a reliable estimate for diag( S ). In such a situation, the receiver may employ a conventional radiometric detection scheme that has been enhanced to incorporate suppression of narrow-band interference. For such a scheme, the receiver rst processes the observation for interference suppression, then compares to a threshold value the energy present in the observation. If the energy exceeds the threshold, the receiver chooses H 1 , otherwise it chooses H 0 . The detection rules considered in 5] and 2] are equivalent to one of the form (14)- (15), where the approximation S = I is used, and WDFT based suppression is employed. For radiometric detectors which incorporate excision, (14) is employed with w k = 1 for each k for which The performances of the detection rules which derive from (13) are related to the accuracy of the diagonal approximations for N , I , and S . If these covariance matrices were in fact diagonal, detection rules with the form (13) would achieve the optimum performance obtained by (11) . However, if the diagonal approximations are relatively poor, then the performance of (13) can be expected to be degraded from that for (11) correspondingly.
If a DFT based transformation is employed without using a time-weighting function (i.e., Z WDFT as in (2) withC = I), narrow-band interference gets dispersed over a large number of transform coe cients. Consequently, the interference components of many of the transform coe cients are mutually correlated with the result that I is reduced. Because the basis functions for SCOTs are designed to also obtain good interference isolation, a diagonal approximation for I is relatively good for either SCOTs or WDFT based transformations. If a time-weighting function that provides good interference isolation is incorporated for WDFT based transformations, however, the inner-product of a given row in Z WDFT with one of its neighbors is relatively large. 13 As a result, N has many o -diagonal terms of relatively large magnitude (refer to (9)), and a diagonal approximation for N is poor for WDFT based transformations. Note from (3)- (4) and (9) that N = I for SCOTs. One intuitively expects that, apart from the e ect of the interference on (14), and with E N 2 k ] = 2 n xed (refer to (9) and (5)), the performance of (14) is better when the noise components N k of the R k are uncorrelated, than when they are correlated. This intuition is borne out as demonstrated in Section V, where detection rules deriving from (13) are shown to yield better performance with a SCOT than with a WDFT based transformation. The performance with a SCOT is superior, both with the stochastic signal model we have considered thus far, and for a deterministic (but unknown) signal model, as demonstrated through simulation.
For a stochastic signal model, S is also more nearly diagonal for SCOTs than WDFT based transformations. Let S(!) represent the power spectral density for the signal s, i.e., S(!) = P k k e ?j!k , where k = E s l s l+k ] is the correlation function. Furthermore, let V k (!) = P l Z k;l e ?j!l represent the frequency response for row k of Z. It can be shown that
If the V k (!) have very low side lobes and if the main lobes of V k 1 (!) and V k 2 (!) do not overlap, then S k 1 ;k 2 has negligibly small magnitude. Furthermore, since the signal is wideband, its 13 It is large for the small number of neighboring rows for which the main lobe of the frequency response overlaps with that of the given row.
power spectral density can be expected to be nearly constant over any interval in which the main lobes of any two V k 1 (!) and V k 2 (!) overlap, provided M is su ciently large. It can be shown that (4), it is veri ed that SCOTs provide a nearly diagonal S . However, because WDFT based transformations do not have orthogonal basis functions, they do not provide a S which is nearly diagonal.
In view of the ability of a SCOT to yield nearly diagonal S , N , and I , it is seen that Z SCOT provides a Karhunen-Loeve 21] like transform for the observation, under either hypothesis. When used with detection rules deriving from (13), SCOTs yield near-optimum performance.
IV. PERFORMANCE ANALYSIS FOR DETECTION
The false alarm and detection probabilities are derived for decision rules which can be written
whereB is an arbitrary Hermitian-symmetric matrix. Clearly all decision rules deriving from (13) (19) where p k (y) represents the conditional probability density function for y, given H k . Following 23], the characteristic function k (u) = R e ?juy p k (y) dy for y, under H k , takes the form
; (20) where the (k) i are the eigenvalues for the L L matrix R;k B.
The expressions for P f and P d are evaluated using a method 8] which employs numerical integration for inversion of the moment generating functions h k (s) for y (Note that h k (s) is obtained from k (u) by substituting s for ju). In what follows, the method for evaluating P f is developed. The value for P d can be evaluated in the same manner, by using h 1 (s) and p 1 (y) in place of h 0 (s) and p 0 (s), respectively.
By de nition, p 0 (y) = R c+j1
c?j1 h 0 (s)e sy ds=2 j; and employing this in (18), one can write
c?j1 h 0 (s)e sy ds dy=2 j : (21) After an exchange in the order of integration, (21) s ?1 h 0 (s)e s ds=2 j : (22) Numerical integration is used on (22) to evaluate P f . As discussed in 8] this can be done in an e cient manner by choosing c = s 0 , where s 0 is the saddle point for the integrand in (22) . A path of integration parallel to the Ims axis, and passing through the saddle point s = s 0 + j0 approximates a path of steepest descent for the integrand, and the contribution from the tails of the integrand along this path is relatively small with the result that the truncation error for numerical integration can be made correspondingly small. The saddle point is found by using Newton's method to determine that real value for s for which the derivative with respect to s of the integrand of (22) vanishes. Employing the value c = s 0 , exploiting some symmetry properties for the integrand, and using our knowledge that P f is real, (22) (24) To obtain the numerical results of Section V, both Simpson's rule and the Trapezoidal rule for numerical integration were employed to evaluate expressions of the form (23)- (24), and the results were compared to ensure su cient accuracy. A bound on the truncation error has been developed, and was employed to determine how far into the tail it is necessary to numerically integrate (24) to obtain a given accuracy.
V. NUMERICAL RESULTS FOR DETECTION
Numerical results are presented in this section which allow comparisons to be made among the performances of the various detection rules, for both SCOT and WDFT based suppression. In Figs. 2-6, P d is displayed versus P f for rules which incorporate a xedlength segment of the given transformation output. For Fig. 7 , the performance, as a function of the length of the observation interval, is considered, based on the incorporation of the entire transformation. For Figs. 2-4 and 6-7, the performance analysis is based on the technique described in Section IV, and is for a Gaussian signal. Fig. 5 presents simulation results on the performance of detectors for a deterministic, but unknown, digitally modulated communications signal.
For Figs. 2-5, the signal, the noise, and the narrow-band interference components of the observation have the power spectral densities illustrated in Fig. 1 . The signal is received with a signal-to-noise ratio sn = ?3 dB. The two components of the narrow-band interference each have a bandwidth one-tenth that for the signal, and the signal-to-interference ratio is si = ?29 dB. The particular cosine-modulated lter bank considered for the results of this section is a near-perfect-reconstruction cosine-modulated lter bank, with g = 4, which was obtained using the design method described in 19]. The highest side lobe for each of the lters in the bank is down 30 dB from the main lobe. Unless stated otherwise, a Hamming window is incorporated with WDFT based transformations; the highest side lobe for a Hamming window is 43 dB below the main lobe. For both types of transformation, the transform block length is M = 128.
For Figs. 2-6, the performance is evaluated for a receiver which incorporates in its decision rule only the segment of the transformation output R which is produced during a particular length-M=B subinterval of the observation interval 0; T]. The choice for the subinterval is arbitrary, and we refer to the segment of R produced asR . Recall from Section II thatR has length 2M samples and is real-valued, for SCOTs. It has length M samples and is complex-valued, for WDFT based transformations. The performance of the optimal detection rule (11), based onR , is negligibly di erent for the WDFT based transformation and the SCOT, and these performances are shown as one curve in Fig. 2 . As discussed earlier, the optimal rules are not attractive for implementation. Observe from Fig. 2 that for a given value of P d , the false alarm rate for the suboptimal rule w is between one and three orders of magnitude smaller for the SCOT than for the WDFT based transformation. Figure 3 shows that for DFT based suppression, w is not able to deal e ectively with the interference if a time-weighting function is not incorporated. Figure 4 illustrates the performance of a radiometric detection rule that employs interference excision. The performance was evaluated for each value of the excision threshold x in the set = f0:05; 0:1; 0:2; 0:5; 1; 2; 5g, and the performance for the best selection of x is shown in Fig. 4 , for each type of transformation. Some robustness with regard to the choice of x was noted: the performance does not vary a great deal for x 2 , for either transformation. Observe that for a given value of P d , the value of P f is between one and three orders of magnitude smaller for the SCOT than for the WDFT based transform.
The performance of w is included in Fig. 4 for comparison. When compared with a radiometric detector, w bene ts from its use of the knowledge of the power spectral density of the signal, provided the diagonal approximation made for S to derive w is su ciently accurate. The performance of w; relative to that of the radiometer, would be better for each type of transformation, if the signal had a roll-o factor less sharp than that considered here.
The rule w also bene ts from the ability to attenuate rather than excise the interference (and thus the signal). However, additional numerical results not presented here indicate that for the interference environment of Fig. 1 , a detector bene ts more by incorporating its knowledge of the signal spectrum than by incorporating attenuation instead of excision.
Monte-Carlo simulation has been used to evaluate P d for the various rules, for a signal which is a QPSK digital communications signal having the power spectral density illustrated in Fig. 1 . The same Gaussian noise/interference environment considered for Figs. 1-4 was employed, and P f was evaluated analytically, as before. Each point for P d was evaluated using 200 simulation trials. For a given trial, arbitrary choices were made for the carrier phase, the baud phase, and the sequence of information symbols in the QPSK signal, using a uniformly distributed random number generator. The simulation results for the radiometric detectors are displayed in Fig. 5 , and the performances for a Gaussian signal (solid curves) are included for comparison. It was found that for both types of transformation, and for each detection rule discussed in Section III, analysis based on a Gaussian model for the signal gives an accurate indication of the performance for the QPSK signal.
In general, there is some disparity between the ability of a particular SCOT and a particular WDFT based transformation to isolate narrow-band interference in a small number of transform coe cients. The degree of isolation provided is related to the widths of the main lobes in the frequency responses of the basis functions, and to how rapidly the magnitude of the frequency responses decrease at frequencies away from the main lobe. Apart from considerations of interference isolation, as discussed earlier, when SCOTs are combined with conventional decision rules they bene t from their Karhunen-Loeve like representation of the signal and the white noise components of the observation. To illustrate this bene t, Fig. 6 displays the performance of a radiometric detector in the absence of interference (with excision not employed), for each type of transformation. For comparison, the performances of radiometric detectors which employ excision processing for the interference environment of Fig. 1 are included in Fig. 6 . Note that the performance with the SCOT, relative to that with the WDFT based transformation, is roughly the same, regardless of whether interference is present. Furthermore, note that a receiver which employs the SCOT in the presence of the interference does better than one that employs the WDFT transformation in the absence of the interference. 14 For Fig. 7 , we consider the detection performance when the entire transformation R is incorporated in the decision rules. Due to computational considerations in evaluating the performance, we consider a signal with a at spectrum lling the observation bandwidth, restrict our attention to excision processing, and make the assumption that the excision processing has removed the interference completely from the observation. Under this set of circumstances (which shall be assumed to hold for the remainder of the section), the R;k are block diagonal with identical blocks, and the analysis of Section V can be simpli ed, for each type of transformation. When the narrow-band interference occupies a fraction of the observation band, it is assumed that M elements in each length-M block of R are excised, and that the remainder are una ected by the interference.
Recall that the observation interval has length T = mM=B: As a basis for comparison among the performances of detection rules, we examine the value of m, denoted by m ; which is required to achieve a given pair of values (P f ; P d ) for the false-alarm and detection probabilities, given xed values for M, g, and sn . That is, for xed M, g, and sn , m corresponds to the minimum observation time for which the performance criterion (P f ; P d ) can be met. Figure 7 displays m as a function of sn , for P d = 0:5; P f = 1 10 ?4 , = 0:1, and for WDFT based transformations and a SCOT. For WDFT based transformations, 14 We note that in the absence of interference and without excision processing, the performance with WDFT based transformations could be improved by inverting the transformation and performing radiometric detection in the time domain. However, based on observations made in 22], the performance of such a scheme is expected to be worse than that for radiometric detection in the transform domain, if excision is employed. results are displayed for both a Hamming window and the minimum 4-term BlackmanHarris (B-H) window 7, eq. (33)]. Given the assumptions made for the signal, and the excision processing, the optimal detection rule is equivalent to the radiometric detection rule, for a SCOT, and the performance of these is displayed as one curve in Fig. 7 .
It is seen from Fig. 7 that for WDFT based transformations, the radiometer does better when a Hamming window is employed than when a B-H window is used. For sn = ?10 dB the detector must have m 40 to meet the performance criterion (P f ; P d ) when the B-H window is used, while m 25 su ces for the Hamming window. The covariance matrix N has larger o -diagonal terms for the B-H window than for the Hamming window, so the diagonal approximations employed in the suboptimal rules are less accurate for the B-H window. However, the B-H window has lower side-lobes than the Hamming window; consequently when the narrow-band interference is su ciently strong, the Hamming window does not supply adequate interference isolation and the detection performance is degraded severely, while the performance of detectors which employ the B-H window is not degraded signi cantly. 15 In general, for WDFT based transformations, a trade-o exists between the ability of the time-weighting function to isolate interference, and the suitability of the suboptimal rules for the transformed observation.
Note that the radiometer does signi cantly better for the SCOT than for the WDFT . This artifact is a factor 15 As noted earlier, for SCOTs, the side lobe levels of the basis vectors can be reduced by increasing the value for g. in the small disparity between the performances of the optimal rules for the SCOT and the WDFT based transformations. The e ect of this artifact becomes insigni cant with large T, as observed in Fig. 7 .
VI. DATA DEMODULATION WITH SCOT BASED SUPPRESSION
As discussed in 15] and 20], the capacity of a CDMA network that shares its frequency band with narrow-band users is increased, if narrow-band interference suppression processing is incorporated. In this section it is demonstrated that SCOTs can be utilized for suppression, to aid in decentralized data demodulation for a single wide-band user in a CDMA overlay scheme. A DS/SS CDMA system which employs binary phase-shift-keying (BPSK) for both data and chip modulation is considered; for illustration, the chip pulse shape is the sinc function, given by p(t) = sin( Bt) p B t ; where B is the chip rate, and is also equal to the RF bandwidth. This spectrally at pulse shape has several merits for DS/SS; the development for other pulses is similar. 16 Prior acquisition of carrier and chip phase by the receiver is assumed in what follows.
We consider the demodulation of a single binary symbol (bit) transmitted by a particular wide-band user, based on the observation during the interval 0; T], of the complex envelope 17 r(t) associated with the transmission band. The complex envelope takes the form r(t) = bAs(t) + (t) + i(t) ; (25) where the narrow-band interference envelope i(t) is modeled as in Section II, b 2 f 1g is the information symbol, s(t) is the baseband DS/SS chip-modulated waveform employed for 16 The papers 18] and 3] discuss schemes for time-domain suppression of wide-band multiple-access interference in CDMA networks, and these schemes exploit the colored nature of the interference, for networks which employ pulse shapes other than p(t). The transform-domain scheme described here for suppression of narrow-band interference can be adapted for suppression of wide-band interference as well, but we do not develop this feature further in this paper. 17 In general, the observation is obtained by down-converting the RF reception into its complex (I&Q) baseband components, and applying a lter matched to the chip pulse shape. For the pulse p(t), this observation is equivalent to the complex envelope. the symbol, by the user of interest, and A is the amplitude. The envelope (t) is the sum of the contributions from white thermal noise and wide-band multiple-access interference.
For demodulation, the receiver chooses between the hypotheses H 0 : b = ?1 
18
Let represent the covariance matrix for the component of R that is associated with (t)+i(t). If (t)+i(t) can be modeled as a zero-mean, stationary Gaussian random process, then the log-likelihood ratio for the test (26), based on R , is 2AS T ?1 R , and the associated demodulation rule which yields minimum probability of error is S T ?1 R A Gaussian model for (t) + i(t) may not be appropriate though, in which case (28) does not necessarily yield minimum probability of error. However, if (t) + i(t) is stationary and has mean zero, it can be shown that among all decision rules which are linear functions of R , (28) yields a maximum value for the ratio of the signal energy in the decision statistic, divided by the energy due to the noise and interference. A decision rule corresponding to (28), but for WDFT based transformations, with excision of tone interference, is developed in 22]. Although this rule was shown to give substantial improvement in performance over a conventional chip-sequence matched lter demodulation rule, rules of the form (28) are not attractive for implementation (with either WDFT based or SCOT based suppression) for the same reasons the detection rule (11) 
For a WDFT based transformation, the receiver employs the time-sampled representation r 0 for the observation, as described in Section II. The probability of error for WDFT based suppression, with a chip sequence matched lter rule, can be evaluated as in 22] . Figure 8 illustrates P e vs. E b =N 0 for the two suppression schemes, with K = M = 128, and with an arbitrarily chosen chip sequence c k . Here, N 0 denotes the single-sided power spectral density for the combined wide-band multiple-access interference plus background noise process, and E b represents the energy received for the bit, from the user of interest. The schemes employ excision processing of the interference, which occupies one-fth the transmission band; it is assumed the excision has removed the interference completely. For excision processing, D in (29) is a modi ed version of I; with the elements associated with excised components set equal to zero. Both B-H and Hamming time-weighting functions are considered for use with the WDFT, and the performance (broken curve) of a matched lter in the absence of narrow-band interference and excision processing, is included for comparison. Note that the performance of a matched lter is 3 dB worse with WDFT based suppression incorporating B-H time-weighting than with SCOT based suppression. With WDFT suppression incorporating Hamming weighting, the performance is approximately 1.3 dB worse than with SCOT based suppression. Figure 8 shows that SCOT based suppression potentially o ers signi cant improvement over WDFT based suppression, for CDMA overlays which employ low-complexity, matched lter demodulation. However, the results of Fig. 8 are based on a Gaussian model for the wide-band multiple-access interference, and this model is strictly accurate only in the limit of a large number of users. Furthermore, in deriving the \one-shot" performance (30), the e ect of intersymbol interference has been neglected. Future investigations of SCOT based suppression for CDMA overlays should evaluate the e ect of intersymbol interference, as well as incorporate a more detailed model for the wide-band multiple-access interference. 
