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KOSTANT, STEINBERG, AND THE STOKES MATRICES OF THE
TT*-TODA EQUATIONS
MARTIN A. GUEST AND NAN-KUO HO
Abstract. We propose a Lie-theoretic definition of the tt*-Toda equations for any com-
plex simple Lie algebra g, based on the concept of topological-antitopological fusion which
was introduced by Cecotti and Vafa. Our main result concerns the Stokes data of a cer-
tain meromorphic connection, whose isomonodromic deformations are controlled by these
equations. Exploiting a framework introduced by Boalch, we show that this data has a
remarkable structure, which can be described using Kostant’s theory of Cartan subalgebras
in apposition and Steinberg’s theory of conjugacy classes of regular elements. A by-product
of this is a convenient visualization of the orbit structure of the roots under the action of a
Coxeter element. As an application, we compute canonical Stokes data of certain solutions
of the tt*-Toda equations in terms of their asymptotics.
1. Introduction
This article presents some new relations between Lie theory and the Stokes Phenomenon for
ordinary differential equations. We focus on complex simple Lie groups and some properties
of their root systems which were discovered by Kostant and Steinberg. We shall demonstrate
how these properties arise naturally from the monodromy data of a certain complex o.d.e.
The classical o.d.e. treatment of Stokes matrices was placed into the framework of Lie
algebra-valued meromorphic connections by Boalch, a point of view which has already proved
useful in problems originating in physics such as Frobenius manifolds and mirror symmetry
(cf. [5],[6],[9]).
Our specific motivation — with similar origins — is the theory of the tt* equations
(topological-antitopological fusion equations), which were introduced by Cecotti and Vafa in
[12],[13],[14] as a system of nonlinear p.d.e. describing massive deformations of topological
field theories. The equations and their solutions also have rich connections to geometry, in
particular unfoldings of singularities and quantum cohomology.
At the time of publication of [13],[14], the sinh-Gordon and Tzitzeica equations were the
only examples of tt* equations where significant information was available concerning so-
lutions. More than 20 years later, in [27],[24],[25],[26],[41],[42], the solutions of certain tt*
equations of “Toda type” were studied in detail, confirming some of the predictions made on
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physical grounds by Cecotti and Vafa. These tt*-Toda equations (like the sinh-Gordon and
Tzitzeica equations) are special cases of the two-dimensional Toda equations, which exist for
any complex Lie algebra g.
The examples just mentioned are for g = slnC. The main objective of this article is to
establish some Lie-theoretic aspects of the tt*-Toda equations which will be required in order
to generalize the above results to other g. Thus, it is the first step in a general treatment of
the equations and their solutions in the context of physics and geometry. We emphasize that
our work is quite different from the existing Lie-theoretic literature on the Toda equations.
This is because we do not use the Toda equations directly, but rather an associated system
of meromorphic linear o.d.e. with irregular singularities. The tt*-Toda equations arise as the
equations describing isomonodromic deformations of this meromorphic system.
For general g, the very definition of the tt*-Toda equations presents some challenges. After
giving some background and motivation in section 2, in section 3 we propose a definition
which (we believe) represents the essential features of the examples in the literature. Roughly
speaking, this imposes three conditions on the Toda equations for g:
(R) reality condition
(F) Frobenius condition
(S) similarity (or homogeneity) condition
These are stated precisely in Definition 3.10, and in Definition 3.12 we give the associated
meromorphic system. An important ingredient of (R) and (F) is a certain split real form of g,
first arising in work of Hitchin, based on Kostant’s theory of three-dimensional subalgebras
and Cartan subalgebras in apposition.
To our surprise, the ensuing theory provides geometrical insight into some classical results
on root systems due to Kostant and Steinberg, as well as the famous “Coxeter Plane”. It
is of course not surprising that any properties of the Toda equations can be described Lie-
theoretically, but we believe it is interesting that the tt*-Toda equations bring to life some
rather subtle properties of roots which have apparently not been used widely by geometers.
In sections 4 and 5 we investigate the space of “abstract Stokes data” for the tt*-Toda
equations. These two sections are based entirely on the symmetries of the equations, without
considering the corresponding solutions. We summarize this briefly next — a more technical
description with precise statements can be found at the beginning of section 5.
The meromorphic system has poles of order 2 at zero and infinity. Locally this equation
has G-valued fundamental solutions, where G is a Lie group with Lie algebra g. Classical
o.d.e. theory, extended by Boalch, then produces “Stokes matrices” which are elements of
certain unipotent subgroups of G. By the Riemann-Hilbert correspondence, the Stokes data
parametrizes isomonodromic deformations of the system, hence solutions of the tt*-Toda
equations. It is therefore of great interest to compute this data.
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Unfortunately, computations of Stokes matrices for meromorphic o.d.e. are generally quite
tedious, and dependent on a number of arbitrary choices. Once the special structure of our
situation has been elucidated, however, the computation becomes relatively straightforward,
and furthermore we obtain canonical Stokes data. It is then easy to recover the classical
Stokes matrices and observe how they depend on the relevant choices.
The main features of this special structure are as follows. We identify a certain element
M (0) ∈ G (Definition 4.11), from which all Stokes data can be recovered. It can be regarded
as an s-th root of the monodromy of the meromorphic system, where s is the Coxeter number.
To describe it we use a decomposition of the set of roots of g due to Kostant and Steinberg,
and prove that the components of this decomposition are in one-to-one correspondence with
Stokes factors, or, equivalently, singular directions (certain rays in C determined by the
meromorphic system). There are 2s singular directions, denoted d1, . . . , d2s (see Figure 1 in
section 5). The positive roots correspond to d1, . . . , ds (the positive sector), and the simple
roots correspond to d1, ds (the head and tail of the positive sector).
It is the roots corresponding to d1, d2 which give rise to M
(0) (see Figure 2 in section 5).
These roots have a purely Lie-theoretic interpretation: they are the positive roots which
become negative under the action of a certain Coxeter element, and they constitute a fun-
damental domain for the action of this Coxeter element on the set of all roots. Using work
of Steinberg, when G is simply-connected, we show that the space of all possible M (0) can
be identified with a fundamental domain for the action of G (by conjugation) on the space
Greg of regular elements of G. This gives an intrinsic description of M (0), and hence of all
Stokes data.
All this information can be visualized in the Coxeter Plane (see [36]), a beautiful object of
independent interest which has been described as the “most symmetrical” projection of the
root vectors of g onto a certain 2-dimensional plane. We explain this in Appendix B.
In section 6 we relate the abstract data M (0) to some actual solutions of the tt*-Toda
equations. We focus on solutions which are defined on a punctured neighbourhood of the
origin — these include the solutions on C∗ which are of primary interest in physics. For
such a solution we obtain an explicit formula for M (0) in terms of the asymptotics of the
solution at the origin (Theorem 6.7). It turns out that the semisimple part of M (0) lies in
the compact real form of G. This leads to an identification of the space of all such M (0) (a
proper subspace of M∆+) with a certain convex polytope (Theorem 6.9). We expect (but
do not prove here) that this convex polytope also parametrises the solutions on C∗, as in the
case G = Sln+1C.
The auxiliary meromorphic connection used in section 6 arises in the context of the geo-
metric Langlands correspondence — see formulas (5.1) and (5.2) of [20].
We remark that some of our conclusions for the caseG = Sln+1C can be found in [23], where
we used exclusively the ad hoc notation of [24],[25],[26] and gave “proofs by inspection”.
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Here, for general G, we go further, and we use more systematic notation and give general
proofs. However, simply putting G = Sln+1C is not sufficient to obtain the results of [23].
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for suggesting the relevance of the Coxeter Plane and the article [36] by Kostant. They thank
Bill Casselman for clarifying the relation between the Coxeter Plane and Coxeter groups ([11]
and Appendix B). They also thank Philip Boalch for discussions, and for pointing out the
article [20] by Frenkel and Gross. The first author was partially supported by JSPS grant
(A) 25247005. He is grateful to the National Center for Theoretical Sciences for excellent
working conditions and financial support. The second author was partially supported by
MOST grants 105-2115-M-007-006 and 106-2115-M-007-004.
2. Background on the tt∗ and Toda equations
Background on the tt* equations
We take as starting point the formulation of Dubrovin [18]: the tt* equations (on a certain
two-dimensional domain U ∈ C, to be specified later) are the equations for harmonic maps
f : U → GLnR/On
together with a “similarity condition” (also specified later). It is well known that these
equations can be written in zero curvature form, i.e. dα + α ∧ α = 0, for a certain complex
n × n-matrix-valued 1-form α ([10]; see also [21]). Indeed, this holds for harmonic maps
U → G/K for any (real) symmetric space G/K, and in this context the only requirement
on the gC-valued 1-form α is that it be of the form
α = 1
λ
α′m + αk + λα
′′
m
where g = k ⊕ m is a Cartan decomposition of the Lie algebra of the (real) Lie group G.
Here α′m, α
′′
m take values in m1,0, m0,1 where m
C = m1,0 ⊕m0,1, αk takes values in kC, and λ is
a nonzero complex parameter.
The particular symmetric space GLnR/On can be identified with the set of all inner prod-
ucts on Rn. Thus, f may be regarded as a harmonic metric in the trivial vector bundle over
U with fibre Rn — it is an example of a harmonic bundle. More precisely, it is an exam-
ple of a real harmonic bundle. Harmonic bundles were introduced by Hitchin and Simpson
in the 1980’s, and locally (i.e. for trivial bundles) they correspond to harmonic maps into
GLnC/Un, the set of all Hermitian inner products on Cn.
The theory of real harmonic bundles over compact Riemann surfaces was modified by
Hitchin to accommodate bundles with other structure groups, in [29]. Locally these corre-
spond to harmonic maps f : U → G/K where G is a split real form of a complex semisimple
Lie group and K is a maximal compact subgroup of G.
Background on the Toda equations
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The two-dimensional Toda equations with respect to a complex Lie algebra were introduced
and studied simultaneously by several authors (see [40],[50],[17],[44] for four rather different
viewpoints, and more recently [43]), generalizing much earlier work on the one-dimensional
case. Its relation with harmonic maps was soon recognised by differential geometers (cf.
[8],[10],[39]).
To state the equations we need some notation. From now on, we denote by G a complex
simple Lie group of rank l, and by g its Lie algebra. Let h be a Cartan subalgebra of g, and
let
g = h⊕ (⊕α∈∆ gα)
be the root space decomposition, where ∆ is the set of roots with respect to h, and where
gα = {ξ ∈ g | [h, ξ] = α(h)ξ ∀h ∈ h}. By definition dimC h = l.
Let B be any positive scalar multiple of the Killing form. Then B is a nondegenerate
symmetric bilinear form on g which is invariant in the sense that B(Ad(g)h1,Ad(g)h2) =
B(h1, h2) and B(ad(x)h1, h2) +B(h1, ad(x)h2) = 0 for all g ∈ G, x ∈ g, and h1, h2 ∈ g. Here
Ad, ad denote respectively the adjoint actions of G, g on g.
For each α ∈ ∆, we define Hα ∈ h by
B(h,Hα) = α(h) ∀h ∈ h.
For any choice of simple roots Π = {α1, . . . , αl} we obtain a basis Hα1 , . . . , Hαl of h. We
denote by 1, . . . , l the basis of h which is dual to α1, . . . , αl in the sense that αi(j) = δij.
For each α ∈ ∆, the root space gα is one-dimensional. It is possible (see [28], chapter 3,
Theorem 5.5) to choose basis vectors eα ∈ gα so that B(eα, e−α) = 1 for all α ∈ ∆. Define
the number Nα,β by [eα, eβ] = Nα,βeα+β if α+β is a root and Nα,β = 0 if not. It follows that
N−α,−β = −Nα,β. Thus we have
(2.1) [eα, eβ] =

0 if α + β /∈ ∆
Hα if α + β = 0
Nα,βeα+β if α + β ∈ ∆− {0}
The highest root ψ ∈ ∆ may be written ψ = ∑li=1 qiαi for certain nonnegative integers qi.
The Coxeter number of G is then
s = 1 +
l∑
i=1
qi.
For notational convenience we write ψ = −α0 from now on.
Now let k0, . . . , kl be any nonzero complex numbers. The two-dimensional (complex, el-
liptic) Toda equations are the equations
(2.2) 2wzz¯ = −
l∑
i=0
kie
−2αi(w)Hαi
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for maps w : U → h. These are often called the “affine” or “periodic” Toda equations. The
“open” Toda equations are obtained by putting k0 = 0; these are much easier to solve (see
[38]) and we do not discuss them.
Concrete p.d.e. are obtained from (2.2) by choosing coordinates on h, and we shall give
three popular choices.
(I) ui = αi(w) = B(w,Hαi), 1 ≤ i ≤ l.
Introducing the notation u0 = α0(w) = −
∑l
j=1 qjαj(w) = −
∑l
j=1 qjuj, equation (2.2)
becomes
2(ui)zz¯ = −
l∑
j=0
kjαi(Hαj)e
−2uj , 1 ≤ i ≤ l
(which is valid also for i = 0).
(II) vi = B(w, i), 1 ≤ i ≤ l where αi(j) = δij.
To calculate the right hand side of the Toda equations in terms of the vi we use
B(Hαj , i) =
{
δi,j 1 ≤ j ≤ l
−qi j = 0
αj(w) =
{ ∑l
k=1 αj(Hαk)vk 1 ≤ j ≤ l
−∑lj,k=1 qjαj(Hαk)vk j = 0
Then equation (2.2) becomes
2(vi)zz¯ = qik0e
∑l
j,k=1 2qjαj(Hαk)vk − kie−
∑l
k=1 2αi(Hαk)vk .
Using the coroots α∗j =
2
αj(Hαj )
Hαj , or the affine Cartan matrix A, where Aj,i = αi(α
∗
j ), (I)
or (II) may be rewritten in various ways. For example, by making obvious variable changes,
we may write (I) in the form (ui)zz¯ = ±
∑l
j=0Aj,ie
uj , 1 ≤ i ≤ l.
(III) wi = i-th coordinate of a faithful representation.
For example, each classical matrix Lie algebra has a standard representation in which there
is a Cartan subalgebra represented by diagonal matrices.
Example 2.1. The case g = sln+1C = {X ∈Mn+1C | trX = 0}.
h = {diag(h0, . . . , hn) | h0, . . . , hn ∈ C,
∑n
i=0 hi = 0}
roots: xi − xj (0 ≤ i 6= j ≤ n), where xi : diag(h0, . . . , hn) 7→ hi
simple roots: xi−1 − xi, 1 ≤ i ≤ n
B(X, Y ) = trXY
Hxi−xj = Ei,i − Ej,j, exi−xj = Ei,j
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ψ = x0 − xn = α1 + · · ·+ αn = −α0, s = n+ 1
i =
(
1− i
n+1
)
(E0,0 + · · ·+ Ei−1,i−1)− in+1(Ei,i + · · ·+ En,n)
where Ei,j (0 ≤ i, j ≤ n) has a 1 in the (i, j) entry and all other entries zero.
Writing w = diag(w0, . . . , wn) (the natural coordinates for the standard representation)
we find that ui = wi−1 − wi and vi = w0 + · · ·+ wi−1 for 1 ≤ i ≤ n. The three forms of the
Toda equations are:
(I) 2(ui)zz¯ = ki−1e−2ui−1 − 2kie−2ui + ki+1e−2ui+1 , 1 ≤ i ≤ n
(II) 2(vi)zz¯ = k0e
2(v1+vn) − kie2(vi+1−2vi+vi−1), 1 ≤ i ≤ n
(III) 2(wi)zz¯ = kie
2(wi−wi−1) − ki+1e2(wi+1−wi), 0 ≤ i ≤ n
where we take the standard representation of sln+1C in (III). Here we regard wi as periodic
in i, i.e. wi+n+1 = wi. Note that
∑n
i=0wi = 0. We regard v0 = 0 = vn+1. 
Towards the tt*-Toda equations
In the next section we shall combine the tt* and Toda equations. We conclude this section
by giving some historical remarks and explaining briefly the reason for using a split real form
in the tt* equations. The basic motivation (in both physics and differential geometry) comes
from variations of Hodge structures (which can be generalized to tt* geometry and the theory
of harmonic bundles). In fact the open tt*-Toda equations do describe examples of variations
of Hodge structures (see section 6 of [13] and [15]). Physically this is called the “conformal”
case. The affine tt*-Toda equations are generalizations of variations of Hodge structures
(called nonabelian Hodge structures in [31]). Physically this is called the “massive” case.
Concrete examples of tt* equations of “Toda type” were introduced and studied from the
physical point of view in [13],[14]. On the other hand, Aldrovandi and Falqui [1] were the first
to use the language of harmonic bundles, in the open (conformal) case and for G = SLnC.
Later, and more systematically, Baraglia [3] specialized Hitchin’s theory of real harmonic
G-bundles to the case of harmonic G-bundles of Toda-type over compact Riemann surfaces.
For G = SLnC these “cyclic harmonic bundles” were also discovered by Simpson [47]. We
shall give a precise definition based on all these ideas in the next section.
3. The tt*-Toda equations
As in the discussion of the Toda equations in section 2, we take G to be a complex simple
Lie group of rank l, with Lie algebra g. We choose a Cartan subalgebra h and system of
positive roots ∆+.
3.1. The connection form α. It is well known that the Toda equations for w : U → h are
equivalent to the condition that a certain connection d+ α is flat. Let us review this.
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For any nonzero complex numbers c−i , c
+
i with 0 ≤ i ≤ l, we define
E− =
l∑
i=0
c−i e−αi , E+ =
l∑
i=0
c+i eαi
and
E˜− = Ad(ew)E−, E˜+ = Ad(e−w)E+.
Definition 3.1. Let α = α′dz + α′′dz¯, where α′ = wz + 1λE˜− and α
′′ = −wz¯ + λE˜+, and
where λ ∈ C∗ is a parameter.
Proposition 3.2. (1) dα+α∧α = 0 for all λ if and only if 2wzz¯ = [E˜−, E˜+]. (2) [E˜−, E˜+] =
−∑li=0 c−i c+i e−2αi(w)Hαi.
Proof. (1) is an elementary calculation. (2) follows immediately from Ad(ew) = ead(w) and
(2.1). 
Thus the zero-curvature condition dα + α ∧ α = 0 is equivalent to
2wzz¯ = −
l∑
i=0
c−i c
+
i e
−2αi(w)Hαi .
If we write ki = c
−
i c
+
i this gives exactly the Toda equations (2.2).
The parameter λ is not essential at this point (if l ≥ 2, Proposition 3.2 remains true if we
set λ = 1). However it will play an important role very soon.
For the Toda equations, it will be convenient to use the following definition of real form:
Definition 3.3. Given a real form of the Lie algebra g, i.e. the fixed point set of a conjugate-
linear involution on g, the corresponding real form of the Toda equations is defined by im-
posing the conditions
(R1) αi(w) ∈ R for all i.
(R2) α′(z, z¯, λ) 7→ α′′(z, z¯, 1/λ¯) under the involution.
Condition (R1) means that w takes values in the real vector space
h] = ⊕li=1RHαi
(note that this is not necessarily a subspace of the given real form of g). Condition (R2)
implies that α||λ|=1 takes values in the real form of g. We regard these as conditions as
constraints on the function w (and the constants c−i , c
+
i ). Depending on the real form, there
may be few or no functions w which satisfy these conditions. We give two examples to
illustrate this.
Definition 3.4. The (standard) compact real form of g is the fixed point space gcpt of the
conjugate-linear involution ρ defined by ρ(eα) = −e−α, ρ(Hα) = −Hα for all α ∈ ∆.
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An R-basis of gcpt is given by √−1Hαi (1 ≤ i ≤ l), √−1 (eα + e−α), eα − e−α (α ∈ ∆+).
Condition (R2) holds if c+i = −c−i for all i. Then all ki = c−i c+i are negative. This is the real
form of the Toda equations studied most widely in differential geometry.
Definition 3.5. The (standard) split real form of g is the fixed point space gsplit of the
conjugate-linear involution θ defined by θ(eα) = eα, θ(Hα) = Hα for all α ∈ ∆.
An R-basis of gsplit is given by Hαi (1 ≤ i ≤ l), eα (α ∈ ∆). In this case condition (R2)
is not satisfied with respect to θ for any w, hence there is no corresponding real form of the
Toda equations. However, there are other split real forms, and we shall explain how to find
a suitable one, after looking at a concrete example.
Example 3.6. (Example 2.1 continued) The case g = sln+1C. Condition (R1) simply
means that w = diag(w0, . . . , wn) with all wi real. The compact real form sun+1 is given by
ρ(X) = −X∗, and the real Toda equations are
2(wi)zz¯ = kie
2(wi−wi−1) − ki+1e2(wi+1−wi)
with all ki negative. By adding constants to the functions wi we can make ki = −1 for all i.
Thus, the particular values of the real numbers ki are not important, just their sign.
The standard split real form sln+1R is given by θ(X) = X¯. As we have seen, there
are no corresponding Toda equations. On the other hand, the split real form given by
χ(X) = ∆X¯∆, where
(3.1) ∆ =
 1. . .
1
 ,
will turn out to be a suitable candidate for the harmonic bundle equations or the tt*-Toda
equations. Conditions (R1),(R2) are be satisfied if the wi are real and satisfy the additional
conditions wi + wn−i = 0, and if we take (for example) all ki = 1. In this situation the real
Toda equations are
(3.2) 2(wi)zz¯ = e
2(wi−wi−1) − e2(wi+1−wi), wi + wn−i = 0.
These equations, and the formula χ(X) = ∆X¯∆, were derived on physical grounds in [13],
section 6, and from the viewpoint of harmonic maps in [27], section 2. It should be noted
that the fixed point set of χ is isomorphic to the standard split real form sln+1R — indeed it
is a general fact that all split real forms are conjugate. Thus, although the split real forms
are all equivalent, the form of the Toda equations is very sensitive to the particular choice
(relative to the initial choice of compact real form and Cartan subalgebra). 
For general G, a suitable split real form has been constructed in another context by Hitchin
[29] and Baraglia [3], based on work of Kostant [33]. A recent and more detailed treatment
can be found in [37]. We review this next.
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First some properties of principal three-dimensional subalgebras (TDS) from [33] are
needed. We put
x0 =
l∑
i=1
i =
l∑
i=1
riHαi
and
e0 =
l∑
i=1
aieαi , f0 =
l∑
i=1
(ri/ai)e−αi .
The real numbers r1, . . . , rl are determined by the choice of simple roots, and a1, . . . , al are
(arbitrary) nonzero complex numbers. Direct computation gives
(3.3) [x0, e0] = e0, [x0, f0] = −f0, [e0, f0] = x0.
In the terminology of [33], x0, e0, f0 generate a principle TDS. This is isomorphic to sl2C and
its adjoint action on g decomposes into irreducible representations V1, . . . , Vl of dimensions
2m1 +1, . . . , 2ml+1. The positive integers mi are called the exponents of G, and they satisfy
1 = m1 < m2 ≤ · · · ≤ ml−1 < ml = s− 1 (unless g = sl2C, in which case l = 1 and m1 = 1).
Let u1, . . . , ul be highest weight vectors for V1, . . . , Vl. We may take u1 = e0 and ul = eψ
(but in general ui cannot easily be expressed in terms of the root vectors). It is known that
u1, . . . , ul are eigenvectors of adx0 with eigenvalues m1, . . . ,ml.
Next let
z0 = e0 + e−ψ.
Kostant shows that z0 is semisimple, and regular in the sense that its centralizer
gz0 = {x ∈ g | [x, z0] = 0}
has dimension l, and in fact is a Cartan subalgebra of g. It is in apposition (page 1018 of
[33]) to the original Cartan subalgebra h with respect to the principal element
P0 = e
2pi
√−1x0/s ∈ G.
The linear transformation
(3.4) τ = AdP0
preserves gz0 . It is clear from the definition of τ that
τ(eα) = e
2pi
√−1α(x0)/seα = e2pi
√−1 htα/seα,
where we define the height of a root by ht(
∑l
i=1 niαi) =
∑l
i=1 ni. The vectors u1, . . . , ul are
eigenvectors of τ with eigenvalues e2pi
√−1m1/s, . . . , e2pi
√−1ml/s.
Let us now take ai =
√
ri. Hitchin [29] (see also section 2 of [37]) shows that there is a
C-linear involution σ : g→ g which is uniquely defined by the conditions
(3.5) σ(ui) = −ui (i = 1, . . . , l), σ(f0) = −f0.
Uniqueness is clear as a homomorphism σ necessarily satisfies σ((ad f0)
kui) = (−1)k+1(ad f0)kui
and the elements (ad f0)
kui span g. Thus the main point is that the map σ defined by
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σ((ad f0)
kui) = (−1)k+1(ad f0)kui is actually a homomorphism. This is Proposition 6.1 (1)
of [29].
Using σ, we introduce the conjugate-linear involution
(3.6) χ = σρ
where ρ defines the standard compact real form (Definition 3.4). We have σρ = ρσ since
this holds on each Vi. It can be shown that χ defines a split real form — this is Proposition
6.1 (2) of [29].
We shall need to know more about σ. A first observation is that
σ(h) = h
because the (ad f0)
miui (1 ≤ i ≤ l) are a basis of h, and σ((ad f0)miui) = (−1)mi+1(ad f0)miui.
Next, since [x, σ(eα)] = σ[σ(x), eα] = α(σ(x))σ(eα) for all x ∈ h, we see that σ(eα) is
a root vector for α ◦ σ, and hence a multiple of eα◦σ. Let us write σ(eα) = tαeα◦σ. For
any simple root αi, the root αi ◦ σ must also be simple. Namely, if αi ◦ σ =
∑l
j=1 c
i
jαj,
then αi = αi ◦ σ ◦ σ =
∑l
j,k=1 c
i
jc
j
kαk, where the c
i
j are either all nonnegative integers or all
nonpositive integers. It follows that
(3.7) αi ◦ σ = αν(i)
for some permutation ν of {1, 2, . . . , l}.
Proposition 3.7. We have σ(eαi) = −eαν(i), σ(e−αi) = −e−αν(i) for i = 1, 2, . . . , l and also
σ(eψ) = −eψ, σ(e−ψ) = −e−ψ.
Proof. From σ(u1) = −u1, where u1 =
∑l
i=1
√
rieαi , we have
−
l∑
i=1
√
rieαi =
l∑
i=1
√
riσ(eαi) =
l∑
i=1
√
ritαieαi◦σ =
l∑
i=1
√
ritαieαν(i) .
It is known that ri = rν(i) (cf. Remark 3.8), so we deduce that tαi = −1 for all i. This gives
the first statement σ(eαi) = −eαν(i) . The statement σ(eψ) = −eψ holds by definition of σ,
since eψ = ul. The two remaining statements follow immediately from these by applying ρ
and using the fact that σ commutes with ρ. 
Remark 3.8. If g 6= al, d2m+1, e6 then the above formula σ((ad f0)miui) = (−1)mi+1(ad f0)miui
shows that σ is the identity map on h, because for such g all exponents mi are known to be
odd. In this case, ν is the identity permutation. If g = al, d2m+1, e6, it is known (see [29],
Remark 6.1) that ν is induced by an outer automorphism of g corresponding to a symmetry
of the Dynkin diagram.
The connection form α has the following symmetries.
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Proposition 3.9. Let w : U → h] satisfy the condition
(3.8) σ(w) = w.
Choose complex numbers c−0 , . . . , c
−
l , c
+
0 , . . . , c
+
l such that
(3.9) c−i = c
−
ν(i), c
+
i = c
+
ν(i), c
−
i = c
+
ν(i)
for all i, where ν(i) is defined in (3.7) for i = 1, 2, . . . , l and we put ν(0) = 0. Then the
connection form α of Definition 3.1 satisfies
(i) τ(α(λ)) = α(e2pi
√−1/sλ)
(ii) σ(α(λ)) = α(−λ)
(iii) χ(α′(λ)) = α′′(1/λ¯)
for all λ ∈ C∗.
Proof. (i) This follows from the fact that Adew commutes with τ = AdP0, and τ(eαi) =
e2pi
√−1/s eαi , τ(e−αi) = e
−2pi√−1/se−αi . (ii) Since Ade
w = eadw, and by (3.8) σ◦adw = adw◦σ,
we have σ◦Adew = Adew◦σ. By Proposition 3.7 and (3.9), σ(E−) = −E− and σ(E+) = −E+.
Combining these, we obtain (ii). (iii) Since Adew = eadw and ρ(w) = −w, where ρ is as in
Definition 3.4, we have ρ◦Adew = Ade−w◦ρ. Hence χ◦Adew = Ade−w◦χ. Using Proposition
3.7 and (3.9), χ(E−) = E+ and χ(E+) = E−. Combining these, we obtain (iii). 
Condition (i) is the fundamental “cyclic” property of the Toda equations. The condition
σ(w) = w is needed here mainly to establish (iii), i.e. compatibility with the real form
involution χ. However, compatibility with σ is a property of independent interest in tt*
geometry, which might be called the “Frobenius condition”. For this reason we state (ii) as
a separate observation.
3.2. The connection form αˆ. The final piece in the construction of the tt*-Toda equations
is the similarity condition, together with an associated connection form αˆ.
To motivate this, we begin with an informal discussion, following [18],[13]. The similarity
condition may be stated as
(3.10)
(
λ ∂
∂λ
+ z ∂
∂z
− z¯ ∂
∂z¯
)
F = 0
for a suitable G-valued function F (z, z¯, λ) such that α = F−1 ∂F
∂z
dz + F−1 ∂F
∂z¯
dz¯ (cf. [18],
formula (2.19)). Here we are using classical matrix notation for F . From the explicit form of
α, it follows that (z ∂
∂z
− z¯ ∂
∂z¯
)w = 0, which means that w depends only on the radial variable
x = |z|.
Since 2wzz¯ =
1
2
(wxx +
1
x
wx), the natural (maximal) domain of a solution is C∗ = C − {0}.
For physical reasons (completeness of the renormalization group flow) smoothness on this
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domain will be a requirement. From this discussion, and bearing in mind also Proposition
3.9, we arrive at the following definition:
Definition 3.10. (The tt*-Toda equations) Let g be a complex simple Lie algebra. Let
gR be the split real form of g defined by χ = ρσ. The tt*-Toda equations (for g) are the Toda
equations which are
(R) real with respect to gR (see Definition 3.3)
where w : C∗ → h] satisfies the additional conditions
(F) σ(w) = w
(S) w = w(|z|).
More prosaically, the tt*-Toda equations are the Toda equations
(3.11) 2wzz¯ = −
l∑
i=0
kie
−2αi(w)Hαi
for w : C∗ → h] such that σ(w) = w and w = w(|z|), with ki = kν(i), ki > 0 for all i. But
this would be an unhelpful definition as it obscures the Lie-theoretic origins.
The Frobenius condition σ(w) = w is nontrivial only for G of type An, D2n+1, E6. Whether
this is a desirable feature (for physical reasons), or a defect (which might be remedied by
choosing a different real form), we leave for the reader’s consideration.
Example 3.11. (Example 3.6 continued) The case g = sln+1C. Let us see how the split real
form of Example 3.6 and the equations (3.2) arise from Definition 3.10.
x0 = diag(
n
2
, n
2
− 1, . . . ,−n
2
) =
∑n
i=1
1
2
i(n− i+ 1)Hαi
P0 = diag(e
npi
√−1/s, e(n−2)pi
√−1/s, . . . , e−npi
√−1/s)
u1 =
∑n−1
i=0 ai+1Ei,i+1 with ai = an−i+1 and ai 6= 0 for all i; then u2, . . . , un are determined
up to scalar multiples by the conditions [ui, uj] = 0 (the nonzero entries of ui are on the i-th
superdiagonal)
σ(X) = −∆X t∆ and ν(i) = n− i+ 1 (1 ≤ i ≤ n), where ∆ denotes the matrix of (3.1)
χ(X) = ∆X¯∆
The condition σ(w) = w is wi + wn−i = 0 for 0 ≤ i ≤ n. Let us take c−i = c−n−i+1,
c+i = c
+
n−i+1, c
−
i = c
+
n−i+1 for 1 ≤ i ≤ n and also c−0 = c+0 in the definition of α. Then we
obtain the tt*-Toda equations
2wzz¯ = −
l∑
i=0
kie
−2αi(w)Hαi ,
where ki = |c−i |2 > 0 and ki = kn−i+1. When all ki = 1 we obtain (3.2). 
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To motivate the definition of αˆ, we continue the informal discussion from above. The
similarity condition (3.10) leads to a new connection form
αˆ = F−1 ∂F
∂λ
dλ
= F−1
(−z ∂F
∂z
+ z¯ ∂F
∂z¯
)
dλ
λ
= (−zα′ + z¯α′′)dλ
λ
=
(
− z
λ
E˜− − xwx + λz¯E˜+
)
dλ
λ
where we have used zwz + z¯wz¯ = xwx at the last step. By construction we have α + αˆ =
F−1 ∂F
∂z
dz + F−1 ∂F
∂z¯
dz¯ + F−1 ∂F
∂λ
dλ.
As pointed out by Cecotti-Vafa and Dubrovin, the meromorphic g-valued 1-form αˆ on
Cunionsq∞ is fundamental in the study of the tt*-Toda equations. It has poles of order 2 at zero
and infinity. Assuming the existence of F , the combined connection d + α + αˆ is flat, and
then a standard argument (see chapter 1 of [19]) shows that the monodromy data of αˆ, in
particular the Stokes matrices, at these poles does not depend on x.
Putting µ = λx/z, we obtain a more symmetrical form, which we take as the formal
definition of αˆ:
Definition 3.12. (The meromorphic connection) αˆ =
(
−x
µ
E˜− − xwx + µxE˜+
)
dµ
µ
,
where x = |z| and µ = λx/z.
In section 6 we shall establish the existence of F exists for a particular class of solutions
(Proposition 6.3). For the time being we note that Definition 3.12 makes sense without
reference to F , and that the isomonodromy property can also be established without using
F , as follows.
Lemma 3.13. Let αˆ be as in Definition 3.12, and let αr be the g-valued 1-form on R>0
defined by αr =
(
1
µ
E˜− + µE˜+
)
dx. Then: the connection d + αˆ + αr is flat if and only if w
satisfies the equation 1
2
(wxx +
1
x
wx) = [E˜−, E˜+].
Proof. Elementary calculation. 
Thus a solution of the tt*-Toda equations always gives a family (depending on x ∈ R>0)
of isomonodromic deformations of αˆ. Evidently this property holds even if the solution is
defined only on some open subset of R>0.
Proposition 3.14. Under the same conditions as Proposition 3.9, the connection form αˆ
of Definition 3.12 satisfies
(i) τ(αˆ(µ)) = αˆ(e2pi
√−1/sµ)
(ii) σ(αˆ(µ)) = αˆ(−µ)
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(iii) χ(αˆ(µ)) = αˆ(1/µ¯)
(iv) θ(αˆ(µ)) = αˆ(µ¯) (when the c±i are real)
for all µ ∈ C∗.
Proof. As (i),(ii),(iii) are similar to the corresponding proofs in Proposition 3.9, we just give
the proof of (iv). Since θ|h] is the identity, we have θ◦adw = adw◦θ, hence θ◦Adew = Adew◦θ.
By definition of θ (and the conditions on c−i , c
+
i ) we have θ(E−) = E+ and θ(E+) = E−.
Combining these, we obtain (iv). 
These symmetries of the connection form αˆ will play an important role from now on, as
they restrict severely its monodromy data.
4. Definition of the Stokes data
In this section we shall investigate the Stokes data, using the Lie-theoretic approach of
Boalch [6]. To facilitate comparison with that paper, we shall use the connection d − βˆ,
where
(4.1) βˆ =
(
−x
µ
E˜+ − xwx + µxE˜−
)
dµ
µ
,
instead of d+ αˆ. This gives the same tt*-Toda equations because of the following version of
Lemma 3.13, whose proof is equally elementary:
Lemma 4.1. Let βˆ be as in (4.1), and let βr be the g-valued 1-form on R>0 defined by
βr =
(
1
µ
E˜+ + µE˜−
)
dx
Then: the connection d− βˆ−βr is flat if and only if w satisfies the equation 12(wxx+ 1xwx) =
[E˜−, E˜+].
Using βˆ instead of αˆ corresponds to using the connection form
β = (wz +
1
λ
E˜+)dz + (−wz¯ + λE˜−)dz¯
instead of α. We have dβ−β∧β = 0 (i.e. d−β is flat) if and only if 2wzz¯ = [E˜−, E˜+]. Thus,
as far as the tt*-Toda equations are concerned, it does not matter which choice is made.
We used α in the previous section for compatibility with the cited literature on the Toda
equations.
Remark 4.2. Although the connection d + αˆ is used in [24],[25],[26], for G = Sln+1C,
the Stokes analysis was actually performed there for the dual connection d − αˆt. When
G = Sln+1C and c−i = c
+
i = 1 we have βˆ = αˆ
t. Thus, the use of βˆ here is consistent with
those references as well.
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As in [24],[25],[26], it will be convenient to replace the variable µ by
ζ = µ/x
for the Stokes analysis. Then
(4.2) βˆ =
(
− 1
ζ2
E˜+ − 1ζxwx + x2E˜−
)
dζ.
The differential equation for covariant constant sections of d − βˆ (in the trivial vector
bundle over the Riemann sphere C unionsq∞) is meromorphic with poles of order 2 at ζ = 0,∞.
When G is a matrix group this equation may be written as
(4.3) dΨ
dζ
=
(
− 1
ζ2
E˜+ − 1ζxwx + x2E˜−
)
Ψ
where Ψ is the “fundamental solution matrix”. For general G we have Ψ∗θright = βˆ where
θright is the right Maurer-Cartan form.
In analogy with Proposition 3.14 we can establish the following symmetries of d− βˆ:
Proposition 4.3. Under the same conditions as Proposition 3.9, the connection form βˆ of
(4.2) satisfies
(i) τ(βˆ(ζ)) = βˆ(e−2pi
√−1/sζ)
(ii) σ(βˆ(ζ)) = βˆ(−ζ)
(iii) χ(βˆ(ζ)) = βˆ(1/(x2ζ¯))
(iv) θ(βˆ(ζ)) = βˆ(ζ¯) (when the c±i are real)
for all ζ ∈ C∗. We recall that τ, σ, χ and θ were defined in equations (3.4),(3.5),(3.6) and
Definition 3.5.
Classical o.d.e. theory for systems with an irregular pole — such as (4.3) — is based on
two basic results: (1) one can choose a formal series solution in a neighbourhood of such a
pole; (2) on each “good” sector (Stokes sector) centred at that pole, there exists a unique
holomorphic solution whose asymptotic expansion is the chosen formal solution. Details of
the classical point of view can be found in chapter 1 of [19].
The theory was adapted to the situation where the meromorphic form takes values in the
Lie algebra g of a complex reductive Lie group G, in [6]. We shall apply this version of the
theory, with minor modifications, to βˆ. In our treatment of the tt*-Toda equations, G will
be a complex simple Lie group.
The reality conditions (iii),(iv) in Proposition 4.3 relate the Stokes data at ζ = 0 to the
Stokes data at ζ = ∞ (cf. [25], section 2). For this reason it suffices to consider the Stokes
data at ζ = 0.
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Lemma 4.4. At ζ = 0, equation (4.3) has a unique “G-valued” formal fundamental solution
of the form Ψ
(0)
f (ζ) = e
−w(I +
∑
k≥1 ψkζ
k)e
1
ζ
E+ .
Note that e−w and e
1
ζ
E+ are indeed G-valued. To say that the formal series I +
∑
k≥1 ψkζ
k
is G-valued makes sense whenever G is a complex algebraic group, as in our situation. We
use I (rather than e) for the identity element of G to avoid confusion.
Proof. This follows from Lemma 2.1 of [6]. Namely, there exists a unique “G-valued” formal
solution of the form Ψ˜
(0)
f (ζ) = (I +
∑
k≥1 ψ˜kζ
k)ζΛe
1
ζ
E˜+ . A special feature of our situation is
that the formal monodromy is trivial, i.e. Λ = 0. This follows from the algorithm given in the
proof of Lemma 2.1 of [6] (formulae (A.8) and (A.9) there), because the coefficients of ζ−2 and
ζ−1 in equation (4.3) belong to Cartan subalgebras which are in apposition and are therefore
orthogonal (by [33], Theorem 6.7). The required formal solution is then Ψ
(0)
f (ζ) = Ψ˜
(0)
f (ζ)e
−w
(with ψk = e
wψ˜ke
−w).
In order to explain where the formula comes from, we sketch its derivation in Appendix
A. In the notation of Appendix A we have A−1 = −E˜+ = Ad(e−w)(−E+), Λ−1 = −E+,
and P = e−w. We take h1 = g−E˜+ = gE˜+ (the Cartan subalgebra containing E˜+), and h2 =
g−E+ = gE+ (the Cartan subalgebra containing E+). The triviality of the formal monodromy
means that Λ0 = 0, where Λ0 = Proj(Ad(P
−1)(A0)) and Proj : g → gE+ is the projection
map. To verify this, we observe that A0 = −xwx ∈ h, and Λ0 = Proj(Ad(e−w)(−xwx)) =
Proj(−xwx). This is zero because h and gE+ are in apposition and therefore orthogonal. 
From now on we shall need the Lie group automorphisms τ˜ , σ˜, χ˜, θ˜ induced by the Lie
algebra automorphisms τ, σ, χ, θ. Recall (cf. page 49 of [32]) that a Lie algebra automorphism
f induces an automorphism f˜ of the (simply connected) Lie group G satisfying f˜ ◦ exp =
exp ◦ f . Note that τ˜ is just conjugation by P0 = e2pi
√−1x0/s.
Proposition 4.5. Under the same conditions as Proposition 3.9, the formal solution Ψ
(0)
f
satisfies
(i) τ˜(Ψ
(0)
f (e
2pi
√−1/sζ)) = Ψ(0)f (ζ)
(ii) σ˜(Ψ
(0)
f (−ζ)) = Ψ(0)f (ζ)
for all ζ ∈ C∗.
Proof. In each case, it follows from Proposition 4.3 that the left hand side satisfies (4.3).
Substitution of the formula for Ψ
(0)
f (ζ) from Lemma 4.4 yields a formal solution of the same
type as Ψ
(0)
f (ζ). By uniqueness of the formal solution, this must coincide with Ψ
(0)
f (ζ). 
According to Definition 2.2 of [6], the singular directions (or anti-Stokes directions) asso-
ciated to the connection form βˆ at ζ = 0 are the rays in C from the origin to the complex
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numbers
{β(−E˜+) | β ∈ ∆−E˜+}
where ∆−E˜+ (= ∆E˜+) denotes the roots of g with respect to the Cartan subalgebra g−E˜+
(= gE˜+). This is just the set of nonzero eigenvalues of ad(−E˜+) (i.e., of ad(E˜+)). Since
ad(E˜+) = Ade
−w ◦ ad(E+) ◦ Adew, the same set can be described as
{β(−E+) | β ∈ ∆−E+}
where ∆−E+ (= ∆E+) denotes the roots of g with respect to the Cartan subalgebra g−E+
(= gE+). We shall use this description from now on. To simplify notation we shall write
h′ = gE+ , ∆′ = ∆E+ .
Theorem 4.6. Assume that l (the rank of g) is greater than 1. Then there are 2s equally
spaced singular directions, where s is the Coxeter number.
Proof. First we give a short direct proof which is valid for the classical simple Lie algebras.
An alternative proof, valid for all simple g, will be given in Appendix B. The direct proof
exploits the fact that the adjoint representation can be expressed in terms of a “standard
representation” whose dimension is close to the Coxeter number.
Inspired by [40], we note that for any N -dimensional complex Lie group representation
θ˜ : G → Aut(V ) and associated Lie algebra representation θ : g → End(V ), the nonzero
eigenvalues of θ(E+) occur in orbits of the s-th roots of unity, each orbit having exactly s
elements. This follows from |θ(E+)− λ| = |θ˜(P0)θ(E+)θ˜(P0)−1 − λ| = |θ(Ad(P0)E+)− λ| =
|e2pi
√−1/sθ(E+)− λ| = e2Npi
√−1/s|θ(E+)− e−2pi
√−1/sλ|.
For each of g = sln+1C (n > 1), sonC (n ≥ 5), spnC (n > 1), we take θ to be the
standard representation (thus N = n+1, n, 2n respectively). The Coxeter number s satisfies
s ≤ N < 2s in each case (e.g. from Table 1 of [40]). Therefore there is exactly one orbit of
nonzero eigenvalues, giving s equally spaced directions.
On the other hand it is well known that the adjoint representations are given, respectively,
by θ∗ ⊗ θ − 1,∧2θ, S2θ. Since we are assuming that l > 1 (hence s > 2), it follows that
the nonzero eigenvalues of adE+ give exactly 2s equally spaced directions in the complex
plane. 
Let us label the singular directions d1, . . . , d2s clockwise. For the moment we choose the
initial direction d1 arbitrarily; in the next section we shall see that there is a preferred choice.
In view of the cyclic symmetry, it will be convenient to use singular directions with fractional
indices d1, d1+ 1
s
, . . . , d2+ s−1
s
in this section (although we shall revert to d1, . . . , d2s in the next
section). We denote the corresponding angles by
θ1+ j
s
, 0 ≤ j ≤ 2s− 1
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and then extend the notation by allowing j ∈ Z. As in [6] we define sectors at the origin in
C by Ŝecti = (θi − pi2 , θi− 1s +
pi
2
). We have Ŝecti = Ŝecti+2. In the universal covering C˜∗ we
have corresponding sectors S˜ecti = (θi − pi2 , θi− 1s +
pi
2
), and S˜ecti = S˜ecti+2 + 2pi.
Lemma 4.7. There is a unique G-valued holomorphic “canonical fundamental solution” Ψ
(0)
i
on Ŝecti whose asymptotic expansion is Ψ
(0)
f as ζ → 0 in the sector Ŝecti.
Proof. This follows from Theorem 2.5 of [6]. Namely there is a unique G-valued holomorphic
solution Ψ˜
(0)
i on Ŝecti whose asymptotic expansion is Ψ˜
(0)
f as ζ → 0 in the sector Ŝecti. Here,
Ψ˜
(0)
f is the formal solution defined in the proof of Lemma 4.4. The required solution is then
Ψ
(0)
i (ζ) = Ψ˜
(0)
i (ζ)e
−w.
Let us point out here the relation with Stokes sectors and the classical asymptotic existence
theorem, as explained in chapter 1 of [19]. First, a Stokes sector is a sector which contains
exactly one from each pair of Stokes rays ±ri, where the Stokes rays (in the case of a pole
of order 2) are the rays orthogonal to the singular directions di. Then Ŝecti is a (maximal)
Stokes sector. The existence theorem states that, on any Stokes sector, there is a unique
canonical fundamental solution whose asymptotic expansion is the chosen formal solution,
as ζ → 0 in that sector. 
We may regard Ψ
(0)
i as defined on S˜ecti and then extend it by analytic continuation to C˜∗.
With this convention we have
(4.4) Ψ
(0)
i+2(e
−2pi√−1ζ) = Ψ(0)i (ζ)
because, on Ŝecti, both have the same asymptotic expansion Ψ
(0)
f , and therefore must be
equal. By standard abuse of notation, e−2pi
√−1ζ is to be interpreted in the universal covering.
Observe that
S˜ecti ∩ S˜ecti+ 1
s
= {z ∈ C˜∗ | θi − pi2 < arg z < θi + pi2}.
This is a sector of width pi which is symmetrical about θi. On this sector (and hence on
all of C˜∗) the solutions Ψ(0)
i+ 1
s
,Ψ
(0)
i must agree up to a constant multiplicative factor. Thus,
associated to the singular direction θi (more precisely, to S˜ecti∩ S˜ecti+ 1
s
), we have the Stokes
factor K
(0)
i ∈ G, defined by
Ψ
(0)
i+ 1
s
(ζ) = Ψ
(0)
i (ζ)K
(0)
i .
The Stokes matrix S
(0)
i ∈ G is defined similarly by Ψ(0)i+1(ζ) = Ψ(0)i (ζ)S(0)i .
Proposition 4.8. For all i ∈ 1
s
Z we have
(i) S
(0)
i = K
(0)
i K
(0)
i+ 1
s
. . . K
(0)
i+ s−1
s
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(ii) K
(0)
i+2 = K
(0)
i , S
(0)
i+2 = S
(0)
i
(iii) Ψ
(0)
i (e
2pi
√−1ζ) = Ψ(0)i (ζ)S
(0)
i S
(0)
i+1 (i.e. the monodromy of Ψ
(0)
i is S
(0)
i S
(0)
i+1).
Proof. (i) is obvious. (ii) and (iii) follow from (4.4) after substituting the definitions of the
Stokes factors/matrices. 
Regarding (i), we note that S
(0)
i (more generally, any product of at most s consecutive
Stokes factors) determines the constituent Stokes factors K
(0)
i , K
(0)
i+ 1
s
, . . . , K
(0)
i+ s−1
s
, by the re-
marks before Lemma 2.7 of [6].
Proposition 4.9. Under the same conditions as Proposition 3.9, the canonical solutions
Ψ
(0)
i satisfy
(i) τ˜(Ψ
(0)
i− 2
s
(e2pi
√−1/sζ)) = Ψ(0)i (ζ)
(ii) σ˜(Ψ
(0)
i−1(e
pi
√−1ζ)) = Ψ(0)i (ζ)
for all ζ ∈ C∗.
Proof. In each case, restricting to S˜ecti, both sides are solutions, and by Proposition 4.5
they have the same asymptotic expansion. By the uniqueness in Lemma 4.7, they must
coincide. 
Proposition 4.10. Under the same conditions as Proposition 3.9, the Stokes factors K
(0)
i
satisfy
(i) τ˜(K
(0)
i− 2
s
) = K
(0)
i
(ii) σ˜(K
(0)
i−1) = K
(0)
i
for all ζ ∈ C∗.
Proof. These follow from (4.9) after substituting the definition of Stokes factor. 
Proposition 4.9 (i) and the definition of theK
(0)
i give τ˜(Ψ
(0)
i (e
2pi
√−1/sζ)) = Ψ(0)i (ζ)K
(0)
i K
(0)
i+ 1
s
,
in other words
(4.5) P0Ψ
(0)
i (e
2pi
√−1/sζ) = Ψ(0)i (ζ)K
(0)
i K
(0)
i+ 1
s
P0.
We regard this as a “partial monodromy” formula. Applying it (or Proposition 4.10 (i))
s times we see that the group element K
(0)
i K
(0)
i+ 1
s
P0 is an s-th root of the monodromy. By
Proposition 4.5 (i), P0 plays the role of an s-th root of the formal monodromy.
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As K
(0)
1 K
(0)
1+ 1
s
P0 determines the individual Stokes factors K
(0)
1 , K
(0)
1+ 1
s
(by the remarks above)
and hence generates all Stokes data, it will be our main focus. We introduce the following
notation for it:
Definition 4.11. M (0) = K
(0)
1 K
(0)
1+ 1
s
P0.
To investigate M (0) we need further results from [6].
Lemma 4.12. ([6], Definition 2.3 and Lemma 2.4)
(i) Let R(di) denote the the set of roots with respect to the Cartan subalgebra h′ supporting
the singular direction di, i.e. the set of β ∈ ∆′ for which β(−E+) ∈ C∗ has direction di. We
have ∆′ = R(d1) unionsqR(d1+ 1
s
) unionsq · · · unionsq R(d2+ s−1
s
) (disjoint union).
(ii) The group of Stokes factors associated to di is defined to be the group
Sto(di) = Π
β∈R(di)
Uβ
where Uβ = exp(g
′
β) ⊂ G and g′β = {ξ ∈ g | [h, ξ] = β(ξ) ∀h ∈ h′}. The product of the Uβ
can be taken in any order.
(iii) ∆′+ = R(d1)unionsqR(d1+ 1
s
)unionsq · · · unionsqR(d1+ s−1
s
) is a set of positive roots of ∆′. The product
of the groups Sto(d1), . . . , Sto(d1+ s−1
s
) is the unipotent part of the Borel subgroup defined by
this set of positive roots.
Lemma 4.13. ([6], Lemma 2.7) K
(0)
i ∈ Sto(di).
Definition 4.14. The subspace M∆′+ ⊆ G of “abstract Stokes data” for the tt*-Toda equa-
tions is defined to be
M∆′+ = Sto(d1)Sto(d1+ 1s )P0 = {ABP0 ∈ G | A ∈ Sto(d1), B ∈ Sto(d1+ 1s )}.
Thus M (0) ∈ M∆′+ . In the next section we shall describe the space M∆′+ more explic-
itly, and in the following section we shall compute M (0) for some solutions of the tt*-Toda
equations.
5. Lie-theoretic description of the Stokes data
From section 4 we know that the Stokes factors K
(0)
1 ∈ Sto(d1), K(0)1+ 1
s
∈ Sto(d1+ 1
s
) contain
all the Stokes data of the meromorphic connection βˆ. Specifying K
(0)
1 , K
(0)
1+ 1
s
is equiva-
lent to specifying the “partial monodromy” matrix M (0) = K
(0)
1 K
(0)
1+ 1
s
P0 (Definition 4.14).
The Stokes group Sto(di) is the unipotent subgroup of G corresponding to the Lie algebra
⊕β∈R(di) g′β, where R(di) is the set of roots supported by the singular direction di.
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The question now arises of computing R(di) explicitly. In sub-section 5.1 we answer this
question in the following way.
First, by Lemma 4.12, we know that R(d1) unionsqR(d1+ 1
s
) unionsq · · · unionsq R(d1+ s−1
s
) = ∆′+, a positive
root system with respect to the Cartan subalgebra h′. We shall show (Theorem 5.7) that
R(d1) unionsq R(d1+ s−1
s
) is nothing but the associated set Π′ of simple roots. Thus the sector
consisting of a “half period” of singular directions gives the positive system, and its first and
last singular directions — the head and tail of the sector — give the simple roots.
The resulting partition of Π′ into two disjoint subsets was known to Kostant and Steinberg
in a purely Lie-theoretic context. We use this to deduce thatR(d1)unionsqR(d1+ 1
s
) consists of those
positive roots β ∈ ∆′+ which become negative under the action of γ−1 (and we show that
R(di) can be expressed in a similar way for any i). This gives a Lie-theoretic characterization
of the possible values of the Stokes factors K
(0)
1 , K
(0)
1+ 1
s
of the meromorphic connection.
In sub-section 5.2 we cast this Stokes data into a canonical form, which will be used (in
the next section) to find the actual Stokes factors associated to some particular solutions of
the tt*-Toda equations.
It may be worth emphasizing here that, in general, it is difficult to compute the Stokes
data of an o.d.e., as it is a nontrivial refinement of the “visible” data such as the monodromy
matrix. The standard method depends on knowing an integral formula for a specific solution,
which can be expanded asymptotically in different directions. Even the computation of
the monodromy matrix at a regular singular point can present difficulties, because of the
possibility of resonance. And even if these obstacles can be surmounted, there is in general
no canonical way to present the Stokes data, as its construction depends on making several
choices.
However, in our situation, the above special structure of Sto(di) allows us to show that
M (0) ∈M∆′+ can be computed exactly from its conjugacy class. The conjugacy classes which
occur can be described in a canonical fashion, even when M (0) ∈M∆′+ fails to be semisimple
(which is a manifestation of resonance). Thus we are in a very favorable situation.
From now on in this section we revert to the notation d1, . . . , d2s for the singular directions
(rather than the fractional index notation d1, . . . , d2+ s−1
s
of the previous section).
5.1. Head and tail.
Let G be a complex simple Lie group of rank l > 1, with Lie algebra g. Let h be a Cartan
subalgebra, with associated Weyl group W . Let ∆+ be a system of positive roots, with
associated simple roots Π = {α1, . . . , αl}.
Denote by (·, ·) the bilinear form on g∗ corresponding to B(·, ·) on g via the identification
f(·) ↔ B(·, Hf ). If α, β are roots and Rα, Rβ ∈ W are the corresponding reflections, we
have Rα(β) = β − 2 (β,α)(α,α)α.
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Proposition 5.1. [48] There is a partition {1, 2, . . . , l} = I1 unionsq I2 such that all elements of
Π1 = {αi ∈ Π | i ∈ I1} are orthogonal, and all elements of Π2 = {αi ∈ Π | i ∈ I2} are
orthogonal. This partition is unique up to the labelling of I1, I2.
Recall (e.g. from [30]) that the product (in any order) of the l simple root reflections is
called a Coxeter element (of W ). We consider the Coxeter element
γ = τ2τ1, τk =
∏
αi∈Πk Rαi
By orthogonality, the order of the products inside τ1 or τ2 does not matter. For this reason,
we have τ 21 = τ
2
2 = 1.
For any t ∈ W , let
Λ(t) = t−1∆− ∩∆+
i.e. the set consisting of those positive roots which become negative upon applying t. It is
known ([34],[30]) that the cardinality of Λ(t) is the length of t in W , which is l when t is a
Coxeter element.
For i = 1, 2, 3, . . . let
τ (n) = τnτn−1 · · · τ1, τi =
{
τ1 if i is odd
τ2 if i is even
Let τ (−n) = (τ (n))−1 and τ (0) = 1. Kostant ([34], Proposition 6.8) showed that
(5.1) Λ(τ (n)) = τ (0)Π1 unionsq · · · unionsq τ (−(n−1))Πn, Πi =
{
Π1 if i is odd
Π2 if i is even
In [34], Kostant has an overall assumption that G has type A-D-E and even Coxeter number,
however, the proof of formula (5.1) does not need these assumptions.
This gives us a characterization of the partition Π = Π1 unionsq Π2:
Proposition 5.2.
(i) Λ(γ) = Π1 unionsq γ−1(−Π2), Λ(γ−1) = γ(−Π1) unionsq Π2
(ii) Π1 = Π ∩ Λ(γ), Π2 = Π ∩ Λ(γ−1)
Proof. (i) By formula (5.1) and the fact that τ2(Π2) = −Π2, we have Λ(γ) = Λ(τ2τ1) =
τ (0)Π1 unionsq τ (−1)Π2 = Π1 unionsq (τ1)−1Π2 = Π1 unionsq (τ1)−1(τ2)−1(−Π2) = Π1 unionsq γ−1(−Π2). Next, we
have Λ(γ−1) = γ∆− ∩ ∆+ = γ(∆− ∩ γ−1∆+) = γ(−∆+ ∩ γ−1(−∆−)) = γ(−Λ(γ)), and
this is γ(−Π1) unionsq Π2 by the previous calculation. (ii) It follows that Π1 = Π ∩ Λ(γ) and
Π2 = Π ∩ Λ(γ−1). 
As we have seen in section 3, Kostant showed in [33] that the Cartan subalgebra gz0 is in
apposition to the Cartan subalgebra h with respect to the principal element P0. Corollary 8.6
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of [33] then shows that P0 is a group representative of a Coxeter transformation of g
E+ = h′.
Let us write Aδ = P0, and
δ = AdP0|h′ ∈ W ′
for the corresponding Coxeter element.
Proposition 5.3. For all β ∈ ∆′ we have δ(β)(−E+) = e
2pi
√−1
−s β(−E+) ∈ C∗.
Proof. Since Ad(Aδ)(eβ) = eδ(β), we have [y, eδ(β)] = (δ(β)(y))eδ(β) = (δ(β)(y))Ad(Aδ)(eβ)
for all y ∈ h′. On the other hand [y, eδ(β)] = [y,Ad(Aδ)(eβ)] = Ad(Aδ)[Ad(A−1δ )(y), eβ] =
β(Ad(A−1δ )(y))Ad(Aδ)(eβ). Thus δ(β)(y) = β(Ad(A
−1
δ )(y)) for all y ∈ h′. Since Aδ = P0, we
have δ(β)(−E+) = β(Ad(P−10 )(−E+)) = e
2pi
√−1
−s β(−E+) where we have used Ad(P0)E+ =
e
2pi
√−1
s E+. 
Proposition 5.4. There is a choice of simple roots Π′ and partition Π′ = Π′1 unionsq Π′2 (with
respect to the Cartan subalgebra h′ = g−E+) such that δ = τ2τ1, i.e. δ can be realized as the
particular type of Coxeter element γ = τ2τ1 for Π
′ = Π′1 unionsq Π′2.
Proof. We shall construct Π′ from the initial set of simple roots Π = {α1, . . . , αl} (with
respect to h). First we choose a permutation σ so that (for some k) ασ(1), . . . , ασ(k) ∈ Π2
and ασ(k+1), . . . , ασ(l) ∈ Π1, where Π = Π1 unionsq Π2 is given by Proposition 5.1.
According to Theorem 8.6 of [33], one can choose A ∈ G such that Ad(A)(h′) = h and
β1, . . . , βl is a set of simple roots with respect to h
′, where βi = ασ(i) ◦ Ad(A). Then
′j = Ad(A
−1)(σ(j)) satisfies β(′j) = δij, so 
′
1, . . . , 
′
l is the dual basis to β1, . . . , βl, and we
have P0 = exp(
2pi
√−1
s
Ad(A)(x′0)) where x
′
0 =
∑l
j=1 
′
j.
On the other hand, (βi, βj) = (ασ(i)◦Ad(A), ασ(j)◦Ad(A)) = (ασ(i), ασ(j)), so β1, . . . , βk are
mutually orthogonal, and similarly βk+1, . . . , βl are mutually orthogonal. Since the partition
of Π′ with this orthogonality property is unique, we must have Π′2 = {β1, . . . , βk} and
Π′1 = {βk+1, . . . , βl}. Thus δ = Rβ1 . . . Rβl is of the form γ = τ2τ1 where τ2 is the product of
the reflections in Π′2 and τ1 is the product of the reflections in Π
′
1. 
Now we apply this theory to the Stokes data of section 4, and in particular to the diagram
of singular directions d1, . . . , d2s (see Figure 1 for an illustration when s = 6). Recall that
the singular direction di is the ray in C at the origin which passes through the (nonzero)
points β(−E+), where β ∈ R(di).
Corollary 5.5. The action of δ (on the set of roots ∆′) moves the roots on the singular
direction di to the roots on the singular direction di+2 (where i+ 2 is interpreted mod 2s).
Proof. By Theorem 4.6, there are 2s singular directions, with successive directions separated
by pi/s. By Proposition 5.3, (the roots on) these singular directions are rotated clockwise by
2pi/s. The statement follows. 
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form a positive system
dq
d d
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d
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dq dz
dz
d. ~ do
Figure 1. Singular directions and positive system of roots
Up to this point we have allowed arbitrary choices of initial singular direction d1. We shall
now choose d1 (and A) so that
∆′+ = R(d1) unionsqR(d2) unionsq · · · unionsq R(ds).
This is always possible because of the freedom in the choice of A in the proof of Proposition
5.4. From now on we refer to the sequence d1, . . . , ds of singular directions as the positive
sector.
Proposition 5.2 and Corollary 5.5 immediately imply:
Corollary 5.6.
(i) R(d1) unionsqR(d2) = Λ(γ−1) = Π′2 unionsq γ(−Π′1), and
(ii) R(ds−1) unionsqR(ds) = Λ(γ) = Π′1 unionsq γ−1(−Π′2)
We shall now refine this to show that the roots on R(d1) and R(ds) — the head and tail
of the positive sector — are precisely the simple roots:
Theorem 5.7. R(d1) = Π′2, R(d2) = γ(−Π′1), R(ds−1) = γ−1(−Π′2), R(ds) = Π′1.
For this we need more ingredients. The first is:
Lemma 5.8. Let {αi | i ∈ I} be a nonempty set of mutually orthogonal simple roots. If all
ci ∈ Z≥0 and at least two ci are nonzero, then
∑
i∈I ciαi cannot be a root.
Proof. Let {α′i | i ∈ I ′} be a set of positive (but not nesssarily simple) roots that are mutually
orthogonal. Suppose that
∑
i∈I′ c
′
iα
′
i is a root, where all c
′
i ∈ Z>0. Then we claim that any
combination
∑
i∈I′ c
′′
iα
′
i with 0 ≤ c′′i ≤ c′i is also a root (or zero).
To prove this we use the fact that, if α, β are any two roots with (α, β) > 0, then α − β
is either zero or a root. Namely, if
∑
i∈I′ c
′
iα
′
i is a root, and c
′
j > 0, then (
∑
i∈I′ c
′
iα
′
i, α
′
j) =
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c′j|α′j|2 > 0 and
∑
i∈I′ c
′
iα
′
i − α′j is again a root. Repeating the process we can obtain any
linear combination
∑
i∈I′ c
′′
iα
′
i.
Let us assume now that
∑
i∈I ciαi is a root, with all ci ∈ Z≥0 and at least two ci nonzero.
By the assertion just proved, we obtain at least one root of the form αi + cαj with i, j ∈ I
and c ∈ Z>0. However, this contradicts the well known properties of root strings (see e.g.
[32]): if α and β are simple roots, the roots of the form β + cα, c ∈ Z, are exactly those
given by c = −p,−p + 1, . . . , q for some p, q ∈ Z≥0 with p− q = 2(α,β)(α,α) . This is not possible
because αi and αi + cαj belongs to the root string, yet p− q = 0. 
Lemma 5.9. We have R(d1) ⊆ Π′2 and R(ds) ⊆ Π′1. In particular, the head and tail of the
positive sector contain only simple roots.
Proof. Let Π′ = {β1, . . . , βl}. Let β =
∑l
i=1 ciβi, ci ∈ Z≥0 ∈ ∆′. If β(−E+) falls on the
ray ds, then plane geometry implies that βj(−E+) also falls on the ray ds whenever cj 6= 0.
Then βj ∈ Π′ ∩ R(ds) ⊆ Π′ ∩ (R(ds) ∪ R(ds−1)) = Π′ ∩ Λ(γ) and this is Π′1 by Proposition
5.2. As the roots in Π′1 commute, this contradicts Lemma 5.8 unless β = βj for some j.
Thus β ∈ Π′1. Similarly, if β is a positive root such that β(−E+) falls on the ray d1, then
β ∈ Π′2. 
Now we can give the proof Theorem 5.7
Proof of Theorem 5.7. It suffices to prove thatR(d1) = Π′2 andR(ds) = Π′1, as the remaining
formulae follow from this and Corollary 5.6.
We shall denote by Card X the cardinality of a (finite) set X. As roots come in pairs,
Card ∆′ = sl must be even. We consider separately the cases (1) s even (l odd or even), (2)
s odd (l even).
Case 1: s is even.
By Theorem 4.6 there are 2s singular directions, hence any two consecutive singular direc-
tions account for l roots. In particular
Card R(d1) + Card R(d2) = l, Card R(d1) · s2 + Card R(d2) · s2 = sl2 ,
the last expression being the number of roots in the positive sector. Moreover, Card R(ds) =
CardR(d2) because the Coxeter element γ move the roots supported by di to those supported
by di+2. By Lemma 5.9 we have
R(ds) ⊆ Π′1 ⇒ Card R(ds) ≤ Card Π′1
R(d1) ⊆ Π′2 ⇒ Card R(d1) ≤ Card Π′2,
which gives
l = Card Π′1 + Card Π
′
2 ≥ Card R(ds) + Card R(d1)
= Card R(d2) + Card R(d1) = l.
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Thus Card Π′1 = Card R(ds) = Card R(d2), Card Π′2 = Card R(d1). It follows that
Π′1 = R(ds) and Π′2 = R(d1), as required.
Case 2: s is odd.
As in Case 1, we have
Card R(d1) + Card R(d2) = l, Card R(d1) · s+12 + Card R(d2) · s−12 = sl2 ,
which implies Card R(d1) = Card R(d2). Moreover, Card R(ds) = Card R(d1) because
γ
1
2
(s+1)Card R(d1) = Card R(ds).
By Lemma 5.9 we have
R(ds) ⊂ Π′1 ⇒ Card R(ds) ≤ Card Π′1
R(d1) ⊂ Π′2 ⇒ Card R(d1) ≤ Card Π′2,
which implies that
l = Card Π′1 + Card Π
′
2 ≥ Card R(ds) + Card R(d1)
= Card R(d1) + Card R(d1) = Card R(d2) + Card R(d1) = l.
Thus Card Π′1 = Card R(ds) = Card R(d1) = Card R(d2), Card Π′2 = Card R(d1).
Thus, Π′1 = R(ds) and Π′2 = R(d1), as required. In this case Card R(di) = l/2 for all i. 
Corollary 5.10. The roots associated to any singular direction are mutually orthogonal, and
are given by
R(d1) = Π′2, R(d3) = γ(Π′2), . . . , R(d2s−1) = γs−1(Π′2),
R(d2) = γ(−Π′1), R(d4) = γ2(−Π′1), . . . , R(d2s) = γs(−Π′1) = −Π′1.
The roots on any two consecutive rays generate all roots under
seven
dq
ds dio
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d
,
× d , ,r÷tH=¥z¥f - IT ,=t±CTDto 1T,4× × × d ,z×x×¥ , ,x ×ds rtttz ) ×¥ d ,r # r Hit )
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'
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Figure 2. Simple roots and action of Coxeter element
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Proof. The expressions for theR(di) follow immediately from Corollary 5.5 and Theorem 5.7.
The orthogonality statement follows from the fact that (·, ·) is invariant under the reflections
Rβ and hence under the action of γ. 
5.2. Steinberg cross-section.
Recall (e.g. [49]) that an element of G is said to be regular if its centralizer in G has
dimension l. We denote by Greg the subspace of G consisting of regular elements. To study
the conjugacy classes of G, Steinberg introduced the map
χ : G→ Cl, g 7→ (χ1, . . . , χl)
where the χi are the characters of the basic irreducible representations.
Proposition 5.11. [49](Theorem 4, page 120) Assume that G is simply connected. For any
choice of an ordered set of simple roots Γ = (α1, . . . , αl), the map
CΓ : (t1, . . . , tl) ∈ Cl 7→ E1(t1)n1 . . . El(tl)nl ∈ G
is a cross-section of χ|Greg , where Ei(ti) = exp(tieαi) ∈ Uαi and the ni are group representa-
tives of the Weyl group elements Rαi.
Thus Cl parametrizes the regular conjugacy classes, and CΓ gives a particular choice of
representatives. We refer to CΓ as a Steinberg cross-section.
Definition 5.12. RΓ = {E1(t1)n1 . . . El(tl)nl | (t1, . . . , tl) ∈ Cl}
In the previous sub-section we have chosen a system of positive roots ∆′+, and a partition
Π′ = Π′1unionsqΠ′2 of the corresponding simple roots, with respect to which the space of “abstract
Stokes data” for the tt*-Toda equations has the following convenient description:
M∆′+ = Sto(d1)Sto(d2)P0
where
Sto(d1) = Π
β∈Π′2
Uβ, Sto(d2) = Π
β∈γ(−Π′1)
Uβ.
The main result of this section is:
Theorem 5.13. Let Γ = (β1, . . . , βl), where β1, . . . , βk is any ordering of Π
′
2, and βk+1, . . . , βl
is any ordering of Π′1. Then M∆′+ = RΓ.
Proof. First we note that
ni exp(teα)n
−1
i = exp(Ad(ni)teα) = exp(teβ)
where β = Rαi(α) = α − 2 (α,αi)(αi,αi)αi. Since the roots in each Π′i are mutually orthogonal, we
see immediately that
E1(t1)n1 · · ·Ek(tk)nk = E1(t1) · · ·Ek(tk) n1 · · ·nk,
Ek+1(tk+1)nk+1 · · ·El(tl)nl = Ek+1(tk+1) · · ·El(tl) nk+1 · · ·nl.
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Next we wish to evaluate
n1 · · ·nk Πl−ki=1Ek+i(tk+i) = n1 · · ·nk
(
Πl−ki=1Ek+i(tk+i)
)
(n1 · · ·nk)−1(n1 · · ·nk).
Using the orthogonality property again we obtain, for i = 1, . . . , l − k,
Rβ1 · · ·Rβk(βk+i) = Rβ1 · · ·Rβk+i−1(βk+i)
= Rβ1 · · ·Rβk+i(−βk+i)
= Rβ1 · · ·Rβl(−βk+i) = γ(−βk+i),
where γ = τ2τ1 = (Rβ1 · · ·Rβk)(Rβk+1 · · ·Rβl). It follows that
n1 · · ·nkEk+i(tk+i)(n1 · · ·nk)−1 = exp(tk+ieγ(−βk+i)).
Hence
CΓ(t1, . . . , tl) = E1(t1) · · ·Ek(tk) n1 · · ·nk Ek+1(tk+1) · · ·El(tl) nk+1 · · ·nl
= E1(t1) · · ·Ek(tk) exp(tk+1eγ(−βk+1)) · · · exp(tleγ(−βl)) Aγ
where Aγ = n1 · · ·nl is a group representative of the Coxeter element γ. By Proposition
5.4, we know that we can choose ni so that n1 · · ·nknk+1 · · ·nl = P0. Hence CΓ(t1, . . . , tl)
can be expressed as a general element of M∆′+ . This completes the proof. 
6. Stokes data for local solutions near zero
In sections 4 and 5 we have described Lie-theoretically the spaceM∆′+ of “abstract Stokes
data” for the tt*-Toda equations. Any (local) solution w of the tt*-Toda equations (3.11)
gives an isomonodromic deformation of the meromorphic connection form βˆ of (4.2), and
we have shown that the Stokes data corresponding to such a solution can be described by
a single Lie group element M (0) ∈ M∆′+ . From now on we denote the Lie group element
corresponding to w by M
(0)
w .
In this section (Theorem 6.7) we compute M
(0)
w for any solution w which is defined on a
punctured disk of the form {z ∈ C | 0 < |z| < w} and which has a logarithmic singularity
at zero. We refer to such solutions as “local solutions near zero”. We shall compute M
(0)
w in
terms of the asymptotics of w at zero, which is the data naturally associated to w.
In addition to this, we shall show (Theorem 6.9) that such M
(0)
w correspond naturally to
the points of a convex polytope, essentially the fundamental Weyl alcove of the compact real
formGcpt ofG. This is of some interest, becauseGcpt does not appear in the description of the
tt*-Toda equations (or the flat connection forms α, αˆ, which have noncompact monodromy
groups). It is a special property of the particular type of solutions that we are considering.
We begin by sketching the construction of local solutions near zero which was given in
section 2 of [26] for the case G = SLnC, but this time for any complex simple simply-
connected Lie groupG. To simplify notation, we set all the numbers c±i and all the coefficients
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ki in the tt*-Toda equation (3.11) equal to 1 from now on — this suffices for the discussion
of solutions, as the case of general ki > 0 reduces to this case on rescaling w.
First we consider a new connection form
(6.1) ω = 1
λ
η−dz, η− =
l∑
i=0
pie−αi ,
where pi = ciz
ki is a monomial in z ∈ C∗. Here we assume that ci > 0, ki > −1 and pi = pν(i)
for all i. Let us introduce the notation
c = cq00 . . . c
ql
l , N = s+
l∑
i=0
qiki
where q0 = 1, ψ =
∑l
i=1 qiαi, and s = 1 +
∑l
i=1 qi, as usual.
As ki > −1, there exists (by elementary o.d.e. theory) a unique holomorphic map L from
the (universal cover of) a punctured neighbourhood of z = 0 to the loop group ΛG =
C∞(S1, G) such that
(6.2) L∗θleft( ∂∂z ) = ω(
∂
∂z
)
and limz→0 L(z) = e ∈ G, where θleft is the left Maurer-Cartan form of G.
With respect to the real form
ΛRG = {γ : S1 → G | χ(γ(λ)) = γ(1/λ¯)}
of ΛG, the loop group Iwasawa factorization L = LRL+ exists on a (possibly smaller) neigh-
bourhood of z = 0. By definition we have
χ(LR(z, z¯, 1/λ¯)) = LR(z, z¯, λ)
L+(z, z¯, λ) =
∞∑
i=0
Li(z, z¯)λ
i,
with limz→0 LR(z, z¯, 1/λ¯) = I, limz→0 L+(z, z¯, 1/λ¯) = I. Furthermore L0 = e`(z,z¯), where
`(z, z¯) ∈ h] for all z, and limz→0 `(z, z¯) = 0. For these and other properties of the Iwasawa
factorization we refer to [45],[21],[2].
Let us introduce the H-valued “monomial” function
h(z) = eDzr = eD+r log z
where D, r ∈ h] are defined by
αi(r) = ki + 1− Ns , 1 ≤ i ≤ l
αi(D) = log ci − 1s log c, 1 ≤ i ≤ l
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(these fix r,D as α1, . . . , αl are a basis of h
∗
] ). Here H is the subgroup of G corresponding
to h. Let
Gh = |h|h−1,
where |h| = (hh¯)1/2. This notation is an abbreviation for h¯ = eD+r log z¯, |h| = eD+r log |z|, and
we use the convention that “bar” means conjugation with respect to the real subspace h] of
h or the real subgroup h] of H.
To relate the connection ω to the tt*-Toda equations, we introduce the h]-valued function
w = `− log |h| = `− (D + r log |z|).
Then, as in section 2 of [26], one can compute
(6.3) (LRGh)
∗(θleft) = (wz + 1λνE˜−)dz + (−wz¯ + λν¯E˜+)dz¯
where
(6.4) ν = (pq00 . . . p
ql
l )
1/s = (czN−s)1/s
(the definitions of h,Gh, w are motivated by this calculation).
By construction, over the domain of definition of LRGh, this connection is flat. On the
other hand, direct calculation of the curvature (cf. Proposition 3.2) gives
2wzz¯ = −νν¯
l∑
i=0
e−2αi(w)Hαi .
Thus, the Iwasawa factorization (starting with the connection form ω) has produced an h]-
valued function w (defined locally near z = 0) satisying a p.d.e. which resembles the Toda
equations (2.2). We obtain the Toda equations exactly if we make the change of variable
t = s
N
c1/szN/s, for (6.4) gives dt = νdz and then the connection form (6.3) becomes exactly
the connection form α of Definition 3.1 (but the variables z, x = |z| there are replaced by t,
x = |t| here).
Furthermore, all conditions of Definition 3.10 are satisfied, so we have produced a solution
w of the tt*-Toda equations from the connection form ω, i.e. from the data p0, . . . , pl where
pi = ciz
ki and ci > 0, ki > −1. As in [26] this construction may be extended to the case
ki ≥ −1.
From the definition of w we have 2w(|t|) ∼ − log |h|2 ∼ −2(log |z|)r as z → 0. Taking into
account the change of variable, we deduce that 2w(|t|) ∼ −2m log |t| as z → 0, where m ∈ h]
is defined by
(6.5) αi(m) =
s
N
(ki + 1)− 1, 1 ≤ i ≤ l.
Conversely, let w be any local radial solution near zero of the p.d.e.
2wtt¯ = −
l∑
i=0
kie
−2αi(w)Hαi
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such that 2w(|t|) ∼ −2m log |t| as t→ 0. Then
e−2αi(w) ∼ e2αi(m) log |t| = |t|2αi(m) = |t|2sN (ki+1)−2.
A necessary condition for such a solution to exist is that 2s
N
(ki + 1) − 2 ≥ −2 for all i, in
other words ki ≥ −1. Thus, writing z instead of t for consistency with sections 2 and 3, we
have:
Proposition 6.1. Let m ∈ h]. There exists a local solution near zero of the tt*-Toda
equations such that w(|z|) ∼ −m log |z| as z → 0 if and only if αi(m) ≥ −1 for i = 0, . . . , l.
We shall compute the Stokes data of such solutions in terms of the asymptotic data m
(Theorem 6.7). In view of (6.5), this shows that the Stokes data depends only on the ki, not
on the ci.
As in [26] in the case G = SLnC, we shall carry out the computation by making use of a
simpler meromorphic connection form ωˆ which has the same Stokes data as αˆ. We define ωˆ
by
(6.6) ωˆ =
(− s
N
z
λ2
η− + 1λm
)
dλ.
It is a meromorphic connection form with poles of order 2, 1 at λ = 0,∞.
Proposition 6.2. Let g = λm = e(log λ)m. Then
(1) (gL)∗θleft( ∂∂z ) = ω(
∂
∂z
)
(2) (gL)∗θleft( ∂∂λ) = ωˆ(
∂
∂λ
).
Proof. (1) As g is independent of z, (gL)∗θleft( ∂∂z ) = L
∗θleft( ∂∂z ). By the definition (6.2) of L,
this is ω( ∂
∂z
). (2) Direct computation (the definition of g is motivated by this). 
Thus we have1 (gL)∗θleft = ω + ωˆ.
The analogous statements for α, αˆ are:
Proposition 6.3.
(1) (gLRGh)
∗θleft( ∂∂z ) = α(
∂
∂z
), (gLRGh)
∗θleft( ∂∂z¯ ) = α(
∂
∂z¯
)
(2) (gLRGh)
∗θleft( ∂∂λ) = αˆ(
∂
∂λ
)
Proof. (1) This follows from (6.3) and the discussion above, using the fact that g is indepen-
dent of z. (2) This is a direct computation. 
1This implies that the combined connection d + ω + ωˆ is flat, and hence the monodromy data of ωˆ is
independent of z, just as the monodromy data of αˆ was independent of z, z¯. However, the isomonodromic
deformation of ωˆ, given by the explicit form of ω, is very simple, whereas that of αˆ is complicated, being
given by solutions w of the tt*-Toda equations.
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This means (gLRGh)
∗θleft = α+ αˆ, so we now have an explicit formula F = gLRGh for the
map F of section 3 (see the remarks before and after Definition 3.12).
The key relation between ωˆ and αˆ is provided by Propositions 6.2 and 6.3 and the Iwasawa
factorization L = LRL+. As a consequence, it will follow that αˆ, ωˆ have the same Stokes
data. In keeping with the conventions of section 4, however, we shall work with βˆ instead of
αˆ, and the connection form
(− s
N
z
λ2
η+ +
1
λ
m
)
dλ instead of ωˆ, where η+ =
∑l
i=0 pieαi .
In classical matrix notation, this means that we are comparing the Stokes data of the two
systems
dΨ
dζ
=
(
− 1
ζ2
E˜+ − 1ζxwx + x2E˜−
)
Ψ,(6.7)
dΦ
dλ
=
(− s
N
z
λ2
η+ +
1
λ
m
)
Φ.(6.8)
As ζ = λ/t it will be convenient to assume that t and z are real and positive. This allows us
to use the same Stokes sectors for both systems, but does not affect the Stokes data (which
is independent of t, z).
Recall from section 4 that we have canonical solutions Ψ
(0)
i of (6.7) on Stokes sectors Ŝecti,
asymptotic to the formal solution Ψ
(0)
f (ζ) = e
−w(I +
∑
k≥1 ψkζ
k)e
1
ζ
E+ of Lemma 4.4. Stokes
factors are defined by Ψ
(0)
i+ 1
s
(ζ) = Ψ
(0)
i (ζ)Ki.
In exactly the same way, at the pole λ = 0, we obtain canonical solutions Φ
(0)
i of (6.8) on
the same Stokes sectors Ŝecti, asymptotic to a unique formal solution of the form Φ
(0)
f (λ) =
h(I +
∑
i≥1 φ
(0)
i λ
i)e
t
λ
E+ . This particular formal solution arises (cf. the proof of Lemma 4.4)
because we have η+ = νhE+h
−1 and hence − s
N
z
λ2
η+ = − tλ2hE+h−1. The formal monodromy
is trivial here for the same reason as in the proof of Lemma 4.4. Stokes factors are defined
by Φ
(0)
i+ 1
s
(λ) = Φ
(0)
i (λ)Ji.
At the regular singularity λ = ∞, by standard o.d.e. theory, there is a canonical solution
of (6.8) of the form Φ(∞)(λ) = (I +
∑
i≥1 φ
(∞)
i λ
−i)λmλM where M ∈ g is nilpotent (we shall
not need to know M explicitly). In λmλM we use the (analytic continuation of the) branch
of log λ which is real when λ is real and positive.
Proposition 6.4. We have Ji = Ki for all i.
Proof. This is analogous to the proof of Corollary 4.3 of [26]. 
Proposition 6.5. We have KiKi+ 1
s
P0 = Di e
2pi
√−1m/se2pi
√−1M/sP0D−1i for some Di ∈ G.
Proof. From Proposition 6.4, it suffices to prove that JiJi+ 1
s
P0 = Di e
2pi
√−1m/se2pi
√−1M/sP0D−1i .
Exactly as for the case of (6.7) in section 4 (Propositions 4.5 and 4.9), the Stokes analysis
34 MARTIN A. GUEST AND NAN-KUO HO
of (6.8) at λ = 0 gives
P0Φ
(0)
f (e
2pi
√−1/sλ)P−10 = Φ
(0)
f (λ)
and
(6.9) P0Φ
(0)
i− 2
s
(e2pi
√−1/sλ)P−10 = Φ
(0)
i (λ).
By a similar (but easier) argument, Φ(∞) satisfies
(6.10) P0Φ
(∞)(e2pi
√−1/sλ)P−10 = Φ
(∞)(λ)e2pi
√−1m/se2pi
√−1M/s.
Since (the analytic continuations of) Φ(∞) and Φ(0)i satisfy the same o.d.e., there exists
some Di ∈ G such that Φ(∞) = Φ(0)i Di. (Classically, Di is called the connection matrix.)
Substituting this into (6.10), we obtain
P0Φ
(0)
i (e
2pi
√−1/sλ)DiP−10 = Φ
(0)
i Die
2pi
√−1m/se2pi
√−1M/s.
By (6.9) and the definition of Ji, Ji+ 1
s
, the left hand side is
Φ
(0)
i+ 2
s
(λ)P0DiP
−1
0 = Φ
(0)
i (λ)JiJi+ 1
s
P0DiP
−1
0 .
We conclude that Die
2pi
√−1m/se2pi
√−1M/s = JiJi+ 1
s
P0DiP
−1
0 , as required. 
Note that e2pi
√−1m/sP0 = e2pi
√−1(m+x0)/s. As M is nilpotent, Proposition 6.5 gives:
Corollary 6.6. The semisimple part of KiKi+ 1
s
P0 is conjugate in G to e
2pi
√−1(m+x0)/s.
(By the semisimple part of an element g of a linear algebraic group we mean gss where g =
gssgu = gugss is the multiplicative Jordan-Chevalley decomposition. Here gss is semisimple
and gu is unipotent.)
Now we can give our main applications of the results in sections 4 and 5.
Recall (subsection 5.2) that we have the map χ : G→ Cl and Steinberg cross-section CΓ,
with CΓ(Cl) = RΓ and Greg/G ∼= RΓ. Consider the diagram
M∆′+ = RΓ
⊆−−−→ Greg −−−→ Gss
χ
y χy
Cl =−−−→ Cl
where the map Greg → Gss is defined by g = gssgu = gugss 7→ gss. It is known ([49], Theorem
3) that the induced map Greg/G ∼= Gss/G on the respective spaces of G-conjugacy classes is
an equivalence.
Theorem 6.7. Let w be (any) local radial solution near zero of the tt*-Toda equations,
with asymptotic data m at z → 0. Then M (0)w = K1K1+ 1
s
P0 can be computed explicitly as
M
(0)
w = CΓ(χ(e2pi
√−1(m+x0)/s)).
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Proof. M
(0)
w = CΓ(χ(M
(0)
w )) = CΓ(χ((M
(0)
w )ss)) = CΓ(χ(e2pi
√−1(m+x0)/s)). 
Next we consider the space of all such M
(0)
w . Because (M
(0)
w )ss is conjugate to an element
of a compact real form, it is natural to consider the diagram
Mc∆′+ = R
Γ,c ⊆−−−→ Greg,c −−−→ Gss,c
χ
y χy
Cl =−−−→ Cl
where Xc denotes the subspace of X consisting of elements whose semisimple part is conju-
gate in G to an element of the standard compact real form Gcpt (Definition 3.4).
We have Gss,c/G ∼= Gcpt/Gcpt (Lemma 5.5 of [23]). Let us recall some well known facts
concerning this space.
First, the fundamental Weyl chamber is the convex cone consisting of points y ∈ √−1 h]
which satisfy the inequalities αreali (y) ≥ 0 (1 ≤ i ≤ l), where αreal = (2pi√−1 )−1α ∈ (√−1 h])∗
is the real root corresponding to the (complex) root α. The fundamental Weyl alcove A is
the convex polytope defined by the inequalities
(6.11) αreali (y) ≥ 0 (1 ≤ i ≤ l), ψreal(y) ≤ 1.
When G is simply-connected (as we are assuming), this convex polytope parametrises the
conjugacy classes of Gcpt, i.e. we have Gcpt/Gcpt ∼= A.
Let us denote the G-conjugacy class of A0 ∈ Gcpt by [A0]. Then, for any A ∈ [A0], there
is a unique y ∈ √−1 h] satisfying (6.11) such that [A] = [e2pi
√−1y].
Proposition 6.8. For A = (M
(0)
w )ss we have y = (m+ x0)/s.
Proof. From Proposition 6.1, m is characterized by the conditions
αi(m) ≥ −1 for i = 0, . . . , l.
First we consider i = 1, . . . , l. As αi(x0) = 1 here, we have
αi(m) ≥ −1 ⇐⇒ αi(m+ x0) ≥ 0
⇐⇒ αi((m+ x0)/s) ≥ 0
⇐⇒ αreali (2pi√−1 (m+ x0)/s) ≥ 0.
Next we consider α0 = −ψ. As ψ(x0) =
∑l
i=1 qiαi(x0) =
∑l
i=1 qi = s− 1, we have
α0(m) ≥ −1 ⇐⇒ ψ(m) ≤ 1
⇐⇒ ψ(m+ x0) ≤ s
⇐⇒ ψ((m+ x0)/s) ≤ 1
⇐⇒ ψreal(2pi√−1 (m+ x0)/s) ≤ 1.
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From these two calculations we see that y = (m+ x0)/s. 
This gives our description of the space of Stokes data:
Theorem 6.9. We have a natural bijection between
(a) the space of Stokes data M
(0)
w for local radial solutions near zero of the tt*-Toda equa-
tions, and
(b) the fundamental Weyl alcove A of Gcpt when g 6= al, d2m+1, e6, and the set Aσ = {y ∈
A | σ(y) = y} when g = al, d2m+1, e6.
The space of asymptotic data
A = {m ∈ h] | αi(m) ≥ −1, i = 0, . . . , l}
(and Aσ) is, of course, also a convex polytope, although it depends on a specific way of
writing the tt*-Toda equations. Our map
A → A, m 7→ 2pi
√−1
s
(m+ x0)
identifies it naturally with the fundamental Weyl alcove.
Appendix A. Formal solutions
This section is included primarily as motivation for Lemma 4.4. We sketch a proof of the
existence of a formal solution to the equation
(A.1)
dΨ
dξ
=
( ∞∑
k=−r−1
Ak+1ξ
k
)
Ψ
following [19], Proposition 1.1, but using Lie-theoretic notation as far as possible. Here r ∈ N
and all coefficients Ak belong to g, which we take to be the Lie algebra of a (simple) matrix
Lie group G.
We assume that the leading coefficient A−r is regular, hence contained in a unique Cartan
subalgebra h1 (thus we have β(A−r) 6= 0 for all roots β ∈ ∆1 with respect to h1).
Let P ∈ G. Then Λ−r = Ad(P−1)A−r is also regular, and contained in a unique Cartan
subalgebra h2 (namely Ad(P
−1)h1). Let g = h2 ⊕ (⊕αgα) be the eigenspace decomposition
for the adjoint action of h2.
Proposition A.1. There is a unique formal fundamental solution Ψf of equation (A.1) of
the form
(A.2) Ψf (ξ) = P
( ∞∑
k=0
ψkξ
k
)
expΛ(ξ),
KOSTANT, STEINBERG, AND STOKES 37
where ψ0 = I and Λ(ξ) = Λ0 log ξ +
−1∑
k=−r
Λk
k
ξk with all Λk ∈ h2.
Proof. Consider
(A.3) Ψf (ξ) = P
( ∞∑
k=0
Ykξ
k
)
expΥ(ξ) .
We shall show that it is possible to find Yk and Υ(ξ) = Λ(ξ) +
∑∞
k=1
Λk
k
ξk with Y0 = I,
all Yk ∈ ⊕αgα, and all Λk ∈ h2, such that (A.3) formally satisfies (A.1). As (A.3) can be
rewritten in the required form (A.2), this will be sufficient.
Substitution into (A.1) leads to the recurrence relations
(A.4) Λ−r+k + [Yk,Λ−r] = F−r+k
for k ∈ N, where F−r+1 = P−1A−r+1P and, for k ≥ 2,
F−r+k = P−1A−r+kP +
k−1∑
n=1
(P−1A−r+k−nPYn − YnΛ−r+k−n)
+
{
0 k = 2, 3, . . . , r
−(k − r)Y−r+k k = r + 1, r + 2, . . .
Taking components of (A.4) in g′ = h2, g′′ = ⊕αgα we obtain
Λ−r+k = Proj′(F−r+k), [Yk,Λ−r] = Proj′′(F−r+k).
As Ad Λ−r is invertible on ⊕αgα, all of the Λk, Yk can be determined recursively. 
Appendix B. Singular directions and the (enhanced) Coxeter Plane
Let g be a complex simple Lie algebra with rank g = l > 1. Let h be a Cartan subalgebra,
and ∆+ a choice of positive roots. The vectors Hα ∈ h are defined as in section 2 by
B(h,Hα) = α(h). They span a polyhedron in the vector space h. The Coxeter Plane consists
of a certain real two-dimensional subspace of h together with the orthogonal projections of
all points Hα ∈ h onto this plane. The rays from the origin to these points (the “spokes”),
and/or the concentric circles passing through these points (the “wheels”) may be drawn. For
the Lie algebra e8 this picture is very well known and appears as the frontispiece of Coxeter’s
book [16]. The version in Figure 3 is taken from [11]. There are 60 spokes and 8 wheels in
this case.
We shall sketch three descriptions of the Coxeter Plane, all of them rather indirect. Then
we shall explain how the Stokes data of the meromorphic o.d.e. of section 4 (or that of
section 6) provides a more direct description of the Coxeter Plane, which also illustrates its
properties effectively.
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E8
Figure 3. Coxeter Plane with root projections for e8
The first (and, as far as we know, original) description is aesthetic: the two-dimensional
plane is chosen to give the “most symmetrical projection”.
We take the second description from Kostant’s article [36]. It depends on the choice of the
Lie algebra element E+, hence the choice of a Cartan subalgebra h
′ = gE+ in apposition to
h. We have the real subspace
h′] = {X ∈ h′ | β(X) ∈ R for all β ∈ ∆′}.
Recall that the Coxeter number of g is s = 1 +
∑l
i=1 qi =
∑l
i=0 qi, where ψ =
∑l
i=1 qiαi and
q0 = 1, and that τ = AdP0 acts on h
′ as a Coxeter element, with τ s = 1. Let us choose (for
simplicity) the specific coefficients E+ =
∑l
i=0
√
qieαi . Then E+ ∈ h′ = h′] ⊗ C is isotropic
with respect to B, hence defines an oriented real two-dimensional subspace Y of h′]. This is
the Coxeter Plane (with respect to the Cartan subalgebra h′). Let Q : h′] → Y be orthogonal
projection with respect to the (positive definite) inner product B|h′] . Then ([36], section 0.2)
Y is the essentially unique plane with the property that the projection Q commutes with
the action of the Coxeter element τ . This gives a precise meaning to “most symmetrical
projection”.
The third (more abstract) description is based on the theory of Coxeter groups ([48],[30],[11]),
and in our situation this means the Weyl group of g with respect to a Cartan subalgebra
h. We sketch this theory, referring to [11] and section 3.19 of [30] for further details. Any
product
τ = s1 · · · sl
of reflections in simple roots is called a Coxeter element. We may assume that
τ = xy, x = s1 · · · sk, y = sk+1 · · · sl
for some k, where s1, . . . , sk commute and sk+1, . . . , sl commute. Thus x
2 = 1 and y2 = 1
and x, y generate a dihedral group, in fact the unique dihedral subgroup of the Weyl group
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which contains τ . The subspaces
Kerα1 ∩ · · · ∩Kerαk,Kerαk+1 ∩ · · · ∩Kerαl
contain distinguished real lines lx, ly which can be constructed explicitly from a certain
“Perron-Frobenius eigenvalue” of the Cartan matrix. The Coxeter Plane is the real span of
lx, ly. The lines of the Coxeter Plane are given by taking the orthogonal complements of the
intersections of all root hyperplanes Kerαi with this plane.
It can be shown that τ acts on this plane as rotation through 2pi/s, and x, y act by reflection
in adjacent lines (given by the intersections of Kerα1 ∩ · · · ∩Kerαk,Kerαk+1 ∩ · · · ∩Kerαl
with the plane). It follows that there are exactly s equally spaced lines in the Coxeter Plane,
whose symmetry group is the dihedral group generated by x and y.
As explained in [11], the relation with the Cartan matrix leads to an efficient algorithm for
drawing this version of the Coxeter Plane. We are grateful to Bill Casselman for the current
version of [11] which contains these pictures.
It turns out that the Stokes data of the meromorphic o.d.e. of section 4 provides a fourth
description of the Coxeter Plane. To see this, we observe that the diagram of singular
directions is related to Kostant’s plane Y , as follows. First we introduce the notation
E+ = <(E+) + √−1=(E+), <(E+),=(E+) ∈ h′]
for the decomposition of E+ with respect to the real subspace h
′
].
Proposition B.1. Let us identify Kostant’s plane Y with C by identifying the orthonormal
basis (2/s)
1
2<(E+), (2/s) 12=(E+) with 1,
√−1. Then the points Q(Hβ) are identified with the
points (2/s)
1
2β(E+), for all β ∈ h′.
Proof. We use the key fact that the complex conjugate of E+ with restect to h
′
] is given by
E¯+ = E− ([36], Theorems 1.11 and 1.12). Then by direct calculation we obtain
B(<(E+),<(E+)) = s2
B(=(E+),=(E+)) = s2
B(<(E+),=(E+)) = 0
(so E+ is isotropic, as stated earlier). The projection to Y of a vector X ∈ h′] is
Q(X) = 2
s
B(X,<(E+))<(E+) + 2s B(X,=(E+))=(E+).
In particular,
(B.1) Q(Hβ) =
2
s
β(<(E+))<(E+) + 2s β(=(E+))=(E+)
for any β ∈ ∆′. Note that β(<(E+)) and β(=(E+)) are both real. It follows that the vector
Q(Hβ) in the plane Y — under the identification of (2/s)
1
2<(E+), (2/s) 12=(E+) in Y with
1,
√−1 in C — corresponds to the complex number (2/s) 12β(<(E+)) +√−1 (2/s) 12β(=(E+)),
and this is just (2/s)
1
2β(E+). 
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In the proposition and its proof we have assumed that E+ =
∑l
i=0
√
qieαi . In the general
case E+ =
∑l
i=0 c
+
i eαi , (B.1) becomes
Q(Hβ) =
2t
s
β(<(E+))<(E+) + 2ts β(=(E+))=(E+)
where t ∈ C∗ is defined by t(<(E+)−
√−1=(E+)) =
∑l
i=0(qi/c
+
i )e−αi ([36], Theorem 1.11).
From this we obtain Q(Hβ) = ((2t)/s)
1
2β(E+). Thus the diagram of 2s singular directions,
together with the points β(−E+) marked with their corresponding roots β ∈ ∆′, is — up
to scaling and rotation — simply the Coxeter Plane. In particular, using the fact that the
symmetry group of the Coxeter Plane is a dihedral group of order 2s, we see that Theorem
4.6 holds for any such g, not just for the classical Lie algebras.
Our diagram of singular directions may in fact be regarded an “enhanced Coxeter Plane”,
because of the additional choice of E+, which fixes a Cartan subalgebra in apposition and a
particular Coxeter element. This facilitates the assignment of a root β to a ray in the Coxeter
Plane: one simply takes the ray through the point β(−E+). Having made this assignment,
the Coxeter element acts on the roots by clockwise rotation through 2pi/s. There are 2s
systems of positive roots corresponding to this Coxeter element (in the sense of Proposition
5.4), given by the 2s choices of “positive sectors”. The head and tail of a positive sector give
the associated simple roots. The roots on any two consecutive rays generate all the roots.
While this information may be implicit in the (usual) Coxeter Plane, the choice of E+ makes
it explicit.
In the other direction, as our diagram of singular directions arises independently of Lie
theory from the Stokes data of the meromorphic connection d+ αˆ (or d+ ωˆ), the possibility
of reproving some classical results on root systems arises. This would be very much in the
spirit of [5], where the Stokes data of a meromorphic connection (similar to d+ ωˆ) was used
rather unexpectedly to establish a result in symplectic geometry, the Ginzburg-Weinstein
isomorphism.
References
[1] E. Aldrovandi and G. Falqui, Geometry of Higgs and Toda fields on Riemann surfaces, J. Geom.
Phys. 17 (1995), 25–48
[2] V. Balan, J. Dorfmeister, Birkhoff decompositions and Iwasawa decompositions for loop groups,
Tohoku Math. J. 53 (2001), 593–615.
[3] D. Baraglia, Cyclic Higgs bundles and the affine Toda equations, Geometriae Dedicata 174 (2015),
25–42.
[4] P. Boalch, Symplectic manifolds and isomonodromic deformations, Adv. Math. 163 (2001), 137–
205.
[5] P. Boalch, Stokes matrices, Poisson Lie groups and Frobenius manifolds, Invent. Math. 146 (2001),
479–506.
[6] P. Boalch, G-Bundles, isomonodromy, and quantum Weyl groups, Int. Math. Res. Notices 2002
(2002), 1129–1166.
[7] P. Boalch, Quasi-Hamiltonian geometry of meromorphic connections, Duke Math. J. 139 (2007),
369–405.
KOSTANT, STEINBERG, AND STOKES 41
[8] J. Bolton, F. Pedit, and L. Woodward, Minimal surfaces and the affine Toda field model, J. reine
angew. Math. 459 (1995), 119–150.
[9] T. Bridgeland and V. Toledano Laredo, Stokes factors and multilogarithms, J. reine angew. Math.
682 (2012), 89–128.
[10] F. E. Burstall and F. Pedit, Harmonic maps via Adler-Kostant-Symes theory, Harmonic Maps
and Integrable Systems, eds. A. P. Fordy and J. C. Wood, Aspects of Math. E23, Vieweg, 1994,
pp. 221–272.
[11] W. Casselman, Essays on Coxeter groups: Coxeter elements in finite Coxeter groups,
https://www.math.ubc.ca/∼cass/research/pdf/Element.pdf (downloaded 24 September 2017).
[12] S. Cecotti, P. Fendley, K. Intriligator, and C. Vafa, A new supersymmetric index, Nuclear Phys. B
386 (1992), 405–452.
[13] S. Cecotti and C. Vafa, Topological—anti-topological fusion, Nuclear Phys. B 367 (1991), 359–461.
[14] S. Cecotti and C. Vafa, On classification of N = 2 supersymmetric theories, Comm. Math. Phys.
158 (1993), 569–644.
[15] C. Y. Chi, On the Toda systems of VHS type, arXiv:1302.1287
[16] H. S. M. Coxeter, Regular Complex Polytopes, Cambridge Univ. Press, 1974.
[17] V. G. Drinfeld and V. V. Sokolov, Lie algebras and equations of Korteweg-de Vries type, J. Soviet
Math. 30 (1985), 1975–2036.
[18] B. Dubrovin, Geometry and integrability of topological-antitopological fusion, Comm. Math. Phys.
152 (1993), 539–564.
[19] A. S. Fokas, A. R. Its, A. A. Kapaev, and V. Y. Novokshenov, Painleve´ Transcendents: The
Riemann-Hilbert Approach, Mathematical Surveys and Monographs 128, Amer. Math. Soc., 2006.
[20] E. Frenkel and B. Gross, A rigid irregular connection on the projective line, Ann. of Math. 170
(2009), 1469–1512.
[21] M. A. Guest, Harmonic Maps, Loop Groups, and Integrable Systems, LMS Student Texts 38,
Cambridge Univ. Press, 1997.
[22] M. A. Guest and C. Hertling, Painleve´ III: a case study in the geometry of meromorphic connec-
tions, Lecture Notes in Math. 2198, Springer, 2017.
[23] M. A. Guest and N.-K. Ho, A Lie-theoretic description of the solution space of the tt*-Toda equa-
tions, Math. Phys. Anal. Geom., to appear.
[24] M. A. Guest, A. Its and C. S. Lin, Isomonodromy aspects of the tt* equations of Cecotti and Vafa
I. Stokes data, Int. Math. Res. Notices 2015 (2015), 11745–11784.
[25] M. A. Guest, A. Its and C. S. Lin, Isomonodromy aspects of the tt* equations of Cecotti and Vafa
II. Riemann-Hilbert problem, Comm. Math. Phys. 336 (2015), 337–380.
[26] M. A. Guest, A. Its and C. S. Lin, Isomonodromy aspects of the tt* equations of Cecotti and Vafa
III. Iwasawa factorization and asymptotics, arXiv:1707.00259
[27] M. A. Guest and C. S. Lin, Nonlinear PDE aspects of the tt* equations of Cecotti and Vafa, J.
reine angew. Math. 689 (2014), 1–32.
[28] S. Helgason Differential Geometry, Lie groups and Symmetric Spaces, Graduate Studies in Math.
34, Amer. Math. Soc., 2001.
[29] N. J. Hitchin, Lie groups and Teichmu¨ller space, Topology 31 (1992), 449–473.
[30] J. E. Humphreys, Reflection Groups and Coxeter Groups, Cambridge Studies in Advanced Math-
ematics 29, 1992.
[31] L. Katzarkov, M. Kontsevich, and T. Pantev, Hodge theoretic aspects of mirror symmetry, From
Hodge Theory to Integrability and TQFT: tt*-geometry, eds. R. Y. Donagi and K. Wendland,
Proc. of Symp. Pure Math. 78, Amer. Math. Soc. 2007, pp. 87–174.
[32] A. W. Knapp, Lie Groups Beyond an Introduction, Progress in Math. 140, Birkha¨user, 2002.
42 MARTIN A. GUEST AND NAN-KUO HO
[33] B. Kostant, The principal three-dimensional subgroup and the Betti numbers of a complex simple
Lie group, Am. J. Math. 81 (1959), 973–1032.
[34] B. Kostant, The McKay correspondence, the Coxeter element and representation theory,
Aste´risque, hors se´rie 1985 pp. 209–255
[35] B. Kostant, The Coxeter element and the branching law for the finite subgroups of SU(2), The
Coxeter Legacy: Reflections and Projections, eds. C. Davis, E. W. Ellers, Amer. Math. Soc. 2006,
pp. 63–70.
[36] B. Kostant, Experimental evidence for the occurrence of E8 in nature and the radii of the Gosset
circles, Sel. Math. New Ser. 16 (2010), 419–438.
[37] F. Labourie, Cyclic surfaces and Hitchin components in rank 2, Ann. of Math. 185 (2017), 1–58.
[38] A. N. Leznov and M. V. Saveliev, Group-Theoretical Methods for Integration of Nonlinear Dynam-
ical Systems, Progress in Mathematical Physics 15, Springer 1992.
[39] I. McIntosh, Global solutions of the elliptic 2D periodic Toda lattice, Nonlinearity 7 (1994), 85–108.
[40] A. V. Mikhailov, M. A. Olshanetsky, and A. M. Perelomov, Two-dimensional generalized Toda
lattice, Comm. Math. Phys. 79 (1981), 473–488.
[41] T. Mochizuki, Harmonic bundles and Toda lattices with opposite sign, arXiv:1301.1718
[42] T. Mochizuki, Harmonic bundles and Toda lattices with opposite sign II, Comm. Math. Phys. 328
(2014), 1159–1198.
[43] Kh. S. Nirov and A. V. Razumov, Toda equations associated with loop groups of complex classical
Lie groups, Nucl. Phys. B 782 (2007), 241-275.
[44] D. Olive and N. Turok, The symmetries of Dynkin diagrams and the reduction of Toda field equa-
tions, Nucl. Phys. B 215 (1983), 470–494.
[45] A. Pressley and G. B. Segal, Loop Groups, Oxford Univ. Press, 1986.
[46] R. W. Richardson, Conjugacy classes of n-tuples in Lie algebras and algebraic groups, Duke Math.
J. 57 (1988), 1–35.
[47] C. T. Simpson, Katz’s middle convolution algorithm, Pure Appl. Math. Q. 5 (2009), 781–852.
[48] R. Steinberg, Finite reflection groups, Trans. Amer. Math. Soc. 91 (1959), 493–504.
[49] R. Steinberg, Conjugacy classes in algebraic groups, Lecture Notes in Math. 366, Springer, 1974.
[50] G. Wilson, The modified Lax and two-dimensional generalized Toda lattice equations associated
with simple Lie algebras, Ergod. Th. and Dynam. Sys. 1 (1981), 361–380.
Department of Mathematics, Waseda University, 3-4-1 Okubo, Shinjuku, Tokyo 169-8555,
Japan
E-mail address: martin@waseda.jp
Department of Mathematics, National Tsing Hua University, Hsinchu 300, and National
Center for Theoretical Sciences, Taipei 106, Taiwan
E-mail address: nankuo@math.nthu.edu.tw
