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あらまし 本稿では，構造型 P2P ネットワークのひとつである SkipGraph における，複製配置によるデータ可用性の
向上について議論する．まず，順序付きキーの列に対して，資源を割り当て，キー順序を保持した SkipGraphを構成
することで，範囲検索の可能な形でデータを自律分散的にデータ管理を行う方法を提案している．さらに，SkipGraph
の隣人関係に従って，複製データの配置法について提案し，ネットワーク上からデータを消失を防ぐための自律分散的
な修復法について議論する．提案手法では，データ管理層を用いることにより，SkipGraph のトポロジー管理とデー
タ管理を独立させている．最後に，提案手法について有効性を確認するため，数値シミュレーションによる評価を行
い，その有用性を示す．
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Abstract This paper studies a replica allocation scheme over a structured P2P network, SkipGraph. First, a
method to construct SkipGraph network for a given key-ordered list of data, is provided by assigning nodes (=CPU)
in logical key space to preserve key-order among data stored in subnetworks of higher layers. Also data manage-
ment policies are discussed that enable range queries in terms of keys in autonomous P2P settings. Furthermore, a
replica allocation scheme using SkipGraph topology is proposed, and discussion on repair strategies is also provided
to avoid a complete loss of data from the network, due to the sudden disappear of nodes. In the approach, data
management layer is separated from topology maintenance of SkipGraph, which enables to decrease complexity of
replica management as well as network cost.
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1. は じ め に
近年，クラウドコンピューティング [1] やサーバサイド P2P
[2] に関する研究に注目が集まっている．これらの技術は, 利
用者が, ネットワーク上の資源の位置や性能を明示的に指定す
ることなく, 計算やデータ格納などのサービスを受けることの
できる情報処理環境の実現技術として期待されている．特に，
データ管理においては, 資源間での自律分散的なデータ管理機
構の実現や，ネットワーク障害や資源自身の消失などに対して
耐性を保持するデータ可用性の達成が重要な課題とされている．
本稿では，pure 型 P2P ネットワークの SkipGraph [3] にお
ける複製配置によるデータ可用性の向上について議論する．こ
こでは，まず，順序付きデータの列に対して，ノードを割り当
て，データの範囲検索が可能な Skip Graph を構成する方法に
ついて述べ，ノードの管理領域について，分散ハッシュ表を用
いた方式と比較しながら述べる．
次に，SkipGraph の隣人関係を利用した複製配置法について
述べ，さらに，各ノードが他のノードと協調しながら，自律分
散的にデータの管理や複製データの配置を行う方法について述
べる．本方式は，SkipGraphのトポロジー変更による複製の再
配置の負荷を軽減するため，データ管理を SkipGraph のノー
ド間の隣人関係の管理とは分離して実行する手順になっており，
複雑な SkipGraphのトポロジーに変更に対しても効率的に複
製管理が行える特徴を持つ．提案手法によって，ノードが突然
に脱退した場合でも，自律分散的にデータ再配置を行うアルゴ
リズムを用いることで，データ管理構造を維持することができ，
データの可用性を向上させることができる．
さらに，これらを踏まえた数値シミュレーションによる評価
を行い，各データに対する複製データの総数が O(lonN) と低
く抑えられるにも関わらず，平均して 4 割強のノードがデータ
の引継ぎ処理を行わずにネットワークから脱退しても，データ
をネットワーク上に残せるをこと示す．
以後，2 章では提案手法の基本的なシステム構造を述べ，3 章
で複製データの配置方法について述べる．さらに，4 章でデー
タの自律分散的な再配置法について提案し，5 章で数値シミュ
レーションによる評価を行う．
2. 基本的な考え方
本稿ではサーバ等の固定インフラを用いずに，オーバレイ
ネットワークに参加しているノード（通信可能な機器）を利用
し，ネットワーク上でデータを管理することを目標としている．
ここでは SkipGraphをはじめとする構造型 P2P ネットワーク
を用いたデータ管理の利点について述べ，提案データ管理の構
造と，SkipGraph [3] について簡単に説明する．
2. 1 構造型 P2P ネットワークと複製配置
P2P ネットワークに参加しているノードが，管理している
データの引継ぎを行わずに脱退した場合でも，データの消失を
防ぐためには，他の複数のノードに複製データを配置しておく
ことが有効である．これまで，非構造型，構造型のネットワー
クの双方に対して様々な先行研究がある．
本稿では，SkipGraph を用いて，範囲検索を可能にしなが
ら，データの可用性を向上させるために複製配置を行う方法に
ついて述べる．SkipGraphは，他の構造型 P2Pネットワーク
と同様に，データの位置を構造に従って特定できる利点を持つ．
さらに，この特徴を生かして，SkipGraphの隣人関係に従って
複製データを配置し，複製データの探索や管理を容易にする手
順について議論する．反対に，構造型 P2P ネットワーク上で，
複製データを無作為に配置する方法は，複製データの探索に手
間がかかり，非構造型 P2P ネットワーク上でフラッディング
等により探索する手法と同じになり，得策でない．
また，SkipGraphのような構造型P2Pネットワーク上でデー
タを管理した場合には，ノード間の接続変更に対してデータの
再配置が必要になる．そのため４章で自律分散的なデータの再
配置手法について述べる．
2. 2 データ管理層とネットワーク層
図 1 にネットワークとデータ管理に関する階層図を示し，各
層の動作を説明する．
［IP ネットワーク層］IP ネットワーク層ではインターネッ
トプロトコル (IP) を用いたデータ通信を行う．
［構造型 P2P ネットワーク層（SkipGraph 層）］構造型
P2P ネットワーク層では隣人ノードとのみ通信が可能な構造型
P2P ネットワークが定義されており，最下層の IP ネットワー
ク層を用いて，ネットワークを介したデータの送受信を行う．
特に，本稿ではこの層に SkipGraphを用いる．また，データ管
理は後述するデータ管理層が受け持つため，この層上ではデー
タの管理を行わない．
データ管理層
アプリケーション層
構造型P2Pネットワーク層
IPネットワーク層
図 1 階 層 構 造
Fig. 1 MultiLayer
3 38
21
32
45
27
8
12
10 1100 10 01 00 10 01
3 3821 32 45278 12
3 38
21 32 45
27
8
12
10 11
00
10
01 00
10
01
10
11
00
10
01
00
10
01Level 2
Level 1
Level 0
membership 
vector 同一のノード
図 2 SkipGraph の例
Fig. 2 An example of SkipGraph
［アプリケーション層］ここでは，クラウドコンピューティ
ングなどのアプリケーションが動作する．アプリケーションは
SkipGraphを通してデータ送信を行う．
［データ管理層］データ管理層は，SkipGraphの隣人関係を
利用しながら，上位層のアプリケーションデータを管理し，可
用性向上のためデータ複製の配置などを行う．
2. 3 SkipGraph
SkipGraph [3] は，図 2 に示すような接続関係持つ構造型
P2P ネットワークの一種である．図 2 では正方形がノードを
表し, その中の数字は順序付け可能なキーである．また，ノー
ドはキーの順に整列しており，ノード下の数字は membership
vector と呼ばれるノードに与えられる２進数の値である．各
ノードは membership vector が先頭から i(i = 0,1,2…) 文字
等しいものと部分ネットワークを形成する．その各部分ネット
ワークにおいてキーの順に整列し，キー値が自身と前後に最も
近いものと双方向の P2P 接続を確立する．特に，membership
vectorが頭から i 桁等しいものを Level iの接続と呼ぶ．ノード
はmembership vector で識別するが，説明のためにNn は識別
子 n のノードを指し，Nn.Key は識別子 n のノードのキー (以
後ノードキー)をさすものとする．また，SkipGraphのルーティ
ング手法および生成手法などは文献 [3] に依るものとし，ノー
ド間通信は全て SkipGraph を用いるものとする．SkipGraph
は常に正常な接続関係を維持でき，自律分散的に動作するもの
としている．また，冗長化のために各部分ネットワークの最小
と最大キーを保持するノード同士に対して接続関係を持たせリ
ング構造にする．
3. 提案データ管理方式
データには以下の情報が付与されるものと仮定する．
（ 1） 順序付けが可能なデータのキー (以後データキー)
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（ 2） データ複製を依頼してきたノードキー
(1)はデータを管理するノードを決定するために必要であり，
(2)は 4.章で説明するデータ管理構造維持のために用いる．
3. 1 データの管理法
データの管理は SkipGraphの Level 0の隣人関係を利用して，
論理キー空間上での隣接関係を基準に行う．すなわち，各ノード
のノードキー，N1.Key，N2.Key，…，Nn.Keyとし，N1.Key
＜ N2.Key ＜ …＜ Nn.Keyの順に整列されている．このとき，
ノード Ni (1 ＜ i <= n )が管理するデータ領域のキーを Xと
すると，次式を満たす領域のデータを管理する．
Ni 1.Key ＜ X <= Ni.Key
図 3はその様子を示した図である．同図では，ノードキー 27
のノードはデータキー 21から 27の間にあるデータを管理し，
データキー 31のデータはノードキー 32のノードに管理される．
Note: 　以後，データキーによりデータを管理するノード
が決定するデータを管理データと呼ぶ．また，データ管理層は
SkipGraph(構造型 P2Pネットワーク層)とは別の層であるが，
本稿では簡潔に説明するためにデータとノードを擬似的に同一
キー空間に配置しているとして議論を進める．
3. 2 ノードとデータにおける論理キー空間への配置
論理キー空間へのデータ配置は，データに割り当てられる整
列可能なデータキーを用い，ノードはそのデータキーに対応す
るノードキーを割り当てることにより論理キー空間へ配置する．
図 4 にＤＨＴ (分散ハッシュテーブル) と提案手法を用いた
場合の論理空間へのデータ配置法を示す．ＤＨＴのようにハッ
シュ関数を用いてキー空間上にデータを配置した場合，順序づ
けされていたデータの順序が崩れてしまい，その順序を用いた
範囲検索ができないという問題がある (図 4左上)．そのため，
本稿ではデータに対してはその順序を崩さずにそのまま論理
キー空間にその順序の規則どおりに割り当て，ノードにはデー
タキーに対応したノードキーを割り当てる (図 4右上)．
これによりデータは DHTと異なりハッシュ変換を行わない
3 38
21
32
45
27
8
12
10 1100 10 01 00 10 01
3 3821 32 45278 12
3 38
21 32 45
27
8
12
Level 2
Level 1
Level 0
管理データを保持するノード
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Fig. 5 Data Replication Scheme
ため，データキーの順序がランダムにならず範囲検索が可能な
構造を維持しながら論理キー空間への配置が可能になる．た
だし，ハッシュ関数を用いた論理キー空間への配置のように，
データ配置が論理キー空間上で均一にならないため，ここでは
データの全体数が既知であると仮定し，ノードはデータの管理
数が均一になるように配置できるものとする．
図 4下にノードの論理キー空間への配置例を示す．整列可能
なデータキー (図では数値) の順に並んだ論理キー空間上にそ
のデータキーに相当するノードキーを割り当てる．同図では，
データキーと数値キーをノードキーとして，論理キー空間上に
配置し，管理するデータ位置を決定している．つまり，整列が
可能なデータキーに対応したノードキーをノードに割り当てる
ことにより，管理データを保持するノードを決定する．
この手法は順序付けされたデータのキー空間上にノードを埋
め込むことにより，管理データを保持するノードを決定する方
法である．また，本稿における SkipGraph はデータの転送や
データの複製配置基準などの索引構造を提供している．これは
2. 2節で述べたとおり，データ管理を行う層を構造型 P2Pネッ
トワークから分離して考えているためである．
3. 3 複製データの配置法
P2P ネットワークに参加する全ノードに複製を配置すれば
データの消失を防げるが，それは現実的ではない．また，非構
造型 P2Pネットワーク上でアクセス頻度などを考慮し複製デー
タを配置する手法にはパス複製法 [4]やオーナー複製法 [5]が提
案されている．
しかし，構造型 P2P ネットワークを用いて複製データを管
理する利点は複製データをどこに配置するかを一意に決定可能
な点である．そのため，従来の複製配置手法ではなく，構造型
P2Pネットワークの接続関係を利用して複製配置を行う．そこ
で，本稿では SkipGraph の隣人ノードに対して複製データを
配置することを提案する．
図 5は提案する複製データを配置するノードを示した図であ
る．図 5のノードキー 21のノードは矢印に示すノードキー 8,
12, 27, 32, 45の隣人ノードに複製データの保持を依頼する．
SkipGraph の構造には複数の隣人ノードが脱退しても構造
を修復できる特徴がある．そのため，複製データは管理データ
と同一のものであると考えた場合，複製データを SkipGraph
の全隣人に格納しておくことにより，隣人ノードがネットワー
Algorithm 1 CheckDeleteofReplicationData()
  1: boolean changeNegibor = false;
  2: for i = 0 to ReplicationDataList.end();
  3: if (!CheckChangeNeigbor (ReplicationDataList[ i ] , NNList))   then
  4: if (CheckNeigborhasData(ReplicationDataList[ i ].Key) )
then /*  true processes */          
  5:   if CompleteRelocation(ReplicationDataList[ i ])  then
  6: CLEAR ReplicationDataList[ i ];
  7:    else
  8:    changeNegibor = true;
  9: end if
  10:  else /*  pseudo processes */
  11: send ReplicationDataList[ i ]  
to getNode(ReplicationDataList[ i ].Key);
  12: changeNegibor = true;
  13: end if
14: end if
  15:  end for
  16:  if (changeNegibor)  then
  17:   CheckDeleteofReplicationData();
  18: end if
図 6 複製データの削除確認アルゴリズム
Fig. 6 An Algorithm of Delete Replication Data
ク上に生存する限り，自身が管理するデータの消失が防ぐこと
が期待できる．また，SkipGraphにおける隣人関係の変更時の
み，複製データの再配置が必要になる．そのため，複製データ
の再配置処理は隣人関係変更時のみに限定できる．
4. 複製データの管理アルゴリズム
ここでは，提案する複製データ配置の一貫性を実現するため
の，自律分散的な構造維持手法について述べる．
4. 1 データの更新,追加削除
[データの更新および削除] データの更新，削除などの変更
は管理データだけでなく，全ての複製データに対しても反映す
る必要がある．そのため，はじめに管理データを変更し，その
後複製データに対しても変更を反映する．提案手法では，管理
データを保持するノードの隣人ノードに複製データを配置して
いるため，複製データの更新および削除は管理データを保持す
るノードが，SkipGaphの隣人ノードに対して，データの更新
を依頼すればよい．
[データの新規追加] 提案するデータ管理システムに対して，
新たなデータを追加する方法は以下の手順で行う．
まず，データキーを基に管理データを保持すべきノードを決
定し，そのノードが管理データを保持する．その後，管理デー
タを保持するノードが SkipGraph の隣人関係を利用し，複製
データを配置する．
4. 2 ノードの参加脱退に伴う複製データの再配置
提案手法は隣人ノードに対して複製データを配置しているた
め，隣人関係の変更により複製データを再配置する必要がある．
ここでは，隣人関係の変更に伴う自律分散的な管理データの引
継ぎ方法，ならびに複製データの再配置手法を提案する．
また，本節では管理データを保持するノードが管理データの
委譲等を行わずに P2Pネットワークから脱退した場合にも，複
製データから管理データを復元する方法を提案する．
4. 2. 1 複製データの削除
本節では，隣人関係の変更に伴う複製データの削除に方法つ
いて述べる．複製データを保持するノードは，SkipGraphの隣
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図 7 新規参加ノードに対する管理領域の引継ぎ
Fig. 7 Take over Management Area to Join Node
人に管理データを持つノードが存在する．さらに，複製データ
のノードキーから，SkipGraphの隣人関係が変更した場合に，
管理すべきでない複製データかを判断できる．しかし，隣人関
係が変更したからといって，複製データをすぐに削除したので
は P2Pネットワーク上でデータの存在保証のために複製デー
タを配置した意味がない．
そこで，図 6に示す手順により，隣人ノードから依頼された
複製データのみを管理し，データ消失を防ぎながら隣人ノード
のものでない複製データの削除方法を提案する．同図において
複製データは ReplicationDataListに格納されており，管理し
ている全ての複製データに対して削除確認処理を行う．図中で
3行目は複製データに付与されているノードキーをもとに，複
製データの保持を依頼してきたノードが SkipGraphの隣人に
存在するかを確認している．もし，隣人ノードに複製データの
保持を依頼してきたノードが存在しなければ，その複製データ
を削除する必要がある．その削除処理を 4行目から 13行目に
データ消失を防ぐ複製データの削除処理を示す．
まず，複製データのデータキーを基に新たに管理データとな
るべきノードに問い合わせを行う．隣人関係の変更に伴い新た
な管理ノードが，複製データの再配置が完了していればその複
製データを削除する (図 6，5行目)．再配置が完了していなけ
れば，複製データの削除を保留する．(図 6，8行目) 新たにそ
の複製データの管理データを保持すべきノードがそのデータを
保持していなかった場合，複製データから管理データの復元を
行い，複製データの削除を保留する (図 6，10 から 12 行目)．
最後に，削除を保留している複製データのがあれば再度削除確
認処理を実行する．(図 6，16から 18行目)．
4. 2. 2 隣人関係変更時のデータ管理
ここでは，隣人ノードが変更された場合の自身が持つ管理
データの複製処理と，複製データの処理について述べる．
[複製データの配置] 管理データを保持していれば，隣人関係
変更に伴い，管理データの複製を配置しなければならない．そ
のため，管理データを保持するノードは接続関係の変更時に変
更された隣人ノードに対して複製データの保持を依頼する．
[複製データの削除] 4. 2. 1節に述べた処理を実行することに
より，隣人でなくなった複製データを削除する．
4. 2. 3 ノードの新規参加
新規参加ノードは，3章で述べたようにデータキーに基づい
た空間のデータを管理することになる．そのため，SkipGraph
の参加ノードから自ノードが管理すべきデータを引き継ぐ必要
がある．SkipGraph上に Nn 1.Key ＜ Nn.Keyを満たすノー
ドが存在としたとき，Nn 1.Key ＜ Nnew.Key ＜ Nn.Keyをみ
たすノード Nnew がネットワークに参加する．このとき，ノー
ド Nn は次式の領域データ管理を委譲することになる．
　 Nn 1.Key ＜ X <= Nnew.Key
新規参加ノードに対するデータ引継ぎ領域の例を図 7に示す．
図では，ノードキー 27のノードが管理していたデータキー領域
に対して，新たに参加したノードキー 24のノードが引き継ぐ領
域を示している．ノードキー 24を持つノードは SkipGraphに
新規参加したとき，その隣人関係からデータキー 21から 24の
領域を管理することになる．同時にノードキー 27を持つノー
ドは隣人関係の変更により，データキー 24から 27の領域を新
たに管理することがわかる．そのため，ノードキー 27を持つ
ノードは 21 から 24 の領域に位置する管理データを新規参加
ノードであるノードキー 24のノードに引き継ぐ．その後，ノー
ドキー 27のノードは管理領域変更を隣人に伝える．
管理データの引継ぎ後は，新規参加ノードが隣人ノードに対
して複製データの保持を依頼する．こうして，新規参加ノード
において自律分散的にデータの再配置を行う．
また，管理データの受け渡しにおいて影響するノードは１
つであり，複製データにおいても影響を及ぼすノードは管理
データを保持するノードの隣人ノードに限られる．そのため，
SkipGraphの隣人ノードの個数はO(logN)であることから，再
配置の影響するノード数は O(logN)であると期待できる．
4. 2. 4 ノードの脱退
ノードの脱退は管理データの引継ぎ等を行わなずに P2Pネッ
トワークから突然脱退することを想定する．
[Level 0の隣人ノードの脱退] Level0の隣人ノードの脱退で
は，ノードが管理するデータ領域の変更が行われる．そのため，
参加ノードで脱退したノードが管理していた領域を引き継ぐこ
とになる．Nn 1.Key ＜ Nn.Key ＜ Nn+1.Key を満たすノー
ドが存在するとき，Nn が脱退した場合，ノード Nn+1 が Nn
のデータ管理領域を引き継ぐことになる．つまり，SkipGraph
に参加しているノードの中で脱退ノードよりノードキーが次に
大きい隣人ノードがその管理領域を引き継ぐ．
複製データの中に新たな管理領域のデータを保持していれば，
その複製データを管理ノードとし，自身の隣人ノードに対して
複製の再配置を行う．保持していなければ，4. 2. 1節で述べた
削除可能かの問い合わせ時にデータを送信してもらい，ノード
脱退後の正常な複製配置を得る．
[Level 0以上の隣人ノードの脱退] Level 0以上の隣人ノー
ドの脱退では，新たにデータを管理する処理は行われない．そ
のため，4. 2. 2節の処理を実行すればよい．
Note:　ノードの脱退に伴い，脱退ノードが管理していた領
域を新たに管理するノードは脱退したノードの複製データを保
持している．これは，通常のノード脱退における引き継ぎ領域
は SkipGraphの Level 0の隣人が管理するためである．また，
ノードの脱退においてデータが修復ができない状態には以下の
2つの状況が考えられる．
（ 1） 管理データおよび複製データを保持したノードがデー
タの再配置を行う前にすべての脱退した場合．
（ 2） SkipGraphの隣人ノード全て脱退し，複製データの再
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配置を行うための通信できなくなった場合．
5. シミュレーションによる評価
本章では，提案データ管理構造の有効性を検証するため複製
データの保持個数ならびに，ノードをランダムに脱退させた場
合，データがネットワーク上から喪失時の残存ノード数を計測
する．また，ノード総数を Nとしノードおよびデータを [0,1]
の領域に一様分布させる．
5. 1 複製データの保持個数
図 8に各ノードが一つの管理データを保持すると仮定した場
合の，複製データの保持数の平均と最大および最小の平均値を
示す．複製データは各ノードの隣人ノードに格納している．そ
のため，複製データ数は SkipGraph の隣人ノード数と等しく
なる．つまり，複製データの保持個数は SkipGraph の隣人数
と同様にＯ (logN)に抑えられる．
5. 2 ネットワーク上からの完全なデータ消失
図 9はノードをランダムに選択してネットワークから脱退さ
せた場合，どの程度のノードが複製データの再配置前に脱退す
れば，データ (管理データと複製データ)がネットワーク上から
喪失するかを測定したものである．
同図に示すとおり，複製データの再配置が行われなくても，
平均して 4割近いノードが一度にネットワークから脱退しない
限り，ネットワーク上に少なくとも一つのデータ (管理データ
または複製データ)が存在することがわかる．そのため，提案
する複製配置手法は高いデータの修復可能性が期待できる．
6. 関 連 研 究
Cohen ら [4] は非構造型 P2P ネットワーク上における理想
的な複製配置個数について議論している．その中で，問い合わ
せ率に対する複製数の比を平方根配置に近づけることでネット
ワークの負荷が軽減することを解析的に証明している．
非構造型 P2P ネットワーク上では複製データがどこに存在
するかわからない欠点がある．そのため，複製データの更新情
報が全ての複製データ反映することは困難である．渡辺ら [6]
はこの欠点を克服するため，データごとに更新伝播木を生成す
ることにより，非構造型 P2P ネットワーク上でも複製データ
の更新を効率的に行う手法を提案している．
さらに，DHT を用いた分散ストレージとしては Tapestry
[7] を用いて実装した OceanStore [8] や，Pastry [9] を用いた
PAST [10]などがある．
小西ら [11]は SkipGraphのキー (データ)とそれを保持する
ノードが１対１に対応し，各ノードには 1つのキーしか保持で
きないという欠点を克服するため，１つのノードに複数キーを
保持可能な方法を提案している．
7. お わ り に
本稿では，データ管理層を用いてデータ管理を SkipGraph
から分離する手法と，そのデータ管理アルゴリズムについて述
べた．また，データを配置する際にデータのキー順を崩さず論
理キー空間に配置することで，データの範囲検索が可能である．
さらに，数値シミュレーションによりデータを保持している複
数のノードが SkipGraph から突然脱退しても，提案する複製
データの配置構造を修復し，維持できることを示した．
今後の課題としては，修復手順の通信回数などの定量的な評
価や，アクセス頻度や検索効率などを考慮した複製個数の柔軟
な変更手法やデータ配置の負荷分散手法の提案．さらに，実環
境への適応を考慮した同期処理などが必要である．
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