Abstract: Power-law (PL) formalism is known to provide an appropriate framework for canonical modeling of nonlinear systems. We estimated three stochastically distinct models of constant elasticity of substitution (CES) class functions as non-linear inverse problem and showed that these PL related functions should have a closed form. The first model is related to an aggregator production function, the second to an aggregator utility function (the Armington) and the third to an aggregator technical transformation function. A q-generalization of K-L information divergence criterion function with a priori consistency constraints is proposed. Related inferential statistical indices are computed. The approach leads to robust estimation and to new findings about the true stochastic nature of this class of nonlinear-up until now-analytically intractable functions. Outputs from traditional econometric techniques (Shannon entropy, NLLS, GMM, ML) are also presented.
Introduction
This paper proposes a new approach for modeling stochastic non-linear inverse problems. The approach is based upon Kullback-Leibler (K-L) relative entropy [1] which then is generalized through a Levy-unstable PL process. The PL structure of below estimated models is first shown. Next, a parameter estimation of three stochastic CES-related models is carried out. A CES is a property of OPEN ACCESS some supply and utility functions which refers to a particular type of aggregator function combining two or more types of supply inputs or demand items into the aggregate quantity.
The first of these three models is the CES production stochastic function. In the case of production system, the fact that this aggregator model exhibits technical CES means that a constant percentage reduction in the quantity of one factor (e.g., labour) must be compassed by one extra unit of another factor (e.g., capital), so that total producer output remains unchanged. The second model is the constant elasticity of commercial substitution model (CECS) which aggregates domestic and imported demand for goods. According to Armington's contribution related to merchandise demand theory [2] , the idea behind the CECS model is that two tradable goods of the same kind will be considered as distinct-and then as plausible perfect substitutes-only on the basis of their geographical origin (region or country). Under a free market assumption, households optimize their utility function by choosing the optimal quantity of each of the two substitutable components. Thus, CECS suggests that a constant percentage reduction in the quantity of one commodity (e.g., locally produced goods) must be compassed by one extra unit of another commodity (e.g., imported goods), so that total household utility remains unchanged. The third is the constant elasticity of technical transformation function (CET) which is aggregating a domestic and export product supply under the above mentioned Armington assumption about differentiated commodities. For profit-maximizing firms, the CET function displays production possibility frontier owing to domestic production allocation to the export market or the domestic market depending on the relative prices of these goods. In Section Seven, additional explanations related to the elasticity of substitution concept will be provided. The importance of these functions is well known by econometricians and other economists, particularly those interested in applied general equilibrium modeling.
Structurally, the CES production model displays causality relationships between supply and input factors. The CECS remains a quasi-identity utility function since it is just missing a quasi-constant variable (the indirect taxes) to constitute an identity. The CET model remains an identity equation, covariate values of which sum up to the explained value of the model, suggesting that national production aggregates two classes of goods (the locally demanded product and the export product). These two goods are supplied through a constant elasticity of technical transformation [3] .
Thanks to the proposed non-extensive entropy approach-enabled by PL characterization of CES functions-implications on the stochastic features of these three distinct models are pointed out through robust estimation procedure. To our knowledge, this nonlinear class of functions remains analytically intractable when using traditional statistical techniques. This constitutes the main contribution of the paper.
The document is organized as follows: Section 2 presents some transitional properties linking PL and low frequency time series. Section 3 eclectically presents the PL nature of the CES function. Section 4 generalizes the Kullback-Leibleir divergence entropy to non-ergodic systems and discusses constraining problems of such models in the context of the generalized non-extensive entropy econometric model presented in Section 5. Section 6 presents some formalisms related to the parameter confidence area of the model. Finally, Section 7 presents the outputs of the model and Section 8 gives concluding remarks.
Tsallis Non-Extensive Entropy and Low Frequency Series Modeling
Parameters of the proposed nonlinear models were estimated on the basis of an annual time scale statistical sample. We consider that PL-related Tsallis entropy will still exist, even in the case of low frequency series, a valuable device for aggregated data modeling since the outputs provided by exponential family law, e.g., the Gibbs-Shannon entropy approach, correspond to the limiting case of Tsallis entropy when the Tsallis q-parameter equals unity. Next, perhaps more a pertinent argument for using Tsallis non-extensive entropy formalism is the existence of a number of complex phenomena involving long-range correlations, still observable when data is time scale-aggregated [4, 5] . This could be due to interaction between the functional relationships describing the involved phenomena and the inheritance properties of PL or could depend on their non-linearity.
Delimiting the threshold values of the PL path towards the Gaussian distribution (or to the exponential family law) as a function of the data frequency level remains statistically difficult since each phenomenon may display its own speed of convergence-if any-towards the central limit theorem attractor. The next source of statistical concern may be related to systematic errors from statistical data collecting and processing which can generate a kind of heavy distribution. Thus, a systematic application of the Shannon-Gibbs entropy approach in the above cases-even on the basis of annual data-could be misleading and, in the best case, lead to instable solutions. Having in mind that non-extensive Tsallis entropy generalizes the exponential family law [6, 7] , the q-Tsallis entropy approach fits high or low frequency series. Next, as pointed out in [8, 9] , among a few types of higherorder entropy estimators, able to generalize the Gaussian law, Tsallis non-extensive entropy displays the property of concavity, -thus stability-along the existence interval which characterizes most real world phenomena. Furthermore, the q-generalization of the K-L information divergence [10, 11] parameter conserves the same basic properties as the standard K-L cross-entropy and remains usable for a similar purpose [9] . As a final point, the q-Tsallis index displays an expected quality of assessing complexity degree of random systems with respect to the Gaussian benchmark. Some of the positive returns may concern the monitoring of the quality of collected statistical data or the potential distribution law.
PL and the CES Function
In the early 1960s, Arrow, Chenery, Minhas, and Solow [12, 13] set up a new nonlinear function simultaneously displaying the property of homogeneity, CES between factors of production, and differentiating elasticity of substitution for various industries, sectors, or countries [14] . In empirical research, due to the impossibility of successfully estimating parameters of that function, calibration technique has so far been used. Less adequate outputs owing to such empirical approach have led a large community of economists to question the rationale of some economic modeling techniques like the applied general equilibrium approach. In this Section, we develop the proposed entropy formalism using a classical CES production model (CESP) explaining the gross domestic product ( t VA ) by two classical factors (e.g., [14, 15] ): Labor ( t L ) and capital ( t K ). The next two CES model class cases will be presented in Section 7. Below we present the mathematical form of a CES production model:
or one of its generalized formulations as: and τ e is a CES between factors; ε t stands for the random disturbance with unknown distribution.
In Equation (1), α stands for the shift parameter; the parameter δ belongs to the interval between zero and one and represents the share (distribution) of the sold quantities of both distributed factors. Parameter n reflects the degree of changing returns of t VA to scale. The higher the value of r, the higher the degree of substitution between factors. The case of e τ converging to 0 suggests perfectly substitutable factors. In the case of more than two inputs i X , ( 1, 2,.. . i n = ), we get the generalized form in Equation (2) .
Let us now focus on the connection between the CES class of functions and a PL. In fact, to better display that relation, let us aggregate components of Model (1) into one variable without conserving additivity. Then, we get a generic case of a PL of the form:
where in this case the endogenous variable t va is the product per head. Parameter β represents a general level of technology. The variable t k stands for a capital coefficient. The exponent h belongs within the interval ( 1 -, +¥ ) and defines a per head product elasticity with respect to the capital coefficient. The random term ε t , itself, is assumed to follow PL structure. Index t means time period.
Thus, such characterized PL relationships between the class of the CES functions seems to bear potential implications on economic grounds, including extensions to the financial side of economy. A PL displays interesting properties that may explain its ubiquity at different complexity levels, in natural or manmade systems. For a survey on the inheritance mechanism and other properties of PL, see, for instance, Gabaix [16] . For the direct relationships between a PL and non-extensive Tsallis entropy, see, for instance, Tsallis C. [9] . The proposed model generalizes the statistical theory of information approach to non-ergodic systems, that is, those in which probabilities p i of microstates to "visit" the system are not identical [8] . There are many other forms of generalized entropy. However, only Tsallis entropy assures concavity (stability) over an interval where the q-Tsallis parameter is higher than unity. Since many physically meaningful phenomena for which q is higher than unity dominate in the physical world, this becomes a serious drawback of rival entropies. In the next section, we present a connection between the classical Gibbs-K-L cross-entropy formalism and the more general Tsallis relative entropy.
q-Generalization of the K-L Information Divergence and Constraining Problems
The K-L index of information divergence [1] is q-generalized in a straightforward way, as follows [9] :
or in discrete case: p , under the hypothesis that q is equal to unity. It is worth emphasizing that the above generalization does not alter estimator properties of K-L information index presented e.g., in [1] . There are two main versions of K-L divergence in Tsallis statistics. The first is the traditional generalized K-L shown above and the second is the generalized Bregman K-L. As presented by [11] , there are still difficulties in empirical applications while trying to reconcile the above versions of the models. In the same study, authors reveal interesting aspects when q-generalized cross-entropy is associated with constraining information. Authors [15] suggest the q-generalized cross-entropy, defined later by Equation (11), to be more consistent with the expectations and the constraints form proposed by [17] known as q-averages or escort distribution:
However, as is shown in our recent article (in press), the Curado-Tsallis [18] constraints of the form:
seem to lead to more stable outputs. In the present work, in reverse, Escort distribution (12) seems more appropriate.
A Generalized Non-Extensive Entropy Econometric Model
Both in the pioneering work on maximum entropy econometrics by authors [19] and in the work of author [15] , the moment-constraints of an entropy econometric linear model for ergodic systems have been reparameterized [20] . We need to transform variables of the constraining generalized linear model into weight-probabilities over a point support space defining each of the original random parameters. Let us now consider the next general linear model Y of the form:
where unknown B parameter values are not necessarily constrained between 0 and 1, which suggests the necessity of reparametrization. The term ε is an unobservable disturbance term, plausibly with finite variance-owing to the nature of economic data-exhibiting observation errors from empirical measurement or from random shocks. These stochastic errors are assumed to be driven by PL, as suggested in the introductory section of this document. The variable Y represents a system and X accounts for covariates generating the system through relation parameter matrix B and unobservable disturbance ε to be estimated through observable error components e. Next, treating each k B (k=1...K)
as a discrete random variable defined over a compact support space [15, 19] and 2 < M < ∞ possible outcomes, it is then possible to express B k as:
where km p are non-negative outcome probabilities km v which must sum up to unity. (10) where n r is the outcome probability of n z on the support space j . As usually adopted, the index n will designate the number of statistical observations. The error component e can be set up as a fraction of the endogenous variable, as an a priori Bayesian hypothesis. Since we do not constrain the model to conjugated distributions, posterior probability outcome within the support space may display a non-Gaussian structure. The element v km constitutes a priori information while p km is an unknown posterior whose value results from the solving process of the information divergence problem. 
For reasons of formal presentation, the criterion function Equation (11) has excluded probabilities h w , explaining the degree of economy changing to scale and i b , the distribution parameter between factors. As we know, additional a priori information added to Equations (11)- (15) will improve the quality of the estimated parameter. In the present case, since CES model formulation is based on economic theory, we could for instance predict its sign value domain variation for each parameter. Then, we get:
where α, ,δ  from Equation (1) (9), aggregating all the parameters of the constraining equation system. Here we just present how we have specified the present model and not a general rule of specification. Note that depending on error distribution, the weights α,β , introduced in the above dual objective function, may exercise a significant impact on the model optimal outputs through the Lagrange multipliers which link the constraining information with the criterion function.
Parameter Confidence Area
In this section, we follow the reference work of [19] or that of [15] and set up an inference information index s(a j ) as an equivalent to a standard parameter error measure in the case of classical econometrics. A coefficient comparable to determination coefficient R 2 is proposed under the entropy symbol S(Pr). We first recall that the maximum level of entropy-uncertainty is reached provided that the non-relevant information-moment constraints are enforced. Such a maximum corresponds to a uniform probability distribution over the k states of the system. Next, each new piece of informative data in the form of a restrictions leads to a departure from the uniform distribution, meaning an uncertainty shrinkage. Accordingly, the normalized level of the S(Pr) will reflect, for the whole model, a departure from the maximum uncertainty. Taking into account the above and following the formulations in [19] let us propose a normalized non-extensive entropy measure of s(a j ) and S(Pr). Let us refer to Tsallis entropy property, S q > 0, and consider all possible micro-states of the system. This number varies with the number of the support space data points i (i = 1..M) and the number of parameters of the i M = occurrences equals unity, the remaining probabilities will vanish. We get a global, absolute maximum of q S (for all q) in the case of a uniform distribution, i.e., when all
When such an instance distribution occurs, the maximum entropy is explained as follows: (19) and: (20) In Equation (20) n varies with the number of model observations and the number of the support space data points generating the parameter. Below [15] is a normalized entropy index with the numerator representing the calculated entropy of the system and the denominator displaying the highest maximum entropy Equations (19) and (20) (22), reflects the non-additivity Tsallis entropy property for any two independent systems. As we are dealing with stochastic systems, the first term ( ) S p is related to the probability distribution of the parameter and the second ( ) S r to the disturbance probability of the error:
where: As far as estimator properties are concerned, both indexes fulfill the basic Fisher-Rao-Cramer information index properties, including continuity, symmetry, maximum, and additivity [1] . In fact, as suggested in [9] , the q-generalization of K-L information divergence Equations (5) and (6) keeps unchanged the basic estimator properties of K-L information divergence model.
Model Outputs and Discussion
This section presents outputs of the three computed constant elasticity class models. The first was presented in detail in Section 3 as a CES production function Equation (1) . The next two models are the CECS known as the Armington model Equation (23) and the CET Equation (24) , already alluded to in the introduction Section. As already mentioned, the estimation outputs presented in this Section allow for validating the three above model stochastic features thanks to non-extensive Tsallis entropy formalism. We compare the outputs from the non-extensive cross-entropy (NCE) with those from the traditional estimation techniques: The non-linear least squares (NLLS), the generalized methods of M moments (GMM), and the maximum likelihood approaches (e.g., [21, 22] Before undergoing the computation procedure, data have been dimensioned at logarithmic scale. The computations of the NCE model were carried out with the General Algebraic Modeling System (GAMS) code. Those with the NLLS technique were done in a common spread sheet (Microsoft Excel). Computations by the GMM and ML approaches were executed with special code from the open source GRETL.
Let us first show mathematical formulation of the next two CES model classes. A CECS utility function of domestic economic absorption aggregator (C t ) of two business components (locally produced commodities demand (DO) and imports demand (M) has the following analytical form: with τ e CES, δ and ε t standing, respectively, for distribution parameter and random disturbances with unknown distribution. The last model CET, the technical transformation function aggregator (MO t ), is analytically formulated in the following way:
where:
and t EX , t DMO stand, respectively, for exports, and domestically marketed outputs. The rest of the symbols have the same meaning as in the previous models. The higher the value of  , the higher the degree of transformation. When that parameter converges to −∞ we are dealing with the case of perfectly complementary products, which refers to Leontief technology. The case of r converging to −1 suggests perfectly substitutable products. For a clearer understanding of model outputs, let us first recall a key concept of elasticity of substitution (ES). It represents the percentage change in the ratio of consumption of two different commodities (or two factors of production) due to the variation of the marginal rate of substitution (MRS) between the two commodities (or two factors of production). Next, MRS is the rate at which a consumer (producer) is ready to give up one commodity (factor of production) in exchange for another commodity (factor of production) while maintaining the same level of utility (production). Formally, assuming free market conditions, if we let the utility over consumption of two commodities ( 1 c and 2 c ) be explained by 1 2 ( , ) U c c , ES is defined as follows: 
is just presented to render clearer the empirical side of ES. It is a relationship from the first order condition for a consumer utility maximization problem. Intuitively, it shows how a consumer's relative choices over consumption items change as their relative prices change. In this study, priors were initiated from NLLS outputs. As known, such priors are not deterministically fixed. They are updated according to the Bayesian information processing rule. For simulation purposes, different q -Tsallis parameter values were computed from unity to its admissible highest values minimizing the criterion function over an interval covering Gaussian (1 5/3 q   ) and stable laws (e.g., Levy's attractors for (5 / 3 3) q   ). In all models, an a priori parameter support space for reparameterization varies between −5.0 and +5.0. The same prior space has been retained for the error disturbance, with amplitude varying between −3 and +3, so it conforms to the three sigma rule owing to the Chebyshev's inequality [23] . Both spaces are symmetric around zero. This prevents the estimated parameters from a bias. Tables 2-5 comparatively display the outputs from, respectively, the NCE, NLLS, GMM, and ML techniques for each of the three models. The NCE estimator super-consistency for all three models can be noticed in spite of the very small sample used.
As suggested in the Introduction, each of the above three models displays its particular stochastic level. Only the new presented Tsallis NCE estimator replicates these differences. This is so because, as already shown in Equation (4), the CES-related model displays a data generating PL system. The NLLS approach seems to be better than the GMM procedure. The ML produces, as theoretically expected, much poorer outputs.
Using traditional nonlinear, least square methods, we have linearized the Equations (1), (23) and (24) before applying the Taylor development and the LS approaches [21] .
In the case of the CESP and CECS models, the GMM computation procedure has been initialized The next technique applied is the ML. In the case of the production model CESP, we have initialized the model with: A = 2.2500, δ = 0.5,  = 0.9, v = 1; in the CET model, we used A = 1.750, δ = 0.6,  = −990; and finally in the CECS model estimation, we started with: A = 1.750, δ = 0.6,  = −950.
Coming back to the NCE outputs, the estimated parameters reflect long-run optimal equilibrium values of the system. Taking into account the fact we are dealing with the aggregated accounts of 27 EU countries, the estimated parameters remain consistent with our expectations. For instance, in the case of the CESP production model, the estimated parameter p with an estimate close to zero suggests a convergence of the analysed CES model to the classical Cobb-Douglas model, displaying constant returns to scale. A long-run, optimal equilibrium share parameter  between factors shows a lower proportion of labor of around 16% with respect to physical capital share (84%). In 2010, this proportion was around 57% for labor. For the CET and CECS models, the estimated parameters show, in the long run, a quasi-perfect substitutability and a balanced share between local and foreign commodities. All the above models present an error coefficient variation (CV) around zero. By definition, the CV index is obtained by dividing the model standard error by the average value of dependent variable. The Tsallis Information index presented in the previous paragraph is around unity for the three models, suggesting relatively close to zero information divergence between priors and posteriors, under given model restrictions. We would have expected optimal solutions for q less than 5/3 or, in the worst case, less than 2, for theoretical and empirical evidence. This is the case for the two commercial models, CET and CECS, where q is almost equal to unity, suggesting a Gaussian distribution.
The model quality is likewise shown in Figures 1(a-c) , which display the component errors generated by each estimation approach. We note from these figures that only the error distribution from the Tsallis entropy approach (red line), over a 12-year period, seems to alternate the signs around zero (see right side of figure rectangles). This is true for each of the three models. Estimators from the remaining competitive techniques remain biased for this class of models. Next, the highest performance of the CET model is naturally due to its identity nature.
For the CESP production model, minimum LS errors are obtained for q around 7/3 ( Figure 2 ).
This value of q  (5/3, 3) characterizes Lévy distribution, noting that we have 3 degrees of freedom (3 independent parameters) in the considered nonlinear Equation (1) defining-over a twelve-year period-the complexity of the system. Surprisingly enough, comparable outputs from different research areas do exist. In a recent study using Tsallis cross-entropy formalism to optimize noise-aided information transmission via stochastic resonance [24] , authors found the optimal Tsallis q-parameter around 2.3. Other authors [25] found q  (2,2.3) in a recent study on "the size distributions of noncoding DNA (including introns and intergenic regions) in all human chromosomes." To my knowledge, any scientific explanation of such converging Tsallis q-parameter values around 7/3 has not yet been presented. Moreover, Tsallis q-parameter with higher values have been found in some recent economic studies. For instance, author [26] found "cumulative distribution of the scaled gross domestic product of 167 countries around the world for the year 2000 corresponding to q = 3.5". The q -parameter has been incremented by a step of 0.25 starting from unity (Shannon entropy point). Figure 2 displays a convex space defining different optimal CV values owing to different simulated q-Tsallis parameters for the CESP model. Minimum CV corresponds to the minimum of information divergence or of the sum of geometrical error of least squares.
To verify the Tsallis related model outputs, we have computed a classical S-K-L cross-entropy econometric model, which, as expected, has produced the same values as those obtained from Tsallis formalism for q equal to unity for all three models. Such relatively trivial results have not been reported in the above output tables. In the case of the CESP model, we found for q converging to unity a CV of 85.3% in the case of K-L, against 0.06% for an optimal q equal to 2.331. Thus, this point shows the advantage of modeling with non-extensive entropy rather than the Shannon method, reduced to q equal unity. The last figure (Figure 3) is an attempt to depict relationships between the different optimal CV displayed in Figure 2 . We seem to observe a kind of invariant scale error structure at three levels, along with the q -parameter steadily evolving on a convex space towards the global minimum point of the model where q equals 2.331. The non-reported in the document observations on the autoregressive error process of the CESP model indicate a plausible presence of a fractionally integrated moving average (ARFIMA) error structure. All the noticed degrees of error lag seem to alternate-over a short-period experiment-positive and negative autocorrelation, suggesting an "over-differencing." This point should remain in compliance with the PL nature of a CES function.
Concluding Remarks
The present work has developed a new Tsallis cross-entropy econometric approach for instable, nonlinear econometric models. A large class of economic and financial models should fall into this category. We have limited our study to the three CE class functions with three distinctive stochastic forms. Only outputs produced by Tsallis formalism reflect these stochastic differences. A Super-convergence of the Tsallis entropy estimator should be owing to a strong similarity between the sample and the data generating PL system. Furthermore, we have noted a plausible presence of a fractionally integrated moving average (ARFIMA) error structure. More investigation is needed to confirm the proposed PL-based approach for econometric modeling.
