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Introducción
Todos los gratas considerados aquí son finitos, no dirigidos, sin lazos ni aristas 
múltiples. Para un grata (7, se denotará con V((7) al conjunto de sus vértices 
y con E(G) al de sus aristas. Si dos vértices u y v de G son adyacentes se 
escribirá uv E E(G). Un árbol es un grata conexo y sin ciclos. Dado un 
grata conexo (7, se dice que un árbol T es generador de G si T es un subgrafo 
de G con V(T) = V((7). Un grata (7 es completo si todo par de vértices 
distintos de G es adyacente. Dado V' C V((7) se llama subgrafo de G 
inducido por V', (7[V'], al grata que tiene a V' como conjunto de vértices y 
dos vértices de V' son adyacentes si y sólo si son adyacentes en el grata G. Un 
clique C de G es un conjunto de vértices de (7, tal que <7[(7] es un subgrafo 
completo de G y maximal con respecto a la inclusión. Se denotará C(G} 
al conjunto de diques de G y c(G) al cardinal de este conjunto. Se llamará 
C*(G) a la familia (<7(v))vGv(G!), donde <7(v) = {C € C(G),i v E C}. Dada una 
familia de conjuntos (Ft),e/(Z finito no vacío) se llama grafo de intersección 
de la familia (Ft)te/ al grafo que tiene a I como conjunto de vértices y dos 
vértices i,j € I son adyacentes si y sólo si F¡ D Fj 0. Se dice que G es 
un grafo de intervalos propios (Roberts 1969) si G es isomorfo al grafo de 
intersección de una familia (Ft)tez de intervalos cerrados de la recta real con 
la propiedad que F¡ C Fj implica i = j. .Los gratas de intervalos propios 
han sido estudiados extensamente, entre otros, por Roberts [26, 27, 28, 29], 
por Maehara [24], por Batbedat [1, 2] y Hedman [17]. En el Capítulo 1 se 
hace una recopilación de las caracterizaciones existentes en la literatura y se 
agragan una caracterización por propiedades de C* y tres por propiedades 
métricas [14]. Además se estudia el radio, el diámetro y la planaridad de los 
gratas de intervalos propios.
Dado un conjunto de individuos X y una disimilaridad D : X xX —> IR+ 
[6], se quiere obtener una clasificación de X en grupos que reflejen, lo más 
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fielmente posible, la información proporcionada por D. Con este propósito 
en [6] se definen las jerarquías Índex adas y en [7] leus pirámides que están 
en biyección con las ultramétricas y con las disimilaridades piramidales re­
spectivamente. El problema de aproximación superior (resp. inferior) por 
disimilaridades piramidales es encontrar una disimilaridad piramidal p que 
minimice A(P,p) = |E(x,i/)gXxX \D(x,y) - p(x,y)\ entre aquellas que son 
mayores (con el orden usual de funciones) (resp. menores) que D. Este tema 
ha sido extensamente desarrollado por Batbedat [1, 2]. Aquí se prueba que 
los problemas SUPRIMIR y AGREGAR aristas para grafos de intervalos 
propios se transforman en la versión de decisión de los problemas de aprox­
imación superior y de aproximación inferior respectivamente. Se demuestra 
que el primer problema es NP-Completo.
Los resultados del Capítulo 2 aparecen en [13]. Se prueba que si G es 
un grafo de intervalos propios entonces 1^(67)! < 2c((7) — c(K(G)) siendo 
K (o aplicación dique) la aplicación que a cada grafo G asigna el grafo de 
intersección de los diques de G. Cuando la igualdad se verifica se dice que 
G es un grafo de intervalos propios mínimo. El resultado principal es que la 
aplicación K restringida a la clase de los grafos de intervalos propios mínimos 
es una biyección (salvo isomorfismos) sobre la clase de los grafos de intervalos 
propios. Se encuentra la mayor clase dique-cerrada E (/Í(E) = E) contenida 
en la unión de la clase de los grafos conexos de intervalos propios mínimos y la 
clase de los grafos completos. Se determina el número de grafos de intervalos 
propios mínimos con n vértices.
En el Capítulo 1 se prueba que un grafo G es de intervalos propios si existe 
un orden sobre V(G) tal que todo dique de G es un intervalo con respecto a 
ese orden. En este sentido los grafos de intervalos propios son extendidos a 
los grafos arbóreos (Batbedat 1990). Un grafo conexo G es arbóreo si existe 
un árbol T, generador de G, tal que todo dique de G induce un subarbol 
de T (la definición se extiende a grafos no conexos). En el Capítulo 3 se 
dan tres caracterizaciones de los grafos arbóreos: por propiedades de C*, por 
propiedades de sus diques y por la aplicación dique y tres caracterizaciones 
métricas [14]. Se estudia la relación de la clase de los grafos arbóreos con 
otras clases de grafos: se prueba la inclusión de la clase de los grafos de 
intervalos en la de los arbóreos y se dan condiciones necesarias y suficientes 
para que un grafo arbóreo sea cordal (resp. de intervalos, resp. de intervalos 
propios).
En el Capítulo 4 se estudian los grafos de intersección con el objeto de 
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generalizar algunos resultados obtenidos en capítulos anteriores. Se denota 
Ep a la colección de familias de conjuntos cumpliendo una cierta propiedad 
P y QSp a la clase de los grafos de intersección de familias de Ep (salvo 
isomorfismos). Se dice que una familia de conjuntos (Fí),g/ (Z finito y no 
vacío) se sumerge en otra (Zft),G/, si ambas tienen el mismo grafo de inter­
sección y existe una inyección w de (J^/F,- en Ut'ez Hi tal que, para todo 
i G Z, x 6 Fi si y sólo si w(x} € ZZ¡. Se prueba que si P implica la propiedad 
de Helly entonces un grafo G es de intersección de una familia de Ep si y 
sólo si C*(G) se sumerge en una familia de Ep. Este resultado generaliza 
los ya obtenidos para grafos de intervalos (Fulkerson-Gross), grafos de in­
tervalos propios (Capítulo 1), grafos de intersección de caminos de un árbol 
(Monma-Wei) y grafos cordales (Gavril). Se demuestra que la clase de los 
grafos arbóreos es una clase de grafos de intersección. Se denota con CEp 
a la clase de los grafos cuya familia de diques se sumerge en una familia de 
Ep. Se dan condiciones suficientes para que Zf(CEp) = ílEp y para que 
Zf(f2Ep) = C*Ep, resultados que generalizan los ya obtenidos para grafos de 
intervalos propios y grafos arbóreos.
vii
Capítulo 1
Grafos de intervalos propios
Los grafos de intervalos propios fueron usados por Roberts [26], en psicología 
matemática, para modelizar relaciones de indiferencia no transitiva; con el 
nombre de grafos de tiempo por Maehara [24] y Hedman [17], en modelos de 
epidemias, y, con el nombre de grafos pira, por Batbedat [2], en relación con 
las disimilaridades piramidales introducidas por Diday [7] en taxonomía.
Existen muchas caracterizaciones de los grafos de intervalos propios, en la 
sección 1.2 se hace una recopilación de ellas con demostraciones más simples 
(en la mayoría de los casos). Se prueban cuatro nuevas caracterizaciones: 
una por propiedades de C* y tres por propiedades métricas [14].
El radio y el centro de los grafos de intervalos propios son estudiados en 
la sección 1.3.
En la sección 1.4 se caracterizan los grafos de intervalos propios planares.
Por último, en la sección 1.5 se prueba que los problemas de SUPRIMIR 
y AGREGAR aristas para grafos de intervalos propios, se transforman en 
la versión de desición de los problemas de optimización (en taxonomía) de 
aproximar una disimilaridad D por disimilaridades piramidales [7] , mayores 
y menores que D respectivamente. Se prueba que el primer problema es 
NP-Completo.
1.1 Generalidades
Definición 1.1.1 G es un grafo de intervalos si existe una función r, de 
V((7) en la clase de los intervalos cerrados de la recta real, con la propiedad 
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que para distintos vértices v y w se tiene r(v) D r(w) si y sólo si v y w 
son adyacentes (ver Fig. 1).
La función r se llama representación de G.
Si además r cumple que r(v) C r(w) v = w (los intervalos r(v) y r(w) 
tienen intersección propia) se dice que G es un grafo de intervalos propios y 
que r es una representación propia de G.
Si todos los intervalos de la imagen de r tienen igual longitud, se dice que 
G es un grafo de intervalos constantes. En el caso en que todos los intervalos 
tienen longitud 1, se dice que G es un grafo de intervalos unitarios.
Fig. 1: El grafo de intervalos A'13 y una de sus representaciones.
1.2 Caracterizaciones
Como grafos de intersección
Definición 1.2.1 Sea F = (Ft)tGj (I finito y no vacío) una familia de con­
juntos. Se llama grafo de intersección de F al grafo cuyo conjunto de vértices 
es I y dos vértices i,j G I son adyacentes si y sólo si Fi Pl Fj 0.
Por su definición todo grafo de intervalos propios es isomorfo al grafo de 
intersección de una familia de intervalos de la recta real, con la particularidad 
de que ningún intervalo está contenido en otro.
Siendo r una representación propia de un grafo de intervalos propios G 
y V(G) = {tq,...,vn} se llamará a, (resp. 6t) al extremo izquierdo (resp. 
derecho) del intervalo r(vt) y Ext(r} al conjunto Ui=i{añM-
Para Roberts [26] a vértices distintos de G pueden corresponder intervalos 
iguales. A pesar de la diferencia en las definiciones, la clase de grafos obtenida
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es la misma. En efecto sea [a, 6] un intervalo de la imagen de r. Si [a, 6] = 
r(vi) = r(v2) = ... = r(vt) con Vi,v2,..,Vt vértices distintos de (7, sea 5 = 
max{l G Extfr), l < a] (si este conjunto es vacío se toma como 5 a cualquier 
real menor que a) y sea i = min{l G ExZ(r), l > b] (si este conjunto es vacío 
se toma como i a cualquier real mayor que b). Es obvio que s < a y que 
i > b. Luego eligiendo 2t reales cualesquiera ai,..., at, 61,..., Z>¿ tales que s < 
ai < ... < at < a y b < bi < ... < < ¿, es posible definir una representación
r' así : si i = l,..,t r'(v,) = [a,-, 6,], si no r'(vt) = r(vt). La representación 
r', al igual que r, tiene la propiedad que ninguno los intervalos de su imagen 
está contenido en otro. Además r' asigna a los vértices vi,...,vt intervalos 
distintos. Luego queda probado que es posible construir una representación 
propia de G.
El siguiente teorema aparece en [26].
Teorema 1.2.2 Las siguientes proposiciones son equivalentes:
a) G es un grafo de intervalos propios.
b) G es un grafo de intervalos constantes.
c) G es un grafo de intervalos unitarios.
Demostración: a) —> b) Sea r una representación propia de G y sea 
Vi,v2, un ordenamiento de los vértices de G tal que i < J si y sólo si 
a, < aj (es un orden por la propiedad inyectiva de r). Se llamará Z a la 
longitud del intervalo más chico de r.
El siguiente algoritmo construye una representación propia de G cuyos 
intervalos tienen longitud constante igual l.
i := 1
bo := ai
Mientras(¿ < n) hacer
6, := a, + Z
h := b¡ — bi_i
{modificación de los aj tales que v,vj G i?((7)}
para todo (; > ¿,vtvj G E(G),aj > bi_i) hacer aj := 6,_i + 
i := i + 1
0
c)
—> c) Inmediato.
—> a) Inmediato.
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Como grafo compatible con un orden
Definición 1.2.3 Un grafo G y un orden total a sobre V(G) son compatibles 
si para toda terna v^Vj^Vk de vértices de G
(vt- a Vj a Vk) A ViVk G E(G) => ViVj,VjVk G E(G).
El siguiente teorema se deduce del Teorema 1 demostrado por Roberts 
en [27], también aparece en [24]. Aquí se da una demostración más directa.
Teorema 1.2.4 Un grafo G es de intervalos propios si y sólo si es compatible 
con algún orden total.
Demostración: Por definición existe una representación propia r de G. 
Sea a el orden total sobre V((7) definido por: v¡avj O < aj.
Se verá que el grafo G y el orden a son compatibles. Sean vt-, Vj y Vk tres 
vértices de G. Si viavjavk y v¡Vk G E(G) entonces a; < aj < ak y ak < 6t, 
luego aj < bi con lo cual ViVj G E(G). Además como r es una representación 
propia bi < bj entonces ak < bj luego VjVk G E(G).
Recíprocamente, sea a un orden total sobre V(G) compatible con G y 
via...avn los vértices de G ordenados por a. Sin pérdida de generalidad 
puede suponerse que G es conexo, ya que es evidente que un grafo es de 
intervalos propios si y sólo si cada una de sus componentes conexas lo es.
Para todo i = 1, ...,n sea a,- = i’, bn = n y bi = max{h; i < h < n, ViVh E 
E(G)}+ ^i i < n (dado que G es conexo, este conjunto es vacío únicamente 
cuando i = n). Se probará que la aplicación r que a cada v,- asigna [a,-, 6,] 
es una representación propia de G. En primer lugar se verá que ninguno de 
estos intervalos está contenido en otro.
Si para algún par ¿,j, 1 < i,j < n, [aj,6j] C [a,-, entonces i < j y 
bj < b{. Dado que 6, y bj son un entero mas ~ y ¿ respectivamente con i / j 
se tiene que ó, bj. Como i / n existe un h > i tal que v^h E E(G) y 
VjVh $ E(G) lo cual es absurdo ya que Viavjavh y a es un orden compatible 
con G.
Por último se verá que r es una representación de G. Sea v^j E E(G) 
con i < j entonces at < a;, como j G {h;i < h < n, ViVh E E(G)} luego se 
tiene 6, > j y [a,, 6,] D [a,, bj] 0. Recíprocamente si [at-, 6t] D [aj, 6j] 0 con
i < j entonces j = aj < bi luego, por definición de 6,- (es obvio que i n), 
existe h, j < h < bi tal que E E(G). Como Viavjavh y a es un orden 
compatible entonces v^j G E(G). □
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Por Propiedades de sus diques
El teorema que sigue se deduce del probado por Maehara [24] para grafos de 
tiempo.
Teorema 1.2.5 Un grafo G es un grafo de intervalos propios si y sólo si los 
diques de G son intervalos con respecto a un orden total sobre V(G).
Demostración: Si G es un grafo de intervalos propios por el Teorema 
1.2.4 existe un orden a compatible con G. Sean V\a...avn los vértices de G 
ordenados por a y sea C un dique de G. Si vt- y Vk son respectivamente 
el primero y el último elemento de C, dado que v¡Vk € E(G} y a es un 
orden compatible con G entonces, para todo con viavjaviavk se tiene
VjVi € E(G). Luego el intervalo con respecto al orden a, induce un
completo de G y por la elección de vt- y de vjt, C = [vt-, v^].
Recíprocamente, sea a un orden total sobre V(G} tal que todos los diques 
de G son intervalos con respecto a a. Sean y Vk tres vértices de G 
tales que Viavjavk y ViVk € E(G). Luego existe un dique C de G tal que 
Vi,Vk € C pero como C es un intervalo con respecto a a entonces Vj € C 
y ViVjyVjVk € E(G). Por lo tanto a es compatible con G y por el Teorema 
1.2.4, G es un grafo de intervalos propios. □
Corolario 1.2.6 (Corolario de la demostración) Un orden a es compatible 
con G si y sólo si todos los diques de G son intervalos con respecto a a.
Como subclase de la clase de Grafos de Inter­
valos
Se denotará CV(G) a la matriz diques vs vértices de G, es decir, la matriz 
de ceros y unos que tiene una fila por cada dique y una columna por cada 
vértice, con entrada uno si y sólo si el vértice es un elemento del dique.
Una matriz tiene la propiedad de unos consecutivos por columnas si en 
cada columna todos los unos son consecutivos. Similarmente se define la 
propiedad de unos consecutivos por filas.
Existen varias caracterizaciones de los grafos de intervalos, la que sigue 
es la dada en [9] por Fulkerson y Gross.
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Teorema 1.2.7 Un grafo G es un grafo de intervalos si y sólo si existe un 
ordenamiento de los cliques de G tal que CV(G) tiene la propiedad de unos 
consecutivos por columnas.
Sea G un grafo de intervalos y Cí < C2 < ... < Cm un ordenamiento 
de los cliques de G que verifica la propiedad del teorema de Fulkerson-Gross 
(ver Fig. 2.b). Para cada v, € V(G) sea a,- (resp. 6t) el menor (resp. el 
mayor) k tal que vt- E Ck-
La representación que a cada vf- E V(G) le asigna se llamará re­
presentación F-G de G (ver Fig.2.c).
Diremos que un orden total a sobre V(G) es un orden F-G corres­
pondiente a < si para todo v¡ y Vj tal que [a,-, 6t] [ay, fy], v¡avj si y sólo si 
a, < aj ó a, = üj y b¡ < bj.
Fig. 2
a,)G grafo de intervalos. b)La matriz CV(G) con la propiedad de unos con­
secutivos por columnas, c)Representación F-G de G.
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La equivalencia entre a) y c) del siguiente teorema aparece en [26].
Teorema 1.2.8 Si G es un grafo de intervalos son equivalentes:
a) G es un grafo de intervalos propios.
b) Dados tres etiques de G con intersección no vacia, uno de ellos está 
contenido en la unión de los otros dos.
c) G no contiene a como subgrafo inducido.
Demostración: a) —> 6) Sea G un grafo de intervalos propios, a un 
orden compatible con G y (71,(72,(73 tres diques de G con intersección no 
vacía. Por el Corolario 1.2.6 cada (7, i = 1,2,3 es un intervalo [u,-,vt] de 
V((7) con respecto a a. Dado que ningún dique puede estar contenido en 
otro se puede suponer que Uimí2ai¿3 y viavzavs. Como <7i A C$ / 0 se tiene 
u3avi luego C*2 C C\ U C^.
b) —> c) Si 7<i3 es un subgrafo inducido de (7, sean x su vértice central e 
3/i> Z/2> í/3 sus vértices pendientes (ver Fig. 1). Es evidente que C¡ = {x, £/*}, 
i = 1,2,3, son tres diques de G que no satisfacen b).
c) —> a) Como G es un grafo de intervalos por el Teorema de Fulkerson 
Gross existe un ordenamiento (7i < C2 < ... < Cm de los diques de G tal 
que la matriz CV(G} tiene la propiedad de unos consecutivos por columnas. 
Sea a el orden F-G sobre V(G) correspondiente a < y sean p¡ (resp. u¡) el 
primero (resp. el último) vértice de (7,-.
Si existe algún dique de G que no es un intervalo con respecto a a. Sea 
(7/ el primero en estas condiciones. Luego existe un vértice hj distinto de pj 
y de uj, tal que hj (7/ y pjahjauj (ver Fig. 3).
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Pr Pf lír hj ui
Cr 1 1...1 1 1...1 1 0...0 0
1 1 0
Ci 1 1...1 1 1...1 1 1...1 1 0...0 0
c 1 1...1 1 1...1 1 1...1 1 1...1 1
Cj 0 0...0 1 0 1
Fig. 3
Sea Cj el primer dique tal que hj E Cj, luego Cj Cj. Se deduce de 
la definición de orden F-G que Cj < Cj y que pj G Cj. Entonces Cj es un 
intervalo y Pjcxpj. Dado que Cj no contiene a (7/, Ujauj.
Sea Cr el primer dique tal que pj € Cr, como pj E Cj Cr < Cj. Por ser 
Pjochj y Pj hj , Cr / Cj. Dado que Cr es un intervalo urahj y como CT 
no está contenido en Cj, pr(*Pj y pr Í Cj.
Se verá que el grafo inducido por {pj,pr, hj,Uf} es K^.
Como pj E Cr A Cj Fl Cf, pj es adyacente a pr, hj y Uj.
Los vértices pr y hj no son adyacentes porque todo dique que contiene a 
pr precede estrictamente a Cj (pues pr 0 Cj), mientras que todo dique que 
contiene a hj sigue a Cj.
El mismo razonamiento muestra que pr y Uj no son adyacentes.
Si hj es adyacente a Uj existe un dique C que contiene a {hj,Uj}. Como 
Uj 0 Cj y hj $ Cj entonces C es distinto de Cj y de Cj y por la propiedad 
de unos consecutivos por columnas se tiene que Cj < C < Cj y pj E C. 
Además C es un intervalo por preceder a Cj, con lo cual Cj C C que es un 
absurdo. □
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Por propiedades de C*
Sea G un grafo y C((7) el conjunto los de diques de G. Para todo v G V(G) 
sea C(v) = {Ce C(G),v G C}. Se llamará C*(G) a la familia (C'(u))vGy(G).
Con esta notación el Teorema de Fulkerson-Groos (1.2.7) puede enun­
ciarse como sigue:
Teorema 1.2.9 G es un grafo de intervalos si y sólo si existe un orden sobre 
C(G) tal que C*(G} es una familia de intervalos con respecto a ese orden.
A continuación se verá un algoritmo que elimina las inclusiones entre pares 
de intervalos de la representación F-G de un grafo de intervalos propios G.
Por comodidad se numerarán los vértices de un grafo de intervalos propios 
G de 1 a n, de modo que el orden natural resulte un orden F-G.
Algoritmo: Representación propia
INPUT: G grafo de intervalos propios. Los vértices de G están numerados 
de 1 a n y la representeción F-G asigna a cada i, 1 < i < n el intervalo
OUPUT: i —> Ji es una representación propia de G.
BEGIN
Uo — 6q 0 ®n+l = ^n+l •==
Ji := [cti,&i]
i := 2
Mientras (i < n — 1) hacer
BEGIN
Si tz, = a,_i entonces INSERTAR 1
Si bi = bi_i entonces i := i — 1 
si no Ji := [a,, 6t] 
si no, si bi < 6t_i entonces INSERTAR 2 
si no Ji := [tzí, 6,]
END
END
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Procedimiento Insertar 1
BEGIN
M := max[x; x = ak o x = bk,0 < k < i — l,x < at_i} 
at_i := |(aí_i + M)
Ji — 1 •= [®t —lj^t —1]
END
Procedimiento Insertar 2
BEGIN
M := minfx; x = ak o x = bk,i < k < n + l,x > &t_i}
Para todo k,k = n; tal que = ak y b¡ = bk hacer bk := + M)
Ji — [gí,
END
Teorema 1.2.10 Si G es un grafo de intervalos propios el algoritmo con­
struye una representación propia de G en O(n2) pasos.
Demostración: En el Apéndice.
Definición 1.2.11 Sea G es un grafo cualquiera, se dice que C*(G) =- 
(C(v))vev(G) se sumerge en una familia de intervalos (Jv)veV(G) si (1) v —> Jv 
es una representación de G y (2) existe una función inyectiva w : C(G} —> 
UvGV(G) Jv tal que x G C(v) <-> w(x) G Jv.
Del algoritmo se deduce inmediatamente el siguiente teorema.
Teorema 1.2.12 G es un grafo de intervalos propios si y sólo si C*(G) se 
sumerge en una familia de intervalos cerrados de la recta real con intersección 
propia dos a dos.
Por propiedades métricas
Un camino P en un grafo G es una secuencia Vq, Vi, ..., Vk de vértices distintos 
de G tal que para todo i = 0, ...,k — 1 vtvl+i G E(G)- Las aristas vtut+1 de 
G se llamarán también aristas de P. El grafo inducido por {u0, vi, ...,Vk} se 
denotará <7[P].
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La sección P[ví,Uj] de P es la subsecuencia v,+i,..., vj de elementos 
consecutivos de P.
En un grato conexo G se define la distancia entre vértices € V(G), 
d(v,w), como la longitud (número de aristas) de un camino mínimo de v a 
w en G.
Una disimilaridad D sobre un conjunto X es una aplicación de XxX en 
IFC~ tal que para todo x,y E X:
a)D(x,y)  = 0 4> x = y.
tyD(x,y) = D(y,x).
Definición 1.2.13 [7] Una disimilaridad D sobre X es piramidal si existe 
un orden total a sobre X tal que x a y a z implica
D(x,z) > max{D(x,y), D(y, z)}
Teorema 1.2.14 [14] Si G es un grafo conexo, las siguientes proposiciones 
son equivalentes :
a) G es un grafo de intervalos propios.
b) Existe una numeración de los vértices de G tal que todo camino mínimo 
de un vértice s a un vértice t es una secuencia creciente o decreciente.
c) Existe un camino hamiltoniano P de G tal que para todo par de vértices 
s y t de G, d(s,t) es el mínimo número de diques de G que cubren las aristas 
de la sección P[.s, /].
d) d es piramidal.
Demostración: a) —> b) Sea G un grafo de intervalos propios, luego por 
el Teorema 1.2.4 existe un orden compatible con G. Se numeran los vértices 
de G de 1 a n = |V(G)| de modo que el orden natural resulte compatible con 
G.
Sean s y t vértices de G y L : s — ¿0, ¿i,..., ik = t un camino mínimo entre 
ellos. Supongamos que ¿0 < ú-
* Si ¿2 < io entonces i0 está en el intervalo [¿2, ¿i] = {¿; ¿2 < i < «i}, como 
¿2¿i € E(G), [¿2, ¿i] está contenido en un dique de G.
* Si ¿o < ¿2 < ú entonces ¿2 € [¿o? ¿i] y este intervalo está también 
contenido en un dique.
En ambos casos ¿o e ¿2 son adyacentes lo que contradice la suposición de 
que L es un camino mínimo. Luego ¿0 < «i < ¿2-
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El mismo razonamiento prueba que ij < para todo j, j = 2,..., A: — 1. 
Si ¿i < ¿o L resulta una secuencia decreciente.
b) c) Se numeran los vértices de 1 a n de modo que b) se verifique. Si i e 
¿4-1 no fueran adyacentes, como G es conexo, debería existir un camino de ¿ a 
¿4-1 que obviamente no podría ser ni creciente ni decreciente, contradiciendo 
6). Luego P : 1,2, ...,n es un camino hamiltoniano de G.
Sean s,t vértices de G y L : s = i o, ¿i, ..., ik = i un camino mínimo de s 
a t en G.
Sin pérdida de generalidad se puede suponer que ¿o, es una se­
cuencia creciente.
* Si ¿r no es adjacente a algún vértice del intervalo [¿r,¿r+i], sea z el 
último de ellos. Luego ir(z 4- l)z es un camino mínimo no creciente, lo que 
contradice 6).
* Si y < z son vértices no adyacentes de [¿r,¿r+i] entonces yirz es un 
camino mínimo no creciente, lo que también contradice 6).
Luego, para todo r = 0, ...,k — 1, el subgrafo de G inducido por [¿r,¿r+i] 
es completo y existe algún dique de G que lo contiene. Dado que L es un 
camino mínimo, estos diques son todos distintos. Entonces se han obtenido 
A: = d(s,/) diques de G que cubren las aristas de la sección P[s,¿].
Si se cubren las aristas de P[s,/] con m diques se puede construir un 
camino de s a t como sigue: sea Ci un dique de G que contenga a la arista 
3(5 4-1) y sea ji el último vértice de Ci, sea C2 un dique de G que contenga 
a la arista ji(ji 4-1) y asi siguiendo. Esto demuestra que d(s, t) < m. Luego
c) vale.
c) —> d) Sea P un camino hamiltoniano de G que satisface c) y sea < el 
orden de los vértices de P.
Si i < j < k son vértices de G, la sección P[¿, j] está contenida en la 
sección P[¿, Ar], luego por c), d(i, j) < d(i, k). Análogamente d(j, k) < d(i, k).
d) —* a) Sean rq < ... < vn los vértices de G ordenados de modo que d es 
piramidal. Si < Vj < Vk son tres vértices de G con v¡Vk € E(G) entonces 
d(vt-,vjb) = 1 = d(v,-,Vj) = d(vj,Vk). Luego y VjVk son aristas de G y < 
es un orden compatible con G. □
De la demostración del Teorema anterior se obtiene el siguiente Teorema.
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Teorema 1.2.15 Si G es un grafo conexo y vi < v? < ... < vn es un orden 
total sobre V(G) entonces las siguientes proposiciones son equivalentes:
a) vi < V2 < ... < vn es un orden compatible con G.
b) Todo camino mínimo de G es una secuencia creciente o decreciente.
c) vi,V2, ..^Vn es un camino hamiltoniano tal que para todo par de vértices 
s y t de G, d(s, í) es el mínimo número de diques de G que cubren las aristas 
de la sección P[s, t].
d) Para todo i,j,k. Si v¡ < Vj < Vk entonces d(vi,Vk) > max{d(vi,vf), 
d(vj,Vk)}-
Corolario 1.2.16 Sea G un grafo de intervalos propios conexo, < un orden 
compatible con G y v,w dos vértices de G con v < w. El siguiente algoritmo 
construye un camino mínimo v = vi, V2,..., v* = w de v a w en G:
v0 := v
i := 0
Mientras(vi w) hacer
Vi+\:=max{h; V{h € E(G), v,- < h < w}
i := i 4- 1
Demostración: Si vt se obtiene del algoritmo y v, / w. Por el Teorema 
anterior todo camino mínimo entre v,- y w es creciente, luego existe un vértice 
h adyacente a v, tal que < h < w. Entonces en un número finito de pasos 
el algoritmo da un camino v = Vo, vi,..., Vk = w. Se verá que es mínimo.
Sea v = z0, zi, ...,zr = w un camino de v a w. Por la elección de vi, 
¿1 < Vi.
Si para algún i, i < k es z¡ < v, pero v,+i < 2l+i como < es un orden 
compatible con G y 2t2,+i entonces vt- y 2l+i son adyacentes lo cual contradice 
la elección de vl+i. Luego, para todo i, 1 < i < k z¡ < v,. De aquí k < r y 
v0,..., Vk es un camino mínimo. □
Por la aplicación dique
Definición 1.2.17 Dado un grafo G se llama grafo de diques de G al grafo 
cuyos vértices son los diques de G y tal que dos diques son adyacentes si 
y sólo si tienen intersección no vacía. Se denotará K a la aplicación que a 
cada grafo G le asigna su grafo de diques K(G).
13
Sea GI la clase de los gratos de intervalos y GIP la clase de los gratos de 
intervalos propios.
Hedman [17] prueba que K(GIP) C GIP. Usando el Teorema de Fulkerson- 
Gross es posible obtener un resultado más general.
Teorema 1.2.18 [17] K(GI) = GIP.
Demostración: Sea G G GI y Ci < C2 < ... < Cm un ordenamiento de 
sus diques tal que CV(G) tiene la propiedad de los unos consecutivos por 
columnas (ver Teorema 1.2.7).
Sea H un dique de K(G) y sean Cp y Cu el primer y último elemento, 
respectivamente, de H según el orden <.
Por la elección del orden <, si v € Cp A Cu entonces para todo dique C 
tal que Cp < C < Cu se tiene que v € C con lo cual C es adyacente a Cp 
y a Cu en K(G). Luego [Cp,Cu] induce un subgrato completo de K(G) que 
contiene a 11, por lo tanto H = [Cp, Cu]. Con esto queda demostrado que 
los diques de /Í(G) son intervalos del orden <> luego por el Teorema 1.2.5 
1Í(G) G GIP.
Recíprocamente si G G GIP, sea r una representación propia de G y 
como antes Ext(r} = {«,, G V(G)} el conjunto de extremos de r. Se 
define el grato H(r) del siguiente modo: V(/7(r)) = Ext(r) y xy G E(H(r)) 
si y sólo si x e y pertenecen al mismo intervalo de la representación r.
La familia de los diques de H(r) es (r(ut) A Ext(r))v.ev(G) y dos diques 
r(vi) A Ext(r) y r(vj) A Ext(r) son adyacentes en 7í(/7(r)) si y sólo si r(vt) A 
r(vj) / 0. Luego K(H(r)) y G son isomortos. Además los diques de H(r) 
son intervalos de Ext(r) dotado del orden natural de los números reales con 
lo cual H(r) G GIP (Teorema 1.2.5) y luego H(r} G GI. □
Corolario 1.2.19 (de la demostración) K(GIP) = GIP.
Por semiórdenes
Sea V un conjunto finito, para todo par de elementos de V un individuo 
decide si prefiere uno a otro o si le son indiferentes. Esto da lugar a la 
construcción del grato orientado H = (V,P) y del grato no orientado G = 
(V,E) como sigue: para distintos x,y G V
xy G P <=> x es preferido a y.
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xy E E x es indiferente a y.
Es evidente que (V, P U P-1 U E) es un grafo completo.
Para cuantificar la preferencia Luce [23] introduce la noción de semiorden. 
Se asigna a cada x E V un número real u(x) de modo que si x, y E V, entonces 
x es preferido a y si y sólo si u(x) es suficientemente más grande que u(y). 
Formalmente, si se tienen una relación binaria P sobre un conjunto V y 
ó > 0; se llama función de utilidad de (V, P) a toda función real u : V —> IR 
que satisface:
Vx, y E V,xy E P <=> u(x) > u(y) + 6
Scott y Suppes [31] prueban el siguiente teorema:
Teorema 1.2.20 Existe una función de utilidad para una relación binaria 
P sobre un conjunto V si y sólo si para todo x,y,z,w EV se cumple:
(51) P es irreflexiva.
(52) xy E P A zw E P => xw E P V zy E P.
(53) xy E P A yz E P => xw E P V wz E P.
En este caso la relación P se llama semiorden.
Por otro lado, si se piensa en caracterizar la relación de indiferencia de 
un semiorden dado, se encuentra que la función de utilidad del semiorden da 
una condición necesaria, es decir, la existencia de una función u : V —> IR 
satisfaciendo:
Va:, y E V,x y,xy E E <=> |u(a:) - u(y) | < ó, ó > 0
El siguiente Teorema, que fue probado por Roberts en [28], muestra que 
esta condición es también suficiente y establece su relación con los grafos de 
intervalos propios.
Teorema 1.2.21 SeaG = (V, E) un grafo no dirigido. Las siguientes proposi­
ciones son equivalentes:
a) G es un grafo de intervalos propios.
b) G es un grafo de comparabilidad y toda orientación transitiva es un 
semiorden.
c) Existe un semiorden P sobre V tal que E = P U P_1.
d) Existe una función u : V —> IR tal que para todo par de vértices x,y 
de V; xy E E <=> |tz(a:) — u(y)| < 1.
15
Demostración: a) —> b) Si G es un grafo de intervalos propios entonces 
es un grafo de intervalos y no contiene a como subgrafo inducido (Teo­
rema 1.2.8).
Por la caracterización de Gilmore y Hoffman [12] para grafos de intervalos, 
G no tiene a Z4 (ciclo de longitud 4) como subgrafo inducido y su comple­
mento G es un grafo de comparabilidad (es decir existe una orientación tran­
sitiva F sobre el conjunto V del grafo G : FflF-1 = 0, FUF-1 = F, F2 C F.
Se verá que F es un semiorden.
(5i) Como F D F_1 = 0, F es irreflexiva.
(¿>2) Si xy G F/\zw G F entonces xy G Fhzw G F. Dado que G no tiene 
a Z4 como subgrafo inducido se tiene xw G F V yz 6 F V yw G E V xz G F.
Si xw 6 F = F U F-1 A xw <£ F luego xw G F-1 entonces wx G F pero 
como xy, zw G F y F es transitiva se tiene zy G F.
En los casos en que yz G F, yw G F o xz G F la demostración es análoga.
(S3) Si xy G F A yz G F, por la transitividad de F, xz G F luego 
xy, yz, xz G F. Como Fj3 no puede ser un subgrafo inducido de G, entonces 
se tiene xw G F V wz G F V wy G F.
Si xw G F A xw F entonces xw G F-1 luego wx G F. Como xz G F y 
F es transitiva, wz G F.
En los casos en que wz G F o wy G F la demostración es análoga.
b) —> c) Inmediato.
c) —> d) Si P es un semiorden sobre V, sea u : V —> IR su función de 
utilidad. Dado que F = P U P-1, xy G F si y sólo si xy P A xy P-1,
luego por ser u la función de utilidad de (V, P) se tiene:
u(x) < u(y) 4- 8 y 1/(1/) < u(x) + 8 <=> u(y) — 8 < u(x) < u(y) 4- 8 O 
—8 < u(x) — u(y) < 8 O |u(z) — u(y)| < 8.
Luego u' = u/8 satisface d).
d) —> a) Sea u la función que satisface d). Como V es un conjunto finito 
es posible encontrar un 8 0 < 8 < 1 tal que para todo par x,y de vértices de 
V: xy G F si y sólo si |u(x) — u(t/)| < 8
Si se asigna a cada x el intervalo r(x) = [u(a:) — 8/2, u(x) 4- 8/2} se tiene:
r(x) D r(í/) 0 <=> |u(a:) — w(y)| < 8 <=> xy G F.
Luego r es una representación de G y G es un grafo de intervalos cons­
tantes y por el Teorema 1.2.2 es un grafo de intervalos propios. □
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Por subgrafos prohibidos
Roberts en [28] encuentra una caracterización de los gratos de intervalos 
propios por subgrafos inducidos excluidos. Una prueba más simple se obtiene 
usando el Teorema 1.2.8 y la caracterización de grafos de intervalos dada por 
Lekkerkerker y Boland [22]: Un grafo G es un grafo de intervalos si y sólo si 
no contiene ningún miembro de F (ver Fig. 4) como subgrafo inducido.
Fig. 4: Colección de grafos prohibidos F.
Luego excluyendo los miembros de F que tienen a /í]3 como subgrafo 
inducido se tiene el mencionado Teorema de Roberts.
Teorema 1.2.22 G es un grafo de intervalos propios si y sólo si no contiene 
a ningún grafo de la Fig. 5 como subgrafo inducido.
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Fig. 5 : Colección de subgrafos prohibidos para grafos de intervalos pro­
pios.
Un grafo G es cordal si todo ciclo de G, de longitud mayor o igual a 4, 
tiene alguna cuerda (esto es una arista de vértices no consecutivos del ciclo).
El siguiente Corolario se deduce inmediatamante de este Teorema y de la 
definición de grafo cordal.
Corolario 1.2.23 Si G es un grafo cordal entonces G es un grafo de inter­
valos propios si y sólo si no contiene a ningún grafo de la Fig. 5.a. como 
subgrafo inducido.
Por propiedades de sus matrices
A) Cliques vs. Vértices
Como antes se denota CV(G) a la matriz cliques vs. vértices de G.
Teorema 1.2.24 Sea G es un grafo, las siguientes proposiciones son equiv­
alentes:
а) G es un grafo de intervalos propios.
б) Existe un ordenamiento de los cliques de G y uno de los vértices de 
G tal que CV(G) tiene la propiedad de unos consecutivos por filas y por 
columnas.
c) Existe un ordenamiento de los vértices de G tal que CV[G) tiene la 
propiedad de unos consecutivos por filas.
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Demostración: a) —> b) Sea G un grafo de intervalos propios y a un 
orden compatible con G. Por el Teorema 1.2.5, los diques de G son intervalos 
de V(G) con respecto al orden a. Sean Ci — [u,-,vt], i = ¿,...,m, los diques 
de G. Dado que Ci / Cj <=> u, Uj, es posible definir un orden sobre los 
diques de G asi: Ci < Cj O
Ordenando las filas y las columnas de la matiz CV(G) con < y a respec­
tivamente, resulta que CV(G) tiene la propiedad de unos consecutivos por 
filas y por columnas.
b) —> c) Obvio.
c) —> a) Sea a un orden sobre V(G) tal que CV(G) tiene la propiedad 
de unos consecutivos por filas. Luego los diques de G son intervalos con 
respecto a a y por el Teorema 1.2.5, G es un grafo de intervalos propios. □
B) Adyacencia
La matriz de adyacencia de un grafo G es la matriz de nxn A(G} — (aij)
con
si ViVj 6 E(G)
si no
En general una matriz simétrica cuadrada tiene la forma
Robinson si sus valores decrecen desde la diagonal principal, es decir si i 
y j son dos enteros tales que 1 < i < j < n, se cumple:
aij > a»(J+i) Y aij —
Teorema 1.2.25 Un grafo G es de intervalos propios si y sólo si existe un 
orden total a, sobre V(G), tal que A((7) con sus filas y columnas ordenadas 
por a, tiene la forma Robinson.
Demostración: Sea G un grafo de intervalos propios y v\av2a...oivn los 
vértices de G ordenados por a, un orden compatible con G (Teorema 1.2.4).
Sean i y j enteros tales que 1 < i < j• < n. Si aqj+i) = 1 entonces 
ViVj+i E E(G), dado que a es un orden compatible con G y se
tiene que € E(G) con lo cual = 1. Análogamente se prueba la otra 
desigualdad.
Recíprocamente si existe un orden a en las condiciones del Teorema, sean 
Vj y vk tres vértices de G tales que ViavjCtvk. Si ViVk € E(G) luego üik — 1 
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con lo cual atJ = 1 y = 1. Por lo tanto a es un orden compatible con G 
y G es un grafo de intervalos propios. □
C) Vecinos
La matriz de vecinos N(G) de un grafo G es la matriz de adjacencia de 
G con unos en la diagonal principal.
El siguiente resultado se deduce inmediatamente del anterior.
Teorema 1.2.26 Un grafo G es de intervalos propios si y sólo si existe un 
orden total sobre V(G) tal que N(G) tiene la propiedad de unos consecutivos 
por columnas.
Por triple astral y triple asteroidal
Tres vértices de un grafo G forman un triple asteroidal si, entre cualesquiera 
dos de ellos, existe un camino P en G tal que ningún vértice de P es adyacente 
al tercer vértice del triple.
Tres vértices de un grafo G forman un triple astral si, entre cualesquiera 
dos de ellos, existe un camino P en G tal que el tercer vértice del triple no 
está en P y nunca vértices consecutivos de P son adyacentes a él.
Teorema 1.2.27 (Lekkerkerker-Boland)[22] Un grafo G es de intervalos si 
y sólo si G es cordal y no contiene triples asteroidales.
Como se definió anteriormente, sea N(G) la matriz de vecinos del grafo 
G. Se asocia a N(G) el grafo bipartido no orientado Bn(q) cuyo conjunto 
de vértices es Vi U V2, donde Vi = {vj, vj,..., t¿} y V2 = {v?, ..., v*}, y
v/vj G E(BN(g)) si y sólo si = 1.
Tucker [34] muestra que una matriz de ceros y unos tiene la propiedad de 
unos consecutivos por columnas si y sólo si su grafo bipartido asociado no 
contiene ningún triple asteroidal.
Por la caracterización dada en 1.2.26 es evidente que:
Teorema 1.2.28 Un grafo G es de intervalos propios si y sólo si no
tiene triples asteroidales.
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Jackowski [18] prueba que todo triple astral de G puede ser transformado 
en un triple asteroidal de
Por otro lado si G no es cordal entonces G contiene algún ciclo sin cuerdas 
de longitud al menos 4, luego 3 vértices diferentes cualquiera del ciclo forman 
un triple astral.
Teorema 1.2.29 (Jackowski [18]) Un grajo G es de intervalos propios si y 
sólo si G no contiene triples astrales.
Demostración: Si G contiene un triple astral entonces Bjv(g) contiene 
un triple asteroidal. Luego, por el Teorema anterior, G no es un grafo de 
intervalos propios.
Recíprocamente si G no contiene triples astrales entonces es cordal. Por 
otro lado ninguno de los grafos de la Fig. 5.a puede ser subgrafo inducido de 
G, ya que cada uno de ellos contiene un triple astral. Luego por el Corolario 
1.2.23 G es un grafo de intervalos propios. □
1.3 Radio y centro
Sea G un grafo conexo y d la distancia en G.
La excentricidad e(v) de un vértice v de G es max{d(u, v), u 6 V((7)}.
El radio r(G) y el diámetro d(G) son, respectivamente, la mínima y la 
máxima excentricidad.
El centro de G es el conjunto de todos los vértices v tales que e(v) = r(G).
En el siguiente teorema G es un grafo de intervalos propios y a un orden 
compatible con G. Sean i = l,...,m, los diques de G (intervalos de
(F(G’),O')) tales que i < j implica iítauj.
Teorema 1.3.1 Si G es un grafo de intervalos propios conexo entonces:
1) r(G') = min{e(u¡); i = 1, ...,m} = i = 1, ...,m}.
2) El cento de G es el intervalo [a, 6] donde
a = min{iii;e(ui) = r((7),¿ = l,...,m) y
b = max{ví; e(vt) = r((7), i = 1, ...,m}
(min y max respecto del orden a).
3) d(G) = d(ui,uín).
Primero se probarán los siguientes lemas.
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Lema 1.3.2 Para todo v G V(G), e(v) = max{d(v, i¿i), d(v, vm)}.
Demostración: Si a: € V(G) y u^axav entonces, por d) del Teorema 
1.2.14, d(x,v) < d(ui,v). Análogamente si vaxavm, d(x,v) < d(v,vm). 
Luego el resultado sigue de la definición de excentricidad. □
Lema 1.3.3 El centro de G es un intervalo de (V(G),a).
Demostración: Sean x,y,z vértices de G tales que xayaz y x,z están 
en el centro de G. Luego, dado que d es una disimilaridad piramidal, 
d(i/,ui) < d(ui,z) < e(z} y d(y,vm) < d(x,vm) < e(x). Con lo cual 
e(r/) < max{e(x), e(^)}, entonces y es un vértice del centro de G. Esto 
prueba que el centro de G es un intetvalo respecto del oden a. □
Lema 1.3.4 Si z es un elemento del centro de G luego existen y Vj en el 
centro de G tales que Uiazavj.
Demostración: Sea x el vértice adyacente a z en un camino mínimo de 
u\ a z y sea Cj = [uj, vj un dique que contiene a x y z.
Dado que x es adyacente a Vj, existe un camino de «i a Vj de longitud 
d(ui,z). Entonces d(ui,Vj) < d(i¿i,z). Como d es una disimilaridad pirami­
dal, d(vj,vm) < d(z,vm). Por el Lema 1.3.2, e(v¿) < e(^), luego Vj está en el 
centro de G.
El mismo razonamiento muestra que existe un dique Ct = [u¿, vj tal que 
z G Ci y Ui es un elemento del centro de G. □
Demostración del Teorema: Por el Lema 1.3.4, r(G) = min{e(ui), i = 
l,...,m} = min{e(vi), i = l,...m}. El intervalo [a,6] está contenido en el 
centro de G por el Lema 1.3.3.
Recíprocamente, sea z un elemento del centro de G, luego existen u, y 
Vj en el centro de G tales que zavj (Lema 1.3.4). Como aaui y Vjab se 
tiene la parte 2) del Teorema.
La parte 3) del Teorema se deduce del Lema 1.3.2 y del hecho que d es 
piramidal. □
En [20] se prueba que si G es un grafo conexo cordal entonces
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(*) ld(G) < r(G) < (|d(G)) + 1.
En el caso de gratos de intervalos propios se tiene el siguiente resultado.
Teorema 1.3.5 Sea G un grafo de intervalos propios conexo luego r(G) = 
\d(G} si d(G) es par y r(G) = d(G)+1- si d(G) es impar.
Demostración: Si d(G) es impar el resultado sigue directamente de (*).
En el otro caso, sea v el punto medio de un camino mínimo de Ui a vm. 
Por el Teorema anterior e(v) = \d(G) entonces la desigualdad (*) implica 
que r(v) = □
1.4 P lanar idad
Teorema 1.4.1 Un grafo de intervalos propios G es planar si y sólo si todo 
clique de G tiene a lo sumo 4 vértices.
Demostración: Por el Teorema de Kuratowski la condición es nece­
saria. Sea G es un grato de intervalos propios cuyos diques tienen a lo sumo 
4 vértices. Los diques de G son intervalos de un orden total sobre V(G) 
(Teorema 1.2.5) y se notarán Ci, C2,..., Cm suponiendo que están ordenados 
de acuerdo con sus extremos izquierdos. Sin pérdida de generalidad se puede 
suponer que G es biconexo, luego |<7t- A | > 2 para todo i = 1, ...,m — 1.
Sea (7,, « = 1, ...,m — 1, el subgrato de G inducido por C\ U ... U C¿. Se 
probará, por inducción sobre m, que para todo ¿, 1 < ¿ < m, (7t es un grato 
planar y que existe una inmersión plana Gi de Gi tal que Ci A Cí+i está 
contenido en la cara exterior de Gi.
Obviamente vale para i = 1. Se supone verdadero para ¿, 1 < i < m — 1, 
entonces Ct+i puede sumergirse en una cara de (7,, obteniendo una inmersión 
plana G,+i de <7¿+i-
Si (7í+i A(7t+2 no está contenido en ninguna cara de G\+i entonces |(7f+i A 
^«4-2! = 3. Con lo cual (7t+i = C¿+2 = K4. La única posibilidad es que 
Cí+i A Ci+2 C Ci, pero esto es imposible dado que Ci A (7t+i A está 
contenido propiamente en C*í+i A C7+2-
De la validéz de la afirmación para m — 1 se puede construir una inmersión 
plana de Gm = G como se hizo para <7t-_|_i.
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1.5 Un problema de aplicación
Dado un conjunto de individuos X y una disimilaridad D : X x X —> iR+, 
se quiere obtener una clasificación de X en grupos. Esta clasificación debe 
tener la propiedad de reflejar, lo más fielmente posible, la información pro­
porcionada por D, pero además debe ser factible su visualización.
En [6] aparecen las jerarquías indexadas (fenogramas para la Taxonomía 
numérica [5] ) como un modo de clasificación en el cual dos clases son disjun­
tas entre sí o una contiene a la otra. El Teorema de Benzecrí (1965)(ver [6]) 
define una biyección entre las jerarquías indexadas y las ultramétricas, pro­
porcionando una herramienta para evaluar la distorción de la representación 
jerárquica. Más precisamente, siendo (77, Ó) una jerarquía indexada y u la 
ultramétrica que le corresponde por la biyección, el error cometido al re­
presentar D por (//, Ó) se evalúa como la “distancia” entre D y u. Dicha 
distancia entre funciones puede ser definida de distintas maneras, aquí se 
usará A(D,u) = |E(x)!z)eXxX \D(x,y) - u(x,y)\.
El problema de optimización jerárquica puede ahora transformarse en de­
terminar una ultramétrica que minimice A. La complejidad de este problema 
fue estudiada por Krivanek y Moravek [19] quienes han encontrado que es 
NP-Hard.
Por otro lado el mismo problema restringido a las ultramétricas u tales 
que u < D (esto es u(x,y) < D(x, y) para todo (x,y) 6 XxX) es polinomial 
[6]-
Extendiendo la idea de las jerarqías indexadas, Diday [7] introduce las 
pirámides en las cuales dos clases pueden cortarse bien. El Teorema de 
Benzecrí también es extendido por Diday que encuentra una biyección en­
tre pirámides débilmente indexadas y disimilaridades piramidales (1.2.13). 
Ahora el problema de clasificación piramidal es encontrar una disimilaridad 
piramidal con mínima distancia a D. Este tema ha sido extensamente desa­
rrollado por A. Batbedat [1].
Por otro lado, dada una disimilaridad D sobre X y un número real A;, se 
define el grafo G[)(k) con vértices en el conjunto X y xy € E^Go^k)) Y 
sólo si D(x,y) < k. El siguiente teorema es inmediato.
Teorema 1.5.1 Si D y F son dos disimilaridades sobre X tales que D < F 
(orden usual de funciones) entonces para todo número real k, Gf(E) es un 
subgrafo inducido de Go{k\
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El siguiente teorema muestra la relación entre disimilaridades piramidales 
y grafos de intervalos propios. Su demostración es escencialmente la de la 
Proposición 8 de [7]. También Roberts demuestra este teorema en el contexto 
de matrices permutables a la forma Robinson [29].
Teorema 1.5.2 Sea D una disimilaridad sobre X. Entonces D es piramidal 
si y sólo si existe un orden total a sobre X tal que, para todo número real k, 
Gd(E) es un grafo de intervalos propios compatible con a.
Demostración: Sea D una disimilaridad piramidal, luego existe un or­
den a tal que si xayaz entonces D(x,z) > max{D(x,y), D(y, z)). Sea k 
un número real, se verá que G[j(k) es compatible con a. Si xz G E^Gník)) 
entonces D(x,z) < k luego D(x,y) < k y D(y,z} < k con lo cual xy,yz G 
E(GD(k)).
Recíprocamente se supone que para todo k G 7R+, Go{k} es un grafo 
de intervalos propios compatible con a. Sean x,y,z tres elementos de X 
tales que xayaz, luego si k = 7?(x,z) entonces xz G E(GT>(A;)) con lo cual 
xy,yz € E(Gv(ky). De aquí D(x,y) < k y D(y,z) < k entonces D(x,z) > 
max{D(x,y), D(y,z)} y D es piramidal. □
Por analogía con los grafos de intervalos propios, si D es una disimilaridad 
piramidal y a es un orden tal que xayaz implica D(x,y) > max{D(x, y), 
D(y,z)}, se dirá que D es compatible con a.
Por otro lado el conjunto de las disimilaridades sobre X, dotado del orden 
< de funciones, es un reticulado y el conjunto de disimilaridades piramidales 
compatibles con un orden fijo a es un subreticulado.
Si D es una disimilaridad cualquiera, se notará con Id (resp. Sd) al 
conjunto de disimilaridades piramidales p tales que p < D (resp. p > D) y 
con (resp. 5g) al subconjunto de aquellas que son compatibles con a.
Sean pQ y Pa las siguientes disimilaridades sobre X, para todo x,y G 
X x X tales que xay,
pa(x, y) = min{D(x', y'); x'ax A yay'; x',y' G X] y
Pa(a:,y) = max{D(x',y');xax' h y'ay\x',y' € X}
El siguiente resultado aparece en el cuaderno P de [1] en donde además 
se da un algoritmo para calcular pa y Pa.
Teorema 1.5.3 pa es el máximo de If} y Pa es el mínimo de Sp.
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Demostración: Por las definiciones es obvio que pa < D, D < Pa y que 
Pa y Pa son disimilaridades piramidales compatibles con a. Se mostrará que 
para todo p € Id se tiene p < pa. Sean x,y G X tales que xay, luego para 
todo x', y' G X con x'ax e y ay' se tiene, dado que p es piramidal compatible 
con a, p(x,y) < p(x,y') < p(x',y') con lo cual p(x,y) < pa(x,y).
Análogamente se prueba que para todo p G < p. □
Corolario 1.5.4 Si pa (resp. Pa) es compatible con algún /3, orden total 
sobre X, entonces pa < pp (resp. Pp < Pa).
Demostración: Por sus definiciones, pa G Ijj y Pa G Sp- Entonces, por 
el teorema anterior, pa < pp y Pp < Pa- □
Dada una disimilaridad D sobre X, el problema de aproximación inferior 
(resp. superior) por disimilaridades piramidales es encontrar una disimilar­
idad piramidal p que minimice A(p, D), entre aquellos que pertenecen a Id 
(resp. Sd\
Por el teorema anterior, las disimilaridades piramidales óptimas serán de 
la forma pa y Pp para a y f) órdenes totales sobre X.
Se llamará API y APS a las versiones de decisión de los problemas 
anteriores, esto es, siguiendo la formulación de [10]:
API (resp. APS)’.
Instancia: D una disimilaridad sobte X y k un entero no negativo. 
Pregunta:¿Existe una disimilaridad piramidal p sobre X, p < D (resp. 
p > D) tal que A(p, D) < kl
Se probará que los problemas AGREGAR y SUPRIMIR [35] en grafos 
de intervalos propios, que se describirán a continuación, se transforman en 
API y APS respectivamente.
AGREGAR (resp. SUPRIMIR) en grafos de intervalos propios:
Instancia: G = (X, E) un grafo y un entero no negativo.
Pregunta:¿Existe E\ E C E' (resp. E' C E) tal que \E' — jE| < k (resp. 
|2? — E'\ < k) y el grafo G' = (X, E') es un grafo de intervalos propios?
Sea f la función cuyo domonio son las instancias de AGREGAR y cuyo 
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codominio son las instancias de API. La función f asigna a un grafo G = 
(X, E) la disimilaridad g sobre X definida así:
y a & lo deja invariante.
Es fácil ver que f puede ser computada en tiempo polinomial.
Sea G = (X,E) y k una instancia SI de AGREGAR. Luego existe E' 
tal que E C E', \E' — E\ < k y G' = (X, E') es un grafo de intervalos 
propios. A partir de G' puede definirse, análogamente a lo hecho a partir 
de G, una disimilaridad p sobre X. Esta disimilaridad es piramidal debido 
al resultado obtenido en el Teorema 1.5.2, además es obvio que p < g y que 
A(p,g) = \E' — E\ < k. Luego g, k es una instancia SI de API.
Recíprocamente, se supone que p es una disimilaridad piramidal tal que 
p < g y A^g) < k, donde g = f(G) con G = (X, E). Sea a un orden total 
sobre X compatible con p. Por el Teorema 1.5.3, p < pa < g y por el Teorema 
1.5.2 el grafo G’ = (7po(l) es un grafo de intervalos propios. A su vez el grafo 
G = G¿(1) es un subgrafo inducido de G' (Teorema 1.5.1). Dado que pa sólo 
toma valores en {0,1,2} se tiene que |E(G") — E\ = A(pa,^) < A(p,</) < k.
El mismo razonamiento muestra que el problema SUPRIMIR en grafos 
de intervalos propios se transforma en APS.
Para evaluar la complejidad de SUPRIMIR se usará el problema de 
existencia de camino hamiltoniano restringido a grafos sin triángulos. Este 
problema se notará CIIst y su especificación es:
Instancia: G = (X, E) un grafo sin triángulos.
Pregunta: ¿Contiene G un camino hamiltoniano?
El problema CHst es NP-Completo ya que es más general que el de 
existencia de camino hamiltoniano restringido a grafos bipartidos que es NP- 
Completo [10].
Se probará que CHst se transforma en SUPRIMIR.
Sea f la función délas instancias de CHst en, las instancias de SU PRI MIR, 
la cual asigna a cada grafo G = (X, E) el mismo grafo acompañado del entero 
k = m — n + 1, donde m = |E\ y n = |X|.
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Sea G — (X,E) una instancia SI de CHst, luego existe un camino 
hamiltoniano L de G. El camino L es un grafo de intervalos propios (ya que 
todo camino lo es) y si E' = E(L) entonces \E — E'\ = m — (n — l) = fc. Con 
lo cual G, k es una instancia SI de SUPRIMIR.
Recíprocamente sea G = (X, E), k = m — n + 1 un par de la imagen de 
f que es una instancia SI de SUPRIMIR. Luego G no tiene triángulos y 
existe G' = (X, E') subgrafo de G tal que G' es un grafo de intervalos propios 
y — E'\ < m — n + 1. Por el Teorema 1.2.22 , G' no tiene ciclos ni A43 
como subgrafos inducidos. Luego G' es un conjunto de caminos disjuntos. 
Dado que |E"| > n — 1, se tiene que |JE7Z| = n — 1, con lo cual G' es un camino 
hamiltoniano de G. Esto prueba que G es una instancia SI de CHst-
Usando las transformaciones de CHst en SUPRIMIR y de SUPRIMIR 
en APS se tiene que APS es NP-Completo, con lo cual queda probado el 
siguiente resultado.
Teorema 1.5.5 El problema de aproximación superior por índices pirami­
dales es NP-Hard.
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Capítulo 2
Grafos de intervalos propios 
mínimos
Los resultados de este capítulo aparecen en [13]. Se prueba que si G es un 
grafo de intervalos propios entonces | V((7)| > 2c((7) — c(/<(G?)) siendo c((7) 
el número de diques de G y K la aplicación que a cada grafo asigna su grafo 
de diques (es decir, el grafo cuyos vértices son los diques de G y dos diques 
son adyacentes si y sólo si tienen intersección no vacía). Si la igualdad vale 
se dice que G es un grafo de intervalos propios mínimo.
En la sección 2.2 se prueba que la aplicación K de la clase de los grafos 
de intervalos propios mínimos en la clase de los grafos de intervalos propios 
es biyectiva (salvo isomorfismos).
En la sección 2.3 se encuentra la mayor clase dique-cerrada E (/<(E) = E) 
contenida en la unión de la clase de los grafos de intervalos propios mínimos 
conexos y la de los grafos completos.
Por último, en la sección 2.4 se determina el número de grafos de inter­
valos propios mínimos conexos con n vértices.
2.1 Generalidades
Sea G un grafo de intervalos propios y r una representación propia de G. 
Como en el capítulo anterior, se llamará Ext(r) al conjunto de extremos de 
los intervalos de la imagen de r.
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Teorema 2.1.1 Si G es un grafo de intervalos propios entonces min{|Ea:¿(r)|; 
r representación propia de G} = 2|V((7)| — c(G).
Demostración: Sea r una representación propia de G. Se supone que 
Ui,...,vn es un orden sobre V((7) tal que, para todo ¿ , ¿ = l,...,n , r(v¡) = 
[<z«, 6«], con a, < si i < k.
La única igualdad posible entre dos puntos extremos de los intervalos 
[a,-, bi],i = 1, ...n, es de la forma 6, = aj con i < j (la igualdad vale sólo para 
vértices aislados). En este caso el conjunto {vt, v¡+i,..., vj} es un dique de 
G. Luego, |Ea;/(r)| > 2|V((7)| — c(G) .
Es evidente que es posible modificar r de modo que a cada dique de 
G corresponda una igualdad de puntos extremos, luego el Teorema queda 
demostrado. □
Teniendo en cuenta este Teorema, una representación propia, de un grafo 
de intervalos propios G, se llamará mínima si el número de puntos extremos 
de sus intervalos es 2| V((7)|—c(G). El algoritmo del Teorema 1.2.10 construye 
una representación mínima de G a partir de la representación F-G de G.
Sea G un grafo de intervalos propios y vi < ... < vn un orden compatible 
con G. Por el Teorema 1.2.5 cada dique de G es un intervalo [ut-,Vj] .Luego 
I<(G) (1.2.17) es también un grafo de intervalos propios, asignando a cada 
[v,-,Vj] el intervalo real Se dirá que [v,-, vj] —* [¿,j] es la representación
propia de /Í(G) inducida por el orden Vi < ... < vn.
Teorema 2.1.2 Si G es un grafo de intervalos propios y R es una rep­
resentación propia de K(G) inducida por un orden compatible sobre V(G) 
entonces |V(G)| > |Ez/(/?)| > 2c((7) — c(/í(G)).
Demostración: Dado que R es una representación inducida de K(G) se 
tiene que ^(G)! > |Ext(R)| y |Ex¿(B)| > 2c(G) — c(/<(G')) por el Teorema 
anterior. □
Definición 2.1.3 Un grafo de intervalos propios es mínimo si
|V(G)| = 2C(G)-c(A'(G)).
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Roberts en [27] define la siguiente relación de equivalencia E, sobre los 
vértices de un grafo G : xEy si y sólo si xy € E(G} y (yz)(xz G E(G} 
yz G E(Gf). El grafo cociente es denotado por (7* y G es reducido si G — (7*. 
El siguiente Teorema fue probado por Roberts en [27].
Teorema 2.1.4 Un grafo de intervalos propios conexo reducido y no trivial 
tiene exactamente dos ordenes compatibles, uno el inverso del otro.
Teorema 2.1.5 Un grafo de intervalos propios G es mínimo si y sólo si G 
es reducido y, para algún orden compatible sobre V(G), todo vértice de G es 
el primero o el último elemento de un etique de G.
Demostración: Es fácil ver que para todo grafo S,K(S) = K(S*).
Sea G un grafo de intervalos propios mínimo. Dado que G* es isomorfo 
a un subgrafo inducido de G, G* es también un grafo de intervalos propios. 
Luego |V((7*)| > 2c((7*)—c(/í(<7*)) = 2c(G)-c(K(Gf) = |V((7)|. Entonces, 
| = | V((7)|, con lo cual G es reducido.
Sea R una representación propia de K(G) inducida por un orden com­
patible sobre V'(G). Por el Teorema 2.1.2 , |V((7)| = |Exí(R)| que es lo que 
se faltaba demostrar.
Recíprocamente, sea G un grafo cumpliendo las hipótesis del Teorema. 
Sea {Ci, ...Cm} un dique de K(G). Como G es reducido por hipótesis, |Ci A 
... n (7m| < 1. Dado que los diques de G son intervalos (con respecto a un 
orden compatible) y que para todo i,j Ci A Cj / 0, la intersección total 
es no vacía. Entonces |Cí A ... A Cm[ = 1. Luego, toda representación R 
de K(G) inducida por un orden compatible sobre V((7) es mínima (ver la 
demostración del Teorema 2.1.1), es decir |E\r/(R)| = 2c((7) — c(K(G)). Pero 
V(G) = Ext(R), luego G es mínimo. □
La Figura 6.a) muestra un grafo de intervalos propios reducido pero no 
mínimo.
2.2 Resultado Principal
En el Corolario 1.2.19 se ha probado que la aplicación dique K restringida a 
los grafos de intervalos propios es una suryección sobre sobre la clase de los
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grafos de intervalos propios (más aún, por el Teorema 1.2.18, los grafos de 
intervalos propios son los grafos de diques de los grafos de intervalos) pero 
no es inyectiva, como se muestra en la Figura 6.
Fig.6. Dos grafos de intervalos propios reducidos con el mismo
grafo de diques.
Teorema 2.2.1 La aplicación K restringida a la clase de los grafos de in­
tervalos propios mínimos es una biyección (salvo isomorfismos) sobre la clase 
de los grafos de intervalos propios.
Se verán algunos resultados preliminares.
Sea r una representeción propia de un grafo de intervalos propios G. 
Como en la demostración del Teorema 1.2.18 se define el grafo H(r) así 
V(77(r)) = Ext(r) y para distintos vértices x,y,xy E E(H(r)) si y sólo si 
existe v € V((7) tal que x,y € r(v).
El siguiente Lema muestra algunas propiedades del grafo H(r).
Lema 2.2.2 1) Sea G un grafo de intervalos propios. Si r es una repre­
sentación propia de G entonces H(r) es un grafo de intervalos propios tal 
que K(H(r)) ~ G . Más aún, r es una representación propia mínima de G 
si y sólo si H(r) es un grafo de intervalos propios mínimo.
2) Si S es un grafo de intervalos propios mínimo, entonces existe una 
representación propia mínima s de K(S) tal que H(s) ~ S.
3) Si s y t son representaciones propias mínimas de un grafo de intervalos 
propios G, entonces H(s) ~ H(t).
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Demostración: 1) Dado que r una representación propia, la familia de 
los diques de 7/(r) es (r(v) A £?3;í(r))vGy(G) y dos diques (r(u) A Ext(r)) 
y (r(v) A Ext(r)) son adyacentes en /<"(//(?')) si y sólo si r(u) A r(v) 0 . 
Luego y G son isomorfos.
Más aún, por el Teorema 1.2.5, /7(r) es un grafo de intervalos propios, ya 
que sus diques son intervalos considerando a Ext^r^ ordenado por el orden 
usual de los números reales.
Además r es una representación propia mínima de G si y sólo si 
|Ez¿(r) = 2|V(G?)| — c(G) y dado que /<(//(r)) y G son isomorfos, 
\Ext(r)\ = 2\V(K(H(r)))\ - luego V(H(r)) = 2c(H(r)) -
c(/<(7f(r))) con lo cual es mínimo y 1) queda probado.
2) Sea s una representación propia de K(S) inducida por un orden com­
patible sobre V(S). Luego H(s) es un subgrafo inducido de S. Por el Teo­
rema 2.1.2, |V(S)| = |Ex¿(s)| = |V(//(s))|, lo cual implica que H(s) ~ S. 
Además del punto 1) se tiene que s es una representación mínima.
3) Se supone que G es conexo (en el caso general estudia cada compo­
nente).
Sea Vi < v2 < ... < vn un orden sobre V(G) tal que, para todo ¿,¿ = 
1, ...,n, s(v,) = [a,,6t] con at < ak si i < k. Luego, Vi < v2 < ... < vn es un 
orden compatible con G (ver la demostración del Teorema 1.2.5).
Sean [ci, ¿i],..., [cn, dn] los intervalos de la imagen de t ordenados también 
por sus extremos izquierdos y sea Vfci....Vfcn orden compatible sobre V(G*) tal 
que t(yki) = [c,-,dt],¿ = l,...,n.
Las clases de equivalencia de la relación E, definida anteriormente, son 
intervalos de cualquier orden compatible sobre V(G) .
Por el Teorema 2.1.4, se puede suponer, sin perder generalidad, que el 
orden de las clases de equivalencia es el mismo tanto cuando es inducido por 
sus representantes en la secuencia vi,..., vn como en vki,..., vkn (si no es así , 
cambiar t por la representación v —> [—?/, — a:], donde í(v) = [a?,y]).
La biyección h sobre V(G) dada por /i(v¿) = vki es entonces una per­
mutación sobre cada clase de equivalencia. Luego, t' = t o h es una re­
presentación propia mínima de G tal que //(/) = H(t') y, para todo v,- E 
V(G),t'(vi) = [c,-,dtj.
Se define la función f : Ext(s) —> Ext(t') by
/(<*») = c, y f(bi) = di .
La función f está bien definida ya que si = aj , con i < j, los intervalos 
s(vt), s(vt+i), ...,s(vj) representan los vértices de un dique C de G. Entonces 
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t'(v,t'(vj) también representan los vértices of C. Luego, por ser t' una 
representación propia mínima (ver la demostración del Teorema 2.1.1), d{ = 
Cj . Del mismo modo, intercambiando s y P, puede probarse que = Cj 
implica bi = aj. Luego f es inyectiva y dado que |Ez/(.s)| = |Ext(t')| se tiene 
que f es biyectiva.
Para ver que f preserva las adyacencias se probará que si x G Ext(s) 
entonces x G [at-, bi] si y sólo si f(x) G [ct-,dt], para todo i = 1, ...,n. Sea j > i 
entonces x = cij v¡Vj G E(G) <-> Cj G [c,-, d,] y análogamente si x = bj.
Luego si x,y G Ext(s):, xy G E(H(s)) si y sólo si f(x)f(y) 6 E(H(t')), 
con lo cual //(ó) _ Pero H(t) = H(t') entonces H(s) ~ H(t). □
Demostración del Teorema 2.2.1. Sea G un grafo de intervalos propios y 
r a una representación propia mínima de G. Por 1) del Lema 2.2.2 M — H(r\ 
es un grafo de intervalos propios mínimo tal que K(M) ~ G .
Sean S y T grafos de intervalos propios mínimos y h un isomorfismo 
de K(S) en K(T). Por 2) del Lema 2.2.2 existen representaciones propias 
mínimas s y t, de A'(S) y K(T) respectivamente, tales que H(s) ~ S y 
~ T. Es claro que t o h es una representación propia mínima de A'(S'). 
Luego, por 3) del Lema 2.2.2, H(s) ~ H(t oh) = H(t). □
2.3 Una clase clique-cerrada
Una clase II de grafos es clique-cerrada [17] si A'(n) = {Ar(Gr); G E 11} = II.
Como se ha probado en el Corolario 1.2.19 la clase de los grafos de inter­
valos propios es clique-cerrada.
Para un grafo G cualquiera, Hedman [17] denota K(K(G)) por I(2(G), y 
en general, K(Kn~y ((7)) = An((7). Además prueba que para cualquier grafo 
de intervalos propios conexo y no trivial (7, vale que |V(G')| > |V’(/<(G?))|. 
Esto le permite definir el índice de G como el menor entero positivo n tal 
que Kn(G) es un grafo trivial. Luego, toda clase clique-cerrada que contenga 
grafos de intervalos propios debe intersectar a la clase de los grafos completos.
Sea Q la clase de los grafos de intervalos propios mínimos y conexos unión 
la clase de los grafos completos. El grafo de la Fig. 6 b) es mínimo pero su 
grafo de diques es K4 — {una arista}, lo cual muestra que Q no es dique 
cerrada. Hedman [17] asegura que son muy pocas las clases de grafos clique- 
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cerradas conocidas. En lo que sigue se presentará una de ellas contenida 
propiamente en D y que además es la más grande respecto de la inclusión.
Primero se construye la secuencia de gratos (G'h)m>i aplicando sucesiva­
mente la inversa de la aplicación dique K de la clase de los gratos de intervalos 
propios en la clase de los gratos de intervalos propios mínimos (ver Teorema 
2.2.1), comenzando con el grato completo Kh • Se define G^ = Kh- Usando 
el algoritmo del Teorema 1.2.10 se obtiene una representación propia mínima 
de Kh y se define G% = //(r). Por el Lema 2.2.2 G2 es un grato de intervalos 
propios mínimo y /Í(G^) es isomorfo a G^. Del mismo modo se obtiene G^ 
y así sucesivamente. Es fácil ver que, para todo entero h > 1, la secuencia 
puede construirse inductivamente usando la matriz CV(G) (definida en el 
capítulo anterior) de la siguiente maneraiG'J = Kh ; la matriz CV((7™+1) 
tiene los unos de la i-ésima fila en las columnas ¿,..., i + h — 1 y se obtiene de 
CV(G™) agregándole h — 1 filas y h — 1 columnas.
Luego, para todo m > 1, los diques de G™ son isomorfos a Kh • La Fig. 
7 muestra los tres primeros gratos de la secuencia (<7™).
Fig. 7: Los tres primeros gratos de la secuencia (<7™)
Teorema 2.3.1 E = {G™,m > 1,A. > 1} es una clase clique-cerrada con­
tenida en Q. Además si II es una clase clique-cerrada y II C entonces 
n c e.
Demostración: Por construcción, S es una clase dique-cerrada con­
tenida en íl. Sea G € II, si G es completo entonces G € S. Si el índice i 
de G es 2, entonces K(G) = Kh para algún h > 2 . Luego, por el Teorema 
2.2.1, G es isomorfo a G2h con lo cual G € E. Si en cambio i > 2 entonces 
/Í,-2(G') tiene índice 2 y Kl~2(G) € E. Como K es una biyección de la 
clase de los gratos de intervalos propios en los mínimos entonces, dado que 
7f,-2(G?) es un grato de intervalos propios mínimo y /<(/ít-3(G)) = Z<*“2, se 
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tiene que 7í,-3((7) € S. Con el mismo razonamiento se prueba que los gratos 
/í,-4((7),G están en S. □
La fórmula | V(G™ )| = m(h — 1)4-1 muestra que el número de grafos de 
S con n vértices es el número de divisores n — 1.
2.4 Número de grafos de intervalos propios 
mínimos conexos
En [24] Machara enumera los grafos de intervalos propios conexos con n 
vértices usando (0, 1, )-secuencias apropiadas. Haciendo pequeñas
modificaciones es posible enumerar los grafos de intervalos propios conexos 
mínimos con n vértices.
La herramienta principal está dada por el Teorema 2.1.5.
Sea Bn el conjunto de secuencias de n elementos, n > 2, ¿i, ...,6n tal que:
(1) 6, = 0 o 6, = 1 o bi = —1, i = l,...,n.
(2) bi = 1 y bn- -1.
(3) 6i 4- ••• 4- bj > 0 para j = 1, ...,n - 1 y h 4-... 4- bn = 0.
(4) Si bi = 1 entonces 6í4-l/—l,i = l, n — 1.
Se denota con B^ al conjunto de secuencias &i,...,6n de Bn tal que bt = 
6n-«+i.
Por el Teorema 2.1.4 un grafo de intervalos propios reducido y conexo G 
tiene exactamente dos órdenes compatibles, < y >, uno el inverso del otro. 
El grafo G se llama simétrico si la biyección monótona creciente de (V(G'), <) 
en (V(G),>) es un automorfismo de G.
El siguiente lema es análogo al Lema 6 de [24] pero su demostración está 
adaptada a las definiciones y los resultados actuales. Se denota Mn al número 
de grafos de intervalos propios conexos mínimos y al número de aquellos 
que son simétricos.
Lema 2.4.1 Para n > 2 se tiene - |B‘| y Mn = |(|Bn| 4- |B„|).
Demostración: Sea An el conjunto de pares ((7, <) (salvo isomorfismos) 
siendo G un grafo de intervalos propios conexo mínimo con n vértices y < 
un orden compatible con G y sea A^ el conjunto de pares ((7, <) € An con G 
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simétrico. Dado (G, <) G An, por el resultado 2.1.5, es posible etiquetar los 
vértices de G del siguiente modo: 1 (resp. —1) si es primero (resp. último) 
y 0 si cumple con ambas condiciones.
La secuencia obtenida pertenece a Bn ya que (2) y (3) se verifican por ser 
G un grafo de intervalos propios conexo y (4) por ser reducido.
Luego queda definida una aplicación de An en Bn que es una biyeccióil de 
An — Asn en Bn — B„ y una suryección de Aan en B„ la cual asigna la misma 
secuencia sólo a los pares (C7, <) y (<7, >).
Entonces, Ma = |4J| = \Ban| y Mn = ||4n| = |(|Bn| - |B’|) + |B’| 
y el Lema queda demostrado. □
Es claro que Mi = Mf = 1 y M2 = 0. Para los otros casos se tiene el 
siguiente resultado.
Teorema 2.4.2 Para n > 2,
Qn/2,1 + ¿^k=2 \Qn/2,k ~ 9(n/2)-l,fc-l)
Q[n/2],k
si n es par
si n es impar
Mn = + Af*)
donde qm¿ esta definido por qnltk = 0 para k < 0 o k > m , 
9i,i = 92,1 = 92,2 = 1 >
qm,k = qm-i,k + qm-i,k-i + 9m-i,Jt+i - qm-2,k para m>2 y k> 0.
Demostración: Para calcular |7?n| y |/?;’| en forma inductiva, se intro­
duce el número qm,k, 0 < rn < n, de subsecuencias de Bn bi,...,bm de m 
elementos consecutivos con b\ + ... + bm = k.
Dado que el último elemento de toda secuencia de Bn es — 1, se tiene que 
|^7n| == 9n—1,1 •
Obviamente qm¿ = 0 para k < 0 o k > m y gij = 72,1 = 92,2 = L 
Como bm G {0,1,—1} y bm = 1 implica 6m_i —1, se tiene que qmyk — 
qm-\,k + 9m-i,fc-i 4- 9m-i,fc+i - qm-2,k si m > 2 y A: >'0.
Las secuencias de B^ están totalmente determinadas por los primeros [y] 
elementos y, si n es par, por la condición (4) 6a / 1. Luego el resto del 
Teorema queda probado usando el Lema anterior. □
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La siguiente tabla contiene el número ctn de grafos de intervalos propios 
conexos con n vértices, calculado por Maehara [24], y los valores de Mn y 
para n = 1,..., 10.
n 1 2 3 4 5 6 7 8 9 10
Cf n 1 1 2 4 10 26 76 232 750 2494
Mn 1 0 1 1 2 3 6 11 23 47
Man 1 0 1 1 2 2 4 5 9 12
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Capítulo 3
Grafos Arbóreos
Cuando se quiere generalizar la idea de grafos de intervalos propios se pre­
sentan distintas alternativas surgidas de cada una de las caracterizaciones 
que se han estudiado. La generalización que aquí se desarrollará se basa en 
la caracterización 1.2.5. Un grafo conexo G es arbóreo [2] si existe un árbol 
T, generador de G, tal que todo dique de G induce un subárbol de T (la 
definición se extiende a grafos no conexos).
En la sección 3.2 se obtienen caracterizaciones de los grafos arbóreos: por 
propiedades de C*, como grafo compatible con un bosque, por propiedades de 
sus diques, por grafos de intervalos propios y tres caracterizaciones métricas, 
que generalizan las obtenidas en el capítulo 1 para grafos de intervalos propios 
[14] y por la aplicación dique.
En la sección 3.3 se estudia la relación de la clase de los grafos arbóreos 
con otras clases de grafos: se prueba la inclusión de la clase de los grafos de 
intervalos en la de los arbóreos y se dan condiciones necesarias y suficientes 
para que un grafo arbóreo sea cordal(resp. de intervalos, resp. de intervalos 
propios).
3.1 Generalidades
Definición 3.1.1 Un grafo simple y conexo G es arbóreo si existe un árbol 
T, generador de G, tal que todo clique de G induce un subárbol de T (ver 
Fig. 8). Un grafo simple es arbóreo si cada una de sus componentes conexas 
lo es.
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Fig. 8 : a) Grafo arbóreo R4. b) T árbol generador de R±.
Un hipergrafo H = (X, Ei, E?,..., Em) se llama arbóreo [3] si existe un 
árbol A, con X como conjunto de vértices y tal que, para toda hiperarista 
E¿,i = A[Et] es un subgrafo conexo (o un subárbol) de A.
En [3] aparecen varias caracterizaciones de hipergrafos arbóreos. Algunas 
de ellas se darán aquí asi como las definiciones necesarias:
Dado el hipergrafo H = (X, Ei, E2,Em), su grafo de lineas (también 
llamado representativo o adjunto) L(H) es el grafo de intersección de la 
familia de hiperaristas de H.
Definición 3.1.2 Una familia (Eí)íei tiene la propiedad de Helly si para 
todo J C I se cumple la implicación:
GJxJ) (E¡ nEi/ 0) -» ni6j / 0
Teorema 3.1.3 (ver [3]) Un hipergrafo H es arbóreo si y sólo si la familia 
de sus hiperaristas tiene la propiedad de Helly y L(H) es cordal.
Luego se tiene inmediatamante el resultado siguiente:
Teorema 3.1.4 Un grafo G es arbóreo si y sólo si sus diques verifican la 
propiedad de Helly y K(G) es cordal.
Cada arista de L(H) puede ser valuada con el entero w(Et-, Ej) — |EtnEj|. 
Si F es un subgrafo parcial (no inducido) de L(H) sin ciclos (un bosque de 
LfHf), el peso de F es por definición: w(F) = Y^uEe(F) w(u).
Se llama número ciclomó,tico del hipergrafo H al entero:
m
P(H) = Y:\Ej\-\X\-wh
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donde wh es el peso de un bosque w-maximal de L(H).
Por otro lado se define el hipergrafo dual de H asi:
H* = ({E^...,Em},(E(x))xex) con E(x) = {£,; 1 < i < m,x e Ei}. 
Si H* es arbóreo se dice que H es coarbóreo. Haciendo uso del número 
ciclomático de un hipergrafo se tienen los siguientes resultados:
Teorema 3.1.5 (Acharya, Las Vergnas): Sea H un hipergrafo; pfH) — 0 si 
y sólo si H es coarbóreo.
Corolario 3.1.6 Un hipergrafo II es arbóreo si y sólo si pfH*) = 0.
Luego reconocer un hipergrafo arbóreo es simple ya que se reduce al 
problema de encontrar un árbol de peso máximo. Lamentablemente generar 
los diques de un grato G cualquiera no es sencillo. En [33] los autores dan 
un algoritmo que resuelve este problema en tiempo (?(| V(G)|| £?((?) ||c( (7) |). 
Pero ^(G)! no es polinomial.
Por otro lado los resultados mencionados anteriormente proporcionan una 
forma práctica de decidir si un hipergrafo es arbóreo y a su vez construir un 
árbol adecuado [21].
En el caso particular en que está dado un grato G y C — (V(G),C(G)) 
es el hipergrafo de sus diques, es claro que G es un grato arbóreo si y sólo 
si C es un hipergrafo arbóreo que equivale a que /z(C*) = 0. Dado que 
C* = (V(G),C'(u)vey(<7)) donde C(v) = {C\C 6 C(G),v 6 C] es evidente 
que £(C*) = G. Luego se valúan las aristas de G así: p(vw) = |G(v)n(7(w)| = 
\{C eC(C)-,v,weC}\.
Si C es un dique de G sea
z x í 1 si w G Cpc(vw) = <v ' 10 si no
Es obvio que p(v,w) = '£ceC(G)Pc(vw).
Si T es un árbol generador de G entonces
52 Pc(vw) < |C| - 1.
vwC£/(T)
Luego
XT) = 12 Hvw) = 52 II pc(vw) =52 52 pc(vw) < 
vweE(T) vwEE(T)CeC(G) CeC(G) vw£E(T)
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E (|C|-1) = E |C|-c(G).
C£C(G) CEC(G)
Por lo tanto si T es p-maximal
p(T) = E |C|-e(G)
cec(G)
y todo dique de G genera un subárbol de T. Con lo cual se tiene el siguiente 
teorema.
Teorema 3.1.7 Sea G un grafo conexo con sus aristas valuadas porp(yw) — 
|{C G C(G);v,w € C}|. G es arbóreo si y sólo si existe un árbol generador 
T p-maximal con
p(T) = E |C|-c(G).
cee(G)
3.2 Caracterizaciones
Por propiedades de C*
Definición 3.2.1 Sea G un grafo conexo, se dirá que la familia C*(G) = 
(C(u))vGv(g) es árbol-Helly si existe un árbol T generador de G tal que si 
v,z,w son tres vértices de G y z pertenece al único camino de v a w en T 
entonces C(v) Cl C(w) C C(z).
Teorema 3.2.2 Un grafo conexo G es arbóreo si y sólo si C*(G) es una 
familia árbol-Helly.
Demostración: Si G es arbóreo existe un árbol T, generador de G, tal 
que todo dique de G induce un subárbol de T.
Sean v,z,w tres vértices de G . Si C 6 C(v) D C(w) entonces vw G C. 
Dado que C es un dique de G, C induce un subárbol de T, luego si z es un 
vértice del único camino de v a w en T, z G C con lo cual C G C(z}.
Recíprocamente si C*((7) = (C(v))v^y{G) es una familia árbol-Helly y T es 
el árbol correspondiente, se probará que todo dique de G induce un subárbol 
de T.
Sea C un dique de G y sean v, w dos elementos de C, si z es un vértice 
del único camino de v a w en T, entonces C(v) D C(w) C C(z), C G C(z), 
luego z G C. □
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Como grafo compatible con un bosque
Sea G un grafo simple conexo y T un árbol generador de G; para todo par 
de várices v y w de G se notará Tvw al conjunto de vértices del único camino 
de u a w en T.
Definición 3.2.3 Con la notación anterior. Se dice que G es compatible con 
un árbol T, generador de G, si vw E E(G) implica que para todo z distinto 
de v y w, z E Tvw se tiene que vz E E(G) y zw E E(G).
Si G no es conexo, se dirá que G es compatible con un bosque si cada una 
de sus componentes conexas es compatible con un árbol.
Teorema 3.2.4 G es arbóreo si y sólo si es compatible con un bosque.
Demostración: Sin pérdida de generalidad se puede suponer que G es 
conexo.
Si G es arbóreo entonces existe un árbol T, generador de G, tal que todo 
dique de G induce un subárbol de T. Sean v y w dos vértices de G adyacentes 
y sea z E Tvw. Existe un dique C de G tal que v, w E C, pero C induce un 
subarbol de T, luego z E C. Con lo cual vz,zw E E(G).
Recíprocamente si G es compatible con un árbol T. Sea C un dique de 
G se mostrará que C induce un subárbol de T. Sean v,w E C y z E Tvw. Si 
r E C entonces vr E E(G) y wr E E(G). Dado que T es un árbol, z E Tvr o 
z G Twr, en cualquier caso zr E E(G). Luego z es adyacente a todo vértice 
de C con lo cual z E C. □
Por propiedades de sus diques
Sea G un grafo conexo y T un árbol generador de G se notará GT al coarbol 
de G relativo a T. Es decir, V(GT) = V(G) y E(GT) = E(G) - E(T).
Lema 3.2.5 Sea T un árbol, C C V(T) y K = U(v,w)gCxC Tvw luego para 
todo k,l E K existen v,w E C tales que k,l E Tvw.
Demostración: Sean k, l E /<» se supone que k E Tvw, l E Ttz, con 
v, w,t,z E C. Dado que T es un árbol existe un único camino de w a z en T.
*Si k y l pertenecen a Twz el Lema queda demostrado.
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*Si k Twz y l G Twz entonces k, l eTvz.
*Si k G Twz y l Twz entonces k, l G Twt.
*Si k <¿TWZ y 1? Twz se tienen 2 casos:
Caso 1 Tvw A Ttz 0. Dado que T es un árbol generador de (7, los
vértices de esta intersección generan un camino de T. Luego Tvw A Ttz = Txy 
con x,y G V(T) (pueden coincidir). Sin pérdida de generalidad se puede 
suponer que x es el vértice más cercano a v y a t (ver Fig.9 a.).
*Si k G Tvx A l G Ttx entonces k,l G Tví.
*Si k G Tvx A l G Txy entonces k,l G Tvw.
Considerando k G Txy se obtienen resultados análogos.
Caso 2 Tvw C\Ttz = 0 entonces k,l G Tvt (ver Fig 9.b). □
Fig. 9
Teorema 3.2.6 Sea G arbóreo conexo, T un árbol compatible con G y GT 
el coárbol respectivo. Entonces si C es un completo de GT se tiene que 
UviweC' Tvw es un completo de G.
Demostración: Sea K = U(v,w)gCxC ?vw y sean k, l dos elementos de 
K.
Luego por el Lema anterior k,l G Tvw con v,w G C, como vw G E(GT) 
entonces vw G E(G) luego existe R, un dique de G, tal que vw G E(G). 
Como G es arbóreo y T es compatible con G, R induce un subárbol de T y 
luego k,l G R con lo cual kl G E(G). □
Del estudio de la relación entre los diques de G y los de GT surgieron los 
siguientes resultados:
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Teorema 3.2.7 Sea G arbóreo conexo, T un árbol compatible con G y GT 
el coárbol respectivo. Si K es un clique de G, K / K\ y K entonces
existe un clique C de GT tal que K — U(v,w)gcxC' Tvw.
Demostración: Como T es un árbol compatible con G entonces T[/<] es 
un subárbol de T. Sea P el conjunto de vértices pendientes de T[/<] luego P 
es un completo de G. Dado que K 7^ K1 y K / K2 entonces el subgrafo de T 
inducido por P no tiene aristas y P es un completo de GT. Sea C un clique 
de GT que contiene a P. Es inmediato que K = U(v,w)gFxP Tvw con lo cual
C U(v,w)gCxC Tvw. Por otro lado por el Teorema anterior U(v,w)gCxC Tvw 
es un completo de G. Luego K = U(v,w)eCxC Tvw que es lo que se quería 
demostrar. □
No todos los diques de GT dan lugar a diques de G, como se muestra en 
la Fig. 10, donde la arista V2V4 es un clique de GT pero {^,^1,^4} no lo es 
de G.
Fig. 10: Grafo arbóreo /Í4, T árbol compatible con K4 y GT coárbol 
respectivo.
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Sin embargo se tiene:
Teorema 3.2.8 Sea G arbóreo conexo, T un árbol compatible con G, GT el 
coárbol respectivo y P el conjunto de los vértices pendientes de T. Si C es 
un clique no trivial de GT tal que C C P entonces K = U(v,w)gCxC ^vw es 
un clique de G.
Demostración: Por el Teorema 3.2.6 K es un completo de G. Se supone 
que K no es un clique con lo cual existe z G V(G) — K adyacente a todo 
vétice de K. Sea x G C, como C C K, xz G E(G\ Dado que C no es trivial, 
C QP y z<¡2 K entonces xz E(T). Luego todo vértice de C es adyacente 
a z en GT y C U {z} es un completo de GT que contiene al clique C con lo 
cual z G C. De aquí z G K. Absurdo. Luego K es un clique de G. □
Como muestra la Fig 11 la recíproca no es verdadera ya que /<4 es un 
clique de G pero no puede ser obtenido de un clique de GT de vértices 
pendientes de T.
Fig. 11
Por otro lado el Teorema 3.2.7 puede extenderse a una caracterización de 
los grafos arbóreos como sigue:
Teorema 3.2.9 Un grafo conexo G es arbóreo si y sólo si G es un árbol o 
existe un árbol generador T de G tal que para todo clique K de G, |K | > 3, 
existe C, clique de GT, tal que K = U(v,w)eCxC Tvw
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Demostración: Si G es un árbol entonces es arbóreo.
Si G no es un árbol entonces existe algún ¿, dique de (7, con |L| > 3. 
Luego, por hipótesis, existe un árbol T cumpliendo el enunciado del Teorema. 
Se mostrará que T es compatible con G.
Sea K un dique de (7, como G es conexo no trivial entonces |/<| > 1. 
Si |/<| = 2 y K no genera una arista de T, entonces K es un completo de 
GT. Luego por el Teorema 3.2.6 U(v,w)6/<x/< Tvw es un completo de G que 
contiene a K. Absurdo ya que K es un dique. De aquí se tiene que si |/<| = 2 
entonces K genera un subárbol de T.
Si |ZÍ| > 3 luego, por hipótesis, existe (7, dique de GT, tal que K = 
U(v,w)eCxC Tvw Se probará que K genera un subárbol de G. Sean k,l G K , 
luego por el Lema 3.2.5, existen v,w € C tales que k,l G Tvw y obviamente 
hay un camino de k a l en T[/<], que es lo que se quería demostrar. □
Por grafos de intervalos propios
El siguiente Teorema puede deducirse inmediatamente del resultado probado 
por A. Batbedat en [2] (p.171), en el contexto de las disimilaridades. Aquí 
se da una demostración directa.
Teorema 3.2.10 Un grafo conexo G es arbóreo si y sólo si existe un árbol T, 
generador de G, tal que para todo camino P de T el subgrafo de G, inducido 
por los vértices de P, es un grafo de intervalos propios y la secuencia de 
vértices de P es un orden compatible.
Demostración: Sea G un grafo conexo arbóreo y T un árbol compatible 
con G. Sea P : un camino de T. Si a:,, Xj, Xk E V(P) con i < j < k
y XiXk € E(G) entonces, por el Teorema 3.2.6, x¡Xj, XjXk € E(G). Luego el 
subgrafo inducido por los vértices de P es un grafo de intervalos propios y 
a?o < Xi < ... < xa es un orden compatible.
Recíprocamente sea T un árbol generador de G cumpliendo las condi­
ciones del Teorema y sea C un dique de G. Se notará T' al subárbol de T 
con mínimo número de vértices tal que C C Si existe algún vértice
t G V(T') — C entonces es posible encontrar un vértice x E C no adya­
cente a t. Por la elección de T', C intersecta a toda componente conexa de 
V(T') — {/} y además t no es un vértice pendiente de T'. Luego existe y E C 
tal que t E Txy. Dado que xy E E(G) y por hipótesis <7[TX!/] es un grafo de 
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intervalos propios se tiene que xt E E(G) en contra de lo supuesto. Por lo 
tanto V(T') = C, luego queda probado que T es un árbol compatible con G 
y que G es arbóreo. □
Por sus propiedades métricas
Una disimilaridad a sobre un conjunto X es un arba [2] si existe un árbol 
T cuyo conjunto de vértices es X y tal que para todo x,y,z € X si y € Txz 
entonces a(x,i/) < a(x,z).
En el Capítulo 1 se ha notado d a la distancia en un grafo conexo G. En 
lo que sigue es necesario utilizar la notación dG.
Primero se verá el siguiente resultado que se obtiene como corolario del 
Teorema 3.2.10.
Teorema 3.2.11 Sea G un grafo conexo arbóreo y T un árbol compatible 
con G. Si P y Q son caminos de T entonces dG[p](x,y) = dG[Q](x,y) para 
todo par de vértices x,y en la intersección de los caminos P y Q.
Demostración: Por el Teorema 3.2.10, <7[P] y C7[<2] son gratos de inter­
valos propios. Además dado que ambos gratos contienen al camino de x a y 
en T, los caminos mínimos obtenidos usando en Corolario 1.2.16 coinciden. 
Luego dG[P](x,y) = dG[Q](x,y). □
Teorema 3.2.12 Si G es un grafo conexo arbóreo y T es un árbol compatible 
con G entonces para todo par x, y de vértices de G, dG(x, y) = dG[p](x, y) para 
todo camino P de T que contiene a x e y.
Demostración: Por inducción sobre dG(x,y}.
Obviamente vale si dG(x,y) — 1.
H.I. Se supone que dG{x^y^ = dGyp^xyy} para todo par de vértices x,y 
tal que la dG(x,y) < k, k > 2 y para todo camino P de T que contiene a x 
e y .
Sean x e y dos vértices de G tales que dG(x, y) = k y Q un camino mínimo 
en G de x a y. Por el Teorema anterior es suficiente probar el resultado siendo 
P = Txy. Se pueden presentar dos casos.
Caso 1 Los caminos Q y P tienen un vértice interno en común z. Dado 
que z está en el camino mínimo Q, se tiene:
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dG(x, y) = dG(x, z) 4- dG(z, y) = (por H.I.)
= z) + dG[p](z,y) > dG[p](x,y). Luego el Teorema vale ya que la
otra desigualdad se deduce de la definición de distancia.
Caso2 Si P y Q son internamente disjuntos entonces forman un ciclo 
Z en G. El ciclo Z es la diferencia simértica de ciclos fundamentales Zf 
asociados a cada arista e de Q que no está en T. Luego existe una arista 
uv tal que Z?v intersecta a P en un camino de z a z' con z z' (ver figura 
siguiente). Si z = x y z' = y entonces, por el Teorema 3.2.6, x es adyacente 
a y y dG(x,y) = 1 en contra de lo supuesto.
Luego, sin pérdida de generalidad, se puede suponer que z' y lo cual 
implica que y v.
Sea P' = TVJ/, por Teorema 3.2.10, (7[P'] es un grafo de intervalos propios. 
Como v es un vértice interior del camino mínimo Q entonces dG(v, y) < k, 
luego por hipótesis inductiva dG(v,y) = dG[p'](y, y).
Por otro lado d<7[p'](v, ?/) > d(?[p/](z', y) (Teorema 1.2.14 d.) y por el 
Teorema anterior dG[p>](z',y) = dG[p](z\y). Usando el mismo razonamiento 
se obtiene que dG(x,v) > dG[p](x, z').
Dado que v está en el camino mínimo (?, el Teorema se deduce como en 
el Caso 1. □
Teorema 3.2.13 Sea G un grafo conexo, las siguientes proposiciones son 
equivalentes:
a) G es arbóreo.
b) Existe un árbol, generador de G, tal que si x e y son véritces de un 
camino P de T entonces dG^x,y) = d^p^z, t/) y todo camino de x a y en 
<7[P] es una secuencia creciente o decreciente con respecto al orden de los 
vértices de P.
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c) Existe un árbol T, generador de G, tal que para todo parx,y de vértices 
de G, da(x,y) es el mínimo número de diques de G que cubren las aristas 
de Txy •
d) La distancia en G es arba.
Demostración: a) —* b) Sea T un árbol compatible con G. Del Teorema 
anterior si x e y son vértices de un camino P de T, entonces dcíx^y} = 
dc{P}(x,y).
Por el Teorema 3.2.10, (7[P] es un grafo de intervalos propios y la secuen­
cia de vértices en P es un orden compatible. Luego por el Teorema 1.2.14 se 
puede afirmar que todo camino mínimo de x a y en G[P] es una secuencia 
creciente o decreciente con respecto al orden compatible.
6) —> c) Sea T el árbol generador de G en las condiciones de la parte 6) 
y sea P = Txy. Por b) del Teorema 1.2.14, CrfP*] es un grafo de intervalos 
propios y luego por c) del mismo Teorema dQ[p](x,y) es el mínimo número 
m de diques de GJP], Ci,..., Cm, que cubren las aristas de P.
Dado que cada (7, está contenido en un dique de G, el mínimo número 
M de diques de G que cubren las aristas de P verifica que M < m = 
dG[p](x,y) = dG(x,y\
Por otro lado, si M diques de G cubren las aristas de P, es posible 
construir un camino de x a y en G de longitud no mayor que M. De aquí se 
tiene que da(x,y) < M.
c) —> d) Sea T el árbol generador de G en las condiciones de c). Si x,y,z 
son vértices de G tales que y G Txz entonces todo conjunto de diques de 
G que cubren las aristas de Txz, cubren las aristas de Txy. Luego por c)
< da(x,z), con lo cual d es un arba.
d) —> a) Sea T un árbol generador de G tal que para todo x,y,z G V(G), 
si y G Txy entonces dcix^y} < da(x^z).
Sea P un camino en T y sean x,y,z tres vértices de P en el orden en que 
aparecen en P. Si xz G E(G) entonces dc^x^z) = 1 y por ser d un arba, 
do(x,y) = da(y,z) = 1. Luego xy,yz G E(G) con lo cual queda demostrado 
que G[P] es un grafo de intervalos propios y la secuencia de vértices de P es 
un orden compatible. Entonces por el Teorema 3.2.10 G es un grafo arbóreo.
□
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Por la aplicación dique
Un grafo G es Helly si sus diques verifican la propiedad de Helly. Se llamará 
HELLY a la clase de los grafos Helly.
Como en el Capítulo 1, se notará con K a la aplicación que a cada grafo 
asigna su grafo de diques.
La clase HELLY es clique-cerrada, es decir K(HELLY) = HELLY 
([16][8]).
Se llamará CORDALES (resp. ARBOREOS) a la clase de los grafos 
cordales (resp. arbóreos).
Teorema 3.2.14 K(HELLY A CORDALES) = ARBOREOS .
Demostración: Previamente se verá el siguiente Lema.
Lema 3.2.15 Si G es un grafo Helly entonces K2(G) = K(K(G)) es iso- 
morfo a un subgrafo inducido de G.
Demostración: Sea L un dique de K(G), L = {Ci, ...,C/} con (7, € 
C(G), i = 1, ...,Z. Luego para todo par i,j, 1 < i,j < l, C¡ A Cj / 0 y dado 
que G es Helly, existe x E f]í=1 C{.
Sea C(x) — {C E C(G)\x E C} entonces L C C(x), como C(x) es un 
completo de K(G) y L es un dique L = C(x).
Luego existe una función que a cada dique de K(G) le asigna un vértice 
de G. Se verá que dicha función es inyectiva. Sean L y L' diques de K(G) 
y sean x,x' E V(G) tales que L = C(x) y L' = C(x') . Si x = x' entonces 
L U L' es un completo de K(G) que contiene tanto a L como a L', luego 
LüL' = L = L'.
Se verá que la función conserva la adyacencia. Sean L y L' como antes. 
Si L A L' / 0 entonces existe C E L A L' y luego x E C y x' E (7, con lo cual 
xx' E E(G). Recíprocamente, si xx' E E(G) entonces existe C E C(G) tal 
que x E C y x' E (7, con lo cual C E C(x) A C(x') y de aquí L A L' 0. □
Ahora se verá la primer inclusión del Teorema. Sea G un grafo Helly y 
cordal luego, por el Lema, K2(G) es isomorfo a un subgrafo inducido de G. 
Dado que todo subgrafo inducido de un cordal es también cordal, se tiene 
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que A'2((7) es cordal. Además K(G) es Helly por ser HELLY una clase 
clique-cerrada. Entonces, por el Teorema 3.1.4, K(G) es arbóreo.
Recíprocamente, si G es un grafo arbóreo entonces C(G) tiene la propiedad 
de Helly (Teorema 3.1.4) y por el resultado mostrado por Hamelink [16], 
existe un grafo H tal que A (//) = G. En [30] Roberts y Spencer construyen 
H del siguiente modo:
V(/7) = C(<7) U V((7).
Si Ci.Cj e C(G),CiCj G E(H) si y sólo si C, A Cj ± 0.
Si x G V(G) entonces xC¡ G E(H) si y sólo si x G Ci.
Si x,y G V(G) entonces xy E(H).
Se probará que H es cordal. Sea hih2...hr un ciclo de H con r > 4, 
pueden presentarse dos casos:
Caso 1 Si todos los /it, i = l,...,r son diques de G. Dado que G es 
arbóreo, /í((7) es cordal. Luego el ciclo tiene cuerdas.
Caso 2 Si algún /i, es un vértice de (7, sin pérdida de generalidad puede 
suponerse que i > 1. Dado que los vértices de G no son adyacentes en H, 
hi_i y deben ser diques de G. Luego h¡ G hi_i A /i,+i con lo cual 
G E(H) y el ciclo tiene cuerdas.
Resta probar que H es Helly. Sean 7/i,...,//r diques de H no disjuntos 
de a pares. Por la construcción de H cada uno de sus diques es de la forma 
{#} U C(x) (C(x) = {C G C((7); x G (7}) con x G V(G). Sean xíy..., xr los 
vértices de G correspondientes a los diques 7/i,...,/7r respectivamente.
Si Hi A Hj =4 0 entonces existe un dique de G que contiene a x¡ y a xj, 
luego XiXj G E(G) para todo 1 < i,j < r. Por lo tanto {zi,..., a:r}
induce un subgrafo completo de (7, sea C un dique de G que lo contiene. 
Luego para todo i = 1, ...,r; C G //,, con lo cual p)¿=1 H¡ / 0 que es lo que 
se quería probar. □
Teorema 3.2.16 K(ARBOREOS) = HELLY A CORDALES.
Demostración: Si G es un grafo arbóreo entonces G es Helly y K(G) 
es cordal (Teorema 3.1.4). Luego por ser HELLY una clase clique-cerrada, 
7<(<7) es Helly.
Recíprocamente, si G es un grafo Helly y cordal, otra vez por ser HELLY 
una clase clique-cerrada, existe un grafo Helly H tal que K(H) = G. Pero 
entonces K(H) es cordal luego H es arbóreo (Teorema 3.1.4). □
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Corolario 3.2.17 HELLY A (CORDALES U K~'(CORDALES)) es una 
clase clique-cerrada.
Demostración: Dado que la clase
ARBOREOS = HELLY A /í"1 (CORDALES) el resultado se deduce 
de los Teoremas anteriores.
3.3 Relación con otras clases de grafos
A) Grafos Cordales
No todos los grafos arbóreos son cordales, por ejemplo en la Fig. 8 se muestra 
al grafo R4 (4-rueda) y a un árbol compatible, pero es obvio que R4 no es 
cordal.
Sea Rn la n-rueda, esto es, el grafo que tiene 1 vértice central adyacente 
a cada uno de los vértices de un ciclo de longitud n.
Se verá que las n-ruedas son “esencialmente” los únicos grafos arbóreos 
no cordales.
Por el Teorema 3.1.4 si G es arbóreo entonces K(G) es cordal pero esto no 
implica, en general, que G sea cordal. El siguiente Teorema caracteriza, por 
subgrafos prohibidos, a los grafos para los cuales esta implicación es válida.
Teorema 3.3.1 Sea G un grafo si K(G) es cordal entonces G es cordal si y 
sólo si G no tiene a ningún Rn, n > 4, como subgrafo inducido.
Demostración: Si G es cordal dado que todo Rn n > 4 tiene ciclos sin 
cuerdas, G no puede tener como subgrafo inducido a ningún Rn con n > 4.
Recíprocamente se supone que G no es cordal, luego tiene como subgrafo 
inducido un ciclo C sin cuerdas. Se probará que G tiene, como subgrafo 
inducido, a Rn para algún n > 4, por inducción sobre |6*|.
Si |6*| = 4, sea C : X\eiX2...x4e4xi. Dado que et- es una arista de G 
para todo i = 1, ...,4 y dado que C no tiene cuerdas, es posible elegir cuatro 
diques de G distintos, 6*1,6*2,63 y 6*4, tales que et € E(Ci) i = 1,...,4.
Como K(G) es cordal y 6*i, 6*2,6*3,6*4 son vértices de un ciclo de K(G), 
luego 6*1 A 6*3 7^ 0 o 6*2 A 6*4 0.
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Si C2 A C4 / 0, sea z G C2 CI C4. Dado que z2, z3 € C2 se tiene que 
zx2,zx3 G análogamente zxi,zx4 G E(G\ Luego R4 es un subgrafo
inducido de G.
H.I. Se supone que G no tiene ningún ciclo inducido sin cuerdas C con
|C| < n.
Si G tiene un ciclo inducido sin cuerdas C con |(7| = n. Sea C : 
x\e\...xnenx\ y Ct-,¿ = l,...,n n diques distintos de G conteniendo respecti­
vamente a las aristas ei,...,en.
Dado que /Í(G') es cordal, como antes, existe z G Ci D Cj con C¡ y Cj no 
consecutivos. Pueden presentarse dos casos:
Caso 1 Si para todo /i, h = 1, ...,n; zxh, G E(G) luego G tiene a Rn como 
subgrafo inducido.
Caso 2 Si existe /i, 1 < A < n; zxh E(G) (ver Fig. 12). Dado 
que z G C{A Cj hay por lo menos cuatro vértices de C adyacentes a z. Si 
se eligen xi y Xk los más cercanos a Xh, a cada uno de sus lados, se tiene 
que {z, x¡, xi+i,...., .r^, , ...,Xk} induce en G un ciclo sin cuerdas Cf con
|C"| < n en contra de la II.I..
Luego G tiene como subgrafo inducido a Rn. □
Fig. 12
El siguiente Corolario es inmediato.
Corolario 3.3.2 Si G es arbóreo entonces G es cordal si y sólo si G no tiene 
a Rn n > 4 como subgrafo inducido.
Por otro lado el grafo de la Fig. 13.a) es cordal y no arbóreo ya que sus 
diques no tienen la propiedad de Helly.
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Sea En, n > 3, la estrella con n vértices centrales (que inducen Kn) y n 
perisféricos (de grado 2) (ver Fig. 13).
Fig. 13
Teorema 3.3.3 Si G es cordal y no tiene a ningún En, n > 3, como subgrafo 
inducido entonces G es arbóreo.
Se verán tres lemas de los cuales se deduce el teorema.
Lema 3.3.4 Si G es cordal y no tiene a E3 como subgrafo inducido entonces 
C(G) (hipergrafo de los diques de G) tiene la propiedad de Helly.
Demostración: Sea Ci, 6*2,..., Cn una familia de diques de G tales que 
para todo i,j, 1 < i,j < n, Ci A Cj 7^ 0. Se verá que p|”=1 Ci / 0 por 
inducción sobre n.
Si n = 2 no hay nada que probar.
H.I. Se supone verdadero para una familia de n — 1 diques.
Ahora se verá para n. Si 0^=1 Ci = 0, por hipótesis inductiva existen 
tres vértices distintos de G, x^, X2,X3 tales que xi G C2 A C3 A ... A Cn, 
X2 C C\ A C3 A ... A Cn y X3 G C\ A C2 A C4 A ... A Cn.
Dado que #i,#2 € C3, #2,#3 € Ci, #1,2:3 € C2 se tiene que {#1, x2, #3} es 
un completo de G. Por otro lado, para todo i = 1,2,3, xí Ci luego existe 
Zi € Ci tal que 2,#,- E(G).
Se observa que para todo ¿,j, 1 < i,j <3, ZiZj £ E(G) pues en caso 
contrario {zt, Zj, x^ induce un ciclo sin cuerdas en (7, luego G no es cordal 
en contra de la hipótesis.
Por todo lo afirmado anteriormante {^í, z2,£3,#1,#2,#3} induce en G el 
grafo E3. Absurdo. Luego p|"=1 Ci / 0. □
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Lema 3.3.5 Si G es cordal; C y K son dos diques distintos de G entonces 
existe z E C tal que, para todo k E K — C, kz E(G).
Demostración: Sea K — C = {h, k2,..., kn}. Se probará por inducción 
sobre n.
Si n = 1, como K 2 C, existe z E C tal que zk\ E(G).
H.I.Supongamos verdadero para n — 1.
Se verá para n. Por H.I. existe z E C tal que zki E(G), para todo 
1 < i < n — 1 (ver Fig. 14).
Si zkn E E(G) dado que kn C, existe z' E C tal que z'kn £ E(G). Si 
ahora z' es adyacente a algún ki con i < n entonces {z',z,kn,kí} induce en 
G un ciclo sin cuerdas. Luego G no es cordal en contra de la hipótesis. De 
donde se tienen dos posibilidades: zkn (£ E(G} y z es el elemento buscado o 
bien, para todo i = 1, ...,n, z'k, E(G) y z' es el elemento buscado. □
C
Fig. 14
La recíproca no es verdadera ya que un ciclo de 4 vértices cumple con 
esta propiedad y obviamente no es cordal.
Lema 3.3.6 Si G es cordal y no tiene ningún En, n > 3 como subgrafo 
inducido entonces K(G) es cordal.
Demostración: Sea {(7i, C2,(7n} un conjunto de diques de G que 
induce un ciclo L en K(G). Luego existen x\,x2, ...,xn vértices de G tales 
que X\ E (7j Fl C2, x2 E C2 A C3,..., xn E Cn A (7i.
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(*)Si se supone que L no tiene cuerdas entonces para todo i = 1,n — 1 
X{ pertenece solamente a los diques (7, y (7t+i, y pertenece solamente a 
Ci y a Cn. Por lo tanto todos los x¡ son distintos e inducen un ciclo en
G. Pero como G es cordal por hipótesis se puede considerar, sin pérdida de 
generalidad, que ^1X3 € E(G}. Sea C un dique de G que contiene a xi y 
a X3. Por lo supuesto en (*), C no es ninguno de los diques (7, pero (7 es 
adyacente a (7i, 6*2, 6*3 y C4 en K(G\
La demostración continúa por inducción sobre n.
Si n = 4, A'((7) tiene al grafo de la Fig. 15.a) como subgrafo inducido. Por 
el Lema 3.3.4 , C\G) tiene la propiedad de Helly, luego existen Ai, A2, A3, A4 € 
V((7) tales que h\ E (7i A C2 A (7, A2 C G2 A C3 A (7, A3 E (73 A G4 A (7 y 
A4 E C4 A (7i A C (ver Fig. 15.b)). Es obvio que {hi, h2, A3, h4] induce un 
completo de (7.
Fig.15
Por lo supuesto en (*) A2, h3 E C — (7i luego, por el Lema anterior, existe 
zi € C\ tal que zih2 A(G) y A((7). Análogamente es posible
encontrar z2, z3 y z4- Si z¡Zj E E(G) con 1 < i,j < 4 entonces {zí, Zj,hi,hj] 
induce un ciclo sin cuerdas en G. Absurdo ya que G es cordal. Por lo tanto 
{Ai, A2, A3, A4, Zi, z2, ^3, ^4} induce el grafo E4 en (7, en contra de la hipótesis.
Luego todo ciclo de Z<((7) de longitud 4 tiene cuerdas.
H.I.  Se supone que todo ciclo de A'((7) de longitud menor que n tiene 
cuerdas.
Por lo visto anteriomente si L es un ciclo sin cuerdas de A'((7), inducido 
por {(7i,(72, ...,(7n}, existe (7, dique de (7, adyacente a (71,(72,(73 y C4 en 
A'((7). Luego {(7, C4, C5,..., (7n_i, C7n, (7i) induce un ciclo en A'((7) de longi­
tud menor que n y por hipótesis inductiva este ciclo tiene cuerdas. Como se 
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ha supuesto que L no tiene cuerdas luego para todo i = 1, ...,n, (7 D Ct / 0. 
Dado que C(G) tiene la propiedad de Helly existen /¿i, /?,2, •••, hn, n vértices 
de G, tales que para todo i = 1, ...,n, E G 0 Ci+i A C y hn E C\ A Cn A C.
Observar que el conjunto {/ii, h2,..., hn} induce un completo por ser un 
subconjunto de C.
Sea 1 < i < n — 1, dado que C / Ci y que {hj; j / i,j / i — 1} C C — Ct, 
por el Lema anterior es posible encontrar z¡ E Ci tal que z¡hj E(G) para 
todo j yé i y j / ¿ — 1. Análogamente se puede encontrar zn E Cn.
Por otro lado z¡Zj E(G) por ser G cordal (como en el caso n = 4).
Luego {/? i,..., hn, zi,..., zn] induce en G al grafo En, en contra de la 
hipótesis.
Con lo cual L tiene cuerdas y de aquí K(G) es cordal. □
La recíproca no vale. La Fig. 16 muestra un grafo que tiene a E3 como 
subgrafo inducido y es cordal, sin embargo K(G) también lo es.
Corolario 3.3.7 Si G no tiene como subgrafo inducido a ningún grafo de 
las familias (C*n)n>4 y (En)n>3 entonces G es arbóreo y cordal.
B) Grafos de Intervalos
Teorema 3.3.8 Todo grafo de intervalos es arbóreo.
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Fig. 16
Demostración: Si G es un grafo de intervalos, por el Teorema de 
Fulkerson-Groos (1.2.7), existe un ordenamiento de sus diques C\ < C? < 
• •• < Cm tal que la matriz CV(G} tiene la propiedad de unos consecutivos 
por columnas. Se mostrará que C(G) tiene la propiedad de Helly.
Sean (7,i, (7,2,..., (7,r una subfamilia ordenada de diques de G no disjuntos 
dos a dos. Luego existe v G (7,i A(7,r y por la propiedad de unos consecutivos 
v G (7,i D (7,2 A ... A (7,r.
Por otro lado en el Teorema 1.2.18 se ha probado que el grafo de diques 
de un grafo de intervalos es un grafo de intervalos propios. Luego /í((7) es 
cordal y por el Teorema 3.1.4 G es arbóreo. □
Del Corolario 3.3.2 y de la caracterización de grafos de intervalos por 
subgrafos prohibidos (Fig. 4) se deduce el resultado siguiente.
Teorema 3.3.9 Si G es arbóreo es de intervalos si y sólo si no tiene como 
subgrafo inducido a ninguno de los grafos de la Fig. 4 ni a ningún Rn con 
n > 4.
C) Grafos de Intervalos Propios
Por el Teorema 1.2.8, si G es un grafo de intervalos entonces G es de intervalos 
propios si y sólo si no tiene a /Í13 como subgrafo inducido. Luego se tiene el 
siguiente resultado.
Teorema 3.3.10 Un grafo arbóreo es un grafo de intervalos propios si y sólo 
si no tiene a ningún grafo de la Fig. 17 como subgrafo inducido.
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Demostración: Si G es arbóreo y de intervalos propios luego por el 
Teorema 1.2.22 G no tiene a ninguno de los grafos 7í13, A, E3 como subgrafo 
inducido. Por otro lado G es cordal entonces no puede tener a R4 ni a R5 
como subgrafos inducidos.
Recíprocamente si G no tiene como subgrafo inducido a ninguno de los 
grafos: 7<i3, R4, R5 entonces G no tiene como subgrafo inducido a ningún 
Rn con n > 4. Luego por el Corolario 3.3.2 G es cordal. Dado que por 
hipótesis G no tiene como subgrafo inducido a ninguno de los grafos: 7G3, 
E3, A entonces G es un grafo de intervalos propios (Corolario 1.2.23). □
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Fig. 17
Capítulo 4
Grafos de intersección
E. Sheinermari [32] estudia las condiciones necesarias y suficientes para que 
una clase de grafos Q sea la clase los de grafos de intersección de una colección 
de conjuntos T.
Una de las condiciones necesarias es que Q sea hereditaria es decir todo 
subgrafo inducido de un grafo de la clase Q debe estar también en Q. Como 
muestra la Fig. 8, es un grafo arbóreo sin embargo el ciclo de 4 vértices 
no lo es. Luego la clase de los grafos arbóreos no es hereditaria, con lo cual 
no es posible caracterizarla como una clase de grafos de intersección de una 
colección de conjuntos T. Sin embargo si T es una colección de familias de 
conjuntos (F,)t6; con ciertas propiedades (en general no hereditarias) si es 
posible.
Sea Sp una colección de familias de conjuntos con cierta propiedad P se 
denota QSp a la clase de los grafos de intersección de familias de Sp (salvo 
isomorfismos).
En la sección 4.2 se dice que una familia se sumerge en una familia
(Fí)tGi si ambas tienen el mismo grafo de intersección y existe una función 
w : Uíe/ft - U íe/ Fi inyectiva tal que x € H{ si y sólo si w(x) € F¿. Se 
prueba que si P implica la propiedad de Helly entonces G € QEp si y sólo 
si C* se sumerge en una familia de Sp. Este resultado generaliza los ya 
obtenidos para grafos de intervalos [9], grafos de intervalos propios (Teorema 
1.2.12), grafos cordales [11] y grafos de intersección de caminos de un árbol 
[25].
En la sección 4.3 se denota CSp a la clase de grafos cuya familia de 
diques se sumerge en una familia de Sp. Se dan condiciones suficientes para
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que /<(CSp) = QSp y para que F(QEp) = CSp, resultados que generalizan 
los obtenidos para grafos de intervalos propios, en el Capítulo 1 y para grafos 
arbóreos, en el Capítulo 3.
4.1 Generalidades
Sea S una colección de familias de conjuntos. En 1.2.1 se definió el grafo de 
intersección de una familia de conjuntos. En lo que sigue se denotará Í2E a 
la clase de los grafos (7, tales que para alguna familia F E E, G es isomorfo 
al grafo de intersección de F.
Si G es un grafo simple, como en capítulos anteriores, se llamará C(G) al 
conjunto de diques de G y C*(G) a la familia ((7(v))uGy(c¡!) con = {C £
C((7), v € C}. El siguiente teorema es inmediato.
Teorema 4.1.1 G es el grafo de intersección de la familia C*(G).
En lo que sigue se denotará Ep a la colección de familias (I finito
y no vacío) cumpliendo una cierta propiedad P. Se adoptarán las siguientes 
notaciones para algunas propiedades relativas a familias de conjuntos.
Pi’. Para todo i € /, Ft es un intervalo cerrado de la recta real.
P?: Para todo i G /, F, es un rectángulo del plano.
P3: Para todo i G /, F¡ es un intervalo cerrado de longitud 1 de la recta 
real.
H: Para todo J C / se cumple la implicación:
(V(¿, j) G J x J) (Ei A Ej 0) —> n,Gj Ei 0. (Propiedad de Helly).
L\: Para todo i,j G /; Ft C Fj —+ ¿ = j.
L2'. Existe un orden total < sobre (Jie/ Ff tal que para todo ¿ G /, F, es un 
intervalo con respecto al orden <.
^1 y ^2-
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L^. Existe un árbol T con vértices en 1 tal que:
(1) Si i,j € /; ij € E(T) —> F{ D Fj 0 y (2) Para todo ¿ j se 
cumple que si k es un vértice del único camino de i a j en T, entonces 
F, D Fj C Ffe. (Propiedad árbol-Helly).
L5: Para todo i G /, Fi es finito y existe un árbol T con vértices en Ut6/ F, 
tal que todo Ft induce un subárbol de T.
L&: Para todo i 6 /, Ft es finito y existe un árbol T con vértices en (Jte/ F, 
tal que todo F, induce un camino de T.
Lq: Para todo i G Z, F, es finito y existe un árbol dirigido T con vértices 
en Uíez Fi tal que todo F, induce un camino dirigido de T.
Con esta notación se tiene que:
QEp, = QSl2 = GI (Clase de los gratos de intervalos).
!7Ep3 = Í1S¿3 = G1P (Clase de los gratos de intervalos propios).
= ARBOREOS (Clase de los gratos arbóreos). (Teorema 4.2.8).
= CORDALES (Clase de los gratos cordales) [11].
= Clase de los gratos UV [25].
= Clase de los gratos DV [25].
4.2 Una caracterización de los grafos de in­
tersección
Definición 4.2.1 (Generalización de 1.2.11) Una familia de conjuntos (H¡)x^i 
(I finito y no vacio) se sumerge en una familia si (1) ambas tienen el
mismo grafo de intersección y (2) existe una función w : (J¿e/ Z/t —4 Uie/ F, 
inyectiva tal que x G Z/, si y sólo si w(x) € F,.
El siguiente teorema es una generalización del Teorema 1.2.12, que ca­
racteriza a los grafos de intervalos propios.
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Teorema 4.2.2 Sea G un grafo simple, C(G) el conjunto de los diques de 
G yC*(G) la familia (C(vi))i=aK„tn con C(yi) — {C G C(G),ví G C}.
(а) Si C*(G) se sumerge en una familia de Ep entonces G G f2Ep.
(б) Si Sp C Ep y G € DEp entonces C*(G) se sumerge en una familia 
deY¡p.
Demostración: (a) Se deduce inmediatamente de la Definición 4.2.1 y 
del Teorema 4.1.1.
(6) Sea una familia de Ep tal que G es isomorfo a su grafo
de intersección. Dado que G es también el grafo de intersección de C*(G) 
(Teorema 4.1.1) se deduce la parte (1) de la Definición 4.2.1.
Se probará la parte (2). Sea C € C((7), si vt y Vj son vértices distintos de 
C se tiene que G F(G\ Luego FiQFj 0 y como por hipótesis Ep C Ep, 
la familia (Fi)1=it...)n tiene la propiedad de Helly, con lo cual 
Luego es posible asignar a C un elemento cualquiera, w(C7), de f)V|Gc Fi. Así 
se define la función w : C(G) = U7=i * U?=i F¡. Como los diques son
completos maximales de G, w resulta inyectiva.
Sea V{ G V(G), si C G C(ví) entonces v, G C y luego w(C) G Ft.
Recíprocamente si w(C') G F{ se verá que C G C(ví). Para eso se toma 
vi € C y, Por definición de w, w(C) G Fj. Luego F, A Fj 0 con lo cual
G C. Esto prueba que todo elemento de C es adyacente a y dado que 
C es un dique, G C. □
A continuación se estudiará, para algunas de las colecciones Ep, la relación 
entre:
* G Ep y
* se sumerge en una familia de Ep.
Primero se verá el siguiente lema.
Lema 4.2.3 Si (Hí)í^j se sumerge en (Fí)íei, w es la función correspon­
diente e y no está en la imagen de w, entonces (Hí)í^i también se sumerge 
en (Fi - {y})iei.
Demostración: (1) Si //¡ A Hj / 0, sea x G H, A Hj entonces w(x) G 
Fi A Fj. Luego como y w(x), w(z) G Ft — {?/} A Fj — {y}. La recíproca es 
trivial.
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(2) Sea w' : (JtG/ Hi —> (JlG¿ — {j/} con w'(x) = w(x) para todo x. 
Es evidente que w' es inyectiva y dado que y w(x) x E /£ si y sólo si 
w(x) E Fi -{?/}.□
Teorema 4.2.4 Si (Hí)í^j se sumerge en una familia de entonces
Demostración: Por hipótesis (Hi)iei se sumerge en familias de S¿2, sea 
(Fí)í^i alguna tal que | UtGz F¡\ es lo menor posible.
Por (2) de 4.2.1, existe una función w : X = UtGz Hi —> E = (J,Gy F, 
inyectiva tal que x E Hi si y sólo si w(x) E F¡.
Si w no es suryectiva, sea y G Y — w(X). Luego por el Lema 4.2.3, 
se sumerge en (Ft- — {y])iei- Pero considerando el orden de Y restringido a 
Y - {y} se tiene que (Ft- - {t/}),Gz € Sl2.
Esto contradice la elección de (F,)tey con lo cual w es biyectiva y obvia­
mente (Hi)iei G Sl2- O
La demostración anterior no se puede hacer en el caso de £5, L$ y £7, 
pues al eliminar un vértice de un árbol, no siempre se obtiene un árbol.
Los siguientes ejemplos muestran que el Teorema anterior no vale en el 
caso de £5, £6, H y £3.
Ejemplo 1: Sea H\ = {a, &}, H2 = {6, c} y //3 = {a,c}. Es evidente que 
(7£)1=1 2,3 0 Sl5, sin embargo se sumerge en la familia (£í)í-i,2,3, con 
Fi = Hi U {#}, i = 1,2,3, que si está en Este mismo ejemplo sirve 
para S¿6
Ejemplo 2: La Fig. 18 a) muestra un grafo G cuya familia de diques no 
tiene la propiedad de Helly, sin embargo la Fig. 18 b) muestra como 
esta familia puede sumergirse en una de rectángulos del plano.
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(a) (6)
Fig. 18
Ejemplo 3: Sea Hi = {a} y H2 = {a, b], obviamente (7/«)»=i,2 E¿3 pero
se sumerge en la familia (F,)i=ii2 con Fi = {c, a] y F2 = F2.
En el caso particular de la familia C*(Gf) se obtuvieron los siguientes resul­
tados.
Teorema 4.2.5 Siendo G un grafo simple y P = £2, £4, ¿5, L6 o L?, si 
C*(G) se sumerge en una familia de Ep entonces C*(G} E Ep.
Demostración: El caso P = L2 está probado en el Teorema 4.2.3. Sea 
V’(G') = {vi,...,vn}, por hipótesis se sumerge en familias de
Ep, sea (Fí)t=i(...)n alguna tal que | U?=i es lo menor posible.
Por (2) de 4.2.1, existe una función w : C(G) = U”=1 C(vt) —> V = (J”=1 Ft 
inyectiva tal que C E C(ví) si y sólo si w(C) E F,.
Si w no es suryectiva, sea y E Y — w(C(G)). Luego por el Lema 4.2.3, 
(C(vt))t=i(...tn se sumerge en (F, — {j/})í=i,...,n« Se probará que esta familia 
está en Sp.
Caso F = £5, ¿6 o L7' se supone que y E luego R induce un
completo de G. Sea C un dique de G que contiene a R. Por la elección de
y, y ± w(C).
Dado que E Ep existe un árbol T cuyo conjunto de vértices es
Y. Sea h el vértice de T más cercano a t/, sobre el único camino de y a w(C’) 
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en T (h y w((7) pueden coincidir). Como R C C, si v, G R entonces v, € (7, 
con lo cual C G C(ví) y luego w(C) G Fi- Esto prueba que para todo vt G R, 
{y^w^C)} C Fi y dado que en los casos tratados Ft induce un conexo de T, 
se tiene que h G F¡.
Si se identifica h con y en T, se obtiene un árbol T' cuyo conjunto de 
vértices es Y — {j/}. Por lo demostrado anteriormente se tiene que si 
induce un subárbol (resp. un camino) (resp. un camino dirigido) de T 
entonces F, — {y} induce un subárbol (resp. un camino) (resp. un camino 
dirigido) de 7V.
Caso P = £4: sea T el árbol con vértices en {l,...,n}, que existe pues 
€ E¿4, se verá que el árbol T también se adecúa a la definición, 
para la familia (Ft- — {j/})t=i,...,n- (1) 0 € E(T) implica que F, D Fj 0, pero 
como por hipótesis C*((7) se sumerge en (Ft)t=it...(n, existe C G C(vt-)ri(7(vj). 
Por la elección de y, y / w(C) con lo cual w(C) € (F¡ — ~ {y}) / 0-
(2) es trivial.
En ambos casos se contradice la elección de (F,),=i con lo cuál w es 
biyectiva y (C(vt))t=i... n G Ep.C
El siguiente corolario muestra que el Teorema 4.2.2 generaliza el Teorema 
de Fulkerson-Gross (1.2.9), que caracteriza a los grafos de intervalos, el Teo­
rema de Gavril [11] , que caracteriza a los grafos cordales, y las partes b) y 
c) del Teorema Arbol-Clique [25], que caracterizan a los grafos UV y DV 
respectivamente.
Corolario 4.2.6 Si P = £2, £5, o L7 y G es un grafo simple entonces 
G G QEp si y sólo si C*(G} G Ep.
Demostración: En [3] se prueba que Ep C Ep. Luego por el Teorema 
4.2.2, se tiene que si G G QEp entonces C*(G) se sumerge en alguna familia 
de Ep. Pero eso implica que C*((7) G Ep (Teorema 4.2.5). La recíproca es 
inmediata. □
En el Teorema 3.2.2 se ha probado que un grafo G es arbóreo si y sólo 
si C*(G*) G E¿4. Luego es natural intentar usar el Teorema 4.2.2 para ca­
racterizar a los grafos arbóreos como grafos de intersección de familias de 
Sl..
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Lamentablemente, como se muestra en el ejemplo siguiente, E/y.
Ejemplo: Sea Fx = {1,3}, F2 = {1,2,3}, F3 = {1,2} y F4 = {2,3}. 
La familia (7*í)í=i,2,3,4 € S¿4, en efecto el árbol /<i3, con 2 como 
vértice central, cumple con la definición. Pero (Fi)i=\t2¿t4 E/y ya 
que nj=1 F, = 0.
Sin embargo el siguiente lema permite la utillización del Teorema 4.2.2.
Lema 4.2.7 Si G G QS¿4 entonces G G Q(E¿4 A Eyy/
Demostración: Sea G G Í1E¿,4 y (F,)t=i € E¿4 tal que G es isomorfo
a su grafo de intersección. Se puede suponer, sin pérdida de generalidad, que 
(*) (U?=, Fi) n C(G) = 0.
Para todo i'■ = 1, ...,n sea F¡ = Fi U C(ví). Es obvio que G es isomorfo al 
grafo de intersección de (F-)i-it...tn. Se verá que (F/),=i € E¿4.
Sea T el árbol con vértices en {1, ...,n} que existe por ser (7*i)í=i,...,n una 
familia de Ey,4. (1) ij G F(T) implica que F, A Fj 0, luego F[ A F¡ 0. 
(2) Sean i, j G I distintos y k un vértice del único camino de i a j en T, 
F! a F¡ = (Fi U C(vt)) A (F, U C(vj)) = (Ft- A F>) U (Ft- A C(^)) U (F, A 
Cív,)) U (C(vt) A C(vj)) =(por *)= (Ft- A Fj) U (Ó(vy) A C(vj)), pero por 
hipótesis Fi A Fj C Fk y si C G C(ví) A C(yj), se verá que C G C(vk), 
es decir que vk G C. Para eso se toma vr un elemento cualquiera de C, 
luego ViVr,VjVr G E(G) y dado que G es isomorfo al grafo de intersección 
de (Ft)t=iFi A Fr / 0 y Fj A Fr 0. Por la elección de T hay dos 
posibilidades k está en el único camino de i a r o en el único camino de r a j. 
Luego Ft-AFr C Fk o FjC\Fr C Fk con lo cual FkC\Fr 0 luego vkvT G F(G). 
Esto prueba que cualquier elemento de C es adyacente a vk y dado que C es 
un dique de (7, vk G C, es decir C G C(vk).
Por último se verá que (Ft')í=i(...)n G E/y. Sea J = {¿i,...,¿r} Q I tal 
que (F¡h)h=i,...,r es una subfamilia con intersección no vacía de a pares, luego 
{v,i,..., v,r} induce un completo de G. Sea C un dique que lo contiene, luego 
C G F[h para todo h = 1, ...,r. Con lo cual n^=1 F/^ 0. □
Teorema 4.2.8 Un grafo conexo G es arbóreo si y sólo si G G Í1El4 .
Demostración: Si G es arbóreo, por el Teorema 3.2.2, C*((7) G E¿4 
luego G G Í2E¿4 (Teorema 4.1.1).
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Recíprocamente si G G MEli por el Lema anterior, G G Q(S¿,4 A Sj/) y 
por el Teorema 4.2.2 b), C*(G) se sumerge en una familia de S¿4 A Sp con lo 
cual C*((7) G S¿4 (Teorema4.2.5). Luego por el Teorema 3.2.2 G es arbóreo.
4.3 La aplicación dique entre QSp y CSp
Sea CSp la clase de los grafos G tales que C((7) se sumerge en alguna familia 
de Sp.
El siguente resultado se deduce de las definiciones.
Teorema 4.3.1 /í((7Sp) C QSp.
La recíproca no vale en general. En efecto, E3 (Fig. 13) es un grafo 
cordal, es decir, E3 G Í1Sl6 pero no es el grafo de diques de ningún grafo 
[16]-
Definición 4.3.2 [3] SeaF — (Fí)íej una familia de conjuntos. La 2-sección 
de F, notada F2, es el grafo cuyo conjunto de vértices es (JlG/ y dos vértices 
x e y son adyacentes si y sólo si x,y € F¡ para algún i G I.
Definición 4.3.3 [3] Una familia F — (Fi)iei es conforme si todo etique de 
F2 es un elemento de F.
Se notará Se a la clase de las familias conformes.
Teorema 4.3.4 Sí Sp C A Se entonces C Af(CSp).
Demostración: Sea G G QSp, luego existe una familia F G Sp tal que 
G es isomorfo al grafo de intersección de F. Como F G El, A Se entonces 
^(•^2) — F [3]. Luego el grafo de intersección de la familia C(Fi} es el mismo 
que el de la familia F. Es decir, E^Ff} — G.
Además C(F2) = F G Sp, luego F2 € CSp. □
Dado que S¿3 C Slj y que obviamente S¿3 C Se, se tiene que QSl3 C 
7í(CSl3). De aquí el Corolario 1.2.19 puede deducirse de los teoremas 
anteriores.
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Definición 4.3.5 Se dice que Ep es hereditaria si {Fí)í^¡ G Sp entonces 
para todo J Q I la subfamilia {Fí)íEj G Ep.
Teorema 4.3.6 Si G G HELLY, G G DEp con Y>p C Ep y Ep hereditaria 
entonces K(G) G CEp.
Demostración: Como Ep C Ep y G G ílEp, entonces por el Teorema 
4.2.2 se tiene que C*(G) se sumerge en una familia de Ep. Dado que G G 
HELLY, la familia de diques de K(G) son los elementos maximales de 
C*((7)(ver la demostración del Lema 3.2.15). Luego C(/Í(G)) se sumerge 
sobre una subfamilia de Ep y dado que Sp es hereditaria se tiene que K(G) G 
CEp.ü
Dado que El5 C Ep [3] y obviamente S¿5 es hereditaria, de este Teorema 
se deduce la siguiente inclusión del Teorema 3.2.14
¡{{CORDALES n HELLY) C ARBOREOS
Definición 4.3.7 Se dice que Ep es una clase Helly si Y>p C Ep y para 
toda familia (Fí)íEi G Y>p, si X = Ut6; F¡ y X' C X entonces la familia 
“extendida” (Gj)jeiux' con Gj = Fj si j G I y Gj = {j} si j G X', también 
pertenece aY¡p.
Teorema 4.3.8 Si G G HELLY, Ep es una clase Helly y G G CEp en­
tonces G G /í(QEp).
Demostración: Sea V(G) = {vi,...,vn}. Como C(G) tiene la propiedad 
de Helly por el resultado mostrado por Hamelink [16], existe un grafo H tal 
que K(H) ~ G. En [30] Roberts y Spencer construyen H del siguiente modo:
V(H) = C(G) U V(G).
y sus aristas son:
si C, V G C(G), CC' G E(H) si y sólo si C A C' / 0.
si v G V(G) entonces vC G E(H) si y sólo si v G C.
Se verá que H G ÍlEp. Dado que G G CY¡p C(G) = {C\, ...,Cm} se 
sumerge en una familia de Ep. Luego se tiene:
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(1) C(G) y tienen el mismo grafo de intersección
(2) existe una función w : V(G) —> UJLj Fj inyectiva tal que vt G Cj si y 
sólo si w(ví) G Fj.
Por ser Sp una clase Helly, la familia extendida
pertenece a Sp.
Es obvio que H es isomorfo al grafo de intersección de la familia extendida
= U ({vt})í=l,...,n,
además esta familia se sumerge en (Fj)j=if,..tm U ({w(vt)})t=i,...,n« Luego H G 
QSp.D
Dado que C S// [3] y todo vértice de un árbol induce un subárbol, 
es una clase Helly.
Por otro lado el grafo H del Teorema anterior es un grafo Helly. En efecto, 
la familia de los diques de H es (C'(vj) U {vt-}Luego si (C(vtr) U 
{vir})r=i(...t3 es una subfamilia con intersección no vacía de a pares, entonces 
{v,i,..., vta} induce un completo, C", de G. Sea C un dique de G que contiene 
a C'. Luego C G C(vir) para todo r — l,...,s con lo cual C G (C7(U 
{ulr}). Es decir C(H) tiene la propiedad de Helly.
Luego del Teorema precedente se deduce la siguiente inclusión del Teo­
rema 3.2.14
ARBOREOS C K(CORDALES n HELLY)
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Apéndice
Demostración del Teorema 1.2.10: Se probará que si G es un grafo de inter­
valos propios entonces para todo k, k = l,...,n,(l) Ji,..., es una familia 
de intervalos con intersección propia de a pares tal que i —> J, es una repre­
sentación propia del grafo inducido (7[{1,..., &}] y
(2) Ji,..., [un,¿n] cumple que si [at-, &,•] [a¿, fy] entonces
i < j si y sólo si < aj o a, = aj y 6, < bj.
Si k — 1 vale obviamente.
Se supone verdadero para k — 1 con k > 1.
Caso 1: Si a*; = ak_i entonces Jk-i Q El procedimiento IN­
SERTAR 1 reemplaza el extremo izquierdo ajt_i del intervalo <A_i por 
+ M) (M está bien definido por el valor de a0). Por la elección 
de M, es claro que el intervalo modificado no agrega nuevas intersecciones.
Si bk / bk-i entonces Jk = con lo cual se completa la inducción.
Si bk = bk-i entonces el nuevo intervalo Jk-i contiene a [a^, bk]. Esto 
lleva a la aplicación del procedimiento INSERTAR 2 con el mismo k. Este 
procedimiento reemplazad extremo bk por ¿(bk-i+M) en todos los intervalos 
iguales a bk]. Esto asegura que la nueva familia de intervalos cumple (2). 
Como en el caso previo es obvio que no se agregan nuevas intersecciones.
Caso 2: Si ak ak~\ entonces pueden presentarse dos posibilidades, 
si bk > bk-\ se completa la inducción, en caso contrario, se aplica el proce­
dimiento INSERTAR 2. Se probará que el nuevo intervalo [ajt, (6^—i 4-M)] 
no agrega intersecciones. Si, por el contrario, existe l > k tal que bk < a¡ < 
bk~\ (ver Fig.), entonces (k — l)k,(k — 1)1 € E(G) y kl E(G). Sea [z,t/] el 
intervalo inicial, que ha sido reemplazado por el intervalo Jk-i = [ajt-i, tfc-i], 
es decir Cx es el primer dique que contiene al vértice k — 1. Dado que los 
vértices k— 1 y l son adyacentes, a¡ < y, luego bk < y. Como los intervalos de 
la representación F-G cumplen con (2), se tiene que x < ak- Luego k—1 € Cx,
72
k Cx y l £ Cx. De aquí existe un vértice j € Cx no adyacente a A: ni a l. 
Con lo cual el subgrafo inducido (7[{j, k — 1, k, Z]J es A43, que contradice que 
G es un grafo de intervalos propios (Teorema 1.2.8).
Por último se analizará la complejidad del algoritmo. Haciendo pequeñas 
modificaciones al algoritmo de Booth y Luker [4] para reconocer grafos de 
intervalos, puede obtenerse un ordenamiento de los vértices de G de modo 
que todos sus diques resulten intervalos. Por otro lado, obtener un orden 
de los diques de G de acuerdo con sus extremos izquierdos, es del orden 
(9(c(<7) log c(G')). Es evidente que el algoritmo utiliza a lo sumo 2(n — 2) it­
eraciones y encontrar cada extremo es del orden O(n). Luego queda probado 
que la complejidad del algoritmo es 0(n2).
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