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Abst ract - -Let  A = (ai3) be an n × n complex matrix. Suppose that G(A), the undirected graph 
of A, has no isolated vertex. Let E be the set of edges of G(A). We prove that the smallest singular 
value of A, crn, satisfies: cr n > min{gij I (i,J) C E}, where g~j = {a i + aj - [(ai - aj) 2 + (r~ + 
ci)(rj d-cj)]1/2}/2 with ai - laiil and r~, ci are the ith deleted absolute row sum and column sum 
of A, respectively. The result simplifies and improves that of Johnson and Szulc: Crn > mini#j {gij }. 
(See [1].) (~) 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
To estimate matrix singular values (especially the largest and the smallest ones) is an attractive 
topic in matrix theory and numerical analysis. See, for example, [1; 2, Chapter 3; 3] and the 
references therein. 
Let A = (ai j )  E C nxn. Define, for k = 1,2,. . .  ,n, 
rk(A) = ~ ]akjl, c~(d) = ~ lajkl. 
j~k  jCk 
By an(A) we denote the smallest singular value of A. Recently, Johnson and Szulc [1] presented 
a lower bound for (Tn(A). 
THEORErvl 1. (See [1].) Let A = (a~j) E C nxn and 
1/2 
g~j(d) = la.iil + lajjl - [(laiil - lajjl) 2 + (ri(d) + ci(d)) (rj(d) + cj(d))J 
2 
Thel~ 
an(A) >_ ~n {gij(d)}. (1) 
Under a reasonable condition on the undirected graph of A, we shall simplify and improve in 
this paper the lower bound in (1). For A = (ai j )  E C nxn, we define the associated undirected 
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graph G(A) as following. V -- {1,2, . . . ,  n} is the set of vertices of G(A). An edge ( i , j)  = (j, i) 
belongs to the set of undirected edges E(A)  if and only if i ~ j and at least one of aij 7 £ 0 and 
aji ~ 0 holds. If the set {j I (i , j) E E(A)} -- 0 (empty set), then we call i an isolated vertex in 
G(A). One of the main results in this paper is as follows. 
THEOREM 2. Let A = (aij) E C nxn. Suppose G(A) has no isolated vertex. Then 
an(A) >_ min gi. "y(A). (2) (i,j)eE(A){ 3} ~-- 
REMARK. Obviously, the right-hand side in (2) is not greater than that in (1). Furthermore, the 
computation in (2) is not more complicated than that in (1), For example, when A is banded- 
width of m < n or an arrow shape matrix (see Example 1 below), the quantity of g~j in (1) shall 
be O(n 2) while that in (2) shall only be O(n). On the other hand, assumption "G(A) has no 
isolated vertex" is readily checkable and reasonable in the problem concerned. 
The proof of our results are presented in Section 2. The case when the equality in (2) holds is 
studied. Numerical illustrations are given in Section 3. 
2. PROOFS OF THE MAIN RESULTS 
LEMMA 1. Let H = (hij) E C n×n be Hermitian. Suppose 
(a) h~i >_ 0 (i = 1 ,2 , . . . ,n )  and 
(b) h~ihjj >_ r i (g ) r j (H)  for all (i , j) e E(H).  
Then H is positive semidefinite. 
PROOF. Assume that A < 0 is an eigenvalue of H and x = (Xl , . . . ,xn)  T is the associated 
eigenvector 
Hx = Ax. (3) 
We shall reduce to absurdity. Let ]xpl = maxl<i<n{ixil}. Obviously, Xp ~ O. The vertex p in 
G(A) must not be isolated. Otherwise, the pth equation of (3) implies hppxp = AXp, and hence, 
hpp = A < 0. This contradicts (a). Then let q be the index satisfies Ixql = maX(p,i)EZ(H){Ixi]}. 
The pth equation of (3) implies 
]hpp - )~Ilxpl ~ IXq] ~ ]hpk]. (4) 
k~p 
Since A < 0, then hpp - A > hpp >_ 0 and (4) implies 
hpplXpl < IXqlrp(g). (5) 
We must have Xq 7£ O. Otherwise, (4) will imply the contradition hpp(= A) < 0. Then the qth 
equation in (3) implies 
hqqlxql < Ihqq- AllXq] ~_ ]Xplrq(g ). (6) 
Finally, (5) and (6) imply hpphqq < rp(H)rq(H). Note that (p,q) E E(H) .  This contradicts (b). 
For A E C n×n define HA -- (1/2)(A+A*) where A* denotes the Hermitian adjoint of A. Define 
Reaii + Reajj  - • [(Re a i i -  Reaj j)  2 + 4ri (HA)r j  (HA)] 
1/2 
Aj(A)  = 2 (7) 
Denote by NI(A)  the set of nonisolated vertices in G(A), N2(A) the set of isolated vertices in 
G(A), respectively. Define 
/31(A) = min f~.(A)}, •2(A) = min (i,j)CE(A) { J ieN2(A) {Reaii} , 
( min{~l(A),~2(A)}, if N2(A) ~ O, 
~(A) { ~31(A), if N2(A) -- 0. (8) 
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LEMMA 2. Let H = (h/j) E C nxn be a Hermit/an matrix. Then H - {3(H)I is positive sere/def- 
inite. 
PROOF. With Lemma 1 in mind, we just need to show 
(a) hii - 13(H) >_ 0, Vi, and 
(b) (hii - ~3(g))(hjj - /3 (H) )  > r i (g ) r j (H) ,Y ( i , j )  e E(H).  
If i E N2(H), we have /3(H) < /32(H) < hii and (a) holds. Now suppose i E N I (H)  and 
( i , j )  • E(H) .  Then 
hii - /3 (H)  >_ hi~ - /31(H) 
>_ hii - f i j (H)  
(hii - h j j )  q- [ (h i / -  hj j )  2 + 4r i (H) r j (H) ]  1/2 
2 
> {(hi, - hjj) + [hii - hjj[} 
- 2 
>_0. 
Thus, (a) holds. 
For ( i , j )  • E(H) ,  we have 
1/2 
(hii + hjj) -- [(hii + h j j )  2 - 4 (hiihjj - r i (H)r j (H)  )] 
/3(g) <_ fij (H) = L 2 
. l  
Remember that the real function f (x)  = x: - bx + c must have nonnegative value for x _< 
(b - v~ - 4c)/2. Thus, 
/32(H) - (h/i + hjj)/3(g) + (hi/hjj - r / (H)r j (H))  >_ O, 
i.e., (b) holds 
(hii - 13(H))(hjj - /3 (H) )  > r i (H)r j (H).  
LEMMA 3. Let A = (a/j) • C nxn and a be a real number. Suppose H A - a I  is positive 
semidefinite. Then an(A) >_ a. 
PROOF. Just note that an(A) > Amin(Hm) [4, Section 7.4, Problem 15]. 
LEMMA 4. Let A = (ai j)  • C nxn. Suppose G(A) has no isolated vertex. Then 
/3(A + A*) _/3(A) +/3(A*). (9) 
PROOF. First, observe that E(A) = E(A*); fij (A) = fij (A*) and fij (A + A*) = fij (A) + fij (A*) 
for all i # j. Although N2(A) = 0 (G(A) has no isolated vertex), N2(A + A*) is not necessarily 
empty. So we prove (9) for two cases. 
CASE 1. /3(A + A*) = 131(A + A*) = fst(A + A*) for some (s,t) • E(A + A*). In this case, 
ast + ats ~ 0, and therefore, ast and ats cannot be zero simultaneously. Thus, (s, t) • E(A)  = 
E(A*), and therefore, 13(A + A*) = fst(A + A*) = fst(A) + f~t(A*) >__ /31(A) + /31(A*) = 
Z(A) +/3(A*). 
CASE 2. /3(A + A*) = J32(A + A*) = min/eN2(A+A.){Re(aii + hi/)} = 2Reass for some s • 
{1,2,. . .  ,n}. Since G(A) has no isolated vertex (N2(A) = 0), then (s,t) • E(A)  = E(A*) for 
some t ¢ s. Note that 
Reat t -  Reass - [ (Reat t -  Reass) 2+ 4r/(HA)r3 (HA)] '/2 
f~t(A) - Reas~ = L 2 A 
< (Reatt - Reass) - [Reatt - Rea88[ 
- 2 
_<0. 
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Thus, /3(A) = ~31(A) = f~t(A) <_ Reass. Similarly, ~(A*) _< Reass. Finally, we have 3(A) + 
~3(A*) < 2Rea~ = t3(A + A*). The proof is completed. 
THEOREM 3. Let A = (a~j) E C nx'~. Suppose G(A) has no isolated vertex. Then 
G,~(A) >_/3(A). (10) 
PROOF. By Lemma 3 it is sufficient o show that A + A* - 23(A)I is positive semidefinite. 
In fact, since G(A) has no isolated vertex, then/3(A) = 31(A) = 3~(A*) = 3(A*) and A+A*  - 
23(A) I  = A + A* - 03(A) + 3(A*))I. 
On the other hand, Lemma 2 implies that A + A* - /3 (A  + A*)I  is positive semidefinite. Then 
applying Lemma 4, we know that A + A* - (t3(A) +/3(A*))I  must be positive semidefinite. The 
proof is completed. 
PROOF OF THEOREM 2. Let DA = diag(ei°', . . . ,  e i°''.) where i = v/-2-1 and akke i°k = [akk[ for 
all k E {1, . . . ,  n}. Obviously, DA is unitary and an(ADA) = an(A). Note that N2(A) = 0 if and 
only if N2(ADA) = 0, (i,j) E E(A) if and only if ( i , j)  E E(ADA) and also note the relations 
ri(HA) <_ (r,(A) + c,(A))/2, r ,(ADA) = r,(A) and cdADA) = c,(A). Hence, ~3(ADA) >_ 3'(A). 
With these in mind and applying Theorem 3 to the matrix ADA we shall obtain Theorem 2. 
Now study the cases when the equalities in (2) and (10) hold. Denote by {Ai(A)}~ 1 the 
spectrum of A E C '~xn. 
THEOREM 4. Let A = (aij) C C nxn  and N2(A) = 0. 
(a) If  T(A) is a singular value of A, then 7(A) must be an eigenvalue of ADA. Furthermore, 
~,(A) = min {IA~(ADA)I}, 7(A) = min {Re(Ai(ADA))}. 
l<: i<n - l< i<n 
(11) 
(b) I f  f3(A) is a singular value of A, then/3(A) must be an eigenvMue of A. Furthermore, 
3(A) = min {[A~(A)[}, /3(A) = min {Re(hi(A))}. 
l< i<n ,< i<n 
(12) 
PROOF a. If ~'(A) is a singular value of A, then we must have an(A) = 3'(A) and 3'(A) _> 0. Let 
B = (b~j) = ADA - 7(A)I .  Hence, 
a2n(A) = a~(ADA) 
= ~min[ (S  -b 7(A) I )*(B + 7(A)I)] 
-- Amin[B*B + ~/(A)(B + B*) + 72(A)I] 
= Ami,[B*B + ~/(A)(B + B*)] + 72(A). (13) 
Now, we show that HB -- (1/2)(B + B*) is positive semidefinite by verifying (a) and (b) in 
Lemma 1. 
First, for arbitrary i E {1,... ,n}, assume that ( i , j)  E E(A). Then the i th  diagonal entry 
of HB 
bii = la~il - ~(A) 
>_ laiil - gij(A) (14) 
l a . I -  lajjl + [ ( la . I -  lazl) 2 + (re(A) + ci(A))(rj(A) + cj(A))]'/2 
2 
The last term in (14) is not less than [(la.I - lajjl + I lae~[ - la j j l  I]/2 _> 0. That  is, Lemma l(a) 
is satisfied. 
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Let (i, j) ~ E(HB). 
use (14) to verify 
Note that E(HB) = E(B + B*) C E(B) = E(ADA) = E(A). We can 
biibjj >_ (ri(A) + ci(A) )(rj( A) + cj(A) )4 
= (r~(B) + c~(B))(rj(S) + cj(B)) (15) 
4 
>_ r i (SB)r j (Ss) .  
Then Lemma l(b) is also satisfied. Therefore, HB, and hence, B + B* is positive semidefinite. 
Since an(A) = ~/(A), equality (13) implies hmin[B*B + ~(A)(B ~- B*)] -~ 0. Now ~/(A) ~ 0, B*B 
and B + B* are positive semidefinite, then B'B,  and hence, B = ADA - ~/(A)I must be singular. 
That is to say 7(A) must be an eigenvalue of ADA. On the other hand, the semidefinite positivity 
of B+B*  implies Re(hi(B)) ~ 0. That is, min{Re hi(B)} = 0. {hi(ADA)} on the complex plane 
can be obtained from {hi(B)} by a shifting: hi(ADA) = hi(B) + 7(A). Easily we conclude (11). 
Part (a) of the theorem is proved. 
Replacing B in Part (a) by A - 3(A)I  and with the similar arguments we can obtain (b). The 
details are omitted. 
3. EXAMPLES 
EXAMPLE 1. Let A be the arrow shape matrix with a4(A) = 0.4861 
A = 
I:1012050 i] 
[1 010  
It can be verified that E(A) = {(1, 2), (1, 3), (1, 4)}, glu = 1.9360, g13 = 0.5251, and g14 = 
0.3141. We have the lower bound a4(A) >_ 0.3141, by Theorem 2. If Theorem 1 is applied, gij 
for 1 ~ i ~ j < 4 should be calculated. And unfortunately, since g34 < 0, we cannot obtain a 
nontrivial ower bound of a4(A) by Theorem 1. 
EXAMPLE 2. Let A be the tridiagonal matrix with a4(A) = 0.5108 
A = 
1 1 
1 3 
0.9 
0.1 
1 0.1 
0.9 3 
E(A) -- ((1, 2), (2, 3), (3,4)}. It can be verified that g12 -- 0.4189, g23 - 0.4189, and g34 --- 
0.7753. Thus, aa(A) > 0.4189 by Theorem 2. Since g13 = 0, we cannot obtain nontrivial ower 
bound of a4(A) by Theorem 1. 
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