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Abstract
We present a theoretical study of the superfluidity and the corresponding collective
modes in two-component atomic Fermi gases with s-wave attraction and synthetic
Rashba spin-orbit coupling. The general effective action for the collective modes
is derived from the functional path integral formalism. By tuning the spin-orbit
coupling from weak to strong, the system undergoes a crossover from an ordinary
BCS/BEC superfluid to a Bose-Einstein condensate of rashbons. We show that
the properties of the superfluid density and the Anderson-Bogoliubov mode man-
ifest this crossover. At large spin-orbit coupling, the superfluid density and the
sound velocity become independent of the strength of the s-wave attraction. The
two-body interaction among the rashbons is also determined. When a Zeeman
field is turned on, the system undergoes quantum phase transitions to some exotic
superfluid phases which are topologically nontrivial. For the two-dimensional
system, the nonanalyticities of the thermodynamic functions and the sound veloc-
ity across the phase transition are related to the bulk gapless fermionic excitation
which causes infrared singularities. The superfluid density and the sound velocity
behave nonmonotonically: they are suppressed by the Zeeman field in the nor-
mal superfluid phase, but get enhanced in the topological superfluid phase. The
three-dimensional system is also studied.
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1. Introduction
It is generally believed that, by tuning the strength of the attractive interaction
in a many-fermion system, we can realize a smooth crossover from the Bardeen–
Cooper–Schrieffer (BCS) superfluidity at weak attraction to Bose–Einstein con-
densation (BEC) of difermion molecules at strong attraction [1, 2, 3, 4, 5, 6, 7, 8,
9, 10]. One typical example is the dilute Fermi gas in three dimensions with short-
range attractive interaction, where the effective range r0 of the interaction is much
smaller than the inter-particle distance characterized by k−1F where kF is the Fermi
momentum in the absence of interaction. The attraction strength is characterized
by a dimensionless parameter 1/(kFas) where as is the s-wave scattering length of
the short-range interaction. The BCS-BEC crossover has been confirmed in the
experiments of ultracold fermionic atoms [11, 12, 13], where the s-wave scatter-
ing length and hence the parameter 1/(kFas) was tuned by means of the Feshbach
resonance.
On the other hand, the effect of a nonzero Zeeman field h has been a longstand-
ing problem of fermionic superconductivity/superfluidity for several decades [14].
It is generally believed that the superfluidity is completely destroyed when the
Zeeman field becomes large enough. The well-known theoretical result for s-wave
weak-coupling superconductors is that, at a critical Zeeman field hCC = ∆0/
√
2
(called Chandrasekhar-Clogston limit) where ∆0 is the zero temperature gap at
h = 0, a first-order phase transition from the BCS state to the normal state oc-
curs [15, 16]. Further theoretical studies showed that the inhomogeneous Fulde-
Ferrell-Larkin-Ovchinnikov state [17] may survive in a narrow window between
hCC and hFFLO ≈ 0.754∆0. The Zeeman field effects in the BCS-BEC crossover
have been experimentally studied by using cold fermionic atoms [18, 19]. The
atom numbers of the two lowest hyperfine states of 6Li are adjusted to create a
population imbalance which simulates effectively the Zeeman field h. The exper-
imental results show that the fermionic superfluidity in the BCS-BEC crossover
regime is also completely destroyed when the Zeeman field is large enough.
The recent experimental breakthroughs in generating synthetic non-Abelian
gauge field and synthetic spin-orbit coupling [20, 21, 22, 23, 24, 25, 26, 27] have
opened up the way to study the spin-orbit coupling effects as well as the combined
spin-orbit coupling and Zeeman field effects on the BCS-BEC crossover [28, 29,
30, 31, 32, 33, 34, 35, 37]. For solid state systems, it was shown that the topolog-
ically nontrivial superconducting phase appears in spin-orbit coupled systems if
the Zeeman field is large enough [38, 39, 40, 41, 42, 43, 44, 45, 46]. For neutral
atoms, the spin-orbit coupling can be generated through a synthetic non-Abelian
2
gauge potential A [23]. The well-known Rashba spin-orbit coupling for spin-1/2
fermions can be generated via a 2D synthetic vector potential [25, 26]
A = −λ~σ⊥ = −λ~(σxex + σyey), (1)
where a⊥ = axex + ayey for any vector a. The single-particle Hamiltonian for
a fermion moving in the synthetic gauge field is given by H0 = (pˆ − A)2 /(2m)
where pˆ = −i~∇ is the momentum operator. In this paper we use the natural units
~ = kB = m = 1 for convenience.
For the 2D synthetic vector potential A given in (1), the single-particle Hamil-
tonian can be reduced to
H0 =
pˆ2
2
+ λσ⊥ · pˆ⊥, (2)
where an irrelevant constant λ2/2 has been omitted. The spin-dependent term
λσ⊥ ·pˆ⊥ can be mapped to the standard Rashba spin-orbit coupling λ(σx pˆy−σy pˆx)
by a spin rotation σx → σy and σy → −σx. The gauge field strength λ charac-
terizes the strength of the spin-orbit coupling, which can be tuned from weak to
strong in cold atom experiments. Since the final physical results depend only on
λ2, we set λ > 0 in this paper without loss of generality. For many-fermion sys-
tems, the spin-orbit coupling strength can be characterized by the dimensionless
ratio λ/kF. While for solid state systems this ratio is very small, it can reach the or-
der O(1) in cold atom systems [21, 22]. Therefore, cold fermionic atoms provide
the way to study the fermionic superfluidity in the presence of a strong spin-orbit
coupling.
Motivated by the experimental progress of realizing spin-orbit coupled atomic
Fermi gases [21, 22], the fermionic superfluidity with spin-orbit coupling has been
extensively studied [28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. It was shown that, in
the presence of the Rashba spin-orbit coupling, the two-body bound state exists
even for as < 0 where the bound state does not exist for λ = 0 [47]. With increased
λ, the binding energy is generally enhanced. The bound state at λ , 0 possesses
a nontrivial effective mass which is generally larger than twice of the fermion
mass [29, 30, 33]. Such a novel bound state is referred to as rashbon in the stud-
ies [48]. For many-fermion systems, it has been proposed that a spin-orbit coupled
Fermi gas can undergo a smooth crossover from the ordinary BCS/BEC superflu-
idity to the Bose-Einstein condensation of rashbons if λ/kF is tuned from small to
large values [28, 29, 30, 31, 32, 33, 34]. On the other hand, if a Zeeman field h is
turned on, some topologically nontrivial superfluid phases emerge [31, 34, 35].
In this paper, we study the bulk superfluid properties and the collective modes
in Rashba spin-orbit coupled Fermi superfluids. We mainly consider two aspects:
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(1) the bulk superfluid properties and the collective modes from weak to strong
spin-orbit coupling at zero Zeeman field, which manifest the crossover from or-
dinary Fermi superfluidity to the Bose-Einstein condensation of rashbons, and (2)
the quantum phase transitions from the normal superfluid phase to topologically
nontrivial superfluid phases in the presence of nonzero Zeeman field and their
effects on the bulk superfluid properties and the collective modes.
The paper is organized as follows. In Sec. 2, we derive the general effective
action for the superfluid ground state and the collective modes with arbitrary spin-
orbit coupling and Zeeman field by using the functional path integral method. In
Sec. 3 and Sec. 4, we study the systems with zero Zeeman field in three and
two spatial dimensions, respectively. The systems with nonzero Zeeman fields are
studied in Sec. 5. We summarize in Sec. 6.
2. General formalism
We consider a homogeneous spin-1/2 Fermi gas with a short-range s-wave
attractive interaction in the spin-singlet channel. For cold atom experiments, the
attractive strength can be tuned from weak to strong [8]. In the dilute limit where
the effective range r0 is much smaller than the characteristic length scales of the
system, that is, r0 ≪ k−1F , as, λ−1, the attractive interaction can be modeled by a
contact one [49]. The many-body Hamiltonian of the system can be written as
H = H0 + HZ + Hint, (3)
where
H0 =
∫
d3rψ†(r)
(
pˆ2
2
+ λσ⊥ · pˆ⊥ − µ
)
ψ(r),
HZ = −h
∫
d3rψ†(r)σzψ(r),
Hint = −U
∫
d3r ψ†↑(r)ψ†↓(r)ψ↓(r)ψ↑(r). (4)
Here ψ(r) = [ψ↑(r), ψ↓(r)]T represents the two-component fermion fields, µ is the
chemical potential, and h is the Zeeman magnetic field. We set h > 0 in this paper
without loss of generality. The contact coupling U > 0 denotes the attractive
s-wave interaction between unlike spins.
In the functional path integral formalism, the partition function of the system
at finite temperature T is
Z =
∫
DψD ¯ψ exp {−S[ψ, ¯ψ]} , (5)
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where
S[ψ, ¯ψ] =
∫ 1/T
0
dτ
∫
d3r ¯ψ∂τψ +
∫ 1/T
0
dτH(ψ, ¯ψ). (6)
Here H(ψ, ¯ψ) is obtained by replacing the field operators ψ† and ψ with the Grass-
mann variables ¯ψ and ψ, respectively. To decouple the interaction term we in-
troduce the auxiliary complex pairing field Φ(x) = −Uψ↓(x)ψ↑(x) [x = (τ, r)]
and apply the Hubbard-Stratonovich transformation. Using the Nambu-Gor’kov
representation
Ψ(x) =
(
ψ(x)
iσy ¯ψT(x)
)
, ¯Ψ(x) =
(
¯ψ(x) − ψT(x)iσy
)
, (7)
we express the partition function as
Z =
∫
DΨD ¯ΨDΦDΦ† exp
{
− ˜S[Ψ, ¯Ψ,Φ,Φ†]
}
, (8)
where
˜S[Ψ, ¯Ψ,Φ,Φ†] = 1
U
∫
dx|Φ(x)|2 − 1
2
∫
dx
∫
dx′ ¯Ψ(x)G−1(x, x′)Ψ(x′). (9)
The inverse single-particle Green’s function G−1(x, x′) is given by
G−1(x, x′) =
(
G−1+ (x) Φ(x)
Φ†(x) G−1− (x)
)
δ(x − x′), (10)
where
G−1± (x) = −∂τ + hσz ∓ (pˆ2/2 + λσ⊥ · pˆ⊥ − µ). (11)
Integrating out the fermion fields, we obtain
Z =
∫
DΦDΦ† exp
{
− Seff[Φ,Φ†]
}
, (12)
where the effective action reads
Seff[Φ,Φ†] = 1U
∫
dx|Φ(x)|2 − 1
2
Trln[G−1(x, x′)]. (13)
5
The effective action Seff[Φ,Φ†] cannot be evaluated precisely. In this work,
we consider mainly the zero temperature case. Therefore, we follow the con-
ventional approach to the BCS-BEC crossover problem, that is, we first consider
the superfluid ground state which corresponds to the saddle point of the effective
action, and then study the Gaussian fluctuations around the saddle point. The
Gaussian fluctuations correspond to the collective modes, including the gapless
Goldstone mode and the massive Higgs mode. In ordinary fermionic superfluids,
only the Goldstone mode or the so-called Anderson-Bogoliubov mode remains
at low energy whereas the Higgs mode is pushed up to the two-particle contin-
uum. Therefore, the Higgs mode usually appears as a broad resonance at the large
characteristic energy scale of the system.
In the superfluid ground state, the pairing field Φ(x) acquires a nonzero expec-
tation value 〈Φ(x)〉 = ∆, which serves as the order parameter of the superfluidity.
Due to the U(1) symmetry, we can set ∆ to be real without loss of generality. Then
we decompose the pairing field as Φ(x) = ∆ + φ(x), where φ(x) is the fluctuation
around the mean field. The effective action Seff[Φ,Φ†] can be expanded in powers
of the fluctuation φ(x), that is,
Seff[Φ,Φ†] = S(0)eff (∆) + S(2)eff [φ, φ†] + · · · , (14)
whereS(0)
eff
(∆) ≡ Seff[∆,∆] is the saddle-point or mean-field effective action with ∆
determined by the saddle point condition ∂S(0)
eff
/∂∆ = 0. Note that under the saddle
point condition the linear terms in φ and φ† in Eq. (14) vanish automatically.
2.1. Saddle point: mean-field approximation
The mean-field effective action or the thermodynamic potential Ω can be ex-
pressed as
Ω =
S(0)
eff
(∆)
βV
=
∆2
U
− 1
2
∑
K
lndet[G−1(K)], (15)
where the inverse fermion Green’s function reads
G−1(K) =
( G−1+ (K) ∆
∆ G−1− (K)
)
(16)
and G−1± (K) is given by
G−1± (K) = iωn + hσz ∓ (ξk + λσ⊥ · k⊥). (17)
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The dispersion ξk is defined as ξk = ǫk − µ with ǫk = k2/2. In this paper K =
(iωn, k) denotes the energy and the momentum of fermions with ωn = (2n + 1)πT
(n integer) being the fermion Matsubara frequency. We use the notation ∑K =
T
∑
n
∑
k with
∑
k =
∫
d3k/(2π)3 for the 3D system.
The determinant of the inverse fermion propagator, det[G−1(K)], can be eval-
uated as
det[G−1(K)] =
∏
s=±
[
(iωn + sh)2 − E2k − λ2k2⊥
]
− 4λ2k2⊥(ξ2k − h2)
=
[
(iωn)2 − (E+k )2
] [
(iωn)2 − (E−k )2
]
, (18)
where Ek =
√
ξ2k + ∆
2
. The quasiparticle excitation spectra E±k are given by
E±k =
√
E2k + η
2
k ± 2ζk. (19)
The quantities ηk and ζk are defined as ηk =
√
λ2k2⊥ + h2 and ζk =
√
ξ2kη
2
k + h2∆2.
Completing the Matsubara frequency sum we obtain the explicit form of the mean-
field effective action
Ω =
∆2
U
−
∑
k
∑
α=±
[Eαk − ξαk
2
+ T ln
(
1 + e−Eαk /T
)]
, (20)
where ξ±k = ξk ± ηk. Here the term
∑
α
∑
k ξ
α
k/2 =
∑
k ξk is added to recover the
correct limit for ∆ → 0. The integral over the fermion momentum k is divergent
and the contact coupling U needs to be regularized. For a short-range interaction
potential with its s-wave scattering length as, it is natural to regularize U by the
two-body T-matrix in the absence of SOC. We have
1
U
= − 1
4πas
+
∑
k
1
2ǫk
. (21)
The superfluid order parameter ∆ should satisfy the saddle-point condition
∂Ω/∂∆ = 0, or the so-called gap equation
1
U
=
∑
k
∑
α=±
(
1 + α
h2
ζk
) 1 − 2 f (Eαk)
4Eαk
, (22)
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where f (E) = 1/(eE/T + 1) is the Fermi-Dirac distribution. Meanwhile, if the total
fermion density n is imposed, the chemical potential µ should be determined by
the number equation −∂Ω/∂µ = n, that is,
n =
∑
k
∑
α=±
[
1
2
−
(
1 + α
η2k
ζk
)
ξk
1 − 2 f (Eαk)
2Eαk
]
. (23)
In general, ∆ and µ are obtained by solving the gap and number equations si-
multaneously. As a convention, we define the Fermi momentum kF through the
noninteracting form n = k3F/(3π2), and the Fermi energy is given by ǫF = k2F/2.
In the Nambu-Gor’kov space, the fermion propagator G(K) takes the form
G(K) =
( G11(K) G12(K)
G21(K) G22(K)
)
. (24)
The matrix elements can be evaluated as
G11(K) = G−1− (K)
L+(K)L−(K) − ∆2
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
,
G22(K) = G−1+ (K)
L−(K)L+(K) − ∆2
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
,
G12(K) = −∆ L−(K)L+(K) − ∆
2
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
,
G21(K) = −∆ L+(K)L−(K) − ∆
2
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
, (25)
where L±(K) are given by
L±(K) = iωn − hσz ± (ξk − λσ⊥ · k⊥). (26)
To evaluate the collective mode propagator, we also express the fermion propaga-
tor in an alternative form by using the following projectors
P±k(h) =
1
2
(
1 ± λσ⊥ · k⊥ + hσz
ηk
)
(27)
which possess the following properties
P+k(h) + P−k(h) = 1, Pαk(h)Pβk(h) = δαβPαk(h). (28)
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With the help of these projectors, the fermion propagator can be expressed as
G11(K) =
∑
α=±
(iωn + ξαk)
[(iωn)2 − (ξ−αk )2]Pαk(−h) − ∆2Pαk(h)
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
,
G22(K) =
∑
α=±
(iωn − ξαk)
[(iωn)2 − (ξ−αk )2]Pαk(h) − ∆2Pαk(−h)
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
,
G12(K) = −∆
∑
α=±
[(iωn)2 − (ξ−αk )2 − ∆2]Pαk(h) − 2h(iωn + ξ−αk )σzPαk(h)
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
,
= −∆
∑
α=±
[(iωn)2 − (ξ−αk )2 − ∆2]Pαk(−h) − 2h(iωn − ξ−αk )Pαk(−h)σz
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
,
G21(K) = −∆
∑
α=±
[(iωn)2 − (ξ−αk )2 − ∆2]Pαk(h) − 2h(iωn + ξ−αk )Pαk(h)σz
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
= −∆
∑
α=±
[(iωn)2 − (ξ−αk )2 − ∆2]Pαk(−h) − 2h(iωn − ξ−αk )σzPαk(−h)
[(iωn)2 − (E+k )2][(iωn)2 − (E−k )2]
. (29)
We note that the anomalous Green’s functionG12(K) is not diagonal in the spin
space for λ , 0. Therefore, the spin-orbit coupling generates spin-triplet pairing
even though the order parameter ∆ has the s-wave symmetry. According to the
Green’s function relation, the spin-singlet and spin-triplet pairing amplitudes can
be read from the diagonal and off-diagonal components of G12(K). We obtain
〈ψ↑(k)ψ↓(k)〉 = −〈ψ↓(k)ψ↑(k)〉 = ∆
∑
α=±
(
1 + αh
2
ζk
) 1 − 2 f (Eαk)
4Eαk
(30)
for the spin-singlet pairing amplitudes and
〈ψ↑(k)ψ↑(k)〉 = −λ(kx − iky)∆ξk + h
ζk
∑
α=±
α
1 − 2 f (Eαk)
4Eαk
,
〈ψ↓(k)ψ↓(k)〉 = λ(kx + iky)∆ξk − h
ζk
∑
α=±
α
1 − 2 f (Eαk)
4Eαk
(31)
for the spin-triplet pairing amplitudes. In the mean-field theory, the condensation
density n0 is half of the summation of all pairing amplitudes squared [50, 51], that
is,
n0 =
1
2
∑
k
∑
σ,σ′=↑,↓
|〈ψσ(k)ψσ′(k)〉|2. (32)
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It is also useful to reexpress the mean-field theory in the helicity representa-
tion [45]. The helicity basis (ψ+, ψ−)T is related to basis (ψ↑, ψ↓)T by a k-dependent
SU(2) transformation. In the helicity basis, H0 + HZ is diagonal, that is
H0 + HZ =
∑
k
[
ξ+kψ
†
+(k)ψ+(k) + ξ−kψ†−(k)ψ−(k)
]
. (33)
Therefore, the spin-orbit coupled Fermi gas can be viewed as a two-band system.
The Zeeman field provides a band gap 2h at k = 0. In the presence of attraction,
the mean-field approximation for Hint reads
Hint ≃ 12
∑
α,β=±
∑
k
[
∆αβ(k)ψ†α(k)ψ†β(k) + h.c.
]
. (34)
The new momentum-dependent pair potentials ∆αβ(k) read
∆+−(k) = −∆−+(k) = −∆s(k), ∆++(k) = ∆∗−−(k) = −∆t(k), (35)
where the interband and intraband pair potentials are given by
∆s(k) = h
ηk
∆, ∆t(k) =
λ(kx − iky)
ηk
∆. (36)
Using these new pair potentials, the quasiparticle spectra E±k can be expressed as
E±k =
√(√
ξ2k + |∆s(k)|2 ± ηk
)2
+ |∆t(k)|2. (37)
The above expressions in the helicity basis will help us understand some results
in Sec. 5.
2.2. Gaussian fluctuation: collective excitations
Then we consider the fluctuations around the mean field. The linear terms
which are of order O(φ) vanish precisely once the saddle-point condition ∆ = ∆0
is imposed. The quadratic terms, corresponding to the Gaussian fluctuations, can
be evaluated as
S(2)
eff
[φ, φ†]
βV
=
∑
Q
{ |φ(Q)|2
U
+
1
4
∑
K
Tr [G(K + Q)Σ(Q)G(K)Σ(−Q)]
}
, (38)
10
where Σ(Q) is defined as
Σ(Q) =
(
0 φ(Q)
φ†(−Q) 0
)
. (39)
In this paper Q = (iνn, q) denotes the energy and momentum of bosons with
νn = 2nπT being the boson Matsubara frequency.
After taking the trace in the Nambu-Gor’kov space, we find that S(2)
eff
can be
written in a bilinear form
S(2)
eff
[φ, φ†]
βV
=
1
2
∑
Q
(
φ†(Q) φ(−Q)
)
M(Q)
(
φ(Q)
φ†(−Q)
)
, (40)
where the inverse boson propagator M(Q) is a 2 × 2 matrix,
M(Q) =
(
M11(Q) M12(Q)
M21(Q) M22(Q)
)
. (41)
The matrix elements of M(Q) can be expressed in terms of the fermion propagator
G(K). We have
M11(Q) = 1U +
1
2
∑
K
Tr [G11(K + Q)G22(K)] ,
M22(Q) = 1U +
1
2
∑
K
Tr [G22(K + Q)G11(K)] ,
M12(Q) = 12
∑
K
Tr [G12(K + Q)G12(K)] ,
M21(Q) = 12
∑
K
Tr [G21(K + Q)G21(K)] . (42)
The explicit forms of these functions are evaluated in Appendix A. It is straight-
forward to show that M11(iνn, q) = M22(−iνn, q). However, we have M12(iνn, q) ,
M21(iνn, q) if the spin-orbit coupling λ and the Zeeman field h are both nonzero.
Taking the analytical continuation iνn → ω + i0+, the dispersion ω(q) of the col-
lective mode is determined by the equation
det M[ω(q), q] = 0. (43)
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We can decompose M11(ω, q) as M11(ω, q) = M+11(ω, q) + M−11(ω, q), where
M+11(ω, q) and M−11(ω, q) are even and odd functions of ω, respectively. Their
explicit forms read
M+11(ω, q) =
1
U
+
1
2
∑
α,β=±
∑
k
Wαβ1 (k, q)
 1
ω − Eαk+p − Eβk−p
− 1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ1 (k, q)
 1
ω + Eαk+p − Eβk−p
− 1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
(44)
and
M−11(ω, q) =
1
2
∑
α,β=±
∑
k
Wαβ2 (k, q)
 1
ω − Eαk+p − Eβk−p
+
1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ2 (k, q)
 1
ω + Eαk+p − Eβk−p
+
1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
, (45)
where p = q/2 for convenience. On the other hand M12(ω, q) and M21(ω, q) are
even functions of ω and can be expressed as
M12(ω, q) = M+12(ω, q) + iM−12(ω, q),
M21(ω, q) = M+12(ω, q) − iM−12(ω, q). (46)
Here M+12(ω, q) and M−12(ω, q) read
M+12(ω, q) = −
1
2
∑
α,β=±
∑
k
Wαβ3 (k, q)
 1
ω − Eαk+p − Eβk−p
− 1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ3 (k, q)
 1
ω + Eαk+p − Eβk−p
− 1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
(47)
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and
M−12(ω, q) = −
1
2
∑
α,β=±
∑
k
Wαβ4 (k, q)
 1
ω − Eαk+p − Eβk−p
− 1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ4 (k, q)
 1
ω + Eαk+p − Eβk−p
− 1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
. (48)
The explicit expressions of the functions Wαβi (k, q) and Uαβi (k, q) (i = 1, 2, 3, 4)
are presented in Appendix A. We note thatWαβ4 (k, q) andUαβ4 (k, q) are odd func-
tions of h, that is, they are proportional to hλ2. However, the determinant of the
matrix M is an even function of h, as we expect.
To make the results more physically transparent, we decompose the complex
fluctuation field φ(x) into its amplitude part ρ(x) and phase part θ(x), φ(x) = ρ(x)+
i∆0θ(x). Converting to the variables ρ(x) and θ(x), we obtain
S(2)
eff
[ρ, θ]
βV
=
1
2
∑
Q
(
ρ(−Q) θ(−Q)
)
N(Q)
(
ρ(Q)
θ(Q)
)
, (49)
where the matrix N(Q) reads
N(Q) = 2
(
M+11 +M+12 i∆0(M−11 − iM−12)
−i∆0(M−11 + iM−12) ∆20(M+11 − M+12)
)
. (50)
From the expressions of M−11 and M−12, we have M−11(0, q) = 0 and M−12(ω, 0) = 0.
Therefore the amplitude and phase modes decouple completely at ω = 0 and
q = 0. Furthermore, at the saddle point ∆ = ∆0 we have precisely
M+11(0, 0) = M+12(0, 0). (51)
Therefore the phase mode at q = 0 is gapless, that is, the Goldstone mode. For
neutral fermionic superfluids, this mode is also called the Anderson-Bogoliubov
mode. Another collective mode or the so-called Higgs mode is massive. It is
likely heavily damped since its mass gap is generally larger than the two-particle
continuum at q = 0.
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We are interested in the low energy behaviors of these collective modes. For
this purpose, we make a small q and ω expansion of N(Q). The spin-orbit cou-
pling breaks the O(3) rotational symmetry to a O(2) circular rotational symmetry.
Therefore, the expansion takes the form
2(M+11 + M+12) = A +C⊥q2⊥ +C‖q2‖ − Dω2 + · · · ,
2∆20(M+11 − M+12) = J⊥q2⊥ + J‖q2‖ − Rω2 + · · · ,
2∆0M−11 = −Bω + · · · . (52)
Here a‖ = azez for any vector a. Note that the term M−12(ω, q) has no contribution
to this expansion up to the order O(ω2, q2). We should emphasize that such an
expansion is only possible at zero temperature, since the terms proportional to
f (Eαk+p)− f (Eαk−p) have the Landau theory singularity for q and ω going to zero [5].
In the remaining of this paper, we restrict our studies to the zero temperature case.
The parameter A (J⊥ and J‖) characterizes the stability of the saddle point
∆ = ∆0 against the amplitude (phase) fluctuation. First, it is easy to show that
A =
∂2Ω(∆)
∂∆2
∣∣∣∣∣
∆=∆0
. (53)
Therefore, the stability against the amplitude fluctuation requires A > 0. Second,
the superfluid phase stiffness J⊥ (J‖) is precisely proportional to the superfluid
density n⊥s (n‖s). We have
J⊥ =
n⊥s
4m
, J‖ =
n
‖
s
4m
. (54)
On the other hand, the superfluid density can be obtained from another equivalent
definition [52, 53]. When the superfluid moves with a uniform velocity υs =
υ⊥e⊥ + υ‖ez, the superfluid order parameter transforms like Φ → Φe2imυs·r and
Φ∗ → Φ∗e−2imυs·r (m = 1 in our units). The superfluid density ns is defined as the
response of the thermodynamic potential Ω to an infinitesimal velocity υs, i.e.,
Ω(υs) = Ω(0) + 12n
⊥
s υ
2
⊥ +
1
2
n‖sυ
2
‖ + O(υ4s). (55)
Therefore, the stability against the phase fluctuation requires J⊥ > 0 and J‖ > 0.
Once the superfluid phase stiffness becomes negative, the saddle-point state is
unstable and some Fulde-Ferrell-Larkin-Ovchinnikov-like state with inhomoge-
neous phase and/or amplitude modulation will be energetically favored [54, 55,
56, 57, 58, 59].
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As long as the stability conditions are satisfied, the dispersion of the Goldstone
mode at small momentum is given by
ω(q) =
√
(c⊥s )2q2⊥ + (c‖s)2q2‖ , (56)
where the transverse and longitudinal sound velocities are given by
c⊥s =
√
J⊥
B2/A + R
, c‖s =
√
J‖
B2/A + R
. (57)
The Higgs mode is massive and its mass gap MH reads
MH =
√
B2 + AR
DR
. (58)
We note that the expansion (52) is valid only for small frequency ω, therefore this
formula only gives the qualitative behavior of the Higgs mode. In general, the
Higgs mode is a resonance since its spectral density arises above the two-particle
continuum Ec(q) = mink{E−k+q/2 + E−k−q/2}.
Finally, we summarize the explicit expressions for the expansion parameters in
Eq. (52). For details of the calculations, see Appendix B. First, A can be evaluated
as
A =
1
2
∑
α=±
∑
k
 ∆2(Eαk)3
(
1 + αh
2
ζk
)2
+ α
h4∆2
Eαkζ
3
k
− 2 ∆
2
(Eαk)2
(
1 + αh
2
ζk
)2
δ(Eαk)
 . (59)
The expansion parameters in the frequency expansion read
B = ∆
∑
k
ξk
(E+k + E−k )2
[(
1
E+k
+
1
E−k
) h2E2k
ζ2k
+
(
1
E+k
− 1
E−k
)
h2
ζk
]
+
∆
4
∑
α±
∑
k
ξk
(Eαk)3
(
1 + α
λ2k2⊥
ζk
− h
2E2k
ζ2k
)
,
D =
1
8
∑
α=±
∑
k
[
ξ2k + η
2
k + 2αζk
(Eαk)5
λ2k2⊥ξ2k
ζ2k
+
∆2
(Eαk)5
λ2k2⊥h2
ζ2k
]
+
∑
k
1
(E+k + E−k )3
h2ξ2k
ζ2k
(
1 +
E2k − η2k
E+k E
−
k
)
,
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R = ∆2
∑
k
1
(E+k + E−k )3
h2E2k
ζ2k
(
1 +
E2k − η2k
E+k E
−
k
+
2λ2k2⊥∆2
E+k E
−
k E
2
k
)
+
∆2
8
∑
α=±
∑
k
1
(Eαk)3
λ2k2⊥ξ2k
ζ2k
. (60)
The transverse phase stiffness J⊥ and the longitudinal one J‖ take the form
J⊥ =
1
4m
{
n −
∑
k
∑
α=±
k2⊥
2
(
1 + αλ
2ξk
ζk
)2
δ(Eαk )
−
∑
k
∑
α=±
λ2
2Eαk
[
α
(
1 +
h2E2k
ζ2k
+
λ2k2⊥h2∆2
ζ2kE
2
k
) E2k
2ζk
+
(
1 − λ
2k2⊥ξ2k
2ζ2k
)] }
,
J‖ =
1
4m
n −∑
k
∑
α=±
k2‖δ(Eαk)
 . (61)
The delta functions δ(Eαk) in the expressions of J⊥,J‖ and A come from the zero-
temperature limit of the function (1/4T )sech2(Eαk/2T ) = −∂ f (Eαk)/∂Eαk . The in-
tegrations over these delta functions vanish precisely when the excitation spectra
Eαk are fully gapped. However, at large enough Zeeman field h, the superfluid state
may become gapless where the lower excitation spectrum E−k has zeros. In this
case, these terms may have finite contributions, depending on whether these zeros
correspond to gapless Fermi surfaces [59]. For vanishing spin-orbit coupling, the
expansion parameters A, B, D,R reduce to the known expressions in the previous
studies [61, 62]. They are given by
A =
∑
k
∆2
E2k
[
Θ(Ek − h)
Ek
− δ(Ek − h)
]
, B =
∆
2
∑
k
ξk
E3k
Θ(Ek − h),
D =
1
4
∑
k
ξ2k
E5k
Θ(Ek − h), R = ∆
2
4
∑
k
1
E3k
Θ(Ek − h). (62)
The phase stiffness becomes isotropic for λ = 0. It reads
J⊥ = J‖ =
1
4m
n −∑
k
k2
3 δ(Ek − h)
 . (63)
Therefore, for λ = 0 the zeros of E−k correspond to some gapless Fermi surfaces,
which leads to large negative contributions to the parameters J⊥, J‖ and A [54, 55,
56, 57, 58, 59, 60, 61, 62].
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2.3. Two-body problem
To understand the behavior for the collective modes in the BCS-BEC crossover,
it is useful to compare it with the result of the two-body problem in the absence
of medium effect. In the functional path integral formalism, the two-body vertex
function Γ−1(Q) can be obtained from its coordinate representation defined as
Γ−1(x, x′) = 1
βV
δ2Seff[Φ,Φ∗]
δΦ∗(x)δΦ(x′)
∣∣∣∣∣
Φ=0
. (64)
For ∆ = 0, we have G12 = G21 = 0 and the single-particle Green’s function
G(K) reduces to the form
G(K) =
( G+(K) 0
0 G−(K)
)
, (65)
where the diagonal elements read
G+(iωn, k) =
∑
α=±
Pαk(−h)
iωn − ξαk
, G−(iωn, k) =
∑
α=±
Pαk(h)
iωn + ξαk
. (66)
Therefore, Γ−1(Q) can be expressed as
Γ−1(Q) = 1
U
+
1
2
∑
K
Tr [G+(K + Q)G−(K)] . (67)
The explicit expression can be evaluated as
Γ−1(Q) = 1
U
− 1
2
∑
α,β=±
∑
k
1 − f (ξαk+p) − f (ξβk−p)
ξαk+p + ξ
β
k−p − iνn
T αβkq , (68)
where
T αβkq =
1
2
[
1 + αβ
λ2(k2⊥ − p2⊥) − h2
ηk+pηk−p
]
. (69)
To study the two-body problem in the absence of medium effect, we discard
the Fermi-Dirac distribution functions. The energy-momentum dispersion ωq of
the pair excitation is defined as the solution ω+2µ = ωq of the equation ReΓ−1(ω+
iǫ, q) = 0 . For h = 0, after some manipulations, the two-body equation becomes
1
U
=
∑
k
Ekq
E2kq − 4λ2k2⊥
[
1 + λ
2q2⊥ sin
2 ϕ
E2kq−λ2q2⊥
] , (70)
where Ekq = k2 + q2/4 − ωq and ϕ is the angle between k⊥ and q⊥.
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2.4. Two-dimensional case
The above formalism applies also to the case of two spatial dimensions. To
apply the general formalism, we only need to freeze the longitudinal (z) degree of
freedom, that is, perform the following replacement:
k2 → k2 = k2⊥,
∑
k
→
∑
k
=
∫ d2k
(2π)2 . (71)
In contrast to the anisotropic 3D case, the superfluid ground state in the 2D case
is isotropic. A quasi-2D cold atomic gas can be realized by arranging a one-
dimensional optical lattice along the axial (z) direction and a weak harmonic trap-
ping potential in the radial (x−y) plane [63], such that atoms are strongly confined
along the axial direction and form a series of pancake-shaped quasi-2D clouds.
The strong anisotropy of the trapping potentials, namely ωz ≫ ω⊥ where ωz (ω⊥)
is the axial (radial) frequency, allows us to use an effective 2D Hamiltonian to deal
with the radial degrees of freedom.
For the 2D case, the two-body bound state exists for arbitrarily weak attraction.
The coupling constant U should be regularized in the following way [6]
1
U
=
∑
k
1
2ǫk + ǫB
, (72)
where ǫB is the binding energy of the two-body bound state in the absence of spin-
orbit coupling. For convenience, we define a 2D scattering length a2D by [64]
ǫB =
4e−2γ
ma22D
, (73)
where γ ≃ 0.577216 is Euler’s constant. For quasi-2D cold atoms confined by an
axial trapping frequency ωz, the binding energy is related to the the 3D s-wave
scattering length as by ǫB = (C~ωz/π) exp(
√
2πlz/as) [65], where lz =
√
~/ωz and
C ≃ 0.915.
3. Results for zero Zeeman field: 3D case
In this section, we study the 3D system with zero Zeeman field (h = 0). We
focus on some bulk superfluid properties and the collective modes from weak to
strong spin-orbit coupling λ. Some results for the bound state and the BCS-BEC
crossover have been addressed in the previous studies [28, 29, 30, 47]. Here we
present these results for the sake of completeness.
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3.1. Bound state and BCS-BEC crossover
First, we show that there exists a two-body bound state in the presence of
spin-orbit coupling even for negative values of as [47]. For small q, the dispersion
ωq in Eq. (70) can be written as ωq = −EB + q2⊥/(2M⊥B ) + q2‖/(2M‖B). From the
imaginary part of the retarded Green’s function Γ−1(ω + iǫ, q), we conclude that
the bound state exists if the binding energy EB > λ2. The binding energy EB is
determined by the equation
− 1
4πas
=
∑
k
[
k2 + EB
(k2 + EB)2 − 4λ2k2⊥
− 1
k2
]
. (74)
Using the condition EB > λ2 we find that the solution can be expressed as
EB
λ2
= 1 + η(κ), (75)
where κ = 1/(λas). Completing the integral we obtain
√
1 + η(κ) − 1
2
ln
√
1 + η(κ) + 1√
1 + η(κ) − 1
= κ. (76)
Solving this equation, we find that a positive solution for η always exists for ar-
bitrary κ. The solution behaves as η(κ) → e2κ for κ → −∞ and η(κ) → κ2 − 1
for κ → +∞. Therefore, the bound state can form in the presence of spin-orbit
coupling even for negative values of as.
Meanwhile, expanding Eq. (70) to the order O(q2), we obtain M‖B = 2m for
arbitrary κ and the equation for the transverse effective mass M⊥B ,(
1 − 2m
M⊥B
)∑
k
(k2 + EB)2 + 4λ2k2⊥
[(k2 + EB)2 − 4λ2k2⊥]2
=
∑
k
8λ4k2⊥
(k2 + EB)[(k2 + EB)2 − 4λ2k2⊥]2
. (77)
Completing the integral, we get
2m
M⊥B
= 1 − 1
2
[
η(κ)
1 + η(κ) ln
η(κ)
1 + η(κ) +
1
1 + η(κ)
]
. (78)
The κ-dependence of the binding energy and the transverse effective mass can be
numerically obtained. The results are shown in Fig. 1. We find that the transverse
effective mass M⊥B is always larger than 2m, and it approaches 4m for κ → −∞.
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At unitary (as → ±∞) or for large spin-orbit coupling (λ → ∞), we have κ → 0.
In this case, the binding energy and the transverse effective mass read
η(0) = 0.439, M
⊥
B
2m
= 1.20. (79)
This novel bound state is referred to as rashbons in the studies [48].
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Figure 1: The binding energy EB (we show the dimensionless quantity η) and the transverse effec-
tive mass M⊥B (divided by 2m) as functions of 1/(λas).
Then we turn to the superfluid state. For zero Zeeman field, the single par-
ticle excitation spectra reduce to E±k =
√
(ξk ± λk⊥)2 + ∆2. The fermion Green’s
function takes the following form
G11(iωn, k) = −G22(−iωn, k) =
∑
α=±
iωn + ξαk
(iωn)2 − (Eαk)2
Pαk(0),
G12(iωn, k) = G21(iωn, k) =
∑
α=±
−∆
(iωn)2 − (Eαk)2
Pαk(0), (80)
where ξ±k = ξk ± λk⊥ and the projectors become P±k(0) = 12 (1 ± σ⊥ · k⊥/k⊥).
Since the total density n = k3F/(3π2) is fixed, the system can be characterized by
two dimensionless parameters 1/(kFas) and λ/kF. The order parameter ∆ and the
chemical potential µ can be determined in units of the Fermi energy ǫF = k2F/2
from the gap and number equations. For h = 0, they become
− 1
4πas
=
∑
k
∑
α=±
1
4
√
(ξk + αλk⊥)2 + ∆2
− 1
k2
 (81)
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and
n =
1
2
∑
α=±
∑
k
1 − ξk + αλk⊥√(ξk + αλk⊥)2 + ∆2
 . (82)
Applying the transformation k⊥ → k⊥ ± λ, the above equations can be written in
another form,
− 1
4πas
=
∑
k
(
1
2Ek
− 1
k2
)
+
λ
4π2
∫ ∞
0
dkz
∫ λ
0
dk⊥√
(ξk − λ2/2)2 + ∆2
(83)
and
n =
∑
k
(
1 − ξk
Ek
)
+
λ
4π2
∫ ∞
0
dkz
∫ λ
0
dk⊥
1 − ξk − λ2/2√(ξk − λ2/2)2 + ∆2
 . (84)
The integrations over kz can be analytically carried out with the help of the elliptic
functions, which helps us to obtain numerical solutions with high accuracy.
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Figure 2: (Color-online) The pairing gap ∆ (divided by ǫF) and the quantity µ + EB/2 (divided
by ǫF) as functions of λ/kF for various values of 1/(kFas). The dashed lines correspond to the
analytical results (88) and (94) for large spin-orbit coupling.
The numerical results for ∆/ǫF and µ/ǫF are shown in Fig. 2 . For large spin-
orbit coupling, the chemical potential becomes negative and ∆ ≪ |µ|. Therefore,
the gap and number equations can be expanded in powers of ∆2/|µ|2. To the lead-
ing order, the gap equation can be approximated as
− 1
4πas
=
∑
k
[
k2 − 2µ
(k2 − 2µ)2 − 4λ2k2⊥
− 1
k2
]
(85)
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which gives
µ = −EB
2
= −λ
2
2
[1 + η(κ)]. (86)
Then the number equation becomes
n = 2∆2
∑
k
(k2 + EB)2 + 4λ2k2⊥
[(k2 + EB)2 − 4λ2k2⊥]2
(87)
which yields
∆
ǫF
=
√
16η(κ)
3π
√
1 + η(κ)
λ
kF
. (88)
For large λ/kF, we have κ ≃ 0. Using the result η(0) = 0.439, we obtain the
following asymptotical behaviors
∆
ǫF
≃ 0.788
√
λ
kF
,
µ
ǫF
≃ −1.44
(
λ
kF
)2
. (89)
The above result indicates that for λ/kF → ∞, the properties of the system become
independent of the interaction parameter 1/(kFas).
Beyond the leading order of ∆2/|µ|2, the chemical potential at large λ/kF can
be expressed as µ = −EB/2 + µB/2, where µB ≪ EB can be referred to as the
chemical potential of the rashbons. To determine this chemical potential as well as
the interaction among the rashbons, we construct the Gross-Pitaevskii free energy
of the rashbon condensate. To this end, we first derive the Ginzburg-Landau free
energy functional
FGL[∆(x)] =
∫
dx
[
∆†(x)
(
a
∂
∂τ
− b⊥∇2⊥ − b‖∇2‖
)
∆(x) + c|∆(x)|2 + 1
2
d|∆(x)|4
]
(90)
according to the fact ∆ ≪ |µ|. The coefficients a, b⊥, b‖ can be obtained from the
two-body vertex function Γ−1(Q) and c, d can be obtained from the ground state
energy Ω(∆). To the leading order of µB/EB, these coefficients can be evaluated
as
a =
∑
k
(k2 + EB)2 + 4λ2k2⊥
[(k2 + EB)2 − 4λ2k2⊥]2
=
1
λ
√
1 + η(κ)
8πη(κ) ,
b⊥ =
1
2M⊥B
a, b‖ =
1
2M‖B
a, c = −aµB,
d = 2
∑
k
(k2 + EB)[(k2 + EB)2 + 12λ2k2⊥]
[(k2 + EB)2 − 4λ2k2⊥]3
=
1
λ3
2 + η(κ)
16πη2(κ)√1 + η(κ) . (91)
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Defining a new condensate wave function ψ(x) = √a∆(x), we obtain the
Gross-Pitaevskii free energy functional
FGP[ψ(x)] =
∫
dx
[
ψ
†(x)
 ∂∂τ − ∇
2
⊥
2M⊥B
−
∇
2
‖
2M‖B
ψ(x) − µB|ψ(x)|2 + 12g|ψ(x)|4
]
,(92)
The coupling g describes the two-body repulsive interaction among the rashbons.
It is given by
g =
d
a2
=
4π
λ
2 + η(κ)
[1 + η(κ)]3/2 . (93)
For λ → ∞, the coupling g goes as g ≃ 1.11/λ. Therefore, the system is a Bose-
Einstein condensate of weakly repulsive rashbons for large values of λ/kF. Min-
imizing the Gross-Pitaevskii free energy, we obtain |ψ|2 = µB/g and the rashbon
density nB = n/2 = |ψ|2. This is consistent with Eq. (87), which gives n = 2a∆2.
Therefore, the rashbon chemical potential µB can be expressed as µB = gn/2 or
µB
ǫF
=
4[2 + η(κ)]
3π[1 + η(κ)]3/2
(
λ
kF
)−1
. (94)
At large λ/kF, this analytical result is in good agreement with the numerical results
in Fig. 2. For λ/kF → ∞, µB/ǫF goes as µB/ǫF ≃ 0.60(λ/kF)−1.
3.2. Superfluid density
Now we discuss the superfluid densities, n⊥s and n
‖
s, which are the key quan-
tities to determine the Goldstone mode velocities. For h = 0, the longitudinal
superfluid density n‖s equals the total fermion density n. However, the transverse
superfluid density does not. It can be expressed as
n⊥s = n − nλ, (95)
where the spin-orbit coupling induced normal fluid density nλ reads
nλ =
λ
8π2
∫ ∞
0
dkz
∫ ∞
0
dk⊥
∑
α=±
α
Eαk
(
ξαk +
∆2
ξk
)
. (96)
Therefore, the transverse superfluid density n⊥s is always smaller than n for λ , 0,
as shown in Fig. 3. Our result is consistent with the result of the superfluid
density for Rashba spin-orbit coupled Fermi superfluids first reported by Zhou
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Figure 3: (Color-online) The transverse superfluid density n⊥s (divided by n) as a function of λ/kF
for various values of 1/(kFas). The dashed lines correspond to the analytical result 2m/M⊥B .
and Zhang [36]. This behavior is in contrast to ordinary Fermi superfluids, where
the superfluid density always equals the total density at zero temperature.
To understand the fact n⊥s < n, we explore the behavior of n⊥s at large spin-orbit
coupling. To the leading order of ∆2/|µ|2, nλ can be approximated as
nλ ≃
λ∆2
8π2
∫ ∞
0
dkz
∫ ∞
0
dk⊥
∑
α=±
α
ξαk
(
1
ξk
− 1
2ξαk
)
≃ 2∆2
∑
k
8λ4k2⊥
(k2 + EB)[(k2 + EB)2 − 4λ2k2⊥]2
. (97)
Together with Eq. (87) for n, we obtain
nλ
n
≃ 1 − 2m
M⊥B
,
n⊥s
n
≃ 2m
M⊥B
. (98)
Therefore, at large λ/kF, the transverse superfluid density is suppressed by a factor
2m/M⊥B < 1. For λ → ∞, we have M⊥B/(2m) → 1.20. This means that the
transverse superfluid density approaches the limit
n⊥s
n
→ 0.834 for λkF
→∞. (99)
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In Fig. 3, we show the result of n⊥s /n for various values of 1/(kFas). At unitary, it
approaches this limit very fast.
Then the physical picture becomes clear when we take a look at the phase
stiffnesses J⊥ and J‖. At large spin-orbit coupling, we obtain
J⊥ =
n⊥s
4m
≃ nB
M⊥B
, J‖ =
n
‖
s
4m
=
nB
M‖B
. (100)
These results show explicitly that at large λ/kF we recover the phase stiffnesses for
an anisotropic rashbon superfluid with density nB = n/2 and anisotropic effective
masses M⊥B > 2m and M
‖
B = 2m.
On the other hand, the condensation density n0, which is another important
quantity for fermionic superfluidity, can be expressed as
n0 =
∆2
8
∑
k
∑
α=±
1
(Eαk)2
. (101)
At large spin-orbit coupling, we have n0 ≃ (n/2)[1 + O(∆2/|µ|2)]. This implies
that the condensate fraction 2n0/n approaches unity at large λ/kF, consistent with
the picture of Bose-Einstein condensation of weakly interacting rashbons. In con-
trast to the superfluid density, we find numerically that n0 is always an increasing
function of λ/kF.
3.3. Collective modes
For h = 0, the expression for the inverse collective mode propagator M(Q)
becomes very simple. We have
Wαβ1 (k, q) =
1
4
1 + ξ
α
k+pξ
β
k−p
Eαk+pE
β
k−p
T αβkq ,
Wαβ2 (k, q) =
1
4
 ξ
α
k+p
Eαk+p
+
ξ
β
k−p
Eβk−p
T αβkq ,
Wαβ3 (k, q) =
∆2
4Eαk+pE
β
k−p
T αβkq , (102)
where T αβkq has a nice property T αβk0 = δαβ for h = 0. The expansion parameters
A, B, D,R are simplified as
A =
∆2
2
∑
α=±
∑
k
1
(Eαk)3
, B =
∆
4
∑
α=±
∑
k
ξαk
(Eαk)3
,
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D =
1
8
∑
α=±
∑
k
(ξαk)2
(Eαk)5
, R =
∆2
8
∑
α=±
∑
k
1
(Eαk)3
. (103)
Analytical results can be achieved at large spin-orbit coupling with the help
of these simplified formulas. To the leading order of ∆2/|µ|2, the parameters
A, B, D,R can be well approximated as
A ≃ 4∆2d, B ≃ 2∆a, D ≃ d, R ≃ ∆2d. (104)
Using the expressions for a and d, we find that at large λ, B2/A goes as B2/A ∼ λ
while R goes as R ∼ λ−2. Therefore, we have B2/A ≫ R at large λ and the
amplitude-phase mixing term dominates the low-energy behavior of the collective
modes. Using the result g = d/a2, we express the Goldstone mode velocities as
c⊥s ≃
√
gnB
M⊥B
=
√
µB
M⊥B
, c‖s ≃
√
gnB
M‖B
=
√
µB
M‖B
. (105)
These results are just the Goldstone mode velocities of a weakly interacting Bose
condensate, despite that the bosons possess anisotropic effective masses. For λ→
∞, the ratio c⊥s /c‖s approaches a universal limit
c⊥s
c
‖
s
→ 0.913. (106)
In Fig. 4, we show the numerical results for c⊥s and c
‖
s for various values of
1/(kFas). For λ/kF → ∞, they both go as 1/
√
λ, independent of the interaction
parameter 1/(kFas).
Actually, to the leading order of ∆2/|µ|2, the inverse boson propagator M(Q)
[at h = 0, M12(Q) = M21(Q)] can be approximated as
M11(Q) = M22(−Q) ≃ Γ−1(Q) + 2d∆2,
M12(Q) = M21(Q) ≃ d∆2. (107)
At large spin-orbit coupling, the two-body vertex function can be well approxi-
mated as Γ−1(Q) ≃ −a[iνn + µB − ωB(q)], where ωB(q) = q2⊥/(2M⊥B ) + q2‖/(2M‖B)
is the rashbon dispersion. Using the result from the Gross-Pitaevskii free energy,
µB = gnB, the dispersion of the Goldstone mode can be expressed as
ω(q) =
√
ωB(q) [ωB(q) + 2gnB]. (108)
26
0 0.5 1 1.5 2
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
λ/kF
c s⊥
 
/ v
F
1/(kFas)= 1
0
−1
0 0.5 1 1.5 2
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
λ/kF
c s||
 
/ v
F
1/(kFas)= 1
0
−1
Figure 4: (Color-online) The transverse and longitudinal velocities of the Goldstone mode, c⊥s and
c
‖
s (divided by the Fermi velocity υF = kF/m) as functions of λ/kF. The dashed lines correspond to
the analytical results (105) for large spin-orbit coupling.
This is nothing but the Bogoliubov excitation spectrum in a weakly interacting
Bose condensate with anisotropic effective masses.
On the other hand, the mass gap of the Higgs mode can be estimated as
MH ≃
2a
d =
4η(κ)[1 + η(κ)]
2 + η(κ) λ
2. (109)
For λ → ∞, MH goes as MH ∼ 1.04λ2. We see that in the presence of the spin-
orbit coupling, the Higgs mode is also pushed up to the large characteristic energy
scale (∼ λ2) of the system.
4. Results for zero Zeeman field: 2D case
In two spatial dimensions, the two-body bound state exists for arbitrarily weak
attraction. Here we show that the spin-orbit coupling effect enhances the binding
27
energy. For zero Zeeman field, the two-body binding energy EB is determined by
the equation
∑
k
[
k2 + EB
(k2 + EB)2 − 4λ2k2 −
1
k2 + ǫB
]
= 0. (110)
The solution can also be written as EB/λ2 = 1+ η(κ), where κ = ln(λa2D) and η(κ)
is determined by
1√
η
arctan
1√
η
− ln
√
1 + η
2
− γ = κ. (111)
The ratio EB/ǫB can be expressed as EB/ǫB = e2γ+2κ(1 + η)/4. The asymptotic
behaviors of η(κ) are: (1) η(κ) → 4e−2κ−2γ − 1 for κ → −∞; (2) η(κ) → π2/(4κ2)
for κ → +∞. Therefore, we have EB → ǫB for weak spin-orbit coupling (κ → −∞)
and EB ≫ ǫB for strong spin-orbit coupling (κ → +∞).
The effective mass MB of the bound state is given by(
1 − 2m
MB
)∑
k
(k2 + EB)2 + 4λ2k2
[(k2 + EB)2 − 4λ2k2]2 =
∑
k
8λ4k2
(k2 + EB)[(k2 + EB)2 − 4λ2k2]2 ,(112)
which gives
2m
MB
= 1 − 1 − (η − 1)I(η)
2(η + 1) [1 + I(η)] , (113)
where
I(η) = 1
2√η
(
π
2
− arctan η − 1
2√η
)
. (114)
For κ → +∞, I(η) has the asymptotic behavior I(η) → κ. For κ → −∞, we have
I(η) → 1/η. The κ-dependence of the binding energy and the effective mass is
shown in Fig. 5. Similar to the 3D case, the effective mass MB approaches 4m for
κ → +∞.
The order parameter ∆ and the chemical potential µ are obtained from the
gap and number equations. The 2D system is characterized by two dimensionless
parameters, ln(kFa2D) and λ/kF, which represent the attractive strength and spin-
orbit coupling strength, respectively. For numerical calculations, it is convenient
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Figure 5: The binding energy EB (divided by ǫB) and the effective mass MB (divided by 2m) as
functions of ln(λa2D).
to employ the following analytical forms for the gap and number equations [33],
ln
√
µ2 + ∆2 − µ
ǫB
= λ
∫ λ
0
dk√
(ξk − λ2/2)2 + ∆2
,
2ǫF =
√
µ2 + ∆2 + µ + λ
∫ λ
0
dk
1 − ξk − λ2/2√(ξk − λ2/2)2 + ∆2
 . (115)
For λ = 0, they give the simple analytical results ∆ =
√
2ǫBǫF and µ = ǫF − ǫB/2
[6]. At large spin-orbit coupling, we have µ < 0 and ∆ ≪ |µ|, which leads to the
following analytical results
µ ≃ −EB
2
, ∆ ≃
√
n
2a
=
√
ǫF
2πa
, (116)
where the 2D version of a reads
a =
∑
k
(k2 + EB)2 + 4λ2k2
[(k2 + EB)2 − 4λ2k2]2 =
1
λ2
1 + I(η)
4πη
. (117)
Note that in 2D the density n is related to the Fermi momentum kF by n =
k2F/(2π) = ǫF/π. The numerical results for ∆ and µ are shown in Fig. 6. The
results are in good agreement with the analytical results for large λ/kF. For the
2D case we find that the quantity µ + EB/2 goes down very slowly, unlike the 3D
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Figure 6: (Color-online) The pairing gap ∆ (divided by ǫF) and the quantity µ + EB/2 (divided by
ǫF) in the 2D system as functions of λ/kF for various values of the interaction parameter ln(kFa2D).
The dashed lines correspond to the analytical results at strong spin-orbit coupling.
case where it goes as 1/λ at large λ/kF. This is because for large λ, the rashbon-
rashbon coupling g goes as g ∼ 1/ ln(λa2D) in 2D rather than g ∼ 1/λ as in 3D
(see below).
For the 2D case, the superfluid density is isotropic. The superfluid density can
also be written as ns = n − nλ, where the spin-orbit coupling induced normal fluid
density nλ reads
nλ =
λ
8π
∫ ∞
0
dk
∑
α=±
α
Eαk
(
ξαk +
∆2
ξk
)
. (118)
At large spin-orbit coupling nλ can be approximated as
nλ ≃ 2∆2
∑
k
8λ4k2
(k2 + EB)[(k2 + EB)2 − 4λ2k2]2 , (119)
which leads to the result
ns
n
≃ 2m
MB
, J ≃ nB
MB
. (120)
These are just the superfluid density and phase stiffness for the 2D rashbon con-
densate. In Fig. 7, we show the results for the superfluid density. At large spin-
orbit coupling and/or attraction, the numerical results are in good agreement with
the above analytical result.
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Figure 7: The superfluid density ns (divided by n) in the 2D system as a function of λ/kF for
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Meanwhile, for large spin-orbit coupling, the expansion parameters A, B, D,R
can be approximated as
A ≃ 4∆2d, B ≃ 2∆a, D ≃ d, R ≃ ∆2d, (121)
where the 2D version of d reads
d = 2
∑
k
(k2 + EB)[(k2 + EB)2 + 12λ2k2]
[(k2 + EB)2 − 4λ2k2]3 =
1
λ4
2 + (1 + η)−1 + 3I(η)
8πη2 . (122)
At large λ, B2/A goes as B2/A ∼ ln(λa2D) while R goes as R ∼ [ln(λa2D)/λ]2.
Therefore, the amplitude-phase mixing term B2/A also dominates in 2D. Finally,
the Goldstone mode velocity cs can be expressed as
cs ≃
√
gnB
MB
, (123)
where the 2D version of the coupling g = d/a2 reads
g = 2π
2 + (1 + η)−1 + 3I(η)
[1 + I(η)]2 . (124)
In Fig. 8, we show the numerical results of cs and compare it with the analytical
result. We note that the rashbon-rashbon coupling g is dimensionless and at large
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spin-orbit coupling it goes as
g ≃ 6πln(λa2D) . (125)
This is in contrast to the 3D case where g ∼ 1/λ. The rashbon chemical potential
µB = 2µ + EB reads µB = gnB = gn/2. In Fig. 6, we show the analytical results
for µB/2 by dashed lines and compare them with the quantity µ + EB/2. They are
in good agreement at large λ/kF. The large-λ behavior of the coupling g explains
why the quantity µ + EB/2 decreases slower than the 3D case.
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Figure 8: (Color-online) The Goldstone mode velocity cs (divided by υF = kF/m) in the 2D system
as a function of λ/kF for various values of ln(kFa2D). The dashed lines are analytical results for
large spin-orbit coupling.
5. Results for finite Zeeman field
Now we turn to the case of nonzero Zeeman field h. In the absence of spin-
orbit coupling, it is known that the BCS superfluidity is completely destroyed
when the Zeeman field h is large enough. In the weak coupling limit, there ex-
ists a first-order phase transition from the BCS state to the normal state at hCC =
∆0/
√
2 where ∆0 is the gap at h = 0, which is referred to as the Chandrasekhar-
Clogston limit. Further theoretical studies showed that the inhomogeneous Fulde-
Ferrell-Larkin-Ovchinnikov state can survive in a narrow window between hCC
and hFFLO = 0.754∆0. The Zeeman field effects on fermionic superfluidity in
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the whole BCS-BEC crossover regime have been experimentally studied in re-
cent years [18]. Two-component Fermi gases with population imbalance (N↑ ,
N↓) are realized to simulate the Zeeman field effect. Around the unitary point
(1/(kFas) = 0), the phase separation between the superfluid and normal phases
has been observed in accordance with the first-order phase transition. Despite
the rich phase structure in the BCS-BEC crossover, one finds that the fermionic
superfluidity is completely destroyed at large enough Zeeman field in the whole
BCS-BEC crossover regime.
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Figure 9: Evolution of the grand potentialΩ(∆) with varying Zeeman field h for a small spin-orbit
coupling λ/
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2µ = 0.1. In the calculations we set ǫB/µ = 0.2.
5.1. Fate of the first-order phase transition
In the presence of spin-orbit coupling, the phase structure at h , 0 becomes
qualitatively different. There are two crucial observations as shown in the previous
studies [31, 32, 35, 44]. First, in the presence of spin-orbit coupling, the order
parameter ∆ never vanishes even for large h. The superfluid phase at large enough
h is a topological superfluid. Second, the first-order phase transition is eliminated
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at large spin-orbit coupling. Instead, the order parameter varies smoothly with
the Zeeman field h. Therefore, at strong spin-orbit coupling, there exists only
topological quantum phase transitions from the normal superfluid phase to some
topological superfluid phases.
The elimination of the first-order phase transition at strong spin-orbit coupling
has been systematically studied in some previous papers [31, 32, 35, 44]. For the
sake of completeness, here we briefly show how the spin-orbit coupling eliminates
the first-order phase transition, using the 2D case as an example. For the 3D case,
the conclusion is the same [31, 32, 35]. To study the first-order phase transition,
we have to study the property of the grand potential Ω(∆; µ, h). For the 2D case,
it reads
Ω(∆; µ, h) =
∑
k
(
∆2
k2 + ǫB
− E
+
k + E
−
k
2
+ ξk
)
. (126)
In Fig. 9 and Fig. 10, we show the evolution of the grand potential curve with
varying Zeeman field for weak and strong spin-orbit couplings, respectively. For
34
nonzero spin-orbit coupling, we find that there is always a minimum at ∆ , 0 no
matter how large the Zeeman field is, in contrast to the case of vanishing spin-
orbit coupling, where the minimum shifts to ∆ = 0 at large Zeeman field. For
weak spin-orbit coupling (Fig. 9), the first order phase transition persists, as we
expected. The difference from the case of vanishing spin-orbit coupling is that
the order parameter ∆ jumps from a large value to a small value. When the total
particle number n instead of the chemical potential µ is fixed, the mixed phase
(phase separation) appears in a range of the Zeeman field in accordance of the first-
order phase transition. For strong spin-orbit coupling (Fig. 10), the potential curve
always shows only one minimum at nonzero ∆, which means that there exists
no longer first-order phase transition. Therefore, the first-order phase transition
becomes eliminated at strong enough spin-orbit coupling.
In this paper, we are interested in the properties of the collective modes across
the topological quantum phase transition. Therefore, we focus on strong spin-orbit
coupling where the first-order phase transition is eliminated. In the following,
we will first study the 2D case, since in 2D the results of the bulk superfluid
properties and the collective modes are most pronouncedly associated with the
quantum phase transition.
5.2. 2D system
5.2.1. Quantum phase transition
First, we show that for the 2D system, there exist two different superfluid
phases at h , 0 distinguished by the quantity [38, 39, 40, 41, 42, 43, 44, 45, 46]
C0 = µ2 + ∆2 − h2. (127)
The superfluid phases with C0 > 0 and C0 < 0 are linked by a quantum phase
transition.
For h , 0, the upper quasiparticle branch E+k is fully gapped, while the lower
excitation spectrum E−k can have zeros at some critical Zeeman field. To show
this, we employ the following identity
(E+k )2(E−k )2 =
(
E2k − h2 − λ2k2
)2
+ 4λ2k2∆2. (128)
Since we are considering the superfluid phases with ∆ , 0 for λ , 0, the only
possible zero for E−k is located at k = 0. This zero appears only when the quantity
C0 is precisely zero or the Zeeman field h equals the critical value hc =
√
µ2 + ∆2.
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For C0 , 0 or h , hc, the fermionic excitations are fully gapped. At the critical
point h = hc, the lower branch E−k has a linear dispersion near k = 0, i.e.,
E−k = υc|k| + O(|k|2), k → 0, (129)
where the velocity υc can be determined as
υc =
λ∆√
µ2 + ∆2
. (130)
The existence of such a gapless fermionic spectrum causes singularities of the
thermodynamic functions at the critical point C0 = 0. To be specific, we consider
the thermodynamic potential Ω(µ, h) ≡ Ω(µ, h,∆(µ, h)), where
Ω(µ, h,∆) =
∑
k
(
∆2
k2 + ǫB
− E
+
k + E
−
k
2
+ ξk
)
. (131)
To obtain the thermodynamic potential Ω(µ, h), the superfluid order parameter
∆(µ, h), which is regarded as an implicit function of µ and h, should be determined
by the gap equation
∑
k
∑
α=±
(
1 + αh
2
ζk
)
1
4Eαk
− 1
k2 + ǫB
 = 0. (132)
We now demonstrate that the infrared singularities caused by the gapless fermionic
spectrum show up at the fourth derivatives of the thermodynamic functionΩ(µ, h)
with respect to the thermodynamic variables µ and h. To this end, we consider the
following two susceptibilities
χµµ = −
∂2Ω(µ, h)
∂µ2
, χhh = −
∂2Ω(µ, h)
∂h2 . (133)
χµµ is related to the isothermal compressibility and χhh is the spin susceptibil-
ity. To obtain their explicit expressions, we need the derivatives ∂∆(µ, h)/∂µ and
∂∆(µ, h)/∂h. With the help of the gap equation ∂Ω(µ, h,∆)/∂∆ = 0, we obtain
∂∆(µ, h)
∂µ
=
1
A
∂n(µ, h,∆)
∂∆
,
∂∆(µ, h)
∂h
=
1
A
∂δn(µ, h,∆)
∂∆
. (134)
Here A = ∂2Ω(µ, h,∆)/∂∆2 is one of the expansion parameters obtained in Sec. 2,
n is the total density, and δn = n↑ − n↓ is the spin polarization. We note that the
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delta-function term in A vanishes automatically. The explicit expressions of n and
δn can be evaluated as
n(µ, h,∆) = 1
2
∑
k
∑
α=±
[
1 −
(
1 + α
η2k
ζk
)
ξk
Eαk
]
,
δn(µ, h,∆) = 1
2
∑
k
∑
α=±
h
Eαk
(
1 + α
E2k
ζk
)
. (135)
Finally, the two susceptibilities can be evaluated as
χµµ =
∂n(µ, h,∆)
∂µ
+
1
A
(
∂n(µ, h,∆)
∂∆
)2
,
χhh =
∂δn(µ, h,∆)
∂h +
1
A
(
∂δn(µ, h,∆)
∂∆
)2
. (136)
Using the following results
∂E−k
∂∆
=
∆
E−k
(
1 − h
2
ζk
)
,
∂E−k
∂µ
= − ξk
E−k
(
1 − η
2
k
ζk
)
,
∂E−k
∂h
=
h
E−k
(
1 − E
2
k
ζk
)
, (137)
we find that the expressions of χµµ and χhh contain integrals of the following type
Ii j ∼
∫ ∞
0
kdk
QiQ j
(E−k )3
, (138)
where
Q1 = 1 − h
2
ζk
, Q2 = 1 −
η2k
ζk
, Q3 = 1 −
E2k
ζk
. (139)
At h = hc, the integralsIi j (i, j = 1, 2, 3) are infrared safe since the quantitiesQi go
as k2 for k → 0. Therefore, the susceptibilities χµµ and χhh are continuous across
the critical point h = hc. Then we consider the l-th derivative of the susceptibilities
with respect to µ or h. We find that the l-th derivative contains terms of which the
infrared behavior goes as∫ ǫ
0
kdkk
4−2l
k3 =
∫ ǫ
0
dkk2−2l. (140)
For l = 2, infrared divergences show up, which means that the fourth derivative
of the thermodynamic potential Ω(µ, h) becomes divergent at the critical point.
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Therefore, the third derivative of the thermodynamic potential is discontinuous
across the critical point, which means that the susceptibilities themselves are con-
tinuous but not smooth. Based on these observations, we conclude that the 2D
system undergoes a third order quantum phase transition at h = hc or C0 = 0 even
though the superfluid order parameter does not undergo characteristic change.
On the other hand, we consider the so-called topological invariant N associ-
ated with the fermion Green’s function G(iω, k). For the present 2D system it is
defined as [43, 66, 67]
N =
∫ d2kdω
8π2
[
Tr
(
G∂G
−1
∂kx
G∂G
−1
∂ky
G∂G
−1
∂ω
)
− Tr
(
G∂G
−1
∂ky
G∂G
−1
∂kx
G∂G
−1
∂ω
) ]
.(141)
Using the explicit form of the fermion Green’s function, one can show that N = 0
for C0 > 0 and N = 1 for C0 < 0. Therefore, the superfluid phase with C0 < 0
or h > hc is topologically nontrivial. The phase transition at C0 = 0 or h = hc
is a topological quantum phase transition. The superfluid phase with C0 < 0 can
be called a topological superfluid (TSF), while the topologically trivial phase with
C0 > 0 is a normal superfluid phase (SF).
5.2.2. Homogeneous system
Now we turn to study the homogeneous system where the total density n =
k2F/(2π) is fixed. We are interested in the topological quantum phase transition
and the properties of the collective modes across the topological quantum phase
transition. Therefore, we focus on the case of strong spin-orbit coupling strength
λ ∼ O(kF) which can be realized in the cold atom experiments [21, 22]. As we
have shown previously, the first-order phase transition has been eliminated and
the order parameter goes smoothly with increasing Zeeman field. In the numerical
calculations, we take the attractive coupling parameter as ln(kFa2D) = 2. Change
of this value does not lead to qualitatively different results. In Fig. 11, we show
typical numerical results for ∆ and µ at λ/kF = 0.5. Increasing the spin-orbit cou-
pling strength does not change our results qualitatively. The pairing gap ∆ drops
down smoothly with increased Zeeman field. At large h, we find numerically that
∆ goes as ∆ ∼ 1/h2. The chemical potential µ becomes negative and goes as
µ ≃ −h + b with b ≪ h.
For the present set of the attractive strength ln(kFa2D) = 2 and the spin-orbit
coupling strength λ/kF = 0.5, we find that the quantum phase transition occurs
at h = hc ≃ 0.51ǫF. The chemical potential goes smoothly across the phase tran-
sition. It reaches a maximum at h = hc and then drops down in the topological
superfluid phase. The spin polarization δn = n↑ − n↓ becomes nonzero once the
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Figure 11: The pairing gap ∆ (divided by ǫF) and the chemical potential µ (divided by ǫF) as func-
tions of the Zeeman field h/ǫF. The dashed lines denote the critical Zeeman field hc =
√
µ2 + ∆2.
In this plot, we take ln(kFa2D) = 2 and λ/kF = 0.5. The value hc for this case is hc ≃ 0.51ǫF.
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Figure 12: The spin polarization P = (n↑ − n↓)/n as a function of h/ǫF.
Zeeman field is turned on. In Fig. 12, we show the the spin polarization P = δn/n
as a function of h. We find that P is a smooth function of h, in accordance with
the fact that the phase transition is of third order. We note that the convexities of
the ∆-h and P-h curves change at the critical field h = hc. In Fig. 13, we show the
susceptibilities χµµ and χhh as functions of h/ǫF. The susceptibilities are nonana-
lytical at the critical point h = hc, as we expected. Note that the spin susceptibility
χhh is nonzero even at h = 0. This is an important spin-orbit-coupling effect on
39
0 0.2 0.4 0.6 0.8 1 1.2 1.4
0.2
0.22
0.24
0.26
0.28
0.3
0.32
χ µ
µ
0 0.2 0.4 0.6 0.8 1 1.2 1.4
0.2
0.25
0.3
h/εF
χ h
h
Figure 13: The susceptibilities χµµ and χhh as functions of h/ǫF.
fermionic superfluidity/superconductivity [68].
The bulk single-particle excitation gap Eg is defined as
Eg = min
k
{E+k , E−k } = mink {E
−
k }. (142)
For h , 0, it does not equal the superfluid order parameter ∆. In Fig. 14, we show
the bulk excitation gap Eg as a function of h. It vanishes only at the critical point
h = hc. In the SF phase (h < hc), it is a decreasing function of h. In the TSF
phase (h > hc), it is nonmonotonic and shows a maximum at h & hc. In Fig. 15,
we show the dispersion of the lower fermionic excitation E−k for various values
of h/hc. We find that the excitation gap Eg is located at different momenta for
h < hc and h > hc. For h < hc, the gap is located at low momentum, while for
h ≫ hc, the momentum moves to k ≃
√
2kF. This can be understood as follows.
For h ≫ hc, the pairing gap ∆ is vanishingly small and the chemical potential
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Figure 14: The bulk excitation gap Eg (divided by ǫF) as a function of h/ǫF.
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Figure 15: (Color-online) The dispersion of the lower fermionic excitation E−k for various values
of h/hc.
µ becomes negative. To the leading order of ∆/h and ∆/|µ|, the quasiparticle
dispersions can be approximated as
Eαk ≃
√
(ξk + αηk)2 + ∆2
(
1 + α h
2
ξkηk
)
. (143)
Therefore, at h ≫ hc, the upper branch E+k has a large gap ≃ h − µ and essentially
41
plays no role. The minimum of the lower branch E−k is located at the “Fermi
surface” k = ˜kF determined by ξk − ηk = 0. We have
˜kF =
√
2
(
λ2 + µ +
√
λ4 + 2λ2µ + h2
)
. (144)
On the other hand, the total density n can be well approximated as
n ≃
∑
k
Θ(ηk − ξk) =
˜k2F
4π
, (145)
which leads to the result ˜kF ≃
√
2kF. Therefore, at h ≫ hc, the excitation gap Eg
of the lower branch is opened at the Fermi surface k = ˜kF. Near the Fermi surface,
the dispersion E−k can be approximated as
E−k ≃
√
υ˜2F(k − ˜kF)2 + E2g, (146)
where the Fermi velocity υ˜F = ∂ξ−k/∂k|k=˜kF reads
υ˜F =
√
2υF
1 −
λ2√
2λ2k2F + h2
 (147)
and the excitation gap Eg is given by
Eg = ∆
√
2λ2k2F
2λ2k2F + h2
. (148)
It is interesting to understand the above discussion in the helicity representa-
tion, i.e., Eqs. (33)-(37). For h ≫ hc, only the lower band with dispersion ξ−k has
a Fermi surface k = ˜kF and carries the total fermion density n. The upper band
plays essentially no role and only the intraband pairing near the Fermi surface
of the lower band is available. At large Zeeman field, the interband pair poten-
tial ∆s(k) can be safely dropped and the quasiparticle dispersion E−k can be well
approximated as
E−k ≃
√
(ξk − ηk)2 + |∆t(k)|2. (149)
Near the Fermi surface k = ˜kF, it gives exactly Eq. (146). This means that, for
h → ∞, the system can be mapped to the px+ipy superfluid state in spinless Fermi
gases [69]. Here the complex p-wave pairing occurs near the Fermi surface k = ˜kF
of the lower band. However, if the Zeeman field is not large enough, the mapping
to a spinless px + ipy superfluid state is no longer legitimate.
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5.2.3. Collective modes
Since the fermionic excitations are fully gapped except at the critical point
h = hc, the superfluid density can be expressed as
ns = n −
∑
α=±
∑
k
λ2
2Eαk
[ (
1 − λ
2k2ξ2k
2ζ2k
)
+ α
(
1 +
h2E2k
ζ2k
+
λ2k2h2∆2
ζ2kE
2
k
) E2k
2ζk
]
. (150)
Analyzing the infrared behavior of the integrals at h = hc, we find that ns goes
smoothly across the quantum phase transition. In Fig. 16, we show the numerical
result for the superfluid density. In the SF phase, ns is suppressed by the Zeeman
field, as we expected. However, in the TSF phase, it turns to be enhanced by
the Zeeman field! To understand this surprising behavior, we first take a look at
the case h ≫ hc. In this case, ∆ is very small compared with h and |µ| and the
superfluid density can be well approximated as
ns ≃ n −
λ2
2
∑
k
1
ηk
(
1 +
h2
η2k
)
Θ(˜kF − |k|)
= n
1 −
λ2√
2λ2k2F + h2
 . (151)
Therefore, for h → ∞, we have ns → n. As we have shown above, for h ≫ hc, the
topological superfluid state can be mapped to a spinless px + ipy superfluid state
where weak p-wave pairing occurs at the Fermi surface k = ˜kF. Therefore, the
fermion pairing in the TSF phase feels less stress from the Zeeman field than in
the normal superfluid phase. At large enough Zeeman field, since the lower band
carries almost the total fermion density n, we naturally have ns → n.
Next, the behavior of the expansion parameters A, B, D,R across the critical
point h = hc can be summarized as follows: (1) A, B and R are continuous but
nonanalytical; (2) D is divergent. These conclusions can be obtained by analyzing
the infrared behavior of the momentum integrals. The numerical results for these
parameters are shown in Fig. 17. The ratio B2/(AR) which represents the mixing
between the phase and amplitude modes are shown in Fig. 18. We find that the
mixing is strongest near the critical point, while it becomes negligible for h ≫ hc.
Since the parameters A, B and R are nonanalytical at h = hc, the Goldstone mode
velocity cs also behaves nonanalytically across the quantum phase transition. In
Fig. 19, we show the numerical result of cs as a function of the Zeeman field.
It is suppressed by the Zeeman field in the SF phase (h < hc), as we expected.
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Figure 16: The superfluid density ns (divided by the total density n) as a function of h/ǫF.
However, for h > hc, it goes up rapidly and is always enhanced by the Zeeman
field. Therefore, the low-energy collective mode, i.e., the Goldstone sound mode,
is a sensitive probe of the quantum phase transition in 2D spin-orbit coupled Fermi
superfluids. For h ≫ hc, the quantities A, B,R are dominated by the integrals over
the lower band. They can be well approximated as
A ≃ ∆
2
2
∑
k
1
(E−k )3
(
1 − h
2
ζk
)2
,
B ≃ ∆
4
∑
k
ξk
(E−k )3
(
1 − λ
2k2
ζk
− h
2E2k
ζ2k
)
,
R ≃ ∆
2
8
∑
k
1
(E−k )3
λ2k2ξ2k
ζ2k
. (152)
Since all integrands are peaked at the Fermi surface k = ˜kF, we can set k = ˜kF for
the integrands except E−k ≃
√
υ˜2F(k − ˜kF)2 + E2g. Meanwhile, we have ζk ≃ ξkηk ≃
η2k at k = ˜kF since ∆ goes as ∆ ∼ 1/h2. Then we obtain
B2
A
≃ 164π
∆2
λ2k2F
h4
(2λ2k2F + h2)2
1 −
λ2√
2λ2k2F + h2

−1
,
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Figure 17: The expansion parameters A, B,R, D as functions of h/ǫF.
R ≃ 18π
1 − λ
2√
2λ2k2F + h2

−1
. (153)
Therefore, for h → ∞, we have B2/A → 0 and R → 1/(8π). Since the phase-
amplitude mixing becomes negligible, the Goldstone mode velocity is given by
cs =
√
ns/(4R). Combining the fact ns → n for h →∞, we obtain
cs → υF for h →∞. (154)
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0 0.2 0.4 0.6 0.8 1 1.2 1.4
0.58
0.6
0.62
0.64
0.66
0.68
0.7
0.72
0.74
0.76
h/εF
c s
/v
F
Figure 19: The sound velocity cs (divided by the Fermi velocity υF = kF/m for the noninteracting
Fermi gas in the absence of spin-orbit coupling) as a function of h/ǫF.
This result can be reexpressed as cs ≃ υ˜F/
√
2. It is just the sound velocity of a
weakly coupled 2D Fermi superfluid, which is consistent with the fact that the
system can be mapped to a weakly coupled px + ipy superfluid.
On the other hand, the divergence of D at the quantum phase transition indi-
cates that MH vanishes, that is, the massive Higgs mode gets softened near the
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critical point. In general, the Higgs mode is a resonance. Therefore, we study the
nature of its spectral density ρ(ω, q) = −(1/π)ImΓH(ω + iǫ, q), where the Higgs
mode propagator ΓH(Q) is the massive eigenmode obtained by diagonalizing the
matrix M(Q). Here we briefly discuss the case of q = 0. From the explicit form of
the collective mode propagator, we find that the spectral density arises when the
frequency ω exceeds the threshold ωth = 2Eg, which is just the two-particle con-
tinuum Ec(q) = mink{E−k+q/2+E−k−q/2} at q = 0. Near the quantum phase transition
point h = hc, the threshold ωth tends to zero, while the pairing gap ∆ (as well as
the critical temperature Tc) remains relatively large. This indicates that the Higgs
mode spectrum arises in the low-frequency regime near the critical point. It may
be interesting for the future experimental search of the Higgs mode in fermionic
superfluids.
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Figure 20: The pairing gap ∆ and the chemical potential µ for the 3D system as functions of the
Zeeman field. In this plot we take 1/(kFas) = −0.5 and λ/kF = 0.5. The two critical fields in this
case read hc1 ≃ 0.34ǫF and hc2 ≃ 0.47ǫF.
5.3. 3D system
The three-dimensional case is different from the 2D case. The superfluid phase
at large h is a gapless superfluid state where the lower quasiparticle branch has
gapless nodes [31]. This difference is due to the existence of the kz degree of
freedom in the 3D system. From the identity
(E+k )2(E−k )2 = (E2k − h2 − λ2k2⊥)2 + 4λ2k2⊥∆2, (155)
we find that the lower branch E−k has some zeros located at the kz-axis (k⊥ = 0).
The values of kz of these zeros are determined by(
k2z /2 − µ
)2
+ ∆2 = h2. (156)
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Figure 21: (Color-online) The susceptibilities χµµ and χhh for the 3D system as functions of h/ǫF.
These zeros are isolated and are called Fermi points. There exist three possible
phases according to the number of Fermi points: (1) for h < ∆, we have a fully
gapped phase (SF) without Fermi points; (2) for µ > 0 and ∆ < h <
√
µ2 + ∆2,
we have a gapless phase (called gSF-I) with four Fermi points given by (k⊥, kz) =
(0,±[2(µ +
√
h2 − ∆2)]1/2) and (k⊥, kz) = (0,±[2(µ −
√
h2 − ∆2)]1/2); (3) for h >√
µ2 + ∆2, we have a gapless phase (called gSF-II) with two Fermi points given
by (k⊥, kz) = (0,±[2(µ +
√
h2 − ∆2)]1/2). One can show that the quasiparticle
dispersion E−k is linear around each Fermi point. Therefore, each Fermi point
behaves like a Dirac point and is topologically protected with a topological charge
Na = ±1 [31]. The three superfluid phases (SF, gSF-I, gSF-II) are therefore lined
by two topological quantum phase transitions. For convenience, in the following
we denote the two critical Zeeman fields as hc1 = ∆ and hc2 =
√
µ2 + ∆2.
Since the gapless quasiparticle spectrum has only Fermi points rather than
Fermi surfaces, the delta-function terms in the expressions of J⊥, J‖ and A vanish
automatically. This is quite different from the case of vanishing spin-orbit cou-
pling. For that case, the quasiparticle spectrum in the gapless phase has gapless
Fermi surfaces and delta-function terms have large negative contributions due to
the large density of state at the gapless Fermi surfaces [54, 55, 56, 57, 58, 59, 60,
61, 62]. As a result, the gapless superfluid state in the absence of spin-orbit cou-
pling is unstable in a large regime of the BCS-BEC crossover [55], because A and
the superfluid density are negative there. For large enough spin-orbit coupling,
the gapless phases become stable, since these negative contributions are totally
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Figure 22: The expansion parameters A, B,R and D for the 3D system as functions of h/ǫF.
removed. However, the cost is that we now have only Fermi points rather than
Fermi surfaces.
In Fig. 20, we show the results of the pairing gap ∆ and the chemical potential
µ for attraction strength 1/(kFas) = −0.5 and spin-orbit coupling λ/kF = 0.5.
Similar to the 2D case, the pairing gap never vanishes at large Zeeman field, and
we do have two critical Zeeman fields hc1 ≃ 0.34ǫF and hc2 ≃ 0.47ǫF which
separate the three superfluid phases. For stronger attraction strength and/or spin-
orbit coupling, the chemical potential µ becomes smaller or even negative at h = 0.
In this case, the gSF-I phase with four Fermi points does not appear. In Fig. 21,
we show the results for the susceptibilities χµµ and χhh which are defined in the
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Figure 23: The transverse superfluid density n⊥s (divided by the total density n) for the 3D system
as a function of h/ǫF.
same way as the 2D case. We find that they behave smoothly across the quantum
phase transitions, which indicates that the quantum phase transition in the 3D case
is of higher than third order. The reason can be understood as follows: due to the
existence of the kz degree of freedom, the infrared singularities at k⊥ → 0 are
weakened by the integrals over kz. Therefore, the expansion parameters A, B,R
behave smoothly across the quantum phase transitions, while D does not diverge
but exhibits nonanalytical behavior. The numerical results of these parameters are
shown in Fig. 22. At large h, we also have B → 0 and B2/A ≪ R, which means
that the phase and amplitude modes decouple.
Since the gapless quasiparticle spectrum E−k has only Fermi points, the delta-
function terms vanish. We have n‖s = n for arbitrary h and
n⊥s = n −
∑
α=±
∑
k
λ2
2Eαk
[(
1 − λ
2k2⊥ξ2k
2ζ2k
)
+ α
( E2k
2ζk
+ h2
E4k + λ
2k2⊥∆2
2ζ3k
)]
. (157)
The numerical result for n⊥s is shown in Fig. 23. Its behavior is similar to the 2D
superfluid density: it decreases at small h and then turns to increase at large h.
Together with the behavior of the expansion parameters A, B and R, the results of
the Goldstone mode velocities c⊥s and c
‖
s are shown in Fig. 24. The nonmonotonic
behavior of the transverse velocity c⊥s is similar to the 2D case. The longitudinal
velocity c‖s is always an increasing function of h, since we have n‖s = n for arbi-
trary h. Unlike the 2D case, these velocities do not exhibit nonanalyticities at the
50
0 0.2 0.4 0.6 0.8 1 1.2
0.46
0.48
0.5
0.52
0.54
c s⊥
/v
F
0 0.2 0.4 0.6 0.8 1 1.2
0.52
0.54
0.56
0.58
0.6
0.62
0.64
h/εF
c s||
/v
F
Figure 24: The transverse and longitudinal velocities of the Goldstone mode, c⊥s and c
‖
s, as func-
tions of h/ǫF.
quantum phase transitions.
6. Summary
In summary, we have investigated some bulk superfluid properties and the
properties of the collective modes in attractive Fermi gases with Rashba spin-
orbit coupling. Our main results can be summarized as follows.
(A) For zero Zeeman field, we studied some bulk superfluid properties and the
collective modes associated with the crossover from the ordinary BCS/BEC su-
perfluidity to the Bose-Einstein condensation of rashbons. The novel bound state,
rashbon, exists even for negative s-wave scattering length and possesses an effec-
tive mass which is generally larger than twice of the fermion mass. The behavior
of the superfluid density and the sound velocity manifests the rashbon BEC state
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at large spin-orbit coupling. Especially, we showed that for λ ≫ kF, the behavior
of these quantities is universal, that is, independent of the attraction strength de-
noted by the parameter 1/(kFas). We also derived the free energy which describes
the weakly interacting rashbon condensate and determined the rashbon-rashbon
coupling g. For large spin-orbit coupling, this coupling g goes as g ∼ 1/λ for the
3D case, while it goes as g ∼ 1/ ln(λa2D) for the 2D case.
(B) For nonzero Zeeman field, we studied the quantum phase transitions and prop-
erties of the collective modes across the phase transitions. For the 2D case, we
found that the susceptibilities χµµ and χhh as well as some other thermodynamic
quantities behave nonanalytically across the quantum phase transition, which in-
dicates that the phase transition is of third order. The singularities of the thermo-
dynamic functions originate from the infrared divergence caused by the gapless
fermionic spectrum at the quantum phase transition. As a result, the properties
of the collective modes also exhibit nonanalytical behavior at the quantum phase
transition. The superfluid density and the sound velocity behave nonmonotoni-
cally. In the normal superfluid phase, they are suppressed by the Zeeman field,
as we expect from the fact that the Zeeman field serves as a stress on the Cooper
pairing. However, in the topological superfluid phase, they turn to be enhanced by
the Zeeman field. Especially, we find analytically that ns → n and cs → υF in the
limit h → ∞. This unusual phenomenon can be understood from the fact that the
system can be mapped to a spinless px + ipy superfluid state so that the fermion
pairing does not feel stress from the Zeeman field. For the 3D case, we found
that the singularities at the quantum phase transitions are weakened. However, the
behavior of the transverse superfluid density and the transverse sound velocity is
similar to their 2D counterparts.
Spin-orbit coupled atomic Fermi gases have been realized at ShanXi Univer-
sity [21] and at the Massachusetts Institute of Technology (MIT) [22], by using
40K atoms and 6Li atoms, respectively. These experiments realized spin-orbit cou-
pled Fermi gases with equal Rashba and Dresselhaus spin-orbit couplings. While
the pure Rashba spin-orbit coupling is hopeful to be realized in the future experi-
ments, it is interesting to extend our studies to the present experimental systems.
On the other hand, the collective mode spectrum can be measured by using the
Bragg scattering [70, 71] and there are some proposals for the measurements of
the superfluid density [72, 73]. We hope our theoretical predictions can be tested
in the future experiments of spin-orbit coupled Fermi gases.
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Appendix A. Evaluating the collective mode propagator
In this Appendix we evaluate the explicit form of M(Q) for arbitrary spin-
orbit coupling λ and Zeeman field h. To evaluate the diagonal element M11(Q),
we decompose the diagonal elements of the fermion propagator as follows
G11(iωn, k) =
∑
s,α=±
Cs,α11 (k)
iωn − sEαk
, G22(iωn, k) =
∑
s,α=±
Cs,α22 (k)
iωn − sEαk
, (A.1)
where the quantities Cs,α11 (k) and Cs,α22 (k) are given by
Cs,α11 (k) =
∑
γ=±α
sEαk + ξ
γ
k
2sEαk
[(Eαk)2 − (ξ−γk )2]Pγk(−h) − ∆2Pγk(h)
(Eαk)2 − (E−αk )2
,
Cs,α22 (k) =
∑
γ=±α
sEαk − ξγk
2sEαk
[(Eαk)2 − (ξ−γk )2]Pγk(h) − ∆2Pγk(−h)
(Eαk)2 − (E−αk )2
. (A.2)
Therefore, M11(Q) and M22(Q) can be evaluated as
M11(ω, q) = M22(−ω, q) =
1
U
− 1
2
∑
s,t=±
∑
α,β=±
∑
k
f (sEαk+p) − f (tEβk−p)
ω − sEαk+p + tEβk−p
Tr
[
Cs,α11 (k + p)Ct,β22(k − p)
]
.(A.3)
Here and in the following p = q/2 for convenience. To calculate the trace in the
spin space, we use the following properties of the projectors
Tr
[
Pαk+p(h)Pβk−p(h)
]
= Tr
[
Pαk+p(−h)Pβk−p(−h)
]
=
1
2
+ αβ
λ2(k2⊥ − p2⊥) + h2
2ηk+pηk−p
,
Tr
[
Pαk+p(h)Pβk−p(−h)
]
= Tr
[
Pαk+p(−h)Pβk−p(h)
]
=
1
2
+ αβ
λ2(k2⊥ − p2⊥) − h2
2ηk+pηk−p
.(A.4)
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Finally the result can be rearranged as
M11(ω, q) = 1U +
1
2
∑
α,β=±
∑
k
 W
αβ
++(k, q)
ω − Eαk+p − Eβk−p
− W
αβ
−−(k, q)
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
 W
αβ
−+(k, q)
ω + Eαk+p − Eβk−p
− W
αβ
+−(k, q)
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
(A.5)
where the function Wαβst (k, q) is defined as
Wαβst (k, q) =
1
4
∑
e, f=±
1 + s ξeαk+pEαk+p

1 + t ξ
fβ
k−p
Eβk−p
De fαβ(k, q) (A.6)
with
De f
αβ
(k, q) =
ϕ
e
k+pϕ
f
k−p
ζk+pζk−p
R+kq − e f
∆2 + 2αϕek+p + 2βϕ
f
k−p
8ζk+pζk−p
h2∆2
ηk+pηk−p
 . (A.7)
The functions ϕ±k and R±kq are defined as
ϕ±k =
1
2
(ζk ± ξkηk), R±kq =
1
2
[
1 ± αβλ
2(k2⊥ − p2⊥) − h2
ηk+pηk−p
]
. (A.8)
We can decompose M11(ω, q) as M11(ω, q) = M+11(ω, q) + M−11(ω, q), where
M+11(ω, q) and M−11(ω, q) are even and odd functions of ω, respectively. Their
explicit forms read
M+11(ω, q) =
1
U
+
1
2
∑
α,β=±
∑
k
Wαβ1 (k, q)
 1
ω − Eαk+p − Eβk−p
− 1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ1 (k, q)
 1
ω + Eαk+p − Eβk−p
− 1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
(A.9)
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and
M−11(ω, q) =
1
2
∑
α,β=±
∑
k
Wαβ2 (k, q)
 1
ω − Eαk+p − Eβk−p
+
1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ2 (k, q)
 1
ω + Eαk+p − Eβk−p
+
1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
. (A.10)
The functions Wαβi (k, q) and Uαβi (k, q) (i = 1, 2) read
Wαβ1 (k, q) =
1
4
∑
e, f=±
1 + ξ
eα
k+pξ
fβ
k−p
Eαk+pE
β
k−p
De fαβ(k, q),
Uαβ1 (k, q) =
1
4
∑
e, f=±
1 − ξ
eα
k+pξ
fβ
k−p
Eαk+pE
β
k−p
De fαβ(k, q),
Wαβ2 (k, q) =
1
4
∑
e, f=±
 ξ
eα
k+p
Eαk+p
+
ξ
fβ
k−p
Eβk−p
De fαβ(k, q),
Uαβ2 (k, q) = −
1
4
∑
e, f=±
 ξ
eα
k+p
Eαk+p
−
ξ
fβ
k−p
Eβk−p
De fαβ(k, q). (A.11)
For the off-diagonal fermion propagators, we have
G12(iωn, k) =
∑
s,α=±
Cs,α12 (k)
iωn − sEαk
, G21(iωn, k) =
∑
s,α=±
Cs,α21 (k)
iωn − sEαk
, (A.12)
where the quantities Cs,α12 (k) and Cs,α21 (k) are given by
Cs,α12 (k) = −
∑
γ=±
∆
2sEαk
[(Eαk)2 − (ξ−γk )2 − ∆2]Pγk(h) − 2h(sEαk + ξ−γk )σzPγk(h)
(Eαk)2 − (E−αk )2
,
= −
∑
γ=±
∆
2sEαk
[(Eαk)2 − (ξ−γk )2 − ∆2]Pγk(−h) − 2h(sEαk − ξ−γk )Pγk(−h)σz
(Eαk)2 − (E−αk )2
,
Cs,α21 (k) = −
∑
γ=±
∆
2sEαk
[(Eαk)2 − (ξ−γk )2 − ∆2]Pγk(h) − 2h(sEαk + ξ−γk )Pγk(h)σz
(Eαk)2 − (E−αk )2
,
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= −
∑
γ=±
∆
2sEαk
[(Eαk)2 − (ξ−γk )2 − ∆2]Pγk(−h) − 2h(sEαk − ξ−γk )σzPγk(−h)
(Eαk)2 − (E−αk )2
.(A.13)
Therefore M12(Q) and M21(Q) can be evaluated as
M12(ω, q) = −12
∑
s,t=±
∑
α,β=±
∑
k
f (sEαk+p) − f (tEβk−p)
ω − sEαk+p + tEβk−p
Tr
[
Cs,α12 (k + p)Ct,β12(k − p)
]
,
M21(ω, q) = −12
∑
s,t=±
∑
α,β=±
∑
k
f (sEαk+p) − f (tEβk−p)
ω − sEαk+p + tEβk−p
Tr
[
Cs,α21 (k + p)Ct,β21(k − p)
]
.(A.14)
Completing the traces, we find that they can be expressed as
M12(ω, q) = M+12(ω, q) + iM−12(ω, q),
M21(ω, q) = M+12(ω, q) − iM−12(ω, q), (A.15)
where M+12(ω, q) and M−12(ω, q) read
M+12(ω, q) = −
1
2
∑
α,β=±
∑
k
Wαβ3 (k, q)
 1
ω − Eαk+p − Eβk−p
− 1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ3 (k, q)
 1
ω + Eαk+p − Eβk−p
− 1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
(A.16)
and
M−12(ω, q) = −
1
2
∑
α,β=±
∑
k
Wαβ4 (k, q)
 1
ω − Eαk+p − Eβk−p
− 1
ω + Eαk+p + E
β
k−p

×
[
1 − f (Eαk+p) − f (Eβk−p)
]
+
1
2
∑
α,β=±
∑
k
Uαβ4 (k, q)
 1
ω + Eαk+p − Eβk−p
− 1
ω − Eαk+p + Eβk−p

×
[
f (Eαk+p) − f (Eβk−p)
]
. (A.17)
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The functions Wαβi (k, q) and Uαβi (k, q) (i = 3, 4) read
Wαβ3 (k, q) =
∆2
8Eαk+pE
β
k−p
[
1 + αβ
(ξk+pξk−p − h2)λ2(k2⊥ − p2⊥)
ζk+pζk−p
+αβh2
αζk+p + βζk−p − Eαk+pEβk−p + h2
ζk+pζk−p
]
,
Uαβ3 (k, q) =
∆2
8Eαk+pE
β
k−p
[
1 + αβ
(ξk+pξk−p − h2)λ2(k2⊥ − p2⊥)
ζk+pζk−p
+αβh2
αζk+p + βζk−p + Eαk+pE
β
k−p + h2
ζk+pζk−p
]
,
Wαβ4 (k, q) = Uαβ4 (k, q) = αβ
∆2
4Eαk+pE
β
k−p
hλ2 px py(k2x − k2y)
ζk+pζk−p
. (A.18)
Appendix B. Evaluating the Expansion Parameters
In this Appendix, we evaluate the expansion parameters A, B, D,R and the
phase stiffness J⊥, J‖ in the zero temperature limit. First, A can be evaluated as
A =
1
2
∑
α=±
∑
k
 ∆2(Eαk)3
(
1 + αh
2
ζk
)2
+ α
h4∆2
Eαkζ
3
k
− 2 ∆
2
(Eαk)2
(
1 + αh
2
ζk
)2
δ(Eαk)
 , (B.1)
where the delta function comes from the terms proportional to f (Eαk+p)− f (Eαk−p).
Taking the derivatives with respect to ω, we obtain
B = 2∆
∑
α,β=±
∑
k
Wα,β2 (k, 0)
(Eαk + Eβk)2
,
D = 2
∑
α,β=±
∑
k
Wαβ1 (k, 0) −Wαβ3 (k, 0)
(Eαk + Eβk)3
,
R = 2∆2
∑
α,β=±
∑
k
Wαβ1 (k, 0) +Wαβ3 (k, 0)
(Eαk + Eβk)3
. (B.2)
Completing the summation over α, β = ±, we obtain
B = ∆
∑
k
ξk
(E+k + E−k )2
[(
1
E+k
+
1
E−k
) h2E2k
ζ2k
+
(
1
E+k
− 1
E−k
)
h2
ζk
]
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+
∆
4
∑
α±
∑
k
ξk
(Eαk)3
(
1 + α
λ2k2⊥
ζk
− h
2E2k
ζ2k
)
,
D =
1
8
∑
α=±
∑
k
[
ξ2k + η
2
k + 2αζk
(Eαk)5
λ2k2⊥ξ2k
ζ2k
+
∆2
(Eαk)5
λ2k2⊥h2
ζ2k
]
+
∑
k
1
(E+k + E−k )3
h2ξ2k
ζ2k
(
1 +
E2k − η2k
E+k E
−
k
)
,
R = ∆2
∑
k
1
(E+k + E−k )3
h2E2k
ζ2k
(
1 +
E2k − η2k
E+k E
−
k
+
2λ2k2⊥∆2
E+k E
−
k E
2
k
)
+
∆2
8
∑
α=±
∑
k
1
(Eαk)3
λ2k2⊥ξ2k
ζ2k
. (B.3)
To evaluate the phase stiffnesses J⊥ and J‖ or the superfluid densities n⊥s and
n
‖
s, we assume that the order parameter takes the form 〈Φ〉 = ∆e2iq·r where ∆
corresponds to the saddle point solution. The superfluid density is defined as the
response of the thermodynamic potential to an infinitesimal momentum q, that is,
Ω(q) = Ω(0) + 1
2
n⊥s q2⊥ +
1
2
n‖sq2‖ + O(q4). (B.4)
On the other hand, the thermodynamic potential for arbitrary q can be evaluated
by making a phase transformation ψ→ eiq·rψ. We have
Ω(q) = Ω(0) + 1
2
∑
K
∞∑
l=1
1
l Tr
[G(iωn, k)Σ(q)]l , (B.5)
where
Σ(q) = 1
2
(
q2⊥ + q2‖
)
τ3 + (k⊥ · q⊥ + k‖ · q‖)τ0 + λσ⊥ · q⊥τ0. (B.6)
Here τi (i = 1, 2, 3) and τ0 are the Pauli matrices and the identity matrix in the
Nambu-Gor’kov space.
Then we can obtain the explicit form of the phase stiffness using the fermion
Green’s function G(iωn, k) at the saddle point via the derivative expansion. Obvi-
ously, only the l = 1 and l = 2 terms contribute. We note that the l = 1 contribution
is just identical to the total density n. After some algebras, we obtain
n⊥s = n +
∑
k
1
β
∑
n
[
k2⊥
4
X(iωn, k) + λ
2
2
Y(iωn, k) +
λ2k2⊥
2
Z(iωn, k)
]
,
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n‖s = n +
∑
k
1
β
∑
n
k2‖
2
X(iωn, k). (B.7)
The functions X, Y and Z are derived from Green’s function G. X is related to the
trace Tr[GG]. The result of X reads
X(iωn, k) = 1[(iωn)2 − (E+k )2]2[(iωn)2 − (E−k )2]2
×
{
[(iωn + h + ξk)Λ− + 2λ2k2⊥(ξk + h)]2
+[(iωn − h + ξk)Λ+ + 2λ2k⊥(ξk − h)]2
+[(iωn + h − ξk)Λ− − 2λ2k2⊥(ξk − h)]2
+[(iωn − h − ξk)Λ+ − 2λ2k2⊥(ξk + h)]2
+2λ2k2⊥[2(ξk − h)(iωn + h + ξk) + Λ+]
×[2(ξk + h)(iωn − h + ξk) + Λ−]
+2λ2k2⊥[2(ξk + h)(iωn + h − ξk) − Λ+]
×[2(ξk − h)(iωn − h − ξk) − Λ−]
+2∆2[Λ2+ + Λ2− + 8λ2k2⊥(ξ2k + h2)]
}
(B.8)
Here Λ± = (iωn ± h)2 − ξ2k − ∆2 − λ2k2⊥. Y is related to the trace Tr[GσiGσi]
(i = x, y). Due to the angle integration, the nonzero contribution reads
Y(iωn, k) = 2[(iωn)2 − (E+k )2]2[(iωn)2 − (E−k )2]2
×
{
[(iωn + h + ξk)Λ− + 2λ2k2⊥(ξk + h)]
×[(iωn − h + ξk)Λ+ + 2λ2k⊥(ξk − h)]
+[(iωn + h − ξk)Λ− − 2λ2k2⊥(ξk − h)]
×[(iωn − h − ξk)Λ+ − 2λ2k2⊥(ξk + h)] + 2∆2Λ+Λ−
}
. (B.9)
Z is related to the trace Tr[GGσiki] (i = x, y). We have
Z(iωn, k) = 1[(iωn)2 − (E+k )2]2[(iωn)2 − (E−k )2]2
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×
{
[(iωn + h + ξk)Λ− + (iωn − h + ξk)Λ+ + 4λ2k2⊥ξk]
×[4ξkiωn + 4(ξ2k − h2) + Λ+ + Λ−]
+[(iωn + h − ξk)Λ− + (iωn − h − ξk)Λ+ − 4λ2k2⊥ξk]
×[4ξkiωn − 4(ξ2k − h2) − Λ+ − Λ−]
+8∆2ξk(Λ+ + Λ−)
}
. (B.10)
The above results can be simplified by using the method of Laurent expansion.
We have
X(iωn, k) = 2
∑
α=±
(iωn)2 + (Eαk)2
[(iωn)2 − (Eαk)2]2
,
Z(iωn, k) = 2ξk
ζk
∑
α=±
α
(iωn)2 + (Eαk)2
[(iωn)2 − (Eαk)2]2
,
Y(iωn, k) =
∑
α=±
[
α
(E2k
ζk
+ h2
E4k + λ
2k2⊥∆2
ζ3k
)
+
(
2 − λ
2k2⊥ξ2k
ζ2k
)] 1
(iωn)2 − (Eαk)2
+
λ2k2⊥ξ2k
ζ2k
∑
α=±
(iωn)2 + (Eαk)2
[(iωn)2 − (Eαk)2]2
. (B.11)
Completing the Matsubara frequency summation, we obtain
n⊥s = n −
∑
k
∑
α=±
k2⊥
2
(
1 + λ
2ξk
ζk
)2 ( 1
4T
sech2
Eαk
2T
)
− λ2
∑
k
∑
α=±
[
α
( E2k
2ζk
+ h2
E4k + λ
2k2⊥∆2
2ζ3k
)
+
(
1 − λ
2k2⊥ξ2k
2ζ2k
)] 1 − 2 f (Eαk)
2Eαk
,
n‖s = n −
∑
k
∑
α=±
k2‖
(
1
4T
sech2
Eαk
2T
)
. (B.12)
At zero temperature, we have f (E) → 0 and (1/4T )sech2(E/2T ) → δ(E).
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