In this paper, we present a new technique to dynamically determine the values of program parameters in order to optimize the performance of a multithreaded program P. To be precise, we describe a novel technique to statically build another program, say, R, that can dynamically determine the optimal values of program parameters to yield the best program performance for P given values for its data and hardware parameters. While this technique can be applied to parallel programs in general, we are particularly interested in programs targeting manycore accelerators. Our technique has successfully been employed for GPU kernels using the MWP-CWP performance model for CUDA.
INTRODUCTION
Three types of parameters influence the performance of parallel programs on multiprocessors: (i) data parameters, such as input data and its size, (ii) hardware parameters, such as cache capacity and number of available registers, and (iii) program parameters, such as granularity of tasks and the quantities that characterize how tasks are mapped to processors.
Data and hardware parameters are independent from program parameters, and are determined by users' needs and available hardware resources. Program parameters, however, are intimately related to data and hardware parameters. Meanwhile, the choice of program parameters can largely effect the performance of the program. Therefore, determining optimal values of program parameters that yield the best program performance for a given confluence of hardware and data parameter values is critical. Further, determining such values automatically is important to enable users to execute the same parallel program efficiently on different hardware platforms.
This paper describes a novel technique to statically build a program R that can dynamically determine the optimal values of program parameters to yield the best program performance for given values of the data and hardware parameters of a given multithreaded program P. The key principle underpinning the proposed technique can be summarized as follows.
In most program execution models, high-level performance metrics, such as execution time, memory consumption, and hardware occupancy, are piece-wise rational functions (PRFs) of lower-level metrics, which include the number of cache misses and the number of cycles per instruction. These lower-level metrics are themselves PRFs of program, hardware, and data parameters. As such, for a fixed machine, a high-level performance metric can be estimated by a piece-wise rational function of the program and data parameters. Henceforth, we regard a computer program that computes such a piece-wise rational function as a special sort of rational program, a technical notion defined in Section 2.
Problem Statement
Let P be a multithreaded program to be executed on a targeted multiprocessor. By fixing the target architecture, the hardware parameters, say, H 1 , . . . , H h then become fixed and we can assume that the performance of P depends only on data parameters D 1 , . . . , D d and program parameters P 1 , . . . , P p . Also, the optimal choice of P 1 , . . . , P p depends on a specific choice of D 1 , . . . , D d . For example, in programs targeting GPUs (e.g. programs written in CUDA), the parameters D 1 , . . . , D d are typically dimension sizes of data structures, like arrays, while P 1 , . . . , P p typically specify the formats of thread blocks (see Section 4 for further details of this technique applied to CUDA).
In most cases, data parameters are only given at runtime, which makes it difficult to determine the optimal program parameters before that. However, a bad choice of program parameters can be very inefficient, especially for programs that consume a large amount of resources (such as running time and memory consumption). Hence, it is crucial to be able to determine the optimal program parameters at runtime without much overhead added to the program execution.
Let E be a performance metric for P that we want to optimize. More precisely, given the values of the data parameters D 1 , . . . , D d , the goal is to find values of the program parameters P 1 , . . . , P p such that the execution of P optimizes E. Here, optimizing could mean maximizing, as in the case of a performance metric such as hardware occupancy, or minimizing, as in the case of a performance metric like execution time. To address our goal, we compute a mathematical expression, parameterized by data and program parameters, in the format of a rational program R (see Section 2) at compile-time. At runtime, given the specific values of D 1 , . . . , D d , we can efficiently evaluate E using R. After that, we can feasibly pick the P 1 , . . . , P p that optimize E, and feed that to P for execution.
Contributions
Towards the aforementioned goal, our specific contributions are:
(i) a technique for devising a mathematical expression in the form of a rational program R (Section 2) that evaluates E as a function of D 1 , . . . , D d and P 1 , . . . , P p , (ii) an executable example of the rational program in the form of a C program using the MWP-CWP model [20] , and (iii) an empirical evaluation of this example on kernels in the Polybench/GPU benchmark suite.
Structure of the Paper
The rest of this paper is organized as follows. Section 2 formalizes and exemplifies the notion of rational programs. Section 3.1 states two observations about the targeted rational program R, from which Section 3.2 derives consequences. Such consequences will lead to a step-by-step description, in Section 3.3, of our proposed approach for building R.
We shall see in Section 4 that R can be built when the program P is being compiled, that is, at compile-time. Then, when P is executed on a specific input data set, that is, at runtime, the rational program R can be used to make an optimal choice for the program parameters of P. The embodiment of the propped techniques, as reported in Section 4, targets Graphics Processing Units (GPUs).
Section 5 presents empirical results from evaluation of this technique on the PolyBench test suite. Section 6 compares and contrasts the proposed idea with previous and related works.
Note: While the idea and the technique described herein are applicable to parallel programs in general, this document extensively uses GPU architecture and the CUDA (Compute Unified Device Architecture, see [1, 29] ) programming model for ease of illustration and description.
RATIONAL PROGRAM
Let X 1 , . . . , X n , Y be pairwise different variables 1 . Let S be a sequence of three-address code (TAC [3] ) instructions such that the set of the variables that occur in S and are never assigned a value by an instruction of S is exactly {X 1 , . . . , X n }.
D
1. We say that the sequence S is rational if every arithmetic operation used in S is either an addition, a subtraction, a multiplication, or a comparison (=, <), for integer numbers either in fixed precision or in arbitrary precision. Moreover, we say that the sequence S is a rational program in X 1 , . . . , X n evaluating Y if the following two conditions hold:
(1) S is rational, and (2) after specializing each of X 1 , . . . , X n to an arbitrary integer value in S, the execution of the specialized sequence S always terminates and the last executed instruction assigns an integer value to Y .
The above definition calls for a few natural remarks. R 1. One can easily extend Definition 1 by allowing the use of the Euclidean division for integers, in both fixed and arbitrary precision. Indeed, one can write a rational program evaluating the integer quotient Q of a signed integer A by a signed integer B. Then, the remainder R in the Euclidean division of A by B is simply A − QB. R 2. One can also extend Definition 1 by allowing addition, subtraction, multiplication and comparison (=, <) of rational numbers in arbitrary precision. Indeed, each of these operations can easily be implemented by rational programs using addition, subtraction, multiplication and comparison (=, <) for integer numbers in arbitrary precision.
R
3. Next, one can extend Definition 1 by allowing the integer part operations F −→ ⌈F ⌉ and F −→ ⌊F ⌋ where F is an arbitrary rational number. Indeed, for a rational number A/B (where A and B are signed integers) the integer parts ⌈A/B⌉ and ⌊A/B⌋ can be computed by performing the Euclidean division of A by B. Consequently, one can allow TAC instructions of the forms Q = ⌈A/B⌉ and Q = ⌊A/B⌋, where = denotes the assignment as in the C programming language.
4. Extending Definition 1 according to Remarks 1-3 does not change the class of rational programs. Thus, adding Euclidean division, rational number arithmetic and integer part computation to the definition of a rational sequence yields an equivalent definition of rational program. We adopt this definition henceforth.

5.
Recall that it is convenient to associate any sequence S of computer program instructions with a control flow graph (CFG). In the CFG of S, the nodes are the basic blocks of S, that is, the subsequences of S such that (i) each instruction except the last one is not a branch, and (ii) which are maximum in length with property (i). Moreover, in the CFG of S, there is a directed edge from a basic block B 1 to a basic block B 2 whenever, during the execution of S, one can jump from the last instruction of B 1 to the first instruction of B 2 . Recall also that a flow chart is another graphic representation of a sequence of computer program instructions. In fact, CFGs can be seen as particular flow charts.
If, in a given flow chart C, every arithmetic operation occurring in every (process or decision) node is either an addition, subtraction, multiplication, or comparison, for integers in either fixed or arbitrary precision (or any other operation as explained in Remarks 1-3), then C is the flow chart of a rational sequence of computer program instructions. Therefore, it is meaningful to depict rational programs using flow charts. An example is given by Figure 1. -the maximum number Z max of shared memory words per thread block, -the maximum number T max of threads per thread block, -the maximum number B max of thread blocks per Streaming Multiprocessor (SM) and -the maximum number W max of warps per SM, as well as low-level performance metrics, namely:
Examples
-the number R of registers used per thread and -the number Z of shared memory words used per thread block, and a program parameter, namely the number T of threads per thread block. The hardware occupancy of a CUDA kernel is defined as the ratio between the number of active warps per SM and the maximum number of warps per SM, namely W active /W max , where
and B active is given as a flow chart by Figure 1 . Figure 1 shows how one can derive a rational program computing B active from R max , Z max , T max , B max , W max , R, Z , T . It follows from Equation (1) that W active can also be computed by a rational program from R max , Z max , T max , B max , W max , R, Z , T . Finally, the same is true for the hardware occupancy of a CUDA kernel.
The execution time of a GPU kernel is defined in the MWP-CWP execution model, see [21, 34] 
This technique is based on the following two observations. The first one is a general remark about rational programs while the second one is specific to rational programs estimating performance metrics.
O
1. Let S be a rational program in X 1 , . . . , X n evaluating Y . Let s be any instruction of S other than a branch or an integer part instruction. Hence, this instruction can be of the form
where U and V can be any machine-representable rational numbers. Let V 1 , . . . ,V be the variables that are defined at the entry point of the basic block of the instruction s. An elementary proof by induction yields the following fact. There exists a rational function 2 in V 1 , . . . ,V that we denote by
From there, one derives the following observation. There exists a partition T = {T 1 ,T 2 , . . .} of Q n (where Q denotes the field of rational numbers) and rational functions f 1 (X 1 , . . . , X n ), f 2 (X 1 , . . . , X n ), . . . such that, if X 1 , . . . , X n receive respectively the values x 1 , . . . , x n , then the value of Y returned by S is one of f i (x 1 , . . . , x n ) where i is such that (x 1 , . . . , x n ) ∈ T i holds. In other words, S computes Y as a piece-wise rational function. Figure 1 shows that the hardware occupancy of a CUDA kernel is given as a piece-wise rational function in the variables R max , Z max , T max , B max , W max , R, Z , T . Hence, in this example, we have n = 8. Moreover, Figure 1 shows that its partition of Q n contains 5 parts. O 2. It is natural to assume that low-level performance metrics depend rationally on program parameters and data parameters. While this latter fact is not explicitly discussed in the CUDA and MWP-CWP models, it is an obvious observation for very similar models which are based on the Parallel Random Access Machine (PRAM) [16, 36] , including PRAM-models tailored to GPU code analysis such as TMM [27] and MCM [19] .
Given our assumption that the high-level performance metric E is computable as a rational program depending on hardware parameters, low-level performance metrics, and program parameters, we can therefore assume that E can be expressed as a rational program of the hardware parameters, the program parameters, and the data parameters. That is, we replace the direct dependency on low-level metrics with a dependency on the data and program parameters. Moreover, when applied to the multithreaded program P to be executed on a particular multiprocessor, we can assume 3.2 Consequences C 1. It follows from Observation 2 that we can use the MWP-CWP performance model on top of CUDA (see Examples 1 and 2) to determine a rational program estimating E depending on only program parameters and data parameters. Recall that building such a rational program R is our goal. Once R is known, it can be used at runtime (that is, when the program P is run on specific input data) to compute optimal values for the program paramters P 1 , . . . , P p . C 2. Observation 1 suggests an approach for determining R. Suppose that a flow chart C representing R is partially known; to be precise, suppose that the decision nodes are known (that is, mathematical expressions defining them are known) while the process nodes are not. From Observation 1, each process node that includes no integer part instructions is given by a series of rational functions. Determining each of those rational functions can be achieved by solving an interpolation or curve fitting problem. Knowing that a function to-be-determined is rational allows us to perform parameter estimation techniques (e.g. the method of least squares) to define the fitting curve and thus the rational function.
In the above consequence, one could even consider relaxing the assumption that the decision nodes are known. Indeed, each decision node is given by a series of rational functions. Hence, those could be determined by solving curve fitting problems as well. However, we shall not discuss this direction further since this is not needed in the proposed technique presented in Sections 3.3 and 4.
Algorithm
In this section, the notations and hypotheses are the same as in Sections 2, 3.1 and 3.2. In particular, we assume that:
(i) E is a high-level performance metric for the multithreaded program P (e.g. execution time, memory consumption, and hardware occupancy), (ii) E is given (by a program execution model, e.g. CUDA or MWP-CWP) as a rational program depending on hardware parameters H 1 , . . . , H h , low-level performance metrics L 1 , . . . , L ℓ , and program parameters P 1 , . . . , P p (see Examples 1 and 2), (iii) the values of the hardware parameters are known at compiletime for P while the values of the data parameters D 1 , . . . , D d are known at runtime for P, (i ) the data and program parameters take integer values. Extending (i ) we further assume that the possible values of the program parameters P 1 , . . . , P p belong to a finite set F ⊂ Z p . That is to say, the possible values of (P 1 , . . . , P p ) are a tuple of the form (π 1 , . . . , π p ) ∈ F , with each π i being an integer. Due to the nature of program parameters they are not necessarily all free variables (i.e. a program parameter may depend on the value of another program parameter). See Section 4 for such an example.
Following Consequence 1, we can compute a rational program R estimating E as a function of D 1 , . . . , D d and P 1 , . . . , P p . To do so, we shall first compute rational functions 1 
Once R has been computed, it can be used when P is being executed (thus at runtime) in order to determine optimal values for P 1 , . . . , P p , on given values of D 1 , . . . , D d . The entire process is decomposed below into six steps: the first three take place at compiletime while the other three are performed at runtime.
(1) Data collection: In order to determine each of the rational functions
by solving a curve fitting problem, we proceed as follows: (a) we select a set of points K 1 , . . . , K k in the space of the possible values of (D 1 , . . . , D d , P 1 , . . . , P p ); (b) we run (or emulate) the program P at each point K 1 , . . . , K k and measure the low-level performance metrics L 1 , . . . , L ℓ ; and (c) for each 1 ≤ i ≤ ℓ, we record the values
could be determined exactly via rational function interpolation. However, in practice, the values i, 1 , . . . , i,k are likely to be "noisy". Hence, techniques from numerical analysis, like the method of least squares, must be used instead. Consequently, we compute a rational functionˆ
Code generation: In order to generate the rational program R, we proceed as follows: (a) we convert the rational program representing E into code, say in the C programming language, essentially encoding the CFG for computing E;
into code as well, more precisely, into sub-routines evaluating L 1 , . . . , L ℓ , respectively; and (c) we include those sub-routines into the code computing E, which yields the desired rational program R. (4) Rational program evaluation: At this step, the rational program R is completely determined and can be used when the program P is executed. At the time of execution, the data parameters D 1 , . . . , D d are given particular values, say δ 1 , . . . , δ d , respectively. For those specified values of D 1 , . . . , D d and for all practically meaningful values of P 1 , . . . , P p from the set F , we compute an estimate of E using R. Here, "practically meaningful" refers to the fact that the values of the program parameters P 1 , . . . , P p are likely to be constrained by the values of the data parameters D 1 , . . . , D d . For instance, if P 1 , P 2 are the two dimension sizes of a two-dimensional thread-block of a CUDA kernel performing the transposition of a square matrix of order D 1 , then the inequality P 1 P 2 ≤ D 2 1 is meaningful. Despite of this remark, this step can still be seen as an exhaustive search, and, it is practically feasible to do so for three reasons: (a) p is small, typically p = 1, p = 2 or p = 3, see Section 4; (b) the set of values in F are small (typically on the order of 10 elements in case of MWP-CWP model); and (c) the program R simply evaluates a few formulas and thus runs almost instantaneously. (5) Selection of optimal values of program parameters: In general, when the search space of values of the program parameters P 1 , . . . , P p is large, a numerical optimization technique is required for this step. For CUDA kernels, however, selecting a value point (also called a configuration in the rest of this report) which is optimal can be done with an exhaustive search, as seen in the previous step, and is hence trivial. The only possible challenge in this case is that several configurations may optimize E. When this happens, using a second performance metric can help refine the choice of a best configuration. (6) Program execution: Once a best configuration is selected, the program P can finally be executed using this configuration of program parameters P 1 , . . . , P p along with with the values δ 1 , . . . ,
IMPLEMENTATION
In the previous sections we gave an overview of our technique for general multithreaded programs P. For the embodiment of this technique, and the resulting experimentation and performance analysis, we focus on programs for GPU architectures using the programming model CUDA. These programs interleave (i) serial code which is executed on the host (the CPU) and, multithreaded code which is executed on the device (the GPU). The host launches a device code execution by calling a particular type of function, called a kernel. Optimizing a CUDA program for better usage of the computing resources on a device essentially means optimizing each of its kernels. Therefore, we apply the ideas of Sections 3.1 through 3.3 to CUDA kernels. In the case of a CUDA kernel the data parameters are a description of the input data size. In many examples this is a single parameter, say N , describing the size of an array (or the order of a two-dimensional array), the values of which are usually powers of 2. On the other hand, the program parameters are typically an encoding of the program configuration, namely the thread block configuration. In CUDA the thread block configuration defines both the number of dimensions (1, 2, or 3) and the size in each dimension of each thread block -a contiguous set of threads mapped together to a single SM processor. For example, a possible thread block configuration may be 1024 × 1 × 1 (a one-dimensional thread block), or 16 × 16 × 2 (a three-dimensional thread block). In all cases the CUDA model restricts the number of threads per block (i.e. the product of the size in each dimension) to be 1024 on devices of Compute Capability (CC) 2.x, or newer. This limits the possible thread block configurations, and, moreover, limits the set F from which the program parameters are chosen.
Throughout the current and the following sections our discussions make use of these specialized terms, input data size and thread block configuration, for data and program parameters, respectively, in order to make clear explanations and associations between theory and practice.
Data collection
As detailed in Step 1 of Section 3.3, we must collect data and statistics regarding certain performance counters and runtime metrics (which are thoroughly defined in [21] and [1]). These metrics together allow us to estimate the execution time of the program and can be partitioned into three categories.
First, we need architecture-specific performance counters, basically, characteristics dictated by the CC of the target device. Such hardware characteristics can be obtained at compile time, as the target CC is specified at this time. These characteristics include the number of registers used in each thread, the amount of static shared memory per thread block, and the number of (arithmetic, memory, and synchronization) instructions per thread. This information can easily be obtained from a CUDA compiler (e.g. NVIDIA's NVCC).
Second, we have the values that depend on the behavior of the kernel code at runtime which we will refer to as kernel-specific runtime values. This includes values impacted by memory access patterns, namely, the number of coalesced and non-coalesced memory accesses per warp, the number of memory instructions in each thread that cause coalesced and non-coalesced accesses, and eventually, the total number of warps that are being executed. For this step we have two choices. We can use an emulator, which can mimic the behavior of a GPU on a typical Central Processing Unit (CPU). This is important if we cannot guarantee that a device is available at compile time. For this purpose, we have configured Ocelot [13] , a dynamic compilation framework for GPU computing as well as an emulator for low-level CUDA (PTX [2]) code, to meet our needs. Alternatively, we can use a profiler to collect the required metrics on an actual device. For this solution, we have used NVIDIA's nvprof [12] .
Third, in order to compute a more precise estimate of the clock cycles, we need device-specific parameters which describe an actual GPU card. One subset of such parameters can be determined by microbenchmarking the device (see [28] and [40] ), this includes the memory latency, the memory bandwidth, and the departure delay for coalesced/non-coalesced accesses. Another subset of such parameters can be easily obtained by consulting the vendor's guide [11] , or by querying the device itself via the CUDA API. This includes the number of SMs on the card, the clock frequency of SM cores, and the instruction delay.
In summary, our general method proceeds as follows:
(1) Beginning with a CUDA program, we minimally annotate the host code to make it compatible with our pre-processor program, specifying the code fragment in the host code which calls the kernel. We also specify the CC of the target device. (2) The pre-processor program prepares the code for collecting kernel-specific runtime values. This step includes source code analysis in order to extract the list of kernels, the list of kernel calls in the host code, and finally, the body of each kernel (which will be used for further analysis). In the case of Ocelot emulation, the pre-processor replaces the device kernel calls with equivalent Ocelot kernel calls, while in the case of actual profiling, the device kernel calls are left untouched. Finally, the pre-processor program uses the specified CC in the host code to determine the architecture-specific performance counters for each kernel. The result of this step is an executable file, which we will refer to as the instrumentor. The instrumentor takes as input the same program parameters as the original CUDA code. (3) A driver program orchestrates the combination of devicespecific characteristics (i.e. a device profile) and various configurations of program and data parameters to be passed to the instrumentor. Running the instrumentor (either emulated on top of Ocelot, or running via a profiler on a GPU) measures and records the required performance metrics.
Rational function estimation
Once data collection is completed, we are able to move on to the estimation step, see
Step 2 of Section 3.3. That is, determining precisely the rational functions f b (X 1 , . . . , X n ), for each desired code block b, which are to be used within the rational program (see Section 2). These X i variables are simply combinations of program parameters, data parameters, and intermediate values, obtained during the execution of the rational program. These intermediate values are, in turn, are rational functions of the program and data parameters. Hence, the variables X 1 , . . . , X n are used only to simplify notations.
A rational function is simply a fraction of two polynomials. With a degree bound (an upper limit on the exponent) on each variable X k in the numerator and the denominator, say u k and k , respectively, these polynomials can be defined up to some parameters, namely the coefficients of the polynomials, say α 1 , . . . , α i and β 1 , . . . , β j .
Using the previously collected data (see Section 4.1) we perform a parameter estimation (for each rational function) on the polynomial coefficients α 1 , . . . , α i , β 1 , . . . , β j . in order to uniquely determine the rational function. We note that while our model is non-linear, it is indeed linear in the model-fitting parameters α 1 , . . . , α i , β 1 , . . . , β j .
The system of linear equations defined by the model-fitting parameters α 1 , . . . , α i , β 1 , . . . , β j can very classically be defined as an equation of the form Ax = b, where A ∈ R m×n (the sample matrix) and b ∈ R m×1 (the right-hand side vector) encode the collected data, while the solution vector x ∈ R n×1 encodes the model-fitting parameters 3 . An exact solution is rarely defined if m < n (where an infinite number of solutions is possible) or if m > n. Therefore, we wish to get a solution in the "least squares sense", that is, find x such that residual is minimized:
Many different methods exist for solving this so-called linear least squares problem, such as the normal-equations, or QR-factorization, however, these methods are either numerically unstable (normalequations), or will fail if the sample matrix is rank-deficient (both normal-equations and QR) [10] . We rely then on the singular value decomposition (SVD) of A to solve this problem. This decomposition is very computationally intensive, much more than that of normal-equations or QR, but is also much more numerically stable, as wel as being capable of producing solutions with a rankdeficient sample matrix.
We are highly concerned with the robustness of our method due to three problems present in our particular situation:
(1) the sample matrix is very ill-conditioned; (2) the sample matrix will often be (numerically) rank-deficient; (3) we are interested in using our fitted model for extrapolation, meaning any numerical error in the model fitting will grow very quickly [10] .
While (3) is an issue inherent to our model fitting problem, (1) and (2) result from our choice of model, and how the sample points (X 1 , . . . , X n ) are chosen, respectively. Using a rational function (or polynomial) as the model for which we wish to estimate parameters presents numerical problems. The resulting sample matrix is essentially a Vandermonde matrix. These matrices, while theoretically of full rank, are extremely ill-conditioned [7, 10] . To discuss (2) we must now consider the so-called "poised-ness" of the sample points.
For a univariate polynomial model, a sample matrix is guaranteed to have full rank if the sample points are all distinct. We say that the points producing the sample matrix are poised is the matrix is of full rank. In the multivariate case, it is much more difficult to make such a guarantee [9, 30] . Given a multivariate polynomial model with a total degree d, a set of points is poised if, for each point x i , there exists d hyperplanes corresponding to this point such that all other points lie on at least one of these hyperplanes but x i does not [9] . For example, with 2 variables and a total degree 3, the sample points are poised if, for each sample point, there exists 3 lines on which all other points lie but the selected point does not.
This geometric restriction on sample points is troublesome for our purposes. For example, if we are trying to model a function which has, in part, CUDA thread block dimensions as variables, then these dimensions should be chosen such that their product is a multiple of 32 [32] . However, this corresponds very closely with the geometric restriction we are trying to avoid. Consider the possible 2D thread block dimensions (B 0 , B 1 ) for a CUDA kernel (Figure 2 ). Many subsets of these points are collinear, presenting challenges for obtaining poised sample points. As a result of all of this we are highly likely to obtain a rank-deficient sample matrix.
Despite all of these challenges our parameter estimation techniques are well-implemented in optimized C code. We use optimized algorithms from LAPACK (Linear Algebra PACKage) [4] for singular value decomposition and linear least squares solving while rational function and polynomial implementations are similarly highly optimized thanks to the Basic Polynomial Algebra Subprograms (BPAS) library [5, 8] . With parameter estimation complete the rational functions required for the rational program are fully specified and we can finally construct it. 
Rational programs
In practice, the use of rational programs is split into two parts: the generation of the rational program at the compile-time of the multithreaded program P, and the use of the rational program during the runtime of P.
Compile-time code generation.
We are now at Step 3 of Section 3.3. We look to define a rational program which evaluates the high-level metric E of the program P using the MWP-CWP model. In implementation, this is achieved by using a previously defined rational program template which contains the formulas and case discussion of the MWP-CWP model, independent of the particular program being investigated. Using simple regular expression matching and text manipulation we combine the rational program template with the rational functions determined in the previous step to obtain a rational program specialized to the multithreaded program P. The generation of this rational program is performed completely during compile-time, before the execution of the program itself.
Runtime optimization.
At runtime, the input data sizes (data parameters) are well known. In combination with the known hardware parameters, since the program is actually being executed on a specific device, we are able to specialize every parameter in the rational program and obtain an estimate for the high-level metric E. This rational program is then easily and quickly evaluated during (or immediately prior to) the execution of P. Evaluating the rational program for each possible thread block configuration, as restricted by our data parameters and the CUDA programming model itself, we determine a thread block configuration which optimizes E. The program P is finally executed using this optimal thread block configuration. Therefore, we have completed Steps 4 to 6 of Section 3.3.
EXPERIMENTATION
In this section we highlight the performance and experimentation of our technique applied to example CUDA programs from the PolyBench benchmarking suite [17] . For each PolyBench example, we collect statistical data (see Section 4) with various input sizes N (powers of 2 typically between 64 and 512). These are relatively small sizes to allow for fast data collection. The collected data is used to produce the rational functions and, lastly, the rational functions are combined to form the rational programs. Table 1 gives a short description for each of the benchmark examples, as well as an index for each kernel which we use for referring to that kernel in the experimental results.
The ability of the rational programs we generate to effectively optimize the program parameters of each example CUDA program is summarized in Tables 2 and 3 . The definitions of the notations used in these tables are as follows:
• N : the input size of the problem, usually a power of 2, • Ec: estimated execution time of the kernel measured in clockcycles, • C r : best thread block configuration as decided by the rational program,
• Best_time (B_t): the best CUDA running time (i.e. the time to actually run the code on a GPU) of the kernel among all possible configurations, • Worst_time (W_t): the worst CUDA running time of the kernel among all possible configurations. To evaluate the effectiveness of our rational program, we compare the results obtained from it with an actual analysis of the program using the performance metrics collected by the instrumentor. This comparison gives us estimated clock cycles as shown in Table 2 . The table shows the best configurations (C i and C r ) for N = 256 and N = 512 for each example, as decided from both the data collected during instrumentation and the resulting rational program. This table is meant to highlight that the construction of the rational program from the instrumentation data is performed correctly. Here, either the configurations should be the same or, if they differ, then the estimates of the clock-cycles should be very similar; indeed, it is possible that different thread block configurations (program parameters) result in the same execution time. Hence, the rational program must choose one of the possibly many optimal configurations. Moreover, we supply the value "Collected Ec" which gives the Ec given by the instrumentation for the thread block configuration C r . This value shows that the rational program is correctly calculating Ec for a given thread block configuration. The values "Collected Ec" and Ec r should be very close. Figure 3 illustrates detailed results for Kernel 8.2 when N = 512. The "CUDA" plot shows the real runtime of the kernel launched on a device while the "RP-Estimated" plot shows the estimates obtained from our rational program. The x axis shows the various thread block configurations. The runtime values on axis are normalized to values between 0 and 100. Table 3 shows the best configuration (C r ) for N = 1024 and N = 2048 estimated by the rational program of each example. Notice these values of N are much larger than those used during the instrumentation and construction of the rational program.
This shows that the rational program can extrapolate on the data used for its construction and accurately estimate optimal program parameters for different data parameters. To compare the thread block configuration deemed optimal by the rational program (C r ) and the optimal thread block configuration determined by actually executing the program with various thread block configurations we calculate the value named "Error". This is a percentage given by (C r t -Best_time)/(Worst_time -Best_time) * 100%, where "C r t" is the actual running time of the program using the thread block configuration C r in millisecond. Best_time and Worst_time are as defined above. The error percentage shows the quality of our estimation; it clearly shows the difference between the estimated configuration and the actual best configuration. This percentage should be as small as possible to indicate a good estimation.
As an exercise in the practicality of our technique, we also show the default thread block configuration (C d ) given by the benchmarks and "C d t", the actual running time of the program using the thread block configuration C d in the same table. Compared to the default configurations, the rational program determines a better configuration for more than half of the kernels. Notice that, in most cases, the same default configuration is used for all kernels within a single example. In contrast, our rational program can produce different configurations optimized for each kernel individually.
As mentioned in Section 4.1, we use both Ocelot [13] and NVIDIA's nvprof [12] as instrumentors in the data collection step. The "Error" of the implementation based on data collected by Ocelot is shown in the column "Ocel" in Table 3 . We can see that the overall performance is better with nvprof, but for some benchmarks, for example Kernel 12, the best configuration picked by the rational program is not as expected. We attribute this to the limitations of the underlying MWP-CWP model we use.
More experimental results may be found on our GitHub repository: https://github.com/orcca-uwo/Parametric_Estimation/tree/master/plots 
RELATED WORK
We briefly review a number of previous works on the performance estimation of parallel programs in the context of GPUs and CUDA programming model. Ryoo et al [33] present a performance tuning approach for general purpose applications on GPUs which is limited to pruning the optimization space of the applications and lacks support for memory-bound cases. Hong et al [21] describe an analytical model that estimates the execution time of GPU kernels. They use this model to identify the performance bottlenecks (via static analysis and emulation) and optimize the performance of a given CUDA kernel. Baghsorkhi et al [6] present a dynamically adaptive approach for modeling performance of GPU programs which relies on dynamic instrumentation of the program at the cost of adding runtime overheads. This model cannot statically determine the optimal program parameters at compile time. In [25] the authors claim to have a static analysis method which does not require running the code for determining the best configuration for CUDA kernels. They analyze the assembly code generated by the NVCC compiler and estimate the IPC of each instruction, but, there is no analysis of memory access pattern. The authors assume that each CUDA kernel consists of a for-loop nest and that the execution time is proportional to the input problem size. These are, obviously, very strong assumptions, and impractical for real world applications. Moreover, the paper only reports on 4 test-cases (unlike a standard test suite such as PolyBench which includes 15 examples).
More recently, the author of [37, 38] has suggested a new GPU performance model which relies on Little's law [26] , that is, measuring concurrency as a product of latency and throughput. The suggested model takes both warp and instruction concurrency into account. This approach stands in opposition to the common view of many models, including those of [11] , [21] , [34] , and [6] , which only consider warps as the unit of concurrency. The model measures the performance in terms of required concurrency for the latency-bound cases (when occupancy is small and throughput grows with occupancy) and throughput-bound cases (when occupancy is large while throughput is at a maximum and is constant w.r.t. occupancy). The author's analysis of models in [6, 11, 21, 34] indicates that the most common limitation among all of them is the significant underestimation of occupancy when the arithmetic intensity (number of arithmetic instructions per memory access) of the code is intermediate. Other major drawbacks include the low accuracy of the prediction when the code is memory intensive (i.e., low arithmetic intensity), and underestimation, or overestimation, of the throughput (in the case of [6] and [22] , respectively). Noticeably, the author emphasizes the importance of cusp behavior; that is, "hiding both arithmetic and memory latency at the same time may require more warps than hiding either of them alone" [37] . Cusp behavior is observed in practice, however, it is not indicated in the previously mentioned performance prediction models.
CONCLUSIONS AND FUTURE WORK
Our main objective is to provide a solution for portable performance optimization of multithreaded programs. In the context of CUDA programs, other research groups have used techniques like autotuning [18, 23] , dynamic instrumentation [24] , or both [35] . Autotuning techniques have achieved great results in projects such as ATLAS [39] , FFTW [15] , and SPIRAL [31] in which part of the optimization process occurs off-line and then it is applied and refined on-line. In contrast, we propose to build a completely off-line tool, namely, the rational program.
For this purpose, we present an end-to-end novel technique for compile-time estimation of program parameters for optimizing a chosen performance metric, targeting manycore accelerators, particularly, CUDA kernels. Our method can operate without precisely knowing the numerical values of any of the data or program parameters when the optimization code is being constructed. This naturally leads to a case discussion depending on the values of those parameters, which is precisely what can be accomplished by our notion of a rational program. Moreover, our idea is verifiably extensible to any architectural additions, owing to the principle that low level performance metrics are piece-wise rational functions of data parameters, hardware parameters, and program parameters. Our approach relies on the instrumentation of the program 4 , and collection of certain runtime values for few selected small input data sizes, to approximate the runtime performance characteristics of the program at larger input data sizes. Program instrumentations, in conjunction with source code analysis and theoretical modeling, are central to avoid costly dynamic analysis. Consequently, compilers will be able to tune applications for the target hardware at compile-time, rather than having to offload that responsibility to the end users.
As it is observed from Tables 2 and 3, our current implementation suffers from inaccuracy for certain examples. We attribute this problem to usage of the MWP-CWP of [21, 34] as our performance prediction model. In future work, we expect that by switching to the model of [37, 38] , we will be able to improve the accuracy of the rational program estimation.
