When observers make rapid, difficult sensory decisions, their reaction time is highly variable from trial 1 to trial. We previously compared humans and rats performing the same visual motion discrimination 2 task. Their reaction time distributions were similar, but for humans accuracy was negatively correlated 3 with reaction time, whereas for rats it was positively correlated. This is of interest because different 4 mathematical theories of decision-making differ in their predictions regarding the correlation of 5 accuracy with reaction time. On the premise that sensory decision-making mechanisms are likely to be 6 conserved in mammals, our objective is to reconcile these results a common theoretical framework. A 7 bounded drift diffusion model (DDM) with stochastic parameters is a strong candidate, because it is 8 known to be able to produce either late errors like humans, or early errors like rats. We consider here 9 such a model with seven free parameters: the evidence accumulator's starting point , drift rate , non-10 decision time , threshold separation , and three noise terms , , and . We fit these parameters 11
Introduction
One might expect decision making by humans to be quite different from that of rats. In 16 decisions with wide-reaching long-term consequences, we expect (or at least wish) humans would avail 17 themselves of abstract conceptual thought, logical reasoning, and culturally accumulated knowledge 18 that would be unavailable to a rat. Yet all organisms face a continuous challenge of selecting among 19 alternative available actions in order to pursue goals. In order to select an action, sensory information, 20
internal knowledge, and goals are combined to assess and evaluate the likely outcomes of possible 21 actions relative to survival needs. Often the information is incomplete, but time is limited, so an action 22 must be selected despite unresolved or unresolvable uncertainty. When it comes to the continuous 23 sensory guidance of moment-by-moment actions, even humans rely on a largely implicit, rapid, 24 automated processing. Some mechanism is needed to ensure timely commitment and to optimize 25 outcome on average, and this must adapt flexibly to prevailing sensory context, shifting goal priorities, 26 the urgency of action, and the severity of consequences of errors. These mechanisms are likely to be 27 conserved across mammals. 28
A now-classic series of studies in humans and non-human primates introduced the use of a 29 stochastic visual motion task to study decision making (Britten et al., 1992; Gold and Shadlen, 2007) . In 32 each trial a visual stimulus provides information regarding which of two available actions is associated 33
with reward and which is associated with non-reward or penalty. As stimulus strength increases, 34 accuracy increases and reaction time decreases for both monkeys (Roitman and Shadlen, 2002) and 35 humans (Palmer et al., 2005) . This is parsimoniously explained by drift diffusion models, which postulate 36 that noisy sensory evidence is integrated over time until the accumulated evidence reaches a decision 37 threshold (Stone, 1960; Ashby, 1983 In the interest of developing a rodent model for perceptual decision-making, we trained rats to 56 perform the random dot motion task (Reinagel, 2013) . Rats differed from humans and other primates in 57
one key respect: for rats, later decisions are more likely to be accurate (Reinagel, 2013 ; Shevinsky and 58 Reinagel, 2019) . This result is not readily explained by some models suggested to explain the late errors 59 of primates. The purpose of this study is to test one variant of the drift-diffusion model for its ability to 60 explain data from both species. 61
Results

Drift Diffusion Model with Static Parameters
In a basic drift diffusion model, the relative sensory evidence in favor of a decision (e.g. "motion 62 is rightward" vs. "motion is leftward") is accumulated by an internal decision variable, resulting in a 63 biased random walk, i.e., diffusion with drift ( Fig. 1A) . The strength of the drift is determined by the 64 sensory signal to noise ratio (e.g. motion coherence). When the decision variable reaches either decision 65 threshold, the agent commits to a choice. The time at which the decision variable crosses a threshold 66 (reaction time), and the identity of the decision threshold that is crossed (correct vs. incorrect), vary 67 from trial to trial; the distribution of reaction times and the probability of correct response depend on 68 the drift rate and the starting point of the integrator. The asymmetric shape of the reaction time 69 distribution ( Fig. 1B) resembles that observed in experimental data. 70
In this simple form, the drift diffusion model depends on only four parameters: the threshold 71 separation a, non-decision time t, accumulator starting point z, and drift rate v (Fig. 1C ). The 72 experimental data that constrain these parameters are the accuracy (percent of decisions that are 73 correct) and the shape of the distribution of reaction times, for each stimulus strength tested. 74
An interesting feature of this model is that for any given stimulus strength and decision 75 threshold, errors and correct responses have the same reaction time distributions ( Fig. 1B , red vs. 76 green). Errors are on average the same speed as correct responses, even if the signal is so strong that 77 errors are very rare. Therefore the accuracy of the decision is independent of RT. 78
Figure 1. Properties of Basic Drift Diffusion Model. A.
Noisy sensory evidence is integrated over time, resulting in a random walk in each trial; a decision occurs when the accumulated evidence reaches one of the decision thresholds. The traces show eight randomly chosen example trials that terminated in correct decisions (greens) and eight that terminated in error decisions (reds). Although an equal number are shown, the signal strength resulted in 97% correct decisions in the condition illustrated. B. Reaction time distributions for errors (red) vs. correct trials (green) of trials simulated as in A. Each distribution sums to 1. C. Definition of parameters for a formal drift diffusion model. The parameter is the distance between the error and correct thresholds. The starting point, , is expressed as a fraction of , such that = 0.5 is an unbiased or neutral starting point. The drift rate, , depends on the sensory signal strength. These parameters are constant during a trial and across all trials of the same stimulus strength. The observable outcome is reaction time , and decision (correct or error). The non-decision time reflects both sensory latency and motor latency, but is drawn at time = 0 for graphical simplicity. Decision time is defined as − . For the simulations illustrated in A, = 0.
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Both humans and rats deviate systematically from the prediction that correct and error trials 79 have the same probability distribution, however. In the random dot motion coherence task, for 80 example, correct trials of rat subjects are more likely to have longer reaction times compared to errors 81 ( Fig. 2A ). If we compare the reaction time of each error trial to the temporally closest correct trial of the 82 same coherence (Shevinsky and Reinagel, 2019) , we see that on average, correct trials have longer 83 reaction times than neighboring error trials of the same coherence (Fig. 2B ). This trend is found in most 84 individual experiments on rats ( Fig. 2C ). If one analyzes accuracy as a function of reaction time within a 85 near-threshold coherence, the slope is positive ( Fig. 2D ), indicating that accuracy is increasing with RT. 86
Humans also violate the model prediction, but in the opposite way. For humans, errors are more 87 likely to have long reaction times ( Fig. 2E ). On average correct trials have shorter reaction times than 88 adjacent error trials of the same coherence ( Fig. 2F ). This effect is found in most individual experiments 89 on humans (Fig. 2G ). The slope of accuracy vs. reaction time is negative ( Fig. 2H ); in other words, 90
accuracy declines with RT. This result been widely reproduced in studies of both humans and monkeys. 91 
104
Like B for human subjects (N=64 mixed coherence and N=4 fixed-coherence epochs). G. Like C, but for human subjects 105 with coherences ≥0.04 (N=64 mixed coherence and N=4 fixed-coherence epochs). H. Like C, but for human subjects 106 (N=64 mixed coherence and N=3 fixed-coherence epochs). Re-analysis of data from (Shevinsky and Reinagel, 2019).
We fit the basic drift diffusion model (Fig. 1C ) to the behavioral data from both rats and humans. 108 We used a hierarchical Bayesian estimation method (Wiecki et al., 2013) , which yields species-level 109 priors as well as individual-level values for each parameter: non-decision time t, drift rate parameters 110
(v 1 …v n ) for each coherence, and threshold separation a. In the experiments, the correct response side 111 was left or right with equal probability independently each trial, so it is impossible for the starting point 112 of the diffusion process to be systematically biased towards the correct response threshold. Therefore 113
we fixed the starting point bias z at 0.5 (no bias). 114
Threshold separations of humans and rats were similar ( Fig. 3A ; a human = 1.62±0.35, a rat = 115 1.62±0.22, mean±SD of population). Non-decision-time was longer for rats ( Fig 3B; t human =0.40±0.06 116 seconds, t rat = 0.57±0.07 seconds). There is no reason to expect the non-decision times to be similar, as 117 the motor response modality (key press vs. locomotion) are different. Humans and rats had similar drift 118 rates (v) when the stimulus strength is expressed relative to the species threshold ( Fig. 3C ). 119 
125
The starting point was constrained to be neutral with respect to the correct response ( = 0.5).
126
We used the parameters fit to each experimental epoch to simulate trials from the model, and 127 subjected the simulated population data to the identical analysis as the real data. The model 128 successfully fit the psychometric curves and the average reaction time distributions of individual 129 subjects (not shown), but failed to replicate the difference between error and correct trials within 130 condition for either humans or rats (Fig. 4 ). This result is expected, and serves as a baseline to which 131 other models may be compared. 132 
Drift Diffusion Model with Variable Parameters
It was previously shown that adding noise to the parameters of a bounded drift diffusion model can 138
differentially affect the error and correct reaction time distributions (Ratcliff and McKoon, 2008) . 139
Depending on parameter values, this can produce either an increase or a decrease in accuracy as a 140 function of reaction time. Therefore this model could account for both the human and rat results and 141 provide a basis for understanding the difference between them. The stochastic parameter model we 142
implemented has three additional parameters: variability in starting point  z , variability in non-decision 143 time  t , and variability in drift rate  v (Fig. 5 ).] In a preliminary analysis, a systematic sweep of the parameter space of this model revealed that 148 whenever starting point variability z was high relative to the threshold separation a, this model 149 produced faster errors and slower correct responses, a trend that was enhanced when v was low. 150
Therefore we predicted that rats might have a high z/a ratio with a low value of v, which would 151 explain our finding that rats' accuracy increases with reaction time, to an increasing degree as 152 coherence increases. High drift rate variability v produced late errors in the model, however, a 153 tendency that was enhanced when threshold a was high and/or starting point variability z was low. The 154 strength of this effect increased with the drift rate v (simulations not shown, and (Ratcliff and McKoon, 155 2008)). Therefore we predicted that humans might have a high v and low z/a ratio, which could 156 explain our finding that humans' accuracy decreases with reaction time, to an increasing degree as 157 coherence increases. The parameter t had no effect on whether accuracy increased or decreased with 158 reaction time. Therefore we did not expect t to affect the dependence of accuracy on elapsed time in 159 either species, and had no basis for predicting it. 160
When we fit the model shown in Fig. 5 to the data set, we found that these added parameters 161
improved the model fits of both species, even after accounting for the additional free parameters (DIC, 162 not shown) and assessed by cross-validation using a 50/50 data split (shown below). The recovered 163
parameter distributions over the populations are shown in Fig. 6 . 164 According to this model, rats have a lower threshold separation a (Fig. 6A ) as well as higher 174 starting point variability (not shown) resulting in a higher / ratio (Fig. 6D ). This model also 175 attributes a longer non-decision time t to rats than humans (Fig. 6B) . Unlike the previous model, the 176 drift rate was higher for humans than rats, even after normalizing the coherence to the species-average 177 psychometric threshold (Fig. 6C ). Rats had more variability in the non-decision time (Fig. 6E ). 178
Humans had greater drift rate variability than rats (Fig. 6F) . These results qualitatively agreed with 179 our predictions of a high / ratio with low in rats, and a low / ratio with high in humans. 180
The model was not explicitly optimized for its ability to account for rats' increase in accuracy 181 with elapsed time or humans' decline in accuracy with elapsed time. To test whether it did so, we 182 simulated trials for each subject based on their individual parameters in the variable parameter model 183 (Fig. 6) , and performed the identical analysis as for real data (Fig. 2) and the fixed-parameter model (Fig.  184 4). The model with noise parameters succeeded in capturing the interaction between elapsed time and 185 accuracy in both species (Fig. 7) . 186 
Lesions of the model
To evaluate the contributions of the different noise parameters, we performed lesions within 193 the model. The overall model fit was measured by the residual error between the real and predicted 194 reaction time distributions using cross-validation data. This was computed separately for each 195 coherence and summed over coherences. Here we can see that for individual subjects (Fig. 8 A,E) and 196 over the population (Fig. 8 B,F) the model with all three noise parameters (+++, cf. Fig. 5 ) fit the data 197 better than the model without any (---, cf. Fig. 1 ). 198
In single parameter "lesions" of the model, we re-simulated trials using the parameters fit to the 199 full model (Fig. 6 ) after setting one of the noise parameters ( z ,  t , or  v ) to zero for all subjects. For 200 rats, the average fit of the model was much worse if we ablated  z , compared to the ablation of either 201  t or  v (Fig. 8 A,B) . For humans, the error was much worse if we ablated  v compared to either  z or  t 202 ( Fig. 8 E,F) . Double lesion results were consistent with this: for rats the double-lesion model that 203 retained only  z had the best fit; for humans the double-lesion keeping only  v had the best fit. (---) shows results for the model that was fit without noise parameters (cf. Fig. 1,3,4 ). The second column (+++) 207 represents the model that was fit with three noise parameters z, v and t ( Fig. 5-7 
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To assess the interaction between elapsed time and accuracy, we computed the difference 221 between the mean reaction times of correct and error trials of the same coherence, ⟨ ⟩ − 222 ⟨ ⟩. The model with all three noise parameters (+++) replicated the fact that for rats, errors had 223 shorter reaction times (Fig. 8 c-d) . Ablating  v from the model resulted in this effect being overestimated; ablating  z abolished this property and uncovered a weak opposite effect; ablating  t 225 was inconsequential. We infer that starting point variability is the model parameter that specifically 226 accounts for rats' increasing accuracy with reaction time; but this coexists with a weaker effect in the 227 opposite direction due to drift rate variability. 228
This model also replicated the trend that human errors have longer reaction times, but overshot 229 the magnitude of the real effect ( Fig. 8 g-h) . Ablating  z caused the trend to be further overestimated; 230 ablating  v caused the model to predict the opposite effect instead; ablating  t was inconsequential. We
231
infer that drift rate variability is the model parameter responsible for reproducing humans' declining 232 accuracy with reaction time; but this coexists with a weaker effect in the opposite direction due to 233 starting point variability. 234
Note that the interaction between accuracy and reaction time is a small effect, compared to the 235 very large effect of coherence on the percent correct (psychometric curve) and the average reaction 236 time (chronometric curve), all of which the model is simultaneously fitting. The model parameters that 237 provide the best fit to the data overall are not necessarily those that produce the best fit of the 238 interaction between accuracy and elapsed time. This may explain why the magnitude of the effect is not 239 exactly replicated. 240
Discussion
The drift diffusion model with noise parameters (Ratcliff and McKoon, 2008) can parsimoniously 241 account for the interaction between accuracy and reaction time in both species, without explicitly 242 positing an urgency signal or collapsing bound. This provides a unified way to understand the behavior in 243 both species and a common framework to compare them. 244
Within the framework of this model, the species difference can be attributed to a combination 245 of higher starting point variability in rats, and higher drift rate variability in humans. But both species 246 have variability in both starting point and drift rate, contributing opposing effects that balance to 247 produce the observed net effect in each species. The parameter distributions in rat and human 248 populations overlapped considerably. Thus the qualitative difference in behavior (Fig. 2 ) could be 249 explained by subtle quantitative differences in the same underlying decision-making algorithm. 250
A static response bias would manifest as starting point variability in this model. For example, a 251 bias to respond "L" would result in a starting point that is closer to the correct decision threshold in 252 left-motion trials, but further from it in R-motion trials. We note that high was found in rats even 253 when overtly biased subjects were excluded from the analysis, however. (Frund et al., 2014) . These 257 factors may partly explain the starting point variability in both species, and may be more pronounced in 258 rats. One might search for neural correlates of such a bias in motor planning or salience map areas. 259 We speculate that variability from trial to trial in the drift rate could be caused by changes in 260 general arousal or selective or non-selective visual attention. For example if arousal or attention 261 increased baseline firing rates or evoked responses or reduced noise correlations among motion-262 selective neurons in extra-striate cortex, this would be expected to increase the rate of accumulation of 263 evidence in downstream parietal neurons. If attention has stronger effects or varies more from trial to 264 trial in primates than rodents, this could lead to a species difference in  v .
265
Although non-decision-time variability was not crucial to explaining the species difference of 266 interest here, the model indicates that rats have more non-decision-time variability. Confidence 267 judgements may play a role in this (Kepecs et al., 2008; Ratcliff and Starns, 2013) . 268
In summary, this model implicates an important role for behavioral variability in explaining the 269 species difference we investigated. We do not find that one species' behavior is more variable than the 270 other, but rather that different types of variability are found in different proportions. We do not mean 271
to imply that such behavioral variability is either random or dysfunctional. It is possible that non-272 sensory influences shift the decision process from trial to trial in a systematic and reproducible fashion 273 that could be functionally adaptive in the context of natural behavior. Locations and very recent 274
experiences are likely to be informative about the expected rewards for behaviors in the wild, even 275 though we have broken those spatial and temporal correlations in our laboratory task. 276 On the premise that basic mechanisms of perceptual decision-making are likely to be conserved, 277 fitting a single model to data from multiple species -especially where they differ -may be a powerful 278
way to develop and distinguish among alternative computational models. If the differences between 279 species are merely quantitative differences in a conserved underlying algorithm, it may be advantageous 280
to study a given aspect of the computation in a species that has particularly high or low variability in a 281 certain parameter. 282 We have explored one model that can explain our data from both species, but other models 283 may also be able to account for the same data in other ways, potentially making distinct testable 284 predictions for future experiments. To enable such direct comparisons, the entire dataset analyzed in 285 this paper will be made available in a data repository upon publication. 286
Methods Experimental Data
All human and rat data modeled in this manuscript were previously described (Shevinsky and  287 Reinagel, 2019). Briefly, the task was random dot coherent motion discrimination. The stimulus 288 parameters other than coherence (e.g. dot size, dot density, motion speed, contrast) were adjusted for 289 each species to ensure that accuracy ranged from chance (50%) to perfect (100%) and reaction times 290 ranged from ~500-2500ms for typical subjects of the species. Human or rat subjects voluntarily initiated 291 each trial by a central keypress or lick respectively. This immediately triggered a random dot motion 292 display on a computer monitor, with coherent motion either to the left or right, persisting until the 293 subject responded. Subjects could respond at any time by a left vs. right keypress or lick. Responses on 294 the side toward which the coherent dots were moving were rewarded with money or water. Responses 295 on the opposite side were penalized by a brief time-out. Learning trials were exluded from analysis. 296
Remaining trial data from each subject were broken into "epochs" during which the task was not 297 changed and the subject's behavior (accuracy, reaction time) was not trending. For additional details 298 see (Shevinsky and Reinagel, 2019) . 299
The data set included 115 epochs from 18 individual rats, for 274,170 total rat trials, and 104 300 epochs from 64 individual human subjects, for 151,828 total human trials. Experimental data with 301 and/or bias were included. The data were organized into three training data sets for each species: all 302 epochs, all fixed coherence epochs, and the single best unbiased psychometric epoch of each subject. 303
The "fixed coherence" epochs are those in which coherence was not varied during the experiment; this 304 condition was tested frequently in rats, but rarely in humans. Selection criteria for "best unbiased 305 psychometric epoch" of a subject were: ≥500 trials, ≥4 coherence values, <10% difference in either 306 accuracy or probability of L vs R responses at highest coherence; minimal temporal fluctuation in 307 accuracy or reaction time; and if multiple epochs passed all these criteria, the one with the most trials. 308
Note that absence of lapse or the relationship between reaction time and accuracy were not criteria. 309
Computational methods
Model fitting
General overview
Models were fit with the HDDM package in Python (Wiecki et al., 2013) . The objective function 310
for fitting is to maximize the likelihood of the observed reaction time distributions, evaluated separately 311 at each coherence and distinguishing error trials from correct trials. Different model parameters were fit 312 for each epoch because distinct epochs from the same subject differed in task parameters and/or 313 average performance metrics. The models were trained for 100,000 iterations or upon evident 314 convergence if sooner. Convergence was assessed by examining the asymptotic behavior over training 315
iterations of each parameter value and of the deviance information criterion (DIC), as described in 316 (Wiecki et al., 2013) . A model was fit to a given data set at least twice and typically 5 times. These 317 models converged to highly consistent DIC and parameter values on repeat runs. 318
The total number of model parameters was at most 1485 (human) or 1217 (rats), including the 319 species-level priors, epoch-specific values for each parameter, independently fitting a drift rate v for 320 every coherence, and including the three noise parameters (Figs 5-7) . Note that the model is 321 hierarchical: the species-level priors are constrained by and constrain the individual-level parameters of 322 that species. Therefore there are fewer true degrees of freedom than the number of parameters. The 323 number of data points greatly exceeded the number of parameters in both species: 102 trials/parameter 324 (humans) or 225 trials/parameter (rats). The rat data and human data were fit separately in parallel for 325 speed. This also allowed the species priors to have different standard deviations; otherwise in the 326 HDDM software the widths of group priors are constrained to be the same across groups. 327
Anectdotally we found that after fitting, smoothing the curve relating coherence to drift rate 328 could improve model simulations. We conclude that imposing a smoothness constraint or a parametric 329 form for this relationship within the model fit would be a helpful future improvement, but we did not 330 implement this. All simulations presented in the paper were performed without such smoothing. 331
Models were also trained on only the even-or odd-numbered rows of a data set, using the 332 other half of the data for cross-validation comparison to the simulated data. Parameters for odd vs. 333 even data splits were often reproducibly slightly different, compared to the run-to-run variability of the 334 parameters for the same data half. Nevertheless, the residual error of model fits to training vs. testing 335 data sets were similar, suggesting that overfitting was not an issue for these models. Therefore, for Fig  336  2 , 3-4 and 6-7, the properties shown were computed from the entire data set, or from a very large 337 number of simulated trials from a model fit to the entire data set. In Fig. 8 Modeling details 341 The drift diffusion process was simulated according to the equation ( ) = ( − 1) ± with 342 probability of increasing and (1 − ) of decreasing (Milosavljevic et al., 2010) . Here is the time point 343 of the process, with time step in seconds; = ⋅ √ denotes the step size, where is the standard 344 deviation of the Gaussian white noise of the diffusion; = 0.5 ⋅ (1 + ⋅ √ ), where is the drift rate. 345
To be consistent with the simulation done by the HDDM package (Wiecki et al., 2013) , the values for 346
and were set at 0.1 msec and 1, respectively. 347
For any trial, the process starts at a starting position , sampled from a uniform distribution of 348 range  , assumes a constant drift rate , sampled from a normal distribution of standard deviation  , 
358
Aside from the default parameters , , and , additional parameters can be fitted with the 359 'include' keyword argument to the fit command. Otherwise, is defaulted to be 0.5, and the variability 360 parameters are defaulted to zero. Additionally, any parameter can be fitted according to some specific 361 condition(s) using the 'depends_on' keyword argument, as long as the input data file contains 362 information about those conditions. For example, we always let the drift rate depend on 'coherence' 363 so that the model fit will return a separate drift rate estimate for each coherence value. 364 365 366 To determine the model fit error on cross-validation, models were fit separately to either the 367 even rows or odd rows of the data file. The model parameters were used to simulate 1,000 trials per 368 coherence. Any trials with simulated > 3 were excluded from analysis. To distinguish error from 369 correct trials, the reaction times of error trials were coded as negative values. Reaction times were then 370 discretized into 0.25s bins. For each coherence separately, the reaction time distribution was computed. 371
Cross-validation Error Estimation
Thus a single probability distribution for each coherence summarized both the proportion of trials that 372
were errors, and the shape of the RT distributions of errors and correct trials considered separately. The 373 data from either the odd or even rows of the data set were used to generate reaction time distributions 374 of training and cross-validation data in the same manner. Only coherences with at least 80 trials both 375 the training and cross-validation data sets were included in the error estimate. The error was defined as 376 the squared difference between the data and the model reaction time distributions, summed over 377 reaction time bins and over qualifying coherences. The absolute value of the error is sensitive to the 378 number of trials and the binning of reaction times (some of the mismatch between model and data is 379 sampling noise). But those factors are constant for all the models, so comparisons are valid. Two 380 separate training runs on each half of the data set were evaluated; the average over the four cross-381 validation error estimates is reported. 382
Local reaction time difference analysis
In Figs 2, 4 and 7, panels B,C,F, and G we measure the interaction between accuracy and reaction time 383
using the temporally local measure 〈 − 〉 introduced in (Shevinsky and Reinagel, 2019). 384
Instead of comparing the reaction time distributions of errors and correct trials of the same coherence 385 estimated from the entire epoch, we compare the reaction time of each error trial to a temporally 386 adjacent correct trial of the same coherence (requiring a minimum distance of 3 trials to avoid 387 sequential effects). This method is preferred because it is robust to non-trending non-stationarities that 388 are commonly present in both human and rat data, not detected by traditional stationarity tests, and 389 that could confound estimation of the effect of interest. In the case of model simulations, however, the 390 time series are stationary by construction, so we used the difference between averages 〈 〉 − 391 〈 〉. 392
