Abstract. A conjecture of Kadison and Kastler from 1972 asks whether sufficiently close operator algebras in a natural uniform sense must be small unitary perturbations of one another. For n ≥ 3 and a free ergodic probability measure preserving action of SL n (Z) on a standard nonatomic probability space (X, µ),
Introduction
In [34] , Kadison and Kastler introduced a metric d on the collection of all closed subalgebras of the bounded operators on a Hilbert space in terms of the Hausdorff distance between the unit balls of two algebras M and N, and conjectured that sufficiently close operator algebras should be isomorphic. Qualitatively, M and N are close in the Kadison-Kastler metric if each operator in the unit ball of M is close to an operator in the unit ball of N and vice versa. Canonical examples of close operator algebras are obtained by small unitary perturbations: given an operator algebra M on a Hilbert space H and a unitary operator u on H close to the identity operator, then uMu * is close to M. The strongest form of the Kadison-Kastler conjecture states that every algebra sufficiently close to a von Neumann algebra M arises in this fashion. This has been established when M is an injective von Neumann algebra [10, 62, 30, 13] (building on the earlier special cases in [9, 51] ) but remains open for general von Neumann algebras.
We now present the central result of the paper: Theorem A. This has been announced in our short survey article [6] which contains a heuristic discussion of our methods but no formal proofs.
Theorem A. Let n ≥ 3 and let α : SL n (Z) (X, µ) be a free, ergodic and measure preserving action of SL n (Z) on a standard nonatomic probability space (X, µ). Write M = (L ∞ (X, µ) ⋊ α SL n (Z)) ⊗ R, where R is the hyperfinite II 1 factor. For ε > 0, there exists δ > 0 with the following property: given a normal unital representation M ⊆ B(H) and another von Neumann algebra N on H with d(M, N) < δ, there exists a unitary u ∈ H with u − I H < ε and uMu * = N.
Theorem A provides the first nonamenable II 1 factors which satisfy the strongest form of the Kadison-Kastler conjecture. A key ingredient in this result is the vanishing of the bounded cohomology groups H 2 b (SL n (Z), L ∞ R (X, µ)) for n ≥ 3 from [42, 4, 44] and in Theorem A, which is then an immediate consequence of Theorem 6.10, SL n (Z) can be replaced with any other group with this property. Via the work of [2, 59, 60, 61] , there are uncountably many pairwise nonisomorphic II 1 factors to which this theorem applies (see Remark 6.12) .
The Kadison-Kastler conjecture is known to be false in full generality. In [8] , examples of arbitrarily close nonseparable and nonisomorphic C * -algebras were found, while in [31] Johnson presented examples of arbitrarily close unitarily conjugate pairs of separable nuclear C * -algebras where the implementing unitaries could not be chosen to be close to the identity operator. Thus the appropriate form of the conjecture for C * -algebras is that sufficiently close separable C * -algebras should be isomorphic or spatially isomorphic. In this last form, the conjecture has been settled affirmatively for close separable nuclear C * -algebras on separable Hilbert spaces [19] (see also [18] ) with earlier special cases established in [13, 52, 53, 38] . Our methods also give examples of nonamenable von Neumann algebras satisfying these weaker forms of the conjecture, as we now state. The hypotheses on the action in the following theorem ensure that M is a II 1 factor with separable predual satisfying P ′ ∩ M ⊆ P . The three parts of Theorem B are proved in Section 6 as Corollary 6.2, Corollary 6.4 and Theorem 6.8 respectively.
Theorem B. Let α : Γ P be a centrally ergodic, properly outer and trace-preserving action of a countable discrete group Γ on a finite amenable von Neumann algebra P with separable predual and write M = P ⋊ α Γ.
(1) Suppose that the comparison map
from bounded cohomology to usual cohomology vanishes, where Z(P ) denotes the center of P . Then, given a normal unital representation M ⊆ B(H), each von Neumann algebra N on B(H) sufficiently close to M is isomorphic to M. In order to distinguish the slightly different external rigidity properties arising in Theorem A and the different parts of Theorem B above, we call algebras satisfying the conclusion of Theorem A strongly Kadison-Kastler stable, algebras satisfying the conclusion of Theorem B part (1) weakly Kadison-Kastler stable and algebras satisfying the conclusion of Theorem B part (2) Kadison-Kastler stable. With this terminology, the appropriate forms of the Kadison-Kastler conjecture are that von Neumann algebras are strongly Kadison-Kastler stable and separable C * -algebras are Kadison-Kastler stable.
Part (1) of Theorem B applies when Γ is a free group F r , 2 ≤ r ≤ ∞, as these groups have cohomological dimension one, so H 2 (Γ, L 2 (Z(P ) sa )) = 0. In particular the approximate free group factors, introduced in [49] as the first class of factors containing a unique Cartan masa up to unitary conjugacy, have the form L ∞ (X) ⋊ α F r for some free ergodic measure preserving profinite action α. Consequently, these factors are weakly Kadison-Kastler stable by Part (1) of Theorem B. As shown in [49, Section 5] , there are uncountably many pairwise nonisomorphic factors in this class, including examples with property Γ. These latter examples are Kadison Kastler stable by Part 2 of Theorem B.
The key strategy used to prove Theorem A is to replicate the crossed product structure of L ∞ (X) ⋊ α SL n (Z) inside a nearby factor N. One can transfer the copy of L ∞ (X) into N using an embedding theorem of EC from [13] (Theorem 3.3 (i) below), and transfer normalizers of L ∞ (X) from L ∞ (X) ⋊ α SL n (Z) to N (see Section 3) . To show that N is generated by the copy of L ∞ (X) and its normalizers we work at the level of Hilbert space by transferring the problem to the situation where both factors are in standard form. We do this in Section 4, which provides a general reduction procedure for weak-Kadison Kastler stability and should be of more general use (forthcoming work will show how this method can be used to transfer a number of structural properties between close II 1 factors). The resulting factor N will then be a twisted crossed product L ∞ (X)⋊ α,ω SL n (Z) arising from the original action and with a unitary valued 2-cocycle which is uniformly close to the identity operator; the cohomology assumptions of Theorems A and B are used to ensure that this 2-cocycle vanishes, so N ∼ = L ∞ (X) ⋊ α SL n (Z). The tensor factor R in Theorem A ensures that (L ∞ (X) ⋊ α SL n (Z)) ⊗ R has Kadison's similarity property (a consequence of strong Kadison-Kastler stability for II 1 factors, see [5] ) and ensures that our resulting isomorphism is spatial. To be able to work with the subfactor L ∞ (X)⋊ α SL n (Z) ⊆ (L ∞ (X)⋊ α SL n (Z)) ⊗ R we examine McDuff factors (those absorbing a copy of R tensorially) in Section 5, where we show that a factor sufficiently close to a McDuff factor is itself McDuff. Moreover, after making a small unitary perturbation, it is possible to identify a common tensor factor of R in both algebras, whose tensorial complements are close. Thus we can "remove" the copy of R from (L ∞ (X) ⋊ α SL n (Z)) ⊗ R and apply our early work on normalizers to an identified algebra close to L ∞ (X) ⋊ α SL n (Z). In Section 6 we assemble the proofs of Theorem A and B, and obtain the additional information needed for strong Kadison-Kastler stability when the bounded group cohomology vanishes. An extended outline of the methods used to prove Theorems A and B can be found in the expository article [6] .
Preliminaries
We begin by recalling the definition of the Kadison-Kastler metric from [34] and near inclusions from [13] , and the "complete" versions of these concepts, which are implicit in [13] , and explicitly appear in [17, 63] . 
The following easy estimate will be used repeatedly in the sequel.
This is obtained as follows. For x in the unit ball of M, choose y ∈ N with x − y ≤ γ. Then x − uyu * ≤ x − uxu * + u(x − y)u * ≤ 2 u − I + γ. Note that if two von Neumann algebras M and N act degenerately on a Hilbert space H, and have d(M, N) small, it is easy to modify the situation so that M and N share the same unit. Henceforth we assume all close von Neumann algebras contain the identity operator on the underlying Hilbert space. We incorporate this assumption into the definitions below. In [13] it is observed that near inclusions behave better than the metric d with respect to matrix amplifications and commutants (see Proposition 2.8 below). For this reason, we state technical results using hypotheses of the form M ⊂ γ N and N ⊂ γ M, but formulate the main results of the paper using the Kadison-Kastler metric d. Spatial derivations provide a key ingredient in working with commutants of near inclusions: an operator T ∈ B(H) induces a derivation S → T S − ST on B(H) denoted ad(T ). Arveson's distance formula from [1] (see [11, Proposition 2.1] for the formulation we use) shows that for a von Neumann algebra M ⊆ B(H) and T ∈ B(H),
This enables one to take commutants of complete near inclusions. 
Proof. Given n ∈ N and T ∈ B(H⊗C n ), (2.2) shows that
This holds for
For the second claim, take commutants of the near inclusion
The similarity property for M is characterized by the ability to take commutants of near inclusions M ⊆ γ N with constants independent of the underlying Hilbert space, (see [5] ). The most convenient form of the similarity problem for this purpose is property D k : a C * -algebra A has property D k for some k > 0 if, for every faithful unital representation
The existence of some k > 0 such that A has property D k is equivalent to the similarity property by [40] . The proposition below records a strengthening of the commutation result from [13, Theorem 3.1].
Proposition 2.4. Let M and N be von Neumann algebras acting nondegenerately on H and suppose that M ⊆ γ N for some γ > 0.
( Property D k can also be used to show that isomorphisms close to the identity are necessarily spatially implemented. The first part of the lemma below is obtained by making minor changes to the proof of [11, Proposition 3.2] (which handles the case of properly infinite von Neumann algebras using property D 3/2 , and McDuff factors using property D 5/2 ). As property Γ factors have property D 5/2 , (ii) is an immediate consequence of (i).
Lemma 2.5 ([11]
). Let M be von Neumann algebra acting nondegenerately on H and suppose that θ : M → B(H) is a * -homomorphism with θ(x) − x ≤ γ x for x ∈ M. (i) Suppose that M has property D k for some k ≥ 1 and that γ < 1/k. Then there exists a unitary u on H such that θ = Ad(u) and
(ii) Suppose that M has property Γ and that γ < 2/5. Then there exists a unitary u on H such that θ = Ad(u) and I H − u ≤ 2 −1/2 5γ.
Without the similarity property, one can also take commutants when M acts on a given Hilbert space H with a finite set of m cyclic vectors for H; the resulting estimates depend on m ( [14] ). We give an alternative proof of this fact below, which significantly improves the constants involved. We start by isolating a technical lemma. Lemma 2.6. Let M ⊆ B(H) be a von Neumann algebra such that H has a cyclic vector for M. Then, for every derivation δ : M → B(H), we have δ cb ≤ 2 δ row , where δ row denotes the row norm of δ, given by δ row = sup n,r δ 1×n (r) , where the supremum is taken over contractions r ∈ M 1×n (M).
Proof. Let n ∈ N and x ∈ M n (M). Since M has a cyclic vector for B(H), we have
One can obtain a smaller value of k such that property Γ factors have property D k by modifying the methods in [15] , but since this is not available in the literature we use property D 5/2 here.
by [56, Lemma 2.4 (i) =⇒ (iv) and Theorem 2.7] . For an r ∈ M 1×n (M) with r = 1, the relation rδ n (x) = δ 1×n (rx) − δ 1×n (r)x gives rδ n (x) ≤ 2 δ row x and so δ cb ≤ 2 δ row .
In the proof below we use [65, Proposition 4.2] . We take this opportunity to correct an oversight in the statement of this result, which omitted the hypothesis that M is finite (which is required in order to appeal to [16, Theorem 2.3] ).
Lemma 2.7. Let M ⊆ B(H) be a von Neumann algebra with a cyclic set of m vectors (i.e. there exist ξ 1 , . . . , ξ m ∈ H with span{x i ξ i :
Proof. The key case is when m = 1 and M has a separable predual. By [14, Corollary 3.2] and (2.2) it suffices to prove the result for δ of the form ad(T )| M for a fixed T ∈ B(H). Let p be the central projection in M such that M 0 = Mp is finite and M 1 = M(1 − p) is properly infinite. From [57] , choose an amenable von Neumann algebra P 0 ⊆ M 0 with P ′ 0 ∩M 0 = Z(M 0 ) (when M 0 is a II 1 factor this is [57, Corollary 4.1] , the extension to the case when M 0 is II 1 can be found in [66, Theorem 8] , and the general case is obtained by splitting M 0 as a direct sum of its II 1 part and its finite type I part, which is already amenable). Let P 1 be a properly infinite amenable von Neumann subalgebra of M 1 and let P = (P 0 ∪ P 1 ) ′′ , which is an amenable subalgebra of B(H) containing p.
Since P is amenable, we can find S ∈ co w * {uT u
proving the result in the case when m = 1 and M has separable predual. A standard argument can be used to extend this estimate to the situation when M * is nonseparable (this can be found in the preprint version of this paper on the arXiv). A cyclic set of m vectors can be reduced to the case of a single cyclic vector by tensoring by M m , see [17, Proposition 2.6 ].
In the context of near inclusions, the previous lemma has the following form.
Proposition 2.8. Let M be a von Neumann algebra acting on a Hilbert space H and suppose that M has a finite cyclic set of m vectors for H. Then:
Proof. Part (i) follows from Lemma 2.7 and Arveson's distance formula in (2.2) above. For (ii), note that if N is another von Neumann algebra on H with M ⊆ γ N, then for T ∈ N ′ the near inclusion M ⊂ γ N gives the estimate ad(T )| M ≤ 2 T γ (see [13, Theorem 3 
.1]).
A II 1 factor M is said to be in standard position on a Hilbert space H, when M ′ is finite and there is a vector ξ ∈ H which is tracial for M and M ′ , i.e. the vector state ·ξ, ξ gives the traces τ M and τ M ′ on M and M ′ respectively. Such a vector ξ is cyclic for both M and M ′ , and defines a conjugate linear isometry J (or J M when necessary) by extending J(mξ) = m * ξ to H. This is called the conjugation operator, and has the property (T)hat JMJ = M ′ . When M is in standard position on H, any trace vector ξ for M is automatically tracial for M ′ . If M is in standard position on H with a specified tracial vector ξ and P ⊆ M is any von Neumann subalgebra, then e P denotes the projection onto P ξ. The basic construction is then defined to be (M ∪ {e P }) ′′ and is denoted by M, e P . This algebra dates back to [68] and [12] , and was first used systematically in the work of Jones [32] . We list a few standard properties of the basic construction below (see [32] or [33] ) and record a technical lemma.
Properties 2.9. With the notation above:
(i) e P = Je P J;
(ii) e P commutes with P and P = M ∩ {e P } ′ ; (iii) M, e P ′ = J M P J M ; (iv) The map p → pe P , p ∈ P , is an algebraic isomorphism, and consequently isometric; (v) For each x ∈ M, e P xe P = E M P (x)e P , where E M P denotes the unique trace preserving conditional expectation from M onto P , and e P M, e P e P = P e P .
Lemma 2.10. Let M be a II 1 factor with separable predual, in standard position on H with tracial vector ξ. Let P be a von Neumann subalgebra of M satisfying
Proof. By [24, Lemma 3.2], e P ∈ Z(P ′ ∩ M, e P ), so ve P = e P ve P ∈ P e P . Write ve P = ue P for some u ∈ P . Thus vξ = uξ. Then u ≤ 1 and (I H − u * u)ξ, ξ = 0 so u ∈ U(P ). Since v, e P ∈ P ′ , (2.7) (uy − yu)e P = (ue P y − yve P ) = ve P y − yve P = 0, y ∈ P.
By Properties 2.9 (iv), u ∈ P ′ ∩ P = Z(P ).
Given a nonzero vector η ∈ H, write e Properties 2.11. Let M be a II 1 factor acting nondegenerately on H.
(
We need some standard results for approximating unitaries and projections in the sequel. Lemma 2.12 is a consequence of [39, Lemma 1.10] (it follows by noting that the function α(t) used there satisfies α(t) ≤ √ 2t for 0 ≤ t < 1), and Lemma 2.13 is the usual estimate in the Murray-von Neumann equivalence of close projections (see [45, Lemma 6.2 
.1] for example).
Lemma 2.12. Suppose that γ < 1 and let M ⊂ γ N be a near inclusion of von Neumann algebras sharing the same unit.
(i) Given a unitary u ∈ M, there exists a unitary v ∈ N with u − v < √ 2γ. (ii) Given a projection p ∈ M, there exists a projection q ∈ N with p − q < 2 −1/2 γ. 
Proof. The result will follow if we can show that τ M (p n ) = τ N (p n ) for all projections p n ∈ P with τ M (p n ) = 2 −n , n ≥ 0. The case n = 0 is clear, so inductively take a projection p n+1 ∈ P with τ M (p n+1 ) = 2 −(n+1) and choose a projection p n ∈ P so that p n+1 ≤ p n and
Lemma 2.15. Let M and N be II 1 factors acting nondegenerately on a Hilbert space H with M ⊂ γ N for some γ < 1. Let Φ be a state on B(H) extending τ N . Then
Proof. Fix x in the unit ball of M and a unitary u ∈ M. Choose y ∈ N with x − y ≤ γ and, by Lemma 2.12 (i), a unitary v ∈ N with u − v < √ 2γ. Then
and so, since Φ(vyv 
Lemma 2.16. Let M and N be II 1 factors acting nondegenerately on a Hilbert space H and suppose that P ⊆ M and Q ⊆ N are unital von Neumann subalgebras.
Proof. (i). Given x ∈ P ′ ∩ M with x ≤ 1 choose y ∈ N with x − y ≤ γ. For a unitary v ∈ Q use Lemma 2.12 (i) to find a unitary u ∈ P with u−v ≤ √ 2δ. Noting that uxu * = x and that vxv
, we obtain the estimate
Since E Q ′ ∩N (y) is a strong operator limit of convex combinations of elements vyv
Since n was arbitrary, the near inclusion
The following immediate consequence of Lemma 2.16 will be used repeatedly in the sequel.
Lemma 2.17. Let M and N be II 1 factors acting nondegenerately on a Hilbert space H and suppose that M ⊂ γ N ⊂ γ M where γ > 0. Let P ⊆ M ∩ N be a von Neumann subalgebra. Provided γ < 1, we have P ′ ∩ M ⊆ P if and only if P ′ ∩ N ⊆ P . In particular P is a masa in M if and only if it is a masa in N.
Next, we set out our notation for twisted crossed products. Every action α : Γ P of a countable discrete group Γ on a von Neumann algebra P with a separable predual restricts to an action of Γ on the abelian group U(Z(P )) of unitaries in the center of P . Concretely, a 2-cocycle is a function ω :
Two 2-cocycles ω and ω ′ are cohomologous if they differ by a coboundary, in the sense that there exists ν : Γ → U(Z(P )) with (2.14)
The second cohomology group H 2 (Γ, U(Z(P ))) consists of the equivalence classes of the group Z 2 (Γ, U(Z(P ))) of 2-cocycles under the relation of being cohomologous. A 2-cocycle ω is normalized if ω(g, h) is trivial when either g = e or h = e. Every 2-cocycle is cohomologous to a normalized 2-cocycle, so there is no loss of generality in restricting to normalized cocycles.
Given a 2-cocycle ω ∈ Z 2 (Γ, U(Z(P ))), the twisted crossed product von Neumann algebra P ⋊ α,ω Γ is a von Neumann algebra generated by a unital copy of P and unitaries (u g ) g∈Γ for which there is a faithful normal conditional expectation E : P ⋊ α,ω Γ → P and for which the following conditions hold:
If, in addition, ω is normalized, then u e is the identity operator. The crossed product is usually constructed concretely starting from a faithful representation of P , but for our purposes all that matters is that these algebras are characterized by the first two conditions in (2.15) and the cocycle is given by the third condition (see [7, 69] for example). The isomorphism class of the crossed product only depends on the cohomology class of the cocycle ω. We record these facts in the next proposition.
Proposition 2.18. Let α : Γ P be a trace-preserving action of a countable discrete group on a finite von Neumann algebra P with a separable predual and let ω ∈ Z 2 (Γ, U(Z(P ))). (i) Suppose that a finite von Neumann algebra M is generated by a unital copy of P and unitaries (u g ) g∈Γ with u e = I P and there is a faithful normal trace-preserving expectation E M P : M → P so that the first two conditions in (2.15) hold and u g u h ∈ Z(P )u gh for g, h ∈ Γ (this last condition is automatic if P ′ ∩ M ⊆ P ). Then M is * -isomorphic to P ⋊ α,ω Γ where ω is a normalized 2-cocycle given by the third condition in (2.15). Further, an isomorphism can be found which identifies the two copies of P and maps the unitaries u g in M to the canonical unitaries in the crossed product
Our focus is on crossed products M = P ⋊ Γ which are II 1 factors with P ′ ∩ M ⊆ P . There are two well known sets of conditions which lead to this situation.
(1) The twisted version of Murray and von Neumann's classical group-measure space construction from [46] . Take P = L ∞ (X, µ) to be an abelian von Neumann algebra and a free ergodic, probability measure preserving action Γ (X, µ) inducing the action α : Γ P . The conditions on the action ensure that P ⋊ α,ω Γ is a II 1 factor and P is a maximal abelian subalgebra of the crossed product for any 2-cocycle ω.
(2) When P is a II 1 factor and α : Γ P is an outer action (in the sense that α g is not inner for g = e), then the crossed product P ⋊ α Γ is again a II 1 factor and P is an irreducible subfactor of the crossed product, [48] , for any 2-cocycle ω. To unify these situations, say that an action α : Γ P is properly outer if, for g ∈ Γ with g = e and a nonzero projection z ∈ Z(P ) with α g (z) = z, the automorphism of P z induced by α g is not inner. If the fixed point algebra of the restriction of α to Z(P ) is trivial, then we say that the action is centrally ergodic. When P is abelian, these conditions reduce to freeness and ergodicity, while if Z(P ) = C1 they reduce to outerness. Further, it is folklore that the resulting crossed product factors
Proposition 2.19. Let P be a finite von Neumann algebra with a fixed faithful normal normalized trace τ P and suppose that α : Γ P is a trace preserving, centrally ergodic, and properly outer action of a discrete group Γ. Then, for any ω ∈ Z 2 (Γ, U(Z(P ))), the twisted crossed product M = P ⋊ α,ω Γ is a II 1 factor with P ′ ∩ M ⊆ P .
We end the section by examining some aspects of bounded group cohomology. Let α : Γ P be a properly outer, centrally ergodic, trace preserving action of a countable discrete group on a finite von Neumann algebra with separable predual. Then α naturally induces actions of Γ on Z(P ) sa and its real Hilbert space completion L 2 (Z(P )) sa . These are coefficient Γ-modules in the language of [41] , giving rise to the bounded cohomology groups
respectively. When a unitary-valued 2-cocycle ω has a uniform spectral gap, then we can take a logarithm to obtain a bounded 2-cocycle taking values in (the additive module) Z(P ) sa . The easy lemma below collects this fact for later use.
Lemma 2.20. Suppose that α : Γ P is a trace preserving action of a discrete group on a finite von Neumann algebra P with a separable predual.
We are grateful to Nicholas Monod for explaining to us how the results of [4, 44, 42] can be combined to show that H 2 b (Γ, Z(P ) sa ) = 0 for suitable higher rank lattices Γ. The presentation below is based on [43] .
While the module Z(P ) sa is not necessarily separable as a Banach space, it is a semiseparable coefficient module in the sense of [42, Definition 3.11] , as the canonical embedding
We have a direct sum decomposition of Z(P ) sa = RI P ⊕ Z(P ) 0 sa as semi-separable coefficient modules (where Z(P ) 0 sa = {z ∈ Z(P ) sa : τ P (z) = 0} and Γ acts trivially on RI P ). Thus H Let k be a local field (for example R or a nonarchimedian local field such as a finite extension of the p-adic numbers). Let G be a connected, almost k-simple algebraic group over k with rank at least 2 and let Γ be a lattice in G. Burger and Monod show in [3, 4] (see the proof of [4, Corollary 24] 
, the continuous cohomology of the underlying group G (in which the cochain complex consists of jointly continuous maps). This last group is known, and vanishes unless k = R and π 1 (G) is infinite. In particular, H 2 b (Γ, R) = 0 when Γ = SL n (Z) with n ≥ 3. This vanishing result can be found explicitly as [44, Theorem 1.4] which shows further that, under the same hypotheses on Γ, H 2 b (Γ, E) = 0 for all separable coefficient modules E. In particular, this shows that when α : Γ P is a properly outer, centrally ergodic, trace preserving action of such a group Γ on a finite von Neumann algebra P with separable predual and finite dimensional center, then H 2 b (Γ, Z(P ) sa ) = 0. In order to obtain vanishing results when Z(P ) sa is infinite dimensional, and so nonseparable as a Banach space, we need to use the results of [42] which handle semiseparable modules. Let G = G i (k i ) be a finite product of connected, simply connected semisimple k i -groups for local fields k i . Then, given a lattice Γ in G and a semiseparable coefficient module V for Γ with no invariant vectors, the bounded cohomology groups H 2 b (Γ, V ) vanish provided the minimal rank of each k i -almost simple factor of G i is at least 2 for every i (see [42, Corollary 1.8] , and [42, Corollary 1.6] for the special case of a lattice in a connected, simply connected, almost simple group). In particular, we can take V = Z(P ) 0 sa in this result for any centrally ergodic, properly outer trace preserving action α : Γ P on a finite von Neumann algebra with separable predual.
In the case of SL n (Z), the previous two paragraphs give the following result.
Theorem 2.21 (Monod) . Let Γ = SL n (Z) for n ≥ 3. Then, for any properly outer centrally ergodic trace preserving action of Γ on a finite von Neumann algebra P with separable predual, the cohomology group
In the case of irreducible lattices Γ in finite products G = G i (k i ) of at least 2 factors as above, [4, Corollary 24] shows that H 2 b (Γ, R) = 0 when G has no hermitian factors. Just as above, this can be combined with the results of [42] to show that the required bounded cohomology groups vanish. For example, for n ≥ 3 and a prime p, SL n (Z[1/p]) is an irreducible lattice in SL 3 (R) × SL 3 (Q p ), and so H P on a finite von Neumann algebra with separable predual.
Finally, we are grateful to one of the referees for bringing the following proposition to our attention, which enables us to achieve explicit constants in Theorem A. The proof below uses the homogeneous complex
; this is isometrically isomorphic to the inhomogeous complex used elsewhere in the paper. Proposition 2.22. Let Γ be a countable discrete group and X a semiseparable coefficient module. Given ψ ∈ Z 2 b (Γ, X), which represents the trivial class in H 2 b (Γ, X), there exists φ ∈ C 1 b (Γ, X) with ∂φ = ψ and φ ≤ 6 ψ . Proof. The bounded cohomology groups H • b (Γ, X) can be computed using the Poisson boundary corresponding to a probability measure on Γ from [27] . This is a strong boundary in the sense of [44, Definition 2.3] (this is [37] for the double ergodicity condition and [70] for the amenability). In particular, double ergodicity ensures that the module L ∞ w * ,alt (B 2 , X) Γ of Γ-invariant alternating essentially bounded weak * -measurable functions from B 2 into X vanishes (see [42, Lemma 5.5] for the easy extension to semi-separable modules).
Using the results in [41, Section 7] , there exist contractive Γ-equivariant maps θ n :
commutes (ε denotes the map including X as constant sequences). First extend id X to a Γ-morphism using [41, Lemma 7.5.6] from the first row of (2.17) to the augmented resolution 
The proof of [41, Lemma 7.2.6] is inductive and can be used to obtain estimates on σ n . One takes σ 0 = 0 and then has
, and so we can take φ = σ 2 (ψ).
Normalizers of amenable subalgebras
Normalizers were introduced by Dixmier [22] in order to distinguish maximal abelian subalgebras (masas) up to automorphisms of the larger algebra. We will use them to study the structure of twisted crossed products. Definition 3.1. For an inclusion P ⊆ M of von Neumann algebras, the group N(P ⊆ M) of normalizers of P in M consists of those unitaries u ∈ M with uP u * = P . The subalgebra
When P is a regular maximal abelian subalgebra of a II 1 factor, it is called Cartan.
Twisted crossed products provide the prototype of regular inclusions (the algebra P is always regular in P ⋊ α,ω Γ). Given a II 1 factor M and a regular von Neumann subalgebra P containing I M , a bounded homogenous orthonormal basis of normalizers (see [29 
. Again, the prototypical behavior is found in the twisted crossed product construction -the canonical unitaries (u g ) g∈G provide a bounded homogeneous orthornormal basis of normalizers. More generally, such a basis can always be found when P is a Cartan masa in M [29, Lemma 4.2] .
We record the following proposition regarding close normalizers from [35] in a form suitable for later use. Proposition 3.2. Let P ⊆ B(H) be a von Neumann algebra and suppose that u 1 , u 2 ∈ N(P ⊆ B(H)) satisfy u 1 − u 2 < 1. Then there exist unitaries v ∈ P and v ′ ∈ P ′ with
Proof. The automorphism θ = Ad(u * 1 u 2 ) of P has θ − id P ≤ 2 u 1 − u 2 < 2. By [35, Lemma 5] , there is a unitary v ∈ P with Ad(v) = θ whose spectrum is contained in the half plane {z ∈ C :
A routine computation via the spectral
Our main objective in this section (Lemma 3.4) is to exploit existing pertubation results from [13, 11] to examine the normalizer structure of pairs of inclusions P ⊆ M and Q ⊆ N with d(P, Q) and d(M, N) small. When P (and hence Q) is amenable or M (and hence N) is finite we will transfer normalizers of P in M to normalizers of Q in N. We first record the original embedding and perturbation results for amenable von Neumann algebras below; they will be used both here, and also repeatedly henceforth. In part (iii) below, note that the hypothesis of the original statement in [11, Theorem 4.1] is that d(M, N) < 1/8, but the proof only needs the hypothesis M ⊂ γ N and N ⊂ γ M given here. Neumann algebra M satisfying P ⊂ γ Q ⊂ γ P for a constant γ < 1/8 then there is a unitary u ∈ (P ∪ Q) ′′ ⊆ M with I M − u ≤ 7γ such that uP u * = Q.
Lemma 3.4. Let M and N be von Neumann subalgebras of B(H) containing I H and satisfying M ⊂ γ N ⊂ γ M for a constant γ > 0. Let P ⊆ M and Q ⊆ N be von Neumann subalgebras satisfying P ⊂ δ Q ⊂ δ P for a constant δ ≥ 0.
(ii) Suppose that M and N are finite von Neumann algebras, and that 2δ+δ 2 +2 √ 2γ < 1/8. Then the conclusion of (i) holds with the improved estimate v − v
Since vyv * ∈ P , there exists x 1 ∈ Q with vyv * − x 1 < δ(1 + δ), and so uxu
√ 2γ uQu * , where the second near inclusion follows by applying the same argument to v * and u * . For (i) we are assuming that P and Q are amenable, so from Theorem 3.3 (ii), there exists a unitary w ∈ N so that wuQu * w * = Q and
For (ii) we assume that M and N are finite von Neumann algebras with no restrictions on P and Q. The counterpart of the unitary w above may now be chosen so that I H − w ≤ 14δ + 7δ 2 + 14 √ 2γ using Theorem 3.3 (iii), leading to the estimate v − v ′ < 15δ + 15 √ 2γ. (iii). Now suppose that P is amenable and P = Q. If v ∈ N(P ⊆ M), then Lemma 2.12 (i) allows us to choose a unitary u ∈ N with v − u ≤ √ 2γ. Thus x → u * vxv * u defines an isomorphism φ of P into N with φ(x) − x ≤ 2 u − v ≤ 2 √ 2γ < 1 for x ∈ P , x ≤ 1. From [10, Theorem 4.2], there exists a unitary w ∈ N so that φ(x) = wxw * and w − I H ≤ 4γ. Define v ′ = uw ∈ N(P ⊆ N). The required estimate follows from
(iv). The hypothesis carries an implicit assumption that δ < 1/24, so Theorem 3.3 (ii) allows us to choose a unitary u ∈ (P ∪ Q) ′′ with u − I H ≤ 12δ and uP u * = Q. Let u 1 = u * v ′ u and u 2 = v which both normalize P . Then, since v − v
By Proposition 3.2 there exist unitaries w ∈ P and w ′ ∈ P ′ with u 1 = u 2 ww
Reduction to standard position
Given two close II 1 factors M and N on a general Hilbert space H, our main objective in this section is to show how we can construct close isomorphic copies of these algebras on a new Hilbert space K so that they both act in standard position on K. Given an amenable subalgebra P ⊆ M ∩N with P ′ ∩M ⊆ P , by working with both algebras in standard position we can show that P is regular in M if and only if it is regular in N (see Lemma 4.4) .
Difficulties arise because the usual strategy of changing representations by amplification and compression must be employed in a fashion compatible with both algebras. In particular, as we do not assume that M ′ and N ′ are close on H, we must take care in compressing by projections in M ′ ; these need not be close to projections in N ′ . Matters are much simpler when M ′ and N ′ are assumed to be close. The first step is the following lemma, which improves (in the factor case for simplicity) the technical result [17, Lemma 3.7] by removing the restriction that the commutants M ′ and N ′ are close.
Lemma 4.1. Let M and N be II 1 factors acting on H with dim M (H) ≤ 1. If M ⊂ γ N and N ⊂ γ M for some γ > 0, then the following hold:
Proof. (i). Since M has a cyclic vector on H, this is Proposition 2.8 (ii).
(ii). Suppose that γ < 1/22 and that N ′ is infinite. Take v ∈ N ′ with v * v = I H and vv * = e for some projection e = I H . Then, by part (i), there is an element
it follows that
and similarly ww * − vv * ≤ (2 + 2(1 + √ 2)γ)(2(1 + √ 2)γ). As γ < 1/22, it follows that w * w−I H < 1/2 < 1 and so w * w is invertible in M ′ . Since M ′ is II 1 , we can write w = u|w|, where u is a unitary. Then ww * = uw * wu * , so ww
and N ′ is finite by (ii). Apply Lemma 2.15 to this pair to obtain |τ N ′ (y) − yη, η | < 4(1 + √ 2) 2 γ y for y ∈ N ′ . Let J = {y ∈ N ′ : yη = 0}. Then J is a weakly closed left ideal in N ′ so has the form N ′ p for a projection p ∈ N ′ . Since pη = 0, we obtain τ N ′ (p)
with upu * = q. Define ζ = uη. Now suppose that x ∈ N ′ satisfies xη = xζ = 0. Then x ∈ J so xp = x and x(I H − p) = 0. Since xζ = 0, we have xuη = 0 so xu ∈ J and xu = xup. Thus, since q ≤ I H − p,
This proves that the pair {η, ζ} is a separating set for N ′ , and so {η, ζ} is a cyclic set for N.
From Proposition 2.8 (ii), it follows that
Our next aim is to show that if a II 1 factor M acts in standard position on H, then the same is true for any close algebra N. We initially work in the context of a distinguished subalgebra A which is a masa in (i) ξ is a tracial vector for both N and N ′ so that N is also in standard position on H.
, where J N is the modular conjugation operator induced from the cyclic and separating vector ξ for N and e A is the projection onto Aξ.
Proof. (i). For each unitary u ∈ A and y ∈ N, we have 
, applying the previous paragraph to the pair (M ′ , N ′ ) shows that ξ is tracial for N ′ , establishing (i). (ii). Since both M and N are in standard position with respect to the same cyclic and separating vector ξ (though with possibly different modular conjugation operators J M and J N ), the Hilbert space projection e A from H onto Aξ used to define the basic construction M, e A from the inclusion A ⊆ M is the same projection used to define the basic construction from the inclusion A ⊆ N. Now
where we use e A = J N e A J N = J M e A J M and A = N ∩ {e A } ′ = M ∩ {e A } ′ from Properties 2.9 (i) and (ii). As we noted in the previous paragraph, J M AJ M is a maximal abelian subalgebra of N ′ = J N NJ N , giving the equality
′′ are the characterization of the basic construction algebra given in [32, Proposition 3.1.5 (i)] (see Properties 2.9 (iii)).
Next, we replace the masa A in the previous result by an amenable von Neumann subalgebra P ⊆ M with P ′ ∩ M ⊆ P satisfying J M P J M ⊆ N ′ and show that the basic constructions M, e P and N, e P are equal. It follows that P is regular in M if and only if it is regular in N. To do this we use the following theorem of Popa ([57, Theorem 3.2]), which we quote from [67, Theorem 12.2.4] since this records additional information which is implicit in [57] .
Theorem 4.3 (Popa)
. Let P be a von Neumann subalgebra of a finite von Neumann algebra M with separable predual and suppose that P ′ ∩ M ⊆ P . If A 0 is a finite dimensional abelian *-subalgebra of P , then there exists a masa A in M such that A 0 ⊆ A ⊆ P . Lemma 4.4. Let M be a II 1 factor with separable predual acting in standard position on a Hilbert space H with tracial vector ξ. Let N be a II 1 factor on H with M ⊂ γ N and N ⊂ γ M for some γ < 1/47. Suppose that P is an amenable subalgebra of M ∩ N with P ′ ∩ M ⊆ P and J M P J M ⊆ N ′ . Then the following statements hold.
(i) N is also in standard position on H and ξ is a tracial vector for N and
, where e P is the projection onto P ξ. (iii) Suppose that P ⊆ M is a regular inclusion with a bounded homogeneous basis of normalizers (u n ) n≥0 and (v n ) n≥0 is a family of normalizers in N(P ⊆ N) with v 0 = I H and satisfying v n − u n < 1 for all n. Then (v n ) n≥0 is a bounded homogeneous basis of normalizers for P ⊆ N and so (P ∪ {v n : n ≥ 0}) ′′ = N. (ii). Arguing just as in equation (4.4) in Lemma 4.2, we have
For the reverse inclusion, given a finite dimensional abelian subalgebra A 0 of P , use Theorem 4.3 to find a masa
Fix a self-adjoint operator x ∈ P and choose a sequence (x n ) ∞ n=1 of elements of P which converge to x in the weak operator topology such that each W * (x n ) is a finite dimensional abelian von Neumann algebra. Applying the previous argument with A 0 = W * (x n ) gives J N x n J N ∈ J M P J M , and so taking weak operator limits, J N xJ N ∈ J M P J M . This gives J N P J N ⊆ J M P J M , and hence J N P J N = J M P J M . The middle equality in (ii) follows by taking commutants, and the outer two equalities by applying Properties 2.9 (iii).
(iii). For each n, apply Proposition 3.2 to u n and v n to obtain unitaries w n ∈ P and w ′ n ∈ P ′ with u n = v n w n w ′ n . As N ⊆ N, e P = M, e P , we have w ′ n ∈ P ′ ∩ M, e P and so, by Lemma 2.10, there exist unitaries z n ∈ Z(P ) with w ′ n ξ = z n ξ. Thus u n ξ = v n w n z n ξ and so we have u n P ξ = v n P ξ. As noted in Section 3, the condition E M P (u * m u n ) = 0 for m = n is equivalent to u m P ξ ⊥ u n P ξ. Thus the sequence (v n ) n≥0 inherits this property and so satisfies E N P (v * m v n ) = δ m,n I. Further, ∞ n=0 v n P ξ is dense in H and so (v n ) ∞ n=0 is a bounded homogeneous basis of normalizers for P ⊆ N. Note that this immediately implies that (P ∪ {v n : n ≥ 0}) ′′ = N. Indeed, if N 0 ⊆ N is the von Neumann algebra generated by P and (v n ) n≥0 , consider x ∈ N with E N N 0 (x) = 0. For each n ≥ 0 and b ∈ P ,
= xξ, v n bξ , since ξ is a tracial vector for N. Since ∞ n=0 v n P ξ is dense in H, (4.6) gives xξ = 0, and hence x = 0 as ξ is separating for N. Thus N = N 0 and P ∪ {v n : n ≥ 0} generates N.
(iv). The hypotheses of Lemma 3.4 (iii) are satisfied so given any normalizer v ∈ N(P ⊆ M), there exists u ∈ N(P ⊆ N) with v − u ≤ α, where α = (4 + 2 √ 2)γ. Using 2α < 1 and arguing just as in the first paragraph of (iii), we see that uP ξ = vP ξ. Suppose that N(P ⊆ M) generates M, so that H = span {uξ : u ∈ N(P ⊆ M)}. Thus H = span {vξ : v ∈ N(P ⊆ N)}. Just as in the second paragraph of (iii), it then follows that N = N(P ⊆ N)
′′ .
For the reverse implication, we use parts (i) and (ii) to interchange the roles of M and N. We have already noted that P ′ ∩ N ⊆ P and part (ii) shows that
Remark 4.5. In the special case that P is a masa in M in Lemma 4.4, it follows immediately that P is Cartan in M if and only if it is Cartan in N. This can also be read off from Popa's characterization of Cartan and singular masas in terms of the structure of the basic construction ([58, Proposition 1.4.3(i)]): a masa B in a II 1 factor Q with a separable predual is Cartan if and only if B ′ ∩ Q, e B is generated by finite projections from Q, e B . Thus, once we know that the masa P satisfies M, e P = N, e P , it follows that it is Cartan in M if and only if it is Cartan in N.
When M and N are close II 1 factors on a Hilbert space H with a cyclic vector for M, then the results so far show that dim M (H) = dim N (H). In the statement below, we make a temporary assumption that M and N have a common masa. 
Proof. Note that A is also a masa in N by Lemma 2.17. Suppose first that dim M (H) = 1 so that M is in standard position on H with a tracial vector ξ for M and
The bound on γ ensures that 4(1 + √ 2)γ < 1/100, so we can apply Theorem 3.
Since A is a masa in N, it is also a masa in N 1 . The initial bound on γ ensures that γ 1 < 1/47, so we can apply Lemma 4.2 (i) to N 1 to conclude that N 1 is in standard position on H. Since N 1 and N are unitary conjugates, we also have dim N (H) = 1. Now suppose that dim M (H) < 1. Choose a projection p ∈ A with τ M (p) = dim M (H). We can cut by p to obtain pMp ⊂ γ pNp ⊂ γ pMp. Since pMp is in standard position on pH, the previous paragraph shows that so too is pNp. As τ N (p) = τ M (p) by Lemma 2.14, we see
Whether it is possible to drop the cyclic vector assumption in the previous result cuts to the heart of the (possible) difference between Kadison-Kastler stability and weak KadisonKastler stability for II 1 factors. In the absence of an answer to the previous question, the next lemma is designed to handle the situation when dim H (M) is large. It enables us to cut M by a projection e ∈ M ′ which almost lies in N ′ such that dim M e (eH) ≤ 1, so that the previous results apply.
Lemma 4.8. Let M and N be von Neumann algebras acting nondegenerately on a Hilbert space H with M ⊂ γ N and N ⊂ γ M for a constant γ > 0. Given a unit vector ζ ∈ H, there exists a nonzero subprojection e ∈ M ′ of the projection with range Mζ satisfying
and if M and N are II 1 factors then e may be chosen with the additional property (T)hat dim M e (eH) = 1/n for an integer n. Moreover, if γ satisfies γ < 1/87 then there exists a projection f ∈ N ′ and a unitary u ∈ (M ′ ∪ N ′ ) ′′ so that ueu * = f and
Proof. Choose γ ′ < γ which satisfies M ⊆ γ ′ N and N ⊆ γ ′ M. Fix a unit vector ζ ∈ H, let p ∈ M ′ be the projection onto Mζ and let q ∈ N ′ be the projection onto Nζ. Given x in the unit ball of M, choose y ∈ N with x − y ≤ γ ′ . Since p commutes with x and q commutes with y, we have the algebraic identity (px)pqp −pqp(px) = p(x−y)qp + pq(y −x)p, leading to the estimate (px)pqp − pqp(px) ≤ 2 x − y ≤ 2γ ′ , so ad(pqp)| M p ≤ 2γ ′ . As the vector ζ is cyclic for Mp acting on the Hilbert space pH, Proposition 2.
Replacing z by (z + z * )/2, we may assume that z = z * . Let e 1 ∈ pM ′ p be the spectral projection of z for the interval
If e 1 ζ = 0 then, since pqpζ = ζ and pqpζ, ζ = 1, we have a contradiction from There are now two cases to consider. If M is not a II 1 factor, then rename e 1 as e, omitting the next step. However, if M is a II 1 factor then dim M e 1 (e 1 H) ≤ 1 since e 1 ζ is a cyclic vector for Me 1 on e 1 H. Choose an integer n so that n dim M e 1 (e 1 H) ≥ 1 and choose a projection e ∈ e 1 M ′ e 1 so that τ e 1 M ′ e 1 (e) = (n dim M e 1 (e 1 H)) −1 . By Properties 2.11 (i), dim M e (eH) = τ e 1 M ′ e 1 (e) dim M e 1 (e 1 H) = 1/n, and (4.12) e − eqe = e(e 1 − e 1 qe 1 )e ≤ e 1 − e 1 qe 1 ≤ 4(1 + √ 2)γ from (4.11). This shows that (4.12) is satisfied in both cases. Thus, from (4.12), e(I H − q)e ≤ 4(1 + √ 2)γ so (I H − q)e ≤ (4(1 + √ 2)γ) 1/2 , implying (I H − q)e(I H − q) ≤ 4(1 + √ 2)γ. Writing e = qeq + qe(I H − q) + (I H − q)eq + (I H − q)e(I H − q), we obtain the estimate
If x is in the unit ball of N, choose y ∈ M with x − y ≤ γ. Noting that x commutes with q and y commutes with both e and p, the algebraic identity xq(qeq) = qxeq = q(x − y)eq + qyeq = q(x − y)eq + qeyq = q(x − y)eq + qe(y − x)q + qeqxq (4.14)
gives the inequalities xq(qeq) − (qeq)xq ≤ 2γ and ad(qeq)| N q ≤ 2γ. Since ζ is a cyclic vector for Nq on qH, Proposition 2.8 (i) gives t ∈ (Nq) ′ = qN ′ q with t−qeq ≤ 2(1 + √ 2)γ, so (4.8) is established by (4.15) e − t ≤ e − qeq + t − qeq ≤ 2(
2)γ, and now suppose that the inequality γ < 1/87 holds, which ensures that γ 1 < 1/2. Replacing t by (t + t * )/2 if necessary, we may assume that t is self-adjoint. The Hausdorff distance between the spectra Sp(e) and Sp(t) is at most e − t ≤ γ 1 (see for example [21, Proposition 2.1]), and so Sp(t) is contained in
If f denotes the spectral projection of t for the second of these intervals, then f − t ≤ γ 1 , giving the estimate e − f ≤ 2γ 1 < 1. Then Lemma 2.13 gives a unitary u ∈ (M ′ ∪ N ′ ) ′′ with u − I H ≤ √ 2 e − f and ueu * = f .
Remark 4.9. Note that even in the II 1 case, the methods of Lemma 4.8 do not enable us to take τ M ′ (e) close to 1.
We are now in a position to combine the previous results and show that, starting with two close II 1 factors on a Hilbert space, it is possible to produce new close representations of these factors on another Hilbert space so that both are simultaneously in standard position. This enables us to transfer regular amenable subalgebras from one factor to its close counterpart. The lemma below does this in a form designed for immediate use in Section 6. (vii) The basic construction algebras on K given by π(M), e π(P ) = (π(M) ∪ {e π(P ) }) ′′ and ρ(N), e π(P ) = (ρ(N) ∪ {e π(P ) })
′′ are equal, where e π(P ) is the projection onto π(P )ξ. (viii) If P ⊆ M has a bounded homogeneous orthonormal basis of normalizers (u n ) n≥0 in N(P ⊆ M) and (v n ) n≥0 is a sequence in N(P ⊆ N) satisfying u n − v n < 1 − β, then (v n ) n≥0 is a bounded homogeneous orthonormal basis of normalizers for P ⊆ N.
Proof. Use Popa's Theorem (Theorem 4.3) to choose a masa A ⊆ P such that A is also a masa in M. Write M 1 = M, N 1 = N, P 1 = P and A 1 = A. Since γ < 1/87, we can apply Lemma 4.8 to M 1 and N 1 to obtain nonzero projections e ∈ M ′ 1 and f ∈ N ′ 1 and a unitary
′′ so that M 1 e has a cyclic vector on eH,
and u 1 eu * 1 = f . Moreover, we can additionally assume that dim M 1 e (eH) = 1/n for an integer n.
′ we can compress these algebras by e. Write H 2 = e(H), M 2 = M 1 e, N 2 = (u * 1 N 1 u 1 )e, P 2 = P 1 e and A 2 = A 1 e so that M 2 and N 2 act on H 2 , P 2 ⊆ M 2 ∩ N 2 (as u 1 commutes with P 1 ) and the near inclusions 
Consider the masa
We take β to be γ 4 . This establishes parts (i) and (ii). Since all the unitaries u k used to construct the isomorphisms π and ρ commute with the corresponding P k , it follows directly that π| P = ρ| P , giving (iv). The estimate of part (iii) also follows from repeated applications of the triangle inequality given the explicit form of the π and ρ as a composition of unitary conjugations, compressions and amplifications.
Item (v) is Lemma 2.17, while the remaining conditions follow from Lemma 4.4. Indeed (vii) is part (ii) of Lemma 4.4, while part (iv) of Lemma 4.4 shows that π(P ) is regular in π(M) if and only if ρ(P ) is regular in ρ(N). Since π and ρ are both faithful, condition (vi) follows. For (viii), given (u n ) and (v n ) as in this condition, note that the hypothesis u n − v n < 1 − β gives π(u n ) − ρ(v n ) < 1 by part (iii). Thus, as (π(u n )) n is a bounded homogeneous orthonormal basis of normalizers for π(P ) ⊆ π(M), Lemma 4.4 (iii) shows that (ρ(v n )) n is a bounded homogeneous orthonormal basis of normalizers for ρ(P ) ⊆ ρ(N) so that (v n ) n has the same property for P ⊆ N.
The procedure above enables us to transfer close II 1 factors on a Hilbert space to another space so that they both act in standard position. Thus, for the weakest version of the Kadison-Kastler stability problem for II 1 factors, we can assume that all factors act in standard position: we record this below. More care is required for the stronger spatial versions of the problem. Any isomorphism between close II 1 factors will be spatially implemented on the new Hilbert space but, without a positive answer to Question 4.7, we do not know whether this isomorphism is spatially implemented on the original Hilbert space. 
Since completely close II 1 factors, have (completely) close commutants (Proposition 2.3), the process of changing representations is much easier in this context. We start by noting that completely close II 1 factors always have the same coupling constant. Proposition 4.12. Let M and N be II 1 factors acting nondegenerately on a separable Hilbert space
Proof. This is obvious if both dimensions are infinite, so suppose that dim M (H) < ∞. We have M ⊂ cb,γ N and N ⊂ cb,γ M and can further assume that dim M (H) ≤ 1, as otherwise we can use Proposition 2.3 to replace M and N with M ′ and N ′ respectively. Choose a masa A ⊆ M. Since γ < 1/100, Theorem 3. Proof. The general theory of normal *-representations [23, I §4 Theorem 3] allows us to choose a set S and a projection p ∈ M ′ ⊗ B(ℓ 2 (S)) so that π is unitarily equivalent to the *-representation π 1 :
Identifying M and N with their amplifications M ⊗ I ℓ 2 (S) and N ⊗ I ℓ 2 (S) respectively and, noting that
by Proposition 2.3, it follows from Lemma 2.12 (ii) that there is a projection
For contractions x ∈ M and y ∈ N, we have π(x) − ρ(y) ≤ 2 u − I H⊗ℓ 2 (S) + x − y .
In the presence of complete closeness, we also obtain a more direct proof of the key reduction result Lemma 4.10 with improved constants. Note that the constant β below is now O(γ) as γ → 0 whereas it was O(γ 1/2 ) in the original (c.f. Remark (1) of [5] ). Proof. By Proposition 4.14, take faithful representations π : M → B(K) and ρ 1 : N → B(K) which agree on P such that
and π 1 (x) −ρ 1 (y) ≤ 3γ whenever x ∈ M and y ∈ N are contractions with x − y < γ. Write P 1 = π 1 (P ) = ρ 1 (P ) and N 1 = ρ 1 (N) and fix, by Popa's theorem ( [57] ), a masa
′′ so that u − I K < 450γ and uJ 
McDuff factors
In this short section we show that factors sufficiently close to McDuff factors are also McDuff, and that, after making a small unitary perturbation, it is possible to simultaneously factorize both algebras. We use this in the proof of Theorem A, as the factors there are McDuff. Recall that if S is a matrix subalgebra of a II 1 factor N, then N ∼ = (S ′ ∩ N) ⊗ S and N is algebraically generated by S ′ ∩ N and S. Further, if N is generated as a von Neumann algebra by two commuting subfactors Q 1 and Q 2 , then N ∼ = Q 1 ⊗ Q 2 , [47] .
Lemma 5.1. Let M be a McDuff factor with a separable predual acting nondegenerately on a Hilbert space H and write M = M 0 ⊗ R for some II 1 factor M 0 on H, where R is the hyperfinite II 1 factor. Suppose that N is another II 1 factor on H with d(M, N) < γ < 1/602. Given an amenable subalgebra P 0 of M 0 with P ′ 0 ∩ M 0 ⊆ P 0 , there exists a unitary u ∈ (M ∪ N) ′′ with u − I H ≤ 150γ such that:
Proof. First suppose that P := (P 0 ∪R) ′′ ⊆ N and that γ < 1/2. Let S be a matrix subfactor of R and decompose R as Q ⊗ S where Q is a subfactor of R. Lemma 2.16 (i) . Fix y ∈ M 0 ⊗ S with y ≤ 1 and choose z ∈ Q ′ ∩ N so that z ≤ 1 and y − z ≤ γ. Since S and S ′ ∩ N generate N as an algebra, choose z i ∈ S ′ ∩ N and s i ∈ S so that z = k i=1 z i s i . Since y and the s i 's commute with
′′ . Now consider x ∈ N, x ≤ 1 and choose y ∈ M, y ≤ 1, so that y − x ≤ γ. Letting (S n ) ∞ n=1 be an increasing sequence of matrix subalgebras which is weak * -dense in R, there is a sequence of contractions (y n ) ∞ n=1 with y n ∈ M 0 ⊗ S n , converging weak * to y. Choose elementsz n ∈ ((R ′ ∩ N) ∪ R) ′′ so that y n −z n ≤ γ, and letz be a w * -accumulation point.
′′ since 2γ < 1 (see [19, Proposition 2.4] ). Since N is a factor generated by R ′ ∩ N and R, it follows that R ′ ∩ N is also a factor, whence N ∼ = (R ′ ∩ N) ⊗ R, so N is McDuff. For the general case, Theorem 3.3 (i) gives a unitary u ∈ (P ∪ N) ′′ with u − I H ≤ 150γ and uxu * −x ≤ 100γ x for x ∈ P so that uP u * ⊆ N. Let N 1 = u * Nu. Then P ⊆ M ∩N 1 and d(M, N 1 ) ≤ 301γ. Since 301γ < 1/2, the first part applies to M and N 1 , showing that N 1 , and hence N, is McDuff. Now Proposition 2.4 (ii) applies to give N ⊂ cb,5γ M ⊂ cb,5γ N. 
Kadison-Kastler stable factors
We now present the main results of the paper by exhibiting classes of actions giving rise to Kadison-Kastler stable crossed product factors. The first step is to combine our earlier work to transfer a twisted crossed product structure from a II 1 factor to nearby factors. Recall that every 2-cocycle is cohomologous to a normalized 2-cocycle so there is no loss of generality in only considering normalized cocycles below. Theorem 6.1. Let α be a trace preserving, centrally ergodic, and properly outer action of a countable discrete group Γ on a finite amenable von Neumann algebra P with separable predual. Let ω ∈ Z 2 (Γ, U(Z(P ))) be a normalized 2-cocycle, let M = P ⋊ α,ω Γ and take a unital normal representation M ⊆ B(H). Let N ⊆ B(H) be a von Neumann algebra with
Proof. By Proposition 2.19, M is a II 1 factor and P ′ ∩ M ⊆ P . The bound on γ ensures that Kadison and Kastler's stability of type classification from [34] applies and so N is also a II 1 factor. Since γ < 1/100, Theorem 3.3 (i) provides a unitary u ∈ (P ∪ N)
′′ with I H − u ≤ 150γ such that P ⊆ N 1 := u * Nu. Moreover, we have M ⊂ γ 1 N 1 ⊂ γ 1 M, where γ 1 = 301γ. Write (u g ) g∈Γ for the canonical bounded homogeneous orthonormal basis of normalizers for P ⊆ M implementing the action α which satisfy u g u h = ω(g, h)u gh for g, h ∈ Γ. For g ∈ Γ, we can apply Lemma 3.4 (iii) to M and N 1 to obtain a normalizer
for some unitaries p g ∈ P and p
for all x ∈ P and we have
. Since u e = I H , we may assume that v e = w e = I H . For use in Lemma 6.7, note that if N happens to already contain P then we can take N = N 1 and u = I H , and the estimate above is replaced by
The bound on γ in the statement of the theorem is chosen so that γ 1 < 1.74 × 10 −13 and so Lemma 4.10 applies as P ′ ∩ M ⊆ P . In particular P ′ ∩ N 1 ⊆ P , while Lemma 4.10 (viii) and the first estimate show that (w g ) g∈Γ is a bounded homogeneous orthonormal basis of normalizers for P ⊆ N 1 . Then (v g ) g∈Γ also has this property and so N 1 is generated by P and the normalizers (v g ) g∈Γ . As we have E In particular the previous result applies when Γ is a free group, as H 2 (Γ, Z(P ) sa ) = 0.
Corollary 6.3. Let F r be a free group of rank r = 2, 3, . . . , ∞ and let α : F r P be a trace preserving, centrally ergodic, properly outer action on a finite amenable von Neumann algebra P with separable predual. Then P ⋊ α F r is weakly Kadison-Kastler stable.
To obtain Kadison-Kastler stable factors from Corollary 6.2, we need to impose additional conditions using the similarity property to ensure that the isomorphism is spatially implemented. The corollary below is immediate from Corollary 6.2 and Proposition 4.13 and proves Part (2) of Theorem B.
Corollary 6.4. Let α : Γ P be a properly outer, centrally ergodic, trace preserving action of a countable discrete group on a finite amenable von Neumann algebra P with separable predual. Further, suppose that the comparison map of (6.4) vanishes. If the crossed product factor P ⋊ α Γ has property Γ, then it is Kadison-Kastler stable.
Taking Γ to be a free group, we obtain examples of the previous corollary when the action additionally is not strongly ergodic (see [20, 64] ), as asymptotically invariant subsets of X ([28, Lemma 1]) give rise to central sequences for L ∞ (X) ⋊ Γ. As noted in [49, Section 5] one can construct non-strongly ergodic actions of free groups which are additionally profinite.
Corollary 6.5. Let α : F r (X, µ) be a free, ergodic, probability measure preserving action which is not strongly ergodic. Then
When Γ is not inner amenable, failure of strong ergodicity is the only way that the crossed product factor can have property Γ ([28, Lemma 1]). As property (T) is an obstruction to the existence of ergodic actions which fail to be strongly ergodic, we cannot obtain examples using SL n (Z) for n ≥ 3 in this way.
Corollaries 6.2 and 5.2 imply that the tensor product of each weakly Kadison-Kastler stable factor above with the hyperfinite II 1 factor is automatically Kadison-Kastler stable.
Corollary 6.6. Let α : Γ P be a trace preserving, centrally ergodic, and properly outer action of a countable discrete group Γ on a finite amenable von Neumann algebra P with separable predual. Suppose that the comparison map of (6.4) vanishes (as happens when Γ is a free group), and write M = P ⋊ α Γ. Then the II 1 factor M ⊗ R is Kadison-Kastler stable, where R is the hyperfinite II 1 factor.
We now turn to the situation where the bounded cohomology groups H 2 b (Γ, Z(P ) sa ) vanish, and we first examine the case when the crossed product factor lies in standard position. We thank one of the referees for a significant simplification of the proof of the next lemma.
Lemma 6.7. Let α : Γ P be a trace preserving, centrally ergodic and properly outer action of a countable discrete group Γ on a finite amenable von Neumann algebra P with separable predual. Suppose that H 2 b (Γ, Z(P ) sa ) = 0. Given a normalized 2-cocycle ω ∈ Z 2 (Γ, U(Z(P ))), write M = P ⋊ α,ω Γ and suppose that M ⊆ B(K) is represented in standard position with tracial vector ξ used to define the modular conjugation operator J M and the orthogonal projection e P onto P ξ. Let N ⊆ B(K) be another von Neumann algebra with M ⊆ β N and N ⊆ β M for β < 1/47 and such that P ⊆ N and J M P J M ⊆ N ′ . Then there exists a unitary U ∈ B(K) such that UMU * = N, and
Proof. Write (u g ) g∈Γ for the canonical unitaries in M = P ⋊ α,ω Γ satisfying u g u h = ω(g, h)u gh for g, h ∈ Γ. Just as in the proof of Theorem 6.1 (see equation (6.2)), we can find unitaries
for x ∈ P and (v g ) g∈Γ forms a bounded homogeneous orthonormal basis of normalizers for P ⊆ N. By Proposition 2.18, N ∼ = P ⋊ α,ω ′ Γ where ω ′ is the normalized 2-cocycle given by
* has sup g,h∈Γ ν(g, h) − I P ≤ 3(8 + 6 √ 2)β following the argument of (6.3). Thus, defining ψ = −i log ν, we obtain a bounded 2-cocycle in Z 2 b (Γ, Z(P ) sa ) by Lemma 2.20 (i) and the estimate ψ ≤ 2 sin −1 (3(8 + 6 √ 2)β/2) follows from the relation |1 − e it | = 2| sin(t/2)| ≤ |t|. Note that 3(4 + 3 √ 2)β < 0.53. For 0 ≤ t ≤ 0.53, the convexity of sin −1 (t) yields sin −1 (t) ≤ (sin −1 (0.53)/0.53))t, from which sin −1 (t) ≤ 3t/(2 √ 2) follows by direct calculation. By hypothesis, ψ = ∂φ for some φ ∈ C 1 b (Γ, Z(P ) sa ) and, from Proposition 2.22, we may take (6.7)
The unitaries (v
, it follows that N is isomorphic to P ⋊ α,ω Γ = M. Further, Proposition 2.18 (i) gives an isomorphism θ : M = P ⋊ α,ω Γ → N with θ(x) = x for x ∈ P and θ(u g ) = v ′ g for g ∈ Γ. Now M and N are both in standard position on K and β < 1/47 so Lemma 4.4 shows that ξ is also a tracial vector for N and N ′ . Thus we define a unitary U ∈ B(K) by U(mξ) = θ(m)ξ for m ∈ M and it is routine that θ(m) = UmU * for m ∈ M. As in the proof of Lemma 4.4 (iii), u g P ξ = v ′ g P ξ for g ∈ Γ, so U leaves these subspaces invariant. Then the result follows from (6.8) and the estimate (6.9)
The reduction procedure of Section 4 can now be used to prove Part (3) of Theorem B.
Theorem 6.8. Let α be a trace preserving, centrally ergodic and properly outer action of a countable discrete group Γ on a finite amenable von Neumann algebra P with separable predual. Suppose that H (iii) Given contractions x ∈ M and y ∈ N 1 , we have π(x) − ρ(y) ≤ β + x − y ; (iv) π| P = ρ| P ; (v) π(M), e π(P ) = ρ(N 1 ), e π(P ) , using ξ for these basic constructions. Condition (v) ensures that, working with the modular conjugation operators induced by ξ, we have J π(M ) π(P )J π(M ) = J ρ(N 1 ) π(P )J ρ(N 1 ) ⊆ ρ(N 1 ) ′ . Then conditions (i), (ii) and (iv) allow us to apply Lemma 6.7 to π(M) and ρ(N 1 ) on K. Consequently there is a unitary U ∈ π(P ) ′ ∩ π(M), e π(P ) such that Uπ(M)U * = ρ(N 1 ) and U − I K ≤ (170 + 114 √ 2)β. Define an isomorphism θ 1 : M → N 1 by ρ −1 • Ad(U) • π. Given x ∈ M with x ≤ 1, fix y ∈ N 1 with x − y ≤ 301γ. Then π(x) − ρ(y) ≤ 301γ + β so that θ 1 (x) − y = Uπ(x)U * − ρ(y) ≤ 2 U − I K + π(x) − ρ(y)
≤ (340 + 228 √ 2)β + 301γ + β < 664β + 301γ. (6.11) Let θ = Ad(u) • θ 1 . Then, for x ∈ M and y ∈ N 1 as above, we have θ(x) − x ≤ 2 u − I H + θ 1 (x) − y + y − x < 902γ + 664β
The collection of groups all of whose actions satisfy the hypotheses of Theorem 6.8 contains SL n (Z) for n ≥ 3.
Corollary 6.9. For n ≥ 3, let α : SL n (Z) P be a centrally ergodic, properly outer trace preserving action on a finite amenable von Neumann algebra P with separable predual. For each ε > 0, there exists δ > 0 with the following property: given a unital normal representation ι : P ⋊ α Γ → B(H) and a II 1 factor N ⊆ B(H) with d(ι(P ⋊ α Γ), N) < δ, there exists a surjective * -isomorphism θ : P ⋊ α Γ → N with θ − ι < ε.
We now turn to examples of nonamenable II 1 factors which satisfy the strongest form of the Kadison-Kastler conjecture and prove Theorem A. Such factors must inevitably have the similarity property [5] . Due to the presence of property (T), we cannot construct crossed product factors P ⋊ α SL n (Z) for n ≥ 3 with property Γ, so we tensor these crossed product factors with the hyperfinite II 1 factor to obtain the similarity property. Theorem 6.10. Let α : Γ P 0 be a trace preserving, centrally ergodic and properly outer action of a countable discrete group Γ on a finite amenable von Neumann algebra P 0 with separable predual and suppose that H Proof. Write M 0 = P 0 ⋊ α Γ so that M = M 0 ⊗ R. Now suppose that M is represented as a unital von Neumann subalgebra of B(H) and N is another von Neumann algebra on H with d(M, N) < γ. Then γ < 1/602, so Lemma 5.1 can be applied. Thus there exists a unitary u ∈ (M ∪ N) ′′ with u − I H ≤ 150γ such that uRu * ⊆ N, P 0 ⊆ R ′ ∩ u * Nu and N is generated by the subfactors (uRu * ) ′ ∩ N and uRu * . In particular N ∼ = ((uRu * ) ′ ∩ N) ⊗ uRu * by [47] and so N is McDuff. Since M and N have property Γ, Proposition 2.4 (ii) gives the near inclusions M ⊆ cb,5γ N and N ⊆ cb,5γ M.
Write N 1 = u * Nu and P = (P 0 ∪ R) ′′ so that P ⊆ N 1 ∩ M and N 1 is generated by the commuting algebras N 0 = R ′ ∩ N 1 and R on H. Since M ⊆ cb,305γ N 1 and N 1 ⊆ cb,305γ M, ′ ; (iii) π(M) ⊆ β ρ(N 1 ) and ρ(N 1 ) ⊆ β π(M) for β = 903γ 1 = 275415γ; (iv) given contractions x ∈ M and y ∈ N 1 , we have π(x) − ρ(y) ≤ x − y + 903γ 1 . Uniqueness of standard representations (up to spatial isomorphism) allows us to assume that K factorizes as K 1 ⊗ K 2 , where K 1 = π(M 0 ⊗ I R )ξ and K 2 = π(I M 0 ⊗ R)ξ and with the following additional properties. The vector ξ factorizes as ξ 1 ⊗ ξ 2 , π(M 0 ) acts in standard position on K 1 with respect to ξ 1 and π(R) acts in standard position on K 2 with respect to ξ 2 . Consequently, with respect to this factorization, π(R) By hypothesis this last quantity is less than 2/5, so Lemma 2.5 (ii) applies. Therefore, there exists a unitary u 2 on H with θ = Ad(u 2 ) and (6.14)
Write U = uu 2 so that UMU * = N. The proof is completed by the estimate (6.15) U − I H ≤ u 2 − I H + u − I H ≤ 646020405γ < 10 9 γ.
Theorem A now follows immediately from Theorem 6.10 and Theorem 2.21.
Corollary 6.11. Let n ≥ 3 and Γ = SL n (Z). Given any free, ergodic, measure preserving action α : Γ (X, µ) on a standard probability space, the II 1 factor (L ∞ (X, µ) ⋊ α Γ) ⊗ R is strongly Kadison-Kastler stable.
Remark 6.12. By combining Popa's superrigidity results for Bernouli actions Γ (X, µ) of ICC groups with property (T) ([60, Theorem 0.1]) with Bowen's entropy invariant [2] for measure preserving actions of sofic groups and Popa's work on uniqueness of McDuff factorizations ([61, Theorem 5.1]), there is a continuum of pairwise nonisomorphic II 1 factors of the form (L ∞ (X) ⋊ α SL 3 (Z)) ⊗ R to which the previous result applies.
Using the work in [25, 26] , it is also possible to prove Kadison-Kastler stability results for II 1 factors M containing a Cartan masa A, which do not arise from the crossed product construction, when the associated equivalence relation satisfies cohomology conditions analogous to those in Theorems A and B. Details can be found in the preprint version of this paper on the arXiv.
