Biological protein-protein interactions differ from the more general class of physical interactions: in a biological interaction, both proteins must be in their proper states (e.g. covalently modified state, conformational state, cellular location state, etc.). Also in every biological interaction, one or both interacting molecules undergo a transition to a new state. This regulation of protein states through protein-protein interactions underlies many dynamic biological processes inside cells. Therefore, understanding biological interactions requires information on protein states. 
Introduction

Results
The scheme of LiveDIP and its relationship to DIP DIP describes physical protein-protein interactions. Protein-protein interactions have different attributes. A protein-protein interaction can be described as a physical association between two proteins, as represented by the black lines linking a pair of symbols in Figure 1A . A protein may interact with more than one protein. For example, protein B interacts with both protein A and protein C; protein C also interacts with protein D. These proteins may be different in properties such as size or domain structure. For example, proteins A, B and C are single-domain proteins and protein D has multiple domains. These interactions can be termed physical interactions and they may or may not have biological significance. DIP contains data on physical interactions including the identities of the interacting proteins, their domain structures, the ranges of amino acids or domains involved, the binding affinity, and the experimental techniques used to detect these interactions (5) . DIP also provides tools to help assess the significance of these interactions.
LiveDIP describes protein-protein interactions in terms of protein states and state transitions. Each protein
can exist in different protein states as shown in Figure 1B . The collection of all states for a given protein forms its protein state space (protein C can be in any of the protein states C1, C2 or C3; B in B1, B2, B3, or B4). A protein state is defined by one or combination of several attributes including post-translational modification (protein state B3), presence or absence of ligand (protein state D3), oligomeric state (part of a complex: protein states C3, and D4). Other attributes include cellular localization, alternative splicing, proteolytic form, etc. Table 2A lists the attributes currently included in LiveDIP. A protein's state determines its activity; for example, some proteins are active when phosphorylated and inactive when dephosphorylated. Post-translational modifications may also stabilize or destabilize the protein, or target the protein to certain subcellular location. One example is Gpa1, the G-α subunit of the receptor coupled G protein, which is targeted to the plasma membrane through dual lipid modification (7) . At a given time, the pool of molecules of a protein inside a cell may exist in one or several of its protein states depending on the cellular context.
Another type of information related to protein states is protein 3D structures. Structural information is important for understanding the behaviors of different protein states; e.g. why one state is active and another is not. For example, the phosphorylated state of Erk2, a homologue of Fus3, causes refolding of the activation lip in the protein and makes the active site accessible. It also causes conformation changes in regions outside the activation lip, through which the phosphorylation state can be sensed by other proteins (8) . This type of information about the relationship between protein structures and protein states, including alignments and brief annotations on the structures, is stored in LiveDIP. Other related information in LiveDIP includes what triggers a protein state and the article reporting this state.
Proteins inside a cell are not static; they undergo state transitions (green arrow in Figure 1B Transition between protein states regulates biological processes including cell signaling. One example is the use of cellular localization as a common mechanism to regulate activity of signaling proteins (10) . Proper signaling requires co-localization at the right time of the proteins involved in succeeding steps of a signaling pathway. It was reported that Ste5 shuttles through the nucleus (10) . In the presence of pheromone, Ste5 undergoes enhanced export from the nucleus and is recruited to plasma membrane by the Gβ subunit of the G protein receptor and triggers activation of downstream kinase Fus3. This function of the nucleus to sequester proteins destined for the plasma membrane may prevent activation of downstream targets in the absence of signal. Thus, cells can regulate biological processes by modifying protein states. A protein state transition in LiveDIP is characterized by one or several of the changes listed in Table 2B .
When is a physical interaction (black lines in Figure 1A ) a biological interaction (green arrows in Figure 1B )? This requires the interacting partners to be in certain protein states for the interaction to occur and that the interaction causes a transition in the state of one or both of the interacting partners as shown schematically in Figure 1B . The interaction (green arrow) between two proteins can occur only when each protein is in its specific state, represented respectively by the two states shaded with the same pattern (A2 interacts with B4 and B3 with D1 Understanding transcriptional regulation of the signaling network. LiveDIP also provides tools to integrate gene expression data with interaction networks as an aid to understanding how a signaling pathway is regulated to generate the proper amount of signal intensity at the right time in response to an outside stimulus. As an example, we analyzed data on the time course of gene expression upon pheromone treatment; these data represent changes in mRNA levels between wild-type cells treated with α factor at different time points from 0, to 120 minutes versus untreated cells (13) . The number of genes induced significantly is about 30 at 0 minute, going up to 112 after 30 minutes, remaining approximately constant for a while, and then jumping up to 658 after 120 minutes. Figure 5 displays the changes in mRNA expression level of the proteins in the Interaction Map generated in Example I (confidence level higher than 90%, with P value less than 0.1) at three representative time points (initial: 0min; mid point: 45min; and late point: 120min) after pheromone treatment. The proteins in the interaction map are colored according to changes in their expression level, with red representing increase and green representing decrease as shown by the color scale. Uncolored proteins do not have high confidence data available (P> 0.1).
Presentation of interactions in LiveDIP
There is no apparent correlation among changes in transcription levels of proteins involved in pheromone signaling.
Although participating in the same signaling process, components of the pheromone pathway (proteins enclosed in the cyan box in Figure 5 ) exhibit different time course profiles. Some show increases in their mRNA levels immediately (Ste12, Fus3) or 30 minutes after (Ste4, Ste2, Gpa1); half of them do not show significant change throughout the time course. The only evident observation is the lack of down regulation. This seems to be in by on February 6, 2008 www.mcponline.org Downloaded from contrast with the consistently up-regulation of glycerol biosynthetic pathway during salinity stress, more strongly as time progressed (15) . Assuming a general correlation between mRNA level and protein level, the above analysis suggests that cells use different mechanisms to regulate metabolic pathways and signaling pathways. Metabolic pathways are regulated more on the transcription level and signaling pathways are regulated by changing the signaling proteins from one state to another rather than by changing the amounts of these proteins. All these observations point to the importance of future proteomic studies for understanding cell signaling.
Roberts et al. (13) showed that the entire transcriptional response to pheromone is derived from pathway dependent activation of the transcription factor Ste12. In LiveDIP, there are 31 proteins in the protein network around the pheromone signaling pathway, which affect activity of Ste12, directly or indirectly through protein-protein interactions, 19 by activation and 12 by inhibition. More interactions may be discovered as the database grows.
Among the regulators that have high quality expression data during the time course, most activators (7 out of 9) reach their maximum change before 60 minutes while all (7) 
Discussion
Protein-protein interactions and biological pathways
As illustrated by our analysis of the pheromone response pathway in yeast, biological pathways are not isolated; they exist in the context of complex protein-protein interaction networks. Consequently, LiveDIP does not feature static pathways. Furthermore, our knowledge of biological pathways is growing rapidly. In many cases it is still not well understood whether and/or when a particular interaction is part of a given pathway. Instead of storing static pathways, we provide query tools such as Pathfinder and Batch Search to assemble pathways from currently available knowledge of protein interactions in LiveDIP. With sufficient annotation, such as when and where an interaction occurs, and by applying different types of filters, we may be able to reconstruct which subset of interactions take place inside the cell under specific conditions. The goal of LiveDIP is to reflect objectively what has been reported on the subject of a particular signaling pathway in the scientific literature.
Application of DIP and LiveDIP
Information about protein-protein interactions provided by DIP and LiveDIP can be used in three ways by biologists.
Based on the functions of its interacting partners, possible general functions can be assigned to an unannotated protein, or new functions can be discovered for a previously characterized protein (17). The large amounts of binary interactions generated by two-hybrid studies are useful for this purpose. On the other hand, annotations on proteinprotein interactions, as provided by LiveDIP, including the effect of interactions on protein states and state transitions, provide the molecular details on how these proteins carry out their functions. This type of information is important for understanding the mechanisms of biological processes and how misregulation leads to disease. Lastly, easy access to large quantities of experimental observations of protein-protein interactions facilitates computational manipulation for validating and assessing the quality of these data. It provides benchmarks for developing computational methods to predict protein functions or protein-protein interactions.
From DIP to LiveDIP: from physical interactions to biological interactions
LiveDIP contains the subset of interactions in DIP about which we have detailed information on related protein states. These interactions in LiveDIP (green arrows in Figure 1B Many new interactions detected by large-scale methods are physical interactions between two protein entities with unknown biological relevance. They belong only to DIP but not LiveDIP. It is clear that to further our understanding about protein-protein interactions and thus to increase the overlap between DIP and the biological interaction universe, and the overlap between LiveDIP and the interaction universe, we are faced with two tasks: 1.
To evaluate the quality of the large-scale interaction data in DIP. It is important to compare and/or integrate interaction data from different sources to estimate the confidence for all the interacting protein pairs. DIP annotates each interaction with all the experiments used and can be used as standard benchmark for large-scale interaction map. 2. To understand the functions and dynamics of these interactions. Information about protein-protein interactions, such as the protein states required for the interactions to occur and the transition in the protein states of the interacting pair caused by the interactions, must be specified, such as in LiveDIP. Functional genomics data, such as mRNA expression array and computational methods can be used to supplement large-scale interaction data and to help elucidate their biological meaning (Figure 6b) . www.mcponline.org
