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[1] Assessments of potential impacts of climate change on water resources systems are
generally based on the use of downscaled climate scenarios to force hydrological and water
resource systems models and hence quantify potential changes in system response. This
approach, however, has several limitations. The uncertainties in current climate and
hydrological models can be large, such analyses are rapidly outdated as new scenarios
become available, and limited insight into system response is obtained. Here, we propose an
alternative methodology in which system vulnerability is analyzed directly as a function of
the potential variations in ﬂow characteristics. We develop a stochastic reconstruction
framework that generates a large ensemble of perturbed ﬂow series at the local scale to
represent a range of potential ﬂow responses to climate change. From a theoretical
perspective, the proposed reconstruction scheme can be considered as an extension of both
the conventional resampling and the simple delta-methods. By the use of a two-parameter
representation of regime change (i.e., the shift in the timing of the annual peak and the shift
in the annual ﬂow volume), system vulnerability can be visualized in a two-dimensional
map. The methodology is applied to the current water resource system in southern Alberta,
Canada, to explore the system’s vulnerability to potential changes in the streamﬂow regime.
Our study shows that the system is vulnerable to the expected decrease in annual ﬂow
volume, particularly when it is combined with an earlier annual peak. Under such conditions,
adaptation will be required to return the system to the feasible operational mode.
Citation: Nazemi, A., H. S. Wheater, K. P. Chun, and A. Elshorbagy (2013), A stochastic reconstruction framework for analysis of
water resource system vulnerability to climate-induced changes in river flow regime, Water Resour. Res., 49, doi : 10.1029/
2012WR012755.
1. Introduction
[2] For most water resource systems, performance is
highly dependent on the natural ﬂow regime. This is particu-
larly the case in snow-dominated regions [Barnett et al.,
2005], where snowmelt runoff is the predominant source of
the water resources. Changes to the ﬂow regime are thus of
major concern, especially in western Canada, where increas-
ing temperatures over recent decades have affected the
snowpack and glacial storage and changed the variability
and the form of precipitation [e.g., Dery et al., 2009]. These
changes are typically reﬂected in the annual ﬂow hydro-
graphs in terms of earlier and less intense peak ﬂow as well
as decreased ﬂow volume, particularly during summer [e.g.,
Dery and Wood, 2005]. The response of water resources sys-
tems to these changes can be quite dramatic, especially in
semiarid cold regions such as the Canadian prairies. The
Canadian prairies historically receive low and extremely vari-
able annual precipitation and rely on runoff from the Canadian
Rocky Mountains to support high surface water demand from
major agricultural and municipal users in the basin [e.g.,
Lemman andWarren, 2004; Martz et al., 2007]. These charac-
teristics make the Canadian prairies highly vulnerable to
changes in the ﬂow regime as the result of climate change.
[3] Most assessments of the response of water resources
systems to climate change are based on using downscaled
climate scenarios from one or more global or regional cli-
mate models to force hydrological models and thus to pre-
dict the ﬂow regime change [e.g., Minville et al., 2009;
Viviroli et al. 2010; Hall and Murphy, 2010]. The projected
ﬂow series are then presented to water resources systems
simulation models to determine the system response. There
are, however, several criticisms of this stereotypical pathway.
There is widespread recognition that global climate model
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(GCM) and regional climate model have major limitations,
in particular with respect to the representation of precipita-
tion [e.g., Leith and Chandler, 2010; Anagnostopoulos et al.,
2010]. Kundzewiz et al. [2007] presented results for the Inter-
governmental Panel on Climate Change Fourth Assessment
Report, using an ensemble of climate models, which show
many areas of the world in which not only the magnitude but
also the sign of change in future precipitation is uncertain. In
addition, Kundzewiz and Stakhiv [2010] argued that the cur-
rent generation of GCMs does not contain the detail required
for water security studies and that signiﬁcant improvements
are required before GCMs can be directly used in water
resource planning and management.
[4] Several authors have also warned about the addi-
tional uncertainty in hydrological modeling. Beven [2008,
2011] argued that several factors add a great deal of uncer-
tainty to future hydrological projections. These include (1)
possible variations in parameters of hydrological models
due to the nonstationary climate, (2) gaps in process repre-
sentations, (3) the issue of parametric identiﬁability, and (4)
the grand challenge of prediction in ungauged basins. Wilby
[2010] argued that, even if perfect climate and hydrological
models were to exist, the uncertainties in future land use,
human behavior, economy, governance, and other forcings
make any quantiﬁcation highly uncertain. Moreover, there
are huge concerns about how the public and policy makers
perceive the scientiﬁc outcomes from climate and hydrolog-
ical models [e.g., Budescu et al., 2009; Swart et al., 2008].
Stedman [2004] noted that results of climate models do not
have a strong inﬂuence on the perception of the risk associ-
ated with climate change, even for key policy makers.
Wheater [2009] argued that development of adaptation strat-
egies that acknowledge such scientiﬁc and social complex-
ities is a priority in vulnerability assessment of water
resources systems under changing climate. Pielke and Wilby
[2012] discussed that vulnerability of water resources sys-
tems can be due to a wide spectrum of natural and social
forces. They suggested that, at this stage, a general frame-
work is required to assign the coping conditions under
which the system is resilient to the potential change, as well
as critical thresholds, beyond which any further change
causes harm to the water resources systems.
[5] Because of these issues, it seems that a more general
assessment is required to address the vulnerability of water
resources systems to possible changes in the ﬂow regime
than that projected using climate and/or hydrological mod-
els alone. Such vulnerability analysis can provide a basis
for risk assessment onto which current climate and hydro-
logical projections can be mapped, compared, and updated,
if necessary. This can potentially facilitate the communica-
tion of the modeling outcomes with the public and other
stakeholders. In a similar attempt, Reynard et al. [2009]
explored U.K. ﬂood risk conditioned on future possibilities
for U.K. precipitation using a simple two-parameter sensi-
tivity analysis. This was based on an analysis of the general
properties of climate scenarios derived from a range of cli-
mate models. The two parameters that were identiﬁed were
the change in the mean value of daily precipitation and the
change in its seasonality. While this is clearly a gross over-
simpliﬁcation of potential changes in future climate, the
reduction of the problem to this level provided a powerful
visualization of vulnerability onto which the projections
from the current generation of regional climate model and
GCM could be mapped and compared. In this paper, we
extend this idea to the direct analysis of streamﬂow. We
develop a generic stochastic framework to reconstruct the
potential changes in the historical hydrographs, with which
the vulnerability of water resources systems to the chang-
ing hydrograph properties can be analyzed. The suggested
reconstruction scheme can be considered as an extension of
simple annual resampling [e.g., Potter and Lettenmaier,
1990] and the delta-method [e.g., Hay et al., 2000] com-
monly used in climate change assessment studies. In simple
annual resampling, the annual hydrographs are disjointed,
shufﬂed, and randomly rearranged with or without replace-
ment, while the subannual ﬂow quantities remain the same
as the historical hydrographs. Here, it is tried to also sample
the subannual streamﬂows using their empirical properties
in a way that the temporal dependence structure within the
annual hydrographs is preserved. Moreover, in contrast to
the conventional delta-method, here, the shifts are directly
imposed to the probability and/or timing distribution func-
tions of the streamﬂow rather than the observed climate var-
iables or their probability distributions [e.g., Prudhomme
et al., 2002; Diaz-Nieto and Wilby, 2005; Elsner et al.,
2010]. We apply the proposed reconstruction algorithm
along with the concept of vulnerability maps to assess the
response of a real-world water resources system in the
Canadian prairies to possible changes in the ﬂow regime.
2. Methodology and the Proposed
Reconstruction Scheme
2.1. Rationale
[6] The responses of natural ﬂows to climate variability
in snow-dominated regions have been mainly observed in
the forms of shifts in the timing of the seasonal ﬂow peak
and the expectation of the annual ﬂow volume [Barnett
et al., 2005]. These two characteristics also have major
effects on the performance of the water resources systems
in such places. Put simply, the annual volume reﬂects the
total water available to meet the demands; therefore, any
decline in the annual volume may be translated into a deﬁ-
cit for one or more user groups, depending on the severity
of shortage. A shift in the timing of the annual peak can
also cause difﬁculties in matching the available water with
various demands, particularly for the agricultural sector dur-
ing a short growing season. Accordingly, if these principal
characteristics, namely, the expected annual volume and
timing of the annual peak, can be effectively represented,
then by synthesizing a large and long enough ensemble of
ﬂow series, based on different combinations of these pri-
mary parameters, an assessment of system vulnerability can
be made with respect to the potential changes in the ﬂow re-
gime. Here, we suggest a modular framework, comprising a
stochastic scheme to represent, perturb, and reconstruct the
ﬂow hydrograph based on the two principal characteristics,
which is further linked to a water resources system model to
quantify the response of the systems to the reconstructed
ﬂow series. In this paper, we used quantile mapping [e.g., Li
et al., 2010] to independently represent the shifts in the ﬂow
characteristics. By considering these key characteristics as
two independent random variables, the copula methodology
[e.g., Genest and Favre, 2007] was used to further combine
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these shifts in a stochastic manner while maintaining the
temporal dependence within streamﬂow hydrographs.
2.2. Representing and Perturbing the Annual Flow
Volume
[7] Considering n years of historical streamﬂow data at
point P, the ﬂow volume for each year i : i ¼ 1, 2, . . . , n
can be approximated as Vi ¼
Xm
j¼1 Flow ijj, in which
Flowij is the ﬂow rate at the subannual time step j : j ¼ 1,
2, . . . , m in year i and j is the duration of time step j. if
the time steps are ﬁne and uniform, the historical expecta-
tion of the annual volume can be approximated as follows:
E Vð Þ ¼ 
n
Xn
i¼1
Xm
j¼1
Flow ij ¼ 
Xm
j¼1
Xn
i¼1
Flow ij
n
¼ 
Xm
j¼1
E Flow j
 
;
(1)
i.e., the expectation of the annual volume can be equally
described by the sum of the historical ﬂow expectations at
each time step. Based on the central value theory, if the
ﬂow at each subannual step a, 1  a  n is randomly
sampled using the cumulative distribution function (CDF)
of the historical ﬂow data at that time step, then the expec-
tation of the sampled ﬂow would be equal to the historical
mean value. Now, consider an arbitrary year T, where VT ¼
xE(V) and x is the volumetric shift factor. If the relative
change in expected annual volume is proportionally distrib-
uted across all subannual time steps, then:
VT ¼ 
Xm
j¼1
xE Flow j
 
: (2)
[8] This can similarly be simulated by random sampling,
using an updated CDF to characterize the ﬂow quantiles af-
ter imposing the volumetric shift factor x. Here, we use
quantile mapping to update the original ﬂow quantiles at
each time step a based on the shift factor x and the histori-
cal ﬂow distribution. In quantile mapping, the original ran-
dom sample z with the CDF FZ is transformed to a new
random sample y with CDF FY using the following expres-
sion [Panofsky and Brier, 1963]:
y ¼ F1Y FZ zð Þð Þ: (3)
[9] Based on equation (2), the updated CDF is required
to have a new expected value xE(Flowj). For applying quan-
tile mapping, two assumptions are made. The ﬁrst is that the
empirical ﬂow range at each subannual time step remains
unchanged after the shift in the mean value (an assumption
that could be relaxed to accommodate new information con-
cerning nonstationarity of extremes—see later discussion).
This means that the highest and the lowest quantiles remain
unchanged as the results of the shift in the mean value.
Second, we assume that the shift in other ﬂow quantiles
conditioned on the shift in the mean value can be mapped
by the shift in the quantiles of a normal probability distribu-
tion function (PDF; with the same mean and variance as the
actual ﬂow data) when it is uniformly displaced. By making
these two assumptions and considering the nonexceedance
probability u; u 2 0; 1½ , the updated ﬂow quantile at each
time step a, a ¼ 1, 2, . . . , m can be approximated as the
following:
Flow a ujxð Þ ¼ F1a NE Flow að Þ;  Flow að Þ N1E Flow að Þ;  Flow að Þ uð Þ
  
;
(4)
where E(Flowa) and (Flowa) are the mean and standard
deviation of the historical ﬂow values at time step a,
respectively, Flow a ujxð Þ is the updated ﬂow corresponding
to the nonexceedance probability u and shift factor x, N is
the CDF of the standard normal distribution with mean
zero and variance one; and ﬁnally, N1 and F1a are the
inverse CDFs of the standard normal distribution as well as
the historical ﬂow at time step a. Figure 1 demonstrates a hy-
pothetical application of the proposed procedure. Figure 1a
explains the example, assuming arbitrarily that the expected
ﬂow at time step i is decreased by 25% (x ¼ 0.75). Also, the
black, blue, and red lines show the PDFs of the historical
ﬂow as well as the considered normal distribution before and
after the shift, respectively. Figure 1b shows how the idea of
quantile mapping was implemented to update the historical
ﬂow quantiles. Also, the black, blue, and red lines show the
empirical CDFs of the historical ﬂow as well as the normal
distribution before and after the shift, respectively. By apply-
ing equation (4), the updated ﬂow quantiles can be sampled
using a large set of random numbers (gray line). It should be
noted that the ﬂow quantiles are updated using the inverse
CDF of the historical ﬂow (F1a ); therefore, the general
Figure 1. The suggested method for shifting the ﬂow distribution at each subannual time step using
quantile mapping: (a) conceptualization, (b) implementation of quantile mapping, and (c) the shifted
(gray) versus actual ﬂow (black) distributions as well as their expected values before (blue) and after
(red) the shift.
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characteristics of the ﬂow CDF such as the domain and the
upper skewness are maintained after the shift. In Figure 1c,
the ﬂow distributions before (black) and after (gray) the shift
are compared. Comparing the expected values of the original
(blue; 162.5 CMS (cubic meter per second)) and shifted
ﬂow expectations (red; 122.3 CMS) shows that the desired
shift can be efﬁciently imposed on the historical ﬂow by the
suggested method.
[10] Figure 2 shows how the proposed mechanism can
update the ﬂow distributions at every subannual time step,
a way that the expected annual volume shifts as desired. In
Figure 2a, the black line shows the expected annual hydro-
graph, and the boxplots show the historical ﬂow distribu-
tion at every weekly time step. In all boxplots, the blue
boxes represent the interval between Q25 and Q75, the
whiskers cover the regions between 62.7 times of the
standard deviations, and the red crosses show the remaining
outliers. This setting was used throughout this paper.
[11] Figures 2b–2d show the reconstructed ﬂow distribu-
tions when the expected annual volume has no change,
25% decline, and 25% incline, respectively. In Figure 2,
the green lines represent the expected annual hydrographs,
and the boxplots show the reconstructed ﬂow distributions
after imposing the shift. Comparing the historical with the
reconstructed ﬂow distributions (Figures 2b–2d) demon-
strates how the proposed method shifts the weekly ﬂow dis-
tributions upward or downward to represent the desired
shift in the expected annual ﬂow volume.
2.3. Representing and Perturbing the Timing
of the Peak
[12] Here, we suggest a modiﬁed version of quantile
mapping to shift the timing of the annual peak. To do so,
the annual ﬂow hydrograph should be ﬁrst translated into a
cumulative time distribution function (TDF). TDF repre-
sents the ratio of the total annual volume, passed prior to or
at each subannual time step. Considering subannual time
step a : a ¼ 1, 2, . . . , m and assuming uniform time steps
with duration  across a year, the TDF can be deﬁned at
the time step a as
TDF að Þ ¼
Xa
i¼1
Flow i
Xm
j¼1
Flow j
; (5)
where Flowi is the ﬂow at the time step i. TDF has the
same characteristics as probabilistic CDF; therefore, if the
total annual volume and the TDF are known, then the ﬂow
at each time step can be approximated using
Flow a ¼ TDF að Þ  TDF a 1ð Þf g
Xm
j¼1
Flow j: (6)
Figure 2. Reconstructing the weekly ﬂow distributions with the desired shift in the expected annual
volume using the suggested approach: (a) historical weekly ﬂow distributions when compared with
reconstructed weekly ﬂow distributions considering, (b) no change in the expected annual volume, (c)
25% decline in the expected annual volume, and (d) 25% incline in the expected annual volume. The
black and the green lines are the expected annual hydrographs based on the observed and the recon-
structed distributions, respectively.
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[13] As the peak shifts, the TDF should also change at
every time step. Here, we assumed that the instantaneous
displacements in the TDF are linearly scaled with respect
to the time of peak. This implies that the TDF should have
the maximum shift at the time of peak and zero shifts at the
beginning and the end of the annual ﬂow hydrograph. This
can be conceptualized using the displacement of a triangu-
lar mapping function for which the apex shows the peak
before and after the desired shift, while the base points
remain unchanged. Figure 3 illustrates the proposed con-
ceptualization. Figure 3a describes an example, in which it
is arbitrarily desired that the peak of the annual ﬂow (black
line) shifts 4 weeks earlier. The blue and red lines show the
triangular mapping function before and after the shift.
Figure 3b shows how the modiﬁed version of quantile map-
ping can be implemented in this case. The black, blue, and
red lines show the TDFs of the actual annual hydrograph as
well as the triangular annual hydrographs before and after
the desired shift, respectively. In this juncture, the shifted
TDF (gray line) at each time step a can be approximated as
TDF shifted að Þ ¼ TDF original að Þ  TDF tri1 að Þ þ TDF tri2 að Þ; (7)
where TDF shifted að Þ;TDF original að Þ;TDF tri1 að Þ;TDF tri2 að Þ
are the TDFs for the shifted and the original annual hydro-
graphs, as well as the initial and shifted triangular hydro-
graphs, respectively. The shifted TDF can be translated
back into the shifted annual hydrograph using equation (6).
Figure 3c compares the shifted (gray) and the original
(black) annual hydrographs.
[14] Using the above procedure, the ﬂow distribution at
every subannual time step can be updated. Figure 4 illus-
trates an application example. Similar to Figure 2, the black
and green lines show the expected annual hydrographs
based on the observed and the reconstructed hydrographs,
respectively, and the boxplots show the weekly ﬂow distri-
butions. Figures 4a and 4b show the updated distributions,
when the expected timing of the peak occurs 4 weeks ear-
lier and 4 weeks later, respectively. Figure 4 demonstrates
how the proposed method shifts the expected annual hydro-
graph to the left or right to represent the desired shift in the
expected annual peak time. The expected shifts in the tim-
ing of the peak can be imposed on the expected annual
hydrograph with only 0.4 and 0.6 weeks error in recon-
struction (Figures 4a and 4b, respectively). As the updated
TDFs are translated into the ﬂow hydrographs using the
estimated annual volume for each year (equation (6)), the
total annual volume should be maintained after the shift.
The expected values for annual volume in Figures 4a and
4b are 99% and 98%, respectively, of the historical expected
annual volume, showing slight errors in preservation of the
annual volume.
2.4. Representing the Temporal Dependence Structure
[15] The temporal correlation structure within annual
ﬂow hydrographs should be maintained during the ﬂow
reconstruction. Here, we used copula methodology to esti-
mate the conditional probabilities of ﬂow at every time
step, given the ﬂow at the previous step. In brief, if u and v
are two continuous random variables with marginal CDFs
of FU (u) and FV (v), the joint cumulative distribution of
FU,V (u, v) can be described as [Sklar, 1959]:
FU ;V u; vð Þ ¼ C u; vð Þ; where u; v 2 R and u ¼ FX uð Þ;
v ¼ FY vð Þ
(8)
[16] C is the copula function. By sampling two uniform
random numbers u and v, the ﬂow at each time step i can
be sampled using the procedure outlined by Salvadori and
De Michele [2007]:
Flow i ¼ F1i C1u vð Þ
 
; and
Cu v
ð Þ ¼ P Fi Flow ið Þ  v jFi1 Flow i1
  ¼ u 
¼ @
@u
Ci;i1 u; vð Þ;
(9)
where Flow i is the sampled ﬂow at time step i, Flow

i1 is
the sampled ﬂow at time step i  1, Fi and Fi1 are the mar-
ginal ﬂow CDFs at time steps i and i  1, Ci,i1 is the para-
metric copula structure, linking the ﬂow CDFs at time steps
i and i  1, and P is the conditional CDF. Figure 5 shows
how the application of a cascade of copula models can
improve the preservation of the observed weekly correlation
matrix and smoother annual hydrographs in two successive
years. In this example, empirical marginal distributions and
Gaussian copulas were used for ﬂow sampling. The Gaussian
copula can be formulated as the following [Nelsen, 2006]:
CGaussian u; vð Þ ¼  1 uð Þ; 1 vð Þ
 
; (10)
where 1 is the standard normal distribution N(0,1) and
 is the multivariate normal distribution with mean 0 and
Figure 3. The proposed method for shifting the time of the peak: (a) conceptualization, (b) implemen-
tation of quantile mapping, and (c) shifted versus actual hydrographs.
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covariance matrix . The maximum likelihood method was
used to estimate the parameters of the copula models.
Potentially, several joint and marginal distributions can be
used instead of the Gaussian copula and empirical margins.
Apart from the Gaussian copula introduced in equation
(10), two other bivariate structures from the family of
Archimedean copulas, namely, Clayton and Frank, were
also considered for linking the ﬂow at each time step to the
reconstructed ﬂow at the previous time step. Considering,
two random variates u and v, which can be taken as the
marginal CDF values according to equation (8), Clayton
and Frank copulas can be described as [Nelsen, 2006]:
CClayton u; vð Þ ¼ u þ v  1
 1=
; (11)
CFrank u; vð Þ ¼
1

log 1þ e
u  1  ev  1 
e  1ð Þ
 
; (12)
where  is the copula parameter in both equations. The
effects of different copula and marginal quantiﬁcations on
Figure 5. Comparison among the observed, independently reconstructed, and copula-based recon-
structed ﬂow hydrographs in terms of preserving the temporal dependence structure and the shape of the
reconstructed hydrographs: (a) historical correlation matrix, (b) independently reconstructed correlation
matrix, (c) copula-based reconstructed correlation matrix, as well as two successive (d) historical ﬂow
hydrographs, (e) independently reconstructed ﬂow hydrograph, and (f) copula-based reconstructed ﬂow
hydrograph. In Figures 5a–5c, the correlation matrices are shaded using the color scheme shown in the
sidebars.
Figure 4. Reconstructing the weekly ﬂow distributions with the desired shift in the expected timing of
the annual peak: (a) 4 weeks earlier expectation of the annual peak; and (b) 4 weeks delay in the annual
peak. In Figures 4(a) and 4(b), the black and green lines refer to expected annual hydrographs based on
the observed and the reconstructed distributions, respectively.
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the quality of reconstruction will be discussed in more
detail in section 4.1.
2.5. Proposed Single-Site Reconstruction Algorithm
[17] The introduced procedures for representing and per-
turbing the annual ﬂow volume and the timing of the peak
can be combined in a uniﬁed sampling framework to recon-
struct the annual ﬂow hydrographs with the desired shifts at
any point on the river network for which ﬂow data exist.
Before ﬂow reconstruction, the desired shifts in the annual
volume and timing of the peak should be set during the
course of simulation. The reconstruction scheme can be
summarized as
[18] 1. Obtain the TDFs for all the available annual
hydrographs.
[19] 2. Perturb the TDF of each historical annual hydro-
graph given the desired shift in the timing of the peak and
the procedure outlined in section 2.3.
[20] 3. Translate the perturbed TDFs into annual ﬂow
hydrographs and, consequently, obtain the perturbed empir-
ical ﬂow distributions at each subannual time step.
[21] 4. Update the perturbed empirical ﬂow distributions
given the volumetric shift factor and the procedure intro-
duced in section 2.2.
[22] 5. Sample a uniform random number u1 between 0
and 1.
[23] 6. For every time steps i : 2  i  m (m is the num-
ber of time step within a year) :
Select an appropriate distribution for marginal
quantiﬁcation.
Select a suitable copula structure for describing the
conditional probabilities at the time steps i and i  1.
Find the parameters of the marginal CDFs at the
time steps i and i  1. Accordingly, ﬁnd the param-
eters of the copula structure.
Sample a uniform random number v between 0
and 1.
Find ui ¼ C1ui1 vð Þ.
If i ¼ 2 ﬁnd Flow 1 ¼ F11 u1ð Þ.
Find Flow i ¼ F1i uið Þ.
[24] 7. Repeat steps 5 and 6 until the desired number of
realizations is obtained.
[25] 8. Repeat steps 1–7 until the desired number of
simulation years is obtained.
3. Case Study
3.1. South Saskatchewan River Basin
[26] The South Saskatchewan River Basin (SSRB) is a
transjurisdictional river, located in a semiarid cold conti-
nental region with signiﬁcant variability of climate in time
and space. The SSRB is subject to an interprovincial appor-
tionment agreement as it moves from southern Alberta into
Saskatchewan, which in essence requires Alberta to pass
50% of its natural water supply to Saskatchewan every
year. Snow (and glacier) melts in the Rocky Mountains are
the major sources of water supply in SSRB. Roughly, 90%
of the total river ﬂow comes from the Rocky Mountains in
Alberta [Pomeroy et al., 2005]. Important changes have
been observed in the Rocky Mountains, associated with
warming temperatures, including retreating glaciers, smaller
snowpacks, earlier spring snowmelt and reduced streamﬂow
[e.g., Comeau et al., 2009]. These are expected to affect the
annual streamﬂow, possibly with large declines in summer
runoff. This can increase the chance of severe droughts
[Lemman et al., 2007]. The SSRB in Alberta has three
major tributaries, the Red Deer, the Bow, and the Oldman
rivers. The Red Deer system is the largest in area (46,000
km2) with the lowest mean annual ﬂow volume (1665
MCM (million cubic meter)), compared to the Bow
(25,000 km2; 3841 MCM) and the Oldman (28,000 km2;
3291 MCM). This is due to the low proportion of the moun-
tainous area in the Red Deer basin [Martz et al., 2007]. The
SSRB in Alberta supports a complex water resource system,
with roughly 11,000 licensees, grouped into around 500
policy clusters with individual rule curves and demand char-
acteristics [Alberta Environment, 2010]. Figure 6 shows a
simpliﬁed schematic of the water resources system in south-
ern Alberta, with the major subsystems and the linkage
among them.
[27] Flow regulation and extensive water use have had
signiﬁcant impacts on the ﬂow in both the Bow and the Old-
man rivers. For instance, winter ﬂows have signiﬁcantly
increased in the Bow river due to winter releases from series
of hydroelectric reservoirs owned by Trans Alta Utility.
Although the water use is quite diverse in southern Alberta,
diversions for irrigated agriculture account for almost 88%
of the total withdrawal ignoring the possible return ﬂows
into the system [Martz et al., 2007].
3.2. Water Resources Management Model
[28] Alberta Environment uses the Water Resources Man-
agement Model [WRMM; Alberta Environment, 2002] to
simulate the behavior of the water resources system in south-
ern Alberta. WRMM is a simulation model that optimally
allocates the water to the competing demands given the state
of the system and the operational policies. The water alloca-
tion in WRMM is based on linear programming. The model
has been implemented frequently to characterize the response
Figure 6. A simpliﬁed schematic of the SSRB water
resources system in southern Alberta from (left) the Rocky
Mountains headwaters to (right) Saskatchewan border.
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of the system to different natural conditions and planning
alternatives. The latest version of the WRMM model for
southern Alberta was used in this study [Alberta Environment,
2010]. The key inputs to the model are historical streamﬂow
data in southern Alberta, irrigation demands and the corre-
sponding return ﬂows, nonirrigation withdrawals, reservoir
and canal capacities, license priorities, operating policies, in-
stream ﬂow needs, water conservation objectives (WCOs),
and the interprovincial apportionment requirements. In-stream
ﬂow needs generally include minimum ﬂow requirement or
so-called ﬁsh rule curves that characterize the water demand
for aquatic habitats based on the ﬂow quantity/quality as well
as the time of the year. WCOs are more recent practices in
some part of the system. In simple terms, WCOs can be con-
sidered as the greater of in-stream ﬂow needs and a fraction
of instantaneous ﬂow quantity at certain reaches of the sys-
tem. The period of 1928–2001 with weekly steps was used in
this study.
3.3. Selection of the Reference Inflows
[29] Our study focuses on 20 major inﬂows, accounting
for nearly 97% of the total water supply in this system
(Figure 7a). The inﬂows are labeled based on their contri-
bution to the expected annual water supply from the largest
(ID 1) to smallest (ID 20). Analyzing the annual autocorre-
lation revealed that the interannual dependency can be
ignored in the considered ﬂows.
[30] Figure 7b shows an analysis of the spatial depend-
ence among the 20 considered inﬂows in southern Alberta,
based on a hierarchical clustering method [Johnson, 1967].
In brief, one minus the linear correlation coefﬁcient was
used as the distance measure to cluster the data into binary
groups. Links show the linear correlation among the inﬂows,
where a shorter link represents a stronger correlation.
Based on Figure 7, the inﬂows can be grouped into three
clusters. The ﬁrst two clusters from the left side describe the
dependence among the inﬂows in the Red Deer and the Old-
man sub-basins. The third cluster includes inﬂows with
weaker dependencies. These inﬂows are 2 (Bow river below
Ghost dam), 15 (Highwood river at Mouth), 18 (Belly river
at Mouth), and 19 (Elbow river below Glenmore). This is
not surprising. Inﬂows 2 and 15 are the outputs from separate
models, entering the Bow system from Trans Alta Utility
facilities and the Highwood Irrigation system, respectively.
Inﬂow 18 is a highly regulated inﬂow entering the Oldman
system from the Belly river system. Finally, inﬂow 19 is the
only natural inﬂow in the Bow river system. The spatial
dependences observed in Red Deer and Oldman subbasins
should be regarded and maintained in the ﬂow reconstruc-
tion. Here, we implemented a simple deterministic approach
using linear regression to maintain the spatial correlation
structures in these basins. The choice of linear regression
was due to its simplicity and the existence of the strong Pear-
son correlation matrices between the ﬂows in the Oldman
and the Red Deer basins. In brief, the weekly streamﬂow
time series for the largest inﬂows in the Red Deer and the
Oldman basins, i.e., inﬂows 3 (Red Deer river near Jenner)
and 1 (Oldman river near Lethbridge) were considered as the
primary inﬂow in each cluster. The primary inﬂows were in-
dependently reconstructed using the above reconstruction
algorithm. These inﬂows were used as the reference time se-
ries to reconstruct the other inﬂows in each sub-basin using
an ensemble of linear regression models, which describe the
historical weekly linkages between the primary inﬂow and
other inﬂows in each cluster. Apart from the two major
inﬂows in the Red Deer and the Oldman systems, the other
four inﬂows concentrated in the third cluster were also recon-
structed independently. The six independently reconstructed
ﬂows can be considered as reference inﬂows to diagnose the
performance of the proposed single-site algorithm.
Figure 7. South Saskatchewan River Basin (SSRB) in southern Alberta, Canada: (a) the 20 major
inﬂows considered in this study and (b) the spatial dependence structure among these inﬂows obtained
using hierarchical clustering. The inﬂows are labeled from largest (ID 1) to smallest (ID 20) according to
their portion in the long-term annual supply, averaged over 1928–2001. The dashed line groups the
inﬂows into three clusters.
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4. Diagnostic Tests and Scenario Generation
4.1. Calibration and Validation of the Proposed
Single-Site Reconstruction Algorithm
[31] Considering the six reference inﬂows in the system,
an attempt was made to analyze the effect of different mar-
ginal and copula structures on the quality of ﬂow reconstruc-
tion. Three marginal options, namely, empirical, empirical
with Pareto tails, and gamma distributions, were considered
for marginal quantiﬁcation. Considering the nine different
combinations of the selected copula models (equations (10)–
(12)) and the three marginal distributions, we ran an experi-
mental study aiming at reconstructing the same ﬂow charac-
teristics, namely, the time of annual peak, the annual volume,
and the temporal dependence structure, as the expected his-
torical values during 1928–2001. The maximum likelihood
method was used to estimate the parameters of parametric
marginal distributions and copula structures. The results
revealed that the quality of reconstruction of the expected an-
nual volume and the time of peak does not change among the
nine considered conﬁgurations. In fact, all nine conﬁgurations
were able to reconstruct the expected annual volume with
less than 5% error in the six reference inﬂows. The expected
errors in representing the time of peak were also found to be
marginal (less than a week) in all the conﬁguration/inﬂow
cases. However, some differences emerged in representing
the temporal correlation matrix. It was discovered that the
errors, contributed from ﬁtted marginal distributions, can
result in distortion of the temporal dependence structure after
reconstruction. Figure 8 compares the historical weekly cor-
relation matrix (Figure 8a) against the reconstructed correla-
tion matrices obtained using an ensemble of Gaussian
copulas, linking empirical (Figure 8b), Pareto tails (Figure
8c), and gamma (Figure 8d) marginal CDFs in the 52 weeks.
Figure 8b can resemble the error contributed only by the
Gaussian copulas as margins are quantiﬁed using the empiri-
cal distributions. By the use of Pareto tails distributions for
margins, new errors are introduced due to the errors in the
marginal Pareto tails distributions (Figure 8c). By the use of
the gamma distribution, the Gaussian copula becomes inca-
pable of describing the historical pattern in the correlation
matrix, due to the considerable marginal errors (Figure 8d).
The empirical margins, therefore, are considered for the rest
of experiments.
[32] The analysis of scatter plots revealed that the best
copula structure for describing the dependency between
successive pairs of weeks may alter depending on the time
of year. For the sake of simplicity, we tried to choose one
copula structure for sampling at each inﬂow. This selection
was based on using a formal test, suggested by Genest
et al. [2009], in which the test statistics is
T^ n ¼ n
Z
0;1½ 2
C^ u; vð Þ  C u; vð Þ
 2
dC^ u; vð Þ: (13)
Figure 8. The effect of marginal quantiﬁcation on the quality of representing the temporal correlation
matrix: (a) historical correlation matrix; and the reconstructed correlation matrices using Gaussian copu-
las linking (b) empirical ; (c) Pareto tails; and (d) gamma marginal CDFs. The correlation matrices are
shaded according to the sidebars.
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[33] Equation (13) measures the distance between the
empirical and the ﬁtted parametric copula. In this equation,
T^ n is the test statistics, n is the size of bootstrap sample
(74 samples in this study), Cˆ(u,v) is the empirical copula,
and C(u,v) is the ﬁtted parametric copula. In brief, the three
ﬁtted bivariate copulas were used to produce 100 bootstrap
sets for every two successive weeks in each of the six refer-
ence inﬂows. Accordingly, the p values were calculated for
each pair of successive weeks. Small p values suggest dis-
carding the copula models, whereas large values support its
suitability [Durante and Salvadori, 2010]. Figure 9 com-
pares the expected p values in the six reference inﬂows
using Clayton, Frank, and Gaussian bivariate copulas. The
expected p values are estimated by averaging the p values
obtained for all pairs of successive weeks in each inﬂow.
Figure 9 clearly shows that the overall efﬁciency in repre-
senting the true temporal dependence structure increases
from Clayton to Frank and Gaussian copulas in all six refer-
ence inﬂows. The Gaussian copula, therefore, is chosen for
the rest of experiments.
[34] The results obtained, however, are only limited to
the reconstruction of the historical ﬂow regime with no
shift. Another experimental study, therefore, was performed
to validate the proposed reconstruction algorithm using an
unseen set of data. We randomly divided the available data
for each of the six reference inﬂows into two portions with
50 and 24 years of data as calibration and validation sets.
For each validation year, the shifts in the time of peak and
annual volume with respect to the expected values during
the calibration phase were extracted. By introducing these
parameters to the algorithm, 100 realizations were recon-
structed for each validation year using the proposed recon-
struction algorithm applied to the calibration set in each
inﬂow. Six different characteristics during the validation
years, namely, the expected time of peak, the expected an-
nual volume, the expected weekly correlation matrix, and
the expected ﬂow quantiles at 10%, 50%, and 90% nonex-
ceedance levels were considered for further exploration.
Figure 10 summarizes the results of this experiment in the
six reference inﬂows. In Figure 10a, the expected time of
the peak during 24 validation years (black solid line) is
compared with the corresponding value based on 100 recon-
structed time series in each reference inﬂow. The green dots
represent the expected time of peak based on 100 recon-
structions. For ﬁve inﬂows, the expected reconstructed val-
ues have equal or less than 61 week error. Inﬂow 18 is the
only inﬂow that exhibits a larger error due to the high inter-
annual variability in the timing of the annual peak, as the
result of major upstream regulation. Figures 10b and 10d–10
show the relative errors in reconstructing the expected annual
volume as well as the errors in representing the ﬂow quan-
tiles in 10%, 50%, and 90% percentiles, respectively. In
Figure 10, the dashed lines highlight the boundary of 610%
error, and the green dots resemble the expected error
obtained through 100 realizations. These ﬁgures demonstrate
the acceptable performance of the proposed reconstruction
scheme in representing the expected values of the annual
volume as well as the ﬂow quantiles during validation years.
In Figure 10c, the overall expected error in reconstructing
the weekly correlation matrix is shown. For computing the
total expected errors, ﬁrst, the expected error was computed
for each of the six inﬂows by averaging the errors in 100
realizations. Then, the total expected error was computed by
averaging the expected errors obtained for the six reference
inﬂows. The total expected error matrix is shaded according
to the color scheme shown in the sidebar. Based on this
panel, it can be argued that the temporal dependence during
the validation years can be sufﬁciently described by the
Gaussian bivariate copula, with some errors.
4.2. Scenario Generation and the Proposed Impact
Assessment Study
[35] Having validated the proposed reconstruction algo-
rithm, several scenarios for change in the key ﬂow charac-
teristics can be reconstructed using the historical ﬂow data.
Different combinations of these characteristics can provide
a diverse ensemble of potential changes in the ﬂow regime.
Reconstructing a large number of realizations each with a
long simulation period is required to provide the possibility
of generating different successions of wet and dry years to
portray the possible variabilities within the annual ﬂow
hydrographs. The reconstructed records can be further
linked to the WRMM model and provide an insight into the
response of the water resources system to the shifts in the
ﬂow regime. Figure 11 shows an application example, in
which ﬁve scenarios for shift are considered. This example
combines the examples illustrated in Figures 2 and 4. The
scenarios characterize the situations where (a) the annual
ﬂow is expected to reach to its peak 4 weeks earlier with
25% decline in annual volume; (b) the annual ﬂow is
expected to reach to its peak 4 weeks earlier but with 25%
increase in the annual volume; and (c) no shift in the an-
nual volume and timing of peak timing or the annual vol-
ume is expected. Scenarios (d) and (e) are similar to (a) and
(b) but with 4 weeks delay in annual peak timing. For each
scenario, 100 realizations were made, each with 74 years of
weekly simulation. The ﬁrst row compares the recon-
structed expectation of the timing of the annual peak, with
the historical values (black line). The desired shifts are well
represented during the reconstruction with an expected
error of less than a week. The second row shows the shift
Figure 9. The expected p values, averaged over all suc-
cessive pairs of weeks based on 100 bootstrap sets, in the
six reference inﬂows.
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in the expectations of the annual volume obtained through
100 realizations. The expected relative error in representing
the volume is still quite marginal, staying below 6% for all
the considered scenarios. This error seems to be unavoid-
able, as 
Xm
j¼1 E Flow j
 
will be the exact expected vol-
ume, if ! 0.
[36] The third row shows the expected weekly correla-
tion matrices, averaged over 100 realizations. The matrices
are shaded according to the color scheme shown in the
sidebar. It can be argued that shifting the timing of the peak
not only change the ﬂow distribution at every week but
also alters the temporal dependence structure. The last row
shows the ensemble of ﬂow-duration curves on a semilo-
garithmic scale based on 100 realizations for each of the
scenarios. The red lines represent the observed ﬂow-
duration curves based on the historical weekly data, and the
blue lines are the reconstructed ﬂow duration curves
obtained based on 100 realizations.
[37] Based on recent climate-change impact assessment
studies [e.g., Martz et al., 2007; Alberta Environment, 2010]
and the physical constraints of the ﬂow regime in Alberta,
we considered the ranges of625% change in the annual vol-
ume as well as 5 to þ8 weeks shift in the expected timing
of the annual peak, gridded using steps of 5% and 1 week,
respectively (154 subgrid combinations). For each subgrid,
100 realizations of weekly ﬂow time series were generated
with a length of 60 years for the six reference inﬂows.
Inﬂows 1 and 3 were further used to reconstruct the ﬂow in
the other 14 inﬂows in the Oldman and Red Deer basins (see
section 11). The 20 reconstructed inﬂows were input to the
WRMM model of the SSRB in Alberta. We considered the
period of 1928–1987 for model simulation. Before running
the WRMM model using the reconstructed series, the appor-
tionment requirements, the in-stream ﬂow needs, and WCOs
need to be updated for each scenario/realization. We assumed
that the in-stream ﬂow needs are solely dependent on the
weekly ﬂow quantities through a set of piecewise linear
equations, linking the weekly ﬂows to the in-stream needs in
natural reaches. Accordingly, we further updated the WCOs
in the required reaches based on the relations provided by
Alberta Environment [2010]. The other components of the
WRMM model such as demand remained unchanged. Here,
we focused on the variations in the risk of system infeasibil-
ity and the variation in the general characteristics of appor-
tionment ﬂow as the result of the considered 154 scenarios of
change. In the WRMM deﬁnition, system infeasibility repre-
sents a condition in which the system state violates the sys-
tem’s physical constraints and/or the system cannot satisfy its
minor ‘‘must-meet’’ demands. When the system reaches
infeasibility, the model stops and the reason of infeasibility is
reported as output [Alberta Environment, 2002]. In this study,
no attempt was made to adjust the operational policies to sat-
isfy the minor demands or keep the system in its acceptable
physical boundaries.
5. Results of Vulnerability Assessment
5.1. Chance of Infeasibility
[38] The chance of infeasibility can be described as the
proportion of the total number of WRMM runs (100 runs
for each of the 154 scenarios), which stop before complet-
ing the whole simulation. In this study, a 50% chance of
infeasibility was chosen as the critical threshold. In the ab-
sence of any other information (e.g., previous knowledge
of the system, water managers’ attitude toward risk, etc.),
the chances of the system ‘‘to reach’’ or ‘‘not to reach’’ the
state of infeasibility are equal (50-50) for every scenario.
Therefore, given a particular shift scenario, if the system
reaches infeasibility in more than 50% of the realizations, it
can be inferred that the applied water allocation policy is
likely infeasible and some adaptations are needed to bring
the system into the operational mode. Coping conditions,
Figure 10. The error in representing the expectation of the ﬂow characteristics in the six reference
inﬂows during the validation phase: (a) historical versus reconstructed expectations for the time of peak,
E(Tp), (b) relative error in reconstructing the expected volume, Err{E(V)}/E(V), (c) the expectation of
the total error in reconstructing the temporal correlation matrices; as well as the error in reconstruction
the expected values of (d) Q10, Err{E(Q10)}, (e) Q50, Err{E(Q50)}, and (f) Q90, Err{E(Q90)}.
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therefore, resemble the scenarios where the chance of
infeasibility goes below 50%, showing that despite the
possible shortages, the system can likely allocate the must-
meet demands and stay within its acceptable physical boun-
daries throughout a full simulation. It should be noted that,
in a more general sense, the choice of the critical threshold
is rather arbitrary and any other probability value can be
considered to draw the line between coping and infeasibil-
ity modes. Figure 12 provides a general picture about the
system infeasibility by demonstrating the probability of
system infeasibility during the 60 years of simulation.
[39] Although there are some anomalies at the lower right
edge of Figure 12, where the limitation in the number of
sampled data introduces error in calculation of the probabil-
ity values, this color chart can provide a powerful graphical
insight into the system vulnerability to changes in ﬂow re-
gime. It also can show how gradually the system can
approach from feasibility to infeasibility. With only 25%
decrease in the expected annual ﬂow volume and more than
62 weeks shift in the expected annual ﬂow timing, the sys-
tem reaches the critical threshold. As would be expected, the
majority of infeasibility cases occur when the expected an-
nual volume declines. The system is sensitive to both earlier
Figure 11. Generating ﬁve different ﬂow regimes using the proposed reconstruction algorithm: (a)
4 weeks earlier peak, 25% decline in annual volume, (b) 4 weeks earlier peak, 25% incline in annual vol-
ume, (c) no shift in peak time and annual volume, (d) 4 weeks delayed peak, 25% decline in annual vol-
ume, and (e) 4 weeks delayed peak, 25% incline in annual volume. The ﬁrst row compares the historical
versus reconstructed expected annual hydrographs. The second row shows the reconstructed shifts in the
annual volume. The third row shows the expected weekly correlation matrices, and the last row shows
the historical versus reconstructed ﬂow-duration curves. For each scenario, 100 realizations were gener-
ated. The correlation matrices are shaded according to the sidebar.
Figure 12. The chance of system infeasibility with respect
to the changes in expected annual ﬂow volume and peak
timing in southern Alberta. Probabilities are represented
according to the color scheme in the sidebar.
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and delayed timing of the peak, although it seems that the
vulnerability to earlier peak is more severe: Even without
any change in the expectation of the annual volume, the sys-
tem reaches a critical threshold if the peak ﬂow occurs
around 1 month earlier. As discussed above, earlier peak and
decreased annual volume can be possible cases in the near
future, considering earlier melt and decline in the snow
packs in the Rocky Mountains due to the warming climate
[Lemman andWarren, 2004; Lemman et al., 2007].
5.2. Expectations of the Annual Apportionment
[40] The implementation of 50% natural ﬂow apportion-
ment in the case of shift in the ﬂow regime is a major con-
cern for policy makers in both sides of the provincial
borderline. Figure 13 demonstrates the expectations of
mean annual ﬂow apportionment during the 60 years of
simulation with respect to the considered shifts in the ﬂow
regime. The expected values are calculated as the average
annual ratio of the Alberta’s natural water availability. The
blue region represents the conditions in which the system
goes into infeasibility with more than 50% chance as
deﬁned above (Figure 12). We did not calculate the appor-
tionment statistics in such cases, as the system would
require adaptation. The shaded region shows the coping
conditions based on the above deﬁnition where the chance
for infeasibility remains below 50%. Figure 13 clearly dem-
onstrates that on average, Alberta can provide more than
50% of its natural supply to Saskatchewan if the system
stays in the coping conditions in southern Alberta. Depend-
ing on the scenario/realization, the expected ratio of appor-
tionment (Figure 11c) would be between 53% and 74% of
the annual supply during the course of simulation. Our
results also show that the variability in the annual apportion-
ment rate increases by positive shifts in annual volume. The
annual variability in apportionment rate, however, was
found rather independent of the timing of the annual peak.
6. Summary and Further Remarks
[41] Due to the current limitations in climate and hydro-
logical models, more generic methods are required to
address the possible critical conditions in water resources
systems due to a range of potential changes in the ﬂow re-
gime. Such vulnerability analysis can go beyond the predic-
tions of climate and hydrological models and can provide a
basis for risk assessment onto which the results of current
climate and/or hydrological models can be also mapped
and compared. Such capabilities can potentially facilitate
the communication of the modeling outcomes with public
and stakeholders. This paper focused on developing such a
framework. We introduced a couple of simple conceptuali-
zations using the idea of quantile mapping to represent and
perturb the key characteristics of the annual ﬂow hydro-
graph, namely, the time of peak and the ﬂow volume.
These representations were further combined through a sto-
chastic sampling scheme based on the copula methodology
that generates subannual ﬂow values at the local scale with
regard to the temporal dependence structure within the
observed annual streamﬂow hydrographs. The proposed
single-site reconstruction scheme was veriﬁed using six ref-
erence streamﬂows in southern Alberta, Canada. A simple
linear regression framework was implemented to maintain
the spatial dependence and to transfer the ﬂow from the ref-
erence inﬂows to the other major inﬂows in the system.
The reconstructed ﬂow series were further linked to the
WRMM simulation model to map some general aspects of
the system response as the function of changes in the
expected annual volume and the peak timing. We have
realized that the chance of system infeasibility increases
with the decrease in the ﬂow volume especially when it is
mixed with the earlier timing of the annual peak. The sys-
tem can likely maintain the interprovincial apportionment
commitment if it stays within the coping conditions in
Alberta.
[42] Although the proposed single-site reconstruction
algorithm was able to represent the general aspects of
unseen hydrographs with an acceptable degree of accuracy,
several improvements can be made, particularly in concep-
tualizing the mechanisms of hydrograph change. It should
be noted that we have used two very simple conceptualiza-
tions for representing the shifts in the timing and the volume
of the annual ﬂow. We do not advise that the changes in
ﬂow quantiles can be fully mapped by a uniform shift in a
normal distribution with no change in empirical ﬂow range
at each subannual time step. We also do not claim that a lin-
ear shift can wholly represent the mechanism of shift in the
time of peak as a triangular distribution function may not
appropriately describe the shift in conditions in which the
annual hydrograph has two separate peaks corresponding to
the spring snowmelt and summer rainfall, respectively. In
addition, despite several beneﬁts of central value theory,
there is always a fear of missing the most extreme events.
As Figure 2b clearly shows, the sampled ﬂow distributions
based on 74 years of reconstructions missed the most
extreme ﬂood event during the historical record. Attempts
are, therefore, required to enhance the sampling ﬂexibility
and to improve the marginal quantiﬁcations using paramet-
ric distributions. This would be necessary for extrapolating
beyond the historical ﬂow range at each subannual time
Figure 13. The expected mean for Saskatchewan appor-
tionment under current policies as the ratio of Alberta’s nat-
ural supply. The blue regions show the conditions in which
the system has more than 50% chance to become infeasible
during the simulation. The apportionment ratios are repre-
sented using the color scheme shown on the sidebars.
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step. More experimentation with copula models is required
to improve the representation of the temporal dependencies
through the stochastic reconstruction. This can be important
as we realized that the best copula structure for describing
the successive weekly dependence may change depending
on the time of the year.
[43] Preserving the spatial dependence structure among
the streamﬂows series in a river network is crucial, espe-
cially if the regional assessment of water resources systems
is concerned. In this paper, we tried to maintain this using
linear regression due to its simplicity and the existence of
strong linear correlation matrices between the streamﬂows
in the Oldman and the Red Deer basins; nonetheless, more
general spatial-temporal representations should be devel-
oped to incorporate both temporal and spatial dependence
structures in a fully stochastic framework. Moreover, the
current reconstruction algorithm does not account for inter-
annual dependency within the local streamﬂows. This is a
reasonable assumption for the considered ﬂows in southern
Alberta. However, interannual dependency can cause con-
siderable variability in the streamﬂow series and should be
handled through reconstruction, if signiﬁcant. We note that
the identiﬁcation of critical conditions, solely based on the
probability of infeasibility, may provide a crude and rather
subjective picture of the potential system vulnerabilities.
Water managers’ attitude toward risk, practical requirements,
and more objective (deﬁcit-based) performance measures
can be used to create more informative vulnerability maps
with respect to the potential alterations in the regional ﬂow
regime. The suggested reconstruction scheme is quite ﬂexi-
ble and can be considered as a theoretical extension of the
simple annual resampling and/or conventional delta-method.
However, from the outlook of water resources systems, it is
necessary to investigate the extent to which the vulnerability
maps are sensitive to the approach taken for the streamﬂow
generation.
[44] As the ﬁnal remark, we should clarify that the pro-
posed approach is not advised as a replacement for the use
of climate and hydrological models. Quantiﬁcation of the
shifts in ﬂow regime due to climate change and other poten-
tial forcings is extremely complicated, and no single method
is likely to sufﬁce. In fact, we encourage more effort in fus-
ing the stochastic and model-based vulnerability assessment
approaches in a uniﬁed framework, for an improved model
comparison, scenario generation, and uncertainty assess-
ment. However, the results of this analysis suggest that ad-
aptation strategies will become a necessity in southern
Alberta in the near future. This is due to the clear decline in
snow accumulation and earlier snowmelt in the Rocky
Mountains and the increased water demand, both at the
upstream and the downstream of the Alberta-Saskatchewan
border as the result of the increasing population and the eco-
nomic growth in Canadian prairies.
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