Abstract: Petrochemical plants are complex and highly interconnected, as a result control and optimization of the process is a challenge. Prior to control, it is important and necessary to find out the process deviation from the requisite normal operating region at an early phase to avoid the huge revenue loss. The amazing development in the soft sensor technology and information technology has been very significant in improving the online process display. They have facilitated the industries to collect and store voluminous data more frequently at all stages of the process. These available data libraries can be used to extract information and gain process knowledge. In the recent years, online process monitoring using fault monitoring and diagnostics (FMD) package has become an important component in the petrochemical plants in order to ensure safe and efficient plant operation.
INTRODUCTION
Globally, petrochemical industries are growing at a faster rate and they have become a vital component of any country's economy. Also, the demand for products based on the petrochemical industries is escalating year after year in a wide spectrum of applications. As a whole, safe, normal and profitable operation of petrochemical plants is very important to meet the global demands (Nimmo, 1995) . However, complex and highly interconnected nature of petrochemical plants makes it a challenge to understand the processes and control and optimize the production. Usually, the process deviations are noticed after few hours from the laboratory tests related to the product quality. And then the control strategies are applied to bring the process to normal. But, the loss due to off specification products is immense and eventually affects the plant revenue. According to Venkatasubramanian et al., (2003a) , the estimated annual loss in the petrochemical industry is approximately $20 billion due to poor management in abnormal detections events. Chen, et al., (2004) also highlighted that if the abnormal process behavior is detected and diagnosed at an early phase, the US-based petrochemical industry could save up to $ 10 billion annually.
This projects that process monitoring and detection of process deviation followed by root cause analysis is crucial to minimize the loss. In other words, it is known as fault monitoring and diagnostics (FMD) . FMD has received lot of attention both from industry and academia. The key motivation for the introduction of FMD tools in the industries is the amazing development in the sensor technology and information technology. This development has significantly improved the measurement of different process variables, information flow of measured data and facilitated the online process display and control actions (Stout and Williams, 1995) . This whole setup of data acquisition, process display and control actions is known as distributed control system. As an operator, one can sit in a control room and control the processes from raw material to the finished product. In spite of this facility, there are cases where the process deviations are unnoticed and led to increase in the plant downtime. This can be attributed to large number of process variables and multivariable interactions which are beyond the capability of human operators. This summarises to the point that there is an immediate need of intelligent FMD tools in the In this work, we will present a case study on online monitoring of polymer reactor in a petrochemical plant using data driven FMD model based on principal component analysis (PCA). Also, we will highlight some of the practical challenges in developing accurate and customized FMD models for the petrochemical plants
DIFFERENT METHODS FOR FMD
FMD based methods can be broadly classified into two groups: Process model based and process history based (Kadlec et al., 2009 , Venkatasubramanian et al., 2003b . The former method includes model construction based on fundamental understanding of the process using first principles knowledge such as heat, mass, momentum balance and reaction kinetics etc. While the later method includes construction of data driven models using large amount of historical process data. Presently, FMD products from different process automation giants prefer data driven models to first principle models (e.g., component balance, energy balance etc.). The main reason is that data driven models are easy to construct.
Qualitative feature extraction is mostly developed in the form of expert systems or trend modeling procedures (Venkatasubramanian et al., 2003c) . In expert systems a set of if-else rules are regarded for analysis (Kumamoto et al., 1984 , Niida et al., 1986 . While in trend modeling procedures the trends in the data samples are captured at different timescales using slope (Cheung & Stephanopoulos, 1990) , finite difference (Janusz & Venkatasubramanian, 1991) . This kind of analysis ease in understand the process better and hence diagnosis.
Quantitative procedures are inclined towards the classification of data samples into different classes (Venkatasubramanian et al., 2003a 
PRINCIPAL COMPONENT ANALYSIS
The steps involved in the formulation of the PCA model for FMD operations are as follows:
Consider a dataset organized in the form of a matrix X, with R rows (samples) and C columns (process variables). This matrix is initially pre-processed and normalized to give X 0 . Normalization will bring all the variables down to a mean value of zero and unit variance. This is essential because the variables of the dataset might be of different scales (Bro and Smilde, 2003) . X 0 will then be decomposed to provide scores (latent variables) and loadings using singular value decomposition (SVD) or eigen value decomposition (EVD).
Step 1: The sample covariance matrix is given by
Step 2: Covariance matrix S is then subjected to eigen value decomposition.
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where diagonal matrix Ω containing the non-negative eigenvalues arranged in decreasing order (λ 1 > λ 2 > λ 3 ….> λ C ) Matrix V contains the eigen vectors corresponding to the eigen values in Ω.
Step 3: Formulation of loadings and scores
The loadings P are the eigen vectors in the matrix V corresponding to the eigen values. The eigenvectors with the petrochemical industries which can use online process data libraries to extract the information and help in timely detection and diagnosis of the faults. Typical data flow from the field instruments to the FMD tools in an industry is shown in Fig. 1 . Field instruments are the devices which measure the process variables.
PCA is a multivariate dimensional reduction technique that has been applied in the field of process monitoring for the past two decades (Jolliffe, 1986) . The philosophy of PCA is to find the number of possibly correlated variables in a dataset and transform the dataset into a smaller number of uncorrelated pseudo or latent variables. The uncorrelated (orthogonal) variables obtained are called the principal components or latent variables and they represent the axes obtained by rotation of the original co-ordinate system along the direction of maximum variance. The main assumptions in this method are that the data follows a Gaussian distribution and that all the samples are independent of each other.
Data driven modeling involves the transformation of large amounts of historical into a particular form which will enable proper detection and diagnosis of abnormalities (Kourti and MacGregor, 1996) . This transformation is called feature extraction, which can be performed qualitatively or quantitatively.
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largest eigen values correspond to the dimensions that have the strongest correlation in the data set. The PCA scores T may be defined as transformed variables obtained as a linear combination of the original variables based on the maximum amount of variance captured. They are the observed values of the Principal Components for each of the R original sample vectors.
Step 4: Monitoring and Detection
It is essential to choose the number of PCs required to capture the dominant information about the process (i.e. the signal space). The selection of A principal components could be done through the Cumulative Percentage Variance (CPV) technique (Jackson, 1991) .
The CPV is given by,
When the CPV is found to be greater than a value (usually fixed at 80% or 85%), then A is fixed as the required number of components. This is then followed by the use of the T 2 and Q statistic for monitoring purposes.
The calculation of the T 2 statistic for the historical dataset is given by
Monitoring of this statistic for any new M dimensional sample X is done by first normalizing it to give X 0 using previously estimated mean and standard deviation. The new score vector t for the sample is given by,
Thus, the T 2 statistic value of any new sample can be calculated.
The limit for this statistic for monitoring purposes can be obtained using the F-distribution as follows.
The above mentioned equation expresses the fact that the limit is the value of the F-distribution with A and R-A degrees of freedom at α level of significance (the level of alpha is mostly 95, 99 or 99.9 %). Any deviation from normality is indicated when t 2 > T α
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The shortcoming of the T 2 statistic is that it will be able to detect only if the variation in the latent variables is greater than the variation explained by common causes. This led to the development of the Q-statistic which is the sum of the squares of the residuals of the model and is a measure of the variance not captured by the model (Jackson and Mudholkar, 1979) . Abnormalities which affect the correlation between the variables can be detected using the Q statistic when q > Q α 0 (1 )
Where r is the residual vector and, T q r r (2.11)
The upper limit for the Q-statistic is given by,
Let us assume r j is the residual for the j th sample
The residual value of given sample is sum of the deviation of all the process variables ...
where, T A represents the scores calculated for the first A PCs and Ω A represent the diagonal matrix containing the first A eigenvalues. The T 2 statistic is a representation of the correlation within the dataset over several dimensions. It is the measurement of the statistical distance of the score values from the centre of the A-dimensional PC space (Hotelling, 1931, Mason and Young, 2002) .
where, P A represents the first A columns of the loadings matrix Another use of the residual vector r is in the generation of error contribution plots which can be used as effective diagnostic tools. The error contribution of all process variables can be plotted for samples and can be used to find the root cause for the process deviation.
INDUSTRIAL CASE STUDY Fig 2. Typical polymer unit

RESULTS AND DISCUSSION
Model building and its validation
For simplicity, let the datasets corresponding to normal operating region and abnormal operating region are represented by D1 and D2 respectively. Dataset D1 is preprocessed and outliers are removed before the model construction. Then dataset D1 is normalized and subjected to eigen value decomposition using Equations 2.1 and 2.2 In the present work, a case study highlighting the application of FMD tool in the polymer unit in a petrochemical plant is considered. Because of confidentiality issue, the details about the company, process variables and exact process configuration are not included. However, brief discussion about the polymerization process is given in the following paragraph.
The major steps in the processing are:
• Catalyst preparation
• Monomer reaction with possible addition of comonomers
• Separation and recycle of unreacted monomer and solvent
• Pelletizing in the extrusion section
• Packing of the finished product
In this case study, the section considered to monitor the process using FMD tool is highlighted with the dotted line as shown in Fig. 2 . Then, after the consultation with the process engineers, important process variables (32) in this section were selected to monitor the process. Generally, variety of grades of polymer products can be produced by maintaining different temperature, pressure, monomer concentration, catalyst ratios etc. But in the present study, FMD model based on PCA is developed and used to monitor the process only for a particular product grade and catalyst ratio.
divided into normal operating region and abnormal operating region based on the values of the parameters explaining the product quality. For example, in a polymer plant, melt index is used to verify the quality of the polymer grade. The database of process variables representing the normal operating region is used to build and cross validate the FMD model. The model helps to represent the normal operating region in a closed boundary region. Then the built model is used to monitor the process by projecting the online process data.
Then error contribution of the i th process variable (EC ij ) is given by Fig. 2 shows the process flow in a typical polymer unit. The raw materials include monomers (ethylene, propylene etc.), solvents (hexane, iso-butane), hydrogen and some additives. The major reaction in the reactor is the polymerization reaction and the catalyst used is the Ziegler-Natta catalyst, which are typically based on titanium compounds and organometallic aluminium compounds. Fig. 5 and Fig. 6 shows the closed boundaries representing normal operating region using scores plot between first two principal components, T 2 chart and SPE chart respectively. The constructed model is cross validated with the dataset D1 and it is seen from Fig. 4, Fig. 5 and Fig. 6 that all the samples lie within the closed boundary. Similarly, the constructed model is also validated with other datasets of normal operation and it is found that, all the samples satisfy the boundary conditions (Results not shown here).
Further, the predictive capability of the FMD model is tested using dataset D2 which corresponds to the poor product quality. Then the dataset D2 is projected on the FMD model and it is observed from Fig. 7, Fig. 8 and Fig. 9 that all samples lies outside the closed boundaries of scores plot, T 2 chart and SPE chart. This way the FMD model is thoroughly validated and is confirmed to use it for online process monitoring for the corresponding grade of the product quality.
Until now, the discussion was focused on the fault detection by the FMD model and next comes the fault diagnosis which implies the root cause analysis of the process deviation.
In spite of these advantages, there are some difficulties in the successful implementation of FMD products. From our experience, the key practical challenges in developing accurate and customized FMD models for the petrochemical plants are:
1. Selection of process variables for model construction.
2. Reliability of statistical techniques for highly nonlinear processes
3. An automatic FMD model for all grades of the polymer product. From Fig. 8 and Fig. 9 , it is observed that the process deviation is significant between the observation numbers 500 and 1200. During the same period, the error contribution of the process variables (evaluated using Equations 2.15-2.17) were monitored and matched with the pattern of SPE chart. From the pattern matching, the root cause process variables were found to be the flow rate of hydrogen and catalyst to the reactors (Fig. 10) . In Fig. 10 , y-axis represents the error contribution values in percentage. These results about root cause process variables were further verified with the process engineers. The results were in agreement with the log book details maintained by process engineers. Thus, the proposed FMD model is effective and efficient in fault detection and diagnosis.
Kumamoto, H., Ikenchi, K., Inoue, K., Henley, E. J. This work has focused on the real time application of statistical techniques based FMD tool for online monitoring in a petrochemical plant. In this regard, we presented a case study on the successful implementation of FMD model for online monitoring of a polymer reactor. The proposed FMD model has been thoroughly validated with different datasets corresponding to normal and abnormal operating regions. Also, the diagnostic results related to root cause process variables for the process deviations were in agreement with the observations made by the process engineers.
Overall, FMD tools can be very reliable and useful in the petrochemical industry for minimizing plant downtime due to unnoticed faults by the plant operators and for maximizing the plant profits.
