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Resumo Nas últimas décadas, a tecnologia e as telecomunicações têm sofrido uma
evolução exponencial. Atualmente, cada vez mais as comunicações entre
veículos assumem um papel importante no quotidiano de cada um de nós,
quer seja pela necessidade de obter informações antecipadas acerca do per-
curso rodoviário que fazemos diariamente, ou até mesmo a distribuição de
conteúdos urgentes e não urgentes. Deste modo, as redes veiculares sur-
gem com algumas particularidades, tais como o tempo reduzido de contacto
que leva à perda de ligações e conectividade, devido à mobilidade constante
dos nós na rede, a sua dispersão geográfica e a densidade variável. Estas
singularidades criam algumas fragilidades na rede e proporcionaram o apare-
cimento de um novo conceito denominado redes tolerantes a atrasos (Delay
Tolerant Network (DTN)). Desta forma, o encaminhamento da informação
é feita através de um mecanismo de Store-Carry-and-Forward (SCF), que
resolve os desafios descritos anteriormente, permitindo que a informação che-
gue a todos os nós em situações onde não existe um caminho estabelecido
extremo-a-extremo.
O objetivo deste trabalho é o envio eficiente de mensagens de emergência
entre veículos para informar sobre acidentes ou outros eventos, para que estas
cheguem a todos os veículos (que se encontram numa área delimitada) no
menor tempo possível e causando o menor overhead.
De forma a tirar partido da localização, da direção, da velocidade ou do nú-
mero de vizinhos que cada veículo tem num dado instante temporal, foram
testadas e implementadas sete estratégias para disseminação de mensagens
de emergência: Position-based Adaptative Broadcast (PAB), Position-based
Adaptative Broadcast towards furthest neighbor Before Accident (PABBA),
Speed-based Adaptative Broadcast to fastest Oncoming Neighbor Acci-
dent (SABONA), Most Active Connections based Adaptative Broadcast be-
fore Accident (MACABA), Position-based Adaptative Broadcast All Around
(PAB2A), Speed-based Adaptative Broadcast All Around (SABAA) e Most
Active Connections based Adaptative Broadcast All Around (MACAB2A).
As estratégias PABBA, SABONA, MACABA têm como objetivo disseminar
as mensagens de emergência apenas para trás do acidente, enquanto que as
estratégias PAB, PAB2A, SABAA e MACAB2A têm como objetivo dissemi-
nar as mensagens de emergência nas várias direções. No caso das estratégias
PAB, PABBA, SABONA, MACABA é escolhido um nó para retransmitir as
mensagens a cada salto da mensagem; nas estratégias restantes é escolhido
mais do que um nó para retransmitir as mensagens, sendo escolhido um nó
para retransmitir a mensagem para cada uma das direções, sendo escolhidos
no máximo 6 nós retransmissores por salto. Inicialmente, a mobilidade dos
veículos com a ocorrência de um acidente foi gerada no SUMO. Posterior-
mente, foi estabelecida a conetividade entre os veículos e feita a compatibi-
lidade entre o simulador de mobilidade (SUMO) e o emulador de Vehicular
Ad hoc NETworks (VANETs) (mobile Opportunistic Vehicular Emulator for
Real Scenarios (mOVERS)), no qual foram implementas as estratégias e
avaliado a eficiência destas, por forma a escolher a melhor estratégia, tendo
em conta, a taxa de entrega e o overhead causado.
Conclui-se que a melhor estratégia é a SABAA, uma vez que permite ter
taxas de entrega melhores na maioria dos cenários testados e um baixo
overhead na rede..

Abstract In the last decades, the technology and telecommunications have suffered an
exponential evolution. Nowadays, communications between vehicles have an
important role in our daily life. Whether it is the need to know information
in advance the vehicles route, or even the distribution of urgent or non-
urgent content. In this way, vehicular networks have special characteristics,
such as the reduced contact time that leads with loss of connections and
connectivity, due to the node mobility in the network, geographic dispersion
and variable density. Those singularities create a fragility in the network
and have led to the emergence of a new concept called DTN. Thus, the
forwarding of the information is done by a mechanism called SCF, which
addresses the challenges described before, allowing information to reach all
nodes in situations where there is no established end-to-end path.
The objective of this work is the efficient transmission of emergency messages
between vehicles to inform about accidents or other events, such that they
can reach all vehicles (in a delimited area) in the shortest possible time and
with reduced overhead.
In order to take advantage of the location, direction, speed or number of
neighbors that each vehicle has in a given time instant, seven strategies
were tested and implemented: PAB, PABBA, SABONA, MACABA, PAB2A,
SABAA and MACAB2A. The strategies PABBA, SABONA, MACABA aim
to disseminate the emergency messages only behind the accident, whereas
the strategies PAB, PAB2A, SABAA and MACAB2A aim to disseminate
the emergency messages in the various directions. In the case of the stra-
tegies PAB, PABBA, SABONA, MACABA, a node is chosen to retransmit
the message with each hop of the message; in the remaining strategies, it
is chosen more than one node to retransmit the message, being chosen a
node to retransmit the message to each of the directions, being chosen at
maximum 6 nodes retransmitters per hop. A test platform was used, con-
sisting of 3 tools. Initially, the mobility of vehicles with the occurrence of
an accident was generated in SUMO. Afterwards, the connectivity between
the vehicles was established and the compatibility between the mobility si-
mulator (SUMO) and the emulator of VANETs (mOVERS) was established.
The strategies were implemented in the emulator and their efficiency were
evaluated, in order to choose the best strategy, given the delivery rate and
overhead.
It is concluded that the best strategy is SABAA, since it achieves better
delivery rates in most of the tested scenarios with lower overhead in the
network.
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Capítulo 1
Introdução
As Vehicular Ad hoc NETworks (VANETs) oferecem uma variedade de serviços, entre os
quais o serviço de disseminação de mensagens de emergência. As estratégias eficientes para a
disseminação de mensagens em situações de emergência têm requisitos especiais. Esta Secção
discute o contexto e a motivação para construir essas estratégias e mostra como, no âmbito
desta dissertação, foram elaboradas algumas propostas para a Disseminação de Mensagens de
Emergência (DME) em VANETs.
1.1 Contexto e Motivação
As VANETs apresentam características especiais como a mudança muito rápida da topo-
logia da rede e ligações intermitentes, devido ao tempo de contacto entre os nós ser bastante
reduzido. Para lidar com esses desafios é necessário criar mecanismos que sejam capazes de
tolerar as ligações intermitentes, bem como os atrasos longos. Uma arquitetura que é capaz
de transmitir informação confiável, tendo em conta os atrasos e as conexões intermitentes
designa-se DTN. As redes tolerantes a atrasos (DTNs) foram, inicialmente, desenvolvidas
para permitir comunicações a longas distâncias (entre satélites, por exemplo) e com atrasos
longos. Tais características tornam as DTNs uma boa alternativa para lidar com os requisitos
das VANETs e, por isso, quando é aplicada às mesmas, designa-se Vehicular Delay-Tolerant
Network (VDTN).
A entrega de mensagens de emergência requer um atendimento rápido e, por isso, é neces-
sário o desenvolvimento de mecanismos que consigam suportar tais requisitos, uma vez que
esses mecanismos não são encontrados em VANETs. A distribuição destas mensagens permite
agir em situações de emergência como notificação de acidentes, congestionamento do trânsito,
ambulâncias, ultrapassagens, estado da via, entre outros (Figura 1.1).
Assim, o propósito desta dissertação é a disseminação de mensagens de emergência numa
VANET, usando uma plataforma DTN. No entanto, é importante ter em conta a mobilidade
de disconexão frequente dos nós na rede, mas também efetuar o máximo de envios com sucesso
com o menor overhead de pacotes na rede.
Para tal, foram implementadas várias estratégias tendo em conta a utilização de comu-
nicações Veículo a Veículo, criação de processos de seleção de nós (veículos) que permitam
reduzir a quantidade de pacotes repetidos na rede e tirar partido da localização geográfica de
cada nó, direção e velocidade de deslocamento, e número de ligações ativas, delimitando uma
área, Zone of Relevance (ZoR), onde a mensagem vai ser disseminada.
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Figura 1.1: Aplicações com cenários de emergência [1].
1.2 Objetivos e Contribuições
Apesar da intermitência das ligações da rede, a mensagem pode chegar a todos os veículos,
pois o mecanismo utilizado (DTN) possui um mecanismo que permite guardar a mesma até
encontrar uma ligação confiável através da qual a informação pode ser encaminhada. No
entanto, se não existir uma ou mais estratégias definidas para o encaminhamento da informação
urgente, a informação não chegará aos veículos pretendidos ou poderá circular uma elevada
quantidade de mensagens repetidas na rede desnecessariamente.
De forma a ser possível concretizar esta proposta, as seguintes etapas foram desenvolvidas:
• Estudo dos mecanismos existentes para a disseminação de mensagens de emergência e
como adaptar a arquitetura da rede a estes mecanismos.
• Geração da mobilidade dos veículos num cenário urbano, simulando a ocorrência de um
evento de emergência.
• Estabelecimento da conetividade entre os veículos através de informação de mobilidade
dos mesmos.
• Desenvolvimento de mecanismos que disseminem a informação tirando partido da loca-
lização geográfica dos veículos, da direção em que se deslocam, da velocidade de deslo-
camento e do número de vizinhos de cada nó (estratégias de disseminação de mensagens
de emergência).
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• Redução da quantidade de pacotes redundantes na rede, recorrendo a uma seleção es-
tratégica de veículos que têm como função enviar as mensagens.
• Testes e avaliação do desempenho dos mecanismos desenvolvidos para a disseminação
da informação usando comunicação veículo a veículo.
As contribuições desta dissertação são as seguintes:
• Utilização das comunicações V2V na rede, de forma a disseminar as mensagens por todos
os veículos contidos numa dada área.
• Desenvolvimento de mecanismos de disseminação de conteúdos urgentes que permitem
melhorar o encaminhamento da informação numa situação concreta de emergência, a
ocorrência de um acidente.
• Implementação de uma ferramenta inovadora: o Connectivity Aggregation Tool (CAT).
Esta ferramenta estabelece a conetividade entre veículos através de modelos de coneti-
vidade e faz a compatibilidade entre um simulador de mobilidade (Simulation of Urban
MObility (SUMO)) e um emulador/simulador de VANETs.
O resultado dos mecanismos desenvolvidos encontra-se em fase de escrita e submissão a
uma conferência internacional.
1.3 Organização da Dissertação
Esta dissertação está estruturada em sete capítulos. De seguida é feita uma descrição geral
de cada um destes capítulos.
• Capítulo 1 - Introdução - este capítulo descreve o contexto e a motivação desta disser-
tação, bem como os objetivos, contribuições e a estrutura da mesma.
• Capítulo 2 - Conceitos Fundamentais - este capítulo oferece ao leitor uma análise de visão
geral e descrição dos conceitos fundamentais relacionados com a dissertação: VANET e
DTN.
• Capítulo 3 - Trabalhos Relacionados - este capítulo fornece uma investigação sobre os
diferentes métodos de disseminar mensagens de emergência de forma a reduzir a sobre-
carga da rede, redundância da mensagem e colisão de pacotes.
• Capítulo 4 - Estratégias para a Disseminação de Mensagens de Emergência - este capítulo
descreve o problema e as soluções propostas.
• Capítulo 5 - Implementação e Integração - este capítulo apresenta a plataforma de testes,
formada por três ferramentas, as quais são descritas. É explicado o funcionamento da
ferramenta CAT, assim como a implementação e integração das estratégias propostas
na plataforma mOVERS.
• Capítulo 6 - Testes e Resultados - este capítulo contém uma breve descrição do software
utilizado nos testes, bem como a descrição dos cenários utilizados. Neste capítulo são
apresentados e discutidos os resultados obtidos para as estratégias implementadas.
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• Capítulo 7 - Conclusões e Trabalho Futuro - este capítulo contém as conclusões relativas
às soluções desenvolvidas e implementadas no mOVERS, e ainda possíveis melhorias
como trabalho futuro que complementariam esta dissertação.
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Capítulo 2
Conceitos Fundamentais
2.1 Introdução
Este trabalho tem como objetivo a disseminação de mensagens de emergência numa rede
veicular (VANET), sendo que estas mensagens devem ser entregues à maior quantidade de
veículos no menor tempo possível, e não sobrecarregando a rede. São utilizadas redes tolerantes
a atrasos (Delay Tolerant Networks (DTNs)) de forma a combater o problema da conetividade
intermitente e, deste modo, garantir que a mensagem de emergência é entregue assim que
existir uma ligação disponível e confiável. Este capítulo apresenta uma visão geral dessas áreas
(VANETs e DTNs) e está organizado como descrito a seguir. Na Secção 2.2 são apresentados
os conceitos base sobre VANETs, bem como a sua arquitetura, tecnologias e padrões, desafios
e aplicações; na Secção 2.3 é introduzido o conceito de DTN, dando-se a conhecer as suas
características, arquitetura e desafios; na Secção 2.4 é apresentada a rede existente no Porto,
assim como os desafios existentes na disseminação eficiente de mensagens de emergência neste
tipo de rede, e finalmente, na Secção 2.5 é apresentado o resumo do capítulo.
2.2 Vehicular Ad hoc Networks
A evolução nos últimos anos das tecnologias de redes sem fios e da indústria automóvel
contribuiu para o surgimento de redes veiculares, também conhecidas como VANETs. Estas
redes são formadas por veículos (em movimento ou não) equipados com interfaces wireless,
que permitem a comunicação entre eles e o acesso a outras redes.
Conforme ilustrado na Figura 2.1, numa VANET, para existir comunicação entre veículos,
os nós têm de estar equipados com uma On Board Unit (OBU) e a infraestrutura com uma
Road Side Unit (RSU). As OBUs permitem a divulgação de informações pelos nós móveis.
Por outro lado, as RSUs são nós estáticos implantados ao longo da estrada e / ou locais
estratégicos ao longo das cidades (por exemplo, semáforos, cruzamentos, prédios altos). A
comunicação ocorre através de interfaces wireless, sendo definidos dois tipos de comunicação:
(i) comunicação entre veículos (Vehicle to Vehicle (V2V)) e (ii) comunicação entre veículos e
infraestrutura (Vehicle to Infrastructure (V2I)).
Uma rede veicular pode ser formada por uma heterogeneidade de veículos como carros
particulares, serviços públicos (carros de polícia e ambulâncias) ou de transportes públicos
(autocarros e táxis). As infraestruturas fixas (RSUs) podem ser propriedade dos fornecedores
do governo ou de serviços privados.
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2.2.1 Arquitetura
As redes veiculares podem ser estabelecidas em três cenários: urbano, rural e rodoviário.
Para instituir uma VANET são necessários pelo menos dois veículos com alcance um do outro,
capazes de estabelecer uma comunicação entre eles. Além disso, uma rede veicular pode ter
uma infraestrutura fixa associada a ela, usada para os veículos terem acesso a serviços baseados
na Internet.
2.2.1.1 Componentes da Rede
A arquitetura de uma VANET baseia-se em dois componentes principais: OBU (On Board
Unit) e RSU (Road Side Unit), já referidos anteriormente.
As OBUs são os elementos centrais de uma VANET. Estes dispositivos estão equipa-
dos com diferentes interfaces de comunicação, nomeadamente Wireless Access in Vehicular
Environments (WAVE) (IEEE 802.11p), Wireless Fidelity (Wi-Fi) (IEEE 802.11a/b/g) e tec-
nologia celular, e devem estar instalados em cada veículo. Além disso, estes dispositivos estão
equipados com uma Unidade Central de Processamento (Central Processing Unit (CPU)), re-
cursos de memória e armazenamento, e uma interface de utilizador. As OBUs são responsáveis
pela comunicação sem fios através de antenas, segurança de dados, encaminhamento de dados,
controlo de congestionamento da rede, segurança IP e transferência confiável de mensagens.
As RSUs são geralmente implantadas ao longo da estrada ou em locais estratégicos, como
estacionamentos ou semáforos. Tal como as OBUs, as RSUs estão equipadas com uma ou
mais interfaces de comunicação para permitir a comunicação com outros veículos (usando a
tecnologia sem fios, como IEEE 802.11p ou IEEE 802.11a/b/g) ou com outras infraestruturas
da rede (usando tecnologia com fios, como Ethernet ou fibra ótica). As principais funções
desempenhadas pelas RSUs são (i) enviar informações de ou para outras RSUs / OBUs; (ii)
fornecer acesso à Internet a OBUs e (iii) executar aplicações de segurança agindo como uma
fonte de informação.
2.2.1.2 Tipos de Comunicação
Numa VANET podem existir vários tipos de comunicação. Estes são descritos a seguir:
• Comunicação entre Veículos (V2V): existe comunicação apenas entre veículos e não
existe comunicação com a infraestrutura. Neste tipo de comunicação, os nós disseminam
a informação em multi-hop (através de veículos que estão pelo meio) até a informação
chegar ao destino (Figura 2.1 (a)). Isto acontece quando o veículo, ao qual se pretende
que a mensagem chegue, não está ao alcance do veículo que começa a disseminar a
mensagem. Este tipo de comunicação pode ser usado em aplicações relacionadas com
segurança ou com a disseminação de dados.
• Comunicação entre Veículos e Infraestrutura (V2I): a comunicação é feita entre
OBUs e RSUs, ou seja, os veículos comunicam com a infraestrutura (Figura 2.1 (b)).
Este tipo de comunicação permite alcançar outras redes e pode ser usada para aplicações
de recolha de informação como também em aplicações relacionadas com a segurança ou
com a disseminação de dados.
• Arquitetura Híbrida: também denominada de comunicação V2X, pois são utilizados
os dois tipos de comunicação (V2V e V2I) (Figura 2.1 (a) e (b)). Nesta situação, cada
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veículo pode comunicar com a infraestrutura diretamente (um salto) ou através de vários
saltos, comunicando primeiro com outros veículos e depois então com a infraestrutura.
Esta arquitetura permite ligações à Internet a longas distâncias.
• Comunicação entre Infraestruturas (Infrastructure to Infrastructure (I2I)):
neste tipo de comunicação, a comunicação é feita entre as infraestruturas (Figura 2.1
(d)), as RSUs. Este tipo de comunicação pode ser usado em aplicações de gestão de
tráfego, entre outras.
I2I
(a)
(b)
(c)
(d)
Figura 2.1: Arquitetura de uma VANET [2].
O trabalho nesta Dissertação engloba os vários tipos de comunicações, é portanto utilizada
uma arquitetura híbrida. É usada a comunicação entre veículos (V2V) para a transmissão de
mensagens de emergência, com o intuito de avisar a maior quantidade de condutores possível
para ajudá-los a tomarem decisões como: prosseguir com mais cautela, menor velocidade ou
até mesmo alterar a rota. É usada também a comunicação entre veículos e a infraestrutura
(V2I) para transmitir a mensagem de emergência às RSUs e estas, através da infraestrutura
fixa, avisarem acerca do evento de emergência os bombeiros, polícia e outros veículos noutras
zonas.
2.2.2 Dedicated Short Range Communications and IEEE 802.11p
Nesta secção é explicado o motivo de ser utilizada, neste trabalho, a tecnologia Dedicated
Short Range Communications (DSRC), em específico o protocolo WAVE, em opção à rede
celular.
A tecnologia DSRC tem algumas vantagens relativamente à rede celular, tais como a cober-
tura, custo e a latência. A rede celular não tem cobertura em todo o território, especialmente
nas zonas rurais e isoladas, onde as VANETs podem ser facilmente usadas para serviços de
emergência e segurança. Quanto ao custo, os planos de dados da rede celular permanecem
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caros, enquanto que a comunicação DSRC é gratuita e deve ser integrada pelos fabricantes
dos veículos, permitindo as comunicações entre eles em qualquer lugar, independentemente
de qualquer operadora de rede celular. Uma outra característica importante em VANETs é a
latência. De acordo com a Tabela 2.1, as redes celulares têm maior latência comparativamente
à rede com tecnologia DSRC. Na Tabela 2.1 também é apresentado o tempo de latência para
a tecnologia Wi-Fi. Embora este seja próximo do tempo de latência do DSRC, a tecnologia
Wi-Fi não é apropriada para a comunicação entre veículos, pois esta tecnologia tem um pro-
cesso complexo e lento de associação e menor raio de cobertura. Todavia, as desvantagens
inerentes ao uso de Wi-Fi e tecnologias celulares em VANETs não tornam o seu uso impossível.
Um veículo pode usar um ponto de acesso Wi-Fi quando se está a mover a uma velocidade
reduzida, ou utilizar a infraestrutura celular quando nenhuma outra tecnologia está disponível.
Tabela 2.1: Comparação das tecnologias DSRC, Wi-Fi e Celular [17].
A European Telecommunications Standards Institute (ETSI) atribuiu uma largura de banda
de 70MHz destinada somente a comunicações V2V e V2I, que corresponde à gama de frequên-
cias: 5.855-5.925 GHz. Como se verifica na Figura 2.2, existem sete canais, cada um com uma
largura de banda de 10MHz, que podem ser divididos em 6 Canais de Serviço (CSs) e 1 Canal
de Controlo (CC). De acordo com a ETSI o espetro de frequências está divido consoante
o tipo de aplicações a que se destina, o que se pode observar na Figura 2.2. Entre 5.855
MHz e 5.875 destina-se a aplicações Intelligent Transportation Systems (ITS) não destinadas
a segurança, entre 5.875 MHz e 5.905 MHz destina-se a aplicações de segurança e eficiência
no tráfego, e entre 5.905MHz e 5.925MHz destina-se a aplicações futuras em ITS. Sempre
que o CC está ativo, todos os nós param de comunicar, enquanto o CC estiver a receber e a
transmitir mensagens de segurança.
Figura 2.2: Canais e Espetro da Largura de Banda do DSRC de acordo com a norma Europeia
IEEE 802.11p [3].
O Institute of Electrical and Electronics Engineers (IEEE) desenvolveu o protocolo WAVE
(IEEE 802.11p), ilustrado na Figura 2.3, com o objetivo de ser usado e implementado em
redes veiculares. De acordo com Jiang and Delgrossi [20], o WAVE consegue lidar com os
desafios que uma Rede Veicular apresenta, nomeadamente a mudança muito rápida da rede,
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dado que os nós estão em constante movimento e cujas ligações têm curta duração, e permite a
troca de mensagens sem recorrer a uma Basic Service Set (BSS) (ao contrário do IEEE 802.11
tradicional). Comparativamente ao IEEE 802.11a, existem algumas diferenças nomeadamente
a mudança da largura de banda dos canais de 20 MHz para 10 MHz, a frequência de 5 GHz
para 5.9 GHz e a máscara de transmissão que também foi melhorada em relação ao IEEE
802.11a, tendo sido criadas quatro máscaras destinadas a quatro classes de operação. Este
protocolo define a técnica de sinalização e função das interfaces, controladas pela camada
Medium Access Control (MAC).
Figura 2.3: Protocolo WAVE [4].
2.2.3 Disseminação de Dados
Várias aplicações que utilizam VANETs requerem a disseminação de dados. Existem alguns
conceitos importantes relativos à disseminação de dados que devem ser esclarecidos. De acordo
com o destino final, as mensagens disseminadas numa VANET podem ser classificadas como:
• Unicast : só existe um remetente e um recetor da informação, isto é, um único nó origem
envia informação para um único nó destino (Figura 2.4(c)).
• Multicast : existe um remetente e vários recetores, isto é, a informação é enviada de
um nó origem para um grupo específico de nós (Figura 2.4(b)).
• Broadcast : a informação é enviada de um nó origem para todos os nós vizinhos ao
mesmo tempo. Ao receberem a informação, os nós reenviam-na para todos os seus
vizinhos, até esta chegar ao seu destino (Figura 2.4(a)).
Na Figura 2.5 podem-se observar muitas retransmissões redundantes (alguns nós receberão
o mesmo pacote várias vezes) e vizinhos que decidem retransmitir quase ao mesmo tempo e,
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Figura 2.4: Classificação da disseminação quanto ao destino [5].
deste modo, causam a contenção de acesso ao meio e colisão de pacotes. Este problema é
denominado de broadcast storm.
Figura 2.5: Problema de broadcast storm [6].
A disseminação de dados pode também ser classificada de acordo com o número de saltos
necessários para que a informação chegue desde a fonte até ao seu destino:
• Um salto (Single-Hop): a informação é encaminhada através de nós diretamente
ligados. Na Figura 2.6(a), o nó A apenas envia informação para os seus vizinhos (nós
que estão ao seu alcance).
• Vários Saltos (Multi-Hop): a informação é encaminhada recorrendo a nós intermé-
dios até chegar ao seu destino. Isto acontece quando o destino não está ao alcance da
fonte (Figura 2.6(b)).
2.2.4 Desafios em VANETs
Devido às suas características especiais, as VANETs apresentam vários desafios que conti-
nuam por resolver no desenvolvimento de uma rede utilizável e confiável [21]. De seguida são
identificados os principais desafios das VANETs, também descritos em [21].
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Figura 2.6: Classificação da disseminação quanto ao número de saltos [7].
• Volatilidade: dado que os veículos estão em constante mobilidade, estes podem se
conectar uns com os outros por períodos de tempo curtos. Por exemplo, no caso em que
dois veículos se estão a dirigir em sentidos opostos, o tempo de conexão vai ser pequeno.
Assim, a conetividade entre veículos pode ser extremamente fugaz.
• Escalabilidade: o tamanho da rede é outro desafio, com cerca de mais de um bilião
de veículos em todo o mundo, o sistema tem de gerir milhões de nós que se conectam
à rede de forma intermitente. Desta forma, a rede tem de estar preparada para gerir
grandes quantidades de informação que deve ser distribuída através das VANETs.
• Limitações de tempo: algumas das mensagens das VANETs, tais como as mensagens
de emergência e de segurança, são sensíveis ao atraso, o que significa que as mensagens
devem ser entregues no prazo; qualquer atraso pode causar resultados prejudiciais. Estes
tipos de mensagens devem ter prioridade superior relativamente a outras mensagens e
requerem processamento rápido e de baixa sobrecarga para serem transmitidas com o
menor atraso possível.
• Mobilidade: como mencionado anteriormente, os veículos nas VANETs estão em cons-
tante mobilidade e a conexão entre nós pode durar apenas alguns segundos. Devido à
natureza das direções e velocidades dos movimentos dos veículos, as ligações podem ser
quebradas e a rede pode ficar fragmentada. Deste modo, a topologia da rede é muito
dinâmica.
• Influência do Ambiente: uma das características das VANETs é a variação de densi-
dade de veículos na rede. Os veículos têm de adaptar o seu comportamento à densidade
do cenário em que se encontram, de forma a não prejudicar o envio e receção de dados.
Nesta dissertação pretende-se solucionar alguns destes desafios, para que a mensagem de
emergência chegue ao destino com o menor atraso possível, e que uma grande percentagem
de veículos receba a mensagem, apesar das dificuldades que a mobilidade e a densidade de
veículos traz.
2.2.5 Aplicações e Serviços
• Aplicações de Eficiência: estas aplicações têm por objetivo melhorar a mobilidade dos
veículos que viajam na via pública. Para isso são utilizados dois tipos de comunicações:
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V2V e V2I. Estas aplicações têm como objetivos a redução de engarrafamentos e o
controlo do trânsito nos cruzamentos e interseções.
• Aplicações de Conforto: estas aplicações têm como objetivo dar certas informações
ao condutor que tornem a sua viagem mais confortável, por exemplo, localização de
postos de abastecimento ou restaurantes, informações turísticas, meteorologia, etc.
• Aplicações de Entretenimento: estas aplicações têm por objetivo fornecer aos con-
dutores e passageiros informações relacionadas com entretenimento, por exemplo acesso
à Internet, visualização de vídeos, partilha de ficheiros, envio de músicas, etc. As comu-
nicações usadas são geralmente V2V e V2I.
• Aplicações de Segurança: o principal objetivo destas aplicações em VANETs é reduzir
ou evitar o número de acidentes com veículos. Para reduzir o atraso a que estas aplicações
estão sujeitas, são usadas comunicações V2V. Este tipo de aplicações envolve situações
de emergência, onde o tempo de reação, geralmente, deve ser muito baixo.
Nesta Dissertação são utilizadas comunicações V2V para avisar os condutores do evento
de emergência, e comunicações V2I para que a mensagem de emergência se possa divulgar
pedindo ajuda a bombeiros, polícia, etc. Várias outras situações podem ser o evento de
emergência, nomeadamente perigo de ultrapassagem, excesso de velocidade na aproximação
de uma curva apertada ou com pouca visibilidade, travagem brusca, entre outros.
2.3 Redes Tolerantes a Atrasos
Segundo Ma et al. [22], uma Rede Tolerante a Atrasos (Delay Tolerant Networks - DTN)
é definida como uma rede preparada para lidar com desconexões e interrupções da rede, sem
uma conexão ponto-a-ponto. Estas redes foram criadas para garantir comunicações a longas
distâncias (por exemplo comunicações espaciais), cuja latência é um desafio enorme (pois
nestes ambientes, a latência pode chegar a horas ou mesmo dias), e requerem protocolos
específicos. Os protocolos Transmission Control Protocol (TCP) / Internet Protocol (IP)
[23], habitualmente usados na Internet, não estão preparados para funcionar em ambientes de
atraso e interrupção devido aos pressupostos fundamentais da Internet [24]:
• Existência de um caminho extremo-a-extremo entre a origem e destino durante a comu-
nicação.
• Probabilidade reduzida de perda de pacotes extremo-a-extremo.
• Todos os elementos da rede (routers e endpoints) suportam o protocolo TCP / IP.
• Aplicações não têm de se preocupar com o desempenho da comunicação.
• O protocolo TCP/IP proporciona confiança nas comunicações, tanto na correção de
erros como na gestão de congestionamento.
No entanto, numa rede tolerante a atrasos, as premissas anteriores são flexíveis, nas quais
o design dos princípios e os requisitos são diferentes.
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2.3.1 Desafios e Requisitos
Como mencionado anteriormente, há situações em que os protocolos TCP/ IP não fun-
cionam bem. Estas situações compartilham algumas características desafiadoras com redes
atuais baseadas na Internet, as quais são descritas de seguida [10]:
• Conetividade intermitente: em várias situações reais, a conetividade extremo-a-
extremo entre a origem e o destino nem sempre é alcançada. Este problema é deno-
minado fragmentação da rede, e nestes casos os protocolos TCP/ IP não funcionam
bem. Assim, protocolos para DTNs devem suportar a comunicação sem um caminho
extremo-a-extremo claramente definido.
• Atraso longo ou variável: o atraso de propagação e transmissão de uma ligação é
diretamente afetado pelo meio de transmissão subjacente. Uma latência de comunicação
longa ou variável contribui para um atraso de caminho extremo-a-extremo que pode afe-
tar protocolos e aplicações da Internet que exigem transmissões rápidas e confirmações
de dados.
• Taxas de dados assimétricas: as taxas de dados podem ser consideradas assimétricas
entre elementos da rede (por exemplo, elevada taxa para obter informações de download,
mas uma pequena taxa de uplink para os dados de controlo). Nesses casos, os protocolos
de conversação usados na Internet não irão funcionar corretamente.
• Taxas de erro elevadas: os mecanismos para permitir correções de erros aumentam o
tráfego da rede devido à retransmissão de pacotes, e processamento, devido à introdução
de dados de controlo. Para a mesma taxa de erro de ligação, o número de retransmissões
necessárias é menor quando a comunicação é de salto a salto do que extremo-a-extremo
(usada na Internet).
Analisando os desafios descritos anteriormente, os protocolos a serem utilizados em redes
tolerantes a atrasos enfrentam novas exigências e, portanto, precisam de ser construídos a
partir do zero ou adaptados de protocolos baseados na Internet.
2.3.2 Arquitetura
Na arquitetura em camadas da DTN foi criada uma nova camada denominada Bundle para
assegurar uma comunicação fiável entre os nós numa rede sujeita a interrupções frequentes.
Esta camada situa-se entre as Camadas de Transporte e Aplicação (Figura 2.7 - coluna DTN).
De acordo com Ma et al. [22], esta camada tem um armazenamento persistente para lidar
com o problema das interrupções da rede, e um mecanismo de comunicação confiável no qual
é implementado um processo de confirmação de entrega extremo-a-extremo. Esta camada
contém ainda funcionalidades de monitorização da rede, gestão e segurança.
A arquitetura em camadas da rede tolerante a atrasos Veicular (VDTN) (Figura 2.7 -
coluna VDTN) segue o modelo de referência Open Systems Interconnection (OSI) (Figura
2.7 - coluna OSI) e a arquitetura TCP / IP (Figura 2.7 - coluna Internet). Na Figura 2.7
é apresentada a arquitetura em camadas da VDTN, em comparação com o modelo OSI, as
arquiteturas TCP / IP e DTN. A pilha de protocolos VDTN implementa as duas camadas
inferiores do modelo OSI, uma vez que a camada VDTN suporta serviços e funções da camada
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Figura 2.7: Protocolo DTN [8].
física, e serviços de gestão de conexão relacionados com a camada de ligação de dados (Data
Link) [8].
A DTN pode usar múltiplos tipos de protocolos de entrega, nomeadamente TCP/IP, Ether-
net ou Serial Line Internet Protocol (SLIP) [25]. Cada um deles tem características específicas
e, para se adaptar, a DTN introduz um novo elemento chamado Convergence Layer Adap-
ter (CLA). Este elemento fornece as funções necessárias para transportar os bundles até ao
seu protocolo correspondente, como é possível verificar na Figura 2.8. Ainda nessa mesma
Figura observa-se que a arquitetura DTN baseia-se num elemento central, chamado Bundle
Forwarder, que é responsável por encaminhar bundles entre as aplicações, CLAs e fazer o
armazenamento com base em decisões de encaminhamento. Além disto, são trocadas diretivas
entre os módulos usadas pelos processos de decisão de encaminhamento, gestão e aplicações.
Figura 2.8: Arquitetura de encaminhamento de um Bundle [9].
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2.3.3 Mecanismo de Store-Carry-and-Forward
Como foi referido anteriormente, existem alguns problemas nas DTNs, como a conetividade
intermitente, taxas de erro elevadas e atrasos longos. Para superar estes problemas, a DTN
usa um mecanismo chamado SCF (representado na Figura 2.9).
Figura 2.9: Mecanismo SCF [10].
Uma vez que nem sempre existem ligações confiáveis e disponíveis, a DTN necessita de
armazenar e transportar a informação e só a encaminha quando encontra uma ligação estável.
Para conseguirem armazenar a informação, os nós precisam de estar equipados com dispositivos
que permitam o armazenamento persistente da informação (por exemplo, discos rígidos).
Segundo F. Warthman et al. [10], os nós precisam de ter armazenamento persistente, pelas
seguintes razões:
• A ligação que estabelece a conexão para o próximo salto pode não estar disponível por
um longo período de tempo.
• Um par de nós pode ter uma taxa de transmissão discrepante, ou seja, um nó pode
enviar ou receber dados muito mais rápido do que o outro.
• Depois de enviar uma mensagem, se esta for rejeitada pelo nó destino ou se ocorrer um
erro, a informação deve ser retransmitida.
SCF é o mecanismo chave usado por DTNs para superar o problema de conetividade
intermitente.
2.4 Rede Veicular no Porto
A infraestrutura BusNet [26] é uma implementação em larga escala de OBUs em veículos
e RSUs na infraestrutura que permitem a comunicação entre veículos (V2V) e a comunicação
entre veículos e a infraestrutura (V2I) na cidade do Porto. Atualmente, mais de 600 veículos
da frota estão equipados com OBUs, autocarros e veículos de recolha de resíduos. Como
infraestrutura existem mais de 50 RSUs.
A rede é atualmente operada pela Veniam R©, uma spin-off das Universidades de Aveiro,
Porto e Instituto de Telecomunicações.
As OBUs estão equipadas com uma unidade de processamento, antena GPS, módulo celu-
lar e interfaces sem fios como IEEE 802.11b/g/n (Wi-Fi) e IEEE 802.11p (DSRC). As OBUs
conectam-se entre si através de IEEE 802.11p e à Internet através de RSUs ou ligações celu-
lares. O Wi-Fi também está disponível nas OBUs para que os passageiros dos autocarros se
possam ligar à Internet. As RSUs estão equipadas com uma interface DSRC sem fios e ligação
cablada para acesso à Internet. A ligação cablada utiliza as tecnologias disponíveis no local,
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das quais se destaca o anel de fibra pertencente ao município. A rede veicular BusNet suporta
transmissão de dados usando comunicações V2X e DTN.
Esta rede existente no Porto será utilizada neste trabalho, sendo que para a disseminação
eficiente de mensagens de emergência nestas circunstâncias surgem alguns desafios como a
mudança muito rápida da topologia da rede e ligações intermitentes, devido ao tempo de con-
tacto entre os nós ser bastante reduzido. Desta forma, torna-se muito importante a existência
de estratégias eficientes que garantam que a mensagem de emergência chega a uma grande
percentagem de veículos com o menor atraso possível, não sobrecarregando a rede.
2.5 Considerações do Capítulo
Neste capítulo foram descritos de forma sucinta o conceito e arquitetura de uma VANET,
os tipos de disseminação existentes mediante o número de saltos (um salto, vários saltos) e
mediante o destino final das informações a serem transmitidas (unicast, multicast e broadcast),
e as aplicações de uma VANET. Estas aplicações permitem minimizar algumas situações de
emergência do quotidiano, como acidentes ou atropelamentos de peões, bem como informar os
veículos quando algumas destas situações ou outras menos urgentes ocorrem; também podem
ser usadas para eventos considerados não urgentes, por exemplo, o entretenimento (informa-
ções turísticas, assistir a vídeos dentro do carro). Também foram apresentados os protocolos
para VANETs, nomeadamente o protocolo WAVE, o qual vai ser usado nesta dissertação para
as comunicações entre os veículos, isto é, para disseminar as mensagens de emergência.
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Capítulo 3
Trabalhos Relacionados
3.1 Introdução
As VANETs oferecem uma variedade de serviços, entre os quais, o serviço de Disseminação
de Mensagens de Emergência (DME). As Mensagens de Emergência (MEs) são usadas para
alertar um conjunto de situações de risco para os utilizadores das vias das cidades (cenário
urbano) e utilizadores das auto-estradas (cenário rodoviário). A segurança de motoristas e
passageiros envolve vários fatores desde a compreensão das condições da estrada, tempo de
resposta adequado para emergências, prevenção e deteção de colisões, entre outros (Figura
3.1). Deste modo, a troca de informações de alerta através de comunicações V2V e V2I pode
contribuir para uma maior segurança rodoviária.
 Segurança
Rotas mais
rápidas e seguras
Redução do tempo de
resposta a emergências
Semáforos
Adaptativos
Sinal de trânsito/ Aviso
de violação de sinal
Coordenador de
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Aviso da saída
da estrada
Deteção de obstáculos
rodoviários
Assistência para
mudar de faixa
Melhor
resgate
Prevenção
de acidentes
Estado da
estrada
Aviso de colisão
cooperativa
Redução de
congestionamento
Figura 3.1: Os vários aspetos da Segurança Rodoviária [2].
A disseminação de MEs tem um conjunto de requisitos que as tornam diferentes das
mensagens com conteúdos não urgentes. Os requisitos são: alertar um conjunto de veículos
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que se encontram numa dada área bem definida denominada ZoR (circunferência centrada nas
coordenadas Global Position System (GPS) do veículo que detetou o evento de emergência
com um determinado raio), utilizar as coordenadas GPS de cada veículo para enviar a sua
localização para todos os seus vizinhos e para definir os limites da ZoR, seleção de veículos,
de acordo com a sua localização, que vão ter a função de disseminar a ME, e a curta duração
do processo de disseminação, uma vez que não fará sentido propagar a ME durante horas.
Este capítulo é organizado como descrito de seguida. Na Secção 3.2 é descrito o modo
como a informação é disseminada nas VANETs, na Secção 3.3 são apresentados trabalhos re-
lacionados com a disseminação de mensagens de segurança em V2V em redes de comunicação,
a Secção 3.4 apresenta trabalhos relacionados com a disseminação de mensagens de segurança
de Veículo para Infraestrutura (V2I) nas redes de comunicação. Na Secção 3.5 são comparadas
as estratégias elaboradas para a disseminação de mensagens de emergência com os trabalhos
já existentes e justificadas as escolhas que foram feitas e, finalmente, a Secção 3.6 apresenta
as conclusões e o resumo do capítulo completo.
3.2 Disseminação de informação em VANETs
Disseminar informações de tráfego numa VANET é um problema único. Em contraste com
os dados unicast tipicamente transmitidos numa rede, como a Internet, as informações de trá-
fego têm geralmente uma natureza orientada a broadcast. Por outras palavras, as informações
de tráfego são de interesse público e geralmente beneficiam delas um grupo de utilizadores, em
vez de um indivíduo específico. Consequentemente, é mais apropriado usar um mecanismo de
broadcast em vez de um mecanismo de encaminhamento unicast para disseminar a informação
de tráfego. A principal vantagem de um mecanismo de broadcast é que um veículo não precisa
de saber o endereço destino e a rota para o destino específico. Deste modo, a complexidade da
descoberta de rotas é eliminada, assim como a resolução de endereços e gestão de topologia,
que são dificuldades em redes dinâmicas, como as VANETs.
Existem muitos protocolos broadcast para VANETs relatados na literatura. Geralmente,
estes protocolos podem ser divididos em duas categorias principais:
• Multi-Hop Broadcast
• Single-Hop Broadcast
A maior diferença entre estes dois tipos de protocolos é o modo como os pacotes de in-
formação são difundidos pela rede. No protocolo Multi-Hop Broadcast, um pacote propaga-se
através da rede por meio de inundação. Em geral, quando o veículo fonte transmite um pacote
de dados, alguns dos veículos dentro da vizinhança da fonte irão retransmitir o pacote para
todos os nós no seu alcance. Da mesma forma, após um nó de retransmissão ter retransmitido
o pacote, alguns dos veículos na sua vizinhança serão os próximos nós a efetuar a retransmissão
e encaminharão o pacote. Como resultado, o pacote de informações será capaz de se propagar
da fonte para os veículos distantes, que não estão ao alcance da fonte.
Pelo contrário, nos protocolos Single-Hop Broadcast (alguns exemplos apresentados na
Figura 3.2), quando um veículo recebe um pacote, ele mantém as informações armazenadas
internamente. Periodicamente, cada veículo seleciona pacotes para transmitir. Assim, atra-
vés da transmissão num único salto, cada veículo carregará consigo a informação de tráfego
enquanto viaja, e essa informação será transferida para outros veículos na sua vizinhança de
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um salto nos próximos ciclos de transmissão. Em última análise, a eficiência de um protocolo
Single-Hop Broadcast depende muito da mobilidade dos veículos.
Neste trabalho será utilizado Multi-Hop Broadcast, assim como os trabalhos analisados nas
secções a seguir, apresentados na Figura 3.2.
Broadcast
Multi-Hop Single-Hop
Atraso Probabilidade Híbrido
Intervalo de
Transmissão
ﬁxo
Intervalo de
Transmissão
adaptativo
TrafﬁcInfo
TrafﬁcView
CRCP
Abiding
Geocast
SODAD
UMB
SB
RMDSI
VDEB
RDAB
AHP
DBC
PassCAR
CDS
BCUnit
PMB
DADCQ
DSAB
NCPR
PMIA-EB
VBHG
Three-way
handshaking
DBHG
Figura 3.2: Classificação de Protocolos Broadcast para VANETs.
3.3 Disseminação de Mensagens de Segurança em V2V em Re-
des de Comunicação
Em redes veiculares, aplicações relacionadas com segurança normalmente atuam usando
broadcast wireless para a disseminação de mensagens de aviso (por exemplo, acidente, rua
bloqueada, congestionamento de tráfego, etc.) que precisam ser entregues a todos os veícu-
los próximos no menor tempo possível [18]. Por vezes, os veículos que detetam eventos de
emergência precisam apenas de transmitir a mensagem de emergência para veículos próximos
dentro da cobertura de transmissão, e uma transmissão de pacote de um salto pode ser aceitá-
vel para este tipo de aplicações [27]. No entanto, a disseminação de mensagens de emergência
nas redes veiculares é um serviço muito desafiador devido aos nós que estão constantemente
em movimento na rede. Por exemplo, as mensagens de emergência podem sofrer atrasos im-
previsíveis devido à contenção de acesso ao meio, e um grande atraso de acesso ao meio é
intolerável para aplicações de segurança em redes veiculares. Além do atraso, a perda de
pacotes é outro problema sério para a disseminação de mensagens de emergência nas redes
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veiculares, pois uma única perda de mensagens devido a colisões de pacotes pode resultar na
perda de vidas humanas.
A camada de rede desempenha um papel vital no desempenho do atraso end-to-end em
redes veiculares. Como o alcance de transmissão de um veículo é bastante limitado, a trans-
missão Multi-Hop de mensagens de segurança é geralmente utilizada porque as informações de
alerta são necessárias para ajudar os condutores remotos (afastados) a tomar decisões acerca
do percurso a escolher. Consequentemente, tais informações de alerta têm que ser retransmi-
tidas salto por salto para alcançar os vários veículos numa determinada zona. O método para
selecionar rapidamente um nó de encaminhamento para retransmitir a mensagem de emer-
gência é muito importante para diminuir o atraso end-to-end, uma vez que uma mensagem
adiada pode ser inútil para algumas aplicações de segurança. De seguida são investigados
vários protocolos da camada de rede usando Multi-Hop Bradcast em comunicações V2V para
serviços de segurança.
3.3.1 Multi-Hop Broadcast
Para aplicações de segurança em tempo real, uma mensagem de emergência atrasada
pode causar um acidente de trânsito. Deste modo, a latência da mensagem de emergência
deve ser minimizada. No entanto, em redes veiculares, transmissões Multi-Hop de mensagens
de emergência são indispensáveis devido ao alcance das comunicações sem fios ser limitado,
e o método de selecionar rapidamente um nó de encaminhamento remoto para transmitir
mensagens de emergência pode não ser uma tarefa trivial. Além disso, mesmo que os nós
vizinhos recebam informações de alerta por uma mensagem de broadcast, um mecanismo de
retransmissão descontrolada geralmente leva ao problema de broadcast storm, o que impõe
a redundância grave da mensagem, contenção de acesso ao meio, colisões de pacotes, entre
outros, que resulta no menor uso do canal [28].
Uma abordagem de controlo de broadcast é o flooding simples, em que um recetor da
mensagem de broadcast só retransmite uma vez. No entanto, o flooding simples ainda é
confrontado com a redundância elevada de mensagens o que o torna inadequado para um
cenário veicular de alta mobilidade [27]. Com o objetivo de abordar estes desafios, várias
soluções de broadcast da camada de rede são discutidas a seguir.
3.3.1.1 Broadcast baseado no conhecimento de vizinhos
Em [29] é proposto um protocolo para reduzir o número de retransmissões duplicadas na
transmissão da mensagem. Neste protocolo de retransmissão cada nó calcula um pequeno
conjunto de nós vizinhos, os quais vão ter como função retransmitir a mensagem. O protocolo
tem como objetivo obter o desempenho máximo, selecionando um conjunto ideal de nós de
encaminhamento e reduzir as mensagens duplicadas. Em [6], o algoritmo Relative Degree
Adaptive flooding Broadcast (RDAB) é proposto para reduzir eficientemente a sobrecarga de
transmissão na rede. No RDAB, um nó calcula o grau relativo dos seus nós vizinhos e decide
quais os nós que precisam retransmitir e quais os nós que precisam de receber os pacotes
apenas. Por exemplo, quanto maior for o grau relativo do nó vizinho, o nó pode abranger
mais nós vizinhos e deve ser selecionado para retransmitir pacotes na rede.
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3.3.1.2 Broadcast baseado em cluster
Segundo Bali et al. [13] os nós móveis são divididos em grupos virtuais, os clusters. Sob
uma estrutura de cluster, aos nós móveis pode ser atribuído um estado ou uma função como
Cluster Head (CH), Cluster Forwarder (CF) ou Cluster Member (CM). O CH normalmente
serve como coordenador local para o seu cluster, realizando transmissão intra-cluster, enca-
minhamento de dados, etc. Este nó tem como função transmitir os pacotes aos membros do
cluster. O CF é o nó que irá suceder ao CH e responsável por retransmitir os pacotes do CH.
Um CM é normalmente chamado como um nó ordinário, que é um nó não-CH sem quaisquer
ligações inter-cluster e que apenas recebe a informação e não a retransmite.
Ramakrishnan et al. [11] propôs um modelo, ilustrado na Figura 3.3, para a disseminação
de mensagens de emergência em auto-estrada baseado em clusters. Neste modelo o tamanho
de cada cluster depende da velocidade média dos veículos. Esta velocidade é comparada com
um valor de velocidade limite predefinido e, se for menor, é formado um cluster de pequenas
dimensões; caso contrário, é formado um cluster de maiores dimensões. Esta classificação das
dimensões do cluster significa que é esperado que existam mais veículos cuja velocidade seja
superior ao valor limite predefinido, e uma menor quantidade de veículos cuja velocidade seja
inferior ao limite predefinido. O conceito de cluster permite melhorar a taxa de entrega dos
pacotes de emergência, diminuir a redundância dos mesmos na rede e o atraso na propagação
da mensagem da fonte até ao destino.
Figura 3.3: Arquitetura de broadcast de MEs baseada em clusters para VANETs [11].
Em [12] é proposto um algoritmo para disseminação de mensagens de emergência em re-
des veiculares baseado em clusters é proposto para redes veiculares. O modelo matemático
chamado Analytical Hierarchy Process (AHP) é utilizado para calcular o valor do peso para
cada nó, considerando como métricas: velocidade relativa, conetividade (considerando a dis-
tância), e espera média de contagem de transmissão recíproca, etc. O nó com o menor valor
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de peso é escolhido como CH na vizinhança. Após a formação do cluster, o mecanismo de
disseminação da mensagem de emergência é introduzido para suportar as aplicações de segu-
rança. Em [30, 31, 32], um modelo multi-canal baseado em cluster é proposto para reduzir o
congestionamento do canal e cumprir os requisitos de Quality of Service (QoS) dos serviços
de broadcast em redes V2V baseadas em DSRC. Neste modelo, veículos em movimento na
mesma direção são agrupados em cluster. No Intercluster Communication Protocol (ICP), as
transmissões das mensagens entre clusters ocorrem por meio de dois canais baseados em MAC
IEEE 802.11, enquanto que o protocolo de comunicação e coordenação intra-cluster usa um
MAC multi-canal para cada CH, para a comunicação dentro do seu próprio cluster.
Em [33] é proposta uma estratégia para a formação dos clusters em VANETs, apoiando-se
numa métrica de seleção otimizada dos nós, no âmbito da Next Generation Vehicular ad-hoc
NETwork (NGVANET). Esta métrica deve selecionar os CHs que fornecem clusters seguros e,
desta forma, evitar colisões com nós adjacentes. Com isso, pretende-se criar clusters estáveis,
reduzindo a sobrecarga de reagrupar os clusters e prolongando a vida útil do cluster.
Os autores de [12] descrevem o problema existente na disseminação de mensagens nos
cruzamentos. Na Figura 3.4 pode-se observar que o carro A transmite uma mensagem de
emergência, mas o carro C, que está fora do alcance de comunicação do carro A, não recebe
esta mensagem. Esta é a fragmentação da topologia de rede, denominada como hole problem.
O carro B é o único nó de retransmissão dessa mensagem de emergência; outros carros, que
receberam a mensagem do carro de origem, não retransmitirão mais a mensagem de emergência
aos vizinhos. Consequentemente, outro carro que está fora do alcance de comunicação do carro
de retransmissão perderá esta mensagem. Esta situação geralmente ocorre nos cruzamentos.
Figura 3.4: Hole Problem e problema de cruzamento [12].
Na Figura 3.5 estão representados os vários tipos de protocolos baseados em cluster, dos
quais estão destacados os que são importantes para este trabalho. Na figura 3.6 estão repre-
sentados os vários tipos de protocolos baseados em Clustering Tradicional, dos quais estão
destacados os que são importantes para este trabalho.
• Formação de clusters com base na faixa de rodagem (Lane based clustering):
Em [34], cada veículo calcula e transmite o Cluster Head Level (CHL), juntamente com
a sua velocidade e outros parâmetros. O veículo com a maior CHL é selecionado como
o CH. CHL é determinado com base no nível de conetividade de rede dos veículos e
velocidade do fluxo de tráfego.
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Figura 3.5: Taxonomia de abordagens de Clustering existentes para VANET [13].
Density based
clustering
Dynamic
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Mobility  
based
clustering
Figura 3.6: Classificação de Clustering Tradicional [13].
Em [35], um algoritmo de formação de clusters baseado na faixa de rodagem é proposto
para estabelecer um cluster estável e prolongar a vida útil do cluster. Cenários urbanos
com cruzamentos são considerados neste artigo. A interseção pode ter três fluxos de
tráfego, incluindo curva à esquerda, curva à direita e sem curva. A seleção do CH é
baseada na faixa de rodagem com o maior fluxo de tráfego. Cada veículo calculará o
CHL que considera o nível de conetividade da rede, o nível médio da distância e o nível
médio da velocidade. Todas as métricas dos três níveis precisam considerar o peso da
faixa de rodagem que representa o fluxo de tráfego de cada faixa. O nó com maior CHL
será selecionado como CH.
• Formação de clusters com base na Mobilidade (Mobility based clustering):
Em [36], a eleição do CH é baseada na velocidade média dos veículos do cluster e no
vetor de velocidade do veículo. Os nós transmitem mensagens de estado para conhecer
os vizinhos de um salto. Sempre que há um novo membro no cluster, o algoritmo de
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eleição do CH é acionado. Dos nós pertencentes ao cluster, o nó que tem a velocidade
mais próxima da velocidade média será o CH. Os autores de [37] têm em consideração
a largura de banda disponível, a velocidade relativa e a distância. No processo de
eleição do CH, os veículos cuja largura de banda de transmissão atendem ao limite estão
autorizados a ser os CHs candidatos.
• Formação de clusters com base na Densidade (Density based clustering): Em
[38] é proposto um algoritmo baseado em cluster multi-nível chamado Density Based
Clustering (DBC). Este tem como base vários fatores como o nível de conetividade,
qualidade da ligação, previsão relativa da posição do nó no futuro e reputação do nó.
Este algoritmo tem três fases. Na primeira fase, o CH estima o seu nível de conetivi-
dade definida como o número de conexão, que é usado para descobrir a densidade da
vizinhança de um nó. Cada nó conta o número de Acknowledgements (ACKs) recebidos
para encontrar o número de ligações ativas. Esta informação determina se um nó per-
tence às partes densas ou esparsas das redes, comparando o nível de conetividade com
um valor limiar.
No protocolo Vehicle-density-based Emergency Broadcasting (VDEB) [39], a densidade
é estimada a partir do número de vizinhos em redor do transmissor.
• Formação de clusters com base no dinamismo (Dynamic clustering): Em
[40] é desenvolvido um protocolo de cluster dinâmico baseado em multi-agentes para as
VANETs. O protocolo é composto por agentes móveis e estáticos que formam um cluster
dinâmico em movimento numa rua entre duas intersecções. São considerados parâmetros
como a velocidade do veículo, direção, grau de conetividade para outros veículos e padrão
de mobilidade. Inicialmente, os clusters são agrupados com base na velocidade e direção
dos veículos. O CH é selecionado entre os CMs com base nas métricas: estabilidade
derivada do grau de conetividade, velocidade média e tempo para deixar o cruzamento
da estrada. A diferença de velocidade relativa entre veículos vizinhos é o principal
parâmetro utilizado para a formação do cluster. Apenas são considerados os veículos
vizinhos que viajam na mesma direção da faixa de rodagem. O CM com a métrica de
maior estabilidade é considerado o CH.
• Formação de clusters passiva (Passive Clustering): Em [41] é proposto um pro-
tocolo chamado Passive Clustering Aided Routing protocol for VANETs (PassCAR) cujo
principal objetivo é construir uma estrutura de cluster confiável e estável para melho-
rar o desempenho de encaminhamento em VANETs. O mecanismo proposto também
inclui a descoberta e estabelecimento de rotas e a fase de transmissão de dados. A ideia
principal por trás do PassCAR é selecionar os nós adequados para se tornarem CHs, os
quais encaminhariam pacotes durante a fase de descoberta de rota. O PassCAR avalia a
adequação de nós usando uma estratégia de eleição com múltiplas métricas. Cada can-
didato CH autoavalia a sua qualificação para CH ou Cluster Gateway (CG) com base
na prioridade derivada de uma combinação ponderada das métricas propostas.
3.3.1.3 Broadcast com base na topologia
Em [42] é proposto um protocolo baseado em encaminhamento, o Connected Dominating
Set (CDS), utilizado para selecionar os caminhos com baixo atraso end-to-end. O protocolo
tira proveito da topologia da rede global, e constrói backbones estáveis ao longo de segmentos de
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estrada, considerando a velocidade de cada veículo e a distribuição espacial. Nos cruzamentos,
os backbones são conectados por meio de nós de ponte que mantêm uma topologia de rede
atualizada. Este protocolo pretende eliminar o problema de disseminação de mensagens em
cruzamentos (já descrito anteriormente) e equilibrar o tráfego de dados entre todos os caminhos
possíveis.
3.3.1.4 Broadcast com base na localização
Em [43], a Broadcast Control Unit (BCUnit) é apresentada para aplicações de segurança
confiáveis e de baixa latência em redes veiculares. Na BCUnit, um recetor calcula o tempo de
atraso depois de receber uma mensagem de emergência transmitida em broadcast. O cálculo
do tempo de atraso é baseado na velocidade do recetor e na sua distância até ao transmissor.
Desta forma, não há troca de beacons, eliminando-se assim a sobrecarga devido ao controlo ou
coordenação entre os veículos.
Em [32], um algoritmo de transmissão broadcast orientado a eventos de emergência é apre-
sentado para evitar colisões no cenário de estradas multi-faixa de duas vias. O protocolo tenta
selecionar um nó de encaminhamento apropriado para retransmitir, explorando as informações
de posição, direção e velocidade dos nós com base em dispositivos de posicionamento, como
GPS e dispositivos de redes sem fios com Wi-Fi. O nó selecionado retransmite as informações
de emergência ou de tráfego para outros nós. Uma proposta semelhante [44] usa a estratégia
da escolha do nó mais distante para CH.
Em [30], o protocolo Position-based Multi-hop Broadcast (PMB) é proposto considerando
as diferenças de alcance de transmissão entre veículos. Para reduzir o número de nós de
encaminhamento a emitir novamente pacotes de aviso, o PMB seleciona um nó de retrans-
missão baseado na área de cobertura adicional de nós adjacentes, considerando os alcances de
transmissão dos nós e o espaçamento entre veículos.
3.3.1.5 Broadcast com base na distância
Em [45] é apresentado um algoritmo de transmissão broadcast de mensagens relacionadas
com a segurança tendo em consideração a distância entre o nó origem e os nós de encaminha-
mento. Neste algoritmo, os tempos de atraso são calculados com base nas distâncias entre o
nó de origem e os nós intermédios, e o nó intermédio mais distante tem a maior probabilidade
de encaminhar mensagens. Este algoritmo opera sem a necessidade de troca de mensagens
Request To Send (RTS) / Clear To Send (CTS). Além disso, adota intervalos de sincronização
e não necessita de tempo de espera adicional, o que o torna compatível com o padrão IEEE
802.11p e WAVE.
O mecanismo RTS/CTS é utilizado em redes IEEE 802.11 para a redução de colisões
no meio de comunicação. Um nó que deseja transmitir dados inicia um handshake com o
destinatário, enviando um pacote RTS. Ao receber o RTS, o destinatário responde com um
pacote CTS. Qualquer outro nó da rede, ao escutar o RTS ou o CTS enviados, deve cessar
as suas transmissões por um determinado período de tempo. Tal período engloba o tempo
necessário para a subsequente transmissão dos dados e receção da confirmação da sua receção.
Assim sendo, o mecanismo RTS/CTS permite a reserva do canal de comunicação para a troca
de dados.
Em [46], o protocolo Distribution-Adaptive Distance with Channel Quality (DADCQ) é
proposto para abordar algumas questões desafiadoras na transmissão Multi-Hop Broadcast
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em redes veiculares. O DADCQ utiliza o método da distância para selecionar os nós de
encaminhamento e constrói uma função de limite de decisão que leva em conta o número de
vizinhos, o fator de formação de clusters. O valor ideal do limite de decisão depende muito da
densidade de nós, do padrão de distribuição espacial e da qualidade do canal.
Em [47], o protocolo Dynamic Search Assisted Broadcast (DSAB) é apresentado para
salvaguardar os recursos da rede e aumentar a taxa de entrega de pacotes. O DSAB ajusta
dinamicamente a potência de transmissão das mensagens de controlo para estimar a densidade
da rede e adota a busca n-way para encontrar o nó mais distante. Como resultado, o veículo
mais distante do segmento é escolhido para retransmitir as mensagens de emergência na rede.
O protocolo Urban Multi-hop Broadcast (UMB) [48] divide uma estrada dentro do alcance
de transmissão de um transmissor em pequenos segmentos, e dá a prioridade de retransmissão
aos veículos que pertencem ao segmento mais distante. Neste protocolo são definidos dois
tipos de encaminhamento de pacotes: (i) broadcast direcional e (ii) broadcast de interseção. A
transmissão direcional funciona da seguinte forma. Quando um veículo tem um pacote para
enviar, ele primeiro transmite um pacote de controlo (Request To Broadcast (RTB)), que inclui
a sua própria posição e a direção da propagação do pacote. Quando os veículos que estão ao
alcance de transmissão do transmissor recebem o pacote RTB, cada um deles começa a trans-
mitir um sinal de interferência chamado black-burst por um período de tempo especificado. A
duração do black-burst é uma função de distância entre o veículo que recebe o pacote RTB e o
transmissor. O segundo tipo de encaminhamento definido no UMB é broadcast de interseção.
Este tipo de encaminhamento é usado para transmitir um pacote numa interseção da estrada.
Para isso é instalado um repetidor numa interseção para encaminhar o pacote para outras
direções da estrada. Este protocolo provoca tempos de espera significativos.
O protocolo Smart Broadcast (SB) [49] é proposto para melhorar a limitação da UMB. Isto
resolve o problema atribuindo ao veículo de retransmissão seguinte o menor tempo de espera.
O processo de encaminhamento de pacotes no SB é feito da seguinte maneira. Primeiro,
quando um veículo tem um pacote para enviar, ele transmite um pacote RTB que contém a
sua localização e outras informações, como direção de propagação do pacote e tamanho da
janela de contenção. Depois, os veículos dentro do alcance do veículo fonte que recebem o
pacote RTB determinam o “setor” ao qual eles pertencem, comparando as suas localizações
com as do veículo de origem. Em seguida, cada veículo que recebe o pacote RTB escolhe um
atraso de contenção com base no setor em que ele reside.
3.3.1.6 Broadcast com base na probabilidade
Em [50] é proposto o protocolo Position and Mobility Information Assisted Epidemic Bro-
adcast (PMIA-EB), no qual a mensagem enviada contém a informação de posição e mobilidade
do veículo disseminador. É usado um protocolo de encaminhamento de seleção do CH. Uti-
lizando a informação em tempo real sobre a posição e mobilidade do veículo, o protocolo
propõe uma transmissão probabilística adaptativa (baseado na informação acerca da posição
e mobilidade do veículo) e um encaminhamento temporário limitado para a transmissão da
mensagem.
Em [51], um protocolo de retransmissão probabilística (Neighbor Coverage-based Probabi-
listic Rebroadcast (NCPR)) baseado no conhecimento dos vizinhos de cada nó é proposto para
reduzir a sobrecarga da rede. Ao explorar os vizinhos de um nó, o atraso de retransmissão
é calculado para determinar a ordem de retransmissão e, em seguida, é obtida uma taxa de
cobertura. Na proposta, um fator de conetividade é definido para fornecer a adaptação da
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densidade de nós. Depois disso, uma probabilidade de retransmissão é obtida pela combina-
ção da taxa de cobertura e do fator de conetividade. A abordagem proposta tira proveito
do conhecimento da vizinhança e do mecanismo probabilístico, e reduz significativamente o
número de retransmissões.
Para utilizar eficientemente as comunicações sem fios, três propostas de transmissão Multi-
Hop Broadcast são projetadas em [52] (Three-way handshaking, Valency Based Handshake
Gossiping (VBHG) e Distance Based Handshake Gossiping (DBHG)), que atribuem proba-
bilidades de transmissão a nós móveis de acordo com os parâmetros da rede (por exemplo,
localização dos nós (latitude e longitude), distância dos nós um do outro). Estes protocolos
usam a troca de pacotes de controlo (RTB e Clear To Broadcast (CTB)) que sobrecarregam
a rede.
Na Tabela 3.1 é apresentada uma análise qualitativa dos protocolos broadcast para VA-
NETs, sendo apresentadas vantagens e desvantagens dos protocolos Multi-Hop e Single-Hop.
Tabela 3.1: Comparação qualitativa dos protocolos Broadcast para VANETs [18].
3.4 Disseminação de Mensagens de Segurança em V2I em Re-
des de Comunicação
Gokulakrishnan et al. [14] propuseram um modelo designado Road Accident Prevention
(RAP) que serve para prevenir acidentes rodoviários em auto-estradas. Consoante seja a
distância em relação ao acidente, os veículos são classificados em quatro áreas de risco: Zona
de Risco Elevado (ZRE), Zona de Risco Médio (ZRM), Zona de Risco Baixo (ZRB) e Zona Fora
de Risco (ZFR). A estratégia assenta numa estrutura Vehicular Backbone Network (VBN),
que consiste na utilização de OBUs e RSUs, ou seja, são usados dois tipos de comunicações:
V2V e V2I. Esta estrutura é apresentada na Figura 3.7.
A utilização de uma estrutura VBN tem várias vantagens. Ao utilizar a infraestrutura
(RSUs) para a DME, a distância entre a veículo fonte e o veículo destino diminui (ou seja, como
a comunicação entre RSUs é via Ethernet ou fibra, o pacote é disseminado mais rapidamente),
e por consequência há um aumento da entrega de mensagens de emergência e diminuição do
27
Figura 3.7: Arquitetura VBN aplicada a VANET [14].
atraso end-to-end.
Em [53] é descrita uma arquitetura multi-camadas para redes veiculares híbridas, na qual
a troca de mensagens de controlo entre V2V para V2I pode resultar num melhor desempenho
geral. Além disso, é proposta uma técnica centralizada de adaptação de potência de trans-
missão. Ao considerar o estado atual da topologia, as informações contextuais do movimento
do veículo são derivadas em termos do tempo estimado de expiração da ligação. Cada veículo
recebe uma potência de transmissão que garante conetividade apenas com ligações estáveis.
Com este método de disseminação não é garantido que o pacote seja entregue a todos os
veículos, pois só é garantida a conetividade entre ligações estáveis.
3.5 Análise Comparativa
Disseminar informações de tráfego numa VANET é um problema complexo. As informa-
ções de tráfego são de interesse público e geralmente beneficiam um grupo de utilizadores, em
vez de um indivíduo específico. Consequentemente, é mais apropriado usar uma estratégia
de broadcast em vez de uma estratégia de encaminhamento unicast para disseminar a infor-
mação de tráfego. A principal vantagem de um esquema de broadcast é que um veículo não
precisa saber um endereço de destino e uma rota para um destino específico [18]. Dessa forma,
optou-se nesta dissertação por fazer a disseminação em broadcast.
Neste trabalho, a mensagem de emergência é disseminada tirando partido de comunica-
ções V2V de modo a que os condutores possam reagir atempadamente (por exemplo, mudarem
de via ou de rota, com o objetivo de evitarem um acidente); no entanto, também são usadas
comunicações V2I. Quando uma RSU faz parte da vizinhança da OBU disseminadora da men-
sagem, o pacote é também enviado para a RSU. Depois de o pacote chegar à infraestrutura,
este pode ser disseminado a partir de comunicações I2I. Normalmente a infraestrutura está
ligada por cabo, sendo a disseminação de pacotes muito mais rápida. Desta forma, poder-se-á
avisar bombeiros, polícia, etc, acerca do evento de emergência, assim como veículos fora da
zona mais próxima, de uma forma mais rápida.
Nesta dissertação são implementadas várias estratégias de disseminação de MEs. A mensa-
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gem é disseminada a partir do veículo que detetou a emergência (quer por travagem brusca ou
pela abertura dos airbags do veículo, etc). São implementadas as estratégias: PAB, PABBA,
SABONA, MACABA, PAB2A, SABAA e MACAB2A. Na estratégia PAB, semelhante à
desenvolvida em [6, 29, 47], é escolhido como Próximo Disseminador (PD) o vizinho mais
distante, seja qual for a direção deste, e assim consequentemente nos próximos saltos da men-
sagem. Esta estratégia será usada como base para mostrar a eficiência das outras estratégias
que disseminam MEs, reduzindo a troca de mensagens e consequentemente a sobrecarga da
VANET.
No caso das estratégias PABBA, SABONA e MACABA, em que o objetivo é apenas
disseminar para trás do evento de emergência, ou seja, direção oposta ao sentido da via, o
veículo que detetou a emergência escolhe um PD na vizinhança atrás do evento, e envia o
pacote com a mensagem de emergência em broadcast. A vizinhança, ao receber o pacote,
analisa-o e apenas o veículo que for o PD escolhe um novo PD e envia o pacote novamente em
broadcast.
Para as estratégias PAB2A, SABAA e MACAB2A o objetivo é disseminar a ME em todas
as direções. Para isso são escolhidos vários PDs nas várias direções. O método de disseminação
é o mesmo que o explicado anteriormente, apenas tem a diferença que a mensagem se vai
difundir nas várias direções.
Em vários trabalhos analisados neste capítulo se recorre à formação de clusters através de
vários métodos: densidade de veículos, velocidade destes, distância, localização, etc. Nesta
dissertação são também formados grupos, mas esses grupos são a própria vizinhança do nó,
assim como é utilizado em [41]. Dentro de cada grupo é eleito o PD, no caso de algumas
estratégias, e vários PDs no caso das outras para serem estes os próximos a disseminar a
mensagem de emergência em broadcast.
Em [35] é tido em conta as situações em que existem cruzamentos. A seleção do CH nestes
casos é baseada na faixa com o maior fluxo de tráfego e apenas é escolhido um CH. Apesar
de a mensagem ir ser disseminada na faixa em que existe maior densidade de veículos, esta
estratégia não garante que a mensagem seja disseminada em todas as direções e que todos os
veículos recebam a mensagem. As estratégias elaboradas nesta dissertação, em concreto, as
estratégias PAB2A, SABAA e MACAB2A, disseminam a mensagem de emergência escolhendo
um retransmissor por cada direção distinta, ou seja, quando existem cruzamentos é escolhido
um nó para cada direção do cruzamento e, deste modo, há maior probabilidade de todos os
veículos dentro da ZoR receberem a ME.
Em [41, 47] é usada a distância para escolher o CH. O próximo CH a escolher é o que a
distância entre este e o CH atual for maior. Nestas estratégias não se considera a direção, isto
é, não é considerado se o próximo CH se encontra atrás ou à frente do atual. Isto pode levar à
transmissão de pacotes redundantes, se forem escolhidos CHs agora mais atrás, e depois mais
à frente, e vice-versa.
Em [36] é também usada a velocidade para escolher o CH. É calculada a velocidade média
dos veículos do cluster. O CH escolhido é o veículo que tiver velocidade mais próxima do
valor da velocidade média dos veículos do cluster. Nesta estratégia há a restrição do desloca-
mento dos veículos considerado ser apenas numa direção. Também nesta dissertação se usou
a velocidade para escolher o PD, em concreto nas estratégias SABONA e SABAA, porém são
consideradas todas as direções de deslocamento dos veículos e o PD tem como características
ser o de maior velocidade e direção contrária à do veículo que primeiramente detetou o evento
de emergência, quando o objetivo é disseminar para trás do evento de emergência, e a mesma
direção quando o objetivo é disseminar a mensagem para a frente do acidente. Desta forma
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pretende-se que a mensagem seja disseminada mais rapidamente.
Para qualquer uma das estratégias elaboradas, a DME cessa quando o número de transmis-
sões do pacote atingir um determinado valor ou quando os veículos que recebem a mensagem
já não estiverem dentro da ZoR.
Em [37] é levada em consideração a largura de banda disponível. Nesta dissertação também
se usa a largura de banda do canal para apenas se permitir que um certo número de pacotes
sejam enviados em cada período de tempo, mesmo se tratando da disseminação de um pacote
com a mensagem de emergência, que tem um tamanho pequeno (512 bytes).
Nas estratégias propostas nesta dissertação não há troca de mensagens de controlo, ao
contrário de alguns trabalhos existentes [48, 49, 52]. É previsto, desta forma, que haja menor
sobrecarga da rede.
Em conclusão, as estratégias implementadas neste trabalho não recorrem ao uso de pacotes
de controlo de forma a reduzir a sobrecarga na rede. Nas estratégias PAB2A, SABAA e
MACAB2A são considerados os cruzamentos e são escolhidos vários retransmissores nas várias
direções para combater o problema dos cruzamentos e, deste modo, fazer com que a ME chegue
a todos os veículos dentro da zona de relevância.
3.6 Considerações do Capítulo
Este capítulo apresentou e discutiu um conjunto significativo de trabalho anterior e rele-
vante. São descritos vários métodos de enviar a mensagem de emergência em broadcast, tendo
estes como objetivo reduzir a redundância da mensagem, sobrecarga da rede e colisão de pa-
cotes. São apresentados métodos que utilizam comunicações V2V, nomeadamente métodos
baseados no conhecimento de vizinhos, em clusters, na topologia da rede, na localização dos
veículos, em distância e em probabilidades. Foram também apresentados métodos que utili-
zam comunicações V2I. Por fim foi feita uma comparação entre os trabalhos existentes e o
realizado nesta dissertação e foram justificadas as escolhas efetuadas.
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Capítulo 4
Estratégias para a Disseminação de
Mensagens de Emergência
4.1 Descrição do Capítulo
No capítulo anterior foram descritos alguns protocolos de encaminhamento em contexto de
emergência, aplicados a VANETs e relacionados com esta dissertação. Este capítulo descreve
o problema proposto nesta dissertação, bem como as estratégias de disseminação de mensa-
gens de emergência desenvolvidas para encaminhar informação urgente, numa dada área bem
definida denominada ZoR. As estratégias propostas têm conceitos semelhantes; no entanto,
o método de seleção dos nós retransmissores, denominados de Próximos Disseminado-
res (PDs), varia em cada uma delas. Serão também explicadas as lógicas de envio e receção
de pacotes de dados para as estratégias implementadas e os diferentes métodos de seleção dos
nós retransmissores.
4.2 Definição do Problema
As VANETs apresentam características que se tornam em desafios para os processos de
disseminação de mensagens de emergência. A mudança muito rápida da topologia da rede e
o tempo reduzido de contacto dificultam a disseminação de qualquer tipo de mensagens. No
entanto, as mensagens de emergência são mais críticas pois necessitam de ser entregues num
tempo curto e ter ligações estáveis, sem disrupções. Ora, por vezes existem disrupções nas
comunicações que impedem a mensagem de chegar ao destino, sendo então fundamental o uso
do mecanismo Store-Carry-and-Forward (SCF) existente nas DTNs. Este mecanismo permite
guardar a informação até existir uma ligação de confiança para enviar a mensagem até ao
destino. Outra questão importante é a localização dos veículos, pois o envio das mensagens
de conteúdo urgente depende das coordenadas geográficas de cada veículo, de forma a ser
possível, por exemplo, delimitar uma zona onde estas vão ser disseminadas. Por outro lado,
o problema da fragmentação da rede pode provocar a perda de pacotes, o que não é desejável
no envio e receção de mensagens de emergência. Em contrapartida, a densidade variável de
veículos e a presença de edifícios ou obstáculos, leva a que as estratégias de encaminhamento
tenham de se adaptar à densidade, de forma a tirar partido dos veículos e das respetivas
localizações para que a informação chegue ao destino.
Na sequência da disseminação de conteúdos não urgentes surge a necessidade de expandir
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este serviço já existente para conteúdos urgentes, que têm como principais objetivos a preven-
ção e informação de situações críticas de emergência, tais como um acidente, uma travagem
brusca ou condições inadequadas do piso da estrada. O foco desta dissertação prende-se com
a disseminação de mensagens de conteúdo urgente numa situação de emergência (neste caso,
um acidente) por todos os veículos que se encontram dentro da Zona de Relevância (Zone of
Relevance (ZoR)). Pretende-se fazê-lo através de um número mínimo de saltos (hops), isto
é, reduzir o número de veículos que retransmitem essa mensagem, diminuindo o número de
retransmissões e consequentemente o overhead na rede. A situação referida anteriormente vai
ser estudada num ambiente urbano, tendo em conta os cenários com diferentes densidades de
veículos, diferentes tamanhos de ZoR, diferentes velocidades máximas atingidas pelos veículos
e diferentes alcances da comunicação utilizada.
Na lógica de envio de pacotes de dados são definidos vários parâmetros, tais como: que
tipo de nós e quais deles enviam a informação, através de que interface (WAVE, Wi-Fi, por
exemplo), as condições em que é realizado o envio de informação e para que nós é enviada
essa dada informação. Na lógica de receção de pacotes de dados são definidos os seguintes
parâmetros: qual a interface utilizada para receber a informação (WAVE, Wi-Fi, por exemplo),
que tipo de nós e quais deles recebem e armazenam ou descartam uma determinada informação,
os limites em termos de área onde os pacotes são disseminados e as condições em que é feito
esse armazenamento de informação de emergência útil.
As estratégias implementadas nesta dissertação têm como objetivo avisar todos os veículos
que estão dentro da zona de relevância, no menor tempo possível, disseminando o menor
número de mensagens de aviso e, consequentemente, reduzindo o overhead da rede.
4.3 Disseminação de Conteúdos Urgentes - Solução Proposta
As estratégias de disseminação de mensagens de emergência propostas nesta dissertação
consistem em reduzir o número de OBUs, isto é, veículos que vão reenviar a mensagem, e fazer
com que esta chegue a todos os veículos que estão dentro da ZoR (circunferência centrada
nas coordenadas GPS do veículo que detetou o evento de emergência com um determinado
raio). Desta forma, o número de pacotes a circular na rede será reduzido, diminuindo o
congestionamento da mesma, pois a escolha desses nós disseminadores será feita através de
uma seleção estratégica. A zona onde as mensagens de emergência vão ser disseminadas é
uma área específica denominada ZoR e é determinada através das coordenadas do veículo
que detetou o evento de emergência, que nesta dissertação é a ocorrência de um acidente
envolvendo um ou mais veículos.
Desta forma, nesta dissertação são propostas sete estratégias que fazem uma seleção dos
veículos que farão a disseminação de mensagens de emergência por todos os seus vizinhos. Para
fazer a escolha dos nós de disseminação (OBUs), denominados Próximos Disseminadores
(PDs), as estratégias usam a posição dos nós e a sua direção de deslocamento:
• PAB: através desta estratégia é escolhido um PD a cada salto do pacote para disseminar
a mensagem de emergência. É selecionada para PD a OBU na vizinhança do nó que
contiver o menor Received Signal Strength Indicator (RSSI). O funcionamento desta
estratégia será explicado com mais detalhe na Secção 4.3.3.
• PABBA: através desta estratégia é escolhido um PD a cada salto do pacote para
disseminar a mensagem de emergência atrás do acidente. É selecionada para PD a
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OBU (que está ao alcance de comunicação do nó) que estiver mais distante e com a
mesma direção de deslocamento do nó em análise. O funcionamento desta estratégia
será explicado com mais detalhe na Secção 4.3.4.
• SABONA: através desta estratégia é escolhido um PD a cada salto do pacote para
disseminar a mensagem de emergência atrás do acidente. É selecionada para PD a OBU
(que está ao alcance de comunicação do nó) que se deslocar a maior velocidade na direção
contrária ao nó em análise. O funcionamento desta estratégia será explicado com mais
detalhe na Secção 4.3.5.
• MACABA: através desta estratégia é escolhido um PD a cada salto do pacote para
disseminar a mensagem de emergência atrás do acidente. É selecionada para PD a OBU
(que está ao alcance de comunicação do nó) que tiver maior número de ligações ativas,
isto é, maior número de vizinhos. O funcionamento desta estratégia será explicado com
mais detalhe na Secção 4.3.6.
• PAB2A: através desta estratégia são escolhidos alguns PDs a cada salto do pacote com
o objetivo de a mensagem de emergência ser disseminada nas várias direções, tanto para
trás como para a frente do acidente. São selecionadas para PDs as OBUs (que estão
ao alcance de comunicação do nó) que estiverem mais distantes do nó em análise com
posições estratégicas. O funcionamento desta estratégia será explicado com mais detalhe
na Secção 4.3.7.
• SABAA: através desta estratégia são escolhidos alguns PDs a cada salto do pacote
com o objetivo de a mensagem de emergência ser disseminada nas várias direções, tanto
para trás como para a frente do acidente. São selecionadas para PDs as OBUs (que
estão ao alcance de comunicação do nó) que se deslocarem com maior velocidade com
posições estratégicas. O funcionamento desta estratégia será explicado com mais detalhe
na Secção 4.3.8.
• MACAB2A: através desta estratégia são escolhidos alguns PDs a cada salto do pacote
com o objetivo de a mensagem de emergência ser disseminada nas várias direções, tanto
para trás como para a frente do acidente. São selecionadas para PDs as OBUs (que estão
ao alcance de comunicação do nó) que tiverem maior número de ligações ativas (maior
número de vizinhos) com posições estratégicas. O funcionamento desta estratégia será
explicado com mais detalhe na Secção 4.3.9.
A lógica geral de envio de pacotes de dados comum a todas as estratégias é descrita a
seguir, na Secção 4.3.1.
4.3.1 Lógica Geral de Envio de Pacotes de Dados
A Figura 4.1 apresenta o diagrama de fluxo do funcionamento da lógica de envio dos
pacotes de dados. Esta lógica de envio é utilizada para todas as estratégias implementadas
nesta dissertação. O que muda em cada uma delas é o método para escolha dos PDs. As
OBUs que não forem PDs apenas recebem o pacote e não o retransmitem.
A lógica de envio de pacotes de dados é executada com uma periodicidade predefinida.
No início do processo, o nó verifica se foi detetado algum evento de emergência (caixa 1).
Se tiver sido detetada uma emergência, é verificado se o timestamp atual é o timestamp do
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Figura 4.1: Lógica de envio de pacotes de dados.
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acidente (caixa 2). Em caso afirmativo, é verificado se o nó em análise é a OBU que detetou o
evento de emergência (caixa 3); se sim é gerado o pacote nesta OBU (caixa 4); caso contrário
aguarda o próximo ciclo (caixa 15). O pacote gerado contém a informação com a localização do
evento de emergência (latitude e longitude), a direção de deslocamento do veículo que detetou
o evento de emergência e o tipo de evento de emergência (esta dissertação foca-se nos acidentes
e, desta forma, a mensagem de emergência contém a informação de que ocorreu um acidente,
mas outros eventos podem ser igualmente disseminados). A OBU que detetou o evento de
emergência é o primeiro PD, sendo depois escolhidos os PDs seguintes (caixa 9). No caso de
já ter sido detetado um evento de emergência, e o timestamp atual não ser igual ao timestamp
do acidente, é verificado se o nó em análise tem o pacote com a mensagem de emergência
(caixa 5). Em caso afirmativo, o nó analisa o pacote que tem armazenado na Storage de
forma a verificar se é PD (caixa 6) (se for analisa que tipo de PD é); caso contrário aguarda o
próximo ciclo (caixa 15). Se o nó for um PD, é verificado se este está dentro da ZoR (caixa 7)
(calculando a distância entre si e a OBU que detetou o evento de emergência através das suas
coordenadas GPS e das coordenadas GPS da OBU que detetou o evento que vêm como dados
no pacote de emergência). No caso de o nó não estar dentro da ZoR, aguarda o próximo ciclo
(caixa 15), caso contrário é verificado se já foram ultrapassadas o número de transmissões
permitidas para o timestamp em questão (caixa 8). O número de transmissões permitidas de
acordo com o tempo após o evento de emergência ser detetado é apresentado, como exemplo,
na Tabela 4.1. Em caso negativo são escolhidos os novos disseminadores (caixa 9) consoante a
estratégia a avaliar, e o pacote armazenado na Storage do nó é atualizado (caixa 10) (PDs no
cabeçalho do pacote) de forma a que o pacote a ser disseminado tenha a informação correta
de quem serão os PDs. Depois disto o pacote é enviado em broadcast (caixa 11). De seguida,
se o nó não é a OBU que detetou o evento de emergência, o pacote contido na Storage do nó é
novamente atualizado (caixa 13)(os PDs) para que este nó deixe de ser um PD. Se se tratar da
OBU que detetou o evento de emergência, o pacote não é atualizado para que a mensagem de
emergência seja sempre disseminada a partir desta. Por fim, o módulo de Logging é atualizado
(caixa 14) e aguarda o próximo ciclo (caixa 15).
Existem seis tipos de Próximos Disseminadores (PDs) dependendo da posição que se en-
contram e da direção da sua rota comparativamente ao nó em análise, que são apresentados
na Secção 4.3.1.3.
4.3.1.1 Cálculo do ângulo de deslocamento dos veículos
Para fazer a comparação entre as direções de deslocamento de dois veículos, é usado o mé-
todo ilustrado na Figura 4.2(a). A direção dos veículos é medida em graus e são considerados
intervalos de +45o e -45o. Deste modo são feitas várias considerações: um veículo dirige-se
na mesma direção de outro veículo se tem uma diferença (em módulo) de direção de 45o; um
veículo tem direção oposta à do outro veículo quando têm uma diferença de direção entre 135o
e 225o; um veículo tem direção perpendicular à direção do outro veículo quando estes têm
uma diferença de direção entre 45o e 135o ou entre 225o e 315o.
4.3.1.2 Cálculo do sentido de deslocamento relativo
Para fazer a comparação da posição de um veículo relativamente a outro veículo, pri-
meiramente é analisada a direção em que se dirige (Figura 4.2(b)). Um veículo dirige-se na
direção horizontal se a medida da sua direção em graus pertencer ao intervalo [0o, 45o] ou
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Tabela 4.1: Número de Transmissões permitidas.
Tempo após ser
detetado o Aci-
dente (s)
Número de Trans-
missões permiti-
das
0 - 9 5
10 - 19 10
20 - 29 15
30 - 39 20
40 - 49 25
50 - 59 30
60 - 69 35
70 - 79 40
80 - 89 45
90 - 99 50
100 - 109 55
110 - 119 60
120 - 129 65
130 - 139 70
140 - 150 75
[315o, 360o] (movimento da esquerda para a direita) ou [135o, 225o] (movimento da direita
para a esquerda). Um veículo dirige-se na direção vertical se a medida da sua direção em
graus pertencer ao intervalo [45o, 135o] (movimento de baixo para cima) ou [225o, 315o] (mo-
vimento de cima para baixo). Deste modo, é fácil verificar a posição relativa dos veículos:
para um veículo que se dirija na direção horizontal, para verificar se o outro veículo está atrás
ou à frente de outro, apenas é necessário verificar se este tem menor ou maior longitude que
o veículo em questão, dependendo do sentido de deslocamento (Figura 4.3(a)). Se o veículo
se dirigir na direção vertical, para verificar se o outro veículo está atrás ou à frente deste,
apenas é necessário verificar se este tem menor ou maior latitude que o veículo em questão,
dependendo do sentido de deslocamento (Figura 4.3(b)).
4.3.1.3 Tipos de Disseminadores
Na Tabela 4.2 são apresentados os diferentes tipos de disseminadores. Os PDs estão
divididos em dois grupos:
1. PDs que têm como função disseminar a mensagem de emergência para trás do acidente:
(a) PD do tipo 1: encontra-se atrás do nó (sendo que este está a viajar no mesmo
sentido ou em sentido contrário ao nó);
(b) PD do tipo 2: encontra-se atrás e acima do nó (sendo que este se dirige numa
direção perpendicular à do nó);
(c) PD do tipo 3: encontra-se atrás e abaixo do nó (sendo que este se dirige numa
direção perpendicular à do nó).
2. PDs que têm como função disseminar a mensagem de emergência para a frente do aci-
dente:
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(a) Direções comparativamente à direção do nó em aná-
lise.
225º
135º
315º
45º 
Direção
Horizontal
(Sentido
Esquerda-
Direita) 
Direção
Horizontal 
(Sentido
Direita-
Esquerda)
Direção Vertical 
(Sentido de
Baixo para
Cima) 
Direção Vertical 
(Sentido de
Cima para
Baixo)
(b) Direção dos veículos consoante a medida da
direção em graus.
Figura 4.2: Diagramas para a análise das direções de deslocamento dos veículos.
(a) PD do tipo 4: encontra-se à frente do nó (dirigindo-se no mesmo sentido ou em
sentido contrário ao nó);
(b) PD do tipo 5: encontra-se à frente e acima do nó (dirigindo-se numa direção per-
pendicular à do nó);
(c) PD do tipo 6: encontra-se à frente e abaixo do nó (dirigindo-se numa direção
perpendicular à do nó).
O pacote com a mensagem de emergência tem no seu cabeçalho seis campos destinados
aos PDs dos vários tipos (mais informações acerca da estrutura do pacote encontram-se nas
Secções 5.5.9 e 5.6.1.4). Deste modo, o nó analisa se é um PD através do pacote de dados
que recebe. Por comparação, o nó sabe se é PD, e de que tipo de PD é, dependendo em que
campo do cabeçalho destinado aos PDs aparece o seu Identificador (ID). Se este for do tipo
1, 2 ou 3, a variável behind é colocada a 1; caso contrário, se for do tipo 4, 5 ou 6, a variável
forward é colocada a 1. Apenas a OBU que detetou o evento de emergência é do tipo 1, 2,
3, 4, 5 e 6, sendo que as duas variáveis behind e forward são colocadas a 1, para que a partir
desta a mensagem possa ser disseminada em todas as direções.
Tabela 4.2: Caraterização dos diferentes tipos de disseminadores.
Tipo de Disseminador Posição e Direção do Veículo Selecionado
1 Direção do veículo ou direção oposta, atrás do veículo
2 Direção perpendicular à do veículo, atrás e acima do veículo
3 Direção do veículo ou direção oposta, atrás e abaixo do veículo
4 Direção do veículo ou direção oposta, à frente do veículo
5 Direção perpendicular à do veículo, à frente e acima do veículo
6 Direção perpendicular à do veículo, à frente e abaixo do veículo
Na estratégia PAB, é escolhido apenas um PD sendo que este é de qualquer tipo (1, 2, 3,
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(b) No caso em que a direção do veículo é vertical.
Figura 4.3: Comparação de posições relativamente a um veículo.
4, 5 ou 6).
Nas estratégias PABBA, SABONA e MACABA, como o objetivo é disseminar a mensagem
de emergência apenas para trás do acidente, apenas é escolhido um PD do tipo 1 por cada
salto do pacote.
Nas estratégias PAB2A, SABAA e MACAB2A, como o objetivo é disseminar a mensagem
de emergência em todas as direções, são escolhidos no máximo seis PDs para disseminarem
a mensagem de emergência a partir da OBU que detetou o acidente. Posteriormente, nos
próximos saltos do pacote de emergência são escolhidos no máximo três PDs do tipo 1, 2 e 3
se o nó está atrás do acidente ou três PDs do tipo 4, 5 e 6 se o nó está à frente do acidente.
Considerando as características dos PDs acima descritas foram implementadas sete estra-
tégias para disseminação eficiente de mensagens de emergência, que são descritas nas próximas
Secções.
4.3.2 Lógica de Receção de Pacotes de Dados
A Figura 4.4 representa o diagrama de fluxo do funcionamento da lógica de receção dos
pacotes de dados relativamente às estratégias de disseminação de dados de emergência imple-
mentadas nesta dissertação.
Quando um nó recebe um pacote com a mensagem de emergência, inicia-se o processo
de receção de um pacote de dados. Se este for recebido através de uma interface WAVE, há
uma verificação se o nó já tem o pacote de emergência, isto é, é verificado se o pacote de
emergência já está armazenado na Storage do nó. Em caso positivo, o pacote armazenado é
atualizado, isto é, o pacote existente na Storage é removido e é armazenado o novo pacote com
a informação atualizada acerca do número de saltos que o pacote percorreu e dos PDs. No
caso de o nó não ter o pacote, o pacote é armazenado na Storage, caso o nó se encontre dentro
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da zona de relevância ou não, sendo depois as variáveis do módulo de Logging atualizadas de
forma diferente para as duas situações.
É importante realçar que as OBUs apenas comunicam através das interfaces WAVE e, por
este motivo, o envio e receção de pacotes é feito através da tecnologia WAVE.
O pacote é de uma
interface WAVE?
O pacote já existe na
storage?
Atualiza o pacote (nr
hops, PDs)
Armazena o pacote
na storage
Logging
Sim
Sim
Não
Início
Figura 4.4: Lógica de receção de pacotes de dados.
4.3.3 Position-based Adaptative Broadcast
A estratégia Position-based Adaptative Broadcast (PAB), ilustrada na Figura 4.5, con-
siste em escolher um PD na vizinhança do nó a cada salto do pacote, que terá como função
disseminar a mensagem de emergência posteriormente. As características associadas ao PD
selecionado através desta estratégia são enumeradas a seguir:
• OBU com menor RSSI: é escolhido para PD a OBU da vizinhança do nó que contiver
menor RSSI, que normalmente é o nó mais distante, com o objetivo de reduzir o número
de saltos do pacote e, por consequência, reduzir o número de retransmissões do pacote
e o número de pacotes redundantes na rede. Em casos normais o nó com menor RSSI
é o veículo mais distante do nó, mas pode não ser, pois o RSSI depende também do
ambiente (existência de edifícios, obstáculos, etc) que afeta a difusão do sinal.
• OBU em qualquer direção: a OBU escolhida pode circular no mesmo sentido que o
nó, como em sentido oposto, como em sentidos perpendiculares.
• OBU em qualquer posição relativa ao nó: a OBU escolhida para PD pode estar à
frente ou atrás do nó em questão.
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É escolhido a OBU que se desloque em qualquer direção e que se situe em qualquer
posição relativamente ao nó que está a escolher o PD, com o objetivo da mensagem ser
disseminada em todas as direções, tanto atrás como à frente do acidente.
Analisando a Figura 4.5, é possível descrever o funcionamento desta estratégia. O veículo
que detetou o acidente é o primeiro PD. Este escolhe o PD, sendo das suas OBUs vizinhas
(OBUs que estão dentro da sua área de cobertura - círculo a tracejado vermelho), a que tiver
menor RSSI, neste caso o nó escolhido é o nó 2. O veículo 1 envia o pacote com a mensagem
de emergência em broadcast. Todos os seus vizinhos dentro da sua área de cobertura (círculo
a tracejado vermelho) recebem o pacote. O nó 2, ao analisar o pacote recebido, sabe que é
o nó com a função de retransmitir a mensagem. Escolhe o PD segundo a mesmo método,
sendo este o nó 3 e envia o pacote em broadcast. O nó 3 ao receber o pacote escolhe o PD e
reenvia o pacote. O mesmo processo é repetido, sendo os PD os nós 4, 5, e 6. Quando um
PD recebe o pacote e não se encontra dentro da zona de relevância, não retransmite o pacote
e a disseminação da mensagem de emergência termina até o veículo 1 (veículo que detetou o
acidente) voltar a transmitir o pacote. Neste momento todo o processo se repete.
O Algoritmo 1 descreve o método como é feita a escolha do Próximo Disseminador (PD)
segundo a estratégia PAB.
Algoritmo 1: Determinar o Próximo Disseminador segundo a estratégia PAB
1 Saída: ID do nó que assumirá a função de PD.
2 Out of Range (OoR)=1000 # fora do alcance WAVE;
3 RSSIneigh_chosen= OoR;
4 neighchosen= -1 #vizinho desconhecido;
5 repeat
6 if typeneigh = OBU then
7 if RSSIneigh < RSSIneigh_chosen then
8 neighchosen = neighcur;
9 RSSIneigh_chosen = RSSIneigh_cur;
until end of List_Neighbors;
4.3.4 Position-based Adaptative Broadcast towards furthest neighbor Be-
fore Accident
A estratégia Position-based Adaptative Broadcast towards furthest neighbor Before Acci-
dent (PABBA), ilustrada na Figura 4.6, segue o mesmo método que a estratégia PAB, com
exceção do método de escolha do PD. As características associadas ao PD selecionado através
desta estratégia são enumeradas a seguir:
• OBU mais distante do nó: é escolhido para PD a OBU que estiver a maior distância
do nó, com o objetivo do pacote percorrer o menor número de saltos possível e, por
consequência, reduzir o número de retransmissões do pacote e o número de pacotes
redundantes na rede.
• OBU com a mesma direção do nó: a OBU escolhida viaja no mesmo sentido que
o nó em questão. Normalmente quando ocorre um acidente, os veículos da mesma faixa
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Figura 4.5: Diagrama de Disseminação da ME aplicando a estratégia PAB.
de rodagem do veículo acidentado ficam presos no trânsito que o acidente provoca; como
tal, há maior densidade de veículos naquela faixa de rodagem e, por consequência, maior
conetividade entre os veículos, o que justifica esta escolha.
• OBU atrás do nó: a OBU escolhida para PD está atrás do nó em questão, com o
objetivo de a mensagem de emergência ser disseminada apenas para trás do acidente.
A Figura 4.6 ilustra o funcionamento desta estratégia, sendo que o método de disseminação
da mensagem de emergência é semelhante ao da estratégia PAB, com a diferença do critério
de escolha dos nós retransmissores.
O Algoritmo 2 descreve o método como é feita a escolha do Próximo Disseminador (PD)
segundo a estratégia PABBA.
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Figura 4.6: Diagrama de Disseminação da ME aplicando a estratégia PABBA.
Algoritmo 2: Determinar o Próximo Disseminador segundo a estratégia PABBA
1 Saída: ID do nó que assumirá a função de PD.
2 Dist (node, neighchosen)= 0;
3 neighchosen= -1 #vizinho desconhecido ;
4 Analisa directionnode;
5 repeat
6 if typeneigh = OBU then
7 Calcula Dist (node, neighcur);
8 if Dist (node, neighcur) > Dist (node, neighchosen) then
9 if directionneigh_cur = directionnode (Figura 4.2) then
10 if neighcur is behind of the node (Figura 4.3) then
11 neighchosen = neighcur;
12 Dist (node, neighchosen) = Dist (node, neighcur);
until end of List_Neighbors;
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Algoritmo 3: Determinar o Próximo Disseminador segundo a estratégia SABONA
1 Saída: ID do nó que assumirá a função de PD.
2 velneigh_chosen = 0;
3 neighchosen = -1 #vizinho desconhecido;
4 Analisa directionnode;
5 repeat
6 if typeneigh = OBU then
7 Analisa velneigh_cur;
8 if velneigh_cur > velneigh_chosen then
9 if directionneigh_cur= oppositeDirectionnode then
10 if neighcur is behind of the node then
11 neighchosen = neighcur;
12 velneigh_chosen = velneigh_cur;
until end of List_Neighbors;
4.3.5 Speed-based Adaptative Broadcast to fastest Oncoming Neighbor Ac-
cident
A estratégia Speed-based Adaptative Broadcast to fastest Oncoming Neighbor Accident
(SABONA), ilustrada na Figura 4.7, distingue-se das anteriores no método de seleção do
PD. As características associadas ao PD selecionado através desta estratégia são enumeradas
a seguir:
• OBU com maior velocidade: é escolhido para PD a OBU que tiver maior velocidade.
• OBU direção oposta à do nó: a OBU escolhida viaja em sentido contrário ao nó em
questão.
• OBU atrás ao nó: a OBU escolhida para PD está atrás do nó em questão.
É escolhida a OBU que se deslocar a maior velocidade no sentido de se afastar do
acidente, com o objetivo da mensagem ser disseminada mais rapidamente para trás do
acidente, já que os retransmissores se deslocam no mesmo sentido que a mensagem de
emergência.
Se não existir nenhuma OBU em sentido contrário ao nó, o método para escolher o PD é
o mesmo da estratégia PABBA.
A Figura 4.7 ilustra o funcionamento desta estratégia, sendo que o método de disseminação
da mensagem de emergência é semelhante ao da estratégia PAB, com a diferença do critério
de escolha dos nós retransmissores.
O Algoritmo 3 descreve a o método como é feita a escolha do Próximo Disseminador (PD)
segundo a estratégia SABONA.
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Figura 4.7: Diagrama de Disseminação da ME aplicando a estratégia SABONA.
4.3.6 Most Active Connections based Adaptative Broadcast before Accident
A estratégiaMost Active Connections based Adaptative Broadcast before Accident (MACABA)
tem um outro método de seleção do PD, distinto das estratégias anteriormente descritas. As
características associadas ao PD selecionado através desta estratégia são enumeradas a seguir.
• OBU com o maior número de ligações ativas: é escolhido para PD a OBU que
tiver maior número de ligações ativas, isto é, maior número de vizinhos, com o objetivo
de os nós retransmissores terem sempre conetividade com outros veículos e, deste modo,
a mensagem ser disseminada mais rapidamente.
• OBU com a mesma direção do nó: a OBU escolhida viaja no mesmo sentido que o
nó em questão.
• OBU atrás ao nó: a OBU escolhida para PD está atrás do nó em questão.
A Figura 4.8 ilustra o funcionamento desta estratégia, sendo que o método de disseminação
da mensagem de emergência é semelhante ao da estratégia PAB, com a diferença do critério
de escolha dos nós retransmissores.
O Algoritmo 4 descreve a o método como é feita a escolha do Próximo Disseminador (PD)
segundo a estratégia MACABA.
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Figura 4.8: Diagrama de Disseminação da ME aplicando a estratégia MACABA.
Algoritmo 4: Determinar o Próximo Disseminador segundo a estratégia MACABA
1 Saída: ID do nó que assumirá a função de PD.
2 N_Act_Connneigh_chosen = 0;
3 neighchosen = -1 #vizinho desconhecido;
4 Analisa directionnode;
5 repeat
6 if typeneigh = OBU then
7 Analisa N_Act_Connneigh_cur;
8 if N_Act_Connneigh_cur > N_Act_Connneigh_chosen then
9 if directionneigh_cur= directionnode then
10 if neighcur is behind of the node then
11 neighchosen = neighcur;
12 N_Act_Connneigh_chosen = N_Act_Connneigh_cur;
until end of List_Neighbors;
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4.3.7 Position-based Adaptative Broadcast All Around
A estratégia Position-based Adaptative Broadcast All Around (PAB2A), ilustrada na Fi-
gura 4.9, consiste em escolher seis Próximos Disseminadores (PDs) quando se trata da OBU
que detetou o evento de emergência, pois o objetivo é disseminar a ME em todas as direções a
partir desta OBU, e apenas três PDs quando se trata de outro nó, para evitar pacotes redun-
dantes na rede (por exemplo, se o nó está atrás do acidente, só se pretende que ele dissemine
a ME para trás do acidente). As características associadas aos PDs selecionados através desta
estratégia são enumeradas a seguir:
• OBUs com maior distância do nó: são escolhidos para PDs as OBUs que estiverem
a maior distância do nó.
• OBUs atrás e/ou à frente do nó, com várias direções: as OBUs escolhidas para
PDs estão atrás do nó, se esse nó for um PD do tipo 1, 2 ou 3, ou seja, a sua função é
disseminar a mensagem de emergência para trás, e à frente do nó quando o nó é um PD
do tipo 4, 5 ou 6, ou seja, quando a sua função é disseminar a mensagem de emergência
para a frente. Apenas são escolhidas OBUs atrás e à frente do nó quando se trata da
OBU que detetou o evento de emergência, e por isso a função desta OBU é disseminar
a mensagem de emergência nas várias direções. As OBUs escolhidas atrás do nó são:
uma OBU atrás do nó que se dirija no mesmo sentido ou em sentido oposto (PD do
tipo 1), com o objetivo de esta disseminar a ME aos vizinhos que se deslocam na mesma
via e atrás do nó; uma OBU atrás e acima do nó que tenha direção perpendicular à
do nó (PD do tipo 2), com o objetivo de esta disseminar a ME pelos seus vizinhos que
se deslocam na via perpendicular à do nó e acima deste; e outra OBU atrás e abaixo
do nó que tenha direção perpendicular à do nó (PD do tipo 3), com o objetivo de
esta disseminar a ME pelos seus vizinhos que se desloquem na via perpendicular à do
nó e abaixo deste. As últimas duas situações normalmente acontecem quando existem
cruzamentos ou interseções. As OBUs escolhidas à frente do nó são: uma OBU à frente
do nó que se dirija no mesmo sentido ou em sentido oposto (PD do tipo 4), com o
objetivo de esta disseminar a ME pelos seus vizinhos que se deslocam na mesma via
e à frente do nó; uma OBU à frente e acima do nó que tenha direção perpendicular
à do nó (PD do tipo 5), com o objetivo de esta disseminar a ME aos vizinhos que se
deslocam na via perpendicular à do nó e acima deste; e outra OBU à frente e abaixo
do nó que tenha direção perpendicular à do nó (PD do tipo 6), com o objetivo de esta
disseminar a ME aos vizinhos que se deslocam na via perpendicular à do nó e abaixo
deste. Novamente as últimas duas situações acontecem normalmente na presença de
cruzamentos ou interseções. São escolhidas no máximo três OBUs atrás do nó e/ou
três à frente do nó, sendo que nos casos que não existirem OBUs de um tipo de PD,
não é escolhida nenhuma OBU para esse tipo de PD, pois se não existem veículos a
deslocarem-se numa dada direção, não há disseminação da ME nessa direção.
A Figura 4.9 ilustra o funcionamento desta estratégia. O veículo que detetou o acidente
é o primeiro PD. Este escolhe vários PDs que se dirijam nas diferentes direções, sendo das
suas OBUs vizinhas (OBUs que estão dentro da sua área de cobertura - círculo a tracejado
vermelho), as que estiverem a maior distância, sendo os nós escolhidos os nós 2. O veículo 1
envia o pacote com a mensagem de emergência em broadcast. Todos os seus vizinhos, dentro
da sua área de cobertura (círculo a tracejado vermelho) recebem o pacote. Os nós 2, ao
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analisar o pacote recebido, sabem que são os nós com a função de retransmitir a mensagem.
Escolhem os PDs segundo a mesmo método, sendo que os nós que estão atrás do acidente só
escolhem PDs atrás de si e os nós que estão à frente do acidente só escolhem para PDs nós
que se situem à sua frente, sendo este os nós 3 e enviam o pacote em broadcast. O mesmo
processo é repetido. Quando um PD recebe o pacote e não se encontra dentro da zona de
relevância, não retransmite o pacote e a disseminação da mensagem de emergência termina
até o veículo 1 (veículo que detetou o acidente) voltar a transmitir o pacote. Neste momento
todo o processo se repete.
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Figura 4.9: Diagrama de Disseminação da ME aplicando a estratégia PAB2A.
O Algoritmo 5 descreve o método como é feita a escolha dos PDs segundo a estratégia
PAB2A. O Algoritmo 6 descreve o método como são escolhidos os PDs atrás do nó em questão.
Para escolher os PDs à frente do nó é utilizado um algoritmo semelhante ao Algoritmo 6, com
a diferença que nas linhas 13, 18 e 23 é feita a verificação se o nó em análise está à frente do
nó.
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Algoritmo 5: Determinar os Próximos Disseminadores segundo a estratégia PAB2A
1 Saída: Array com os IDs dos nós que vão assumir a função de Próximos Disseminadores
2 Entrada: variável behind, variável forward
3 if behind==1 then
4 São escolhidos os PDs atrás do nó (Algoritmo 6).
end
5 if forward==1 then
6 São escolhidos os PDs à frente do nó.
end
7 ArrayPDs= ArrayPDs_behind + ArrayPDs_forward;
4.3.8 Speed-based Adaptative Broadcast All Around
A estratégia Speed-based Adaptative Broadcast All Around (SABAA), ilustrada na Figura
4.10, consiste em escolher vários Próximos Disseminadores (PDs) para retransmitir a ME, tal
como a estratégia PAB2A. As características associadas aos PDs selecionados através desta
estratégia são enumeradas a seguir:
• OBUs com maior velocidade: são escolhidos para PDs as OBUs que se deslocarem
a maior velocidade.
• OBUs atrás e/ou à frente do nó, com várias direções: As OBUs escolhidas atrás
do nó são: uma OBU atrás do nó que se dirija no sentido oposto (PD do tipo 1), uma
OBU atrás e acima do nó que tenha direção perpendicular à do nó, cujo sentido faz com
que o nó se afaste do nó (PD do tipo 2) e outra OBU atrás e abaixo do nó que tenha
direção perpendicular à do nó, cujo sentido faz com que o nó se afaste do nó (PD do
tipo 3). As OBUs escolhidas à frente do nó são: uma OBU à frente do nó que se dirija
no mesmo sentido do nó (PD do tipo 4), uma OBU à frente e acima do nó que tenha
direção perpendicular à do nó, cujo sentido faz com que o nó se afaste do nó (PD do
tipo 5) e outra OBU à frente e abaixo do nó que tenha direção perpendicular à do nó,
cujo sentido faz com que o nó se afaste do nó (PD do tipo 6).
No caso de não existirem OBUs candidatas a algum tipo de PD, é aplicada a estratégia
PAB2A para selecionar uma OBU para PD do tipo em questão.
A Figura 4.10 ilustra o funcionamento desta estratégia, sendo que o método de dissemi-
nação da mensagem de emergência é semelhante ao da estratégia PAB2A, com a diferença do
critério de escolha dos nós retransmissores.
Foi desenvolvido um algoritmo semelhante ao Algoritmo 5 para escolher os PDs segundo
a estratégia SABAA. O Algoritmo 7 descreve o método como são escolhidos os PDs atrás do
nó em questão. Para escolher os PDs à frente do nó é utilizado um algoritmo semelhante ao
Algoritmo 7, com a diferença que nas linhas 13, 18 e 23 é feita a verificação se o nó em análise
está à frente do nó.
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Algoritmo 6: Determinar os Próximos Disseminadores Atrás do nó segundo a estratégia
PAB2A
1 Saída: Array com os IDs dos nós que vão assumir a função de Próximos Disseminadores Atrás
do nó
2 Dist (node, neighchosen_1)= 0;
3 Dist (node, neighchosen_2)= 0;
4 Dist (node, neighchosen_2)= 0;
5 neighchosen_1 = -1 #vizinho desconhecido;
6 neighchosen_2 = -1 #vizinho desconhecido;
7 neighchosen_3 = -1 #vizinho desconhecido;
8 Analisa directionnode;
9 repeat
10 if typeneigh = OBU then
11 Calcula Dist (node, neighcur);
12 if Dist (node, neighcur) > Dist (node, neighchosen_1) then
13 if neighcur is behind of the node then
14 if directionneigh_cur= directionnode || directionneigh_cur=
oppositeDirectionnode then
15 neighchosen_1= neighcur;
16 Dist (node, neighchosen_1)= Dist (node, neighcur);
17 if Dist (node, neighcur) > Dist (node, neighchosen_2) then
18 if neighcur is behind and above of the node then
19 if directionneigh_cur= perpendicularDirectionnode then
20 neighchosen_2= neighcur;
21 Dist (node, neighchosen_2)= Dist (node, neighcur);
22 if Dist (node, neighcur) > Dist (node, neighchosen_3) then
23 if neighcur is behind and below of the node then
24 if directionneigh_cur= perpendicularDirectionnode then
25 neighchosen_3= neighcur;
26 Dist (node, neighchosen_3)= Dist (node, neighcur);
until end of List_Neighbors;
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Algoritmo 7: Determinar os Próximos Disseminadores Atrás do nó segundo a estratégia
SABAA
1 Saída: Array com os IDs dos nós que vão assumir a função de Próximos Disseminadores Atrás
do nó
2 velneigh_chosen_1 = 0;
3 velneigh_chosen_2 = 0;
4 velneigh_chosen_3 = 0;
5 neighchosen_1 = -1 #vizinho desconhecido;
6 neighchosen_2 = -1 #vizinho desconhecido;
7 neighchosen_3 = -1 #vizinho desconhecido;
8 Analisa directionnode;
9 repeat
10 if typeneigh = OBU then
11 Analisa velneigh_cur;
12 if velneigh_cur > velneigh_chosen_1 then
13 if neighcur is behind of the node then
14 if directionneigh_cur= oppositeDirectionnode then
15 neighchosen_1= neighcur;
16 velneigh_chosen_1= velneigh_cur;
17 if velneigh_cur > velneigh_chosen_2 then
18 if neighcur is behind and above of the node then
19 if directionneigh_cur= perpendicularDirectionnode, in the sense of moving
away from of the node then
20 neighchosen_2= neighcur;
21 velneigh_chosen_2= velneigh_cur;
22 if velneigh_cur > velneigh_chosen_3 then
23 if neighcur is behind and below of the node then
24 if directionneigh_cur= perpendicularDirectionnode, in the sense of moving
away from of the node then
25 neighchosen_3= neighcur;
26 velneigh_chosen_3= velneigh_cur;
until end of List_Neighbors;
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Figura 4.10: Diagrama de Disseminação da ME aplicando a estratégia SABAA.
4.3.9 Most Active Connections based Adaptative Broadcast All Around
A estratégiaMost Active Connections based Adaptative Broadcast All Around (MACAB2A),
ilustrada na Figura 4.11, consiste em escolher vários Próximos Disseminadores (PDs) para re-
transmitir a ME, tal como as estratégias PAB2A e SABAA. As características associadas aos
PDs selecionados através desta estratégia são enumeradas a seguir:
• OBUs com o maior número de ligações ativas: são escolhidos para PDs as OBUs
que tiverem maior número de ligações ativas, isto é, maior número de vizinhos.
• OBUs atrás e/ou à frente do nó, com várias direções.
A Figura 4.11 ilustra o funcionamento desta estratégia, sendo que o método de dissemi-
nação da mensagem de emergência é semelhante ao da estratégia PAB2A, com a diferença do
critério de escolha dos nós retransmissores.
Foi desenvolvido um algoritmo semelhante ao Algoritmo 5 para escolher os PDs segundo
a estratégia MACAB2A. O Algoritmo 8 descreve o método como são escolhidos os PDs atrás
do nó em questão. Para escolher os PDs à frente do nó é utilizado um algoritmo semelhante
ao Algoritmo 8, com a diferença que nas linhas 13, 18 e 23 é feita a verificação se o nó em
análise está à frente do nó.
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Algoritmo 8: Determinar os Próximos Disseminadores Atrás do nó segundo a estratégia
MACAB2A
1 Saída: Array com os IDs dos nós que vão assumir a função de Próximos Disseminadores Atrás
do nó
2 N_Act_Connneigh_chosen_1 = 0;
3 N_Act_Connneigh_chosen_2 = 0;
4 N_Act_Connneigh_chosen_3 = 0;
5 neighchosen_1 = -1 #vizinho desconhecido;
6 neighchosen_2 = -1 #vizinho desconhecido;
7 neighchosen_3 = -1 #vizinho desconhecido;
8 Analisa directionnode;
9 repeat
10 if typeneigh = OBU then
11 Analisa N_Act_Connneigh_cur;
12 if N_Act_Connneigh_cur > N_Act_Connneigh_chosen_1 then
13 if neighcur is behind of the node then
14 if directionneigh_cur= directionnode || directionneigh_cur=
oppositeDirectionnode then
15 neighchosen_1= neighcur;
16 N_Act_Connneigh_chosen_1= N_Act_Connneigh_cur;
17 if N_Act_Connneigh_cur > N_Act_Connneigh_chosen_2 then
18 if neighcur is behind and above of the node then
19 if directionneigh_cur= perpendicularDirectionnode then
20 neighchosen_2= neighcur;
21 N_Act_Connneigh_chosen_2= N_Act_Connneigh_cur;
22 if N_Act_Connneigh_cur > N_Act_Connneigh_chosen_3 then
23 if neighcur is behind and below of the node then
24 if directionneigh_cur= perpendicularDirectionnode then
25 neighchosen_3= neighcur;
26 N_Act_Connneigh_chosen_3= N_Act_Connneigh_cur;
until end of List_Neighbors;
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Figura 4.11: Diagrama de Disseminação da ME aplicando a estratégia MACAB2A.
4.4 Considerações do Capítulo
As estratégias propostas têm a vantagem de reduzir o número de retransmissões e a quan-
tidade de pacotes de dados repetidos que circulam na rede. Portanto, o seu objetivo é que a
mensagem chegue a todos os veículos que estão na ZoR recorrendo a muito menos transmissões
do que o método de broadcast descontrolado, em que todos os nós enviam o pacote para todos
os seus vizinhos.
No próximo capítulo será apresentada a plataforma de testes, constituída por três ferra-
mentas. Serão descritos os vários processos para gerar a mobilidade dos veículos, a ferramenta
desenvolvida para estabelecer a conetividade entre estes, e a arquitetura e o funcionamento
do emulador utilizado para implementar e testar as estratégias de disseminação de mensagens
de emergência propostas. Serão apresentados e descritos os módulos que constituem o emula-
dor usado, mOVERS, as funções de cada módulo e a forma como é feita a recolha de dados.
Finalmente serão apresentadas as modificações realizadas nos módulos para a implementação
das estratégias de disseminação de mensagens de emergência propostas.
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Capítulo 5
Implementação e Integração
5.1 Descrição do Capítulo
No capítulo anterior foram apresentadas as estratégias propostas para a disseminação
de mensagens de emergência: PAB, PABBA, SABONA, MACABA, PAB2A, SABAA e
MACAB2A.
Neste capítulo serão apresentadas as três ferramentas usadas que, em conjunto, formam a
plataforma de testes. A primeira ferramenta usada é o SUMO [54], na qual é feita a simulação
de vários cenários de mobilidade; a segunda ferramenta foi desenvolvida no decorrer deste
trabalho, à qual se deu o nome de CAT, sendo o objetivo desta a agregação de conetividade
entre os veículos; e a terceira ferramenta é o mobile Opportunistic Vehicular Emulator for Real
Scenarios (mOVERS) [15] que usa os dados de mobilidade dos veículos e a conetividade entre
estes para a emulação da disseminação de mensagens de emergência numa rede veicular, de
forma a avaliar as estratégias implementadas.
5.2 Construção da plataforma de testes
Os dados da rede do Porto não tinham a informação de nenhum acidente e, por isso, não era
possível usar estes dados para emular a disseminação de mensagens de emergência a partir de
um acidente. Deste modo, foi simulado um acidente usando o SUMO e, a partir deste, foram
gerados os dados de mobilidade. Como o SUMO não consegue simular a conetividade existente
entre os nós, foi desenvolvida uma ferramenta que permite a agregação de conetividade entre
os nós. Posteriormente, os dados de mobilidade com a informação da conetividade existente
entre os nós foram emulados usando o mOVERS de forma a avaliar as estratégias de DME.
Este trabalho foi dividido em três fases de implementação, nas quais foram utilizadas três
ferramentas (Figura 5.1), apresentadas a seguir:
• Geração de mobilidade de veículos utilizando o SUMO.
• Estabelecimento de conetividade entre veículos e entre veículos e RSUs.
• Implementação e avaliação das estratégias desenvolvidas para a disseminação de mensa-
gens de emergência.
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Figura 5.1: Ferramentas que formam a plataforma de testes.
Na primeira fase foi utilizado o SUMO, um simulador de tráfego urbano, com o objetivo
de gerar a mobilidade de veículos num dado mapa e guardar a informação de mobilidade num
ficheiro. Esta fase será mais pormenorizada na Secção 5.3.
A segunda fase baseou-se no desenvolvimento de uma ferramenta que verificasse se existe
conetividade entre os veículos (OBUs) e/ou entre os veículos e a infraestrutura (RSUs), o
que adicionasse essa informação ao ficheiro que tem a informação acerca da mobilidade dos
veículos, e que convertesse esse ficheiro num ficheiro compatível com a receção de dados no
mOVERS. A esta ferramenta foi dado o nome de Connectivity Aggregation Tool (CAT). Esta
ferramenta estima a conetividade com base na distância entre os nós. O seu funcionamento
será mais pormenorizado na Secção 5.4.
Na terceira e última fase, as estratégias de disseminação de mensagens de emergência
foram implementadas e avaliadas através do mOVERS. Para isso houve a necessidade de
fazer algumas alterações ao mOVERS, que não estava preparado para a disseminação de
mensagens de emergência. Esta fase será mais pormenorizada na Secção 5.5.
5.3 Simulation of Urban MObility
O Simulation of Urban MObility (SUMO) é um simulador de tráfego contínuo, projetado
para lidar com grandes redes rodoviárias. É desenvolvido principalmente por funcionários do
Institute of Transportation Systems at the German Aerospace Center (ITSGAC). O SUMO é
open source, licenciado sob a General Public License (GPL) [54].
Com o objetivo de gerar dados de mobilidade de veículos num dado mapa, foi necessária
a realização de um conjunto de processos no SUMO (Figura 5.2). Em primeira instância é
escolhido um mapa de uma cidade ou de um local, conforme o desejado pelo utilizador (ficheiro
OSM), que contém as estradas desse mesmo local. Depois, para este mapa ser compatível
com o SUMO, é necessário fazer uma conversão do ficheiro OSM para um ficheiro NET.
Este contém lógicas de semáforos, entroncamentos, entre outros. Posteriormente é gerado um
56
ficheiro TRIPS, o qual contém um conjunto de viagens aleatórias numa determinada rede, isto
é, naquele mapa que foi escolhido. Posteriormente é gerado o ficheiro ROUTES que contém
as rotas de cada veículo e, por fim, é gerado o ficheiro FCD que contém toda a informação
acerca da mobilidade dos veículos ao longo da simulação. É possível fazer várias escolhas,
nomeadamente o mapa, o tempo de simulação, a quantidade de veículos, velocidade máxima
das vias, entre outros. De seguida, este conjunto de processos será mais pormenorizado.
OSM NET TRIPS ROUTES FCD
Figura 5.2: Conjunto de processos necessários para a geração de mobilidade de veículos.
O SUMO tem ainda outras funcionalidades: permite adicionar Pontos de Interesse, que
também serão usados neste trabalho; tem interface gráfica que permite, através de um ficheiro
de configuração, visualizar a mobilidade dos veículos graficamente.
5.3.1 Ficheiro OSM
Um ficheiro OSM contém uma extração do banco de dados do OpenStreetMap [55]. Os
dados são guardados num documento com formato Extensible Markup Language (XML).
No contexto do SUMO, um ficheiro do OpenStreetMap pode fornecer o mapa para a simu-
lação de tráfego. Ele serve como base para um ficheiro de rede SUMO (ficheiro NET).
Um ficheiro do OpenStreetMap contém um mapa com os seguintes recursos relacionados
com a simulação de tráfego:
• Os nós e as suas conexões definem a posição e a forma de todas as ruas e junções.
• O tipo de rua específica, o seu tamanho e importância (exemplo: estrada principal).
• O limite de velocidade de uma rua é geralmente determinado implicitamente pela Lei.
O valor implícito pode depender do valor do atributo de estrada/rua. No caso em que o
limite de velocidade difere do valor legal implícito, este é especificado através da chave
max_speed de uma rua.
• O número total de faixas (para ambas as direções) tem um valor implícito, dependendo
do tipo de via.
• A posição de cada semáforo é descrita como um nó com o par de valores-chave highway
= traffic_signals.
• As ruas de sentido único são marcadas com o par de valor-chave oneway = yes.
Comparando com o ficheiro de rede do SUMO (ficheiro NET), o ficheiro OSM não contém
a lógica dos semáforos, o significado das faixas de rodagem e as conexões entre as faixas num
entroncamento.
Desta forma, é necessária a conversão do ficheiro do OpenStreetMaps num ficheiro de rede
do SUMO. Para isso é utilizado o NETCONVERT, uma ferramenta incorporada no SUMO.
O NETCONVERT importa redes de estradas digitais de diferentes fontes e gera redes viárias
que podem ser usadas por outras ferramentas do SUMO.
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Neste trabalho foram extraídos do OpenStreetMap dois ficheiros com mapas distintos da
cidade do Porto, posteriormente caracterizados na Secção 6.4, aos quais foram dados os nomes:
Mapa1.osm e Mapa2.osm.
5.3.2 Ficheiro NET
Um ficheiro NET descreve a parte relacionada com o tráfego de um mapa, as estradas e
interseções que os veículos simulados percorrem. Os nós, normalmente denominados “junções”
no contexto SUMO, representam interseções e “bordas” de estradas ou ruas. Especificamente,
a rede SUMO contém as seguintes informações:
• Cada rua (borda) como uma coleção de faixas, incluindo a posição, forma e limite de
velocidade de cada faixa.
• Lógicas de semáforos referenciadas por junções.
• Entroncamentos, incluindo a regulação do direito de passagem.
• Conexões entre pistas em junções (nós).
Neste trabalho foi feita esta conversão dos ficheiros OSM para ficheiros compatíveis com
o SUMO (ficheiros NET), usando a ferramenta NETCONVERT, aos quais se deu os nomes:
netPorto1.net.xml e netPorto2.net.xml.
Para cada ficheiro foi escolhido um local do mapa para se dar o acidente e, como forma de
simular um acidente, foi colocado um semáforo a vermelho a partir do instante escolhido para
ocorrer o acidente até ao fim da simulação de modo a que os carros parassem naquele local
(semáforo). Para isso, foi alterado, nestes ficheiros (NET), o tempo que o semáforo escolhido
permaneceria de cor vermelha. Foi também alterado em cada ficheiro os limites de velocidade
das vias, de forma a serem testados diferentes cenários, nos quais a velocidade dos veículos é
diferente (Secção 6.4). Para a avaliação das estratégias de DME foram feitas três repetições
de cada cenário de mobilidade, nas quais o local do acidente foi alterado, escolhendo-se assim
outro semáforo onde ocorreria o acidente.
5.3.3 Ficheiro TRIPS
Através da ferramenta “randomTrips.p”, incorporada no SUMO, é gerado um conjunto
de viagens aleatórias (rotas possíveis num dado mapa) para uma determinada rede (esta
ferramenta tem como parâmetro de entrada o ficheiro NET). As viagens resultantes são ar-
mazenadas num ficheiro XML (habitualmente o nome do ficheiro termina em .trip.xml). As
viagens são distribuídas uniformemente no intervalo de simulação escolhido (por exemplo, en-
tre 0 e 300 segundos). O número de viagens é definido pelo período de tempo escolhido (em
segundos), o qual significa a frequência com que são geradas as viagens. Se o período escolhido
for um segundo, é gerada uma nova viagem a cada segundo. Cada viagem tem um ID e um
número de execução.
Ao executar a ferramenta “randomTrips.p” duas vezes com os mesmos parâmetros, dife-
rentes ficheiros de saída serão criados devido à aleatoriedade. A opção seed pode ser usada
para obter pseudo-aleatoriedade repetida.
Neste trabalho foi utilizada a ferramenta “randomTrips.p” para gerar os ficheiros TRIPS
para cada um dos mapas, aos quais se deu o nome de tripsPorto1.trip.xml e tripsPorto2.trip.xml.
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Foi utilizado um tempo de simulação de 300 segundos. Para o período foram utilizados os
seguintes parâmetros: 1, 1.5, 2, 2.5 e 3, conforme a quantidade de veículos desejada na simu-
lação. Por exemplo, com o período igual a 1, entraria 1 veículo na simulação a cada segundo,
ou seja, no fim da simulação, a quantidade de veículos seria 300. Desta forma, utilizando os
parâmetros 1, 1.5, 2, 2.5 e 3, a quantidade de veículos no fim da simulação seria 300, 200,
150, 120 e 100 veículos, respetivamente. A escolha da quantidade de veículos a simular será
posteriormente explicada na Secção 6.4. A opção seed foi também utilizada neste trabalho.
Foram utilizados três valores diferentes para a seed : 20, 72 e 97, para as três repetições de
cenários utilizadas. Os valores de seed foram gerados aleatoriamente através da ferramenta
random do Python.
5.3.4 Ficheiro ROUTES
O DUAROUTER é uma ferramenta do SUMO que calcula rotas de veículos usando o
cálculo do caminho mais curto. O objetivo desta ferramenta é construir rotas de veículos a
partir de definições de viagens.
Para utilizar esta ferramenta é necessário ter como entrada: uma rede rodoviária gerada
via NETCONVERT ou NETGENERATE (ficheiro NET) e um conjunto de viagens numa
determinada rede (ficheiro TRIPS). Deste modo, será gerado um ficheiro com definição de
veículos, tipos de veículos e rotas utilizáveis pelo SUMO. Este ficheiro tem habitualmente
nome terminado em .rou.xml.
Neste trabalho foi utilizada a ferramenta DUAROUTER para gerar os ficheiros ROU-
TES para cada um dos mapas, aos quais se deu o nome de routesPorto1.rou.xml e routes-
Porto2.rou.xml.
5.3.5 Ficheiro FCD
Para gerar o ficheiro FCD (habitualmente com nome terminado em .fcd.xml) é utilizada
a ferramenta SUMO. Este ficheiro tem formato XML e contém toda a informação acerca
da mobilidade dos veículos ao longo do tempo de simulação. O ficheiro contém, para cada
timestamp, a informação acerca dos veículos, nomeadamente: ID do veículo, tipo de veículo,
velocidade, ângulo de deslocamento, coordenadas geográficas, o ID da estrada em que se está a
deslocar naquele timestamp, a posição atual medida a partir do instante inicial de deslocamento
e a inclinação do veículo em graus (igual à inclinação da estrada na posição atual).
Neste trabalho foi utilizada a ferramenta SUMO para gerar os ficheiros FCD para cada
um dos mapas, aos quais se deu o nome de sumoPorto1.fcd.xml e sumoPorto2.fcd.xml.
5.3.6 Ficheiro Adicional - Pontos de Interesse
Os Pontos de Interesse (Points of Interest (POIs)) podem ser carregados dentro de um
ficheiro adicional. Informações tais como o ID, coordenadas geográficas, cor e tipo devem
constar neste ficheiro. Este ficheiro tem um nome habitualmente terminado em .add.xml.
Neste trabalho foram utilizados os POIs como forma de representar a infraestrutura (RSUs).
Deste modo, foi feito um ficheiro com o nome PontosInteresse.add.xml que contém as infor-
mações relativas às RSUs simuladas neste trabalho. Este ficheiro é importante neste trabalho
pois é utilizado, posteriormente pela ferramenta CAT, como fonte de informação acerca das
RSUs, para determinar se estas estão ao alcance de alguns nós, isto é, para saber se existem
RSUs vizinhas dos veículos (OBUs). Este ficheiro também é utilizado para se poder visualizar
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o local onde as RSUs estão localizadas no mapa do Porto e, deste modo, verificar visualmente
se ao longo da simulação os veículos passam perto destas, usando a interface gráfica do SUMO.
5.3.7 Ficheiro de Configuração
Para se utilizar a interface gráfica do SUMO é necessário criar um ficheiro de configuração
(habitualmente com nome terminado em .sumo.cfg), que contém o nome do ficheiro NET, o
nome do ficheiro ROUTES e o nome do ficheiro adicional (com os POIs).
Neste trabalho foi criado um ficheiro de configuração com o nome confPorto.sumo.cfg.
Através deste observou-se, para cada cenário escolhido, a mobilidade dos veículos utilizando a
interface gráfica do SUMO. Deste modo, foi possível visualizar a movimentação dos veículos
após ocorrer o acidente e assim ter uma noção mais clara de quais os veículos que poderiam ser
os próximos a retransmitir a mensagem de emergência, em que situações haveria problemas na
disseminação da mensagem (por exemplo, o caso dos cruzamentos), se a densidade de veículos
colocada no mapa era adequada, isto é, se correspondia a uma densidade de veículos baixa,
média ou alta, entre outros.
Na Figura 5.3 é possível visualizar duas imagens da interface gráfica do SUMO. Na Figura
5.3(a) é apresentado um mapa da cidade do Porto (as coordenadas GPS deste são apresentadas
na Tabela 6.3). Na Figura 5.3(b) podem-se visualizar vários veículos (triângulos amarelos) a
movimentarem-se nas vias, semáforos, uma RSU (círculo vermelho), e vias com várias faixas.
(a) Cidade do Porto. (b) Distribuição de veículos na via.
Figura 5.3: Imagens da interface gráfica do SUMO.
5.4 Connectivity Aggregation Tool
O SUMO gera a mobilidade entre veículos mas não é capaz de simular a conetividade
entre eles. Deste modo, torna-se necessário avaliar a conetividade entre os nós: entre quais
veículos existe conetividade, se existe conetividade entre as RSUs e os veículos, e a medida
de potência presente num sinal de rádio (RSSI) que estabelece a conetividade entre dois nós.
Com a informação acerca da conetividade entre os nós é posteriormente possível escolher um
nó na vizinhança de um dado veículo para retransmitir a mensagem.
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Para isso foi desenvolvida o Connectivity Aggregation Tool (CAT) que avalia a conetividade
entre os veículos e/ou entre veículos e RSUs, e faz um cálculo aproximado da potência do sinal
que existe entre eles. Usando o cálculo da potência de sinal, o CAT faz o agrupamento dos
veículos (clustering Secção 3.3.1.2), agrupamento este que é fundamental em todas as estra-
tégias para disseminação da mensagem de emergência propostas nesta dissertação, pois todas
as estratégias usam broadcast para disseminar os dados entre os veículos da VANET (Secção
2.2.3). Esta ferramenta foi desenvolvida utilizando a linguagem de programação Python.
Inicialmente, o ficheiro FCD com formato XML foi convertido para um formato Javascript
Object Notation (JSON), pois o mOVERS está preparado para tratar os dados recebidos neste
formato.
Posteriormente, através de uma estratégia que define que dois veículos ou um veículo e
uma RSU são vizinhos se a distância entre estes é menor que um dado valor, é estabelecida a
conetividade entre veículos e/ou entre veículos e RSUs. Este valor é um parâmetro de entrada,
isto é, depende do valor que o utilizador colocar para o alcance do tipo de comunicação
utilizado. Um dos valores escolhidos neste trabalho para o alcance WAVE foram 450 metros.
Deste modo, todos os veículos (OBUs) ou RSUs que se situassem a menos de 450 metros de
um outro veículo seriam seus vizinhos.
Através da leitura do ficheiro FCD, esta ferramenta recolhe os dados de todos os veículos
para cada timestamp, nomeadamente o ID de cada veículo e as suas coordenadas GPS, e
guarda-os em dois dicionários (estruturas de dados que implementam mapeamentos). Um
mapeamento é uma coleção de associações entre pares de valores. O primeiro elemento do par
é chamado de chave e o outro de conteúdo.
É criado um dicionário no qual os timestamps são as chaves e os IDs dos veículos são o
conteúdo. Para cada veículo é criado um dicionário dentro do dicionário inicial, em que, neste
caso, o veículo é a chave e o seu conteúdo é a coordenada geográfica longitude. O segundo
dicionário criado é semelhante ao primeiro com a diferença de ser guardada a coordenada
geográfica latitude.
Através da leitura do ficheiro adicional (com os POIs), esta ferramenta também recolhe
os dados de todas as RSUs, nomeadamente o seu ID e as suas coordenadas geográficas e
guarda-os em dois dicionários. É criado um dicionário no qual as chaves são o IDs das RSUs
e o seu conteúdo são as coordenadas geográficas (longitudes) correspondentes. É criado um
segundo dicionário no qual as chaves são os IDs das RSUs e o seu conteúdo são as coordenadas
geográficas (latitudes) correspondentes.
Depois da recolha de dados determina-se se existe conetividade entre veículos para cada
timestamp. Para isso, os dados guardados nos dicionários são acedidos, e através das coor-
denadas geográficas, é calculada a distância entre cada par de veículos possível através do
Algoritmo 9. Se a distância entre o par de veículos for inferior ao alcance do tipo de comuni-
cação utilizado (inicialmente escolhido pelo utilizador), então esses dois veículos são vizinhos.
Neste caso, é calculado o RSSI, ou seja, a intensidade do sinal de rádio que existe entre estes
através da Equação 5.1. Mais uma vez é criado um dicionário de dicionários para guardar
estas informações. O dicionário vai ter como chaves os timestamps e como conteúdo os IDs dos
veículos. Para cada veículo é criado um dicionário no qual a chave é o seu ID, e o conteúdo são
os IDs dos veículos que são seus vizinhos, e os RSSIs entre o veículo e os vizinhos em questão.
RSSI = −0.0478× distância+ 51.148; (5.1)
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Algoritmo 9: Calcular a distância entre dois pontos através das coordenadas GPS [15, 19].
Saída: d = f(lat1, long1, lat2, long2)
início
majconst = 6378137
minconst = 6356752.3142
h = 334.9
angle1 = atan(min
2
const/maj
2
const × tan(lat1 × pi/180)))× 180/pi
angle2 = atan(min
2
const/maj
2
const × tan(lat2 × pi/180)))× 180/pi
r1 =
√
1/(cos2(angle1 × pi/180)/maj2const + sin2(angle1 × pi/180)/min2const) + h
r2 =
√
1/(cos2(angle2 × pi/180)/maj2const + sin2(angle2 × pi/180)/min2const) + h
xy1 = r1 × cos(angle1 × pi/180)
xy2 = r2 × cos(angle2 × pi/180)
xy3 = r1 × sin(angle1 × pi/180)
xy4 = r2 × sin(angle2 × pi/180)
X =
√
(xy1 − xy2)2 + (xy3 − xy4)2
Y = 2pi × ((xy1 + xy2)/2)/360× (long1 − long2)
d =
√
(X2 + Y 2)
fim
A Equação 5.1 foi determinada através do método apresentado na Figura 5.4. Através dos
dados reais do Porto, foram tirados dados relativamente ao RSSI entre um veículo e o seu
vizinho afastados por uma dada distância. Através desses valores, foi gerado o gráfico e feita
uma regressão linear, da qual se retirou a Equação 5.1.
Também se determina se existe conetividade entre os veículos e as RSUs em cada ti-
mestamp. O método anterior é realizado novamente e é criado novamente um dicionário de
dicionários para guardar as informações. Este dicionário vai ter como chaves os timestamps e
como conteúdo os IDs dos veículos. Para cada veículo é criado um dicionário no qual a chave
é o seu ID e o conteúdo são os IDs das RSUs que são suas vizinhas, e os RSSIs entre o veículo
e as RSUs vizinhas em questão.
Por fim, ao ficheiro com a informação dos veículos para cada timestamp já em formato
JSON, é acrescentado à informação de cada veículo a informação relativa aos seus vizinhos.
Ou seja, para cada veículo é adicionada a informação da sua vizinhança sob a forma de uma
lista que contém o ID de cada vizinho, o RSSI entre o veículo e cada vizinho e a informação
do tipo de vizinho: se é uma RSU ou uma OBU.
São ainda criados dois ficheiros adicionais em formato txt, um que contém a lista de veículos
(OBUs, através dos seus IDs) presentes na simulação e o segundo com a lista de RSUs (através
dos seus IDs) presentes na simulação. Estes ficheiros serão também utilizados no mOVERS,
para serem iniciados um processo para cada OBU e um processo para cada RSU.
Em resumo, o CAT agrega conetividade à mobilidade vinda da simulação feita pelo SUMO
enquanto faz a compatibilidade entre o SUMO e o emulador mOVERS ao converter o ficheiro
XML para JSON. Além disso, a arquitetura modular da plataforma de testes facilita o desen-
volvimento e uso de estratégias para agrupamento dos veículos na VANET (clustering), pois
basta criar novas versões do CAT, com as novas estratégias e alterar o script de execução.
62
Figura 5.4: RSSI em função da distância.
5.5 mOVERS Simulation Tool
As estratégias de encaminhamento desenvolvidas nesta dissertação, foram implementa-
das e testadas na plataforma mobile Opportunistic Vehicular Emulator for Real Scenarios
(mOVERS). O mOVERS surgiu através de uma parceria entre a Veniam R© e o grupo de inves-
tigação NAP do Instituto de Telecomunicações (IT) da Universidade de Aveiro. Este emulador
tem por base uma DTN e foi desenvolvido em linguagem C++. Suporta comunicações entre
veículos utilizando os protocolos WAVE (IEEE 802.11p). Também é capaz de usar outros
protocolos, nomeadamente Wi-Fi e IEEE 802.11a/b/g.
O mOVERS tem uma arquitetura modular, tal como se pode observar na Figura 5.5. É
composto por seis módulos principais: API Management, Communication, Logging, Neighbo-
ring, Storage e Routing. Cada módulo trabalha com cada um dos outros através de sockets
Inter-Process Communication (IPC), e os nós trocam informações entre si através das portas
User Datagram Protocol (UDP).
A escolha desta plataforma para a implementação das estratégias prende-se com o facto
do código desenvolvido no mOVERS ter a particularidade de ser igualmente aplicável tanto
nos veículos emulados OBUs e RSUs, como nas placas que se encontram na rede real no Porto
[15].
Nas subsecções a seguir é descrito cada módulo do mOVERS com maior detalhe.
5.5.1 Recolha de Dados da Base de Dados MySQL
Para executar o processo de emulação o mais realista possível o mOVERS usa informações
coletadas através da rede real instalada na cidade do Porto. Essas informações são armazena-
das numa base de dados MySQL.
O mOVERS organiza a informação em três tabelas: ”timestamps”, ”neighbors” e ”rsu”,
cujos campos estão detalhados nas Figuras 5.6, 5.7 e 5.8, respetivamente. A Figura 5.6 é
referente à informação relativa a cada nó, em cada timestamp. A Figura 5.7 está relacionada
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Figura 5.5: Arquitetura do mOVERS [15].
com a primeira, isto é, corresponde aos IDs dos vizinhos e o respetivo RSSI, que o nó da Tabela
5.6 tem contacto nesse instante temporal (timestamp). A Figura 5.8 refere-se à informação
que cada RSU tem nos instantes em que os dados foram recolhidos na rede real durante um
dia (24h).
Durante a emulação, o mOVERS lê as informações da base de dados, mas transforma essas
informações das tabelas em informações no formato JSON, para estas poderem ser usadas mais
facilmente.
Figura 5.6: Base de Dados do mOVERS: Tabela por timestamp [16].
Figura 5.7: Base de Dados do mOVERS: Tabela por vizinhos [16].
No entanto, neste trabalho a base de dados utilizada não contém dados recolhidos da rede
real, mas sim dados gerados no SUMO aos quais foi adicionada a informação relativamente
aos vizinhos de cada veículo em cada timestamp, de acordo com as Figuras 5.6 e 5.7.
64
Figura 5.8: Base de Dados do mOVERS: Tabela por RSUs [16].
Estes dados foram gerados para conseguir criar cenários diferentes e poder testar as estra-
tégias aqui propostas.
5.5.2 Módulo API Management
Através do módulo API, os nós do mOVERS são capazes de interagir com aplicações
externas. São usadas mensagens IPC com o objetivo de separar as mensagens de advertisement
e de dados. Este módulo trata os pacotes do mOVERS através do API socket e cria uma
camada de abstração para trocar pacotes entre o mOVERS e o API. Além disso, gere o acesso
das aplicações ao mOVERS.
5.5.3 Módulos de Comunicação
Ambos os módulos, RX e Socket, estão dentro do módulo de Comunicação, pois ambos
trabalham em conjunto para processar dados trocados entre os nós. O módulo RX verifica
constantemente se o socket UDP recebeu dados para encaminhar para um nó. Quando os
dados estão no socket, o módulo RX é responsável por analisar os sinalizadores dos dados e
encaminhar o pacote para o módulo de Neighboring ou para o módulo de Routing, dependendo
se as informações são um pacote de controlo ou um pacote de dados. Se o socket UDP contiver
um pacote de controlo, o módulo Neighboring será responsável por usá-lo para atualizar as
informações relacionadas aos vizinhos do nó. Se ele contiver um pacote de dados, o módulo RX
identificará o pacote como um pacote ACK, Advertisement (ADV) ou de Dados e encaminhará
para o módulo de Routing para tratamento posterior. O módulo Socket gere o acesso ao socket
UDP e atua como a camada de abstração para enviar / receber pacotes entre nós vizinhos.
5.5.4 Módulo de Logging
O módulo de Logging é construído no módulo de Routing, já que todos os seus métodos são
chamados por métodos deste módulo. No entanto, o módulo de Logging é bastante importante,
pois este é responsável por manter um registo dos dados obtidos através das experiências.
Durante uma experiência no mOVERS, um ficheiro de log é gerado para cada nó emulado
(OBUs e RSUs) e é atualizado por timestamp com as informações relevantes. As variáveis
armazenadas para análise posterior são as seguintes:
• log_id : identifica o número único da entrada no ficheiro log.
• node_eid : identifica o nó onde está a ser gerada a informação.
• timestamp: identifica o instante temporal em que cada iteração foi executada.
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• packets_stored_total : número total de pacotes armazenados por cada nó ao longo da
experiência.
• packets_transmitted_total : número total de pacotes transmitidos por cada nó ao longo
da experiência.
• packets_stored_per_timestamp: número de pacotes armazenados em cada timestamp
(neste caso, de 2 em 2 segundos).
• packets_transmitted_per_timestamp: número de pacotes transmitidos em cada times-
tamp.
• packets_listened_per_timestamp: número de pacotes ”ouvidos” em cada timestamp.
• packets_rcv_good_per_timestamp: número de pacotes novos armazenados, por cada nó
em cada timestamp.
• packets_rcv_bad_per_timestamp: número de pacotes já armazenados na storage que
são recebidos novamente, por cada nó, em cada timestamp.
• packets_rejected_good_per_timestamp: número de pacotes rejeitados devido à largura
de banda durante um período de amostragem, que não estavam em falta.
• packets_rejected_bad_per_timestamp: número de pacotes rejeitados devido à largura
de banda durante um período de amostragem, que estavam em falta.
• control_packets_number_per_timestamp: número de pacotes de controlo enviados em
cada timestamp.
• control_packets_size_per_timestamp: tamanho total dos pacotes de advertisements
enviados em cada timestamp.
O funcionamento do módulo de Logging está descrito na Figura 5.9. Como se vê na figura,
o fluxograma pode seguir dois caminhos distintos: caso o modo emulador esteja ligado, e caso
o modo emulador esteja desligado. Considerando a situação em que não está a ser utilizado o
emulador (isto é, a DTN está a correr nas placas usadas na rede real), o módulo de Logging
recolhe o tempo atual em que a execução da estratégia de disseminação está a ser feita.
Caso contrário (o emulador está ligado), o timestamp recolhido corresponde ao timestamp
presente nos dados de entrada do emulador (contido nos dados que estão na base de dados
fornecida ao emulador para a execução das estratégias). Sempre que o timestamp é diferente
do anterior, este é atualizado para o timestamp seguinte e os dados correspondentes a esse
timestamp são guardados num ficheiro. Estes dados serão, posteriormente, utilizados para
analisar o comportamento das estratégias de disseminação de mensagens de emergência. No
fim, a thread espera um tempo aleatório entre MIN_TIME_STEP_LOG e MAX_TIME_-
STEP_LOG. Este tempo aleatório serve para que os processos consigam aceder paralelamente
e de forma concorrente ao módulo.
Para melhor adequar às métricas de desempenho das estratégias de disseminação de con-
teúdos urgentes, foram feitas modificações neste módulo. A Secção 5.6.1.1 descreve essas
modificações.
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Figura 5.9: Fluxograma do Funcionamento do Módulo de Logging [15].
5.5.5 Módulo de Neighboring
O módulo de Neighboring tem como função encontrar os nós vizinhos de cada nó (sejam
OBUs ou RSUs) e guardar essa informação numa lista de vizinhos que é criada para cada nó.
Cada nó envia pacotes de advertisement periodicamente, anunciando a sua presença na rede
e, desta forma, cada nó atualiza as suas tabelas com as informações relativas à vizinhança,
em cada timestamp.
O módulo de Neighboring abrange vários tipos de vizinhos (Figura 5.10), nomeadamente
Wi-Fi e WAVE: as OBUs e RSUs comunicam através da tecnologia WAVE; os sensores ou
endpoints utilizam as interfaces Wi-Fi para comunicar, e os servidores e as RSUs comunicam
entre si através da interface Ethernet.
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Figura 5.10: Classes dos vários tipos de vizinhos [15].
5.5.6 Módulo de Storage
O módulo de Storage é o responsável por guardar os vários tipos de pacotes que são
importantes para o processo de encaminhamento da informação. Como se vê na Figura 5.11,
este módulo oferece dois tipos de armazenamento: StorageDisk e StorageRAM que, por sua
vez, estão organizados da seguinte forma: StorageInfoTable apenas existe na StorageRAM e
StorageData está contida nos dois sub-módulos (StorageDisk e StorageRAM ). O sub-módulo
Random-Access Memory (RAM) engloba 5 tipos de tabelas que permitem um acesso rápido e
uma pesquisa otimizada dos pacotes, e cada uma armazena os mesmos de acordo com critérios
específicos:
• Expiry Table: os pacotes estão ordenados por ordem crescente de tempo de expiração
(tempo de vida) do pacote.
• Hash Table: os pacotes estão armazenados pelo identificador único de cada pacote (hash).
• NoData Table: contém os pacotes conhecidos na rede, mas não tem dados guardados.
Estes pacotes estão ordenados pelo seu tempo de expiração (tempo de vida).
• OnHold Table: os pacotes estão ordenados por ordem crescente do tempo de espera até
serem reenviados.
• Own Table: os pacotes estão armazenados pelo tipo de serviço (serviceID) do mesmo e
cujo destino é o próprio nó.
O outro sub-módulo, StorageDATA, gere o armazenamento persistente dos pacotes no
disco, lê e escreve ficheiros (um por cada pacote) para obter o conteúdo dos pacotes, e utiliza
as tabelas do sub-módulo StorageRAM para melhorar o desempenho dessas operações. Os
pacotes que vão ser encaminhados encontram-se na Expiry Table, e o primeiro a ser enviado
é o que tiver o menor tempo de vida. Por outro lado, os pacotes que estiverem na OnHold
Table ficam em espera um tempo compreendido entre um tempo mínimo e máximo de espera
(por exemplo entre 60 e 120 segundos). Após este tempo, os pacotes ficam novamente dispo-
níveis para serem reenviados, evitando que estes sejam constantemente enviados quando não
é necessário.
Neste trabalho, o pacote com a mensagem de emergência é guardado na Hash Table, de
forma a ser facilmente identificado (através do hash).
5.5.7 Módulo de Routing
Este módulo é responsável por decidir quais os pacotes que serão enviados, para que
vizinhos serão enviados, e a lógica de envio e receção dos pacotes que está contida em cada
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Figura 5.11: Organização do módulo Storage [15].
estratégia. O mOVERS utiliza uma solução híbrida de routing, pois este módulo encaminha
os pacotes consoante o tipo de vizinhos (OBU ou RSU) e o tipo de pacote (dados ou de
controlo). A primeira decisão a ser tomada depende do tipo de pacote, e o resto do processo é
feito através do tipo de nó. Portanto, de cada vez que um nó quer enviar um pacote, verifica
em primeiro lugar se tem vizinhos ao seu alcance, seleciona aqueles a quem deve deve enviar e
vai à storage buscar os pacotes, iniciando o processo de envio dos mesmos. Esse envio depende
do tipo de vizinho e, por isso, existem 4 classes de routing que foram implementadas tendo
isso em conta, como se pode ver na Figura 5.12.
Figura 5.12: Classes dos vários tipos de Routing [15].
As estratégias desenvolvidas neste trabalho para a disseminação de conteúdos urgentes
foram incorporadas neste módulo.
Como, para todas as simulações realizadas no âmbito desta dissertação, apenas OBUs
e RSUs foram consideradas, os tipos Server e Wi-Fi não serão considerados. Este módulo
também contém dois sub-módulos denominados RoutingRSU e RoutingOBU (Figura 5.13) e
são usados para manipular pacotes enviados e recebidos. Estes dois sub-módulos contêm duas
lógicas: envio e receção de pacotes de dados e de controlo, onde estão implementadas as estra-
tégias de disseminação de mensagens de emergência. No caso das estratégias implementadas
nesta dissertação, não são enviados pacotes de controlo.
5.5.8 Estratégias para Disseminação
Algumas estratégias de distribuição de conteúdo já foram implementadas antes desta dis-
sertação. Estas estratégias selecionam os dados corretos a serem transmitidos aos vizinhos
de um nó para que se alcance uma elevada taxa de entrega. Essas estratégias são: Least
Number of Hops First (LNHF), Local Rarest Bundle First (LRBF) e Local Rarest Generation
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Figura 5.13: Sub-módulos do módulo de Routing [15].
First (LRGF). Nesta dissertação, as estratégias elaboradas para a disseminação de mensagens
de emergência partiram da estratégia LNHF, pois nesta estratégia, tal como nas estratégias
implementadas nesta dissertação, não há troca de pacotes de controlo. A LNHF irá ser expli-
cada na subsecção a seguir. Esta pode ser estudada com maior detalhe em [15].
5.5.8.1 Least Number of Hops First
Esta estratégia tem como objetivo ordenar os pacotes de um nó pelo número de nós que este
percorreu (Figura 5.14(b)). Devido ao mecanismo Store-Carry-and-Forward (SCF), quando
um nó recebe um pacote de dados, este é armazenado, transportado e por fim encaminhado
quando existem veículos dentro do alcance do veículo. Quando um vizinho recebe um pacote,
este atualiza a sua informação interna, incrementando o número de saltos do pacote. Como
resultado, esta abordagem de distribuição de conteúdos baseia-se em associar o número de
saltos do pacote ao número de vizinhos que contêm este pacote. Quanto maior for o número
de saltos de um pacote, maior a probabilidade de esse pacote específico já ter sido armazenado
noutros nós.
Por outro lado, como o número de saltos de um pacote numa RSU é sempre zero (pois os
pacotes são gerados nas RSUs nesta versão do mOVERS), um segundo parâmetro também é
adicionado; o número de transmissões (Figura 5.14(a)). Como o nó emissor cria uma cópia do
pacote a ser encaminhado, esse nó pode contar o número de cópias que cria e, por extensão,
o número de transmissões. Quanto maior for o número de cópias, maior é a probabilidade de
esse pacote específico já ter sido armazenado em outros nós.
Como resultado, a LNHF é uma estratégia de distribuição de conteúdos que seleciona um
pacote com base no número de saltos em OBUs (Figura 5.15(b)) e no número de transmissões
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(a) (b)
Figura 5.14: Decisão de encaminhamento da estratégia LNHF numa (a) RSU e (b) numa OBU
[15].
(a) (b)
Figura 5.15: Estruturas internas da estratégia LNHF numa (a) RSU e (b) numa OBU [15].
em RSUs (Figura 5.15(a)). A Figura 5.16 resume o comportamento dos nós ao enviar ou
receber um pacote com essa estratégia.
Durante a transmissão (Figura 5.16(a)), quando um nó encontra um vizinho, se o próprio
nó é uma OBU, ele encontrará o pacote com o menor número de saltos e, se for uma RSU, o
menor número de transmissões. Depois de incrementar essa variável, o pacote é encaminhado
e a lista é ordenada. Durante a receção (Figura 5.16(b)), se o nó recetor tiver o pacote, ele
atualiza o número de saltos do pacote se o número recebido for maior. No entanto, se não
contiver o pacote, ele incrementa o número de saltos no pacote recebido, armazena-o e a lista
é ordenada.
Os testes realizados com esta estratégia provaram que um pequeno aumento na sobrecarga
está presente na rede devido à adição de dois novos campos para ordenar o envio dos pacotes.
Além disso, devido à falta de pacotes de controlo, a quantidade de pacotes de dados que a
rede transmite é mais constante, ao contrário de outras estratégias que limitam a decisão de
transmissão. No entanto, a taxa de entrega é menor.
A LNHF serviu como base para desenvolver as estratégias de DME implementadas nesta
dissertação, pois nesta estratégia não são utilizados pacotes de controlo, tal como nas estra-
tégias implementadas nesta dissertação. Nas estratégias de DME só existe um pacote a ser
transmitido, o pacote com a informação de que existiu um acidente ou um outro evento de
emergência e, deste modo, não é necessária a ordenação dos pacotes e não são necessários os
dois campos adicionais, evitando-se assim a sobrecarga da rede. Os procedimentos de envio e
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(a) (b)
Figura 5.16: Procedimentos para envio e receção de pacotes de dados na estratégia do LNHF
[15].
receção dos pacotes foram alterados como descrito nas Secções 4.3.1 e 4.3.2.
5.5.9 Estrutura do Pacote
A implementação do mOVERS não segue rigorosamente as especificações da Camada do
Pacote (Figura 2.7). Portanto, para fins de consistência, os pacotes usados no emulador são
chamados de pacotes mOVERS, e a estrutura de um pacote mOVERS é apresentada abaixo:
• mOVERS Header
Version: versão do emulador.
ServiceID : serviço de descoberta de vizinhos ou de distribuição de conteúdo.
Source e Destination EIDs: identifica o caminho extremo-a-extremo de um pacote.
Destination Information: tipo de nó, por exemplo.
Previous EID : detentor anterior do pacote.
Hash: identifica o pacote.
Expiry Date: instante de criação e duração do pacote.
Data Length: tamanho dos dados do pacote.
Options Length: opções variáveis impostas pelo utilizador (ainda não adicionadas
no emulador).
Priority : prioridade.
Number of Neighbours: número de nós que contêm o pacote.
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Figura 5.17: Estrutura de um pacote [15].
Flag : identifica o tipo de pacote.
File Identifier : usado com estratégias de distribuição de conteúdos implementadas
anteriormente. Identifica o ficheiro ao qual o pacote corresponde.
Total Packets of File: usado com estratégias de distribuição de conteúdos imple-
mentadas anteriormente. Identifica o número de pacotes que compõem o arquivo.
Block Identifier : usado com estratégias de distribuição de conteúdos implementadas
anteriormente. Identifica o bloco ao qual o pacote corresponde.
Block Size: usado com estratégias de distribuição de conteúdos implementadas an-
teriormente. Indica o tamanho do bloco.
Generation Size: usado com estratégias de distribuição de conteúdos implementadas
anteriormente. Identifica o rank atual do bloco associado.
• Dados
5.5.10 Procedimentos de Emulação com mOVERS
Finalmente, agora que todos os módulos do emulador mOVERS foram introduzidos e
estudados, também é importante entender como todos os módulos operam. O mOVERS é
um software multi-thread para evitar problemas de concorrência (quando o programa não
é executado na ordem pretendida). A Figura 5.18 ilustra o procedimento de emulação ao
executar o mOVERS.
Antes de iniciar todos os encadeamentos de cada módulo, um ficheiro de configuração
especificando a porta de socket, interfaces de comunicação, caminho e capacidade de armaze-
namento, caminho de registo e a versão da estratégia de distribuição de conteúdo é analisado.
Somente depois de ler este ficheiro, os módulos são inicializados, lançando as threads. Depois
de todas as threads serem lançadas, a emulação é iniciada.
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Figura 5.18: Procedimentos da emulação [15].
5.5.11 Restrições do mOVERS para a disseminação de mensagens de emer-
gência
O mOVERS não estava preparado para a disseminação de mensagens de emergência e,
portanto, alguns módulos referidos anteriormente (Routing, Logging, Neighboring) tiveram de
ser modificados. Existiam também lacunas no que diz respeito à inexistência de algumas es-
truturas que permitissem ter acesso às informações essenciais de cada nó (latitude, longitude,
velocidade e direção do movimento), de forma a ser possível calcular os próximos dissemina-
dores, de acordo com a estratégia a avaliar. Quanto às estratégias de encaminhamento foram
implementadas e integradas sete, pois as existentes no mOVERS não satisfaziam as condições
necessárias para a disseminação de mensagens de emergência. Partiu-se da estratégia LNHF
para a implementação das novas estratégias, pelo simples motivo de esta não considerar paco-
tes de controlo. De forma a ser possível obter as informações de cada nó vizinho, foi necessário
alterar os beacons que são enviados para a rede para se descobrirem nós vizinhos, para que
estes enviassem a posição, direção e velocidade de cada nó. Assim, conhecendo a posição,
direção e velocidade em cada instante de cada nó, é possível integrar as estratégias para DME
propostas nesta dissertação. Para a DME foram implementadas duas lógicas (envio e rece-
ção de pacotes de emergência) comuns a todas as estratégias (tal como descrito nas Secções
4.3.1 e 4.3.2). Mais uma vez, o cabeçalho do pacote não estava adequado para situações de
emergência e foi modificado de acordo com o que é apresentado na Secção 5.6.1.4.
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5.6 Integração das Estratégias de disseminação de mensagens
de emergência no mOVERS
Nesta secção será descrita a implementação das estratégias no mOVERS.
5.6.1 Modificações Gerais
Partindo da arquitetura existente (Figura 5.5), foram feitas modificações nos módulos de
Routing, Neighboring e Logging (Figura 5.19). No módulo de Routing foram implementadas
sete novas estratégias de disseminação de dados de emergência. No módulo de Neighboring
foram feitas alterações para que os vizinhos de um nó guardassem a informação de localização,
direção e velocidade dos nós vizinhos. No módulo de Logging, foram alterados os tipos de dados
recolhidos, mediante os resultados pretendidos. Finalmente, foram também feitas alterações
na estrutura do pacote.
As alterações feitas são detalhadas nas secções a seguir.
Logging
Routing
Helix Header
Neighboring
RX
Handler
Logging
Storage
Figura 5.19: Arquitetura do mOVERS - modificações.
5.6.1.1 Módulo de Logging
O módulo de Logging foi alterado para recolher dados que irão servir para avaliar o de-
sempenho das estratégias de disseminação de mensagens de emergência. Foram removidos
alguns dados que anteriormente o mOVERS recolhia, pois não são necessários, e foram adicio-
nados novos dados a recolher que são fundamentais para avaliar o desempenho das estratégias
implementadas neste trabalho. Os dados recolhidos pelo mOVERS após as modificações são:
• log_id : identifica o número único da entrada no ficheiro log.
• node_eid : identifica o nó onde está a ser gerada a informação.
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• timestamp: identifica o instante temporal em que cada iteração foi executada.
• packets_stored_total : número total de pacotes armazenados por cada nó ao longo da
experiência.
• packets_transmitted_total : número total de pacotes transmitidos por cada nó ao longo
da experiência.
• packets_transmitted_per_timestamp: número de pacotes transmitidos em cada times-
tamp.
• packets_listened_per_timestamp: número de pacotes ”ouvidos” em cada timestamp.
• packets_rcv_bad_per_timestamp: número de pacotes já armazenados na storage que
são recebidos novamente, por cada nó, em cada timestamp.
• packets_rejected_good_per_timestamp: número de pacotes rejeitados devido à largura
de banda durante um período de amostragem, que não estavam em falta.
• packets_rejected_bad_per_timestamp: número de pacotes rejeitados devido à largura
de banda durante um período de amostragem, que estavam em falta.
• nHops: no timestamp em que é armazenado na storage o pacote com a mensagem de
emergência, é indicado o número de saltos que o pacote já fez desde o nó de origem até
ao nó que recebeu o pacote. Desta forma é possível ter a informação de quantos saltos
o pacote percorreu até chegar a cada nó.
• distanciaOBUAcidente : no timestamp em que é armazenado na storage o pacote com
a mensagem de emergência, é indicada a distância entre o nó de origem até ao nó que
recebeu o pacote. Desta forma é possível ter a informação da distância a que estão os
nós que receberam o pacote de emergência do acidente quando receberam o pacote.
• OBUdentroZORrecebeuPacote : no timestamp em que é armazenado na storage o
pacote com a mensagem de emergência, é indicado se o nó que recebeu o pacote está
dentro da ZoR (se sim, o campo tem valor 1, caso contrário tem o valor 0). Desta forma
é possível saber se o nó que recebeu o pacote estava dentro da ZoR quando recebeu o
pacote, para posteriormente fazer a contagem correta do número de OBUs dentro da
ZoR que receberam a mensagem de emergência.
• OBUforaZORrecebeuPacote : no timestamp em que é armazenado na storage o pa-
cote com a mensagem de emergência, é indicado se o nó que recebeu o pacote está fora
da ZoR (se sim, o campo tem valor 1, caso contrário tem o valor 0).
• RSUvizinha : indica se o pacote foi enviado para uma RSU (neste caso, o campo tem
valor 1, caso contrário tem o valor 0).
• TipoDisseminador : indica o tipo de disseminador (Tabela 5.1). Assim é possível
saber o tipo de disseminador que o nó que recebeu o pacote é, se é um nó retransmissor
ou um nó que não tem nenhuma função específica.
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• OBUdentroZOR: a partir do momento em que a OBU recebe o pacote de emergência,
é indicado em todos os timestamps a seguir se a OBU está dentro da ZoR (se sim, o
campo tem valor 1, caso contrário tem o valor 0). Com este campo é possível verificar
quais os nós que estão dentro da ZoR durante o tempo de simulação e poder verificar
se um nó que recebeu o pacote fora da ZoR está posteriormente dentro da ZoR e, desta
forma, poder fazer a contagem correta da percentagem de OBUs da ZoR que recebeu o
pacote.
Tabela 5.1: Função de cada tipo de disseminador.
Tipo de Disseminador Função
0 Não retransmite a mensagem
1 É retransmissor para trás
2 É retransmissor para trás (e acima)
3 É retransmissor para trás (e abaixo)
4 É retransmissor para a frente
5 É retransmissor para a frente (e acima)
6 É retransmissor para a frente (e abaixo)
10 OBU que detetou evento de emergência. É retransmissora
para trás e para a frente (consoante estratégia).
5.6.1.2 Módulo de Neighboring
Este módulo já guardava informações acerca dos vizinhos numa lista criada para cada nó.
As informações guardadas nesta lista eram: o tipo de nó (OBU ou RSU), o ID do nó e o
RSSI. Foram feitas modificações para que fossem guardadas outras informações dos vizinhos,
nomeadamente a direção, velocidade, latitude, longitude e número de vizinhos. Para isso,
quando cada nó envia pacotes de advertisement, anunciando a sua presença na rede, estes
pacotes contêm também estas informações, para que os seus vizinhos as possam guardar
posteriormente.
5.6.1.3 Módulo de Routing
Na classe Routing estão implementados os métodos que permitem a disseminação de men-
sagens de emergência através das sete estratégias. A implementação no mOVERS das estra-
tégias está dividida em duas lógicas: lógica de envio (logic_v20()) corresponde à lógica de
envio de pacotes de dados e lógica de receção (pkt_v20(Packet*, DTNip, bool)) corresponde
à lógica de receção de pacotes de dados. É nestes métodos onde são tomadas todas as decisões
relativamente aos nós que enviam e quais nós recebem os pacotes, bem como a delimitação da
ZoR.
Foram adicionados vários métodos no sub-módulo RoutingOBU (Figura 5.20), os quais
são apresentados a seguir:
• void logic_v20 ();
Este método corresponde à lógica de envio de pacotes de dados.
• void pkt_v20 (Packet *p, DTNip from, bool endpoint);
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+logic_v20(): void
+pkt_v20(Packet *p, DTNip from, bool endpoint): void 
+EscolherNovosDisseminadores (int atras, int frente, double latitudeOBUaci-
dentada, double longitudeOBUacidentada, int headingOBUacidentada): uint16_t*
+EscolherVizinhoMaisLonge(): uint16t*
+EscolherVizinhoMaiorDistancia(): uint16t*
+EscolherVizinhoMaiorVelocidade(): uint16t*
+EscolherVizinhocomMaisVizinhos(): uint16t*
+EscolherArrayVizinhosMaiorDistanciaAtras(int atras, double latitudeOBUa-
cidentada, double longitudeOBUacidentada, int headingOBUacidentada): uint16t*
+EscolherArrayVizinhosMaiorDistanciaFrente(int frente, double latitudeOBU-
acidentada, double longitudeOBUacidentada, int headingOBUacidentada): uint16t*
+EscolherArrayVizinhosMaiorDistancia(int atras, int frente, double latitude-
OBUacidentada, double longitudeOBUacidentada, int headingOBUacidentada):
uint16t*
+EscolherArrayVizinhosMaiorVelocidadeAtras(int atras, double latitudeOBU-
acidentada, double longitudeOBUacidentada, int headingOBUacidentada): uint16t*
+EscolherArrayVizinhosMaiorVelocidadeFrente(int frente, double
latitudeOBUacidentada, double longitudeOBUacidentada, int
headingOBUacidentada): uint16t*
+EscolherArrayVizinhosMaiorVelocidade(int atras, int frente, double latitude-
OBUacidentada, double longitudeOBUacidentada, int headingOBUacidentada):
uint16t*
+EscolherArrayVizinhosMaiorNrVizinhosAtras(int atras, double
latitudeOBUacidentada, double longitudeOBUacidentada, int
headingOBUacidentada): uint16t*
+EscolherArrayVizinhosMaiorNrVizinhosFrente(int frente, double
latitudeOBUacidentada, double longitudeOBUacidentada, int
headingOBUacidentada): uint16t*
+EscolherArrayVizinhosMaiorNrVizinhos(int atras, int frente, double
latitudeOBUacidentada, double longitudeOBUacidentada, int
headingOBUacidentada): uint16t* 
+pertenceaoIntervalo(int headingVizinho, int limiteInferior, int limiteSuperior): bool 
+distance( double lat1, double lon1, double lat2, double lon2): double 
+deg2rad(double deg): double 
+rad2deg(double rad): double 
+distanciaOBUAcidente(double latitudeOBUacidentada, double
longitudeOBUacidentada): double 
+VelocidadeMediaVizinhanca(): double 
RoutingOBU
Figura 5.20: Métodos adicionados ao RoutingOBU.
Este método corresponde à lógica de receção de pacotes de dados.
• uint16_t* EscolherNovosDisseminadores (int atras, int frente, double latitudeOBUaci-
dentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método é escolhido o critério de escolha dos novos disseminadores, dependendo
da estratégia que se pretende avaliar.
• uint16_t* EscolherVizinhoMaisLonge ();
Neste método é escolhido o próximo disseminador de acordo com a estratégia PAB.
• uint16_t* EscolherVizinhoMaiorDistancia ();
Neste método é escolhido o próximo disseminador de acordo com a estratégia PABBA.
• uint16_t* EscolherVizinhoMaiorVelocidade ();
Neste método é escolhido o próximo disseminador de acordo com a estratégia SABONA.
• uint16_t* EscolherVizinhocomMaisVizinhos ();
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Neste método é escolhido o próximo disseminador de acordo com a estratégia MACABA.
• uint16_t* EscolherArrayVizinhosMaiorDistanciaAtras (int atras, double latitudeOBU-
acidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são escolhidos os próximos disseminadores que estão para trás do
evento de emergência de acordo com a estratégia PAB2A.
• uint16_t* EscolherArrayVizinhosMaiorDistanciaFrente (int frente, double latitudeO-
BUacidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são escolhidos os próximos disseminadores que estão para a frente do
evento de emergência de acordo com a estratégia PAB2A.
• uint16_t* EscolherArrayVizinhosMaiorDistancia (int atras, int frente, double latitude-
OBUacidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são chamados os métodos EscolherArrayVizinhosMaiorDistanciaFrente
e EscolherArrayVizinhosMaiorDistanciaAtras e é criado um array que contém os seis
próximos disseminadores, de acordo com a estratégia PAB2A.
• uint16_t* EscolherArrayVizinhosMaiorVelocidadeAtras (int atras, double latitudeOBU-
acidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são escolhidos os próximos disseminadores que estão para trás do
evento de emergência de acordo com a estratégia SABAA.
• uint16_t* EscolherArrayVizinhosMaiorVelocidadeFrente (int frente, double latitudeO-
BUacidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são escolhidos os próximos disseminadores que estão para a frente do
evento de emergência de acordo com a estratégia SABAA.
• uint16_t* EscolherArrayVizinhosMaiorVelocidade (int atras, int frente, double latitu-
deOBUacidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são chamados os métodos EscolherArrayVizinhosMaiorVelocidade-
Frente e EscolherArrayVizinhosMaiorVelocidadeAtras e é criado um array que contém
os seis próximos disseminadores, de acordo com a estratégia SABAA.
• uint16_t* EscolherArrayVizinhosMaiorNrVizinhosAtras (int atras, double latitudeO-
BUacidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são escolhidos os próximos disseminadores que estão para trás do
evento de emergência de acordo com a estratégia MACAB2A.
• uint16_t* EscolherArrayVizinhosMaiorNrVizinhosFrente (int frente, double latitudeO-
BUacidentada, double longitudeOBUacidentada, int headingOBUacidentada);
Neste método são escolhidos os próximos disseminadores que estão para a frente do
evento de emergência de acordo com a estratégia MACAB2A.
• uint16_t* EscolherArrayVizinhosMaiorNrVizinhos (int atras, int frente, double latitu-
deOBUacidentada, double longitudeOBUacidentada, int headingOBUacidentada);
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Neste método são chamados os métodos EscolherArrayVizinhosMaiorNrVizinhosA-
tras e EscolherArrayVizinhosMaiorNrVizinhosFrente e é criado um array que contém os
seis próximos disseminadores, de acordo com a estratégia MACAB2A.
• bool pertenceaoIntervalo (int headingVizinho, int limiteInferior, int limiteSuperior);
Neste método é verificado se a direção de um nó (em graus) pertence a um certo
intervalo.
• double distance (double lat1, double lon1, double lat2, double lon2);
Este método calcula a distância entre dois pontos através da latitude e longitude
destes. Retorna esse valor.
• double deg2rad (double deg);
Este método converte graus em radianos e retorna esse valor.
• double rad2deg (double rad);
Este método converte radianos em graus e retorna esse valor.
• double distanciaOBUAcidente (double latitudeOBUacidentada, double longitudeOBU-
acidentada);
Este método calcula a distância entre o veículo que recebeu o pacote e o veículo que
detetou o evento de emergência. Retorna esse valor.
• double VelocidadeMediaVizinhanca ();
Este método calcula a velocidade média dos vizinhos de um nó. Retorna esse valor.
5.6.1.4 Estrutura do Pacote
A estrutura do pacote foi modificada por forma a integrar as novas estratégias de disse-
minação de mensagens de emergência. Foram adicionados alguns campos no cabeçalho do
pacote e a informação contida nos dados do pacote foi também alterada. As alterações são
descritas de seguida.
• mOVERS Header
newDisseminator1 : próximo nó a disseminar a mensagem, sendo este um dissemi-
nador do tipo 1 (conforme tabela 5.1);
newDisseminator2 : próximo nó a disseminar a mensagem, sendo este um dissemi-
nador do tipo 2 (conforme tabela 5.1);
newDisseminator3 : próximo nó a disseminar a mensagem, sendo este um dissemi-
nador do tipo 3 (conforme tabela 5.1);
newDisseminator4 : próximo nó a disseminar a mensagem, sendo este um dissemi-
nador do tipo 4 (conforme tabela 5.1);
newDisseminator5 : próximo nó a disseminar a mensagem, sendo este um dissemi-
nador do tipo 5 (conforme tabela 5.1);
newDisseminator6 : próximo nó a disseminar a mensagem, sendo este um dissemi-
nador do tipo 6 (conforme tabela 5.1);
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• Dados
Contêm a informação do tipo de evento de emergência (por exemplo: acidente,
travagem brusca, aproximação de curva acentuada, etc), a localização do veículo que
detetou o evento de emergência (através da latitude e longitude deste) e a direção deste.
5.7 Uso da plataforma de testes
Para usar a plataforma de testes, são usadas as três ferramentas descritas na Secção 5.2.
No SUMO é escolhido o mapa da cidade/local onde se quer fazer a simulação, a quantidade
de veículos que se quer simular e o tempo de simulação. São usadas as funções criadas em
python para executar os vários processos necessários (Secção 5.3) para gerar o ficheiro final
com a mobilidade dos veículos simulada. Com a ferramenta CAT, pode-se escolher o alcance
do tipo de comunicação utilizada (por exemplo, 450 metros) como parâmetro de entrada, e é
gerado um ficheiro que contém a mobilidade e respetiva conetividade dos veículos. Para usar
esta ferramenta apenas é necessário executar uma função em python. Este ficheiro com as
informações relativas à mobilidade e conetividade dos veículos é colocado na base de dados
do mOVERS, de modo que este possa emular estes dados e se possa avaliar as estratégias de
DME. No mOVERS é possível escolher como parâmetros de entrada, o cenário a avaliar (de
acordo com o ficheiro com os dados que se escolhe), o tamanho da ZoR e a estratégia a avaliar.
5.8 Considerações do Capítulo
Este capítulo concentrou-se na implementação das estratégias de disseminação de mensa-
gens de emergência propostas no Capítulo 4. Foram descritas as três fases de implementação,
nomeadamente a geração de dados de mobilidade no SUMO, o desenvolvimento da ferramenta
que possibilitou o estabelecimento de conetividade entre os veículos e entre veículos e RSUs
(CAT), e o mOVERS onde foram implementadas e avaliadas as estratégias propostas. São
descritas também as alterações feitas no mOVERS para ser possível avaliar as estratégias
propostas na disseminação eficiente de mensagens de emergência.
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Capítulo 6
Testes e Resultados
6.1 Descrição do Capítulo
Neste capítulo será apresentado o software e equipamento usado para correr as várias
simulações, e serão explicados os vários cenários usados na prova de conceito das estratégias
formuladas para a entrega eficiente das mensagens de emergência. Para cada cenário são
descritas as variações de interesse para os diferentes comprimentos da ZoR, os diferentes
alcances WAVE, as diferentes quantidades de veículos e as diferentes velocidades máximas
permitidas nas vias em que os veículos circulam. De seguida serão apresentados os resultados
obtidos para os vários cenários estudados, e feita uma comparação acerca do comportamento
das estratégias em relação a cada cenário e às mudanças efetuadas entre os cenários. Por fim,
conclui-se qual a estratégia que apresenta melhores resultados, tendo em conta as métricas
utilizadas.
6.2 Introdução
As estratégias propostas nesta dissertação foram concebidas para cenários urbanos. O
cenário urbano tem vários desafios, nomeadamente, diferentes densidades de veículos depen-
dendo do período do dia em questão, diferentes velocidades dos veículos dependendo da zona
e do período do dia e também obstáculos que dificultam as comunicações, nomeadamente
prédios, muros, entre outros. Para avaliar as estratégias propostas nas várias situações foram
escolhidos cenários, nos quais se usam diferentes densidades de veículos, diferentes velocidades
máximas permitidas nas vias de circulação (ou seja, diferentes velocidades de deslocamento
dos veículos), diferentes alcances WAVE (para avaliar o impacto na DME quando existem
obstáculos a dificultar a difusão do sinal rádio) e ainda diferentes tamanhos da ZoR. As ave-
nidas do Porto podem mostrar a influência do tamanho da ZoR. A maior avenida do mapa
do Porto (Figura 6.1) tem aproximadamente 3,5 km, sendo por isso necessária uma ZoR com
raio de 1,75 km para que a ME seja disseminada naquela avenida e em toda a zona em redor.
Porém, a maioria das vias são menores, sendo necessárias ZoRs de menor tamanho.
6.3 Software e Equipamento
As estratégias de disseminação de mensagens de emergência foram desenvolvidas num
computador pessoal. No entanto, as experiências e testes realizados no mOVERS foram feitos
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numa máquina virtual, cujas especificações são descritas na Tabela 6.1.
Tabela 6.1: Características da Máquina Virtual utilizada.
Processador Intel R© CoreTM i5-5200U Central Processing Unit (CPU) @ 2.20 GHz
Memória RAM 6 GB
Sistema Operativo Linux 2.6/3.x/4.x (64-bit)
Foi utilizado o Matlab, versão 8.5 (R2015a), para gerar os gráficos com os resultados
obtidos; o SUMO, versão 30.0, para geração da mobilidade entre veículos; e o CAT foi imple-
mentado com Python 2.7.12.
6.4 Descrição dos Cenários
Nos cenários utilizados ao longo das simulações foram usados dois mapas da cidade do
Porto, área sobre a qual se variou o tamanho da ZoR, a quantidade de veículos, o alcance do
tipo de comunicação utilizado (WAVE) e a velocidade máxima permitida nas vias em que os
veículos circulam. Foram utilizados dois mapas porque é necessário um mapa pequeno para
se simular densidades de veículos maiores (só é possível simular no máximo 300 veículos no
mOVERS e, deste modo, dependendo da área do mapa, a densidade de veículos fica limitada),
e é necessário um mapa maior para simular um tamanho da ZoR.
O tempo de simulação foi o mesmo para todos os cenários: 300 segundos e o acidente
deu-se sempre no mesmo instante: após 150 segundos da simulação se iniciar.
Nas Tabelas 6.2 e 6.3 são apresentadas as coordenadas GPS relativas aos mapas 1 e 2,
respetivamente. O tamanho e as dimensões de cada mapa foram determinados utilizando a
aplicação Google Earth Pro [56] e são apresentados na Tabela 6.4.
Tabela 6.2: Coordenadas GPS do Mapa 1.
41.173
-8.6241 -8.6002
41.155
Tabela 6.3: Coordenadas GPS do Mapa 2.
41.1775
-8.6301 -8.5942
41.1505
Tabela 6.4: Tamanho dos mapas utilizados.
Mapa Dimensões Tamanho
Mapa 1 2km x 2km 4 km2
Mapa 2 3km x 3km 9 km2
Foram usadas cinco quantidades de veículos em cada mapa, cuja densidade de veículos é
apresentada na Tabela 6.5. As densidades de veículos são apresentadas na unidade veículos
por quilómetro quadrado (veículos/km2). O mOVERS tem a restrição de ter um máximo
de veículos a poder ser emulado, isto é, a rede pode ser constituída no máximo por 300 nós
(veículos), pois não podem estar mais de 300 processos abertos.
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Tabela 6.5: Densidades de veículos utilizadas.
Mapa / Quantidade de veículos 100 120 150 200 300
Mapa 1 (veículos/km2) 25 30 37,5 50 75
Mapa 2 (veículos/km2) 11,11 13,33 16,67 22,22 33,33
Também foram usados diferentes alcances para o tipo de comunicação utilizado (WAVE),
os quais são apresentados na Tabela 6.6, na unidade metros. De acordo com [57], o alcance
WAVE em cruzamentos são 150 metros, já em linha de vista são 800 metros. De acordo
com [17], o alcance WAVE são 450 metros. Além dessas distâncias encontradas na literatura,
incluiu-se duas distâncias intermédias (300, 600) para avaliar a progressão dos resultados.
Tabela 6.6: Alcances WAVE utilizados.
Alcances (m) 150 300 450 600 800
Foram utilizados vários tamanhos para a zona de relevância (ZoR, um círculo com centro
no veículo que detetou o evento de emergência e raio com determinado valor). O tamanho
dos diferentes raios utilizados para a ZoR são apresentados na Tabela 6.7 e estão na unidade
quilómetros. Alguns trabalhos [11, 14] usam tamanhos de raio para a zona de relevância
demasiado baixos, como é o exemplo de um raio de ZoR inferior a 500 metros. Como se pode
verificar na Figura 6.1, no mapa do Porto, existe uma avenida com comprimento próximo
de 3,5 km. Se um evento de emergência acontecer naquela avenida é benéfico avisar todos
os veículos daquela avenida acerca do evento. Cenários reais como este justificam uma ZoR
maior. Desse modo, foram escolhidos valores entre 1km e 2km para o tamanho do raio da
ZoR.
Figura 6.1: Mapa do Porto (com a medida de uma avenida).
Por fim, houve também uma variação da velocidade máxima permitida nas vias em que
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Tabela 6.7: Tamanhos da ZoR utilizados.
Raio da ZoR (km) 1 1.25 1.5 1.75 2
os veículos circulam nas simulações (apresentadas na Tabela 6.8, na unidade quilómetros por
hora (km/h)). A velocidade de 50 km/h é a velocidade permitida pela lei na maioria das vias
de um cenário urbano. Foram testados valores mais altos, para verificar como as estratégias
se comportariam nos casos em que os veículos se deslocam com mais velocidade, já que, na
realidade, por vezes os veículos excedem a velocidade permitida pela lei. Foram testados
valores entre 50 e 80 km/h para as velocidades máximas atingidas pelos veículos, dado que
50 km/h é a velocidade permitida pela lei e 80 km/h é a velocidade máxima que um veículo
poderá andar em períodos do dia ou zonas que não existe trânsito, num cenário urbano.
Tabela 6.8: Velocidades máximas a que os veículos podem circular.
Velocidades Máximas (km/h) 50 57,5 65 72,5 80
A simulação de cada cenário foi repetida três vezes, sendo que o local do acidente foi
alterado em cada uma das simulações. Além disso cada simulação tem uma aleatoriedade
diferente, sendo que foram utilizados diferentes valores de semente (seed), como explicado
anteriormente na Secção 5.3. Para os intervalos de confiança calculados foi considerado um
nível de confiança de 95%.
6.5 Métricas Usadas para Avaliação das Estratégias
Os resultados foram avaliados através de algumas métricas, comummente usadas em tra-
balhos semelhantes [4, 14, 18]:
• Taxa de Entrega Cumulativa - quociente entre o número de veículos que receberam
o pacote com a mensagem de emergência até um determinado instante e o número de
veículos total que passaram pela ZoR até esse instante, em percentagem (Equação 6.1).
O cálculo desta métrica é cumulativo pois são sempre considerados todos os veículos que
passaram pela ZoR até um determinado instante de tempo, tanto no cálculo do número
de veículos que já receberam o pacote, como no cálculo do número de veículos que passou
pela ZoR.
Taxa de Entrega Cumulativa (%) =
no veı´culos que recebeu a mensagem
no veı´culos que esta´ ou esteve na ZoR
× 100 (6.1)
• Taxa de Entrega Cumulativa 2 - quociente entre o número de veículos que receberam
o pacote com a mensagem de emergência até um determinado instante de tempo e o
número de veículos que passou pela ZoR durante o tempo da simulação completo, em
percentagem (Equação 6.2). O cálculo desta métrica é cumulativo pois são sempre
considerados todos os veículos que passaram pela ZoR até um determinado instante de
tempo.
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Taxa de Entrega Cumulativa 2 (%) =
no veı´culos que recebeu a mensagem
no veı´culos que esteve na ZoR durante a simulaça˜o
× 100
(6.2)
Estas duas métricas são importantes para avaliar a quantidade de veículos dentro da
ZoR que recebe o pacote com a mensagem de emergência. Com a taxa de entrega
cumulativa é possível verificar a velocidade com que o pacote é entregue aos veículos
que estão dentro da ZoR ou passaram por lá até um determinado instante, ou seja,
é possível verificar, por exemplo, quanto tempo demora a que seja entregue a ME a
80% dos veículos. Com o gráfico da taxa cumulativa 2 é possível verificar a quantidade
de veículos que recebe a ME em comparação à quantidade de veículos que passaram
na ZoR ao longo da simulação. Ou seja, poder-se-á verificar se existe mobilidade dos
veículos com deslocamento para dentro da ZoR; se ao longo da simulação estão sempre
a ser entregues pacotes e a mensagem já tinha sido entregue à maioria dos veículos, isto
significa que ao longo da simulação entraram novos veículos dentro da ZoR, existindo,
deste modo, mobilidade de veículos.
• Overhead Cumulativo - quociente entre o número de pacotes transmitidos até um
determinado instante de tempo e o número de veículos que receberam o pacote com a
mensagem de emergência até esse mesmo instante de tempo (Equação 6.3).
Overhead Cumulativo =
no pacotes transmitidos
no veículos que receberam a mensagem
(6.3)
Um dos objetivos das estratégias propostas é que estas entreguem o pacote de emergência
à maior quantidade de veículos no menor tempo possível, provocando o menor overhead
possível. A primeira premissa é verificada pelas métricas taxa de entrega cumulativa
e taxa de entrega cumulativa 2. A segunda premissa é verificada por esta métrica,
o overhead cumulativo, na qual é determinado o número de pacotes transmitidos por
veículo que recebeu o pacote com a ME. Esta métrica é fundamental para avaliar qual
é a melhor estratégia, isto é, duas estratégias que tenham a mesma taxa de entrega, a
que provocar menor overhead será a melhor estratégia.
6.6 Resultados
Esta secção apresenta e discute os resultados obtidos. Para o primeiro cenário são apresen-
tados todos os detalhes relevantes de avaliação feita para as estratégias propostas. De seguida
são apresentadas as variações para os cenários, com destaque apenas para as diferenças im-
portantes a cada um deles.
6.6.1 Resultados do cenário de estudo
Nesta Secção são apresentados os resultados para um cenário de estudo: alcance WAVE
de 450 metros, densidade de veículos de 75 veículos/km2, tamanho do raio da ZoR de um
quilómetro e velocidade máxima de deslocação dos veículos de 50 km/h (Tabela 6.9).
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Figura 6.2: Taxa de Entrega Cumulativa.
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Figura 6.3: Taxa de Entrega Cumulativa 2.
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Tabela 6.9: Caracterização do cenário de estudo.
Densidade de
veículos
Alcance WAVE Tamanho ZoR Velocidade Má-
xima dos veícu-
los
75 veíc/km2 450m 1km 50 km/h
Analisando os resultados obtidos presentes na Figura 6.2 é possível verificar que a estratégia
SABAA foi a mais eficiente ao longo do tempo de simulação, conseguindo alcançar uma taxa
de entrega de 100% no fim da simulação (Tabela 6.10). As estratégias PAB2A, SABAA e
MACAB2A tiveram melhor desempenho do que a estratégia PAB, atingindo taxas de entrega
superiores a 80% (Tabela 6.10) no fim da simulação, enquanto que com a estratégia PAB
apenas se alcançou 70% dos veículos (Tabela 6.10). Apesar de na estratégia PAB, idêntica
às estratégias mencionadas em [6, 29, 47], o objetivo ser a disseminação da mensagem de
emergência nas várias direções, na realidade isso pode não acontecer pois ao escolher o veículo
com menor RSSI, pode-se escolher um veículo para retransmitir a mensagem que esteja atrás
do acidente, e no salto seguinte da mensagem, ser escolhido um veículo à frente do acidente
e, desta forma, a mensagem andar para trás e para a frente percorrendo um maior número
de saltos e podendo não chegar a todos os veículos. As estratégias PABBA, SABONA e
MACABA tiveram um desempenho inferior às estratégias PAB2A, SABAA e MACAB2A
como esperado, pois como a mensagem de emergência nestas estratégias é disseminada apenas
para trás do acidente (Secção 4.3) e nem todos os veículos ao longo da simulação passam atrás
do acidente, é esperado que a ME não chegue a todos os veículos.
Tabela 6.10: Taxa de Entrega Total no fim da simulação (%).
Avaliando com mais detalhe a Figura 6.2, verifica-se que a estratégia SABAA no primeiro
segundo após ocorrer o acidente (instante 150 do gráfico) entregou a mensagem de emergência
a mais de 80% dos veículos que estavam na ZoR naquele instante; 60 segundos após ocorrer o
acidente (instante 210 no gráfico), com a utilização da estratégia SABAA, a ME foi entregue
a 100% dos veículos. Este valor significa que todos os veículos que passaram na ZoR até
àquele momento receberam a ME. Como se pode verificar na Tabela 6.11, no instante 210
a ME já tinha sido entregue a 174 veículos e o número de veículos que passou pela ZoR até
àquele momento foi 174. 90 segundos após ocorrer o acidente, a taxa de entrega diminui,
usando a estratégia SABAA: isto significa que entraram mais veículos na ZoR e que a ME
não foi entregue a todos os novos veículos até àquele instante, sendo que neste instante tinham
passado pela ZoR 199 veículos e a ME já tinha sido entregue a 196 (Tabela 6.11).
A Figura 6.3 apresenta a progressão da taxa de entrega ao longo da simulação. É possível
verificar que 30 segundos após ocorrer o acidente (instante 180 no gráfico) verifica-se que a taxa
de entrega atingida foi aproximadamente 60% utilizando a estratégia SABAA. Isto significa
que neste instante a ME tinha sido entregue a 148, dos 248 veículos que passaram pela ZoR
durante toda a simulação. Através desta Figura pode-se verificar a mobilidade dos veículos ao
longo da simulação. Ao analisar a Figura 6.3 em conjunto com a Figura 6.2, é possível verificar
que 60 segundos após o acidente, a mensagem de emergência tinha sido entregue a 100% dos
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Tabela 6.11: Número de OBUs (dentro da ZOR) que receberam o pacote.
Tabela 6.12: Número de Pacotes Transmitidos (contagem cumulativa).
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Figura 6.4: Overhead Cumulativo.
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veículos que passaram pela ZoR, usando a estratégia SABAA (Figura 6.2), e analisando a
Figura 6.3 é possível verificar que a taxa de entrega aumentou 90 segundos após ocorrer o
acidente, concluindo-se assim que existiu mobilidade de veículos para dentro da ZoR.
Analisando a Figura 6.4 é possível verificar que as estratégias PAB, PABBA, SABONA e
MACABA provocam menor overhead na rede do que as outras. Isto deve-se ao facto de nestas
estratégias apenas ser escolhido um retransmissor a cada salto da mensagem. Nas estratégias
PAB2A, SABAA e MACAB2A, sempre que há cruzamentos, ou seja, veículos a deslocarem-se
nas várias direções, são escolhidos mais do que um nó para retransmitir a mensagem, sendo por
isso esperado que o overhead nestas circunstâncias seja superior. Para o cálculo do overhead
foram utilizados os valores apresentados nas Tabelas 6.11 e 6.12. Como exemplo, após 60
segundos após o acidente ter ocorrido (instante 210 no gráfico), o overhead causado pela
estratégia SABAA é de aproximadamente 7.36 pacotes transmitidos por veículo que recebeu a
ME, sendo que foram transmitidos 1096 pacotes até este instante (Tabela 6.12) e 149 veículos
receberam a ME até este instante (Tabela 6.11).
6.6.2 Variação do Tamanho da Zona de Relevância
Para avaliar o efeito da variação da densidade de veículos na DME foram efetuados testes
em 2 grupos com 5 cenários cada.
Os resultados obtidos relativos ao primeiro conjunto de cenários 1-5 (Tabela 6.13), nos
quais a densidade de veículos é mantida em 33 veículos/km2, o alcance WAVE é mantido em
150 metros, a velocidade máxima de deslocamento dos veículos é mantida em 50 km/h e o
tamanho do raio da ZoR é variado entre 1km e 2km (Tabela 6.13), são apresentados de seguida
(Figuras 6.5 e 6.6).
Tabela 6.13: Caracterização dos cenários 1-5.
Cenário 1 2 3 4 5
Raio ZoR (km) 1 1,25 1,5 1,75 2
Analisando a Figura 6.5, é possível verificar que, em geral, com o aumento do tamanho da
ZoR, a taxa de entrega diminui. Sendo o alcance WAVE pequeno (150m) e a zona de relevância
elevada, para a mensagem chegar aos últimos veículos (os que se encontram mais longe do
evento de emergência), esta tem que percorrer mais saltos. Como a densidade de veículos é
baixa, pode por vezes não existir conetividade entre veículos e a mensagem não chegar por
isso a todos os veículos durante o tempo de simulação. Com o aumento do tamanho da ZoR, a
probabilidade de entregar a todos os veículos é menor e, deste modo, a taxa de entrega diminui
com o aumento do tamanho da ZoR. Quanto ao overhead (Figura 6.6), verifica-se que este se
mantém mais ou menos constante para todas as estratégias, com o aumento do tamanho da
ZoR, exceto para a estratégia PAB2A, que diminui quando o tamanho da ZoR é 1500 e 1750
metros, o que é justificável, pois nesses pontos a taxa de entrega é maior, e sendo o overhead
o quociente entre o número de pacotes entregue e o número de pacotes transmitidos, é normal
que seja menor.
Um segundo conjunto de cenários 6-10 (Tabela 6.14) considera a densidade de veículos em
33 veículos/km2, a velocidade máxima de deslocamento dos veículos em 50 km/h e o tamanho
do raio da ZoR é variado entre 1km e 2km. Testou-se um alcance maior para WAVE (450m).
Mais uma vez, nestas experiências é de notar que, com o aumento do tamanho da ZoR, a
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Figura 6.5: Taxa de Entrega em função do tamanho da ZoR, cenários 1-5.
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Figura 6.6: Overhead na rede em função do tamanho da ZoR, cenários 1-5.
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Figura 6.7: Taxa de Entrega em função do tamanho da ZoR, cenários 6-10.
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Figura 6.8: Overhead na rede em função do tamanho da ZoR, cenários 6-10.
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Tabela 6.14: Caracterização dos cenários 6-10.
Cenário 6 7 8 9 10
Raio ZoR (km) 1 1,25 1,5 1,75 2
taxa de entrega da mensagem de emergência diminui ligeiramente, como se pode verificar na
Figura 6.7, como era esperado.
Através das Figuras 6.5 e 6.7 pode-se concluir que as estratégias SABAA e PAB2A
destacam-se entre as outras com taxas de entrega mais elevadas. Porém, a estratégia SABAA
é melhor que a PAB2A, pois consegue uma taxa de entrega, em geral, mais elevada que a
SABAA, e com menor overhead gerado na rede.
6.6.3 Variação da Densidade de Veículos
Para avaliar o efeito da variação da densidade de veículos na DME foram efetuados testes
em 3 grupos com 5 cenários cada.
Os resultados obtidos relativos ao primeiro conjunto de cenários 11-15 (Tabela 6.15), nos
quais o alcance WAVE é mantido em 150 metros, a velocidade máxima de deslocação dos
veículos é mantida em 50 km/h, o tamanho do raio da ZoR é mantido a 1km e a densidade
de veículos é variada entre 25veículos/km2 e 75veículos/km2, são apresentados de seguida
(Figuras 6.9 e 6.10).
Tabela 6.15: Caracterização dos cenários 11-15.
Cenário 11 12 13 14 15
Densidade de veículos (veículos/km2) 75 50 37.5 30 25
Avaliando o desempenho das estratégias em função da densidade de veículos é possível
concluir que para um alcance WAVE pequeno (150m) (Figura 6.9), a taxa de entrega não
varia linearmente com o aumento da densidade de veículos. Em [14] também são avaliadas
estratégias em função da densidade de veículos, e para uma cobertura de 200 metros, os
resultados obtidos indicam que a taxa de entrega não varia linearmente com a densidade de
veículos.
Os resultados obtidos relativos ao segundo conjunto de cenários 16-20 (Tabela 6.16), nos
quais o alcance WAVE é mantido em 450 metros, a velocidade máxima de deslocação dos
veículos é mantida em 50 km/h, o tamanho do raio da ZoR é mantido a 1km e a densidade
de veículos é variada entre 25veículos/km2 e 75veículos/km2, são apresentados de seguida
(Figuras 6.11 e 6.12).
Tabela 6.16: Caracterização dos cenários 16-20.
Cenário 16 17 18 19 20
Densidade de veículos (veículos/km2) 75 50 37.5 30 25
Analisando os resultados obtidos na Figura 6.11, para os quais se usou um alcance WAVE
maior do que na situação anterior (450m), mais uma vez é possível concluir que taxa de entrega
não varia linearmente com o aumento da densidade de veículos.
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Figura 6.9: Taxa de Entrega em função da densidade de veículos, cenários 11-15.
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Figura 6.10: Overhead na rede em função da densidade de veículos, cenários 11-15.
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Figura 6.11: Taxa de Entrega em função da densidade de veículos, cenários 16-20.
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Figura 6.12: Overhead na rede em função da densidade de veículos, cenários 16-20.
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Os resultados obtidos relativos ao terceiro conjunto de cenários 21-25 (Tabela 6.17), nos
quais o alcance WAVE é mantido em 800 metros, a velocidade máxima de deslocação dos
veículos é mantida em 50 km/h, o tamanho do raio da ZoR é mantido a 1km e a densidade
de veículos é variada entre 25veículos/km2 e 75veículos/km2, são apresentados de seguida
(Figuras 6.13 e 6.14).
Tabela 6.17: Caracterização dos cenários 21-25.
Cenário 21 22 23 24 25
Densidade de veículos (veículos/km2) 75 50 37.5 30 25
Analisando a Figura 6.13, é possível verificar que a partir de uma densidade superior a
50 veículos/km2, a taxa de entrega diminui usando qualquer uma das estratégias. Havendo
uma densidade de veículos elevada e um alcance WAVE elevado, cada veículo tem muitos nós
como vizinhos, isto significa que pode existir mais perda de pacotes e, desta forma, a taxa de
entrega diminuir.
Através das Figuras 6.9, 6.11 e 6.13 é possível concluir que a melhor estratégia é novamente
a SABAA, dado que, em geral, são conseguidas melhores taxas de entrega ao aplicar esta
estratégia e menor overhead causado na rede.
6.6.4 Variação do Alcance WAVE
Para avaliar o efeito do alcance WAVE foram efetuados testes em 3 grupos com 5 cenários
cada.
Os resultados obtidos relativos ao primeiro conjunto de cenários 25-30 (Tabela 6.18), nos
quais a densidade de veículos é mantida em 75 veículos/km2, a velocidade máxima de deslo-
cação dos veículos é mantida em 50 km/h, o tamanho do raio da ZoR é mantido a 1km e o
alcance WAVE é variado entre 150 e 800 metros, são apresentados de seguida (Figuras 6.15 e
6.16).
Tabela 6.18: Caracterização dos cenários 26-30.
Cenário 26 27 28 29 30
Alcance WAVE (m) 150 300 450 600 800
Analisando a Figura 6.15, é possível verificar que para alcances WAVE superiores a 450
metros, a taxa de entrega diminui. Como a densidade de veículos é elevada (75 veículos/km2),
para maiores alcances WAVE, cada nó vai ter mais vizinhos e, por consequência, vai haver
maior perda de pacotes. Desta forma, é esperado que a taxa de entrega diminua usando uma
densidade de veículos elevada e alcances WAVE elevados (>450m).
Os resultados obtidos relativos ao segundo conjunto de cenários 31-35 (Tabela 6.19), nos
quais a densidade de veículos é mantida em 37.5 veículos/km2, a velocidade máxima de des-
locação dos veículos é mantida em 50 km/h, o tamanho do raio da ZoR é mantido em 1km e
o alcance WAVE é variado entre 150 e 800 metros, são apresentados de seguida (Figuras 6.17
e 6.18).
Dado que quanto maior for o alcance WAVE maior conetividade entre veículos existe e
menos fugaz esta é, espera-se que quanto maior é o alcance do tipo de comunicação utilizado,
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Figura 6.13: Taxa de Entrega em função da densidade de veículos, cenários 21-25.
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Figura 6.14: Overhead na rede em função da densidade de veículos, cenários 21-25
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Figura 6.15: Taxa de Entrega em relação ao Alcance WAVE, cenários 26-30.
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Figura 6.16: Overhead na rede em relação ao Alcance WAVE, cenários 26-30.
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Figura 6.17: Taxa de Entrega em relação ao Alcance WAVE, cenários 31-35.
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Figura 6.18: Overhead na rede em relação ao Alcance WAVE, cenários 31-35.
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Tabela 6.19: Caracterização dos cenários 31-35.
Cenário 31 32 33 34 35
Alcance WAVE (m) 150 300 450 600 800
maior seja a taxa de entrega. Analisando a Figura 6.17, é possível verificar que a taxa de en-
trega da mensagem de emergência, para uma densidade de veículos média (37.5 veículos/km2),
aumenta com o aumento do alcance WAVE seja qual for a estratégia utilizada. Como a den-
sidade de veículos é menor do que nos cenários 25-30, cada nó já não vai ter tantos vizinhos
e, deste modo, a taxa de entrega aumenta com o aumento do alcance WAVE, como esperado.
Os resultados obtidos relativos ao terceiro conjunto de cenários 35-40 (Tabela 6.20), nos
quais a densidade de veículos é mantida em 25 veículos/km2, a velocidade máxima de deslo-
cação dos veículos é mantida em 50 km/h, o tamanho do raio da ZoR é mantido a 1km e o
alcance WAVE é variado entre 150 e 800 metros, são apresentados de seguida (Figuras 6.19 e
6.20).
Tabela 6.20: Caracterização dos cenários 36-40.
Cenário 36 37 38 39 40
Alcance WAVE (m) 150 300 450 600 800
Analisando a Figura 6.19, é possível verificar que a taxa de entrega da mensagem de
emergência, para uma densidade de veículos pequena (25 veículos/km2), aumenta, em geral,
com o aumento do alcance WAVE seja qual for a estratégia utilizada, como esperado.
Através das Figuras 6.15, 6.17 e 6.19 é possível concluir que a melhor estratégia é novamente
a SABAA, dado que apesar de com esta serem conseguidas taxas de entregas semelhantes às
conseguidas com a estratégia PAB2A, a estratégia SABAA provoca menor overhead na rede,
como se verifica nas Figuras 6.16, 6.18 e 6.20.
6.6.5 Variação da velocidade máxima de deslocação dos veículos
Para avaliar o efeito da variação da densidade de veículos na DME foram efetuados testes
em 2 grupos com 5 cenários cada.
Os resultados obtidos relativos ao primeiro conjunto de cenários 41-45 (Tabela 6.21), nos
quais a densidade de veículos é mantida em 75 veículos/km2, o tamanho do raio da ZoR é
mantido em 1km e o alcance WAVE é mantido em 300m e a velocidade máxima de deslocação
dos veículos é variada entre 50 km/h e 80km/h, são apresentados de seguida (Figuras 6.21 e
6.22).
Tabela 6.21: Caracterização dos cenários 41-45.
Cenário 41 42 43 44 45
Velocidade máxima permitida nas vias (km/h) 50 57,5 65 72,5 80
Avaliando o desempenho das estratégias em função da velocidade dos veículos, é possível
concluir que a taxa de entrega diminui em relação ao cenário que os veículos se deslocam
com uma velocidade de acordo com a lei, ou seja, não excedem os 50km/h. Isto acontece
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Figura 6.19: Taxa de Entrega em relação ao Alcance WAVE, cenários 36-40
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Figura 6.20: Overhead na rede em relação ao Alcance WAVE, cenários 36-40.
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Figura 6.21: Taxa de Entrega em função da velocidade máxima permitida, cenários 41-45.
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Figura 6.22: Overhead na rede em função da velocidade máxima permitida, cenários 41-45.
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porque, quanto maior for a velocidade com que se deslocam os veículos, mais fugaz pode ser a
conetividade entre eles. Para cenários em que os veículos se deslocam com maior velocidade,
e o alcance WAVE é pequeno (300m), a estratégia PAB2A é a mais eficiente. Na estratégia
SABAA são escolhidos os veículos com maior velocidade para retransmitirem a ME. Com um
alcance WAVE pequeno, e estando os veículos retransmissores a deslocarem-se a velocidade
elevada (superior a 50km/h), a conetividade entre estes veículos e outros pode ser muito
fugaz e, desta forma, a ME não ser entregue a tantos veículos como na estratégia PAB2A que
escolhe para veículos retransmissores os veículos que estão mais longe e estes podem ter uma
velocidade reduzida, permitindo assim uma conetividade mais fiável entre os veículos.
Os resultados obtidos relativos ao segundo conjunto de cenários 46-50 (Tabela 6.22), nos
quais a densidade de veículos é mantida em 75 veíc/km2, o tamanho do raio da ZoR é mantido
a 1km e o alcance WAVE é mantido nos 450m e a velocidade máxima permitida nas vias de
circulação de veículos é variada entre 50 km/h e 80km/h, são apresentados de seguida (Figuras
6.23 e 6.24).
Tabela 6.22: Caracterização dos cenários 46-50.
Cenário 46 47 48 49 50
Velocidade máxima permitida nas vias (km/h) 50 57,5 65 72,5 80
Mais uma vez é possível verificar que o desempenho das estratégias diminui ligeiramente
com o aumento da velocidade de deslocamento de veículos, o que é esperado. Para estes
cenários, como o alcance WAVE é maior (450m), a estratégia SABAA torna a ser a mais
eficiente, mesmo para velocidades maiores. Isto acontece, porque com um alcance WAVE de
450 metros, os veículos retransmissores apesar de se estarem a deslocar a maiores velocidades,
não perdem tanto a conetividade com os outros veículos, devido ao alcance ser maior.
6.7 Visão Geral
Através dos resultados apresentados foi possível escolher a melhor estratégia, a SABAA,
que foi mais eficiente na maioria dos cenários estudados. Esta estratégia é mais eficiente do
que a estratégia PAB, semelhante às estratégias descritas em [6, 29, 47], para qualquer cenário
testado.
O objetivo sempre foi ter um cenário realista e, como tal, as estratégias foram avaliadas
para diferentes cenários. A estratégia SABAA mostrou ser eficiente para tamanhos distintos
de ZoR. Este facto é importante, já que por vezes há avenidas de maior tamanho e convém
toda a avenida ser avisada do evento de emergência. Como tal é importante verificar se as
estratégias são eficientes mesmo para ZoRs maiores. Esta estratégia mostrou também ser
eficiente para densidades distintas de veículos. Isto é importante, pois dependendo do período
do dia e da ocorrência de algum evento, a densidade de veículos é bastante diferente e, como tal,
as estratégias foram avaliadas para cenários com densidades distintas. A estratégia mostrou
também ser eficiente para os diferentes alcances WAVE testados. Esta é uma variação bastante
importante, pois nem sempre o alcance WAVE é o mesmo, devido à existência de obstáculos
(prédios, muros, entre outros). A estratégia SABAA foi também eficiente para diferentes
velocidades. Esta variação da velocidade a que se deslocam os veículos também é bastante
importante, pois a velocidade com que se deslocam os veículos depende do período do dia,
da densidade de veículos, do estado do tempo, entre outros fatores. Ainda que com alcances
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Figura 6.23: Taxa de Entrega em função da velocidade máxima permitida, cenários 46-50.
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Figura 6.24: Overhead na rede em função da velocidade máxima permitida, cenários 46-50.
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WAVE pequenos, e com velocidades maiores, a estratégia PAB2A tenha sido mais eficiente do
que a SABAA, a SABAA foi também eficiente alcançando taxas de entrega superiores a 85%
para as diferentes velocidades testadas.
A estratégia SABAA mostrou, por isso, ser eficiente em qualquer cenário estudado, apre-
sentando uma taxa média de entrega de aproximadamente 80% e um overhead de aproxima-
damente 24 pacotes/veículo.
6.8 Considerações do Capítulo
Analisando todos os resultados obtidos é possível concluir que, as estratégias PABBA,
SABONA e MACAB2A, apesar de causarem menor overhead na rede devido ao facto de só
escolherem um nó para retransmitirem a mensagem, apresentam taxas de entrega menores,
pois como a mensagem de emergência é disseminada apenas para trás do evento de emergência
e apenas numa direção, não se consegue que esta chegue a todos os veículos. Relativamente à
estratégia PAB semelhante a alguns trabalhos relacionados [6, 29, 47], só se conseguem taxas de
entrega superiores a 80% quando o alcance WAVE é igual ou superior a 600 metros, o que por
vezes na realidade não é conseguido devido aos obstáculos, muros, prédios que não permitem
a difusão do sinal rádio. Relativamente às estratégias PAB2A, SABAA e MACAB2A, que
disseminam a mensagem de emergência nas várias direções, o overhead causado na rede é
superior ao overhead causado na rede pelas outras estratégias, pois são escolhidos mais do
que um nó a cada salto do pacote para retransmitir a mensagem de emergência, sendo por
isso esperado maior overhead. As estratégias PAB2A e SABAA destacam-se das outras por
conseguir, em geral, maiores taxas de entrega, em alguns cenários muito próximas dos 100%.
Porém, a estratégia SABAA é considerada a melhor estratégia por, em geral, provocar menor
overhead na rede.
Foi também possível verificar que, de um modo geral, a taxa de entrega diminui com o
aumento do tamanho da ZoR, dado que quanto maior é a ZoR, maior é o número de saltos
que o pacote tem de percorrer para chegar aos veículos que se encontram mais longe e, deste
modo, a probabilidade de a mensagem chegar a todos os veículos é menor. Verificou-se também
que a taxa de entrega não varia linearmente com o aumento da densidade de veículos, como
apresentado em [14]. Verificou-se que a taxa de entrega aumenta com o aumento do alcance
do tipo de comunicação utilizado, neste caso, o WAVE, exceto em casos em que a densidade
de veículos é elevada e o alcance WAVE também é elevado; como cada nó tem muitos vizinhos,
há perda de pacotes, e a taxa de entrega diminui relativamente a um alcance WAVE menor.
Por fim, verificou-se que, com o aumento da velocidade dos veículos, a taxa de entrega diminui
ligeiramente. Nos cenários em que o alcance WAVE é pequeno, para velocidades superiores
à permitida pela lei, a estratégia PAB2A é mais eficiente que a estratégia SABAA devido a,
na estratégia SABAA serem escolhidos para retransmissores da ME os nós que se deslocarem
a maior velocidade e, como tal, a conetividade entre estes e os outros veículos ser mais fugaz
para velocidades superiores a 50km/h e alcances WAVE pequenos.
Por fim, conclui-se que a estratégia SABAA é a melhor, pois em geral consegue alcançar
taxas de entrega mais elevadas, provocando menor overhead.
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Capítulo 7
Conclusões e Trabalho Futuro
7.1 Conclusões
Nesta dissertação foram estudados os mecanismos existentes para disseminar mensagens de
emergência numa VANET e criadas estratégias que permitissem utilizar apenas comunicações
V2V para comunicar a ocorrência de um evento de emergência (no caso desta dissertação, o
foco foram os acidentes) num cenário urbano. Para tal, foram implementadas sete estratégias
(PAB, PABBA, SABONA, MACABA, PAB2A, SABAA e MACAB2A), tendo em conta: cria-
ção de processos de seleção de nós (veículos) que teriam como função retransmitir a mensagem
de emergência e, deste modo, permitam reduzir a quantidade de pacotes repetidos na rede,
tirando partido da localização geográfica, da velocidade, da direção e do número de vizinhos
de cada nó. A mensagem de emergência foi disseminada numa área delimitada, ZoR.
Nas estratégias PAB, PABBA, SABONA e MACABA é escolhido apenas um nó para
retransmitir a mensagem a cada salto do pacote. Nas três últimas, a mensagem apenas é
disseminada para trás do evento de emergência; na estratégia PAB, a mensagem é dissemi-
nada tanto para trás como para a frente do acidente. Distintamente, nas estratégias PAB2A,
SABAA e MACAB2A é escolhido um nó em cada direção, isto é, são escolhidos no máximo
seis nós para retransmitirem a mensagem nas várias direções, de modo que a mensagem de
emergência chegue a todos os veículos dentro da ZoR.
Através das experiências realizadas pode concluir-se que a melhor estratégia é a SABAA,
pois é a que apresenta melhores resultados no global: apesar de ter uma taxa de entrega de
pacotes semelhante à da estratégia PAB2A, o overhead causado na rede é inferior. Com as
estratégias PABBA, SABONA e MACABA, a taxa de entrega para cada cenário foi bastante
inferior pois estas apenas disseminam a mensagem de emergência para trás do acidente, logo a
mensagem de emergência não é entregue a todos os veículos da ZoR. A estratégia PAB, apesar
de disseminar a mensagem para trás e para a frente do acidente, não conseguiu alcançar taxas
de entrega elevadas, como a estratégia SABAA.
Foi também possível verificar que, de um modo geral, a taxa de entrega diminui com o
aumento do tamanho da ZoR, dado que quanto maior é a ZoR, maior é o número de saltos que
o pacote tem de percorrer para chegar aos veículos que se encontram mais longe e, deste modo,
a probabilidade de a mensagem chegar a todos veículos é menor. Verificou-se também que a
taxa de entrega não varia linearmente com o aumento da densidade de veículos, pois nestas
situações há mais pacotes a circular na rede e por consequência maior taxa de perda de pacotes.
Verificou-se também que a taxa de entrega aumenta com o aumento do alcance do tipo de
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comunicação utilizado, neste caso, o WAVE, exceto em casos em que a densidade de veículos
é elevada e o alcance WAVE também é elevado: como cada nó tem muitos vizinhos, há perda
de pacotes, e a taxa de entrega diminui relativamente a um alcance WAVE menor. Por fim,
foi verificado que, de um modo geral, a taxa de entrega diminui com o aumento da velocidade
dos veículos, dado que quanto maior for a velocidade com que os veículos se deslocam, mais
fugaz vai ser a conetividade entre estes e, deste modo, a taxa de entrega diminui em relação a
velocidades de deslocamento dos veículos mais baixas (velocidade respeitando a lei - 50km/h).
Além disso, foi construída uma plataforma de testes flexível, na qual é possível testar
diferentes cenários para avaliar as estratégias propostas. A ferramenta CAT foi fundamental
na implementação da plataforma de testes, pois permite agregar a conetividade à mobilidade
vinda da simulação feita pelo SUMO enquanto faz a compatibilidade entre o SUMO e o
emulador mOVERS.
7.2 Trabalho Futuro
De seguida são apresentadas algumas sugestões para trabalho futuro relacionadas com a
disseminação de mensagens de emergência:
• Melhorar a arquitetura da ferramenta CAT para facilitar a incorporação de novos mo-
delos de conetividade.
• Incluir informação de conetividade real e modelos com base na realidade.
• Dimensionar a ZoR de maneira a que esta incorpore a RSU mais próxima do acidente,
possivelmente mudando o cálculo da ZoR, atualmente de um círculo, para uma elipse.
• Alteração do método de cessação da transmissão da mensagem de emergência: cessar a
transmissão quando uma RSU recebe o pacote com a mensagem de emergência.
• A estratégia SABAA é mais eficiente na maioria dos cenários, mas em alguns deles a
melhor seria a estratégia PAB2A. A arquitetura concebida neste trabalho é flexível e tem
potencial para, consoante o cenário, usar a melhor estratégia; sendo este um trabalho
interessante para ser implementado no futuro.
• Integrar as propostas nos equipamentos reais e realizar testes em cenários reais.
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Apêndice A
Como usar a plataforma de testes
A.1 Geração da mobilidade dos veículos
Para gerar a mobilidade dos veículos é utilizada a ferramenta SUMO e, como tal, nesta
Secção serão explicados todos os passos para gerar o ficheiro com a mobilidade dos veículos
com a ocorrência de um acidente.
Inicialmente, um mapa tem que ser baixado a partir do OpenStreetMaps (ficheiro OSM).
De seguida é necessário converter este ficheiro num ficheiro NET, usando ./osm2net.sh
mapPorto.osm netPorto.net.xml, onde mapaPorto.osm é o nome do ficheiro OSM e net-
Porto.net.xml é o nome do ficheiro NET. Através deste ficheiro, é escolhido um local para
ocorrer o acidente e, para isso, são alteradas as lógicas de funcionamento de um dos se-
máforos, nomeadamente o tempo que permanece vermelho. Deste modo é simulado que o
acidente ocorre neste semáforo. No ficheiro NET podem ser também alteradas as velocidades
máximas permitidas nas vias, sendo que estas velocidades são apresentadas, por defeito em
m/s. De seguida o ficheiro NET deve ser convertido num ficheiro TRIPS, usando para isso
./net2trip.sh netPorto.net.xml stop_time period seed tripsPorto.trip.xml, onde
netPorto.net.xml é o nome do ficheiro NET, stop_time é o tempo de simulação desejado,
period é a frequência com que entra 1 veículo na simulação, seed é a semente usada para gerar
aleatoriedade e tripsPorto.trip.xml é o nome do ficheiro TRIPS. De seguida este ficheiro deve
ser convertido num ficheiro ROUTES usando ./trip2route.sh tripsPorto.trip.xml net-
Porto.net.xml seed routesPorto.rou.xml, onde tripsPorto.trip.xml é o nome do ficheiro
TRIPS, netPorto.net.xml é o nome do ficheiro NET, seed é a semente e routesPorto.rou.xml é
o nome do ficheiro ROUTES. Por fim, é necessário converter o ficheiro ROUTES num ficheiro
FCD, usando ./osm2fcd.sh routesPorto.rou.xml netPorto.net.xml stop_time sumo-
Porto.fcd.xml, onde routesPorto.rou.xml é o nome do ficheiro ROUTES, netPorto.net.xml é
o nome do ficheiro NET, stop_time é o tempo de simulação desejado e sumoPorto.fcd.xml é
o nome do ficheiro FCD, que contém toda a informação acerca da mobilidade dos veículos.
A.2 Agregação da conetividade entre os veículos
Para estabelecer a conetividade entre os veículos é usada a ferramenta CAT e, como tal,
nesta Secção serão explicados todos os passos para fazer a conversão do ficheiro proveniente
do SUMO, com a mobilidade de veículos, num ficheiro que além da mobilidade dos veículos
contém a informação acerca da conetividade entre estes, e é compatível com o mOVERS.
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Inicialmente o ficheiro que contém a mobilidade de veículos proveniente do SUMO com
formato XML, deve ser convertido para formato JSON. Para isso é usado ./xml2json.py -t
xml2json -o sumo.json sumoPorto.fcd.xml –pretty, onde sumoPorto.fcd.xml é o nome
do ficheiro proveniente do SUMO e sumo.json é o nome do ficheiro com o formato JSON
desejado. Posteriormente, a este ficheiro tem de ser adicionada a informação da conetividade
entre os veículos. Para isso, é escolhido um valor para o alcance do tipo de comunicação a
utilizar, por exemplo 300 metros e acedendo ao ficheiro ConverterMovers.py, a variável dist-
Vizinho é colocada a 300. Depois disto é só usar ./ConverterMovers.py. Ao executar este
comando são gerados vários ficheiros, nomeadamente o ficheiro Ficheiro_Final_mOVERS, o
qual tem toda a informação da mobilidade e conetividade entre os veículos pronto a ser usado
pelo emulador; o ficheiro obu_list_3_6_61_filter.txt que contém a lista de OBUs presentes
na simulação; e o ficheiro rsu_list_3_6_61_filter.txt que contém a lista de RSUs presentes
na simulação.
A.3 Avaliação das estratégias implementadas
Para avaliar as estratégias implementadas é usado o emulador/simulador mOVERS e,
como tal, nesta Secção são explicados todos os passos de como avaliar uma dada estratégia no
mOVERS, usando o ficheiro com a mobilidade e conetividade entre os veículos.
A.3.1 Antes de usar o mOVERS
Antes de utilizar o mOVERS, é necessário importar os ficheiros com a mobilidade e cone-
tividade de veículos, lista de OBUs e lista de RSUs para o mOVERS. O ficheiro com a mobili-
dade e conetividade de veículos deve ser colocado na pastamOVERS/scripts/DataBase, já
os ficheiros com as listas de OBUs e RSUs devem ser colocados na pasta mOVERS/scripts
/NODES_lists.
A.3.2 Compilação
Uma vez dentro da pasta do emulador mOVERS, mude o local para libhelix/src e compile
as bibliotecas do mOVERS com o comando sudo make clean all install. Este comando não
precisa de ser executado sempre que um teste é executado. Somente quando essas bibliotecas
forem alteradas, por exemplo, se novos membros são adicionados ao cabeçalho dos pacotes
(informações localizadas nas bibliotecas). Posteriormente mude o local paramOVERS/build
e gere uma Makefile para compilar, usando o comando sudo cmake -DEMULATOR =
ON ../src e compile usando sudo make clean all emugui. Isso gerará ficheiros binários
na pasta mOVERS/bin que devem ser movidos para o servidor que executará o emulador.
A.3.3 Execução
A execução do mOVERS é feita usando o script startEMU. No entanto, alguns campos
deste ficheiro terão que ser alterados dependendo do teste a ser executado.
• EWMDversion: campo para escolher a estratégia a ser avaliada. A escolha é 1, 2, 3, 4,
5, 6 ou 7 correspondentes às estratégias PAB, PABBA, SABONA, MACABA, PAB2A,
SABAA e MACAB2A, respetivamente.
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• ficheiro_mobilidade: campo para escolher o ficheiro com a com mobilidade e coneti-
vidade de veículos a ser testado.
• ZOR: campo para escolher o tamanho do raio da ZoR.
• movers_var_timestampAcidente: campo para escolher em que instante começa a
ser disseminada a mensagem de emergência, ou seja, em que instante ocorreu o acidente.
• OBU_acidentada: campo para escolher qual o veículo que começa a disseminar a
mensagem de emergência após o acidente.
A.3.4 Logging
Os ficheiros para posterior análise no Matlab podem ser encontrados em mOVERS/
logs/dataset3/20. Estes ficheiros devem então ser transferidos para a máquina que se está
executando o Matlab. Antes de gerar os gráficos pretendidos é necessário fazer uma conversão
destes ficheiros, usando ./new_format_logs nome_Pasta, onde nome_Pasta é o nome
da pasta que contém os ficheiros logs.
São também gerados ficheiros ao longo da simulação, um para cada OBU, presentes na
pasta mOVERS/scripts/ResultadosEWMD/x, onde x é o número da estratégia corres-
pondente, que contêm a informação da escolha dos PDs. Ainda nesta mesma pasta são gerados
dois ficheiros, com os nomes NrVeiculosDentroZORFic e VeiculosDentroZOR, que têm a in-
formação de quantas OBUs tem a ZoR a cada instante da simulação e quais as OBUs que
estão dentro da ZoR a cada instante da simulação, respetivamente. Estes dois ficheiros são
também usados para gerar os gráficos através do Matlab.
A.3.5 Largura de Banda e Tamanho do pacote utilizados
A largura de banda utilizada ao longo deste trabalho foi de 1Mbps e o tamanho do pacote
de emergência foi 512 bytes (Secção 5.6.1.4), sendo por isso possível transmitir ou receber 512
pacotes a cada 2 segundos. O tamanho do pacote é definido pela variável DTN_MAX_BUF_-
SIZE mencionada no ficheiro mOVERS/src/Comm/Socket.h. Para alterar o número
máximo de pacotes que podem ser transmitidos/recebidos a cada 2 segundos, foram alteradas
os valores das variáveis MAX_TX_PACKETS_PER_PERIOD e MAX_TX_PACKETS_-
PER_PERIOD mencionadas no ficheiro mOVERS/src/Routing/BandwithLim.h para
512.
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