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Introduction
Epilepsy is well-known by the sudden extraordinary seizures which occur quite randomly and are caused by intensive, unexplained, and coherent neuronal activities in the brain (Fisher et al., 2005) . Epilepsy is caused either by brain injuries or by out of balance chemicals in the brain. In fact, anything that injures the normal brain tissue can lead to seizures. However, in more than 50% of the epileptic cases, no certain cause can be identified (Sun et al., 2001) . Furthermore, the type of injury that can lead in a seizure is age-dependent. Children for example, during the very first years are quite easily affected by epilepsy, through birth-related issues, by inheritance, usual infections such as meningitis and even uncontrolled fevers. In the middle years however, epilepsy is mainly kicked off by accidents which damage brain tissue. Such accidents include but M a n u s c r i p t 2 are not limited to infections, alcohol, and side effects of medications. Finally, strokes and traumas are main triggers of the epileptic seizures throughout the last years of one's lifetime.
Almost 1% of people develop epilepsy during their lifetime. To the current figures, this translates to 60 million men and women worldwide. Epilepsy is usually controlled by medication, but not cured. Furthermore, for 30% of epileptic patients, seizures are not even controllable by the state of the art medicine (Carney et al., 2011) . For these patients, only two choices will remain: to go through uncertain/risky brain surgeries, or at least receive a pre-warning in some way, so as to better escape harmful pending situations. Epileptic seizure prediction has emerged in response to the latter. For several decades, signal processing researchers have challenged brain to find algorithms for uncovering dynamics of Epilepsy by employing epileptogenic EEG signals (D'Alessandro et al., 2003; Le Van Quyen et al., 2001; Mirowski et al., 2009; Rogowski et al., 1981; Viglione and Walsh, 1975) . However, efforts have not been fully successful, and promising results of seizure prediction studies were usually challenged and rejected by later works (Andrzejak et al., 2009; Mormann et al., 2007; Mormann et al., 2005; Stacey et al., 2011) .
The features can be either linear or non-linear. Linear features are extracted using phase/frequency and amplitude information of the signal. Non-linear features on the other hand, try to extract the non-linear dynamics of the EEG signals.
In representing EEG signals in the formal non-linear dynamics one needs two key terms namely 'state' and 'dynamics'. The state defines the system at a given time while dynamics involves the rules describing how the system will evolve over the time. The measures extracted from a single channel are called univariate, whereas those representing relations between two or more different brain regions are called bivariate or multivariate features respectively.
Several studies have used linear univariate features with promising results (McSharry et al., 2003; Mormann et al., 2005) . Among these are statistical moments such as variance and kurtosis. According to these studies, variance has shown a decrease, while kurtosis has exhibited an increase during preictal time (Mormann et al., 2005) . Power spectral features have also shown good capability for distinguishing preictal from interictal (Cerf and El Ouasdad, 2000; Mormann et al., 2005; Park et al., 2011) . Hjorth parameters, mobility and complexity, exhibit significant increase during preictal time (Mormann et al., 2005) . Decorrelation time, as the first zero-crossing of the autocorrelation function, revealed a decrease during preictal in comparison to the interictal period (Mormann et al., 2005) . Although these features have shown good results in the first studies, and could provide prediction performances better than a random predictor, however when applied on the new datasets and new recordings, the brilliant results are questioned. Furthermore, their combination in a feature space would bring new hopes into the seizure prediction community. In fact, such combinatorial methods have attracted overwhelming curiosity from scientists, and their advantages over single feature solutions are identified (D'Alessandro et al., 2003; Direito et al., 2008; Feldwisch-Drentrup et al., 2010; Mirowski et al., 2009) .
Combination of 22 univariate features extracted from six EEG channels is studied here. Features include time domain, frequency domain, and time/frequency domain features. Machine learning (MA) approaches such as classification or clustering are widely used for the combination of features. MA methods are normally sensitive to the range of features and their span (Graf et al., 2003) . Hence, preprocessing of the features prior to feeding them into machine learning algorithms may play a key role in bettering the performance of the method. To verify the effects of preprocessing blocks including outlier processing, smoothing, and normalization of the extracted features a comparative study has been carried out.
In seizure prediction problem, one has four known states namely interictal (between two consecutive seizures, the normal brain state), preictal (before seizure, when the brain is evolving to seizure), ictal (the seizure) and postictal (after seizure, the brain evolves to normal state). And the goal of seizure prediction is to detect the preictal state, The most common strategy with seizure prediction methods is to first extract some features from the windowed EEG signals over time and then to classify the resulting set of features as a two class problem, namely preictal and non-preictal. It should be emphasized that the adequate choice of preictal time is of high significance for obtaining good prediction results. Considering four preictal times, three normalization methods, removing of the outlier on/off, and smoothing on/off, a total of 48 different combinations of a typical seizure prediction algorithm should be taken into account and investigated, as depicted in Fig.1 . Results are compared to find out which combination better predicts seizure onsets, with regard to prediction sensitivity (SEN) and false prediction rate (FPR).
Materials and methods

Subjects
10 subjects were selected from European database on epilepsy (Klatt et al., 2012) , 15-57 years of age, and suffering from refractory partial epilepsy. The recordings had been carried out in two Epilepsy centers at Portugal (University Hospitals of Coimbra) and France (Pitié-Salpêtrière Hospital of Paris). 8 of the recordings were made using scalp electrodes through the 10-20 standard system, and two were recorded invasively. Further details regarding the patients are listed in Table 1 . 
Seizure prediction
The block diagram of the utilized seizure predictor is depicted in Fig. 1 , where prediction relies on the SVM classifier trained to discriminate different states of the incoming EEG signal. The diagram also includes a univariate feature extraction stage using 5-sec windows, a preprocessing unit, as well as a regularization box for decision-making. As seen in this figure, the feature extractor is first applied to the raw EEG signal, and the resulting univariate feature vector is further processed by some method in preprocessing unit. The features are subsequently labeled based on the selected preictal time, and then fed to the SVM classifier so as to discriminate the resulting sequence into predefined brain states. The outputs of the SVM are also regularized by a moving average approach in order to reduce the number of false alarms.
Feature extraction
For each patient, 22 linear univariate features are extracted from six channels, three close to the seizure focus and three far away. The raw EEG data is first segmented using 5-sec non-overlapping windows, and then processed by an infinite impulse response (IIR) forward-backward Butterworth 50 Hz notch filter to cancel out strong 50Hz distortions caused by AC power supply. The forward-backward scheme is used to eliminate the undesirable phase shift. Linear univariate features, extracted from EEG signal, can be characterized according to both phase/frequency and amplitude information of the signal of each channel. A short introduction to the utilized features is presented in the following sections:
Spectral Power features
The overall bandwidth of the EEG signal is typically divided into particular frequency bands namely Delta 'δ' (less than 4 Hz), Theta 'θ' (4-8 Hz), Alpha 'α' (8-12 Hz), Beta 'β' (13-30 Hz), and Gamma 'γ' (greater than 30 Hz). Experiments have shown that brain activity increases inside some frequency bands during particular situations, whereas may decrease for other frequency bands. Mormann (Mormann et al., 2005) pointed out a decrease of power in the Delta band during the transient stage from interictal to ictal onset, in relative to the inter-ictal state. This was also coupled with a relative power decrease in the other sub-bands.
Spectral power of each sub-band is calculated by first applying Fast Fourier Transform (FFT) on the segmented signals and then summing up the resulting Fourier coefficients falling within that particular sub-band. On the other hand, normalized spectral power provides a more robust measure to the fluctuations in the patient's daily life, for revealing the pre-ictal state (Van Laar et al., 2011) . To isolate the epileptogenic related variations from inclined brain signal levels caused by daily life changes, it has been suggested to employ normalized power values instead of absolute values. The use of normalized power decreases the dependency of the sub-band power values to the total power, providing improved measures for comparison. Spectral power features are normalized by dividing to the total power.
Statistical moments
M a n u s c r i p t
Statistical analysis is generally carried out by calculating four well-known parameters namely: "mean", "variance", "skewness", and "kurtosis". The four parameters, also known respectively as 1st, 2nd, 3rd and 4th statistical moments, provide information regarding the amplitude distribution of time series. While "mean" and "variance" provide information on the location and span of the distribution, "skewness and "kurtosis" provide information on the shape of time series (Mormann et al., 2007) . For symmetric amplitude distributions (ADs), skewness is zero, whereas it will be nonzero for asymmetric ADs, and AD will be tilting to the right or left respectively, in case the skewness becomes negative or positive. Kurtosis on the other hand, reveals the degree of flatness (or peakedness) of the AD of a time series. These statistical measures were investigated in our study, since other researches (Mormann et al., 2005; Rogowski et al., 1981) have shown that they significantly change during preictal period in comparison to the interictal state. More specifically, a decrease in variance coupled with an increase for kurtosis has been reported during preictal period (Mormann et al., 2005) .
Hjorth parameter
Hjorth introduced a set of three time domain parameters to quantitatively describe EEG signals which include activity, mobility and complexity (Hjorth, 1970) . Mormann (Mormann et al., 2005) have reported a significant increase in the mobility and complexity during preictal period. Therefore we have employed mobility and complexity parameters extracted from EEG signal. The mobility is defined as the root mean square (RMS) of slopes of the EEG signal divided by the RMS of amplitudes inside a moving window. Mobility is known to provide an estimate of the mean frequency. The complexity on the other hand, gives a measure of the RMS of the rate of slope changes with reference to an ideal possible curve. It gives an estimate of the bandwidth of the signal.
Long-term energy
Accumulated energy, also known as Long-term energy has been used in some studies and showing ability for predicting seizures. It has been shown that the bursts of long-term energy increase as the seizures are approached (Litt et al., 2001 ). The idea of monitoring long-term energy bursts to predict seizures is based on the hypothesis that seizure generation in the temporal lobe epilepsy, is developed by a chain of EEG events occurring for some hours. The feature is obtained by first evaluating the instantaneous energy of EEG sequence ,
then passing the resulting energy sequence through a length-M moving average to obtain (2):
and finally using a second length-N averaging window on resulting sequence this time, to obtain the accumulated energy(3):
This process is equivalent to integrating over the instantaneous EEG energy values (Litt et al., 2001 ).
Autoregressive error
Another method commonly used in analyzing EEG signals is auto-regressive (AR) model. In this modeling approach the current value of a given time series is determined only according to the weighted sum of previous values of the same time series as well as noise. This is a linear model and assumes the signal to be stationary. However EEG signals are nonstationary and should be segmented into shorter semi-stationary parts. Auto-regressive modeling has been reported to locate preictal changes prior to seizure onset (Salant et al., 1998) . In our study the mean square error (MSE) between the original EEG time series and the synthesized output from the related order-10 AR model, is used as a feature. Burg's method (Priestley, 1981) was employed to build the AR model.
Decorrelation time
Autocorrelation of signal is a function defined as the correlation between and its shifted-by-versions. It is therefore a pure function of this time shift. Autocorrelation is useful in detecting the stationarity of the time series of interest. "Decorrelation time" on the other hand is defined as the first zero-crossing of the autocorrelation function (Box and Jenkins, 1990 ). Mormann (Mormann et al., 2005) employed decorrelation time on epileptogenic EEG signals and could distinguish preictal from interictal periods by seeking a decrease in this measure.
Spectral edge frequency and spectral edge power
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The spectral power of EEG signals distributes across all frequencies. However, a good part of this power is limited to <40Hz frequencies. A useful quantization of how the power is actually scattered within these frequencies is by calculating features known as spectral edge frequency and spectral edge power. Spectral edge frequency stands for the frequency below which percent of the overall power of the signal is located. can hold any values ranging from 0 to 100. In the context of seizure prediction however, value of 50% has been successfully employed, describing the minimum frequency up to which 50% of the overall power of the 0-40Hz band is contained. Obviously, the power covered under spectral edge frequency is called spectral edge power (Stanski et al., 1984) .
Wavelet coefficients
Wavelet transform is one of the most applied mathematical transforms in the field of signal processing. Considering its multi-resolution nature, this transform has found significant role in processing non-stationary EEG signals. In wavelet analysis, signal is decomposed into a sum of scaled and translated variations of a mother wavelet. A mother wavelet is simply a wavy function carefully constructed so as to have certain mathematical properties. In a comparative study (Direito et al., 2011b) on 22 univariate features, and using feature selection methods, the selected features highlighted the significance of spectral information, especially within low frequency bands of the wavelet coefficient analysis. In another study (Direito et al., 2011a ) also argued on the importance of wavelet coefficients vs. other univariate features. The Daubiches-4 (db4) has shown good localization properties of EEG signal in the time and frequency domains (Petrosian et al., 2000) and is used in this work. More recently special wavelets have been developed for seizure prediction, showing promising results (Bandarabadi et al., 2011) .
Preprocessing of features
Although numerous studies have used different feature processing techniques to improve the performance of their prediction algorithms, none carried out a comparative study of the preprocessing effects. To fulfill this objective, we have considered four options for the preprocessing stage: outlier processing, smoothing using moving average (MA), normalization, and preictal time. 
Outlier preprocessing
Outlier samples, although very few in numbers, yet occupy a significant portion of the feature space. In this regard, they can affect the output of the subsequent normalization methods by altering the accumulated distribution of the non-outlier (healthy) samples. Several methods have been introduced to detect outliers, reduce their effect, and thus to improve classification results. We have employed Grubb's method (Grubbs and MD., 1974) to separate outliers from the rest of samples. The values of detected outliers are replaced by the 1.1 times of the maximum value in the rest (non-outlier) of the data, to move them further away from the assembly of non-outliers. With Grubbs method, outliers are detected one at a time. In every iteration, each outlier is removed from the dataset upon detection, and the test is repeated until there are no outliers left. The test starts by the hypothesis of having no outliers. The two-sided Grubbs' test statistic is defined as: (4) where and represent the mean and standard deviation of the samples respectively. According to this test, the hypothesis of no outliers is rejected at significance level α if the following inequality holds:
where is the upper critical value of the t-distribution with N-2 degrees of freedom and a significance level of .
Smoothing of the features
The features obtained from non-stationary sources such as brain, tend to express noisy behavior. EEG features, although very turbulent, yet they fluctuate around a certain value within short periods of time. These short periods of time may be easily dominated by daily life activities as well as by different tasks being carried out by the brain. A straightforward result of this domination is reflected by increased/decreased levels of overall signal power. By smoothing of the features, rebellious nature of the features is damped, and can be better classified either visually or by machine learning methods. The smoothing process of each feature " " is achieved by a 1-min length moving average window, covering 12 consecutive 5-sec epochs.
(6)
Normalization
The normalization of the vectors of the input space can be considered as the most basic type of preprocessing. In the contest of statistics and signal processing, as the range of values of data varies widely, feature scaling is utilized to adjust the sets of independent variables or features of data into a standard range. Some machine learning algorithms, especially large margin classifiers such as SVM, are sensitive to the scaling of data (Graf et al., 2003) . To improve classification efficiency, one needs to normalize either data points or the classifier's kernel itself. Consequently for nonlinear kernels, the only possibility is to normalize data (Graf et al., 2003) . In this work normalization is employed as a preprocessing step for SVM classifier. To normalize features, three different methods are employed: -Dividing by maximum value of the feature: Where and stand for the feature sequence being normalized and its normalized version respectively.
Epileptic brain states and Preictal time
Seizure prediction experts categorize epileptic brain states into four distinct classes: interictal, preictal, ictal and postictal, which have different dynamical properties (Fig. 3) . In seizure prediction problem the main goal is to detect the preictal state, which precedes the ictal states. Therefore seizure onset can be predictable upon detection of preictal state. To achieve this, one strategy would be to build a two-class problem: preictal state against all other classes as a single class, or to employ the original four classes and build up a quad-class problem. The two-class approach is employed in this study. In supervised learning methods, such as SVM, training data should be selected carefully. Preictal samples' set, which is one of the classes in seizure prediction problem, is chosen based on a pre-determined preictal time. Preictal time is the time interval which is suspected to have the most important transitional information and may contain traces of forthcoming seizure. The seizure onset is initially marked by experts. Preictal time is however a matter of choice and can have a fixed value ranging from several seconds to tens of minutes, but it is surely ending at the seizure onset. In this study four different preictal times are used: 10min, 20min, 30min and 40min. The proper choice of preictal time is very essential to the overall performance of a seizure predictor, and should be covering almost all transient changes preceding a seizure onset, but excluding other EEG dynamics such as in ictal and interictal states as much as possible. The seizure prediction performances, achieved using these four preictal times, are investigated to obtain the best preictal time for each patient.
Classification
Support Vector Machines (SVMs), introduced in 1995 by Vapnik (Vapnik, 1995) , are widely used in difficult nonlinear classification problems such as seizure prediction (Mirowski et al., 2008; Park et al., 2011) , and still remain as one of the most power tools in signal processing and machine learning. The SVM classifier with Gaussian kernel is employed here to classify the features. (10) where is the scale parameter (controlling the span of the kernel). Also, x and y are feature vectors in the input space. Gaussian kernel has two parameters C and gamma that should be optimized. A grid search is carried out to find out the best SVM parameters (C, gamma) for each 48 possible combinations of methods in Fig1. Each combination is grid-searched via 100 training/test iterations; hence a total of 48*100=4800 searches for each patient.
Regularization
As a common experience with hard classification problems, such as that of the two-class SVM classifier, usually not all samples are correctly classified. This issue becomes severe with EEG prediction where sample feature lengths are in the range of seconds. In such cases false alarms can be raised, lowered, then raised again, ... many times just by random. Regularization methods are designed to reduce this noisy behavior by also taking the most recent classifications into account. Using a sliding window with a size related to the preictal time value, a measure called firing power is computed . This measure quantifies the number of samples classified as preictal member, and is defined as: (11) where is the firing power at the discrete time n, is the number of samples per a time length equal to the preictal time, and is the output of the two-class classifier. As an example of the value of , if the features are extracted using a 5-sec epochs, and considering a preictal time of 10 minutes, a time length of 10 minutes involves 10*60/5 sample features, or . That is, the firing power at every moment is calculated using the past 120 samples. and represent preictal and interictal states respectively. A firing power of one indicates that all of the samples extracted from the past preictal time have been classified as preictal. Furthermore, is a normalized function between zero and one. It is important to notice that, "regularized output" is some value between 0 and 1, and hard decision-making is necessary as the final step to generate alarm. The threshold 0.5 is selected here. There are two limitations on raising alarms: 1-After firing power is raised above the threshold value for the first time, and an alarm is generated, alarm generation is blocked for as long as a preictal time. This is important, since it is reasonable only to raise alarms prior to the seizures not after.
2-When alarm is raised and a preictal time is passed, alarm can not be raised just by noticing a firing power above the threshold. Firing power should be allowed to fall below the threshold value first, and after that alarm generation will be permitted upon a positive threshold pass.
Results
To optimize the prediction capability of the system presented in Fig. 1 , all results are investigated to choose the best options for the four parameters of (a) Preictal time, (b) Preprocessing method, (c) Normalization approach and (d) The number of classes used in SVM classification. The comparison of resulting set of combinations would also reveal more information on the significance of each parameter as well as its effects on the overall prediction capability. Sensitivity of the raised alarms and false prediction rate are used to compare and present the results. Sensitivity is the measure of the system's ability for correct prediction of the seizure, and is defined as the fraction of correctly predicted seizures within the total A c c e p t e d M a n u s c r i p t 8 seizures. In every predicting system, false predictions are inevitable and represented by false prediction rate (FPR) parameter. The false prediction rate is the number of false predictions per time interval.
For each patient, recorded dataset is divided into two parts, one for the training of SVM classifier, and the other for test. Train set starts from the beginning of the dataset and ends by the end of third seizure. The related continuous preictal and non-preictal intervals of this training dataset are used in the training phase. Rest of dataset, forms the second part and is used in the test phase. Table II presents the three highest ranked combinations for each patient, producing the best results. Talking in average, the seizures were predicted in 73.9% of the cases, with a FPR of 0.15h -1 . 
Discussion
Capability of linear univariate features and effects of different preprocessing methods on these features was studied here. In this section, we will discuss the results.
Twenty-two linear univariate features
Contrary to some studies which had previously questioned the prediction ability of most of these univariate features, their combination in a single high dimensional feature space, coupled with machine learning methods, showed good capability. In this study, the combination of 22 univariate features in a high dimensional feature space and classifying the resulting feature space using SVM has produced promising results. The 22 linear univariate features were extracted from 6 recording channels, 3 on the seizure focus, and 3 on its opposite side. The feature space has a dimension of 132, and is classified in two classes; preictal state, and non-preictal state.
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To find relative behavior of features during preictal time and during normal state (interictal), the values of 22 features were averaged separately over preictal and interictal samples. Averaging was performed patient by patient for a single focal channel, and the preictal time was considered as 30 minutes. The results are tabulated in Table IV . In table IV, for each patient, the five features that have most significant changes during the preictal time in comparison to the interictal, are shown in bold. These five features include relative power of the Gamma band (appearing 6 times), Hjorth Mobility (5 times), Wavelet energy band1 (5 times), Wavelet energy band2 (5 times), Spectral edge power (4 times), Variance (4 times).
Preprocessing methods
In summary, smoothing and outlier preprocessing methods could improve the results. Outlier samples have side effects by damping the feature space during normalization, thus removing or putting a threshold on them will let the feature values to better spread across the feature space. "Dividing by the maximum value" of the feature produces better results, compared to "dividing by standard deviation or mean value" of that feature.
In terms of preictal time, it is evident from the diagram of Fig. 4 that highest preictal time (40min) provides better sensitivity but highest FPR for higher numbers of combinations. Lowest preictal time (10min) on the other hand, generates lowest sensitivity but lowest FPR for higher numbers of combinations as well. By using higher preictal times, although sensitivity is increased, but more chance is also given to the false positives to be raised. The similar conclusion is also made for the lowest preictal time. Across this diagram average SEN and average FPR patterns are closely following each other, and setting a trade-off between best SEN and best FPR values. The pattern is particularly not followed by average FPR for small number of combinations (combinations of 39, 40 and 41).
Type of recording
In order to compare the effect of using different types of recordings, iEEG and EEG recordings were investigated. iEEG has localized information of a specific part of the brain, and lacks useful data regarding the general brain state. On the other hand, the EEG signal recorded via skull involves higher quality information about this general brain state. The results indicate that EEG recordings generate slightly better predictions compared to that of iEEG recordings using 22 univariate features. In fact, iEEG based predictions achieve an average SEN of 68.7% and FPR of 0.33h -1 , while predictions using EEG recordings generate an average SEN of 76.67% and FPR of 0.08h -1 . It is therefore strongly suggested to employ EEG recordings for making predictions, as they better reflect the general state of brain. Moreover, this becomes particularly important when the recording channels are selected in a more separated way.
Number of channels
The reasons behind selecting three channels from focal area and three from an area far from the seizure focus are: (1) Non-focal areas although having much weaker preictal traces, but carry valuable information concerning the general brain state. This additional information thus can be useful in better detecting epileptogenic transient changes, (2) Employing A c c e p t e d M a n u s c r i p t higher numbers of recording channels is avoided in this work. More channels are not favorable to be implemented in portable systems, are energy demanding, and harder to be realized as implants, (3) To reduce complexity on one hand, and profiting from better spatial information on the other hand, only six channels were selected.
Conclusions
By Combining multiple linear low discriminative univariate measures in one feature space and classifying them using machine learning methods epileptic seizures could be predicted for 10 patients with long term EEG records with high sensitivity and a low FPR. Preprocessing and normalization methods of the features were studied in terms of alarm sensitivity and false prediction rate (FPR). Smoothing combined with normalizing by maximum of the feature produced better results in most cases.
Future work could focus on reducing the dimension of the feature space, by incorporating feature ranking methods. This might reduce the destructive effects of non discriminative features on the performance of classifiers.
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