Unlike point-to-point cognitive radio, where the constraint imposed by the primary rigidly curbs the secondary throughput, multiple secondary users have the potential to efficiently harvest the spectrum and share it among themselves. This paper analyzes the sum throughput of a multiuser cognitive radio system with multiantenna base stations, either in the uplink or downlink mode. The primary and secondary have and users, respectively, and their base stations have and antennas, respectively. We show that an uplink secondary throughput grows with if the primary is a downlink system, and grows with if the primary is an uplink system. These growth rates are shown to be optimal and can be obtained with a simple threshold-based user selection rule. In addition, we show that the secondary throughput can grow proportional to , while simultaneously the interference on the primary is forced down to zero, asymptotically. For a downlink secondary, it is shown that the throughput grows with in the presence of either an uplink or downlink primary system. In addition, the interference on the primary can be made to go to zero asymptotically, while the secondary throughput increases proportionally to . The effect of unequal path loss and shadowing is also studied. It is shown that under a broad class of path loss and shadowing models, the secondary throughput growth rates remain unaffected.
proved to be challenging [5] . Finally, in the underlay technique [6] , the secondary can transmit as long as the interference caused on the primary is less than a predefined threshold. The secondary user in this case is neither required to know the primary user's message nor restricted to transmit in spectrum holes.
This paper studies performance limits of an underlay cognitive network consisting of multiuser and multiantenna primary and secondary systems. The primary and secondary systems are subject to mutual interference, where the secondary must comply with a set of interference constraints imposed by the primary. We are interested in the secondary throughput, i.e., the sum rate averaged over channel realizations, as the number of secondary users grows. Moreover, we study how the secondary throughput is affected by the size of primary network as well as the severity of the interference constraints.
A summary of the results of this paper is as follows. We assume that the primary and secondary have and users, respectively, and their base stations have and antennas, respectively. In this paper, is allowed to grow (to infinity) while , , and are bounded (not scaling with ).
1) Secondary uplink (MAC):
The secondary throughput is shown to grow as , which is achieved by a threshold-based user selection rule. More precisely, the throughput of the secondary multiple access channel (MAC) grows as when it coexists with the primary broadcast channel, and grows as when it coexists with the primary MAC channel. By developing asymptotically tight upper bounds, these growth rates are further proven to be optimal. Moreover, the interference on the primary system can be asymptotically forced to zero, while the secondary throughput still grows as . Specifically, for some nonnegative exponent , the interference on the primary can be made to decline as , while the throughput of a secondary MAC grows as and , respectively, in cases of primary broadcast and MAC channel. The aforementioned results imply that asymptotically the secondary system can attain a nontrivial throughput without degrading the performance of the primary system.
2) Secondary downlink (broadcast): The secondary
throughput is shown to scale with in the presence of either the primary broadcast or MAC channel. Hence, the growth rate of throughput is unaffected (thus optimal) by the presence of the primary system. In addition, the interference on the primary can be asymptotically forced to zero, while maintaining the secondary throughput as . Specifically, for an arbitrary exponent , the interference can be made to decline as , while the secondary throughput grows as . 3) Nonhomogeneous networks: Secondary throughput under nonhomogeneous internode link gains is studied for both secondary MAC and broadcast. It is shown that even if the nodes experience unequal path loss and shadowing, under a broad class of path loss and shadowing models, the secondary throughput growth rates remain unaffected. Much of the past work in the underlay cognitive radio involves point-to-point primary and secondary systems. Ghasemi and Sousa [6] studies the ergodic capacity of a point-to-point secondary link under various fading channels. Multiple antennas at the secondary transmitter are exploited by Zhang and Liang [7] to manage the tradeoff between the secondary throughput and the interference on the primary. In the context of multiuser cognitive radios, Zhang et al. [8] study the power allocation of a single-antenna secondary system under various transmit power constraints as well as interference constraints. Gastpar [9] studies the secondary capacity via translating a receive power constraint into a transmit power constraint.
Recently, ideas from opportunistic communication [10] have been used in underlay cognitive radios by selectively activating one or more secondary users to maximize the secondary throughput while satisfying interference constraints. The user selection in cognitive radio is complicated because the secondary system must be mindful of two criteria: The interference on the primary and the rate provided to the secondary. Hamdi et al. [11] select secondary users with channels almost orthogonal to a single primary user, so that the interference on the primary is reduced. Jamal et al. [12] , [13] obtain interesting scaling results for the throughput by selecting users causing the least interference. Some distinctions of our work and [12] , [13] are worth noting. First, Jamal et al. [12] , [13] study the hardening of sum rate via convergence in probability, while we analyze the throughput, which requires a very different approach. 1 Second, we study a multiantenna cognitive network and the effect of the primary network size (number of constraints) on the secondary throughput, whereas Jamal et al. [12] , [13] consider a single antenna network with a single primary constraint. We use the following notation: refers to the element in a matrix, refers to the cardinality of a set or the Euclidean norm of a vector, refers to a diagonal matrix, refers to the trace of a matrix, and refers to the identity matrix. All is natural base. For any , some positive and , and sufficiently large : 1 In general, convergence in probability does not imply convergence in average throughput [14] . For example, consider with rates . Then, in probability, however, in probability. Therefore, the average rate may not be predicted based on the hardening (in probability) of . In this paper, we define throughput as the sum rate averaged over all channel realizations. We let and be the maximum throughput achieved by the secondary MAC and broadcast channel in the absence of the primary, respectively. In this case, we have regular MAC and broadcast channels, and it is well known that scales as [15] , and scales as [16] . The remainder of this paper is organized as follows. Section II describes the system model. The throughput of the secondary MAC channel is studied in Section III, where in Section III-C, we prove the achieved throughout is asymptotically optimal. The average throughput of the secondary broadcast channel is investigated in Section IV. Section V studies the effect of pathloss and shadowing on the secondary throughput. Numerical results are shown in Section VI. Finally, Section VII concludes this paper.
II. SYSTEM MODEL
We consider a cognitive network consisting of a primary and a secondary, each being either an MAC or broadcast channel (see Figs. 1 and 2). The primary system has one base station with antennas and users, while the secondary system consists of one base station with antennas and users. The primary and secondary are subject to mutual interference, which is treated as noise (no interference decoding). The secondary system must comply with a set of interference power constraints imposed by the primary. For simplicity of exposition, primary and secondary users are assumed initially to have one antenna, however, as shown in the sequel, most of the results can be directly extended to a scenario where each user has multiple antennas.
A block-fading channel model is assumed. All channel coefficients are fixed throughout each transmission block, and are independent identically distributed (i.i.d.) circularly-symmetriccomplex-Gaussian with zero mean and unit variance, denoted by . The secondary base station acts as a scheduler: For each transmission block, a subset of the secondary users is selected to transmit to (or receive from) the secondary base station. We denote the collection of selected (active) secondary users as .
We begin by introducing a system model that applies to all four scenarios in Figs. 1 and 2, thus simplifying notation in the remainder of the paper. The secondary received signal is given by (1) where represents the received signal vector, either signals at a multiantenna base station (uplink) or at different users (downlink).
is the channel coefficient matrix between the active secondary users and their base station.
represents the crosschannel coefficient matrix from the primary transmitter(s) to the secondary receiver(s). The primary and secondary transmit signal vectors are and . The variable is the received noise vector, where each entry of is i.i.d.
. We assume both primary and secondary systems use Gaussian signaling, subject to short-term power constraints. The transmit covariance matrices of the primary and secondary systems are When the secondary is an MAC channel, each secondary user is subject to an individual short-term power constraint . The users do not cooperate; therefore, is diagonal:
where , for . In this case, has dimension . When the secondary is a broadcast channel, we assume the secondary base station is subject to a short-term power constraint : (5) In this case, has dimension . When the primary is an MAC channel, each primary user transmits with power without user cooperation: (6) Furthermore, each receive antenna at the primary base station can tolerate interference with power from the secondary system, 2 i.e.,
2 If each primary antenna or user tolerates a different interference power, the results of this paper still hold, as seen later.
for
, where represents the cross-channel coefficient matrix from the secondary base station (or active users) to the primary base station.
When the primary is a broadcast channel, the power constraint at the primary base station is . For simplicity, we assume 3 (8) Furthermore, each primary user tolerates interference with power :
, where is the cross-channel coefficient matrix from the secondary base station (or active users) to the primary users.
III. COGNITIVE MAC CHANNEL
Consider an MAC secondary in the presence of either a broadcast or MAC primary. We wish to find how much throughput is available to the secondary subject to rigid constraints on the secondary-on-primary interference. We first construct a transmission strategy and find the corresponding (achievable) throughput. Then, we develop upper bounds that are tight with respect to the throughput achieved.
The framework for the transmission strategy is as follows: For each transmission block, the secondary base station determines an active user set as well as transmit power for all active users . For each transmission, from (1), the sum rate of the secondary system is [17] (10) subject to the interference constraints (9) and (7) for the primary broadcast and MAC channel, respectively.
The secondary throughput is obtained by averaging over channel realizations (11) For the development of upper bounds, we assume the secondary base station knows all the channels. This is a genie-like argument that is used solely for development of upper bounds. For the achievable scheme, the requirement is more modest and is outlined after the description of the achievable scheme (see Remark 1).
A. Achievable Scheme
The objective is to choose and , i.e., the secondary active transmitters and their power, such that secondary throughput is maximized subject to interference constraints on the primary.
The choice of and is coupled through the interference constraints: Either more secondary users can transmit with smaller power, or fewer of them with higher power. We focus on a simple power policy that all active secondary users transmit with the maximum allowed power . Hence, given an active user set , we have (12) It will be shown that the ON-OFF transmission (without any further power adaptation) suffices to asymptotically achieve the maximum throughput. Furthermore, its simplicity facilitates analysis.
Recall that each primary user can tolerate interference with power . The interference on a primary user is guaranteed to be below this level if secondary users are active, each causing interference no more than . This bound allows us to honor the interference constraints on the primary while decoupling the action of different secondary users. Based on this observation, we construct a user selection rule as follows. First, we define an eligible secondary user set that disqualifies users that cause too much interference on the primary (13) where is the channel coefficient from the secondary user to the primary user (antenna) , and is a pre-designed interference quota. A secondary user is eligible if its interference on each primary user (antenna) is less than . Now, to satisfy the interference bound, we limit the number of secondary transmitters to no more than , where
If , then all eligible users can transmit. If , then users will be chosen randomly from among the eligible users to transmit. 4 The number of eligible users, , is a random variable; the number of active users is (15) The transmission of eligible users induces interference no more than on any primary user or antenna. Notice that the manner of user selection guarantees that the channel coefficients in remain independent and distributed as . Now, we want to design an interference quota to maximize the secondary throughput. Neither very small nor very large values of are useful within our framework: If is very small, for most transmissions few (if any) secondary users will be eligible; thus, the secondary throughput will be small. If , any transmitting user might violate the interference constraint, so the secondary must shut down (equivalently, we have ). The value of individual interference constraint , or equivalently , must be set somewhere between these extremes.
Clearly, a desirable outcome would be to allow exactly the number of users that are indeed eligible for transmission, i.e.,
. But one cannot guarantee this in advance because 4 Naturally, the number of active users must be an integer, i.e., . We do not carry the floor operation in the following developments for simplicity, noting that due to the asymptotic nature of the analysis, the floor operation has no effect on the final results. is a random variable. Motivated by this general insight, we choose such that (16) In Section III-C, we will verify that this choice of is enough to asymptotically achieve the maximum throughput.
Remark 1:
The aforementioned scheme does not require the secondary users to have full channel knowledge. Each secondary user can compare its own cross-channel gains with a predefined interference quota , and then decide its eligibility. After this, each eligible user can inform the secondary base station via 1-bit, so that the secondary base station can determine without knowing the cross channels from the secondary users to the primary system. The secondary channels and the cross channels can be estimated at the secondary base station. Therefore, this scheme can be implemented with little exchange of channel knowledge.
B. Throughput Calculation
Secondary MAC With Primary Broadcast: The primary base station transmits to primary users, where each user tolerates interference with power . Notice that in (13) , is the channel coefficient from the secondary user to the primary user
From (16) , the interference quota is chosen such that (18) Denote the associated solution for as :
Thus, we can see secondary users are allowed to transmit, and the interference quota is on the order of . With the aforementioned choice of interference quota, or the number of allowable active users, we state one of the main results of this paper as follows. 
with (22) where , , and is Euler's constant. This throughput is achieved under the threshold-based user selection with the choice of given by (19) .
Proof: See Appendix I.
Remark 2:
The essence of the above result is that the secondary throughput grows as , which implies that the secondary throughput decreases almost linearly with the number of primary constraints as . A noteworthy special case is when the primary base station chooses to transmit to a number of users equal to the number of its transmit antennas ( ), a strategy which is known to be near-optimum in terms of sum rate [18] . Under this condition Therefore, we have (23) where is the maximum throughput of the secondary MAC in the absence of the primary system. This ratio shows that the compliance penalty of the secondary MAC system and its relationship with the characteristics of the primary network.
It is noteworthy that although does not affect the growth rate, it is an important parameter. Both the lower and upper bounds have the term , thus throughput is an increasing function of . One can also see that the interference tolerance is more important than secondary power , respectively by a factor of versus .
Remark 3: The results in Theorem 1 can be directly extended to a scenario where each primary user tolerates a different level of interference. As long as all primary users allow nonzero interference (no matter how small), we can let be the minimum allowable interference, and the theorem still holds.
So far we have analyzed the effect of small but constant primary interference constraints and shown that the secondary throughput improves with increasing the number of secondary users. The flexibility provided by the increasing number of secondary users can be exploited not only to increase secondary throughput, but also to reduce the primary interference. In fact, it is possible to simultaneously suppress the interference on the primary down to zero while increasing the secondary throughput proportional to . The following corollary makes this idea precise:
Corollary 1: Assuming the interference on each primary user is bounded as , the secondary throughput satisfies (24) where .
Proof: Because the proof of Theorem 1 holds for , the corollary follows by substituting into the lower and upper bounds given by Theorem 1.
Remark 4:
The corollary above explores a tradeoff where primary interference is made to decrease polynomially, i.e., proportional to . We saw that this leads to a secondary throughput that decreases linearly in . If we reduce the primary interference more slowly, e.g., decreasing as , one can verify that , which achieves the optimal growth rate even though the throughput is reduced. Conversely, if we try to suppress the primary interference faster than , the secondary throughput will asymptotically remain stagnant, i.e., , since in this case according to (19) . Secondary MAC With Primary MAC: Recall that each antenna at the primary base station allows interference with power . By regarding each antenna of the primary base station as a virtual user, we can reuse most of the analysis that was developed in the previous section. Thus, the steps leading to (19) can be repeated to obtain the number of allowable active secondary users (25) With this allowable active users and slight modifications, we obtain a result that parallels Theorem 1. where , , and is Euler's constant. This throughput is achieved under the threshold-based user selection with the choice of given by (25) .
A tradeoff exists between the primary interference reduction and the secondary throughput enhancement, which is stated by the following corollary. Remark 4 is again applicable here.
Corollary 2:
Assuming the interference on each antenna of the primary base station is bounded as , the secondary throughput satisfies (29) where .
C. Upper Bounds for Secondary Throughput
So far we have seen achievable rates of a cognitive MAC channel in the presence of either a primary broadcast or MAC. We now develop corresponding upper bounds. 
in the presence of a primary MAC, where each user transmits to an -antenna base station.
Proof: See Appendix II.
Remark 5: By comparing the upper bounds with the achievable rates obtained by the thresholding strategy, we see that the achievable rates are at most away from the upper bounds, a difference which is negligible relative to the dominant term . Thus, the growth of the maximum throughput of a cognitive MAC is in the presence of the primary broadcast channel, and in the presence of the primary MAC channel. Both the achievable rates and the upper bounds show that the average cognitive sum-rate decreases almost linearly with the number of primary-imposed constraints, asymptotically.
D. Discussion
Recall that our method determines eligible cognitive MAC users based on their cross-channel gains. To satisfy the interference constraints, our selection rule then allows , or , of these users to be active simultaneously, in the presence of either the primary broadcast or MAC. If there are more eligible users than the allowed number, we choose from among the eligible users randomly. In this process, the forward channel gain of the cognitive users does not come into play, and still an optimal growth rate is achieved.
This can be intuitively explained as follows. The total received signal power at the cognitive base station grows linearly with the number of active users, and the total received signal power determines the throughput. On the other hand, selecting good cognitive users according to their secondary channel strengths can only offer logarithmic power gains (with respect to ) [10] , which is negligible compared to the linear gain due to increasing the number of active users. Therefore, the cross-channel gains are more important in this case. 5 Note that we do not imply that knowledge of the cognitive forward channel is useless; our conclusion only says that once the cross channels are taken into account, the asymptotic growth of the secondary throughput cannot be improved by any use of the cognitive forward channel.
Although we have allowed the base stations to have multiple antennas, so far the users have been assumed to have only one antenna. We now consider a generalization to the case where all users have multiple antennas. Consider a secondary MAC in the presence of a primary broadcast, where each primary and secondary user have and antennas, respectively. We apply a separate interference constraint on each antenna of each primary user, which guarantees the satisfaction of the overall interference constraint on any primary user. On each of the -antenna secondary users, we shall allocate degrees of freedom for zero-forcing and only one degree of freedom for cognitive transmission. Using this strategy, we can ensure that of the primary receive antennas are exempt from interference. Thus, the total number of interference constraints will reduce from to . By using an analysis similar to the development of Theorem 1, one can show that the growth rate is achievable. For the converse, the situation is more complicated, because here the correlation among the antennas of the secondary users must be accounted for. Nevertheless, in some cases, it is possible to show without much difficulty that the previously achieved throughput is indeed asymptotically optimal. For example, in the presence of the primary MAC, if , the secondary MAC channel can have a throughput that grows as by letting each active secondary user completely eliminate the interference on the primary. Similarly, in the presence of a primary broadcast channel, if , the secondary MAC channel can also have a throughput that grows as . The achieved growth rate is optimal because it coincides with the growth rate of , which is always an upper bound.
IV. COGNITIVE BROADCAST CHANNEL

A. Achievable Scheme
We consider a random beam-forming technique where the secondary base station opportunistically transmits to secondary users simultaneously [16] . Specifically, the secondary base station constructs orthonormal beams, denoted by , and assigns each beam to a secondary user. Then, the secondary base station broadcasts to selected users. The selection of users and beam assignment will be addressed shortly.
Considering an equal power allocation among users, the transmitted signal from the secondary base station is given by
where is the beam-forming vector with dimension , is the signal transmitted along with the beam , and is the total transmit power. In this case, we have
Notice that is subject to the power constraint as well as a set of interference constraints imposed by the primary. Thus, the value of depends on the cross channels from the secondary base station to the primary system.
Assuming the beam is assigned to the user . From (1) and (32), the received signal at the secondary user is given by (34) where is the vector of channel coefficients from the secondary base station to the secondary user , and is the (or ) vector of channel coefficients from the primary base station (or users) to the secondary user . The received signal-to-noise-plus-interference-ratio (SINR) at the secondary user (with respect to the beam ) is
The random beam technique assigns each beam to the secondary user that results in the highest SINR. Because the probability of more than two beams being assigned to the same secondary user is negligible [16] , we have the secondary throughput (36) (37)
The aforementioned analysis holds in the presence of either the primary broadcast or MAC channel; the only difference is the constraints on and . Since the SINR is symmetric across all beams, the subscript will be omitted in the following analysis.
Remark 6:
We briefly address the issue of channel state information. All users are assumed to have receiver side channel state information. On the transmit side, the secondary base station only needs to know SINR and does not need to have full channel knowledge. Each secondary user can estimate its own SINR with respect to each beam, and feed it back to the secondary base station [16] . Based on collected SINR, the secondary base station performs user selection. The secondary base station needs to know to adjust such that the interference constraints on the primary are satisfied.
B. Throughput Calculation 1) Secondary Broadcast With Primary Broadcast:
The secondary system has to comply with the constraints on primary users. To maximize the throughput, the secondary base station transmits at the maximum allowable power. From (9) and (33), we have (38) where is the row of . Then, we substitute given by (8) into (35), and obtain the SINR at the secondary user with respect to the beam :
(39) Our analysis of , which is required to evaluate the throughput in (37), does not follow [16] because the denominator involves a sum of two Gamma distributions with different scale parameters:
has Gamma and has Gamma . Fortunately, lower and upper bounds can be leveraged to simplify the analysis. We define (40)
We consider the case when . The techniques can be generalized to the case of . 6 Based on the previous two lemmas, we obtain the following results for the secondary throughput. 
where is the maximum throughput of the secondary broadcast channel in the absence of the primary system. Therefore, the achieved throughput is asymptotically optimal, because we always have . Thus, we have a positive result: The growth rate of the secondary throughput is unaffected by the constraints and interference imposed by the primary, as long as each primary user tolerates some fixed interference .
The aforementioned results naturally lead to the question: How small can we make the interference on the primary, while still having a secondary throughput that grows as . We find that , the interference on each primary user, can asymptotically go to zero, as shown by the next corollary. where .
Remark 8:
This result sheds lights on the tradeoff between two goals of a cognitive radio system: High throughput for the secondary and low interference on the primary. For primary interference reduction up to , one can verify that , which still achieves the double logarithmic growth rate for secondary throughput. It is possible to reduce the interference faster than , but this will make .
Remark 9: It can be shown that the growth rate of the secondary throughput does not depend on the transmit covariance of the primary. To see this, we decompose , where is an unitary matrix and , . From (35), we have , where has the same distribution as [19] . Therefore, . With the exception of a slightly different definition of , the analysis for will follow.
2) Secondary Broadcast With Primary MAC:
The analysis of this case closely parallels the analysis of the primary broadcast. The secondary transmit power is given by (51) where is the row of . The MAC primary system produces power and has interference constraints. From the viewpoint of the secondary, this is all the information that is needed. Therefore, the analysis of Theorem 4 can be essentially repeated to obtain the following result. Remark 10: Theorems 4 and 5 can be extended to a scenario where each primary (secondary) user has multiple antennas via regarding each primary and secondary antenna as a virtual user. Using analysis similar to the single-antenna case, the secondary broadcast channel can be shown to achieve a throughput scaling as (thus optimal). The details are straightforward and are therefore omitted for brevity.
Similar to Corollary 3, we can also obtain the tradeoff between the primary interference reduction and the secondary throughput enhancement as follows. All the remarks following Corollary 3 apply to the present case as well.
Corollary 4:
Assuming the interference on each antenna of the primary base station is bounded as , the secondary throughput satisfies (52) where .
V. CAPACITY SCALING UNDER PATH LOSS AND SHADOWING
The results so far were developed assuming all fading channels obey the same distribution, i.e., for a homogeneous network. In this section, we generalize our results by allowing different users to experience varying path loss and shadowing. We consider the combined effect of path loss and shadowing as a multiplicative factor on the channel gain. The probabilistic behavior of this multiplicative factor can in general be complicated because it depends on the spatial distribution of users, whose randomness will induce a distribution on path loss, as well as the composition of the terrain. However, certain assumptions can be made about it from first principles. We assume the support of the probability density of path loss and shadowing is positive 7 and bounded. This is equivalent to saying that the distance between nodes cannot be arbitrarily large or arbitrarily small, and that shadowing attenuates but is not a perfect isolator of emissions [20] . Conditioned on a realization of path loss and shadowing, the resulting fading coefficient is assumed to be a Rayleigh random variable whose variance is determined by the value of path loss and shadowing.
In this section, we concentrate on a broadcast primary. Similar results hold with little variation for the primary MAC channel and are omitted for brevity.
Our basic idea of characterizing the secondary throughput in the presence of path loss and shadowing is as follows. We find an upper (lower) bound on the secondary throughput by constructing a homogeneous network whose throughput is no larger (smaller) than the throughput under any realization of path loss and shadowing. The throughput of the homogeneous networks that bound our performance follows the analysis of previous sections. We then show the scaling of the throughput lower and upper bounds are identical.
A. Secondary MAC
A homogeneous secondary MAC channel with cross link variance and secondary link variance can be shown, using methods of the previous sections, to have a throughput characterized by (53) Now, consider a heterogeneous network where path loss and shadowing of the nodes vary according to a distribution with positive and bounded support. Then, conditioned on the path loss and shadowing, the channel coefficient from the secondary user to the primary user is , and from the secondary user to all the co-located secondary base station antennas is , while all other channel coefficients are i.i.d.
. Let , the set of all random channel variances. The positivity and boundedness assumptions for the support of the path loss distribution are formalized by and . We now outline an argument based on the intuition that the secondary throughput increases or at worst stays the same if one secondary link improves, and that the secondary throughput does not increase if one cross link gets stronger. To make this argument precise, the cross-link variance can be absorbed into the interference constraint , resulting in an equivalent cross link with unit variance and interference constraint . So a stronger cross link is equivalent to a stricter interference constraint, therefore the secondary throughput is nonincreasing in . Similarly, the secondary link variance can be absorbed into the secondary transmit power for the secondary throughput calculation, leading to an effective transmit power over a link of unit variance. Thus, the throughput is nondecreasing with . Based on the previous argument, we always have and , because and for any realization of . Therefore (54) and (55) From (53), we conclude that the growth rate of our proposed technique under path loss and shadowing is . However, this has not fully settled the capacity question, because the upper bound was calculated only under a specific scheme. A stronger upper bound is obtained by noting that for any transmission scheme, the throughput of the heterogenous network is smaller than the throughput of the homogeneous network with cross link variance and secondary link variance . The latter throughput can be shown, following the analysis of Theorem 3, to be upper bounded by . Thus, we have lower and upper bounds whose order matches, and we have the following result.
Theorem 6: Consider a secondary MAC channel with users, antennas at the base station, and power constraint , in the presence of a primary that broadcasts with power constraint to users with interference constraint . The users are randomly located resulting in path loss and shadowing coefficients whose combined effect can be characterized by a random variable whose support is over a strictly positive bounded interval; then (56) Therefore, the throughput grows with .
B. Secondary Broadcast
Now, we consider a secondary broadcast channel. A homogeneous secondary broadcast channel with primary-to-secondary channel variance and secondary link variance can be shown to have a throughput (57)
Consider the channel coefficient from all the co-located secondary base-station antennas to the secondary user to be , and the primary to the secondary user to be , while all other channel coefficients are i.i.d.
. Let , where and . Similar to the argument for cognitive MAC channel, decreases with but increases with . Therefore, we have (58)
Thus, in the presence of path loss and shadowing, we have the following result.
Theorem 7: Consider a secondary broadcast channel with users, antennas at the base station, and power constraint , in the presence of a primary that broadcasts with power constraint to users with interference constraint . The users are randomly located resulting in path loss and shadowing coefficients whose combined effect can be characterized with a random variable whose support is over a strictly positive bounded interval; then (59) Remark 11: The heterogeneity of the following channels does not affect the throughput growth rate in a straightforward manner; thus, it is not considered in the aforementioned analysis: 1) For the secondary MAC channel, the cross channel between the primary and secondary base-stations, whose variance only affects the interference on the secondary (independent of ), and 2) for the secondary broadcast channel, the cross channel from the secondary base-station to the primary, which only affects the secondary transmit power that is once again independent of .
VI. NUMERICAL RESULTS
In this section, we concentrate on numerical results in the presence of the primary broadcast channel and the results in the presence of the primary MAC channel are similar thus omitted. For all simulations, we consider , the secondary base station has antennas, and the primary base station has antennas and the number of primary users is . Fig. 3 illustrates the secondary throughput given by Theorem 1. The allowable interference power on each primary user is . The slope of the throughput curve is discontinuous at some points, because the allowable number of active secondary users must be an integer . As mentioned earlier, the floor operation does not affect the asymptotic results. Fig. 4 presents the tradeoff between the tightness of the primary constraints and the secondary throughput, as shown by Corollary 1. The interference power constraint is for and 0.2, respectively. As expected, for , the interference on primary decreases faster than and the secondary throughput increases more slowly. Fig. 5 shows the secondary throughput versus the number of secondary users in the presence of the primary broadcast channel (see Theorem 4), where the interference power is . In Fig. 6 , we show the tradeoff between the secondary throughput and the interference on the primary, as described in Corollary 3. We set to decline as , for and , respectively. Clearly, for , the interference power decreases faster than , while the secondary throughput increases more slowly.
VII. CONCLUSION
In this paper, we study the performance limits of an underlay cognitive network consisting of a multiuser and multiantenna primary and secondary systems. We find the throughput limits of the secondary system as well as the tradeoff between this throughput and the tightness of constraints imposed by the primary system. Given a set of interference power constraints on the primary, the maximum throughput of the secondary MAC grows as (primary broadcast), and (primary MAC). These growth rates are attained by a simple threshold-based user selection rule. Interestingly, the secondary system can force its interference on the primary to zero while maintaining a growth rate of . For the secondary broadcast channel, the secondary throughput can grow as in the presence of either the primary broadcast or MAC channel. The growth rate of the throughput is unaffected by the presence of the primary (thus optimal). Furthermore, the interference on the primary can also be made to decline to zero, while maintaining the secondary throughput to grow as .
APPENDIX I PROOF OF THEOREM 1
Proof: We rewrite (10) (78) , which yields the same bound (79) and thus the development of the upper bound.
APPENDIX II PROOF OF THEOREM 3
Proof: We develop an upper bound for the secondary throughput in the presence of the primary broadcast only; the development is similar in the presence of the primary MAC and thus is omitted. We consider an arbitrary active user set and transmit covariance matrix given by (4) , such that the interference constraints on the primary are satisfied.
By removing the interference from the primary to the secondary, the secondary throughput is enlarged. Then, starting from (10) We can rewrite the right-hand side of (84) as (91) We first bound and formulate an optimization as (92) which is a standard linear programming, and the solution is denoted by . Then, is the maximum total transmit power, depending on the channel realizations for each transmission.
Subject to the interference constraints on the primary, the user selection and power allocation are coupled, and a direct analysis is difficult. Instead, we will find an upper bound for . Notice that the total interference (on all primary users) caused by the secondary user is , where is the vector of channel coefficients from the secondary to all primary users. We relax the set of individual interference constraints in (92) with a single sum interference constraint (93) Notice that corresponds to a certain column in . Order the cross-channel gains of all the secondary users and denote the ordered cross-channel gains by (94) Then, we further relax the sum interference constraint (93) by replacing with the first smallest cross-channel gains . Thus, we have (95)
For any channel realization, the solution for the aforementioned problem, denoted by , is always greater than, or equal to . Notice that is also a random variable. Since is nondecreasing in , the set of that achieves satisfies , for . In other words, we have , for to , and , for . Let be the maximum value of that satisfies the constraint (96)
We have (97) where in (97), we have an inequality because the constraint (96) is relaxed by discarding compared to the interference constraint in (95). Now, we focus on bounding . For any positive integer , we have (98) which comes from the fact that the event of the right hand side implies the event of the left hand side. Notice that is a sum of least order statistics out of with i.i.d. Gamma distributions. We apply some results in the development of [ where the second term in (108) comes from using (102) as well as the fact that is upper bounded by . In (110), we apply the Jensen inequality to obtain the second and fourth terms. Using (103) and (104), we have the second and fourth terms in (111). Finally, by substituting and , we obtain
This concludes the proof of this theorem.
APPENDIX III PROOF OF LEMMA 1
Proof: First, we prove (46). Let and . Then, has the exponential distribution, and has the Gamma distribution. We can write 
We define a growth function as (119)
Since , the limiting distribution of exists [25] (121) where and . In general, an exact closed-form solution for and is intractable, but an approximation can be obtained, which is sufficient for asymptotic analysis. After manipulating (118), we have (122) and thus (123) It is straightforward to verify , so we apply the expansion developed in [26] , (22) (124) Let in (124); we obtain (46). Now, we prove (47) and (48). Since is similar to , except that the denominator now has the Gamma distribution. Following the same steps of obtaining (124), we have the expansion of the cdf of : 
