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I. INTRODUCTION 
A. Historical Survey 
Since the discovery of superconductivity by Kamerlingh 
Onnes (1) in 1911, the phenomenon has been the object of 
numerous experimental and theoretical investigations. Only 
a few of the important experiments and calculations which 
bear directly on this work will be presented here. For more 
extensive reviews of the subject, the reader is referred 
elsewhere (2-12). 
One of the most easily observed properties of a super­
conductor is that below some transition temperature T^, its 
electrical resistivity, p, is for all practical purposes, 
zero. Measurements have established an upper limit on the 
electrical resistivity in the superconducting state of about 
—23 10~ Q-on (13), a figure which may be compared to the lowest 
electrical resistivity measured in the normal state of metals 
—9 
of about 10" Q-cm (14). Another in^jortant property is that 
superconductivity may be destroyed by the application of a 
magnetic field at any ten^erature T below T^. Experimentally, 
it is found for all superconductors that the temperature de­
pendence of this critical field, H^(T), is given approximately 
by 
H_/T) , 2 
h = - 1 - t^ E 1 - (T/T^)^ . (1) 
In 1932 Keesom and Kok (15) found that in the absence 
2 
of a magnetic field there is a jump in the electronic spe­
cific heat at the transition temperature characteristic of 
a second-order phase transition to a new thermodynamic phase 
(16). Keesom (17), Rutgers (18), and Gorter (19) applied 
thermodynamics to the superconducting transition, but the 
validity of these treatments was questioned because the 
phase transition was thought to be irreversible. This ob­
jection was removed, however, when Meissner and Ochsenfeld 
(20) determined that the laegnetic induction, B, vanishes in­
side a bulk superconductor regardless of the magnetic field 
history of the sample. This phenomenon, known as the 
Meissner effect, showed that the superconducting state in an 
external magnetic field is a single stable state to which 
the laws of thermodynamics apply. Soon after the discovery 
of the Meissner effect, Gorter and Casimir (21) presented a 
full thermodynamic treatment of the superconducting phase 
transition. 
The phenomenological two-fluid model of superconduc­
tivity was introduced by Gorter and Casimir (22) in 1934. 
In this model it is assumed that a superconductor possesses 
an ordered or condensed state characterized by an order pa­
rameter which varies fran zero at T = T^ to unity at T = 0 K, 
thereby indicating the fraction of the total system in the 
superconducting state. Further, it is assumed that the entire 
entropy of the system is due to the disorder of the particles 
3 
in the normal state. The application of thermodynamics to 
the model yielded a parabolic critical field curve and an 
3 
electronic specific heat varying as T , both in general agree­
ment with experiment. The electrodynamics of this model was 
worked out by F. and H. Lonf^n (23). The London theory pre­
dicts that the magnetic field does not abruptly disappear at 
the surface of a bulk superconducting specimen, but falls off 
esqx^nentially with distance into the specimen, with a char­
acteristic distance called the penetration depth, X, a quan­
tity first measured by Shoenberg (24) in 1940. For most 
common superconductors X ~ 10"^ cm to 10~^ cm. 
The London model is based on a point by point relation 
between the current density and the vector potential associ­
ated with the magnetic field. This implies that the wave-
functions of the superconducting electrons are governed by 
interactions which have a range much smaller than the pene­
tration depth. On the basis of anpirical evidence, however, 
Pippard (25) concluded that the current density, rather than 
being proportional to the vector potential at the point in 
question, is given by the spatial average of the vector po­
tential over a region of extent g^ 10"^ cm. Pippard called 
the quantity, §, the coherence length and found empirically 
that 
I = O.lSthVpAgT^) , (2) 
where/h is Planck's constant divided by 2^, Vp is the Fermi 
4 
velocity, and kg is Boltzmann's constant. Microscopic theory 
confirms Equation 2 but the constant 0.15 is replaced by 
0.18, The superconducting state is now characterized by a 
long range coherence such that substantial changes in the 
superconducting wavefunctions cannot occur over a distance 
less than about 10"^ cm in pure metals. In a superconductor, 
then, there are two important characteristic lengths, \ 
which determines the spatial variation of magnetic fields and 
Ç which determines the spatial variations of the fraction of 
electrons in the superconducting ground state. Thus, we may 
classify superconductors as either type I ( 5 > \) or type II 
( Ç < \). Because only type I materials will be considered in 
this thesis, no more will be said about type II behavior. 
The first success in understanding the origin of the 
superconducting state was made in 1950 when Frohlich (26) 
noted that virtual emission and absorption of phonons by 
electrons could produce an attractive interaction between 
electrons. The importance of the electron-phonon interaction 
was soon verified experimentally by the discovery of the iso­
tope effect (27) which showed that the transition temperature 
and isotopic mass, M, obeyed the approximate relation 
1/2 T^M = constant. An additions! brecûcthrough came when im­
proved thermal conductivity (28) and specific heat measure­
ments (29) and infrared absorption (30) measurements sug­
gested the existence of an energy gap in the spectirum of the 
5 
electrons in superconductors. About this same time. Cooper 
(31) showed that any net attraction, no matter how small, be­
tween electrons can lead to a condensed state in which elec­
tron pairs are virtually excited above the Fermi surface. 
Finally, in 1957, a successful microscopic theory of super­
conductivity was presented by Bardeen, Cooper, and Schrieffer 
(32). This model, known as the BCS model, will be discussed 
in more detail later. 
B. Thermodynamic Theory of the 
Superconducting Transition 
Consider an ellipsoidal superconducting specimen of 
volume V with a magnetic moment I = MV, positioned in a 
solenoid such that the applied magnetic field H is parallel 
to the specimen's axis. All quantities will be esjpressed 
in cgs units. The relevant thermodynandc potential for the 
system is the Gibbs free energy 
G = U - TS + PV - HI , (3) 
where U = internal energy, T = temperature, S = entropy, 
and P = pressure. Differentiation of Equation 3 gives 
dG = du - TdS - SdT + PdV + VdP - Hdl - IdH . (4) 
From the second law of thermodynamics 
dU = TdS - PdV + Hdl (5) 
6 
where Hdl is the work done on the sangle by the solenoid's 
power supply to change the sample's magnetic moment by dl. 
Substitution of Equation 5 into Equation 4 yields 
dG = VdP - SdT - IdH . (5) 
Integration of Equation 6 gives 
H 
G(T,P,H) = G(T,P,0) - VJ MdH . (7) 
0 
At H = H^/ the superconducting state Gibbs energy, is 
equal to the normal state Gibbs free energy, G^, so 
Gg(T,P,H^) = Gj^(T,P,H^) . (8) 
The Gibbs free energy difference in zero field is then 
H 
AG = Gj^(T,P,0) - Gg(T,P,0) = -Vf^ (M^ - M^)dH , (9) 
where and are the magnetizations of the superconduct­
ing and normal states, respectively. 
Electromagnetic theory gives the relation 
B = H + 47rM . (10) 
The Meissner effect shows that B = 
hence 
Mg = - H/4Jr 
0 inside a superconductor. 
(11) 
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The normal state magnetization is negligible compared 
with Mg and is taken to be zero. For a long cylindrical 
conducting transition takes place at For an ellipsoidal 
sample with a different value of D, the field is distorted 
in the neighborhood of the sample and when the applied field 
reaches a value (I-D)H^, the sample goes into the intermedi­
ate state in which there is coexistence of macroscopic nor­
mal and superconducting regions. Regardless of the demag­
netization factor. 
because the magnetic work is done solely in the superconduct­
ing portion of the sample. 
The differences in the entropy and specific heat are 
given by 
sample the demagnetization factor, D, is zero and the super-
- VJ M dH = H^/8Jr = AG 
0 ® c 
(12) 
VH 
(G — G ) 
s"P,H ~ ~ 4Tr j^(3H^/aT)p (13) 
and 
# P(aH/3T)2 (14) 
respectively. The third law of thermodynamics requires that 
8 
AS = 0 at T = 0 K/ and Equation 13 shows that this requires 
(8H/aT) = 0 at T = 0 K. Further, AS = 0 when T = since 
= 0. Thus in zero field, the superconducting transition 
is accomplished without latent heat and is, therefore, a 
second-order phase transition. The specific heat jump at 
is given by Rutger's formula (16) 
VT , 
AC(T^) = _ -^[0H^(T^)/3T]; . (15) 
On the basis of theoretical and e3q>erimental evidence 
the following assuirptions are made concerning the entropy 
of a superconductor (33): 
(i) 
(ii) 
(iii) 
(iv) 
Equation 13 now becomes 
The entropies in the normal and superconducting 
states may be expressed as the sums of the in­
dependent lattice (Sg) and electronic (S^) con­
tributions (i.e., S^ = Sgj^ + S^^ and 
= ®gs + Ses'-
For sufficiently low T, S-„ » S 
en es 
The normal electron entropy is given by the free 
electron model result (i.e., S^^(Tj = yT). 
The lattice entropy is unchanged in the super­
conducting transition (i.e., S^^ = Sg^). 
VH 
yT = --^(aH/8T)p (16) 
Integration of Equation 16 from 0 to T gives the inç>ortant 
result 
= Hq - 4T(y/v)T^ , (17) 
where HQ = H^(0). The BCS theory predicts that Equation 17 
is valid below t = 0.25, a result that has been experimen­
tally verified (33). Thus critical field measurements at 
sufficiently low ten^eratures allow the determination of 
both Hq and y. 
C. BCS Microscopic Theory of Superconductivity 
The BCS microscopic theory of superconductivity was 
successful in explaining the principal experimental facts 
of superconductivity discussed previously: (1) a second-
order phase transition at T^; (2) zero resistivity; (3) 
the Meissner effect; (4) an energy gap for single particle 
excitations; and (5) the isotope effect. 
BCS assumes that in a metal there is an attractive 
force between electron pairs caused by virtual phonon ex­
change and a repulsive force due to the screened Coulomb 
interaction and when the combined effect of the two forces 
is attractive, the metal becomes superconducting. Because 
superconductivity is fairly common in metals and is not 
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associated with any particular crystal structmre, the net 
attractive interaction is assimed isotropic and is replaced 
by a constant attractive interaction -V within a character­
istic energy Ao of the Fermi surface. The normal state is 
described by the Bloch individual-particle model while the 
superconducting ground state is formed by taking a linear 
combination of many low-lying normal state configurations 
in which the Bloch states are virtually occupied in pairs 
of opposite spin and momentum (kf, - k4.). These paired 
states are referred to as Cooper pairs. The transition 
ten^rature is related to the characteristic energy, /ïto/ 
the density of electron states for one spin direction at 
the Fermi energy, N(0) = Nfcp), and the attractive inter­
action, -V*, in the weak coupling limit N(0)V' « 1 by the 
relation 
kgT^ = 1.14 yhm exp[-l/N(0)V'] . (18) 
Since the most attractive part of the interaction is due to 
high frequency phonons, /ïiœ is expected to be of the order 
of kgG^ , where 0^ is the Debye temperature. In actual 
practice ^JcD is assumed to be approximately 0.75 (34), so 
Equation 18 is usually seen in the form 
T^ = 0.85 ©jj exp[-l/N(0)V'] . (19) 
The Gibbs free energy difference at T = 0 K is 
11 
AG/V = 1/2 N(0)[A(0)]2 , (20) 
where 2A(0) is the energy gap at T = 0 K. Using the free 
electron model's result for the electronic specific heaL 
coefficient y, 
Y = I A|n(0)V , (21) 
and Equation 12 we get 
A(0) = HQ (TTCGV/EY) . (22) 
Muhlschlegel (35) calculated the thermodynamic functions 
using the BCS theory in the weak coupling limit and ex­
pressed the results in the following form 
(VH^SiO/yT^ = § (X ^  - a) , (23) 
= t[l + 3(x g - a) - , (24) 
where 
X = [A(T)AkgT]^ , (25) 
2A(T) = energy gap at teniperature T, 
A(0) = ^  kgT^ = 1.764 kgT^ , (26) 
Iny = Euler's constant 
12 
and 
a(x) = - - / ln(l + e 
+ x(ln YgJx - 1/2) + 1/3 (27) 
The BCS critical field calculations agree remarkably well 
with experimental data for pure superconductors. Deviations 
from BCS in pure superconductors are primarily due to strong-
coupling effects, exhibited by Hg (33) and Pb (36), for ex­
ample, and anisotropy effects, exhibited in Al (37), for 
example. Strong-coupling theory (38, 39), which uses the 
actual phonon spectrum of the superconductor to calculate 
the electron-phonon interaction matrix element, has inç>roved 
agreement between theory and critical field data of Hg and 
Pb. clem (40) modified the critical field calculation by 
including an anisotropic form of the electron-phonon inter­
action matrix element and this theory has explained a num­
ber of experiments, notably the effects of alloying on 
superconductivity and the deviation of low supercon­
ductors frtan BCS. 
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D. Addition of Iir^urities to a Pure Metal 
The properties of both normal and superconducting metals 
containing small concentrations of impurities with partially 
filled d- or f- electron shells have been the subject of ex­
tensive experimental and theoretical investigations. An 
isolated atom with unfilled d or f states generally has a 
spin and orbital angular momentum according to Hund's rules, 
and it frequently happens that the perturbations acting in a 
metal on an in^urity are of insufficient strength to destroy 
the magnetic moment. A typical exaitple of such local moment 
behavior occurs when atoms of 3d transition elements are dis­
solved in noble metals. In such a case, the scattering of 
the conduction electrons may depend upon the relative orien­
tation of the spins of the impurity atoms and, in addition, 
both potential and spin-flip scattering may occur. These 
scatterings can give rise to various anomalous properties, 
such as the appearance of a Kondo term 
p (K - An InT (28) 
in the low temperature electrical resistivity for an im­
purity concentration n, a giant thermoelectric power, and 
other related phenomena. A number of excellent review 
articles have treated the local moment problem for both 
normal (41-44) and superconducting (45-51) metals, and for 
more detailed discussions of the problem, the reader is 
14 
referred to these reviews and the references cited therein. 
J. Friedel (52) first gave an explanation of the local 
moment in terms of the concept of the "virtual bound state". 
The basic idea of his theory is that one has an element I 
with a partially filledband (jfdenotes d or f) dissolved 
in a normal metal matrix M, and assumes that I has an atomic 
energy level which lies within the bandwidth of the s con­
duction electrons (Figure 1). The radial wavefunction 
presumably does not extend very far out of the I atomic cell, 
so it will retain some of its atomic behavior in the alloy. 
Because the energy of the Jt radial wavefunction is higher 
than the bottom of the conduction band, it gets broadened by 
mixing with nearby free electron states having approximately 
the same energy in the conduction band. If the broadening 
is not too great, the electronic charge of I remains strongly 
localized in a virtual^-bound state in order to keep the 
ionic charge of I equal to that of M. Another way of look­
ing at the problem is to reduce the interaction to an equiv­
alent scattering problem in which I gives up all its s and JZ 
electrons to the conduction band of M, thereby creating a 
strong localized Coulomb potential well which is almost deep 
enough to have bound Jl states for everyelectron given up. 
As a result, the Jl components of the conduction electron wave 
functions are strongly attracted to the atomic cell of I 
when their energy is near that of the vacated ^ levels. One 
PERIODIC 
POTENTIAL 
POTENTIAL ENERGY 
ISOLATED ATOM 
VIRTUAL BOUND STATE 
FERMI LEVEL 
CONDUCTION 
[BAND 
Ul 
M M M M 
Figure 1. Virtual boundS-state on an impurity atom I in a normal metal 
matrix M. 
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still has a virtual bound state localized on I, which ap­
pears here as a resonance in the potential of the I atomic 
cell. 
In order to e^lain the presence of a net magnetization 
on I, Friedel pointed out that since the virtual bound states 
are almost as much localized as in an atom, one would expect 
exchange and correlation forces to be very effective for nar­
row bands, with a tendency to favor spin alignment. When 
these forces prevail the virtual bound states have different 
energies for opposite spin alignment so that they accommodate 
unequal numbers of electrons up to the Fermi level and a 
localized magnetic moment exists. 
In 1961, Anderson (53) put these ideas on a more quan­
titative basis by solving the following problem in the 
Hartree-Fock approximation at T = OK. Assume that a local­
ized moment exists (Figure 2a) and can be represented by a 
single ^ -orbital level whose energy is a distance ^  = E be­
low the Fermi level, e^, so that it is occupied by an elec­
tron of say, spin-up. A spin-down electron attempting to 
occupy the same orbital will see the full Coulomb repulsion, 
V^, of the spin-up state because the exclusion principle al­
lows the electrons to get relatively close to one another. The 
spin-down electron can only occupy an orbital with energy 
E + V^, which must be empty if a local moment exists and, 
therefore, must lie above the Fermi level. Now, as before. 
17 
(a) MAGNETIC 
€ 
N(6)t N(€)A 
A=ir <V^ ,>N(eJ 
kA F 
(b) NONMAGNETIC 
N(e)r N(€)t 
Figure 2. Anderson model density of states distributions in 
(a) magnetic and (b) nonmagnetic cases. 
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the conduction electrons can, through the mixing interaction, 
with the electron in the localized state and cause 
that level and the empty level above Sp to be shifted and 
broadened with half-width A. The expectation value <nf> now 
becomes less than unity, while the expectation value <n4-> be­
comes finite. These changes are such as to decrease the dif­
ference between the spin-up and spin-down energies: E moves 
up to E + <n4->V^ and E + moves down to E + <nt>V^. If 
is strong enough, the situation eventually breaks down 
cooperatively and the system becomes unstable so that it is 
no longer possible to maintain a localized moment and we 
have a nonmagnetic state (Figure 2b). Anderson (53) formu­
lated a Hamiltonian for this model and the solutions of this 
Hamiltonian allowed him to define the transition curve, shown 
in Figure 3, separating magnetic and nonmagnetic regions. An 
examination of Figure 3 reveals that in the Anderson model 
the magnetic regime exists for » A when (sp - E) /V^ is 
neither too small nor too near unity, while the nonmagnetic 
regime exists for either « A or when (-E)/V^ is close 
to 0.5 for relevant values of V^/A. The Anderson model can 
be generalized to the case where there are 2(2j&-l) degenerate 
levels, which fill to the Fermi level with approximately 
the number <N>, of ^electrons appropriate for the impurity 
being considered. Taking the Fermi level as the zero of 
energy, the level centers are separated from it by an energy 
19 
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Figure 3. Anderson model magnetic-nonmagnetic phase diagram. 
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E w h i c h  d e p e n d s  o n  < N >  a n d  t h e  l e v e l  w i d t h .  A ,  a c c o r d i n g  t o  
^ = A cot [IT <N>/2(Ze+l)] / (29) 
where 
A = IT N(0) <V^> . (30) 
For a single level, the ^ -electron density of states N^(0) 
is 
N^(0) = aA(E^ + A^) , (31) 
and the magnetic-nonmagnetic phase boundary is defined by 
the relation 
sin^[Tr <N>/2(2^+l) J = it a/v^ . (32) 
Kondo (54) gave the first theoretical explanation of 
the resistance minimum which appears in the low temperature 
electrical resistivity of metals containing magnetic im­
purities (hence the name Kondo effect). He assumed that a 
local moment exists and characterized the impurity by as-
—y 
signing it a spin S which interacts with the conduction 
electrons through an exchange interaction represented by 
the interaction Hamiltonian 
^int.~ - 2 J S . s (33) 
—J-
where J is the strength of the exchange interaction and s 
21 
is the average conduction electron spin density at the im­
purity site. A pertubation calculation of the conduction 
electron-in^jurity scattering to third order in J gave, for 
J < 0, a magnetic contribution to the electrical resistivity 
proportional to -InT, in agreement with es^eriment, but the 
expression diverged for negative J below a characteristic 
temperature of 
Tjç . Tp exp[-l/N(0)l j1 ] , (34) 
where is the Fermi temperature. Subsequent ap­
plications of more sophisticated techniques to try to remove 
the divergence and to explain properties for temperatures 
both above and below the Kondo ternperature, has led to 
the physical interpretation of as a characteristic tem­
perature below which the impurity spins tend to be compen­
sated by the conduction electron spins, the degree of com­
pensation increasing with decreasing temperature. 
A crucial factor in all these theories is the sign and 
magnitude of the exchange interaction parameter, J, so it is 
important to understand the factors which determine these 
quantities. The ordinary atomic exchange Jq is always pos­
itive, but, as Anderson and Clogston (55) first pointed out, 
the Anderson type mixing can lead to a negative term for J. 
Indeed, Schrieffer and Wolff (56) performed a canonical 
transformation on the Anderson Hamiltonian and found that 
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in the limit of small mixing between the local moment and 
conduction electron states, the Anderson Hamiltonian became 
identical to the Kondo Hamiltonian. Generally, J is given 
approximately by 
where Jg(>0) is the atomic exchange term and arises 
from the mixing between the conduction electrons and local 
impurity states. For transition metal solutes in noble 
metal matrices the dominant contribution to J is often 
and J<0, leading to Kondo type behavior, while for rare 
earth solutes, with the exception of Ce, Jq is the dominant 
contribution to J, hence the absence of the Kondo effect. 
In terms of the Schrieffer-Wolff transformation is given 
when |e^1 » A. Here is the energy separating the local 
state and the Fermi level. 
The Hartee-Fock approximation used by Anderson in his 
model excludes the dynamics of the problem. The operational 
definition of the existence of a local moment is that the 
excess susceptibility of the alloy over that of the pure 
host approximates a Curie law behavior, at least above some 
(35) 
by 
J (36) 
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tCTiperature. This requires that the spin polarization on 
the impurity be long-lived, but not infinitely long-lived 
as in Anderson's model. Extensions of the theory to include 
time-dependent Hartree-Fock approximations have led to the 
development of a localized spin fluctuation (Isf) model (57). 
According to the Isf model, even when a system is nonmag­
netic in the Anderson sense (V^ < , the system can suffer 
large fluctuations in spin density. Physically, we might view 
this as an electron hopping onto the impurity state and re­
maining there for some characteristic Isf time, ~ h/A, 
before hopping off. Associated with is a characteristic 
temperature TQ ~ h/k^T^^. In the limit » -Tip, where 
is the thermal fluctuation lifetime (~ h/k^T), the impurities 
behave magnetically, while in the limit the im­
purities behave nonmagnetically. This is equivalent to say­
ing that when the temperature becomes of the order TQ, the 
Isf becomes stable against thermally induced reorientation, 
and, at this temperature and above, there is no physical 
difference between the spin fluctuation and a genuine spin. 
Hence, the systan behaves as if it were magnetic. For this 
theory the low temperature electrical resistivity is pre-
dieted to follow a PQ[1 - (T/TQ) ] behavior. Such behavior 
was first observed in AlMn and AlCr by Caplin and Rizzuto 
(58). 
The local moment problem is considerably more complicated 
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if the impurity host undergoes a superconducting transition. 
When the impurities are nonmagnetic atoms with filled d- or 
f- shells, the superconducting transition tenç>eratxire is 
Chang"by at most a few percent, as first found in studies 
using Sn (59), and Al and In (60), as superconducting hosts. 
For sufficiently small concentrations of all solutes these 
studies showed that decreased linearly with increasing 
reciprocal electronic mean free path, 1^. For larger im­
purity concentrations, the curves of versus concentration 
fell into two groups, according to the sign of the valence 
difference, AZ, between the impurity and host. had a 
sharp upward curvature for higher valence solutes, while 
for those with lower valence, tended to saturate for 
large concentration. This behavior was in sharp contrast 
to the rapid depression of which had been observed in 
superconductors containing 3d-transition (51) and 4f-rare 
earth (62) magnetic impurities, where the addition of a few 
tenths of atcanic percent of in^urity sometimes completely 
suppressed superconductivity. The small depression of T^ in 
the nonmagnetic impurity case was difficult to understand 
within the framework of the BCS microscopic theory of super­
conductivity for the following reason. In the BCS theory it 
was shown that a net attractive interaction using time-
reversed Bloch states led to the formation of Cooper pairs 
which have a binding energy of about 10"^ eV at T = 0 K. In 
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very "dirty" samples where 1^ ç, the collision time t is 
of the order of 10"^^ sec, corresponding to an energy un­
certainty of about 0.1 eV and all superconducting effects 
would be expected to change drastically, contrary to the 
experimental result. 
Anderson's theory of dirty super conductor s (63) pro­
vided an explanation of the experimental results discussed 
above. He suggested that the anisotropy of the energy gap 
present in the pure superconductor may be smoothed out by 
the impurity scattering. In the pure metal, the energy gap 
is anisotropic, depending on the momentum direction of the 
electrons, and is primarily dependent on the large gap 
values. The impurity scattering mixes Bloch states of the 
conduction band. Therefore, the energy gap and T^ will de­
crease with decreasing 1^, until, when 1^ ^  §, the impurity 
scattering becomes so large that Bloch states from all parts 
of the Fermi surface are mixed with more or less equal 
weight, thereby removing the source of anisotropy in the 
energy gap. Once the mixing is complete, the effect of 1^ 
on T^ saturates. The formation of Cooper pairs then takes 
place between the time-reversed states which are exact one 
electron states of the impure metal. Anderson showed that 
if the scatterers are nonmagnetic, the time-reversed states 
are degenerate in energy and lead to the formation of Cooper 
pairs with infinite lifetimes as in BCS theory. If the 
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impurities are magnetic, however, time-reversal invariance 
is removed, the time-reversed scattered states are no longer 
degenerate in energy, and the Cooper pairs now have finite 
lifetimes. Such a pair-breaking interaction inhibits super­
conducting electron correlation and large decreases in 
occur. 
The basic features of the versus concentration 
[T^(n)] studies of La containing rare earth impurities by 
Matthias et al. (62) were successfully explained by Abrikosov 
and Gor'kov (64) in 1950. The Abrikosov-Gor'kov (AG) theory 
makes three basic assumptions: (1) the paramagnetic im­
purity spins S are randomly distributed on the host lattice; 
(2) the impurity spins are unpolarized and uncorrelated; and 
(3) an impurity spin interacts with the average electron 
spin density at the impurity site via the exchange inter­
action given by Equation 33. The presence of the paramag­
netic impurities leads to the formation of Cooper pairs with 
a finite lifetime T. Within the first Born approximation, 
—1 the inverse lifetime t" (or pair-breaking parameter a) is 
given by 
a E = ,^i~^nN(0)j^S(S + 1) , (37) 
where n is the impurity concentration. For rare earth im­
purities where the orbital angular momentum is not quenched, 
—y 
s must be replaced by its projection on the total angular 
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momentiam vector j (65). In this case. Equation 33 becomes 
= -2J{g-l) j • s , (38) 
where g is the Land^ g-factor, and Equation 37 becomes 
a = = ;fi'"^nN(0)j(g-l)^j (j + 1) . (39) 
The theory predicts a second-order phase transition to 
the superconducting state in the absence of a magnetic field, 
and connects the reduced temperature to the reduced 
pair-breaking parameter cc/a^,^ through the relation 
T 
ln(T /T ) = 4 (1/2) - rl>(l/2 + ^ -^) . (40) 
^ 'e cr c 
Here ^  is the digamma function, and are the super­
conducting transition temperatures of the pure host and 
alloy, respectively, and = ^B^cp'^^^e the critical 
value of the pair-breaking parameter required to destroy 
superconductivity. In the limit of small a/a^^i Equation 
40 has the asyn^totic form 
lim T^/T = 1 - 0.691 (a/a^p . (41) 
-S_ -+ 0 
"cr 
If a is varied only by changing the impurity concentration 
n, then a/a^^ in Equations 40 and 41 may be replaced by 
n/n^^, where n^^ is the critical concentration at which 
28 
Te = 0. 
The AG theory also made the remarkable prediction that 
for an impurity concentration greater than 0.91 n^^, the 
energy gap in the single particle density of states disap­
pears and the phenomenon of gapless superconductivity occurs. 
This results from the fact that the finite Cooper lifetime 
T leads to an energy broadening r ~ h/r which introduces 
states into the gap and spreads out the BCS density of 
states. As a consequence of this energy broadening# the 
energy gap goes to zero faster than the superconducting 
order parameter. This leads to a specific heat which varies 
linearly with temperature rather than exponentially in the 
gapless region. 
There exists a large body of experimental evidence 
which verifies the correctness of the AG theory and its ex­
tensions: Skalski et al. (66) have calculated the density 
of states, critical field, discontinuity in the specific 
heat at T^, penetration depth, and complex conductivity; 
and Ambegaokar and Griffin (67) have calculated the thermal 
conductivity for an AG material. A few of the more relevant 
experiments confirming the theory are the following : tunnel­
ing measurements on PbGd by Wolff and Reif (68); specific 
heat measurements on bulk LaGd alloys by Finnemore et al. 
(69); tunneling measurements on Sn and Sn-In alloys by 
Millstein and Tinkham (70); critical field measurements on 
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ThGd by Decker et (71) and Decker and Pinnemore (72) ; 
T^(n) measurements to n = 0.9 n^^ on (La,Gd)Al^ by Maple 
(73) -wliich are shown in Figure 4; thermal conductivity 
measurements on ThGd by Cappelletti and Finnemore (74); 
and far-infrared measurements on PbGd by Dick and Reif (75). 
Large departures from the AG T^/n) curves have been ob­
served for n > 0.7 n^ for LaGd (76) and (I,a,Gd) ^in (77), 
and Bennemann (78) has attributed these departures to the 
magnetic ordering of inçjurity spins. According to 
Bennemann's theory, the magnetic ordering of the impurity 
spins leads to three effects; (1) Zeeman splitting of the 
Fermi surface, which is destructive to superconductivity; 
(2) reduction of spin-flip scattering which enhances super­
conductivity; and (3) spin-orbit scattering, which reduces 
the effect of the Zeeman splitting of the Fermi surface and, 
therefore, enhances superconductivity. By considering the 
interplay of these three effects, Bennemann was able to show 
qualitative agreement with the T^(n) curves for LaGd and 
(La,Gd)jIn. Additional corrections to the AG critical field 
curves to include additional pair-breaking effects have been 
given by Fulde and Maki (79) and Bennemann, Garland, and 
Mueller (80). Since these corrections deal with type II 
superconductors, the reader is referred to these papers and 
to the review articles by Parks (49), Bennemann (50), and 
Maki (51) for further discussion. 
Figure 4. Reduced transition temperature versus reduced 
concentration n/n^^ for (^^Gd)Alg from Maple (73), 
where = 3.24 K and n ^ = 0.590 at.% Gd. The solid 
cp cr 
curve represents the result of the AG theory (Equation 
40). 
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Recently/ the problem of paramagnetic impurities in 
superconductors has been reinvestigated by including the 
Kondo effect. According to Muller-Hartmann and Zittartz 
(81) and Ludwig and Zuckermann (82), Equation 40 still 
describes a superconducting Kondo system if the pair-
breaking parameter is given by 
a  =  ^  5 — S ( S  +  1 )  ^ (42) 
yh(27r)^N(0) In'^T^/Tj^ + 7r^S(S+1) 
which has a maximum at given by Equation 34. T^(n) can 
then be calculated by simultaneously solving Equations 40 
and 42. Several exairtples are shown in Figure 5 from the 
work of Ludwig and Zuckermann (82) for = 9.17 K and 
S = 1/2. For (curves A and C), T^(n) initially 
decreases linearly with increasing n after which it curves 
positively away from linearity in contrast to the AG re­
sult. A particularly interesting result can occur when 
(curve B). For certain values of n. Equations 40 
and 42 yield three solutions for T^(n). As the temperature 
is lowered, an alloy of the appropriate composition should 
first become superconducting at a tenperatoore remain 
superconducting to a lower terrç>erature at which it be­
comes normal, and then remain normal to yet a lower tempera­
ture T^^Cn) at which it again becomes superconducting. The 
above behavior is understandable in view of the temperature 
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Tcp = 9.l7K 
S= 1/2 
0.6 
n 
Figure 5. versus impurity concentration n for vari­
ous values of T^/T^ from Ludwig and Zuckermann 
(82) .  
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dependent pair-breaking given by Equation 42. For 
the alloy becomes superconducting at an upper transition 
temperature where the pair-breaking is still small. When 
the temperature is lowered/ pair-brewing increases strongly 
as Tjç is approached, and superconductivity is again sup­
pressed. Superconductivity then reappears for T < where 
the temperature is much less than the resonant tanperature. 
A reentrant T^(n) curve has been observed in the 
(La, Ce) Al^ system (83, 84), where but no evidence 
was found for a third transition temperature even though 
measurements were extended to 0.006 K. The extension of the 
Kondo effect by Maki (85) to type II superconductors is 
roungly in agreement with critical field curve measurements 
of this alloy system (86). Also, the specific heat jump at 
determined from specific heat measurements on (La, Ce) Al^ (87) 
are depressed below , the AG value, in agreement with recent cal­
culations by Muller-Hartmann and Zittartz (88). This effect has 
also been observed in the ZnMn system (89), where T^ < T^. 
Boato et al. (90) first pointed out that nonmagnetic 
resonant states, viewed in the sense of the Priedel-Anderson 
model, could affect superconductivity. When they added Fe 
group impurities to Al, for example, they found that T^ was 
depressed at a rate intermediate between the strong depres­
sion due to magnetic impurities and the sak depression ob­
served for nontransition metal impurities. For Fe group 
impurities in Al, the resonant state widths are so large 
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(A ~ 1 eV) that a local moment cannot exist. However, 
virtual bound states present at the impurity sites increase 
the density of states of electrons near each impurity, and 
the resultant resonance scattering can depress below the 
value expected for a simple nonmagnetic impurity. 
The first theoretical treatment of the effect of non­
magnetic impurity resonant states on superconductivity was 
presented by Zuckermann (91). He found the initial linear 
decrease of to be inversely proportional to A* In order 
to explain the experimental results, however, Zuckermann had 
to assume much too small widths for the resonant states. 
Ratto and Blandin (92) and Takanaka and Takano (93) ex­
tended Zuckermann's theory to include the Coulomb repulsion 
between d electrons of opposite spin on the impurity site. 
The calculation of Ratto and Blandin (RB) for the initial 
decrease in gave fair agreement with the experimental re­
sults obtained for dilute Al-Fe group alloys by Aoki and 
Ohtsuka (94), the largest discrepancy between theory and ex­
periment occurring for AlMn. Using the RB Hamiltonian, Kiwi 
and Zuckermann (95) calculated various thermodynamic proper­
ties for super conducting alloys, and they suggested that be­
yond a critical impurity concentration, gapless supercon­
ductivity might be observed. The latter was a surprising 
result in view of the fact that the RB Hamiltonian is time-
reversal invariant and pair-weakening, in contrast to the 
pair-breaking result for paramagnetic impurities. 
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A more recent theoretical development concerning the 
effect of nonmagnetic localized states in superconducting 
alloys is due to Kaiser (96). Starting with the RB Hamil-
tonian. Kaiser carefully calculated the excitation spectrum 
and T^(n) for an isotropic BCS superconducting host. He 
found that Kiwi and Zuckermann ' s prediction of gaplessness 
was incorrect due to an error in their calculation of the 
order parameter, and showed that when the calculation was 
done correctly there exists no region of gapless supercon­
ductivity. According to this theory the alloys ranain BCS 
like with 
Here X = N(0)V' is the coupling constant of the pure BCS 
= 1.14 exp(-l/^X) (43) 
host and, for an impurity with angular momentum Jt, the dilu­
tion factor JL is given by 
(44) 
where 
c 
(2^+1) N^(0) 
(45) N(0) 
and 
(46) 
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N^(0) is given by Equation 31. The denominator inis a 
dilution effect due to the participation of the ^-orbital 
electrons in superconductivity via the resonance scattering. 
The numerator is a pair-weakening effect due to the Coulomb 
repulsion between opposite spin ^ -orbital electrons. The 
term in d is the effective Coulomb potential proposed 
by Schrieffer and Mattis (97), 
which arises from correlations whereby a spin-up electron 
hops onto an impurity site as a spin-down electron hops off, 
and vice versa. 
The resultant dependence of T^(n) is anomalously steep 
in its initial descent and approximately exponential: 
(47) 
1 + (V^/ir^)tan ^(E^/a) 
Tc = T^ exp[-An/(l - Dn) ] (48) 
where 
A = c(l + d)/\ (49) 
and 
D = cd (50) 
A critical concentration for the complete suppression of 
super conductivity 
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is also predicted by the Kaiser model. 
The system which best seems to satisfy the conditions 
of the Kaiser theory is ThCe (98). Figure 5 shows the re­
duced transition temperature of ThCe alloys as a function of 
Ce concentration at various pressures compared with Kaiser's 
theory. In addition, systems exhibiting Isf behavior, sv.ch 
as AlMn, for example, are described by the modified ex­
ponential T^(n) proposed by Kaiser. Huber and Maple (99) 
have proposed that this behavior may be a general result 
for the superconducting-normal phase boundary when the 
characteristic spin fluctuation ten^erature TQ » T^. 
Morandi (100) and Riblet (101) have presented models to 
describe the effect of Isf on the superconductivity of Ir 
based alloys. Morandi used the exchange enhanced model of 
Lederer and Mills (102) and found an expression for T^(n) 
considerably more complicated than Kaiser's but which gave 
qualitative agreement with experiment. Riblet fitted his 
experimental T^(n) curves for IrNi, IrCo, and IrFe with the 
McMillan (103) expression modified by the addition of a 
paramagnon coupling constant proportional to the impurity 
concentration. 
Bennemann (104) has taken a conç>letely different 
Figure 6. Reduced transition temperature of ThCe alloys versus Ce 
concentration at various pressures from Huber and Maple 
(98). The solid lines represent the result of Kaiser's 
theory (Equation 48) fitted to the data by the method 
of least squares. 
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approach to this problem. He has assumed that localized 
spin fluctuations break pairs and obtained a T^(n) curve of 
the same general shape as the experimental T^,(n) curves for 
AlMn and AlCr by assuming a pair-breaking parameter a which 
varied at T . However, when the temperature dependence of 
a/a^j. for AlMn is calculated directly from Equation 40 and 
1/2 
experiment, it is found to vary as [a + b{T/T ) ] (46, up 
47). Also, the critical field curves of AlMn (105) and the 
specific heat jumps at of AlMn (105) follow the BCS law 
of corresponding states, indicating that pair-breaking inter­
actions are not present. 
Rivier and MacLaughlin (107) have treated the passage 
from the nonmagnetic to the magnetic regime in superconduct­
ing alloys with a Isf model, and hence have bridged the gap 
between the AG and Kaiser theories. In their model, a single 
parameter, the characteristic spin fluctuation temperature, 
TQ, characterizes the material and determines the degree to 
which a local moment picture applies. The AG result for 
T^(n) is obtained for temperatures T ^  TQ in the limit 
TQ « T^, whereas an exponential dependence of T^ on n, 
similar to Kaiser's result, is found for TQ » T^^. The 
effects of Isf in both the weakly magnetic and strongly mag­
netic regimes have also been studied by Zuckermann (108) 
and Baton and Zuckermann (109). 
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E. Previous Measurements on ThU 
Maple and coworkers (110) have presented strong evidence 
that the ThU alloy system shows Isf phenomena. A number of 
normal state properties point to this interpretation. The 
incremental normal state electrical resistivity, Ap, is 
described by the expression Ap = PQ[1 - (t/TQ) ], where 
TQ ~ 100 K. This value of TQ may be compared to 530 K for 
AlMn and 1200 K for AlCr, as determined from their low tem­
perature electrical resistivities (58). The tenderature of 
the resistance minimum, obeys the relation T^j^^ <x n^^^, 
consistent with an incremental resistivity which varies as 
^ 5 [l - (T/TQ) ] and a lattice contribution that varies as T 
for pure Th (111). This behavior of Ap and T^j^^ for ThU is 
quite different from the Ap ce -InT and T^^^^ « n^^^ behavior 
found in Kondo systems (42, 43) where the inçsurities sustain 
well-defined local moments. Additional evidence for the 
presence of Isf was provided by the observation of a large 
peaik in the thermoelectric power centered at approximately 
70 K. Such "giant" thermoelectric powers have been observed 
in a number of impurity systems (42, 43, 112) peaking about 
their characteristic tenqperatures, whether they be Kondo or 
Isf systems. Finally, the effective moment determined from 
the incremental susceptibility, AX = ~ ^ ^Th' decreased 
with decreasing tenderature below approximately 170 K. In 
the teirperature region from about 170 K to 300 K, AX could 
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"be fitted to a Curie-Weiss law giving an effective moment 
of 3.43 + 0.20 Hgf where is the Bohr magneton. This 
value of the effective moment is close to that expected for 
a U 5f-electron configuration of either two (3.58 p,g) or 
three (3.62 p,g) f electrons. All the above normal state 
measurements indicate that the ThU alloy system is described 
by a Isf model. 
Super conductivity measurements of the ThU system give 
additional support to a Isf interpretation. Maple et al. 
(110) found an initially large rate of depression of 
(7.95 K/at.% U) with T^(n) exhibiting positive curvature 
for increasing n, in sharp contrast to the AG theory pre­
diction for a system with paramagnetic impurities. This 
T^(n) behavior is quite similar to that observed in the AlMn 
and AlCr systems (90) where T^ is depressed at large initial 
rates of 14 K/at.% Mn and 8.1 K/at.% Cr and then has a posi­
tive curvature at higher concentrations. Luengo et al. (113) 
have measured the low temperature specific heat of a number 
of ThU alloys in the normal and superconducting state and 
found that the jump in specific heat at T^ closely followed 
the BCS law of corresponding states, thereby indicating that 
the depression of T^ in this alloy system is due to pair-
weakening, rather than pair-breaking interactions. They 
also found that the electronic specific heat coefficient 
was strongly enhanced at a rate dy/dn = 2.7 mJ/mole-K at.%Û 
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at the lowest U concentrations. If it is assumed that the 
initial increase in y with U concentration is due to uranium 
5f resonant states, the local density of states at the Fermi 
level (for one spin direction) contributed by each U atom 
would be 57 states/eV-U atom. Huber and Maple (114) have 
found that the depression of for ThU alloys decreases with 
pressure, and proposed that this result indicates that the 
lifetime of the Isf decreases with pressure. 
The T^(n) data of Maple et (110) have been compared 
with a number of previously mentioned models. The pair-
breaking theory of Muller-Hartmann and Zittartz (81) gives a 
good fit by assuming S = 1/2 and = 32 in Equation 42. 
However, in this theory, the calculated specific heat jumps 
at T^ in the limit » 1 tend towards AG (88), contrary 
to the specific heat results. Kaiser's theory also gives a 
good fit (46, 47), but the density of states obtained from 
the depression of T^ is small and negative, a clearly un-
physical result. 
Maple et (110) found that Morandi's model (100) 
gave a close fit. They also used Equation 40 and their ex­
perimental data to find the temperature dependence of the 
1/2 AG pair-breaking parameter a and found that a « (T/T^) ' , 
which is in disagreement with the Bennemann pair-breaking 
model's prediction of a <* T (104) . Riblet has also found 
good agreement with T^(n) for ThU using his model (101). 
45 
F. Obj ectives 
The objective of this study has been to determine the 
magnetic state of U iir^urities in Th from their effect on 
the super conductivity of Th by measuring the critical field 
curves, H^(T)/ of a number of ThU alloys and comparing the 
experimental results with the AG and BCS theories. An ad­
ditional comparison was possible because the specific heat 
jump at T^ calculated from the theories could be coir^ared 
with the value calculated fron the slope of the experimental 
H^(T) curve at T^ using Rutger's formula. Equation 15. 
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II. EXPERIMENTAL APPARATUS AND PROCEDURE 
À. Sample Preparation and Analysis 
The ThU and pure Th samples were provided by D. T. 
Peterson's group of this laboratory. The procedure in the 
ThU preparation was to first prepare a master alloy contain­
ing 1.88 at.% U by arc melting together the appropriate con­
stituents, under an argon atmosphere in a water cooled copper 
hearth/ with a tungsten tip. The master alloy was then sep­
arated into small pieces and diluted with pure thorium, by 
the above method, to attain the desired concentrations. The 
samples, which weighed approximately 11.5 g, were then swaged 
to dimensions of approximately 0.1 inches in diameter by 1.5 
inches in length, electropolished in a perchloric acid and 
methanol solution, sealed in a Ta crucible and annealed at 
12bO°C for one week, then slow cooled to room temperature. 
A chemical analysis was performed on all the ThU samples 
by J. S. Fritz's group of this laboratory using a spectro-
photometric method which was accurate to the nearest 0.001 
at.% U. The results are given in Table 1. The solid 
solubility of U in Th has been reported to be 1.5 at.% at 
800°C (115), and so for the low U concentrations used in 
this study, we are assured of having good solid solutions 
(116). 
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Table 1. Atomic percent U determined by chemical analysis 
Nominal 
at.% u Run 1 Run 2 
Average 
at.% U 
0.025 0.030 0.030 0.030 
0.050 0.051 0.053 0.052 
0.050 0.060 0.057 0.059 
0.075 0.075 0.077 0.077 
0.100 0.101 0.102 0.102 
0.125 0.125 0.127 0.127 
0.150 0.149 0.150 0.150 
0.150 0.161 0.161 0.161 
0.200 0.212 0.217 0.215 
B. Cryostat 
Temperatures ranging from 1.4 K to 0.3 K were attained 
3 
using the.He cryostat shown in Figure 7. Temperatures above 
3 1.2 K were obtained by admitting 5 or 6 mm of He gas to the 
3 3 4 He system to thermally link the He and He evaporation 
chambers. Temperatures below 1.2 K were maintained by pump-
3 3 ing on He which had been condensed in the He evaporation 
chamber. 
A copper holder for three symmetrically spaced coil 
forms and the germanium resistance thermometer, GR-928, was 
bolted onto the bottom of the He^ evaporation chamber. The 
surfaces in this and other pressure contacts were coated with 
Apiezon N grease in order to improve thermal conductivity at 
the contact boundary. Heat leaks into the system via 
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3 Figure 7. Cross-section of He cryostat. 
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electrical connections were minimized by cementing the leads 
from the germanium resistance thermometer and transition 
3 
sensing coils to the coil holder. He evaporation chamber, 
and He^ evaporation chamber with Stycast 2850 GT, and radia­
tion effects were minimized by enclosing the coil holder with 
3 
a copper heat shield connected to the He evaporation chamber. 
The coils, which were used to sense the superconducting 
transition, were wound on linen fiber coil forms 1.8 inches 
long with 0.5 inch outer diameters and 0.125 inch bores. In 
order to make ac susceptibility measurements, each coil was 
wound with about 1500 turns of No. 40 copper wire on the pri­
mary, while each half of the astatic secondary contained 5000 
turns of No. 40 copper wire. The turns were cemented to the 
coil forms with GE 7031 adhesive. 
One end of the superconducting samples was coated with 
Apiezon N grease and placed in a 0.125 inch collar. Suffi­
cient sample extended above the collar to fill the lower half 
of the transition sensing coil when the collar was held in 
the yoke attached to the bottom of the sample holder. 
The vacuum jacket can was soldered to the can top by 
Wood's metal and this seal could easily be broken to change 
samples. The can top also contained an electrical feed-
through constructed with nylon and Stycast 2850 GT to allow 
4 the electrical leads to pass from the He bath to the vacuum 
space. 
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C. Thermometry and Temperature Control 
Temperatures were measured using a Honeywell germanium 
resistance thermometer/ GR-928. This thermometer had pre­
viously been calibrated by W. R. Decker (117) against the 
susceptibility of cerium-magnesium-nitrate (CMN) at 58 points 
from 0.3 K to 1.3 K/ and had been calibrated against the T-58 
He^ vapor pressure tables (118) at 12 points by W. R. Decker 
(117) and at 49 points by L. J. Williams (119) from 1.3 K to 
4.2 K to form a complete set of data from 0.3 K to 4.2 K. 
Figure 8 is a block diagram of the direct current four-
lead potentiometric method used to measure the resistance of 
the germanium resistance thermometer. The resistance was ob­
tained by conqparing the voltage drop across the unknown re­
sistance (GR-928) with the voltage drop across the General 
Radio Type 500-H 1 kQ standard resistor for a fixed current. 
The germanium resistance thermometer constant current power 
supply is shown in Figure 9. Other coirçjonents of the system 
included a Guideline Type 9180-B potentiometer, a constant 
current potentiometer power supply, an Eppley standard cell 
(No. 788370), and a Keithley 150B null detector. Circuit 
ground was at the low side of the null detector. The con­
stant current potentiometer power supply (120) employed an 
Analog Devices Model 184J operational amplifier. A tempera­
ture compensated Zener diode was used as an input reference 
voltage. The output current drifted about 1 ppm per day. 
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The potentiometer was standardized by adjusting the output 
current of the power supply. 
The temperature control circuit is shown in Figure 10. 
The temperature control circuit used a three-lead direct cur­
rent Vïheatstone bridge which coit^ared the resistance of a 
Speer carbon resistor (1/2 W, nominal 470 Q, grade 1002) mounted 
3 
on the He evaporation chamber with a variable decade re­
sistance (General Radio Type 1434-X decade resistor). The 
off-balance bridge voltage was amplified by a Keithley Model 
ISOAR null detector and sent to a transistor controlled 
heater power supply which turned the heater current on (off) 
whenever the Speer carbon resistor's resistance became 
greater (less) than that of the decade resistor. The heater 
consisted of about 100 Q of No. 35 manganin wire wound 
3 
astatically and cemented to the He evaporation chamber with 
Stycast 2850 GT. The temperature could be controlled with 
Speer resistance variations of less than 0.1 Q, the minimum 
resistance of the decade resistor. Typically, temperatures 
were maintained within a precision of 0.0001 K for the 1/2 
hour periods during which a data point was measured. 
D. Magnetic Field Sources 
The applied field at the samples was generated by a 
liquid nitrogen cooled solenoid with an inner diameter of 
four inches and length of ten inches. The solenoid was 
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Figure 10. Wheatstone bridge used for temperature control. 
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wound with No. 14 square polythermalize coated copper wire 
with 1138 turns in eight layers and 128 turns overlaid on the 
ends to conrpensate for end effects. The layers were separated 
by 0.031 inch thick teflon strips placed parallel to the sole­
noid's axis to allow penetration of liquid nitrogen through 
the windings. A magnetic field homogeneity Lieasurement using 
a Bell 240 Incremental Gaussmeter showed axial field homo­
geneity within 0.11% over a range of 3.81 can and within 0,24% 
over a range of 5.72 cm from the center of the solenoid. 
The solenoid was calibrated at liquid nitrogen temperatures 
by nuclear magnetic resonance in water. Data points were 
taken at the center of the solenoid for six fields between 
1260 Oe and 1350 Oe and yielded a value of 56.599 Oe/A. 
The solenoid was powered by a Kepco Model KS 35-3OM DC 
power supply with current regulation stable to one part in 
10^. The output current of the power supply was programmed 
with external resistance provided by a Dekabox DB62 decade 
resistor and a General Radio Type 1432-N decade resistor con­
nected in series. An increase in the external resistance by 
0.1 Q increased the field by approximately 0.060 Oe. The 
resistance of the solenoid was measured by the direct current 
four-lead potentiometric circuit shown in Figure 11. Com­
ponents of the circuit included a Leeds and Northrup K-3 
potentiometer, a Dynage BSTC-2C constant voltage supply, an 
Eppley standard cell (No. 775042), a Leeds and Northrup 
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0.1 Q., 15A shunt, and a Keithley 153 null detector. 
The earth's magnetic field was compensated to approxi­
mately 0.01 Oe with a Heliriholtz pair. The current and po­
sition required by the Helmholtz pair to cancel the hori­
zontal and vertical components of the earth's magnetic field 
in the sample region of the cryostat were determined using 
the Bell 240 Incremental Gaussmeter. The Helmholtz pair 
power supply is shown in Figure 12. 
E. Mutual Inductance Bridge 
The superconducting transition temperatures of the sam­
ples were initially deteirmined using the modified Hartshorn 
mutual inductance bridge shown in Figure 13. Similar bridges 
have been described by others (121-124). 
The 32.05 Hz oscillator with a quartz crystal frequency 
control drove the primary circuit via a Gertsch Model CRT12AT 
coaxial ratio transformer. The output of the secondary of 
the fixed reference mutual inductance lump provided a con­
stant voltage to the Gertsch Model 1011 AC ratio transformer. 
Proper adjustment of the ratio transformer balanced the in­
ductive component of the signal from the secondary of the 
sample measuring coils. Quadrature phase signals due to 
eddy current losses and nonideal inductors in the circuit 
were nulled out by the resistive network. The voltage intro­
duced into the detection circuit was proportional to 
FILAMENT 
TRANSFORMER, 
1 6.3 V / 
HELMHOLTZ 
PAIR 
1000 IN 2071 
DIODES 
1000 
1.2 A 
OUTPUT 
115 VAC 
Figure 12. Helmholtz pair power supply. 
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1/(111 100 - R) where R is the setting of the variable 
resistors. A locally built dual phase lock-in detector 
(125, 126) coupled to the circuit through a 35:1 Geoformer 
acted as a null detector. 
When, the superconducting sample undergoes a transition 
from the normal to the superconducting state, it becomes 
diamagnetic and thus changes the mutual inductance between 
the primary and secondary of the coils surrounding the sam­
ple. This, in turn, varies the reference voltages necessary 
for a null condition in the secondary circuit. 
F. Critical Field Measurements 
The superconducting transitions in the applied magnetic 
fields were determined isothermally by a ballistic induction 
technique first reported by Cochran et (127). The sam­
ple, which filled the lower half of the astatically wound 
transition sensing coil, was placed in the cryostat at the 
center of the liqiiid nitrogen cooled solenoid with the mag­
netic field slightly less than H^. The applied magnetic 
field was increased stepwise through and changes in flux 
linking the sample were measured by a ballistic galvanometer 
in series with the transition sensing coil. The average 
permeability of the specimen as it made a superconducting 
to normal transition was determined from the galvanometer 
deflection accompanying each step, since each deflection 
51 
was proportional to the flux which enters the sample. The 
average permeability of the sample at the m^^ step is de­
fined as 
m 
11^= Z 6./ 2 6. (52) 
^ i=l ^ all steps ^ 
where 6^ is the deflection accompanying the i^^ step. 
was then determined by extrapolating a plot of p versus the 
applied field to p, = 1 for the temperature maintained. The 
procedure followed in taking data was to stabilize the 
temperature, wait about 15 minutes, then measure the super­
conducting to normal and normal to superconducting transi­
tions . 
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III. RESULTS AND DISCUSSION 
Critical field curve data which were obtained for seven 
different ThU alloys are listed in Appendix A and shown graph­
ically in Figures 14 and 15. The data show excellent agree­
ment with the BCS critical field curves indicated by the 
solid curves, but marked disagreement with the AG theory 
critical field curves, as illustrated for Th-0.127 at.% U by 
the dashed curve. The procedure used to obtain the theo­
retical curves will be discussed in detail later. 
The primary factor limiting the accuracy of these re­
sults is the presence of hysteresis in the superconducting 
transitions. For our purposes we define hysteresis as the 
magnitude of the difference between the values of ob­
tained in increasing and decreasing magnetic fields for a 
given transition. The effect of annealing on the magnitude 
of the hysteresis is illustrated in Figure 16 by the super­
conducting transition obtained for Th-0.059 at.% U near 
T = 0.350 K. The transition after the sample had been an­
nealed at 800°C for one-half hour is indicated by the open 
circles and the magnitude of the hysteresis is approximately 
6% H^. Annealing at temperatures close to the alloy phase 
transition tended to homogenize the samples and, in addition 
to reducing the hysteresis considerably, the transitions were 
generally sharpened. As shown in Figure 16, the hysteresis 
loop after the anneal tended to center on the previously 
Figure 14. Critical field data for the ThU alloys exhibit­
ing small hysteresis plotted versus tanperature. 
The solid curves indicate the BCS theory criti­
cal field curves and the dashed curve indicates 
the AG theory critical field curve for Th-0.127 
at.% U. The bars on the Th-0.030 at.% U and the 
Th-0.059 at.% U data show the width of the super­
conducting transitions. 
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Figure 16. Superconducting transitions for Th-0.059 at.% U 
annealed at SOO^C for one-half hour (open cir­
cles) and at 1200OC for one week (dark circles). 
Hq is an average critical field for the transi­
tion with the least hysteresis. 
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obtained larger hysteresis loop. Because of this behavior, 
the value of for the smaller hysteresis loop was chosen 
as the midpoint of the values of obtained in increasing 
and decreasing magnetic fields. 
Generally speaking# the magnitude of the hysteresis 
found for the annealed sartçjles was about a 1% effect. The 
Th-0.059, -0.102, -0.127, and -0.150 at.% U samples each 
had a maximum hysteresis of about 1% but there were de­
viations from this pattern. For example, the Th-0.030 at.% 
U sample had a maximum hysteresis of about 3% at lower 
temperatures, and for two samples, Th-0.052 at.% U and 
Th-0.077 at.% U, the superconducting transitions observed 
at low temperatures were very broad and the maximum hys­
teresis was as large as 7% H^. For some reason, the 1200°C 
anneal did not improve the quality of these samples. Hence, 
the low temperature values of obtained for these two sam­
ples are much less accurate than the low temperature values 
of obtained for the other samples and probably should be 
ignored. The magnitudes of the hysteresis obtained for the 
superconducting transitions of the alloys are listed in 
Appendix A. 
One additional feature of the superconducting transi­
tions obtained for the ThU alloys is illustrated in Figure 
16. Each of the alloys displayed the same total galvanom­
eter deflections if one stepped through a given 
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superconducting transition several times in increasing and 
decreasing magnetic fields, indicating that the alloys ex­
hibited the Meissner effect. 
The superconducting transition ten^jeratures for the 
above alleys were determined by least squares fitting the 
H^fT) data near T = to H^tT) = A + BT . and extrapolating 
to = 0. In addition, the transition temperatures for the 
nominally pure Th sample, T^, and for the Th-0.161 at.% U 
and Th-0.215 at.% U samples were determined from a careful 
ac susceptibility measurement. The T^(n) data are presented 
in Figure 17 where the reduced transition temperature, 
T /T , for the alloys are plotted versus uranium concentra-
c cp 
tion. The solid line in the figure represents the result of 
the AG theory (Equation 40) with T^ = 1.360 K and 
n^^ = 0.157 at.% U. The value of n^ was obtained by using 
Equation 41 to fit the lower uranixam concentration alloys. 
These T^(n) data are in good agreement with those obtained 
by Maple et al. (110). The depression of T^ is initially 
linear with increasing U concentration and then exhibits 
positive curvature for larger concentrations, in sharp dis­
agreement with the result of the AG theory (64) for a super­
conductor containing paramagnetic impurities but in good 
agreement with the Kaiser theory (96). 
The next step in the analysis of the H^(T) data was to 
compare the H^(T) data with the predictions of the AG and 
Figure 17. Reduced transition temperature, (T^/T^^), of 
ThU versus U concentration. The solid curve 
represents the result of the AG theory (Equa­
tion 40) with = 1.360 K and n = 0.157 
cp cr 
at.% U. The bars on the one point indicate the 
uncertainty in the uranium concentration for 
that sample (Th-0.215 at.% U). 
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tlie BCS theories. The ratios of T /T for each alloy for c cp 
which H^(T) data were obtained were used to calculate the 
AG theory critical field curves (66) using the method ex­
plained in detail by Decker (117). When these calculations 
were confieted, it was found that the AG theory H^(T) values 
were considerably smaller than the H^fT) data, as shown in 
detail in Figure 14 where the AG theory critical field curve 
for Th-0.127 at.% U is indicated by the dashed curve. In­
deed, the H^(T) data lay much closer to the BCS theory 
critical field curves. 
In order to compare the data with the BCS theory in 
greater detail, it was necessary to determine a value of 
HQ for each alloy. The usual procedure used for obtaining 
HQ is to fit experimental H^(T) data to Equation 17 for 
T < 0.25 T^, thereby determining both HQ and y for a given 
sample, but this method was inapplicable here because the 
He evaporation refrigerator used in this experiment was 
unable to attain sufficiently low temperatures. Hence, 
instead of using Equation 17 to determine HQ and y, we have 
used two different methods. First, we fitted the data to 
the simple BCS theory to verify that the theory applied 
rather well, and then we used a more complicated anisotropy 
corrected BCS expression (40) for the final fitting. 
For the analysis where single BCS was used, values of 
O 2 
HQ were obtained for all values of t = (T/T^) < 0.4 for 
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each alloy by using the BCS critical field calculations 
made by Swenson (128). The average value of Hq determined 
this procedure was then taken to be the value of HQ for 
a particular alloy as shown in Figures 18 and 19. Hq de­
rived in this way is constant within the accuracy of the 
data, so a simple BCS extrapolation fits the data rather 
well. A value of HQ could not be obtained for Th-0.150 
at.% U using this procedure because = 0.495 K and suf­
ficiently low reduced temperatures could not be attained 
with the He^ evaporation refrigerator. The results of these 
HQ calculations are given in Appendix B. A BCS critical 
field curve was then generated for each alloy using the 
values of T^ and HQ. Figures 14 and 15 show the excellent 
agreement between the data and the BCS critical field curves 
which are indicated by the solid lines. 
The critical field curves are also presented in Figures 
20-25 as deviations from the fiducial parabola given by 
Equation 1, where the deviation function, D(t), is given by 
D(t) = h - (1 - t^) . (53) 
Data over the whole temperature range for all the alloys lay 
within about 0.3% of the BCS theory, indicated by the solid 
curves. These results can be contrasted to the behavior of 
D(t) versus t for the ThGd alloy system studied by Decker 
and Finnemore (72) (hereafter referred to as DF). The DF 
Figure 18. Results of the calculations of Hp from the BCS 
theory for the ThU samples exhibiting small 
hysteresis. The bars on the Th-0.030 at.% U 
data show the width of the superconducting 
transitions. The darlc lines indicate the 
average value of Hq obtained. 
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Figure 21. Deviation of the Th-0,052 at,% U critical field curve from the 
fiducial parabola compared to the BCS theory (solid curve). 
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Figure 22. Deviation of the Th-0,059 at.% U critical field curve from the 
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Figure 23. Deviation of the Th-0.077 at.% U critical field curve from the 
fiducial parabola compared to the BCS theory (solid curve). 
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Figure 24. Deviation of the Th-0.102 at.% U critical field curve from the 
fiducial parabola compared to the BCS theory (solid curve). 
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Figure 25. Deviation of the Th-0.127 at.% U critical field curve from the 
fiducial parabola compared to the BCS theory (solid curve). 
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data are presented in Figure 26 and conçjared to the BCS and 
AG theories, indicated by the dashed curves and solid curves, 
respectively. The ThGd data lie considerably below the BCS 
theory curves and are in close agreement with the AG theory 
curves. 
The electronic specific heat coefficient, y, was also 
calculated from single BCS using the relation (35) 
2 2 Y = HQV8Tr(0.2364)T^^ = 0.168 , (54) 
"^c 
where is the molar volume- Using Equation 54 with 
= 19.7 cmVmole (117), T^ = 1.390 K, andHg = 159.22 Oe 
2 for a pure Th sample, DF found that y = 4.34 mJ/mole-K , in 
close agreonent with the calorimetric value of 4.31 mJ/mole-
K (129 ). The values of T^ and Hq used by DF were obtained 
by the same method discussed above for determining T^ and 
Hq for the ThU alloys. The results of the y calculations 
for all the alloys are presented in Figure 27, where y is 
plotted versus uranium concentration. The same data are also 
displayed in Figure 28 except the samples with large hys­
teresis have been excluded. Also included in these figures 
are calorimetric y values for ThU by Luengo et (113) 
and the pure thorium y of DF. An examination of the data 
indicates that y values calculated from simple BCS are in 
reasonable agreement with the calorimetric y values but 
Figure 26. Deviations of the ThGd critical field curves 
from the fiducial parabola compared to the 
BCS theory (dashed curves) and the AG theory 
(solid curves) from Decker and Finnemore (72). 
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Figure 27. The electronic specific heat coefficient, y, 
versus U concentration in ThU obtained from 
this study (solid squares) and from the cal-
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al. (113). The value of y obtained for pure 
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tend to lie somewhat lower if the samples with large hys­
teresis are excluded as in Figure 28. The general trend of 
these data indicates that y is enhanced at a rate of about 
2 raJ/mole-K at.% U. If it is assumed that the increase 
in Y with U concentration is due to uranium 5f resonant 
states, the local density of states at the Fermi level, for 
one spin direction, contributed by each U atom would be about 
42 states/eV-atom, a rather large number. 
The reduced specific heat jumps, (Ac/AC )m , are 
^ c 
plotted versus the reduced transition temperatures in Figure 
29. The values of (AC)m were calculated by first fitting 
c 2 
the data near T^ to = A + BT and then using Rutger ' s 
formula (Equation 15). The value of (AC )m was obtained 
P 
by extrapolating the (AC)rn data to T/T = 1, and this pro-
c ^ 2 
cedure yielded a value of (AC^)m = 8.75 + 0.25 mJ/mole-K , 
Pc -
in good agreement with (AC^)^ = 8.5 + 0.2 mJ/mole-K ob­
tained by Luengo et (113) and the value of (Ac ),j, = 
2 ^ 9.0 nkT/mole-K obtained by DF. The bars on the data points 
indicate the uncertainties in the slopes of the critical 
field curves near T^. BCS (31) give the relation 
(ACXp 
= 1.43 , (55) 
and if y is assumed to remain constant, then Equation 55 
gives 
Figure 29. Reduced specific heat jun^, (AC/ACp).ji , versus 
T /T . The dashed and the dot-dashed lines 
c cp 
represent the BCS theory results, and the solid 
line is the AG theory result. The values OID-
tained in this study of ThU are shown by the 
dark circles, while the values obtained by 
Luengo et al. (113) aré shown by the open cir­
cles . Also included are results for ThGd 
(solid squares) by Decker and Finnemore (72) 
and for (La/CeXAl^ (solid triangles) by Luengo, 
Maple, and Fertig (87). 
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(Ac/ACp)^^ = (56) 
and one obtains the dashed line shown in Figure 29. If, 
however, y changes, as changes, as would be expected 
from Figure 28, then Equation 55 becomes 
(AC/ACP)J,^ = Y/YP T/T^ . (57) 
If it is assumed that y is enhanced at a constant rate of 
9 
about 2.0 mJ/mole-K at.% U, then the dot-dashed line shown 
in Figure 29 is obtained. It is seen that the ThU data 
from both this study and Luengo et al. (113) lie close to 
the predictions of BCS theory given either by Equation 56 or 
Equation 57. Also shown in Figure 29 are the reduced spe­
cific heat jumps for ThGd (72) which closely follow the AG 
theory indicated by the solid curve, and the reduced spe­
cific heat jumps for the superconducting Kondo alloy system 
(La,Ce)Al2 (87), which lie considerably below the AG theory 
result. 
Measured and calculated values (using simple BCS) of 
various sample characteristics for the ThU alloys used in 
this study are given in Table 2. An anomaly which appears 
in the data is that the values of T^ for Th-0.052 at.%U and 
Th-0.059 at.% TJ are almost the same, even though the chemi­
cal analysis of these alloys indicated significantly dif­
ferent uranium concentrations. As noted above, however, the 
Table 2. Measured and calculated (from simple BCS) values for ThU alloys 
Sample T^fK) HgtOe) ^(mJ/mole-K^) (AC/AC^)^ 
Th-0.000 at. % U 1.360+0.001 1.000 
Th-0.030 at. % U 1.182+0.001 136 .600+1.454 4.42+0.09 0.879 
Th-0.052 at. % U 1.013+0.001 117 .961+3.213 4.49+0.25 0.782 
Th-0.059 at. % U 1.014+0.001 116 .994+0.567 4.41+0.04 0.752 
Th-0.077 at. % U 0.863+0.001 101 .624+3.616 4.59+0.33 0.668 
Th-0.102 at. % U 0.725+0.001 84 .518+0.212 4.50+0.02 0.565 
Th-0.127 at. % U 0.658+0.001 76 .544+0.412 4.48+0.02 0.514 
Th-0.150 at. % V 0.495+0.001 0.408 
Th-0.161 at. % U 0.487+0.001 
Th-0.215 at. % U 0.304+0.001 
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lower temperature superconducting transitions for the 
Th-0.052 at.% U sample exhibited large hysteresis and this 
could imply that the uranium atoms in this sample were not 
homogeneous. Because only a small portion of each sample 
was cut off and analyzed, clustering of uranium atoms in 
that portion could give a higher uranium concentration than 
actually exists in the bulk specimen. It should also be 
noted that the uranium concentrations of the ThU alloys re­
ported in the specific heat study of Luengo et (113) are 
highly suspect because the values differ significantly 
from those found by Maple et (110) and from those re­
ported here. For example, Luengo et al. reported that no 
superconducting transition could be observed in their 
Th-0.134 at.% U sample for temperatures as low as T - 0.3 K, 
whereas Maple et (110) and this work found that a nomi­
nal Th-0.2 at.% U sanple undergoes a superconducting transi­
tion above 0.3 K. Also Luengo et reported = 0.550 K 
for Th-0.110 at.% U, which is significantly lower than the 
value of T = 0.650 K for Th-0.127 at.% U found in this 
c 
study. 
Before proceeding to the details of the final fitting 
of the critical field curve data to take into account ani-
sotropy effects, we shall first provide a bit of theoretical 
background. Markowitz and Kadanoff (130) (hereafter referred 
to as MK) worked out the details of the Anderson anisotropy 
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idea (63) discussed earlier using a model in which the con­
stant effective electron-electron interaction v' in the sim­
ple BCS model is replaced by the effective electron-electron 
matrix element 
V' ^  = (1 + a_)V'(l + a ,) , (58) 
PP P P 
where a^ is an anisotropy function chosen to have zero aver­
age over the Feinni surface. MK calculated the change in 
T^, for a pure superconductor containing simple non­
magnetic impurities and found that 
ÔT^(X) = X + <af> ' (59) 
where % is proportional to the impurity density, is a 
2 
constant dependent on the impurity and the host, <a > = 
2 
<ap>gy is the mean-squared anisotropy, and is a func­
tion obtained by numerical integration. The first term in 
Equation 59 is the valence effect, while the second term is 
the anisotropy effect. In the experimental regions of in­
terest, MK showed that could be approximated by 
- 0.78 X In X - 0.36 x • (60) 
Both X and the residual resistivity ratio, p^, defined by 
Pr = R / (61) 
273 K 4.2 K 
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where ^ 4 2 k ^273 K the resistances of the alloy at 
4.2 K and 273 K, respectively, are proportional to the im­
purity concentration. Hence, MK write 
X = , (62) 
where is a constant of proportionality. Equation 59 can 
then be written in the form 
5Tc = Apj- + Bp^ In p^ , (63) 
where A and B are arbitrary constants. 
Clem (40) extended the MK model to study the changes 
in the critical field curves of weak-coupling superconductors 
due to the presence of anisotropy in the energy gap. The 
second paper given in reference 40 (hereafter referred to as 
Clem II) is of particular interest here, because Clem II 
describes the detailed shape of the critical field curve, 
H^(T), in terms of the reduction of the effect due to ani­
sotropy when simple nonmagnetic impurities are added to a 
pure superconductor. Clem II shows that the reduced critical 
field, h(t) = H^(t)/ÏÎQ, and the term H^, defined by 
E H^/BTryT^ , (64) 
should be nearly free from valence effects and, therefore, 
are the relevant quantities when considering changes due to 
anisotropy. The results are formulated, then, in terms of 
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ti, t/ and two additional parameters, \ = X/2n" and the 
function Xg(t,X) used to describe the effectiveness of 
anisotropy corrections to 
Two different methods have been used to evaluate 
2 2 
<a > for pure Th. Anderson et (131) found that <a > = 
0.021 by measuring the depression of T^ of pure Th as car­
bon impurities were added. Gubser (132), on the other 
2 hand, obtained a value of <a > = 0.019 using the slope of 
the critical field curve at T^ of the pure Th sangle of DF. 
2 A value of <a > = 0.02 will be used here. 
Figure 30 shows the deviation function obtained by 
DF for pure Th compared to the simple BCS theory (solid 
curve), and to the Clem theory (dot-dashed curve) for a 
pure superconductor with <a > = 0.02. On this figure it 
can be seen that the D(t) data lie closer to the BCS theory 
curve than to the Clem theory curve, but this is a bit mis­
leading because, as noted above, the Hq obtained by DF for 
pure Th was calculated from the simple BCS theory which ne­
glects anisotropy corrections. A more accurate calculation 
of Hq should include anisotropy corrections in the extrapo­
lation. Similarly, the y value obtained by DF also needs to 
include anisotropy corrections. 
In view of the above arguments, we have reanalyzed the 
DF pure Th data. The value of X for the DF pure Th sample 
is essentially zero, so the low temperature data of DF were 
Figure 30. Deviation function for pure thorium from Decker 
and Finnemore (72). The BCS theory result is 
indicated by the solid curve. The dot-dashed 
curve is the Clem theory result for a pure super­
conductor with <a2> = 0.02. 
-0.00 
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-0.02 -
D(t) 
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fitted to the Clem II relation 
h(t,X) = h°(t){l_<a2>[Xg(t,X)-%g.(0,X)]} , (65) 
with X = 0. The h^(t) in Equation 65 are the simple BCS 
critical field values and may be obtained from Swenson's 
tables (128) ., <a^> is taken to be 0.02 and X^(0,0) = 1. 
Using the Clem II notation, 3^(t,0) is given by 
Xg(t,0) = X(êf ' (66) 
where &Q(t) and A(t) are the energy gap and penetration 
depthf respectively, of a simple BCS superconductor. Values 
of £Q(t)/eg(0) and A(0)/A(t) may be obtained from 
Miihlschelegel's tables (35). The value of Hq calculated by 
this procedure is 159.73 Oe, which is about 0.5 Oe larger 
than the value obtained by DF. This anisotropy corrected 
Hq was then used to calculate D(t). The results of this 
calculation are shown in Figure 31, where the x's indicate 
the anisotropy corrected D(t) values. The anisotropy cor­
rected data now lie closer to the Clem theory curve (dot-
dashed curve) than to the simple BCS theory curve (solid 
curve). 
An anisotropy corrected y for pure Th may now be ob­
tained from the Clem II relation 
~ ~ 2 
Hq(X) = Hq [1 - 2<a^>X^(0,X)] , (67) 
Figure 31. Deviation function for pure thorium using both 
the simple DCS theory HQ (open circles) and the 
anisotropy corrected HQ(X'S). The BCS theory 
result is indicated by the solid curve. The dot-
dashed curve is the Clem theory result for a pure 
superconductor with <a2> = 0.02. 
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~2 
where the superscript "0" indicates the BCS value of Hq. 
Using Equation 54 , we may write Equation 67 as 
r- i,;-""''''' . 
T^[l - 2<a^>Xg(0A)] 
Substitution of Hq = 159.73 Oe, = 19.7 cm^/mole, 
= 1.390 K/ <a^> = 0.02, and X^(0,0) = 1 into Equation 
2 68 gives y = 4.55 mJ/mole-K , a value about 5% larger than 
2 the 4.34 iiiT/mole-K obtained by DF. 
The study of anisotropy corrections to Hq, D(t), and 
Y for the ThU alloys was limited to four samples: Th-0.030, 
-0.059, -0.102, and -0.127 at.% U. values, however, were 
obtained for all the alloys and are listed in Table 3 along 
with the measured values of 6T = T^ - T , where T^^ is c c cp cp 
taken to be the DF value of 1.390 K. These data are pre­
sented in Figures 32 and 33. Also included in Figure 33 are 
the results of Anderson ^  (131), indicated by the dashed 
curve, for the depression of T^ of pure thorium by carbon 
impurities, which have a small valence effect. It should be 
noted that the scattering cross section of a uranium inç»urity 
is only about 10% the cross section of a carbon impurity 
(133). 
In the calculation of anisotropy corrections for the 
four ThU alloys, the value of = 100 obtained by Anderson 
(133) was used to determine values of X and hence X. The 
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Table 3. Residual resistivity ratios and 6T values for 
Sample 6T^(K) 
Th-0.000 at.% U 0.034 -0.030 
Th-0.030 at.% U 0.044 -0.208 
Th-0.052 at.! Yc U 0.053 -0.377 
Th-0.059 at.% U 0.055 -0.376 
Th-0.077 at.% U 0.057 -0.527 
Th-0.102 at.% U 0.063 -0.665 
Th-0.127 at.% U 0.068 -0.732 
Th-0.150 at.% U 0.076 -0.896 
Th-0.161 at.% U 0.077 -0.903 
Th-0.215 at.% U 0.102 -1.086 
value of X for Th-0.102 at.% U was 1.003, so X^(X/t) values 
were obtained from the t) plot given in Figure 1 of 
Clem II. Ihe values of \ obtained for Th-0.030, -0.059, and 
0.127 at.% U were 0.700, 0.875, and 1.082, respectively, and 
t,\) functions had to be derived for each of these sam­
ples. For X 5^ 0, Xg(t,X) is defined in terms of another 
function Xg(t,X), where 
6n(t) H (0) 2 ~ 
Xg(t,\) = Cg.^(o) H^(t) ^ Xjj(t,\) . (69) 
Clem II shows that the function Xg(t,X) can be expanded 
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n(at.% U) 
Figure 32. Residual resistivity ratio, p / as a function of 
uranium concentration for Thut 
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Figure 33. Depression of for ThU as a function of p^. 
The pure Th sangle of Decker and Finnemore (72), 
indicated by the solid triangle, is taken as the 
reference Tqp value. The dashed curve, from the 
work of Anderson et (131), indicates the de­
pression of Tg which would be obtained for a 
single nonmagnetic impurity with a small valence 
effect. 
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about the critical temperature in terms of (1 - t), 
Xjj(tA) = B^(X)(l-t) + B2(\)(l-t)2 + ... , (70) 
where Bj(\) and BgtX) are given by Equations 34 and 35 in 
Clem II. The zero-temperature result is given by 
. 1/2 n 
7r/2y - (l-y ) cos y/y - X(X) , y < 1 
Xjj(OA)={ 1/2 } 
Tr/2y + (y^ - 1) coshT^y/y - X(\) , y > 1 
(71) 
where y - and X(X) is defined by 
X(\) = T!){-^^) - 4(1/2) . (72) 
Clem II shows that Equations 70 and 71 are sufficient to 
give a fairly good approximation to 5i^(t,X) versus t as a 
function of X. We have calculated Xjj(t,\) for X = 0.700, 
0.875, and 1.082 and the results are shown in Figures 34-36. 
The horizontal dashed line in each figure is the Xg(0,X) 
value obtained from Equation 71, and the dashed curve is 
the result of the power series expansion given by Equation 
70. The solid curves are interpolated by eye between the two 
dashed curves and the accuracy of this method should be approxi­
mately 2%, as estimated in Clem II. Using values of X^(t,X) 
and Equation 69, the function X^(t,X) was calculated and the 
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Th-0.030 at. %U 
X=0.700 0.8 
0 0.2 0.4 0.6 0.8 1.0 
t2 
Figure 34» X^(t.A) versus for Th-O.OSO at.% U with 
\ = 0.700. The horizontal dashed line is ob­
tained from Equation 71/ and the dashed curve 
is obtained from Equation 70. The solid curve 
is the result of interpolating by eye between 
the dashed curves. 
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Figure 35. XnCtA) versus for Th-0.059 at.% U with \ = 
0.875. The horizontal dashed line is obtained 
from Equation 71, and the dashed curve is ob­
tained from Equation 70. The solid curve is the 
. result of interpolating by eye between the dashed 
curves. 
Th-0.059 at. % U " 
X=0.875 
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Figure 36. versus for Th-0.127 at.% U with X = 
1.082, The horizontal dashed line is obtained 
from Equation 71/ and the dashed curve is ob­
tained from Equation 70. The solid curve is 
the result of interpolating by eye between the 
dashed curves. 
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results are shown in Figures 37-39. 
An anisotropy corrected Hq was obtained for each alloy 
using the Xg(t,)\.) versus t plots and Equation 65. The re­
sults of the calculations are given in Appendix C. The 
anisotropy corrected Hq values were then used to calculate 
the deviation functions for the alloys, which are also listed 
in Appendix C and shown in Figures 40-43. The critical field 
curve data for these ThU alloys deviate a maximum of about 
0.6% from the BCS theory. The anisotropy corrected Hq values 
and Equation 58 were used to calculate y values for the al­
loys. The results of these calculations are listed in Table 
4. 
Table 4. Calculated anisotropy corrected values of pure Th 
and ThU 
Sample HQ(Oe) Y(mJ/mole-K ) 
Pure Th(DF) ~0 
Th-0.030 at.% U 0.700 
Th-0.059 at.% U 0.875 
Th-0.102 at.% U 1.003 
Th-0.127 at.% U 1.082 
159.73 
137.16+1.46 
117.39±0.57 
84.97+0.21 
76.97+0.41 
4.55 
4.57+0.09 
4.54+0.04 
4.64+0.03 
4.62+0.05 
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- Th-0.030 at. % U 
- X=0.700 
X 
t 
Figure 37. which describes the effectiveness of 
anisotropy corrections to versus t 
for Th-0.030 at.% U with \ = 0.700. 
115 
1—I—I—I—I—I—I—I—r 
Th-0.059 at.%U 
X=0.875 
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Figure 38. 
0.2-
Ql I I I I I I I I L_ 
0 0.2 0.4 0.6 0.8 1.0 
t 
X)/ which describes the effectiveness of 
anisotropy corrections to H^/8T7yT^, versus t 
for Th-0.059 at.% U with X = 0.875. 
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Figure 39. 
0 0.2 0.4 0.6 0.8 1.0 
t 
^ which describes the effectiveness of 
anisotropy corrections to versus t 
for Th-0.127 at.% U with X = 1.082. 
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Figure 40. Deviation function for Th-0.030 at.% U using both the simple 
BCS theory HQ (solid circles) and the anisotropy corrected 
HQ (X'S) compared to the BCS theory (solid curve). 
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Figure 41. Deviation function for Th-0,059 at.% U using both the simple 
BCS theory HG (solid circles) and the anisotropy corrected HQ 
(x's) compared to the BCS theory (solid curve). 
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Figure 42. Deviation function for Th-0,102 at.% U using both the simple 
BCS theory HQ (solid circles) and the anisotropy corrected HQ 
(x*s) compared to the BCS theory (solid curve). 
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Figure 43. Deviation function for ïh-0.127 at.% U using both the simple 
BCS theory HQ (solid circles) and the anisotropy corrected HQ 
(x's) compared to the BCS theory (solid curve). 
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An examination of the anisotropy corrected y values 
listed in Table 4 indicates that within the scatter of the 
data, the value of y remains essentially constant. The 
H^(T) measuranents need to be extended to lower temperatures 
than were reached in this experiment to obtain experimental 
values for Hq and y using Equation 17 before any definite 
statement can be made concerning a y enhancement. Alter­
natively, a specific heat study of these samples would be 
useful because, as discussed above, the ThU alloys used by 
Luengo et al. (113) are of questionable homogeneity. 
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IV. SUMMARY 
This research shows that the critical field curves for 
ThU are in agreement with the BCS theory critical field 
curves to an accuracy of 1%, and thus provides additional 
experimental evidence that the rapid depression of the super­
conducting transition temperature of pure thorium by the 
uranium impurities is due to pair-weakening rather than to 
pair-breaking mechanisms. The effects of spin-flip scatter­
ing, if present at all, are at least an order of magnitude 
smaller than the pair-weakening effects. Additional experi­
mental evidence is provided by the fact that the reduced spe­
cific heat jumps at T^ for these alloys, obtained from the 
slope of the critical field at T^ and Rutger's formula (Equa­
tion 15), are in close agreement with the predictions of the 
BCS theory. 
Using a BCS model for ThU, one would expect, from Equa­
tion 19, that the reduction in T^ would enter through N(0)v'. 
However, within the accuracy of the data, the specific heat 
coefficient, y, and hence, N(0), rémains essentially con­
stant. This implies that the major effect is due to a re­
duction in the BCS effective electron-electron interaction, 
V'. The Kaiser model (96) would attribute the reduction of 
v' to resonance scattering at the uranium sites, which in­
creases the effective Coulomb repulsion between the mates 
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of the Cooper pairs. The Riblet model (100), on the other 
hand/ would say that the Cooper pairing interaction is re­
duced because electron-localized spin fluctuation coupling 
occurs. Other complex interactions may play a role. Al­
though no one specific mechanism can be identified as being 
responsible for the destruction of superconductivity in ThU/ 
this research strongly indicates that the primary inter­
actions are time-reversal invariant, and hence, pair-
weakening rather than pair-breaking. 
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Table 5. Critical field curve data for Th - 0.030 at.% U 
( . H Hysteresis 
' ' (Ousted) (oersted) 
0.3013 127.600 3.899 
0.3095 125.871 2.841 
0.3198 125.571 3.566 
0.3293 125.183 3.481 
0.3392 124.416 3.408 
0.3504 123.488 2.864 
0.3598 122.752 3.769 
0.3700 122.214 3.713 
0.3795 120.980 2.830 
0.3896 120.324 3.407 
0.4013 119.546 3.153 
0.4254 117.301 3.113 
0.4507 114.743 1.608 
0.4746 112.128 2.162 
0.5003 109.307 2.349 
0.5238 106.717 1.868 
0.5502 103.678 1.172 
0.5751 100.588 1.234 
0.6000 97.540 1.726 
0.6249 94.076 1.104 
0.6499 90.852 1.289 
0.6995 83.974 0.747 
0.7498 76.395 1.046 
0.7988 68.593 0.809 
0.8495 60.700 0.734 
0.9000 52.215 0.367 
0.9508 43.485 0.500 
0.9996 34.664 0.182 
1.0518 25.047 0.249 
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Table 5 (Continued) 
T(K) Be 
(Oersted) 
Hysteresis 
(Oersted) 
1.0983 16.505 0.495 
1.1200 12.132 0.122 
1.1292 10.387 0.116 
1.1377 8.756 0.058 
1.1497 6.574 0.062 
Table 5. Critical field curve data for Th - 0.052 at.% U 
T(K) He 
(Oersted) 
Hysteresis 
(Oersted) 
0.3013 105.897 5.139 
0.3503 101.850 4.833 
0.4011 97.752 5.886 
0.4507 91.925 6.118 
0.5003 86.404 4.268 
0.5503 79.610 4.278 
0.6001 72.862 4.039 
0.6499 65.001 2.407 
0.6995 57.194 2.169 
0.7497 48.692 1.479 
0.7995 40.208 0.736 
0.8496 31.450 0.437 
0.9000 22.128 0.493 
0.9507 12.700 0.191 
0.9791 6.960 0.122 
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Table 7. Critical field curve data for Th - 0.059 at.% U 
T(K) %c 
(Oersted) 
Hysteresis 
(Oersted) 
0.3028 105.775 1.183 
0.3095 105.192 1.240 
0.3198 104.391 1.064 
0.3296 103.559 1.053 
0.3392 102.690 0.934 
0.3501 101.638 0.934 
0.3598 100.888 0.928 
0.3701 99.682 0.872 
0.3799 98.754 0.872 
0.3897 97.848 1.053 
0.3994 96.940 0.990 
0.4251 94.203 0.985 
0.4503 90.870 0.860 
0.4748 88.520 0.883 
0.5003 85.251 0.737 
0.5238 82.406 0.957 
0.5502 78.769 0.560 
0.6000 72.004 0.552 
0.6504 64.518 0.432 
0.6998 56.620 0.252 
0.7499 48.483 . 0.306 
0.7998 39.925 0.319 
0.8511 31.047 0.181 
0.8992 22.113 0.062 
0.9493 12.712 0.129 
0.9596 10.734 0.068 
0.9698 8.874 0.058 
0.9768 7.380 0.180 
0.9788 7.246 0.125 
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Table 8. Critical field curve data for Th - 0.077 at.% U 
T(K) He 
(Oersted) 
Hysteresis 
(Oersted) 
0.3014 87.983 6.244 
0.3503 83.257 6.679 
0.4008 77.442 5.631 
0.4509 70.921 4.828 
0.5002 63.954 4.138 
0.5501 56.493 3.965 
0.6001 48.404 2.288 
0.6500 40.171 1.800 
0.6996 31.543 0.623 
0.7497 21.955 0.487 
0.7997 12.635 0.321 
0.8094 10.728 0.189 
0.8193 8.717 0.127 
0.8298 6.759 0.185 
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Table 9. Critical field curve data for Th - 0.102 at.% U 
H Hysteresis 
(Oersted) (Oersted) 
0.3013 68.739 0.305 
0.3252 65.518 0.252 
0.3510 62.544 0.431 
0.3745 59.472 0.125 
0.4004 56.236 0.441 
0.4267 52.289 0.119 
0.4519 48.643 0.371 
0.4764 44.872 0.278 
0.5005 41.107 0.123 
0.5251 37.017 0.247 
0.5500 32.929 0.128 
0.5751 28.505 0.178 
0.6009 23.955 0.121 
0.6247 19.646 0.068 
0.6506 14.752 0.154 
0.6694 11.254 0.122 
0.6885 7.237 0.0 
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Table 10. Critical field curve data for Th - 0,127 at.% U 
T(K) Be 
(Oersted) 
Hysteresis 
(Oersted) 
0.3011 58.804 0.357 
0.3252 55.918 0.555 
0.3511 52.556 0.853 
0.3745 49.257 0.378 
0.4003 45.470 0.305 
0.4253 41.778 0.387 
0.4524 37.348 0.170 
0.4752 33.409 0.242 
0.5007 29.465 0.252 
0.5251 25.311 0.127 
0.5500 20.749 0.255 
0.5752 15.254 0.185 
0.6006 11.414 0.185 
0.6204 7.524 0.059 
Table 11. Critical field curve data for Th - 0.150 at.% U 
T(K) %c 
(Oersted) 
Hysteresis 
(Oersted) 
0.3015 35.094 0.259 
0.3251 31.055 0.241 
0.3508 26.954 0.184 
0.3745 22.983 0.180 
0.4003 18.534 0.133 
0.4262 13.821 0.061 
0.4503 8.875 0.057 
0.4599 7.109 0.127 
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Table 12. Calculation of Hg for Th - 0.030 at.% U 
t^ h(BCS) Hq 
(Oersted) (Oersted) 
127 .600±1. 950 0. 0650 0. 92905 137 .34512 .099 
125 .871+1. 421 0. 0686 0. 92502 136 .07411 .536 
125 .57111. 783 0. 0732 0. 91987 136 .510+1 .938 
125 .183+1. 741 0. 0777 0. 91482 136 .83911 .903 
124 .416±1. 704 0. 0824 0. 90954 136 .79011 .873 
123 .488±1. 432 0. 0879 0. 90336 136 .69911 .585 
122 .752+1. 885 0. 0927 0. 89796 136 .70112 . 066 
122 .214+1. 857 0. 0980 0. 89199 137 .01312 .082 
120 .980+1. 415 0. 1031 0. 88625 136 .50811 .597 
120 .324±1. 704 0. 1087 0. 87993 136 .74311 .937 
119 .54611. 577 0. 1153 0. 87251 137 .01411 .807 
117 .301+1. 557 0. 1296 0. 85641 136 .96811 .818 
114 .743+0. 804 0. 1455 0. 83857 136 .83210 .959 
112 .128+1. 081 0. 1613 0. 82088 136 .59511 .317 
109 .30711. 175 0. 1792 0. 80092 136 .47711 .467 
106 .71710. 934 0. 1965 0. 78175 136 .51011 .195 
103 .67810. 586 0. 2168 0. 75937 136 .53210 .772 
100 .58810. 617 0. 2368 0. 73746 136 .39810 .837 
97 .54010. 863 0. 2578 0. 71462 136 .49211 .208 
94 .07610. 552 0. 2796 0. 69108 136 .12910 .799 
90 .85210. 645 0. 3025 0. 66658 136 .29610 .968 
83 .97410. 374 0. 3504 0. 61594 136 .33510 .607 
76 .39510. 523 0. 4026 0. 56176 135 .99210 .931 
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Table 13. Calculation of Hq for Th - 0.052 at.% U 
He t2 h(BCS) Bo 
(Oersted) (Oersted) 
105.897+2.570 0.0885 0.90268 117.31412.847 
101.850±2.417 0.1196 0.86766 117.38512.786 
97.752±2.943 0.1568 0.82592 118.35513.563 
91.92513.059 0.1980 0.78008 117.84013.921 
86.404±2.134 0.2439 0.72972 118.40712.924 
79.610+2.139 0.2951 0.67448 118.03213.171 
72.986+2.020 0.3509 0.61542 118.39413.282 
Table 14. Calculation of Hq for Th - 0.059 at.% U 
Be t: h(BCS) Ho 
(Oersted) (Oersted) 
105.775±0.592 0.0891 0.90200 117.26710.656 
105.192+0.620 0.0931 0.89751 117.20410.691 
104.391±0.532 0.0994 0.89040 117.24110.597 
103.559+0.527 0.1056 0.88343 117.22410.596 
102.690+0.467 0.1119 0.87633 117.18210.533 
101.63810.467 0.1192 0.86811 117.08010.538 
100.88810.464 0.1259 0.86058 117.23310.539 
99.68210.436 0.1332 0.85238 116.94510.512 
98.75410.436 0.1403 0.84438 116.95410.516 
97.84810.527 0.1476 0.83621 117.01410.630 
96.94010.495 0.1551 0.82782 117.10310.598 
94.20310.493 0.1757 0.80483 117.04810.613 
90.87010.430 0.1971 0.78108 116.33910.551 
88.52010.442 0.2192 0.75672 116.97910.584 
85.25110.369 0.2433 0.73037 116.72310.505 
82.40610.479 0.2667 0.70500 116.88810.679 
78.76910.280 0.2943 0.67534 116.63610.415 
72.00410.276 0.3500 0.61635 116.82310.448 
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Table 15. Calculation of HQ for Th - 0.077 at.% U 
BE 
(Oersted) 
h(BCS) Go 
(Oersted) 
87.983+3.122 
83.257±3.340 
77.442+2.816 
70.92112.414 
63.954±2.069 
56.49311.983 
0.1221 
0.1649 
0.2158 
0.2732 
0.3362 
0.4066 
0.86485 
0.81687 
0.76047 
0.69799 
0.63087 
0.55765 
101.732+3.610 
101.922±4.089 
101.83413.703 
101.60713.459 
101.37413.280 
101.30513.556 
Table 16. Calculation of Hq for Th - 0.102 at.% U 
HE 
(Oersted) 
h(BCS) Ko 
(Oersted) 
68.73910.153 
65.51810.126 
62.54410.216 
59.47910.063 
56.23610.221 
52.28910.060 
48.64310.186 
0.1725 
0.2026 
0.2341 
0.2665 
0.3047 
0.3460 
0.3880 
0.80839 
0.77500 
0.74041 
0.70521 
0.66424 
0.62057 
0.57682 
85.03210.189 
84.52610.163 
84.47210.292 
84.34210.089 
84.66210.333 
84.26010.097 
84.33010.322 
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Table 17. Calculation of HQ for Th - 0.127 at.% U 
HE 
(Oersted) 
h{BCS) 
(Oersted) 
58.804+0.184 
55.91810.283 
52.556±0.432 
49.257±0.189 
45.470±0.303 
0.2093 
0.2441 
0.2845 
0.3237 
0.3699 
0.76760 
0.72950 
0.68584 
0.64406 
0.59556 
76.608+0.240 
76.653±0.388 
76.630+0.630 
76.479+0.293 
76.348±0.509 
145 
Table 18. D(t) for Th - 0.030 at.% U 
h D(t) 
0.0650 0.9341 -0.0009 
0.0686 0.9215 -0.0099 
0.0732 0.9193 -0.0075 
0.0777 0.9164 -0.0059 
0.0824 0.9108 -0.0068 
0.0879 0.9040 -0.0081 
0.0927 0.8986 -0.0087 
0.0980 0.8947 -0.0073 
0.1031 0.8857 -0.0112 
0.1087 0.8808 -0.0105 
0.1153 0.8752 -0.0095 
0.1296 0.8587 -0.0117 
0.1455 0.8400 -0.0145 
0.1613 0.8208 -0.0179 
0,1792 0.8002 -0.0206 
0.1965 0.8035 -0.0223 
0.2168 0.7590 -0.0242 
0.2368 0.7364 -0.0268 
0.2578 0.7141 -0.0281 
0.2796 0.6887 -0.0317 
0.3025 0.6651 -0.0324 
0.3504 0.6147 -0.0349 
0.4026 0.5593 -0.0381 
0.4581 0.5021 -0.0398 
0.5168 0.4444 -0.0388 
0.5801 0.3822 -0.0377 
0.6474 0.3183 -0.0343 
0.7155 0.2538 -0.0307 
0.7922 0.1834 -0.0244 
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Table 18 (Continued) 
t2 h D(t) 
0.8538 0.1208 -0.0154 
0.8983 0.0888 -0.0129 
0.9131 0.0750 -0.0109 
0.9269 0.0641 -0.0090 
0.9466 0.0481 -0.0053 
Table 19. D(t) for Th - 0.052 at.% U 
t2 h D(t) 
0.0885 0.8977 -0.0138 
0.1195 0.8634 -0.0170 
0.1568 0.8287 -0.0145 
0.1980 0.7793 -0.0227 
0.2439 0.7325 -0.0235 
0.2951 0.5749 -0.0300 
0.3509 0.6177 -0.0314 
0.4116 0.5510 -0.0374 
0.4768 0.4849 -0.0383 
0.5477 0.4128 -0.0395 
0.6229 0.3409 -0.0362 
0.7034 0.2655 -0.0300 
0.7893 ^0.1875 -0.0231 
0.8808 0.1077 -0.0115 
0.9342 0.0590 -0.0068 
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Table 20. D(t) for Th - 0.059 at.% U 
t2 h D(t) 
0.0891 0.9041 -0.0068 
0.0931 0.8991 -0.0078 
0.0994 0.8923 -0.0083 
0.1056 0.8852 -0.0092 
0.1119 0.8777 -0.0104 
0.1192 0.8687 -0.0121 
0.1259 0.8623 -0.0118 
0.1332 0.8520 -0.0148 
0.1403 0.8441 -0.0155 
0.1476 0.8364 -0.0160 
0.1551 0.8285 -0.0163 
0.1757 0.8052 -0.0191 
0.1971 0.7757 -0.0252 
0.2192 0.7565 -0.0242 
0.2433 0.7287 -0.0280 
0.2667 0.7044 -0.0289 
0.2943 0.6732 -0.0325 
0.3500 0.5155 -0.0345 
0.4113 0.5515 -0.0372 
0.4751 0.4840 -0.0399 
0.5457 0.4144 -0.0389 
0.6219 0.3413 -0.0368 
0.7042 0.2654 -0.0304 
0.7861 0.1890 -0.0249 
0.8751 0.1087 -0.0152 
0.8952 0.0917 -0.0131 
0.9144 0.0759 -0.0097 
0.9275 0.0531 -0.0093 
0.9314 0.0619 -0.0057 
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Table 21. D(t) for Th - 0.077 at.% U 
h D(t) 
0.1221 0.8657 -0.0122 
0.1649 0.8192 -0.0159 
0.2158 0.7620 -0.0222 
0.2732 0.6978 -0.0290 
0.3362 0.6293 -0.0345 
0.4066 0.5559 -0.0375 
0.4839 0.4763 -0.0398 
0.5677 0.3953 -0.0370 
0.6576 0.3104 -0.0320 
0.7552 0.2160 -0.0288 
0.8593 0.1243 -0.0164 
0.8803 0.1056 -0.0141 
0.9019 0.0858 -0.0123 
0.9252 0.0665 -0.0083 
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Table 22. D(t) for Th - 0.102 at.% U 
h D(t) 
0.1725 0.8133 -0.0142 
0.2026 0.7752 -0.0222 
0.2341 0.7400 -0.0259 
0.2665 0.7037 -0.0298 
0.3047 0.6654 -0.0299 
0.3460 0.6187 -0.0353 
0.3880 0.5755 -0.0365 
0.4313 0.5309 -0.0378 
0.4761 0.4864 -0.0375 
0.5240 0.4380 -0.0380 
0.5749 0.3896 -0.0355 
0.6285 0.3373 -0.0345 
0.6862 0.2834 -0.0304 
0.7416 0.2324 -0.0260 
0.8044 0.1745 -0.0211 
0.8516 0.1332 -0.G152 
0.9009 0.0856 -0.0135 
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Table 23. D(t) for Th - 0.127 at.% U 
h D(t) 
0.2093 0.7682 -0.0225 
0.2441 0.7305 -0.0254 
0.2845 0.6866 -0.0289 
0.3237 0.6435 -0.0328 
0.3699 0.5940 -0.0361 
0.4175 0.5458 -0.0367 
0.4724 0.4879 -0.0397 
0.5234 0.4365 -0.0401 
0.5787 0.3849 -0.0364 
0.6365 0.3307 -0.0328 
0.6982 0.2711 -0.0307 
0.7637 0.2123 -0.0240 
0.8326 0.1491 -0.0183 
0.8884 0.0983 -0.0133 
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APPENDIX C: Hq AND D(t) FROM THE ANISOTROPY 
CORRECTED BCS THEORY OF CLEM 
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Table 24, Calculation of anisotropy corrected for 
Th - 0.030 at.% U 
t^ h(BCS-Clem) Hq 
(Oersted) (Oersted) 
127 .600+1 .950 0. 0650 0.9275 137 .57412 .102 
125 .871+1 .421 0. 0686 0.9234 136 .31311 .539 
125 .571+1 .783 0. 0732 0.9181 136 .77311 .942 
125 .183+1 .741 0. 0777 0.9129 137 .12711 .907 
124 .416+1 .704 0. 0824 0.9075 137 .09811 .878 
123 .488+1 .432 0. 0879 0.9013 137 .01111 .589 
122 .75211 .885 0. 0927 0.8958 137 .03112 .104 
122 .214±1 .857 0. 0980 0.8898 137 .35012 .087 
120 .980+1 .415 0. 1031 0.8839 136 .87111 .601 
120 .324+1 .704 0. 1087 0.8775 137 .12111 .942 
119 .546+1 .577 0. 1153 0.8699 137 .42511 .813 
117 .301+1 .557 0. 1296 0.8536 137 .41911 .824 
114 .743+0 .804 0. 1455 0.8355 137 .33510 .962 
112 .128+1 .081 0. 1613 0.8174 137 .17611 .322 
109 .307+1 .175 0. 1792 0.7973 137 .09611 .474 
106 .717+0 .934 0. 1965 0.7779 137 .18611 .201 
103 .678+0 .586 0. 2168 0.7553 137 .26710 .776 
100 .588+0 .617 0. 2368 0.7332 137 .19010 .842 
97 .540+0 .863 0. 2578 0.7101 137 .36111 .215 
94 .076+0 .552 0. 2796 0.6864 137 .05710 .804 
90 .852+0 .645 0. 3025 0.6618 137 .28010 .975 
83 .974+0 .374 0. 3504 0.6111 137 .41410 .612 
76 .395+0 .523 0. 4026 0.5568 137 .20410 .939 
153 
Table 25. Calculation of anisotropy corrected for 
Th - 0.059 at.% U 
He 
2 
t h(BCS-Clem) Ho 
(Oersted) (Oersted) 
105.775±0.592 0.0891 0.9003 117.489±0.658 
105.192±0.620 0.0931 0.8958 117.428+0.692 
104.391+0.532 0.0994 0.8885 117.491±0.599 
103.55910.527 0.1056 0.8815 117.480±0.598 
102.690±0.467 0.1119 0.8743 117.454±0.534 
101.638±0.467 0.1192 0.8660 117.365+0.539 
100.888+0.464 0.1259 0.8584 117.530±0.541 
99.682±0.436 0.1332 0.8501 117.259+0.513 
98.754+0.436 0.1403 0.8420 117.285±0.518 
97.848+0.527 0.1476 0.8337 117.366+0.632 
96.940±0.495 0.1551 0.8251 117.489+0.600 
94.203±0.493 0.1757 0.8020 117.460±0.615 
90.870±0.430 0.1971 0.7780 116.799+0.553 
88.520+0.442 0.2192 0.7535 117.478+0.587 
85.251+0.369 0.2433 0.7270 117.264±0.508 
82.406+0.479 0.2667 0.7013 117,505+0.683 
78.769±0.280 0.2943 0.6714 117.321±0.417 
72.004±0.276 0.3500 0.6122 117.615+0.451 
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Table 26. Calculation of anisotropy corrected Hq for 
Th - 0.102 at.% U 
%c t: h(BCS-Clem) Ho 
(Oersted) (Oersted) 
68.739+0.153 0.1725 0.8055 85.337+0.190 
65.518±0.126 0.2026 0.7717 84.888+0.163 
62.544±0.216 0.2341 0.7369 84.87410.293 
59.479±0.063 0.2665 0.7014 84.800+0.090 
56.236±0.221 0.3047 0.6603 85.167±0.335 
52.289±0.060 0.3460 0.6165 84.816±0.097 
48.643±0.186 0.3880 0.5727 84.936+0.325 
Table 27. Calculation of anisotropy corrected 
Th - 0.127 at.% U 
Hq for 
He 
2 
t H(BCS-Clem) Ho 
(Oersted) (Oersted) 
58.804±0.184 . 0.2093 0.7642 76.94810.241 
55.918+0.283 0.2441 0.7259 77.033+0.390 
52.556+0.432 0.2845 0.6820 77.062+0.633 
49.257±0.189 0.3237 0.6401 76.95210.295 
45.470+0.303 0.3699 0.5915 76.87210.512 
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Table 28. Anisotropy corrected D(t) for Th - 0.030 at.% U 
t^ h D(t) 
0.0650 0.9303 -0.0047 
0.0586 0.9177 -0.0137 
0.0732 0.9155 -0.0113 
0.0777 0.9127 -0.0096 
0.0824 0.9071 -0.0105 
0.0879 0.9003 -0.0118 
0.0927 0.8950 -0.0123 
0.0980 0.8910 -0.0110 
0.1031 0.8820 -0.0149 
0.1087 0.8773 -0.0140 
0.1153 0.8716 -0.0131 
0.1296 0.8552 -0.0152 
0.1455 0.8366 -0.0179 
0.1613 0.8175 -0.0212 
0.1792 0.7969 -0.0239 
0.1965 0.7780 -0.0255 
0.2168 0.7559 -0.0273 
0.2368 0.7334 -0.0298 
0.2578 0.7111 -0.0311 
0.2796 0.6859 -0.0345 
0.3025 0.6624 -0.0351 
0.3504 0.6122 -0.0374 
0.4026 0.5570 -0.0404 
0.4581 0.5001 -0.0418 
0.5168 0.4425 -0.0407 
0.5801 0.3807 -0.0392 
0.6474 0.3170 -0.0356 
0.7155 0.2527 -0.0318 
0.7922 0.1826 -0.0252 
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Table 28 (Continued) 
t2 h D(t) 
0.8638 0.1203 -0.0159 
0.8983 0.0885 -0.0132 
0.9131 0.0757 -0.0112 
0.9269 0.0638 -0.0093 
0.9466 0.0479 -0.0055 
Table 29. Anisotropy corrected D(t) for Th - 0.059 at.% U 
t2 h D(t) 
0.0891 0.9010 -0.0099 
0.0931 0.8961 -0.0108 
0.0994 0.8892 -0.0114 
0.1056 0.8822 -0.0122 
0.1119 0.8748 -0.0133 
0.1192 0.8658 -0.0150 
0.1259 0.8595 -0.0146 
0.1332 0.8491 -0.0177 
0.1403 0.8412 -0.0185 
0.1476 0.8335 -0.0189 
0.1551 0.8258 -0.0191 
0.1757 0.8025 -0.0218 
0.1971 0.7741 -0.0288 
0.2192 0.7540 -0.0268 
0.2433 0.7262 -0.0305 
0.2667 0.7020 -0.0313 
0.2943 0.6710 -0.0347 
0.3500 0.6134 -0.0366 
0.4113 0.5496 -0.0391 
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Table 29 (Continued) 
t2 h D(t) 
0.4761 0.4823 -0.0416 
0.5467 0.4130 -0.0403 
0.6219 0.3401 -0.0380 
0.7042 0.2645 -0.0313 
0.7861 0.1884 -0.0255 
0.8761 0.1083 -0.0156 
0.8952 0.0914 -0.0134 
0.9144 0.0756 -0.0100 
0.9276 0.0629 -0.0095 
0.9314 0.0617 -0.0069 
Table 30. Anisotropy corrected D(t) for Th - 0.102 at.% U 
t2 h D(t) 
0.1725 0.8055 -0.0220 
0.2026 0.7717 -0.0257 
0.2341 0.7369 -0.0290 
0.2665 0.7014 -0.0321 
0.3047 0.6603 -0.0350 
0.3460 0.6165 -0.0375 
0.3880 0.5724 -0.0396 
0.4313 0.5281 -0.0406 
0.4761 0.4838 -0.0401 
0.5240 0.4356 -0.0404 
0.5749 0.3875 -0.0376 
0.6285 0.3355 -0.0360 
0.6862 0.2819 -0.0319 
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Table 30 (Continued) 
t2 h D(t) 
0.7416 0.2312 -0.0272 
0.8044 0.1736 -0.0220 
0.8516 0.1324 -0.0160 
0.9009 0.0852 -0.0139 
Table 31. Anisotropy corrected D(t) for Th - 0.127 at.% U 
t2 h D(t) 
0.2093 0.7640 -0.0267 
0.2441 0.7265 -0.0294 
0.2845 0.6828 -0.0327 
0.3237 0.6399 -0.0364 
0.3699 0.5907 -0.0394 
0.4175 0.5428 -0.0397 
0.4724 0.4852 -0.0424 
0.5234 0.4340 -0.0426 
0.5787 0.3828 -0.0385 
0.6365 0.3288 -0.0347 
0.6982 0.2696 -0.0322 
0.7637 0.2112 -0.0251 
0.8326 0.1483 -0.0191 
0.8884 0.0977 -0.0139 
