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Abstract
This thesis contains a study of the thermodynamic properties of complex reservoir fluids.
The focus of this work is the development of an equation of state and molecular models
to describe the phase behaviour of the different components of the reservoir fluids that
may be encountered in the context of CO2 injection into geological formations suitable
for storage, e.g., saline aquifers or depleted hydrocarbon reservoirs, together with that of
mixtures of these components that may be encountered. The major constituents of these
reservoir fluids are the injected gas (CO2, which may contain some impurities), alkanes
and various other hydrocarbons from natural gas or crude oil, water and salts.
The first task is to ensure that the method selected (the SAFT-VR Mie equation of state)
to model those fluids can provide an accurate description of the simplest of the fluids
encountered, CO2 and hydrocarbons. A crucial aspect of this concerns a detailed exam-
ination of the procedure for searching the highly degenerate model-parameter space to
obtain the best models for each fluid. The suitability of the method is also assessed by
studying other simple fluids, as a means to test the range of validity of the models devel-
oped.
Once the method has been validated for a wide range of relatively simple fluids, the next
step is to study more-complex fluids including, in particular, water. Water is ubiquitous
in the systems of interest but is a notoriously difficult fluid to model accurately using
simple models of the sort that are tractable for use in the context of equation-of-state
modelling. The provision of a good model of water underpins a large part of the work
and is accomplished only as a result of further development of the theory upon which the
equation of state is based, involving not only its statistical-mechanical foundation but also
lengthy numerical procedures to isolate the most physically reasonable application of the
theory. Bearing in mind its simplicity, the resulting model for water, within the context of
the refined theory, provides for a remarkably good representation of the thermodynamic
properties of water and forms a highlight of the thesis.
The remaining part of the work is the development of a framework in which to treat the
ionic components of reservoir fluids. Following the implementation of a standard method
to treat electrolyte solutions, the main goal of the thesis is achieved with the modelling
of the phase equilibria of CO2-brine systems, demonstrating that the proposed method
is a suitable tool for the study of complex reservoir fluids containing carbon dioxide and
brines.
Le peu que je sais, c’est a` mon ignorance que je le dois.
—S. Guitry —
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To doubt everything or to believe ev-
erything are two equally convenient
solutions; both dispense with the ne-
cessity of reflection.
—H. Poincare´ —
Chapter 1
Introduction
1.1 Motivation
The purpose of this research is to treat the phase behaviour of reservoir fluids in the context
of CO2 storage, either in depleted hydrocarbon reservoirs or saline aquifers. CO2 geological
storage consists of injecting CO2 from carbon capture processes, like amine scrubbing
or calcium looping, in deep geological formations. Depleted oil reservoirs, aquifers, or
unmineable coal seams (as can be seen in figure 1.1(a)) are examples of suitable formations.
Geological storage occurs through four different trapping mechanisms, which have an effect
over different timescales, as shown in figure 1.1(b). These are in chronological order of
appearance:
• Stratigraphic trapping, where CO2 is simply contained by impermeable rocks.
• Residual or capillary trapping, where small bubbles of CO2 are kept in pores due to
the differences in surface tension between a CO2-rich phase and the other phases.
• Solubility trapping, where CO2 is dissolved in the water or brines present under-
ground.
• Mineral trapping, where dissolved CO2 forms a carbonate rock.
1
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(a)
(b)
Figure 1.1: Carbon Capture and Storage (CCS): (a) Cartoon of CCS. (b) CO2 trapping
mechanisms. (From IPCC Special Report on Carbon Dioxide Capture and Storage, 2005)
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Whereas stratigraphic trapping depends on the geology of the surrounding rocks and min-
eral trapping is a chemical process, solubility and capillary trapping are thermodynamic
processes that require study and understanding of the phase equilibria of the fluids over a
wide range of conditions to maximise their effectiveness, which in turn requires predictive
phase-equilibria calculations.
Modelling phase equilibria is important in this context, but it is not a simple problem as
it involves complex mixtures with multiple phases; in addition the phenomena take place
in porous media, which makes interfacial and confinement phenomena very important.
This enhances the interest and need for phase-equilibria predictions, as carbon storage
largely take advantage of particular features of the phase behaviour of the fluids under
consideration.
This work is being carried within the Qatar Carbonates and Carbon Storage Research
Centre (QCCSRC), a research program within Imperial College, funded jointly by Qatar
Petroleum, Shell and the Qatar Science & Technology Park, whose objectives are to under-
stand better the carbonate reservoirs in Qatar and thus improve oil and gas production and
develop a carbon-storage capability. As such, the choice of systems to which the methods
are applied to test the theories, along with the compositions and conditions will be driven
by the specifics of Qatari carbonate hydrocarbon reservoirs and saline aquifers, but the
scientific base of this work, and the aims underlying it can be considered more general: to
provide a general equation of state able to deal with brines, CO2, crude oil and natural gas.
1.2 Thesis objectives
The aim of this research is to study the phase equilibria of reservoir fluids with an empha-
sis on the CO2-brine system. We want to develop a modelling framework for this phase
equilibria, along with models for the species constituting our system. The main challenge
of this work is the diversity of components present, as each class of compounds add an
extra level of complexity.
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Modelling the thermodynamic properties of non-polar hydrocarbon systems such as crude
oil and natural gas has been done in industry for a long time and can now be considered as
a mostly solved problem, apart from some special cases such as, for example, asphaltene
precipitation. Pure carbon dioxide is a very well characterised fluid, as exemplified by
the Span and Wagner equation of state (EOS) [1], but mixtures containing CO2 are much
more challenging: the addition of carbon dioxide to a hydrocarbon system tends to induce
a phase split, with CO2 in a separate phase, as evidenced by many experimental data, see
for example [2, 3]; it can also change the phase diagram of hydrocarbon systems, as in the
case of CO2-induced asphaltene precipitation.
Despite being one of the most studied fluids water is not yet the best modelled fluid, due
in large part to the amount of anomalies it exhibits, due to the presence of highly ordered
structures formed by water, which are in turn caused by its polar nature, which leads
to strong hydrogen bonding. The difficulty of modelling pure water is still present when
treating aqueous mixtures and thus modelling hydrocarbon-water or CO2-water mixtures
is challenging, both due to the liquid-liquid immiscibility but also due to the possible ap-
pearance of hydrates1.
Ions, the last part of the system, have a large effect on many thermodynamic properties
such as an increase in density and reduction of the vapour pressure of water, even at low
salt concentration. The effect of ions is even larger when considering not pure water but a
binary mixture of water with other compounds, especially with hydrophobic substances,
as the addition of salt may lead to the salting out (reduction of the amount of solute in
the water-rich phase) of many components like alkanes, carbon dioxide or methanol, while
the reverse effect can appear for some other species.
The scientific objective of this work is to try to overcome these challenges and treat all the
1Clathrate hydrates are inclusion-compounds formed by hydrogen-bonded water molecules in the pres-
ence of small solute molecules like methane or CO2. These are of particular personal interest and, alongside
the work reported in this thesis, we have developed a hydrate-modelling tool incorporating SAFT-VR and
SAFT-VRE SW (see chapters 3 and 6) in a van der Waals and Platteeuw [4, 5] framework. Since this
work is not directly related to the theme of this thesis it is not documented here, though it has formed the
basis of a publication: see Dufal et al., [6]
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components within a single framework, and thus describe accurately the phase equilibria.
Although a quantitative agreement with experimental data is wished, this work is mainly
geared towards the development of a physically-based method and accompanying models,
and as such we will try to keep the maximum predictive capability, i.e., reduce the amount
of empirically adjusted parameters. We want to obtain an EOS able to treat a wide range
of fluids, including hydrocarbons, CO2, water and electrolyte solutions.
1.3 Thesis overview
In chapter 2 a description of the physics at work behind the system of interest, going
from the forces existing between atoms and molecules to the intermolecular potential
used to model these and then to the thermodynamic modelling of simple systems is pre-
sented before looking at some specifics of electrolyte systems. In chapter 3 the Statistical
Associating Fluid Theory (SAFT) [7] family of EOS, is presented, seeing how different
versions have been developed over the years and how the range of applicability has ex-
tended, particularly to include electrolyte solutions, while emphasising the specificities of
the SAFT-VR [8] and SAFT-VR Mie [9] EOS that are primarily used in this work. In
chapter 4 we will then turn our attention to the application of the SAFT-VR Mie EOS to
simple fluids, starting with a study of the procedure to estimate model parameters, then
on to the performance of pure component and mixture models. The next step will lead
us to investigate in detail the association contribution within SAFT to better describe
hydrogen bonding fluids like water in chapter 5. We will finally look at the modelling of
electrolyte solutions and their effects on aqueous mixtures in chapter 6. We will finish by
summarising our findings and outlining future research avenues based on this work.
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A mathematician may say anything he
pleases, but a physicist must be at least
partially sane.
—J. W. Gibbs —
Chapter 2
Background
2.1 Intermolecular forces and potentials
2.1.1 Intermolecular forces
Matter is composed of molecules and atoms, which in turn are made up of protons, neu-
trons and electrons. The behaviour of these particles is governed by the laws of quantum
mechanics (QM) and so one might imagine that to understand this behaviour, and model
the interactions of the particles, the use of QM would be required. However this level of
detail is often unnecessary in the thermodynamic limit of an infinite system and for most
commonly studied conditions, which correspond to relatively high temperatures for quan-
tum mechanics. In many cases a very good description of the thermodynamic properties
can be obtained at the molecular level, by considering atoms and molecules as classical
objects. The interactions between the molecules still need to be modelled as accurately
as possible and different contributions based on the electrostatics, such as dispersion in-
teractions and those arising from the different multipole moments, need to be taken into
account to describe the behaviour of the molecules.
A thorough description of the different types of interactions can be found in [1]. Here
we introduce the main classes of interactions between two point particles, i and j, in
vacuum, expressed in the list below in the form of the potential energy u(r), where r is
7
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the inter-particle distance:
• Charge-charge interaction (Coulombic force):
u(r) = qiqj4pi0
1
r
, (2.1)
where qi = zie is the charge of particle i, and 0 the permittivity of vacuum (8.85×
10−12 F.m−1).
• Angle-averaged dipole-dipole interaction (Keesom interaction):
u(r) = − d
2
i d
2
j
3(4pi0)2kBT
1
r6
, (2.2)
where di is the dipole moment of particle i, kB the Boltzmann constant, and T the
temperature.
• Angle-averaged quadrupole-quadrupole interaction:
u(r) = − 7Q
2
iQ
2
j
40(4pi0)2kBT
1
r10
, (2.3)
where Qi is the quadrupole moment of particle i.
The temperature dependences of multipole interactions, such as those seen in equations 2.2
and 2.3, arise as a result of the angle-averaging procedure, known as Boltzmann averaging,
that is required to average out the directional dependences of the interactions. The angle-
dependent dipole-dipole interaction is given by [1]:
u(r, θi, θj , φij) = −didj 2 cos θi cos θj − sin θi sin θj cosφij4pi0
1
r3
, (2.4)
where θi and θj are the polar orientations of the two dipoles and φij the azimuthal angle
between the dipoles. To obtain an orientation-independent potential, equation 2.4 must
be averaged as:
exp
(
−u(r)
kBT
)
=
〈
exp
(
−u(r, θi, θj , φij)
kBT
)〉
=
∫
exp
(
−u(r, θi, θj , φij)
kBT
)
sin θi sin θjdθidθjdφij∫
sin θi sin θjdθidθjdφij
. (2.5)
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From here the exponentials can be expanded to second order (valid for kBT > didj/(4pi0r3))
and equation 2.2 is obtained.
Interactions of higher-order multipoles are of increasingly shorter range, evidenced by
the increasing power to which 1/r is raised, and hence interactions involving octupoles
or higher order multipoles tend to be ignored. Interactions involving multipoles are not
restricted to those between the permanent multipoles. A permanent multipole on one
molecule will tend to induce an electronic polarisation on a nearby (non-polar) molecule;
an example of such induction phenomena is the Debye interaction between a dipole and
a non-polar molecule. However, the most important of the induced interactions does not
involve permanent polar moments at all. Rather, this is the induced dipole-induced dipole
interaction, which occurs between all molecules, due to the polarisation of the electronic
clouds under the influence of each other; when two molecules approach each other or
collide, the electronic cloud in each molecule is distorted by the presence of the other.
The motion of the molecules thereby gives rise to instantaneous, oscillating dipoles; the
interaction of these oscillating dipoles with each other gives rise to an attraction between
the molecules, and is known as the London dispersion interaction. This is given by:
u(r) ≈ −3α0,iα0,j2(4pi0)2
IiIj
Ii + Ij
1
r6
, (2.6)
where I is the first ionisation potential, and α0 is the polarisability of the molecule. The
ionisation potentials approximate the characteristic energies corresponding to the electron
oscillations.
In figure 2.1 a comparison of the magnitude of the four interactions presented above is
presented. From figure 2.1 the long-range nature of the Coulombic interaction is evident,
as is the negligible effect of a quadrupole moment compared to a dipole, suggesting that
only the lowest-order multipole is important.
Other kinds of interactions exist, such as the pi−pi stacking of aromatic rings, for which no
simple analytical expression is available but which play an important role in the properties
of matter as these interactions are usually highly directional. The most common direc-
tional interaction is the hydrogen bond, ubiquitous in water and other oxygen-, nitrogen-
9
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Figure 2.1: Comparison of the absolute value of the potential describing different intermolec-
ular interactions in vacuum against the intermolecular separation at T = 300 K. The purple
horizontal line represents an energy of RT , the blue curve represents the Coulomb interaction
between two monovalent ions, the red curve represents the Keesom interaction between two
water dipoles (d = 1.85 Debye), the green curve represents the interaction between two carbon
dioxide quadrupoles (Q = −1.4 C.m−2), and the black curve represents the London dispersion
interaction between two methane molecules (I = 12.61 eV, α0 = 2.6× 10−24 cm3; the London
dispersion between two water or two carbon dioxide molecules is almost indistinguishable from
this).
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or other heteroatom-containing molecules, which is very strongly attractive compared to
the other interactions, and leads to the appearance of unusual behaviour, especially in
water.
Many types of intermolecular interactions need to be taken into account when modelling a
system composed of species with different polarities, such as water + carbon dioxide + salt
mixtures. This is not an insurmountable problem in molecular simulations, as the force
field can contain all these various contributions explicitly, but such a variety of interactions
becomes a problem when an equation of state (EOS) is the method chosen. Obtaining an
accurate analytical expression for the free-energy contribution arising from each of these
interactions is not trivial, and it can be done only if all the multipole moments, the po-
larisability and the ionisation potential of each component is known, which is seldom the
case for complex molecules. Hence, tools like effective intermolecular potentials, which
group the interactions between two molecules as a single spherically symmetric force (de-
pending only on the intermolecular separation, r), are developed to overcome this difficulty.
2.1.2 Intermolecular-potential models
All the interactions studied in the previous section are attractive in nature. Of course, the
interactions between molecules also contain a repulsive component, due to the repulsion
of the electronic clouds at short range. Accordingly, in addition to lumping different
interactions together, most intermolecular-potentials models also incorporate a repulsive
contribution. These potentials are typically centro-symmetric, and allow the description
of molecules as spheres or chains of spherical beads, with each bead corresponding to an
atom or a group of atoms. This kind of coarse graining is essential to obtain tractable
expressions for use in an equation of state and, also, to enable molecular simulations of
large and complex systems to be fast enough to capture properties within a manageable
timescale. Many potential models have been developed, by combining different repulsive
and attractive parts, with some common features: most repulsive terms tend to infinity at
short separations, preventing a complete overlap of two molecules, and the attractive terms
tend to zero at infinity, so that the energy is not infinite. Another recurrent feature is the
use of molecule- or bead-specific parameters, typically a size for the bead and an energy
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parameter to scale the potential. The potentials tend to be restricted to pair interactions,
as three-body or higher-order interactions are difficult to represent in a general manner.
Here we introduce some of the most-commonly found pair potentials, u(r), which include:
• hard-sphere potential (HS):
u(r) =
 ∞ r < σ0 r > σ; (2.7)
• square-well potential (SW):
u(r) =

∞ r < σ
−ε σ 6 r < λσ
0 r > λσ;
(2.8)
• Sutherland potential [2]:
u(r) =

∞ r < σ
−ε
(
σ
r
)λ
r > σ;
(2.9)
• Yukawa potential [3]:
u(r) =

∞ r < σ
−ε
exp
[
−λ
(
r
σ
− 1
)]
r/σ
r > σ;
(2.10)
• Lennard-Jones (12-6) potential (LJ) [4]:
u(r) = 4ε
[(
σ
r
)12
−
(
σ
r
)6]
. (2.11)
The potentials are presented in figure 2.2. From this figure the differences between the var-
ious potentials are obvious: the hard-sphere potential does not contain any attractive part
but only a hard repulsion (discontinuity at σ), the square-well potential consists of a HS
with a constant attractive part for r between σ and λσ, the Yukawa is a HS with a contin-
uous attractive part, and the Lennard-Jones is a continuous potential with a soft-repulsion.
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Figure 2.2: Four of the most common pair potentials. Top left: Hard-Sphere potential; top
right: Square-Well potential; bottom left: Yukawa potential; bottom right: Lennard-Jones
potential
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Mie potentials
Of particular interest in this work is the Mie family of potentials [5], named after Gustav
Mie. This potential is expressed by equation 2.12, in which λR and λA are the repulsive
and attractive variable exponents respectively:
uMie(r) = ε λR
λR − λA
(
λR
λA
) λA
λR − λA
[(
σ
r
)λR
−
(
σ
r
)λA]
. (2.12)
Mie potentials are often labelled according to their exponents, for example a 15-7 Mie is
the Mie potential with λR = 15 and λA = 7. The Mie potential is the sum of the tails of
two Sutherland potentials [2], one repulsive, one attractive. A particular case of Mie po-
tentials is the Mie 12-6 potential, which is the Lennard-Jones potential shown previously;
the generic Mie potential has two more adjustable parameters than the Lennard-Jones
potential.
In figure 2.3 the forms of the Mie potentials with one exponent fixed and the other var-
ied are shown. As can be seen in the figure the two exponents are not independent, for
example varying the repulsive exponent changes of course the repulsive part, but it also
significantly alters the attractive part, and vice-versa.
The advantage of the Mie potential lies in its soft-core variable range nature: whereas
the Yukawa, SW and Sutherland fluid have a variable range and are thus able to mimic
attractive interactions arising from different contributions (London dispersion, dipoles,
. . . ), there is always a hard-core repulsion; conversely the 12-6 Lennard-Jones potential
possesses a soft core but as it possesses a fixed range it does not offer the same flexibility
as the Mie potential.
2.2 Fundamental thermodynamic relations of phase
equilibria
The scope of this project includes the study of the phase equilibria of reservoir fluids.
Phase equilibrium occurs when two or more phases are present in equilibrium; the study
and understanding of this phenomenon is a central problem of thermodynamics. A phase
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Figure 2.3: Intermolecular potentials of the Mie family. a) λA = 6; the red, green and blue
curves represent Mie potentials with λR = 40, 12 and 7 respectively. b) λR = 12; the red,
green and blue curves represent Mie potentials with λA = 10, 6 and 4 respectively.
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is a state of matter which is homogeneous throughout. States of matter include liquid,
gas or solid phases, and some substances exhibit other phases such as plasmas or liquid
crystals. The thermodynamic requirement for phase equilibrium is simultaneous chemi-
cal, mechanical and thermal equilibrium. Chemical equilibrium is expressed through the
equality of chemical potentials µi of each component i of the system, defined as
µi =
∂U
∂ni
∣∣∣∣
S,V,nj,i
= ∂H
∂ni
∣∣∣∣
S,P,nj,i
= ∂G
∂ni
∣∣∣∣
P,T,nj,i
= ∂A
∂ni
∣∣∣∣
T,V,nj,i
, (2.13)
in all the phases (α, β, . . . ). Mechanical and thermal equilibrium are expressed respectively
as the equality of the pressure P , and the temperature T in all the phases:
Tα = T β = T γ = · · ·
Pα = P β = P γ = · · ·
µαi = µ
β
i = µ
γ
i = · · ·
µαj = µ
β
j = µ
γ
j = · · ·
...
(2.14)
In equations 2.13 and 2.14, U is the internal energy, H the enthalpy, G the Gibbs free
energy, A the Helmholtz free energy, S the entropy,V the volume, and n the number of
moles of each component (i,j,. . . ).
These conditions give rise to the Gibbs phase rule [6, 7], which express the maximum
possible number of coexisting phases in equilibrium for any system in the absence of
chemical reactions (see, e.g. [8]):
F = NC −NP + 2, (2.15)
where NC is the number of components, NP the number of phases and F is the number
of independent intensive variables in the system (usually called the number of degrees of
freedom) which is a positive or zero integer. The maximum number of coexisting phases
in a given system is obtained for F = 0.
For example, in a single-component system, the maximum number of coexisting phases
is three; as F = 0 no intensive thermodynamic variable can be set independently of the
others, leading to a point in the phase diagram known as the triple point. In the case of a
simple system the phases in equilibrium are solid, liquid and vapour. Similarly two phases
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in equilibrium exist with a single degree of freedom, i.e, a curve in the P–T phase diagram,
leading to the solid-liquid equilibrium (SLE), solid-vapour equilibrium (SVE) and vapour-
liquid equilibrium (VLE) equilibrium curves of figure 2.4. VLE can be achieved only up
to the critical temperature, beyond which there is no phase transition when compressing
a vapour-like fluid to a liquid-like fluid.
Figure 2.4: Pure-component P–T phase diagram for a simple fluid (see text for details); in
the case of compounds like water which expand on freezing the SLE line has a different slope
with the liquid appearing at a lower temperature at high pressure; some compounds, such as
iron or water exhibit different solid phases, creating solid-solid equilibria.
As two-dimensional diagrams are easier to draw and understand, P–T plots such as figure
2.4 are often used instead of the complete three-dimensional P–V –T diagram. For binary
mixtures the space is more complex, with the composition, x, as a fourth dimension. As
four-dimensional diagrams are impossible to draw, and three-dimensional diagrams can
become difficult to interpret for complex phase behaviour, the global phase behaviour of
a binary mixture is commonly represented on a two-dimensional P–T projection. This
diagram is constructed by taking a three dimensional P–T–x diagram and plotting the
extrema in composition (the pure-component vapour-pressure curves) as well as the criti-
cal point for each composition, forming the mixture critical line. Other features that can
be seen on such diagrams include three-phase lines and azeotropes.
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Whereas all pure components exhibit a phase behaviour similar to figure 2.4, mixtures
exhibit much-richer phase behaviour, due to the variety of intermolecular interactions.
The different qualitative classes of phase behaviour of binary mixtures have been clas-
sified by van Konynenburg and Scott [9, 10]; in figure 2.5 we present the two types of
phase diagram which will be encountered in this work: types I and III. Type I phase
behaviour is characterised by the presence of only one continuous mixture critical line
which corresponds to the VLE critical points of mixtures of varying composition. It varies
continuously between the critical points of the two components. Type I phase behaviour
corresponds to mixtures of substances of similar size and type of interactions. Type III
phase behaviour is characterised by a vapour-liquid-liquid equilibrium line, a liquid-liquid
immiscibility region, and the presence of two critical lines. The first of these critical lines
extends from the light-component critical point to the high-temperature end of the VLLE
curve known as the upper critical end point (UCEP); the second critical line starts at the
heavy-component critical point and continues to very high pressures. This is the phase
behaviour exhibited by many mixtures of water with weakly polar compounds, including
alkanes and carbon dioxide [11, 12].
Figure 2.5: P − T projections of model binary phase diagrams: continuous curves represent
pure-component vapour-pressure curves ending at the pure-component critical points repre-
sented by filled circles; dashed curves represent mixture critical lines. Left: type I phase
behaviour, with the mixture critical line joining the pure component critical points. Right:
type III phase behaviour; the filled square represents the UCEP and the dash-dotted curve
represents the three phase line.)
18
2.3. EQUATIONS OF STATE: IDEAL GAS, VAN DER WAALS, CUBICS AND
BEYOND
Different theoretical methods can be used to calculate the thermodynamic properties or
the phase equilibria of a system; the most common are the use of equations of state or
activity coefficient models.
2.3 Equations of state: ideal gas, van der Waals, cubics and
beyond
Equations of state (EOS) are relations between the different thermodynamic variables of
the system: pressure P , temperature T , volume V and (in the case of mixtures) composi-
tion x are typically used. A variety of EOS have been developed for different applications,
ranging from the simple ideal gas law [13] to multi-parametric system-specific equations
such as the EOS of Span and Wagner [14] for pure-fluid CO2. Whereas both liquid and
vapour phases can be described by the same fluid EOS, solids need to be treated with
different methods. In this section we focus on fluid equations of state and how they have
evolved from the simple ideal gas to recently developed advanced EOS.
The ideal gas law was formulated in 1834 by Clapeyron [13] as:
PV = P0V0267 + t0
(267 + t), (2.16)
where t is the temperature in Celsius, and V0 the volume of the same mass of gas under
a pressure P0 at a temperature t0. Clapeyron used the letter R to represent the ratio on
the right hand side of the equation, which explains the symbol for the ideal gas constant.
The modern expression for this equation is in molar units:
PV = nRT, (2.17)
where n is the number of moles of gas, and R is the ideal gas constant. In terms of
Helmholtz energy for a system of N particles it can be written as [15]:
Aideal
NkBT
= ln NΛ
3
V
− 1 , (2.18)
where Λ is the de Broglie thermal wavelength given by:
Λ = h√
2pimkBT
, (2.19)
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with m the mass of the particle and h the Planck constant.
The ideal gas equation is exact for non-interacting (i.e., u(r) = 0) point particles. When
molecular size is taken into account a hard sphere potential may be used, which leads to
an excluded volume as the molecules cannot access the full volume of the system. This
excluded volume b is given by
b = 23piσ
3 , (2.20)
where σ is the diameter of the hard spheres. This leads to
AHS
NkBT
= ln NΛ
3
V −Nb − 1
= ln NΛ
3
V
− 1− ln V −Nb
V
= A
ideal
NkBT
− ln V −Nb
V
. (2.21)
This expression for the free energy of the hard sphere fluid is valid at the level of the
second virial coefficient, for a more accurate expression one can use the Carnahan-Starling
EOS [16].
In 1954, Zwanzig [17] introduced a perturbation theory, by which the Helmholtz energy of
a system is obtained as the sum of the Helmholtz energy of a reference system and that
of a perturbation:
A = Areference +Aperturbation. (2.22)
If we choose the hard-sphere fluid as reference and introduce an attractive potential
uattractive(r) as a perturbation, the intermolecular potential of the attractive hard-sphere
fluid is obtained as:
u(r) = uHS(r) + uattractive(r). (2.23)
The Helmholtz energy of the system is given to first order by:
A = AHS + 2piN
2
V
∫ ∞
σ
u(r)gHS(r)r2dr, (2.24)
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where gHS(r) is the radial distribution function of the reference hard-sphere system. In
the mean-field approximation gHS(r) = 1 is assumed, giving:
A = AHS + 2piN
2
V
∫ ∞
σ
u(r)r2dr
= AHS − N
2
V
a, (2.25)
where we have introduced a, the van der Waals integrated energy defined as:
a = −2pi
∫ ∞
σ
u(r)r2dr. (2.26)
Introducing this result in equation 2.21 we obtain:
A = AHS +Aperturbation
= NkBT
[
ln NΛ
3
V
− 1− ln V −Nb
V
]
− N
2
V
a. (2.27)
Written in terms of pressure, this becomes:
P = NkBT
V −Nb −
N2a
V 2
, (2.28)
which we can express in molar units as:
P = RT
v − bm −
am
v2
, (2.29)
with v the molar volume. Equation 2.29 is the van der Waals (vdW) EOS [18], the first EOS
to account for molecular sizes and attractions, and to predict the existence of two different
fluid phases, and thus of the VLE. The vdW EOS can be expressed in adimensional form
by reducing the temperature, pressure and volume by their critical values (Pr = P/Pc,
Tr = T/Tc, vr = v/vc) as
Pr =
8RTr
3vr − 1 −
3
vr
. (2.30)
This equation is the basis of the classical corresponding states theory. At fixed temper-
ature and pressure, the vdW EOS has a cubic dependence on volume, and thus can be
solved analytically, enabling the calculation of the VLE of a pure fluid in a straightfor-
ward way. These different factors contribute to make the vdW EOS a very important step
towards the development of modern EOSs.
The van der Waals EOS is the basis of most of the EOS used today, especially since it
can be considered as the first perturbation approach of thermodynamics (although the
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derivation using the Zwanzig perturbation method postdates van der Waals’ work). The
terms present in the equation can be changed, for example replacing the hard-sphere
term with that of Carnahan and Starling [16] yields a much-more-accurate description
of the hard-sphere system, and leads to the CS-vdW EOS [19], part of the augmented
van der Waals family of EOS (see, for example, [20]). Changing the functional form of
the attractive term while retaining the cubic dependence on the volume, gives rise to the
cubic family of EOS; for example, often a is made temperature dependent. Widely known
examples of cubic EOS include Peng-Robinson [21] (PR; see equation (2.31)) , Redlich-
Kwong [22] (RK; see equation (2.32)) , Soave-Redlich-Kwong [23] (SRK; see equation
(2.33)):
PR : P = RT
v − b −
aα(T )
v2 + 2bv − b2 (2.31)
RK : P = RT
v − b −
a√
Tv(v + b)
(2.32)
SRK : P = RT
v − b −
aα(T )
v(v + b) . (2.33)
In the case of PR and SRK, α(T ) is a function of the temperature, acentric factor1, critical
temperature and pressure of the fluid. Cubic EOSs are probably the most-widely employed
EOS in thermodynamics due to their simplicity and, as such, many modifications have
been proposed with different functional terms or additional parameters, including the vol-
ume translation introduced by Peneloux et al. [24], which gives a better representation
of liquid densities, thereby helping to overcome a significant weakness of other cubic EOSs.
Despite their successes, cubic EOS tend to fail for systems fundamentally incompatible
with the van der Waals approximation of a hard-sphere with mean-field attraction, i.e.,
molecules which are highly non-spherical or for which the mean-field approximation fails.
For further discussion on the successes and limitations of the cubic EOSs, see the book of
Kontogeorgis and Folas [25].
One way to improve the cubic EOS is to include additional contributions in the perturba-
tion expansion of the free energy. Cubic plus association (CPA) [26] has been developed
1The acentric factor, ω = − log P
sat(T = 0.7Tc)
Pc
, is a measure of the curvature of the vapour pressure
curve and to some extent a measure of the non sphericity of the molecule.
22
2.3. EQUATIONS OF STATE: IDEAL GAS, VAN DER WAALS, CUBICS AND
BEYOND
by combining a cubic (PR or SRK) with Wertheim’s thermodynamic perturbation theory
(TPT) [27–32] treatment of association used in the Statistical Associating Fluid Theory
(SAFT) EOS [33–36] (see chapter 3). This contribution gives a good representation of
the hydrogen-bonding phenomena, and overcomes the relative inability of cubic EOS to
treat such systems. A more-detailed overview of CPA and its applications can be found
in [37, 38] as well as in [25]. In passing we mention also that the SAFT family of EOS is
a perturbation expansion; this will be examined in detail in chapter3.
Another perturbation-based EOS which accounts for the asymmetric shape of molecules
is the perturbed hard chain theory (PHCT) [39, 40] and its derivatives the perturbed
soft chain theory (PSCT) [41, 42], perturbed anisotropic chain theory (PACT) [43, 44]
and associated perturbed anisotropic chain theory (APACT) [45, 46]. PHCT treats the
non-sphericity of molecules by considering non-zero density-dependent vibrational and ro-
tational contribution to the free energy based on Flory’s polymer description [47].
Additional perturbation terms can be employed to incorporate other contributions such
as polar interactions, see for example [41], or long-ranged charge-charge interactions in
electrolyte solutions.
2.3.1 Activity coefficient models
The chemical potential of species i at T and P in a system of composition x¯ can be
expressed as:
µi(T, P, x¯) = µ0i (T, P, x¯0) +RT ln xiγi, (2.34)
where µ0i (T, P, x¯0) is the reference chemical potential, and xi and γi are the mole fraction
and activity coefficient of component i. This equation is the definition of the activity
coefficient, defined so that an ideal mixture has γi = 1. Activity coefficients can be ob-
tained from experimental phase equilibrium data, and, since the knowledge of the activity
coefficient enables phase-equilibria calculations, different theories have focused on obtain-
ing expressions for the activity coefficient, yielding activity coefficient models. These
models can be as simple as the van Laar [48] or Margules [49] models, or more complex
and powerful as, for example, the universal quasi-chemical theory (UNIQUAC)[50] (and
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its group-contribution derivative UNIFAC (UNIQUAC Functional-group Activity Coeffi-
cient) [51]) and the non-random two liquid theory (NRTL) [52]. Activity coefficient models
can also be seen as using a perturbation approach, as they are usually expressed as a sum
of different contributions, mainly combinatorial and residual terms.
Activity coefficient models are generally restricted in use to phase-equilibria problems, for
which they can perform very well, but are unable to provide many other thermodynamic
properties like density. As the most common activity coefficient models, such as UNIFAC,
contain no dependence on volume, they cannot be used to obtain directly any volumetric
property; the only way to obtain such information is to use an EOS to complement the
model.
Activity coefficient models are also widely used in electrolyte-solution modelling, as the
first description of these by Debye and Hu¨ckel [53, 54] was expressed in terms of the
activity coefficient, to which contributions were subsequently added. Electrolytes are very
important in the context of this Thesis; this and other approaches to the modelling of
electrolytes will be described in more detail in the next section.
2.4 Electrolyte modelling
2.4.1 Specifics: primitive vs non-primitive models
The systems of interest in this work contain brines, which are composed of water and
a variety of salts. Salts can dissociate into their constituting ions when immersed in a
solvent such as water. We consider in this work only the case of strong electrolytes, i.e.,
salts fully dissociated in solution, and we opt not to treat weak electrolytes; the added
complexities introduced, for example, by the dissociation-reaction equilibria are beyond
the scope of the current work.
The peculiarity of electrolytes lies in the very long range of the ionic interactions, com-
pared with the range of the interactions of simple or polar molecules (see, figure 2.1),
and in the absence of a pure fluid state of dissociated ions. The pure-compound reference
commonly employed for the other species cannot be used, as pure electrolytes are solids
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whose properties have no direct link with the properties of the solution. Most solvents
are dipolar molecules like water or alkanols, as compounds with higher order multipole
moments will interact very weakly with the ions, so that the ions will not dissolve as easily,
resulting in very low solubilities.
There are two main types of models used to describe electrolyte solutions: primitive and
non-primitive models. Primitive models (PMs) are characterised by a description of the
solvent as a continuous dielectric medium (characterised by a dielectric constant) to rep-
resent the averaged dipolar contribution. This dielectric constant is a measure of the
screening power of the solvent, i.e. its capacity to separate the ions by decreasing the
magnitude of ion-ion interactions; it is a relatively easy quantity to measure experimen-
tally for solvents, and a large number of experimental data are available for the common
solvents. To treat the charge-charge interactions in a primitive model, one has to solve
electrostatic equations similar to those in vacuum, replacing the vacuum permittivity 0
by that of the dielectric medium. Most of the thermodynamic modelling of electrolyte
solutions is carried out using PMs, because of the relative simplicity of PMs and because
PMs were developed long before non-primitive models, with the first major PM published
by Debye and Hu¨ckel in 1923 [53, 54].
Despite their long history and many successful applications, PMs are still limited in nature
by the approximation of the solvent as a continuous dielectric. At high salt content, the
number of ions is so high that the assumption of the solvent as a continuous dielectric
medium becomes difficult to justify. If we take a 10 molal solution of a 1:1 electrolyte
such as LiCl or NaCl in water, the mole fraction of salt in the system is xS = 0.15, which
means that there are less than six solvent molecules per pair of ions. In this situation the
ions are separated by one layer of solvent molecules, and the assumption of the contin-
uous dielectric medium is weak. Primitive models are not accurate in very concentrated
solutions, as discussed in the case of the Debye-Hu¨ckel theory in [15].
In non-primitive models (NPMs; see, for example [55, 56]) the solvent is considered ex-
plicitly as a polar substance. NPMs are more complex than PMs, as NPMs involve the
explicit incorporation of multipole-multipole, charge-charge and multipole-charge interac-
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tions. Accurate descriptions of these contributions are not trivial to obtain, and thus PMs
are often preferred despite the less realistic representation of the system.
PMs are either restricted or non-restricted, while NPMs can also be semi-restricted, de-
pending on the sizes of the species considered in the polar and electrostatic contributions.
In restricted models, all species are considered to be of equal size; in a PM, these species
comprise only the ions, while in a NPM they comprise the ions and the solvent. Un-
restricted models allow different sizes for all species, while semi-restricted models are the
NPMs in which the ions have the same size, different from that of the solvent.
When an electrolyte treatment is implemented, it is usually incorporated inside a frame-
work to treat the non-ionic species, most often an EOS or an activity coefficient model.
This leads to another type of difference in electrolyte modelling, relating to whether the
ions are modelled with a particular parameter set for each salt or for each ion. Hence
one obtains a salt-specific or an ion-specific model, both of which have different benefits.
Salt-specific models are tailored to the properties of each individual salt, enabling a very
good description of each salt, but when considering multi-salt systems, additional salt-salt
interactions need to be taken into account, requiring often the estimation of parameters.
Ion-specific models are not tailored to a particular salt, and hence can tend to provide
descriptions of a slightly inferior quality when treating single-salt solutions, but have the
great advantage that multi-salt brines can be treated in a predictive manner. Ion-specific
models would benefit from comparison with ion-specific experimental data, but the avail-
ability of such data is very limited. The validity of the single ion activity coefficients
measured by the group of Vera [57–61] using ion-specific electrodes is subject of debate
as the procedure used to obtain these values involves the determination of a junction po-
tential; this proves to be a contentious point in the method [62]. Even if these data are
considered to be valid, they are at the moment of limited practical use, as the accuracy
decreases sharply at higher concentrations, the region where the bigger difference between
ions is expected.
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2.4.2 Thermodynamics of electrolyte solutions: MSA and DH
Here only the major steps and the most important aspects of the expressions related to the
key thermodynamic variables for electrolyte solutions are given. For a more-comprehensive
overview of the subject we refer to some of the many books which contain such derivations
[15, 63–65], as well as the original publications [53, 54, 66–68].
One route to the properties of a fluid is through the simultaneous knowledge of the pair
potential and the RDF. The internal energy, U , of a fluid of spherical particles interacting
through a pair potential uij(r) is given by [63]:
U = U ideal +
∑
i,j
ρiρj2piV
∫ ∞
0
uij(r)gij(r)r2dr, (2.35)
where gij(r) is the pair radial distribution function (RDF), V is the volume, ρi is the
density of species i, and U ideal is the ideal-gas internal energy. If the pair potential and
the RDF are known, this equation gives the internal energy. Thereby using the standard
thermodynamic relation
A
kBT
=
∫
Ud
( 1
kBT
)
. (2.36)
one can obtain the Helmholtz free energy, from which, in turn, other thermodynamic
properties of the system may be obtained.
The pair potential between two point charges qi = zie and qj = zje in a dielectric medium
of permittivity  = D0 is given by Coulomb’s law:
uij(r) =
zizje
2
(4pi0)Dr
. (2.37)
Hence the missing element to obtain the internal energy through equation 2.35 is the RDF
of the system. One of the major routes to obtain the RDF is to solve the Ornstein-Zernike
equation [69], given for a mixture as [70]:
gij(r)− 1 = cij(r) +
∑
k
ρk
∫
(gjk(|r− r′|)− 1)cik(r′)dr′, (2.38)
where cij(r) is the direct correlation function. Note that the summation is over all species
k and the integral is over all positions r′. This equation alone does not enable the calcula-
tion of the RDF, and thus some additional relations, called closure relations, are necessary.
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The closure relations usually involve some approximations, and we will now discuss the
most common simplifications in the case of charged systems.
Two main routes have been employed over the years to study primitive models of elec-
trolyte solutions. The first one is due to Debye and Hu¨ckel [53, 54] and the second, more
recent, is the Mean-Spherical Approximation (MSA), applied to the restricted primitive
model [66] and to the non-restricted primitive model [67, 68], in which the ions are treated
as charged hard spheres.
In the Debye-Hu¨ckel method the direct correlation function is approximated by [56]
cij(r) = − e
2zizj
rkBT (4pi0)D
. (2.39)
The RDF is approximated by
gij(r) = 1− eziΦj(r)
kBT
, (2.40)
where Φj(r) is the electrostatic potential at a distance r from charge j. Introducing these
into equation 2.38 gives
−eziΦj(r)
kBT
= − e
2zizj
rkBT (4pi0)D
+
∑
k
ρk
∫
ezjΦk(|r− r′|)
kBT
e2zizk
r′kBT (4pi0)D
dr′. (2.41)
We define the function f(r) as:
zje
D0
f(r) = Φj(r), (2.42)
giving
−e
2zizjf(r)
kBTD0
= − e
2zizj
rkBT (4pi0)D
+
∑
k
ρk
∫
e2zjzkf(|r− r′|)
D0kBT
e2zizk
r′kBT (4pi0)D
dr′;(2.43)
this can be rearranged to give
−f(r) = − 14pir +
∑
k
ρk
∫
f(|r− r′|) e
2z2k
r′kBT (4pi0)D
dr′. (2.44)
We introduce the Debye inverse screening length, κ, defined as [63]:
κ2 = e
2
D0kBT
∑
k
z2kρk, (2.45)
leading to
−f(r) = − 14pir +
κ2
4pi
∫
f(|r− r′|) 14pir′dr
′. (2.46)
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After a detour involving Fourier transforms, one obtains
f(r) = exp(−κr)4pir and Φi(r) =
zie
D04pir
exp(−κr). (2.47)
Introducing this into equation 2.40 gives
gij(r) = 1− zizje
2
(4pi0)DkBTr
exp(−κr), (2.48)
which, using equation 2.37, gives for equation 2.35:
UDH = U − U ideal
=
∑
i,j
ρiρj2piV
∫ ∞
0
zizje
2
(4pi0)Dr
[1− zizje
2
(4pi0)DkBTr
exp(−κr)]r2dr
= 2piV
∑
i,j
ρiρj
∫ ∞
0
zizje
2
(4pi0)D
rdr −
∑
i,j
ρiρj
z2i z
2
j e
4
(4pi0)2D2kBT
∫ ∞
0
exp(−κr)]dr

= 2piV
∑
i,j
ρiρj
∫ ∞
0
zizje
2
(4pi0)D
rdr − κ
4kBT
16pi2
∫ ∞
0
exp(−κr)]dr

= 2piV
∑
i,j
ρiρj
∫ ∞
0
zizje
2
D0
rdr − κ
3V kBT
8pi . (2.49)
The first term in equation 2.49 disappears due to the electroneutrality of the system,
leading to
UDH = −κ
3V kBT
8pi . (2.50)
As the internal energy is related to the Helmholtz energy (A) by:
U =
∂
(
A
T
)
∂
( 1
T
)

V
, (2.51)
the Helmholtz energy is given by:
A
kBT
=
∫
Ud
( 1
kBT
)
. (2.52)
The final expression for the Helmholtz energy is thus:
ADH
kBT
= −κ
3V
12pi . (2.53)
The DH method is applicable in the low-density limit (i.e., low concentration of charges);
all charges are considered as point charges, and the charges have a Boltzmann distribution
(cf. equations 2.40 and 2.42).
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We turn our attention to the MSA case; the model is one of charged hard spheres of
diameter σi in a dielectric continuum. The MSA closure of the Ornstein-Zernike equation
for the charged-hard-sphere system is:
gij(r) = 0 r 6 σij
cij(r) = − 1
kBT
zizje
2
(4pi0)Dr
r > σij ,
(2.54)
where σij is the unlike hard-sphere diameter. The first equation corresponds to the
hard-sphere limit, while the second equates the direct correlation function with the pair-
potential for charges, the Coulomb law. The direct correlation function c(r) is identical to
the DH case, although it is taken only outside of the hard sphere, with the RDF inside the
sphere taken to be that of the hard sphere fluid, hence the model of charged hard spheres.
The solution is tedious to derive (see [67, 68]), but ultimately the Helmholtz free energy
is obtained as:
AMSA
kBT
= − V e
2
(4pi0)DkBT
[
piΩP 2n
2∆ + Γ
∑
ionsi
ρiz
2
i
1 + Γσi
]
+ V Γ
3
3pi , with
Pn =
1
Ω
∑
ionsi
ρiσizi
1 + Γσi
,
Ω = 1 + pi2∆
∑
ionsi
ρiσ
3
i
1 + Γσi
and
∆ = 1− pi6
∑
ionsi
ρiσ
3
i . (2.55)
The previous equations depend on Γ, the shielding parameter, which is implicitly calcu-
lated from:
Γ2 = pie
2
(4pi0)DkBT
∑
ionsi
ρi
zi −
pi
2∆σ
2
i Pn
1 + Γσi

2
. (2.56)
This shielding parameter is similar to the Debye-Hu¨ckel κ parameter, and, in fact, to solve
this equation, a very efficient way is to start from Γ0 = κ/2 for 1:1 electrolytes; from this
starting value, a numerical solver such as Newton-Raphson converges rapidly.
We consider salts Cν+ Aν− which, in solution, fully dissociate according to the expression
Cν+Aν− → ν+Cz+ + ν−Az− , (2.57)
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where ν+/− are the stoichiometric coefficients of the ions, while z+ and z− are the charge
of the cation and the anion, respectively. Since the salts are treated as fully dissociated,
the total number of particles (solvent and free ions) is given by
N =
nsolv∑
solvent, j=1
Nj +
nsalt∑
salt, k=1
νkNk (2.58)
where nsolv and nsalt refer to the number of types of salts or solvents present, respectively.
The mole fraction xi of species i is defined in the usual way as Ni/N , either for ions or
solvents; in the case that i corresponds to an ion, the mole fraction can be obtained from
the molality mk of its parent salt k in solution using
xi =
nsalt∑
salt, k=1
νk,imk
nsalt∑
salt, k=1
νk,imk + 1/MWsolv
(2.59)
where MWsolv represents the molecular mass of the solvent in (kg.mol−1)).
A very common thermodynamic quantity in the study of electrolyte solutions is the mean
activity coefficient (MAC), γ±, given for a salt Cν+Aν− as a function of the activity
coefficients, γC and γA, of each ion by:
γ± =
ν
√
γν
+
C γ
ν−
A , with ν = ν
+ + ν−. (2.60)
Whereas the possibility to measure the experimental activity coefficients of the individual
ions is a subject of debate (see, for example, the papers of Vera ([57, 58] and references
therein) and of Malatesta ([62] and references therein) for both sides of this discussion),
the MAC of a pair of ions is easily accessible experimentally, and a large number of data
have been collected over the years. This makes the MAC a useful measure of the activities
of the ions, and many treatments of electrolyte solutions, including that of Debye and
Hu¨ckel, are routinely written in terms of the MAC.
2.4.3 Solvation in primitive models: the Born term
In primitive models, formally one must take account of the contribution corresponding
to the discharging of the ions in vacuum and the charging of the ions in the dielectric
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continuum; this contribution was calculated by Born [71], who proposed
Aborn = −
(
1− 1
D
)
e2
4pi0
∑
i
Niz
2
i
σi
, (2.61)
where D is the dielectric constant of the medium, also called the relative permittivity,
which is defined as the ratio between the permittivity of that medium () and that of
vacuum (0):
D = 
0
. (2.62)
To obtain equation 2.61, we consider the path presented in figure 2.6.
Figure 2.6: Schematic representation of the Born cycle. In 1) the system consists of hard
spheres and non-interacting charged hard spheres in vacuum; in 2) the system consists of hard
spheres in vacuum; in 3) the system consists of hard sphere in a dielectric medium represented
by the dotted background; in 4) the system consists of hard spheres and non-interacting charged
hard spheres in the dielectric medium.
The Born term takes into account the change in energy resulting from the transfer of
ions, considered as hard spheres, from the vacuum, state (1), to a continuous dielectric
medium, with permittivity , state (4), represented in figure 2.6 by the dotted background.
Born calculated this contribution using a thermodynamic cycle, in which we first discharge
the ions in vacuum, obtaining state (2), with hard spheres in vacuum. The second step
is to transfer the non-charged hard spheres to the dielectric continuum, state (3); from
(2) to (3) the work required is zero, as introducing a dielectric medium has no effect on
non-charged, non-polar systems. The final step is then to recharge the spheres inside the
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dielectric medium, obtaining the desired state (4). Using this path replaces the calculation
of the work of transferring charges from vacuum to a dielectric medium with the easier
calculation of the work of the discharging charges in vacuum and charging spheres in the
dielectric medium.
The force between two charges qi and qj a distance r apart is obtained from equation 2.37
as:
F (r) = qiqj(4pi0)Dr2
. (2.63)
The work of moving one charge j from infinity to a distance a from charge i is
w = −
∫ a
∞
F (x)dx = −
∫ a
∞
qiqj
(4pi0)Dx2
dx = qiqj(4pi0)D
1
a
. (2.64)
If we pose that qj is an infinitesimal charge dq, that a is σi/2, with σi the diameter of the
charged sphere i, and qi = q we obtain the infinitesimal work dw of increasing the charge
q by dq:
dw = qdq(4pi0)D
2
σi
. (2.65)
Thus the work of charging the sphere i is:
w =
∫
dw =
∫ qi
0
qdq
(4pi0)D
2
σi
= 2
σi(4pi0)D
∫ qi
0
qdq = 2
σi(4pi0)D
q2i
2 =
q2i
σi(4pi0)D
.(2.66)
This represents the work of charging a single sphere, and thus for all the ions in the system
we obtain:
W charging =
ions∑
i
Niwi =
ions∑
i
Ni
q2i
σi(4pi0)D
=
ions∑
i
Niz
2
i e
2
σi(4pi0)D
. (2.67)
In the case of D = 1, corresponding ti vacuum, one would obtain the work of charging the
ions in vacuum, which is the negative of the work of discharging the ions in vacuum. In
other words,
W discharging = −
ions∑
i
Niz
2
i e
2
σi4pi0
. (2.68)
The total work corresponding to the Born cycle is given by:
W total = W discharging +W charging = − e
2
4pi0
(
1− 1
D
) ions∑
i
Niz
2
i
σi
. (2.69)
From the first principle of thermodynamics, and as there is no heat transfer, we know that
the work is equivalent to the change in internal energy, i.e., W total = ∆U1→4. As this
work is independent of temperature, pressure and volume, the change in internal energy
is the same as the change in Helmholtz energy, giving equation 2.61.
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2.5 Modelling the phase behaviour and properties of reser-
voir fluids
Reservoir fluids comprise natural gas, crude oil, brines and CO2. The enormous amount
of literature devoted to the thermodynamic modelling of natural gas, crude oil or their
components prohibits an exhaustive literature review. Here we present a flavour of the
work that has been carried out in that respect, and we then focus on brines, CO2+water
and CO2+brine systems, with conventional (i.e., non-SAFT) methods. An overview of
the SAFT methods to treat electrolyte solutions and their applications to these systems
is given later in chapter 3.
It should be noted that all methods used to treat fluid phase equilibria of individual
components cannot be mentioned as almost every thermodynamic model has, at some
point, been used to describe water, alkanes or any of the other components of the system,
and even when restricting the scope of the study to complete-oil modelling, the numbers
of published reports is so vast that we will only present some examples of such applications.
2.5.1 Modelling the hydrocarbons
Most of the modelling work in the oil and gas industry has been undertaken using cubic
EOSs. There are two main reasons for this: cubics are well suited to modelling hydro-
carbons, especially short to medium alkane systems, and are very simple, allowing their
incorporation in more-complex processes, and, as oil is a very complex mixture, this is
a key factor. Thorough reviews of cubics, and their advantages and shortcomings in the
context of oil modelling are available, for example in [25, 72–74]. Examples of phase-
equilibria modelling of oil using cubic EOSs are plentiful; some examples can be found
in the papers by Huang and Radosz [75–77], Voulgaris et al. [78], Sportisse et al. [79],
Pedersen et al. [80], Neau et al. [81], Nasrifar et al. [82], Cotterman et al. [83, 84],
and Mansoori et al. [85]. A number of books have chapters devoted to the subject, for
instance [72, 73, 86–90] contain further examples of cubic EOS modelling of reservoir fluids.
Reviews of work with CPA, including studies of oil and gas, can be found in [37, 38] as
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well as in [25]. Its use in modelling oil is mainly for cases where traditional cubics fail,
such as those involving asphaltene precipitation or associating systems (including water
and/or methanol from hydrate inhibition). One of the reasons for using CPA in the oil
industry is that CPA is based on a cubic EOS; moreover, in the limit of zero association,
CPA reduces to the underlying cubic EOS. The industry has a wealth of experience and
expertise in the use of cubic EOS, so this is perceived as a significant advantage. We
mention in passing that PHCT has been used to model oil, for example by Huang and
Radosz [75, 76, 91, 92], providing good results.
2.5.2 Brine modelling
A thermodynamic treatment of electrolyte solutions consists simply of a general contri-
bution like the ones described previously (either an EOS or an activity coefficient model)
to which an electrolyte contribution is added. This contribution is typically of the DH or
MSA form, possibly with additional terms to obtain more-accurate behaviour, as neither
DH nor MSA account for phenomena such as ion pairing.
In terms of activity coefficient models, many examples are available, differing in the num-
ber and the form of the terms added to the general DH contribution. Models include the
Bromley model [93, 94] which includes a method to incorporate single-ion parameters, the
Reilly [95, 96], Scatchard [97] and many others. Of particular interest is the activity coef-
ficient model of Pitzer [98–100], since it is one of the more-commonly used, so that there
is a large database of parameters, and many variations. The Pitzer model is based on the
Debye-Hu¨ckel approach, extended to take into account different contributions neglected
in the original formulation, through semi-empirical terms. The expression of the activity
coefficient has been extended to include more terms when necessary. It can be used to
describe many systems over a large range of conditions, but many adjustable parameters
require prior estimation which, in case of systems involving multiple electrolytes, hinders
the predictive capability. These different activity coefficient models are designed specifi-
cally for charged systems, but the more general activity coefficient models, like UNIQUAC
and NRTL, have been extended to electrolyte solutions, giving rise to eNRTL [101–104]
or extended UNIQUAC [105, 106] among others.
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The other way to account for the complete system is to modify an existing EOS for use
with electrolytes, by adding terms to treat the electrolyte contribution. This has been the
method of choice with cubics due to their widespread use and simplicity. Electrolyte EOSs
are constructed by taking the original EOS and adding an electrolyte term, mostly DH,
extended DH (modification of DH incorporating a nonzero distance of closest approach
for the ions) or MSA. Notable examples of modified cubics are: for SRK, the works of Lin
et al. [107] or Furst and Renon [108]; for PR, the work of Myers et al. [109], and Lin et
al. [107].
CPA has also been extended to allow for the treatment of electrolytes to take advantage of
its simpler form compared to SAFT, and of its more-accurate representation of associating
compounds, especially water, over the traditional cubics; see Haghighi et al.[110], Inchekel
et al. [111], Wu and Prausnitz [112], and Lin et al. [107]. PACT has been modified to
include electrolytes by Jin and Donohue [113–115].
Reviews of the different methods used to treat electrolyte solutions are available, for
example in [25, 107, 116, 117].
2.5.3 Water-CO2 and Brine-CO2 modelling
Due to the importance of geological fluids containing CO2 in the context of carbon se-
questration there has been a renewed interest in these systems in recent years. As such
many different methods have been applied to the description of the properties of the water
+ carbon dioxide and water + carbon dioxide + salt systems. Due to the complexity of
the systems most of the works published are limited to single-phase properties, and phase
equilibrium models are more scarce. The difficulty of obtaining a good description of both
the water-rich and CO2-rich phases simultaneously leads many studies to focus only on
the solubility of CO2 in water or brine.
Two different kinds of approach exist to investigate the phase equilibria of these systems.
A symmetric approach treats both phases with the same method; this implies the use of
an EOS. An asymmetric approach treats the two phases with different methods: the non-
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aqueous phase is usually described with an EOS, while the aqueous phase is treated using
an activity coefficient model or Henry’s law, which can be extended, giving for example
the Krichevsky-Kasarnovsky equation [118].
Hu et al. [119], as well as Sun and Dubessy [120, 121] give good reviews of the different
methods applied to these systems, while Yan et al. [122] have compared some of these
methods. Cubic EOS have been applied to the water + carbon dioxide system, for exam-
ple Evelein et al. [123] used RK while Shyu et al. [124] used PR; CPA modelling of this
system has been carried out by Tsivintzelis et al. [125]. Different classical methods have
been used to treat the brine + CO2 systems. For example Baseri and Lotfollahi [126] have
used a modification of the Peng-Robinson EOS, while Duan et al. [127] have proposed a
successful model for the solubility of CO2 in water and brines, valid over a wide range of
temperatures and pressures.
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It is by logic that we prove, but by in-
tuition that we discover. To know how
to criticise is good, to know how to
create is better.
—H. Poincare´ —
Chapter 3
From SAFT to SAFT-VR Mie
3.1 SAFT
3.1.1 General description of the SAFT EOS
The statistical associating fluid theory (SAFT), first published in 1990 [1], is a fluid EOS
designed to take into account association phenomena like hydrogen bonding. This EOS
is based on Wertheim’s Thermodynamic Perturbation Theory (TPT) [2–7], which gives
the change in free energy when association is introduced into a monomeric fluid. Based
on this, SAFT was constructed by considering a monomer fluid, adding association sites,
and including the case in which dimerisation is complete, allowing one to consider the
formation of chains. By considering molecules as chains, any asymmetry of shape can be
taken into account, whereas in previous van der Waals-based methods (see the previous
chapter) the molecules where considered spherical. As a consequence, the basic SAFT
methodology encompasses two types of asymmetry: the chain contribution for the non-
sphericity of molecules, and the association contribution for anisotropic interactions.
In SAFT, a model associative chain molecule composed of attractive spherical segments
and association sites is proposed. As a result the general equation for a SAFT EOS,
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expressed in Helmholtz energy, is:
Atotal = Aideal +Amonomer +Achain +Aassociation (3.1)
The different contributions are represented schematically in figure 3.1, with the ideal gas
of non-interacting point particles in (1), the monomeric fluid of spherical segments with
interactions in (2), the formation of chains of tangentially bonded segments in (3), and
the fluid with the associating sites mediating hydrogen-bonding in (4).
Figure 3.1: Schematic representation of the different contributions of the SAFT EOS.
Based on this general principle, different treatments have been applied to the different
terms, considering different monomeric fluids, proposing different simplifications. This
leads to the appearance of different SAFT versions, mainly characterised by the use of
different monomeric fluids. The common point of these is the presence of both an associ-
ation and a chain term in the free energy, both originating from Wertheim, at which we
will now take a closer look.
3.1.2 Association and chain terms in SAFT
From Wertheim’s first-order TPT [2–7], the association contribution is given for a pure
component as:
Aassociation
NkBT
=
s∑
a=1
(
lnXa − Xa2
)
+ s2 , (3.2)
where s is the number of sites of type a on a molecule, and Xa is the fraction of molecules
not bonded at site a, obtained by solving:
Xa =
1
1 + ρ∑sb=1Xb∆ab , (3.3)
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where ρ is the molecular density and ∆ab is the association strength between sites a and
b. This association strength contains all the information of the association interaction,
depending on both the geometry and energy of the sites; it is given by:
∆ab =
∫
gmonomer(12)fab(12)d(12), (3.4)
where gmonomer(12) is the radial distribution function (RDF) of the monomeric fluid,
fab(12) is the Mayer function of the association potential, and the integration is car-
ried out over all distances and orientations for which the association occurs. As long as
the constraint (imposed in Wertheim’s TPT1) that any site cannot bond to more than
one other site is respected, any geometry of the sites and any association potential can be
used, but, in order to obtain a simple analytical Mayer function, off-centre spherical sites
interacting through a SW potential are generally chosen. The parameters of the associ-
ation interaction are, in this case, the distance, rd, between the centre of the monomer
and that of the association site, the diameter, rc, of the site and the association energy,
EHB,ab. The association strength is obtained as:
∆ab = 4pi
exp
(
EHB,ab
kBT
)
− 1
24r2d
∫ 2rd+rc
2rd−rc
gmonomer(r)(2rd+rc−r)2(2rc−2rd+r)rdr. (3.5)
Different procedures for evaluating this integral are employed in the various versions of
SAFT; the principal methods will be discussed in chapter 5.
The chain term in SAFT is obtained by taking the complete bonding limit (X → 0) of
the association term [8]. (Association will be discussed in detail in Chapter 5.) This term
is thus given for a fluid of chain of m spherical segments as [1]:
Achain
NkBT
= −(m− 1) ln ymonomer(σ), (3.6)
where σ is the contact distance of the spherical segments, and ymonomer(σ) is the cavity
distribution function of the monomer fluid evaluated at the contact distance, given by [1]:
ymonomer(σ) = gmonomer(σ) exp u(σ)
kBT
. (3.7)
As for the association term, the method to obtain the RDF at contact gmonomer(σ) depends
on the specific SAFT version considered. This chain term is somewhat simpler than the
association term, requiring the knowledge of the RDF only at contact, whereas for the
association term it needs to be known over all distances where association occurs.
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3.1.3 Main versions of the SAFT EOS
Nowadays SAFT is considered to be more a category of EOS rather than a specific im-
plementation, in the same way people talk about cubic EOS. This is due to the variety
of EOS which have been developed based on the same molecular model of an associating
chain of spherical segments tangentially bonded.
The best known versions of SAFT available are, in chronological order:
• original SAFT [1, 8–10]
• Huang-Radosz (HR) SAFT [11]
• simplified SAFT [12]
• SAFT-LJ (Lennard-Jones) [13–16]
• SAFT-HS (Hard Sphere) [17]
• SAFT-VR (Variable Range) [18, 19]
• Soft SAFT [20, 21]
• PC-SAFT (Perturbed Chain) [22, 23] and simplified PC-SAFT [24]
A number of very good reviews describing the different versions of SAFT along with their
respective successes and limitations are available in the literature [25–30], and hence we
will focus only on the version of the theory used in this work, SAFT-VR.
3.2 SAFT-VR
3.2.1 SAFT-VR description
In SAFT-VR [18] molecules are modelled using potentials of variable range. It is based on
inter-segment potentials that include a range of the potential. The idea was to take into
account the differences in range of the intermolecular interactions presented in chapter 2.
Different modifications and extensions of SAFT-VR have been proposed. Fluids interact-
ing through long-range SW potentials have been studied by Patel et al. and Docherty
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et al. [31, 32], enabling the study of fluids with a SW range up to λ = 3, whereas the
initial SAFT-VR SW was restricted to λ 6 1.8 [18]. The treatment of inhomogeneous
fluids within a SAFT-VR framework has been implemented using a density functional
theory approach by Gloor et al. [33], and by Galliero et al. [34] providing a description
of vapour-liquid interfaces. Whereas SAFT-VR considers polar interactions in an im-
plicit way through the variable-range potential, Zhao et al. [35] incorporated an explicit
treatment of the dipole-dipole interactions to increase the accuracy of SAFT-VR for such
fluids. The simultaneous description of the subcritical and critical regions is one of the ma-
jor weakness in SAFT-VR like any other SAFT EOS, and as such it has been improved by
McCabe and Kiselev [36, 37] and by Forte et al. [38, 39]. Group contribution approaches
have been developed to augment the predictive power of SAFT-VR, in a homonuclear way
by Tamouza et al. [40] and in a heteronuclear way by Peng et al. [41] and Lymperiadis
et al. [42]. Electrolyte solutions have been treated both within a non-primitive model by
Zhao et al [43] and within a PM in [44–46].
SAFT-VR is a general framework that can be applied to different intermolecular potentials,
with versions developed for the hard-core Yukawa, Square-Well and Sutherland potentials,
as well as the soft-core Lennard-Jones [47] and Mie [48–50] potentials. Most of the studies
published so far involve the square-well potential, see for example [32, 38, 51–56], and
provide a good description of the phase-behaviour of various fluids, but it was shown [48–
50] that the introduction of a variable repulsive range, as in the Mie potential, improved
the description of the fluids, especially for derivative properties like speed of sound and
heat capacity. Following these works, a much improved version of SAFT-VR with a Mie
potential (hence SAFT-VR Mie) has been proposed [57]. In our current work the two
versions of the SAFT-VR used are the SW [18] and Mie [57].
SAFT-VR representation of molecules
In SAFT-VR SW the parameters representing the chain molecules are given in terms of
the interactions between the monomeric square-well segments which are characterised by:
• m, the number of segments in a chain
• σ, the diameter of a monomer
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• ε, the depth of the monomer-monomer potential
• λ, the range of interaction
In SAFT-VR Mie the parameters are in turn given in terms of the interactions between
the Mie segments which are characterised by:
• m, the number of segments in a chain
• σ, the diameter of a monomer
• ε, the depth of the monomer-monomer potential
• λA, the attractive exponent of the potential
• λR, the repulsive exponent of the potential
In both cases for an associating compound, additional parameters are required to describe
the off-centre sites interacting through a SW potential:
• the number and the type of sites on each molecule
• rc, the range of the interaction at an association site
• rd, distance between the centre of a site and the centre of the monomer
• EHB,ab the depth of the site-site potential
Cartoons of SAFT-VR SW models are given in figure 3.2.
The association is treated via a square-well site-site potential: if the two sites overlap (if
their centres are less than rc apart) they bond with an energy EHB,ab, providing one of
the sites is not already bonded. This can be seen in figure 3.3(b), while in figure 3.3(a)
the Mie and SW potentials are compared.
3.2.2 SAFT-VR: SW and Mie
As the recent SAFT-VR Mie [57] revisits some of the original SAFT-VR method, we will
present the two versions of the theory used in this work: SAFT-VR SW and SAFT-VR
Mie, focusing on the main differences in the treatment of the monomer and chain terms.
For a more-detailed presentation of each version of the theory, we refer to the original
publications [18, 57].
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(a) (b)
Figure 3.2: Models for some molecules treated in the SAFT representation; (a) a four segment
chain molecule, m =4; (b) a spherical molecule, m =1, with 4 association sites (water for
example)
SAFT-VR SW
Monomer term
In SAFT-VR, the monomer term is treated the second order Barker-Henderson high tem-
perature perturbation expansion [58–60] with a hard-sphere reference. It is expressed for
a fluid composed of chains of m segments of diameter σ as:
Amonomer = mamonomer = m
(
aHS +
a1
kBT
+ a2(kBT )2
)
, (3.8)
where amonomer is the Helmholtz free energy per segment, aHS that of HS, and a1 and a2
the perturbation terms.
The reference HS term is given by the Boubl´ık-Mansoori [61, 62] expression:
aHS =
6
piρs
[(
ζ32
ζ23
− ζ0
)
ln(1− ζ3) + 3ζ1ζ21− ζ3 +
ζ32
ζ3(1− ζ3)2
]
(3.9)
where ρs is the segment density and ζ0,ζ1,ζ2 and ζ3 are defined as:
ζn =
pi
6 ρsσ
n. (3.10)
The first order perturbation is given by:
a1 = −ρs 2piεσ
3 (λ3 − 1)
3 g
HS
0 (ζeff3 ), (3.11)
with ε and λ the depth and range of the SW potential and gHS0 (ζeff3 ) the hard sphere RDF
at contact for an effective packing fraction ζeff3 , given by the Carnahan-Starling expression
as:
gHS0 (ζeff3 ) =
1− ζ
eff
3
2(
1− ζeff3
)3 . (3.12)
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Figure 3.3: (a) Mie and Square-Well Potentials between monomeric segments separated by
a distance r; (b) Association potential between the association sites a and b as a function of
the distance rab between them.
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The effective packing fraction ζeff3 is obtained as:
ζeff3 = c1(λ)ζ3 + c2(λ)ζ23 + c3(λ)ζ33 , (3.13)
where c1, c2 and c3 are given in [18].
The second order perturbation is given by:
a2 =
1
2KHSερs
(
∂a1
∂ρs
)
T,N
, (3.14)
where KHS is given by the Percus-Yevick expression
KHS =
ζ0 (1− ζ3)4
ζ0 (1− ζ3)2 + 6ζ1ζ2 (1− ζ3) + 9ζ32
. (3.15)
Chain term
The chain term is given by:
Achain
NkbT
= −(m− 1) ln ySW(σ), (3.16)
with
ySW(σ) = gSW(σ) exp
(
− ε
kBT
)
. (3.17)
The RDF at contact is obtained via a high-temperature expansion to the first order as:
gSW(σ) = gHS(σ) + ε
kBT
gSW1 (σ), (3.18)
with
gSW1 (σ) = gHS(σ, ζeff3 ) + (λ3 − 1)
∂gHS(σ, ζeff3 )
∂ζeff3
(
λ
3
∂ζeff3
∂λ
− ζ3∂ζ
eff
3
∂ζ3
)
. (3.19)
gHS(σ, ζeff3 ) is obtained using the Boubl´ık expression [61]:
gHS(σ, ζeff3 ) =
1
1− ζeff3
+ 32
ζeff3(
1− ζeff3
)2 + 12
(
ζeff3
)2
(
1− ζeff3
)3 . (3.20)
52
3.2. SAFT-VR
SAFT-VR Mie
Monomer term
The Mie potential is defined as, see 2.12:
uMie(r) = ε λR
λR − λA
(
λR
λA
) λA
λR − λA
[(
σ
r
)λR
−
(
σ
r
)λA]
= Cε
[(
σ
r
)λR
−
(
σ
r
)λA]
, (3.21)
where we introduced C as
C = λR
λR − λA
(
λR
λA
) λA
λR − λA . (3.22)
A Barker-Henderson effective hard-sphere diameter defined as
d =
∫ σ
0
1− exp
(
uMie(r)
kBT
)
dr (3.23)
is used, and we define x0 = σ/d. The total integrated energy, α, is obtained as
α =
∫ ∞
σ
uMie(r)r2dr = εσ3C
( 1
λA − 3 −
1
λA − 3
)
, (3.24)
and the reduced integrated energy αr is given by
αr =
α
εσ3
= C
( 1
λA − 3 −
1
λA − 3
)
. (3.25)
As with SAFT-VR SW, the monomer term is expressed as a high-temperature expansion;
however, the expansion is now taken to the third order as:
Amonomer = mamonomer = m
(
aHS +
a1
kBT
+ a2(kBT )2
+ a3(kBT )3
)
. (3.26)
The reference HS term is again given by the Boubl´ık-Mansoori [61, 62] expression (equation
3.9):
aHS =
6
piρs
[(
ζ32
ζ23
− ζ0
)
ln(1− ζ3) + 3ζ1ζ21− ζ3 +
ζ32
ζ3(1− ζ3)2
]
(3.27)
where ρs is the segment density and ζ0,ζ1,ζ2 and ζ3 are defined using the hard core diameter
d instead of σ as in the SW case,
ζn =
pi
6 ρsd
n. (3.28)
The first-order perturbation is given by:
a1 = C
[
xλA0
(
aS1 (ρs, λA) +B(ρs, λA)
)
− xλR0
(
aS1 (ρs, λR) +B(ρs, λR)
)]
, (3.29)
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with
B(ρs, λ) = 2piρsd3ε
(
− 1− ζ3/2(1− ζ3)3
x3−λ0 − 1
λ− 3 −
9ζ3(1 + ζ3)
2(1− ζ3)3 Jλ
)
,
Jλ = −x
4−λ
0 (λ− 3)− x3−λ0 (λ− 4)− 1
(λ− 3)(λ− 4) . (3.30)
The factor aS1 appearing in equation 3.27 is the first-order perturbation term for a Suther-
land fluid, obtained as:
aS1 (ρs, λ) = −
2
3ερspid
3 1
λ− 3
1− ζeff3 (λ)/2
(1− ζeff3 (λ))3
, (3.31)
with
ζeff3 = c1(λ)ζ3 + c2(λ)ζ23 + c3(λ)ζ33 + c4(λ)ζ43 , (3.32)
where c1, c2, c3 and c4 are given in [57].
The second perturbation term is given by:
a2 =
KHS
2 (1 + χ)εC
2
[
x2λA0 (aS1 (ρs, 2λA) +B(ρs, 2λA))
− 2xλA+λR0 (aS1 (ρs, λA + λR) +B(ρs, λA + λR))
+ x2λR0 (aS1 (ρs, 2λR) +B(ρs, 2λR))
]
, (3.33)
with the Carnahan-Starling compressibility expression
KHS =
(1− ζ3)4
1 + 4ζ3 + 4ζ23 − 4ζ33 + ζ43
,
χ = f1(αr)ζ¯3 + f2(αr)ζ¯3
5 + f3(αr)ζ¯3
8
, (3.34)
where ζ¯3 = piρsσ3/6.
The third perturbation term is given by:
a3 = −εf4(αr)ζ¯3 exp
(
f5(αr)ζ¯3 + f6(αr)ζ¯3
2)
. (3.35)
In equation 3.34 and 3.35 the functions fi(αr) are obtained as:
fi(αr) =
∑3
n=0 φi,nα
n
r
1 +∑6n=4 φi,nαn−3r , (3.36)
and the φi,n coefficients are taken from [57].
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Chain term
The chain term is given by:
Achain
NkbT
= −(m− 1) ln yMie(σ) = −(m− 1) ln gMie(σ). (3.37)
The contact distance of the Mie monomers is taken to be σ in direct application of
Wertheim’s TPT1, as the monomer term was obtained using the Barker-Henderson per-
turbation expansion [58–60], in which the relevant size is σ. Using a different perturbation
theory could result in a different bond length being chosen, such as the distance of the
minimum of the Mie potential in the Weeks-Chandler-Andersen [63] theory. The RDF at
contact is obtained as a second order expansion:
gMie(σ) = gHSd (σ) exp
[
εg1(σ)
gHSd (σ)kBT
+ ε
2g2(σ)
gHSd (σ)(kBT )2
]
. (3.38)
The RDF of a fluid comprising hard-spheres of diameter d evaluated at σ is calculated
using the expression of Boubl´ık [64]:
gHSd (σ) = exp
[
k0 + k1x0 + k2x20 + k3x30
]
, with
k0 = − ln(1− ζ3) + 42ζ3 − 39ζ
2
3 + 9ζ33 − 2ζ43
6(1− ζ3)3 ,
k1 =
−12ζ3 + 6ζ23 + ζ43
2(1− ζ3)3 ,
k2 =
−3ζ23
8(1− ζ3)2 , and
k3 =
3ζ3 + 3ζ23 − ζ43
6(1− ζ3)3 . (3.39)
The first order perturbation term is given by
g1(σ) =
1
2piεd3
[
3∂a1
∂ρs
− CλAxλA0
as1(ρs, λA) +B(ρs, λA)
ρs
+ CλRxλR0
as1(ρs, λR) +B(ρs, λR)
ρs
]
, (3.40)
and the second order perturbation term by
g2(σ) =
1 + γc
2piε2d3
3∂
a2
1 + χ
∂ρs
− εKHSC2λRx2λR0
as1(ρs, λR) +B(ρs, λR)
ρs
+ εKHSC2(λR + λA)xλR+λA0
as1(ρs, λR + λA) +B(ρs, λR + λA)
ρs
− εKHSC2λAx2λA0
as1(ρs, λA) +B(ρs, λA)
ρs
]
, (3.41)
55
3.2. SAFT-VR
where
γc = ϕ0ζ¯3 [1− tanh(ϕ1ϕ2 − ϕ1αr)]
[
exp
(
ε
kBT
)
− 1
]
exp
[
ϕ3ζ¯3 + ϕ4ζ¯3
2]
, (3.42)
with the ϕi coefficients taken from [57].
Comparison
Comparing the SW and Mie versions of SAFT-VR it can be seen that the monomer terms
of both theories are obtained through a Barker-Henderson high-temperature perturbation
expansion with a hard-sphere reference. In SAFT-VR SW the expansion is carried out
only to second order, whereas in the Mie version a third-order expansion is used, with the
third-order term treated empirically. The chain term is expressed with an expansion in
exponential form to the second order for SAFT-VR Mie, where SAFT-VR SW has a linear
expansion to first order. The first two perturbation terms are obtained by decomposing
the Mie potential into different hard-core Sutherland potentials.
The values of the different monomer perturbation terms for different Mie potentials are
illustrated in figure 3.4; the third-order perturbation term is negligible in most of the
density space, except around the critical density of the Mie fluids.
(a) (b) (c)
Figure 3.4: First (a), second (b), and third (c) monomer perturbation terms for the 8-6,12-
6,14-6, 20-6 and 30-6 Mie potentials. The solid curves represent SAFT-VR Mie results. The
symbols represent values calculated using Monte Carlo simulations. Figure from Lafitte et al.
[57].
The importance of the different monomer perturbation terms is evident from figure 3.5,
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where the VLE of the Lennard-Jones fluid is represented with different truncations of
the monomer term. Including the third-order term improves greatly the near-critical
description of the LJ fluid.
(a) (b)
Figure 3.5: Vapour-Liquid equilibria of the Lennard-Jones fluid: (a) saturated density, (b)
vapour pressure. Comparison of the SAFT-VR Mie EOS with first-order (dotted curve) second-
order (dashed curve) and third-order (solid curve) expansion of the Helmholtz free energy, with
Monte Carlo simulation (circles) and the equation of Johnson et al. [65] (red dashed dotted
curve, which is indistinguishable from the solid curve. Figure from Lafitte et al. [57].
The RDF at contact for the LJ fluid is represented in figure 3.6. The corrected second-
order expansion gives a much better description of the simulation data than the zeroth-,
first-, and non-corrected second-order perturbation expansions. A better description of
the RDF at contact yields a more accurate chain term, resulting in a better description of
non-spherical molecules, especially important in the case of long chains.
3.3 SAFT for electrolytes
3.3.1 General methodology
Since SAFT, in contrast to many other EOS, is specifically designed to treat associating
fluids like water, there have been many attempts to represent electrolyte solutions using
SAFT-based methods. Though different authors, using different versions of the SAFT
theory, have extended the methodology to electrolytes, it is almost always within the
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(a) (b)
Figure 3.6: RDF of the monomer Lennard-Jones fluid at (a) fixed temperature T ∗ = 1, and
(b) fixed density ρ∗ = 0.15. The lines correspond to the calculation results using SAFT-VR
Mie with different truncations of the series: (red dotted curve) zeroth-order, (dashed curve)
first-order, (dashed dotted curve) second-order MCA; (solid curve) corrected second-order
expansion. Circles are the correlated simulation data of Johnson et al. [66]. Figure from
Lafitte et al. [57].
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same framework: to the traditional SAFT model, additional terms are added, based on
the classical electrolyte theory; mainly DH, in its original or extended form, or MSA are
incorporated.
The first attempts to use SAFT to describe electrolytes were published in 1999 by Liu et
al. [67] using the original SAFT with the Cotterman dispersion term [68], and by Galindo
et al. [44] using SAFT-VR. In the approach of Liu et al., all species are taken to have the
same dispersion interaction (LJ potential), and the ions interact with each other within
the MSA framework. In contrast to some other methods of SAFT for electrolytes, Liu et
al. take into account charge-dipole and dipole-dipole interactions explicitly.
That same year saw the publication of the first paper [44] presenting SAFT-VRE, which
is the basis of our current work on modelling electrolytes. In this case an electrostatic
contribution is added to the SAFT-VR EOS [18], and the approach is, to some extent,
simpler than that of Liu et al. [67], as will be seen in the description of SAFT-VRE in
the following section. Later works [45, 46] have involved the use of a non-restricted PM
instead of a restricted PM.
Apart from these approaches, other versions of SAFT have been extended to electrolytes,
following the same principle: the addition of a DH or MSA term to the existing SAFT
free energy. PC-SAFT has been modified to ePC-SAFT [69–71]; Radosz et al. modified
HR-SAFT and subsequent versions [72–78].
As with other methods, the major part of SAFT extensions to electrolyte solutions is
based on PMs, but NPMs have also been developed [43, 79]. Zhao et al. [43] extended
the SAFT-VR EOS to SAFT-VR+DE using a non-primitive MSA based on the SAFT-
VR+D EOS of Zhao et al. [35], whereas Herzog et al. [79] have used the semi-restricted
non-primitive MSA to extend PC-SAFT.
Non-primitive models have the great advantage over the corresponding primitive-models
of not requiring a dielectric constant, which in PMs is usually expressed using empirical
correlations; the NPMs require however the knowledge of the dipole moment of the sol-
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vent, which is not known with precision for all conditions. For example the bare dipole
moment of water, which is observed in a vapour phase is around 1.8 Debye, whereas the
dipole moment in the liquid phase is around 2.9 Debye [80]. Thus, a single value of the
dipole moment is not sufficient; a density dependence, and probably also a temperature
dependence, should be considered, leading to the same type of empirical expressions as
for the dielectric constant of the PMs.
For a more exhaustive description of the different adaptations of SAFT to electrolyte so-
lutions see, for example, [28–30].
3.3.2 SAFT-VRE
The SAFT-VRE [44–46, 81] EOS used in our current work is an extension of the SAFT-
VR EOS, to include a treatment for ions. Like the other SAFT extensions to incorporate
ions it consists of a classical SAFT EOS, with additional terms for the contributions due
to the presence of charges, giving:
Ares = Atot −Aideal = Amonomer +Achain +Aassociation +Aion +ABorn. (3.43)
Ionic term
As mentioned in chapter 2, two main approaches exist to treat the long-range electrostatic
forces in a primitive model: Debye-Hu¨ckel and the Mean-Spherical Approximation. A
comparison of the two approaches [82] has shown that both methods yield similar results
as long as the diameter of the ions is estimated and, as such, we choose to use the MSA
as this method has the more-solid theoretical foundation, relying on advanced statistical
mechanics. We reiterate here the expression for the Helmholtz energy, given previously in
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equation 2.55 where zi is the charge of ion i:
AMSA
kBT
= − V e
2
(4pi0)DkBT
[
piΩP 2n
2∆ + Γ
∑
ionsi
ρiz
2
i
1 + Γσi
]
+ V Γ
3
3pi , with
Pn =
1
Ω
∑
ionsi
ρiσizi
1 + Γσi
,
Ω = 1 + pi2∆
∑
ionsi
ρiσ
3
i
1 + Γσi
,
∆ = 1− pi6
∑
ionsi
ρiσ
3
i and
Γ2 = pie
2
(4pi0)DkBT
∑
ionsi
ρi
zi −
pi
2∆σ
2
i Pn
1 + Γσi

2
. (3.44)
SAFT-VRE, like most other EOS with an electrolyte-modelling ability, is formed by link-
ing two different parts together, which requires that both parts are devised in the same
framework, or, in the language of statistical mechanics, the same ensemble. The ionic
contribution (MSA or DH) is based on the McMillan-Mayer framework with variable T ,
V , Nions, and µsolvent; the experimental data for activity or osmotic coefficient are most
often measured within a Lewis-Randall framework, i.e., with T , P , Nions, and Nsolvent
as variables; the SAFT-VR EOS is a function of T , V , Nions, and Nsolvent. As different
frameworks are used, conversion factors between should be included [83–87]. However it
has been shown that the effect of such corrections on thermodynamic properties is small
[85, 86], and thus can be neglected, especially when using adjustable model parameters.
The variable dielectric constant
As mentioned in section 2.4.3, the dielectric constant (D) of a medium, also called the
relative permittivity, is defined as the ratio between the permittivity of that medium ()
and that of vacuum (0):
D = 
0
. (3.45)
The dielectric constant plays a major role in the thermodynamic treatment of electrolyte
solutions with primitive models, as it is the only difference between different solvents in-
corporated in the model. As the underlying electrolyte treatment included in SAFT-VRE
is a primitive model, we need to introduce the most-accurate dielectric-constant model
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possible. To that effect, the dielectric-constant model needs to mimic the behaviour of
the experimental values, i.e., it must be dependent on temperature, density and compo-
sition of the solvent, to enable the treatment of multi-solvent systems for a wide range of
conditions. Following [81], we use the form:
D = 1 + ρd, (3.46)
where ρ is the number density of the system and d is given by
d =
∑
i
∑
j
zi,zj=0
x′ix
′
jdij ; (3.47)
here x′i is the salt-free mole fraction of solvent i in the system given by
x′i =
ni∑
j,zj=0 nj
, (3.48)
where ni represents the number of moles of solvent i in the system. The summations in
the previous two equations are on solvent (non-charged) species only. dij is given by
dij =
di + dj
2 . (3.49)
di is the contribution to the dielectric constant from solvent i obtained using two component-
specific adjustable parameters:
di = di,V
(
di,T
T
− 1
)
. (3.50)
This method gives rise to a dielectric constant that is a function of the temperature,
density and composition of the solvent and, together with the values for the adjustable
parameters obtained in [81] and given for the solvents considered here in table 3.1, gives
a good description of the dielectric constant of mixtures.
Table 3.1: Parameters used in the dielectric-constant model, taken from [81]
Component diV (10−3 m3/mol) di,T (K)
Water 0.3777 1403
Methanol 0.5484 1011
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The importance of the Born contribution
The Born term that we derived in chapter 2 arises from the discharging of ions in vacuum,
and the recharging of the ions in the dielectric medium at infinite dilution of ions; indeed it
is sometimes called a solvation term. The need to include the Born term inside a primitive
model of electrolyte solutions is not universally accepted, as shown by the number of
publications that do not include such a term, e.g. [44–46, 69–71, 88]. For this reason we
choose to investigate the matter further, by examining a property that is not commonly
studied: the Gibbs energy of solvation. This is defined as [89]:
∆Gsion(T, P0) = RT lnφion(T, P0, nion → 0) +RT lnMWm0, (3.51)
where m0 is a molality of 1 mol.kg−1 and φion is the fugacity coefficient of the ion consid-
ered, taken in the infinite dilution limit. As a consequence ∆Gsion is indeed equivalent to
the chemical potential of the ion at infinite dilution.
We use two of the models for NaCl developed in [81] with the SW version of SAFT-VRE,
identical in terms of constraints, i.e. estimated using vapour pressures, densities and mean
ionic activity coefficient, except that one includes the Born term, and calculate the Gibbs
energy of solvation predictively. The dispersion scheme used takes into account dispersion
between water and the ions and between unlike ions, while like ions interact through a
hard sphere potential. In table 3.2 we present the parameters of the two models, and in
table 3.3 we present the % AAD for vapour pressure, density and mean activity coefficient,
as well as Gibbs energy of solvation obtained for both models.
Table 3.2: Parameters for the two models of NaCl
σ(Å) λ ε/kB (K)
Model Na+ Cl− H2O-Na H2O-Cl Na-Cl H2O-Na H2O-Cl Na-Cl
Without Born term 1.88 3.20 1.56 1.66 1.11 751 779 3873
With Born term 2.06 3.28 1.54 1.70 1.13 784 785 3392
The two models are very close in term of values of parameters, and also in terms of % AAD
for the three properties previously studied (vapour pressure, density and mean activity
coefficient). However, the presence of the Born term affects dramatically the Gibbs energy
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Table 3.3: Performance of the two models of NaCl in the calculation of vapour pressure,
density, MAC and solvation energy.
% AAD ∆GsNa+ (kJ/mol) ∆G
s
Cl− (kJ/mol)
Model Psat ρ γ± Exp [90] SAFT-VRE Exp [90] SAFT-VRE
Without Born term 1.89 1.25 4.66 −424 −6.8 −304 −48
With Born term 1.88 0.84 6.12 −424 −677 −304 −477
of solvation (∆Gs). The model including the Born term gives rise to a value which has
the correct order of magnitude, whereas the model that does not include the Born term
gives rise to a value of ∆Gs which is far too small in magnitude. For some other dispersion
schemes we can even find models that, while still giving a good description of the other
properties, have positive ∆Gs if no Born term is included, whereas, as can be seen in table
3.3, experimentally the values obtained are negative. The large influence of the Born term
on solvation phenomena is expected, as the term arises from the discharging of the ions
in vacuum, and the recharging of the ions in the dielectric medium at infinite dilution of
ions; indeed the Born term is sometimes called a solvation term.
We have just presented an empirical demonstration for the inclusion of the Born term in
SAFT-VRE, however a theoretical justification for its inclusion would be more satisfying.
In figure 3.7 we present a schematic representation of the different contributions to the free
energy of the SAFT-VRE EOS if the Born term is taken into account. In the following the
monomer term is split between its hard-sphere and dispersion parts, and the Born term is
split between its charging and discharging contributions, as can be seen in equation 3.52.
ASAFT−VRE = Aideal+AHS +Adisp︸             ︷︷             ︸
Amonomer
+Achain+Aassoc+Aion+Adischarging +Acharging︸                            ︷︷                            ︸
ABorn
(3.52)
From state (1), representing an ideal gas with non-interacting charges in vacuum, the
first step leads to hard spheres with non-interacting charges in vacuum, state (2); the free
energy contribution of this change is AHS. The second step is the discharging of the ions,
leading to (3), hard spheres in vacuum; the contribution is Adischarging. The next step is
the introduction of the continuous dielectric medium of dielectric constant D (represented
by the dotted background), leading to (4), hard spheres in the dielectric medium. This
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Figure 3.7: Schematic representation of the different contributions of the SAFT-VRE EOS
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step has no free-energy contribution as there are no charges or multipoles interacting with
the dielectric. Then, the ions are charged, leading to state (5), non-interacting charged
hard spheres in the dielectric, with a contribution Acharging. The steps from (2) to (5)
are exactly the Born cycle presented in figure 2.6. The following change is to take the
charge-charge Coulomb interactions into account (represented by the dashed line), leading
to (6), interacting charged hard-spheres in a dielectric medium, with a free-energy contri-
bution, Aion, treated by the MSA. The last three steps illustrate the remaining parts of
the standard SAFT-VR EOS, namely the dispersion interactions in (7), the formation of
chains in (8) and the association in (9), with free energy contributions Adisp, Achain and
Aassoc respectively.
If we compare figure 3.7 with figure 3.1, which represents the contributions in the non-
electrolyte case, the most salient point, beside the additional steps, is that the starting
point is different. In the SAFT-VRE case we start from an ideal gas with non-interacting
charges, whereas in the non-electrolyte case we start with the ideal gas. As we want to
be able to treat solvation properties, we need to have a reference state identical to the
standard state considered when tabulating the experimental data, which corresponds to
charged ions in an ideal gas state, i.e., exactly what we have in state (1) of figure 3.7. If we
were to use the ideal gas without charges, the only change would be that the discharging
contribution, Adischarging would not be required. This contribution is given by:
Adischarging = − e
2
4pi0
∑
i
Niz
2
i
σi
. (3.53)
From this expression, we can see that there is no temperature or density dependence and
thus no pressure contribution, and if we look at the chemical potential we obtain:
µdischargingi =
∂Adischarging
∂Ni
= − e
2
4pi0
z2i
σi
. (3.54)
This chemical potential contribution is zero for the non-ionic species, and is a constant for
the ionic species. This explains why this contribution is needed when one is interested in
solvation properties, as this is one of the only cases where the value of the chemical poten-
tial is used, rather than a difference of chemical potentials. This discharging contribution
has no effect on ionic activity coefficients, osmotic coefficient (as the solvent contribution
is zero), vapour pressure or density, i.e., all the properties usually studied for electrolyte
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solutions.
The charging contribution is much less controversial, as we need to introduce both the
charges and the dielectric medium in our model; moreover, as we cannot calculate the
contribution from introducing the dielectric medium with existing charges, we need to
introduce the dielectric within a neutral system and then charge the ions. This charging
contribution has an effect on the pressure and the chemical potential of all the species, as
it depends on temperature, composition and density through the dielectric constant.
In conclusion, the Born term is needed when studying solvation phenomena within a
primitive model and, although the discharging contribution does not impact any of the
other properties usually considered, it should be included for consistency.
3.4 Applications of SAFT to reservoir fluids
3.4.1 Applications of SAFT to reservoir fluids: oil / gas
Most of the widely used versions of SAFT have been applied to systems involving at least
some of the components of oil and gas: mainly the alkanes, but often aromatics and other
oil components, for which good agreement is generally found; works carried out on a com-
plete multicomponent oil or gas are comparatively scarce. The more-advanced studies
with SAFT in modelling a realistic reservoir oil or gas are those of Huang and Radosz
[91, 92], Buenrostro et al. [53], Chapman et al. [93–97], Artola et al. [52], Afradique et
al. [98], Sun et al. [55], Pedersen et al. [99], Wu et al. [100, 101]. Most of these models
provide a good description of the properties studied, which is not surprising as most SAFT
versions have been shown to treat alkanes and other hydrocarbons very well. Whether
they focus on asphaltene precipitation or the phase behaviour of crude oil, these models
integrate pseudo-components for the heavy fraction, and it is not clear how transferable
these models are, as the parametrisation of pseudo-components within a SAFT method-
ology has so far been case specific. Applying any of these methods to a different system
will probably yield good results, although the lumping scheme might need to be refined
to suit the particular system. In this work, we do not focus on the heavy fractions and,
consequently, lumping strategies have not been incorporated.
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The works of de Hemptinne et al. [102] and Alfradique and Castier [98] should be high-
lighted as these use different versions of SAFT and CPA, applied to systems relevant in
the oil industry to demonstrate the viability of using such tools in this context. The work
of Alfradique and Castier consists of predictions of the bubble and dew curves for 19 syn-
thetic natural gases using Peng-Robinson and PC-SAFT. They found that in most cases
PC-SAFT performed at least as well as PR, and because of the added capability of PC-
SAFT to treat polar compounds, the approach was better suited to applications containing
such fluids. De Hemptinne et al. [102] have studied different types of systems, methanol
+ alkane and water + alkane, with SRK and CPA, where they found that CPA preformed
better; heavy hydrocarbons using three versions of SAFT (original SAFT, SAFT-VR and
PC-SAFT), where the three SAFT EOS provide at least a similar representation of the
fluids (better in the case of SAFT-VR) compared to the group-contribution lattice-theory
model of Mattedi et al. [103].
3.4.2 Applications of SAFT to water+CO2 and brines+CO2
As SAFT is an EOS developed to treat associating fluids like water, it is not surprising that
many works have been carried out with the different SAFT versions for water + CO2 sys-
tems. For example Miguez et al. [104] and dos Ramos et al. [105] modelled the water+CO2
system using SAFT-VR SW, and Nin˜o-Ame´zquita et al. [106] have used Polar PC-SAFT
to treat the water+CO2 system, while Forte et al. [39, 107] have used SAFT-VR SW to
model the three-phase region of alkane-water-CO2 systems. Islam and Carlson [108] used
SAFT with the Cotterman dispersion term [68] to model the water+CO2 system. They
introduced temperature- and pressure-dependent chain lengths and dispersion energies,
resulting in m of more than 14 for carbon dioxide, which is unrealistic, and m of less than
0.2 for water, which is meaningless, SAFT being based on an spherical monomer reference.
The parameter-estimation method consists of estimating 16 pure-component parameters
and one binary-interaction parameter simultaneously using pure-component densities and
binary VLE and LLE data. The results obtained show unrealistic features in the mixture
phase behaviour, due to the pressure dependence of the parameters; this illustrates the
limits of correlating experimental data using unphysical and unrealistic model parame-
ters. Sun and Dubessy have applied SAFT-LJ to water+CO2 [109] and brine+CO2 [110],
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while Ji et al. have applied SAFT1[75] and SAFT2 [111] to water+CO2 and brine+CO2,
and Rosmuz et al. [112] have modelled brine + CO2 and brine + methane systems using
ePPC–SAFT.
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With four parameters I can fit an ele-
phant, and with five I can make him
wiggle his trunk.
—attributed to J. von Neumann —
Chapter 4
SAFT-VR Mie modelling for
nonpolar systems
4.1 Introduction
We assess the validity and accuracy of the SAFT-VR Mie EOS to model complex fluid
mixtures. In order to examine the different contributions of the free energy equation used
in SAFT, we consider first fluids where the monomer and chain terms dominate the phase
behaviour. We examine their adequacy by looking at non- and weakly-polar, spherical
and non-spherical molecules. In particular we will study carbon dioxide, the n-alkanes
and other simple molecules, as pure components as well as mixtures.
One cannot fairly asses the performance of the theory in describing the properties of a fluid
if one chooses an inappropriate model, so it is important to understand how the choice
of model is made. Therefore we will investigate the parameter-estimation procedure, and
the influence that different estimation conditions have on the resulting model parameters
and overall description of the properties of the fluids before.
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4.2 Parameter estimation: obtaining the models
As with any EOS, to represent a particular fluid using SAFT-VR Mie one requires model
parameters, which specify how the molecule is represented. As we have seen in chapter 3,
SAFT-VR Mie treats molecules as chains of spherical segments interacting through Mie
pair potentials, and the parameters, in the case of non-associating fluids are: m, the num-
ber of segments in a molecule, σ , the diameter of each segment, λR and λA, the repulsive
and attractive exponents of the Mie potential characteristic of the segment-segment in-
teraction, and ε, the depth of this potential. In the case of associating species additional
parameters are required, as will be seen in chapter 5.
4.2.1 Does a unique optimal model exist?
As we want to have the ability to treat complex mixtures, we need good quality models
for the pure components. We develop these models using a mathematical optimisation
method, as employing trial-and-error would be too time-consuming and would tend to
result in models of uncertain final quality. The compound-specific model parameters
are estimated using pure-component properties, by minimising the difference between
calculated and experimental properties, here using a Levenberg-Marquardt (least-squares)
algorithm [1, 2], which is a local, gradient-based minimisation tool. We choose to minimise
an objective function of the following form:
Fobj =
∑
X
 ωX
NX
NX∑
k=1
[
Xexpk −Xcalck
Xexpk
]2 , (4.1)
where NX is the number of datapoints for property X, ωX the weight of property X and
k a datapoint; the superscripts exp and calc indicate respectively the experimental and
calculated values . The quality of a model can be assessed by calculating the percentage
absolute average deviation (% AAD) for a property, calculated as:
%AAD(X) = 100
NX
NX∑
k=1
∣∣∣∣∣X
exp
k −Xcalck
Xexpk
∣∣∣∣∣ . (4.2)
Substantial effort in the study of optimisation techniques is placed in finding the global
optimum of a problem. However, in the case of parameters for use in an EOS, the mathe-
matical optimum may not correspond to the most physical model [3]: different applications
77
4.2. PARAMETER ESTIMATION: OBTAINING THE MODELS
will require different models. For example, if one is interested in the near-critical behaviour
of a fluid, a model providing a significant overshoot of the critical point is not suitable, and
similarly if one is interested in the heat capacity of a mixture, the pure-component models
need to provide a good description of the heat-capacities of the pure fluids. Accordingly,
one has to develop models using an objective function based on the same properties and
weights for all the components of the system, in order to obtain a coherent description of
the properties of the fluids.
The objective function may include any range of properties. Whereas parameter esti-
mation using the previously developed SAFT-VR SW EOS was mostly restricted to the
description of the vapour pressure and saturated-liquid density, the ability of SAFT-VR
Mie to give a quantitative agreement for second derivative properties like speed of sound
and heat capacity [4–7] increases the number of possible properties to include in the objec-
tive function. In addition to the inclusion of different properties in the objective function,
variations of the respective weights of the properties will result in different “optimal” es-
timated models, as will the specific choice for the range of experimental data.
An optimal model can be found for each set of constraints, but its value is diminished
beyond that set of conditions, though it is important to keep in mind that the use of
a molecular-based theory such as SAFT-VR Mie improves predictive power enormously
outside the range of conditions over which the optimisation was made, or for properties
not considered in the optimisation, as compared, for example, with cubic EOS. A unique
model for all applications is the aim, but as it is difficult to attain we have to focus our
efforts on understanding the parameter space to be able to develop models which suit
our needs and, ideally, be as close as possible to an “all-rounder” that gives a reasonable
description of a broad selection of properties.
4.2.2 Investigating the parameter space
For a non-associating molecule a SAFT-VR Mie model consists of five parameters: the
number of spherical segments constituting a chain, m, and the four parameters charac-
teristic of the Mie intermolecular potential, σ, ε, λR, and λA. For some species certain
parameters can be fixed in advance, or at least the range of possible values can be re-
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stricted, by some simple physical considerations, either on individual components or by
comparison with related molecules. For example a noble gas like argon will be represented
as a single sphere, i.e. m = 1, while n-butane will probably be longer (i.e., be described
with a bigger value of m) than i-butane and xenon will have a larger diameter than ar-
gon and krypton. Such simplifications cannot be applied in the general case, resulting in
a complex optimisation problem, with the complexity increased by the different choices
possible for the objective function. We need to investigate the full parameter space and
study how different choices of objective function and constraints on the parameters to
be estimated affect the models we obtain, especially since we have more parameters in
SAFT-VR Mie than in the previously used SAFT-VR SW due to the presence of the two
exponents.
The main issues concerning the parameter-estimation procedure are:
• Does the presence of the two exponents, and therefore of more parameters than, e.g.,
in SAFT-VR SW lead to more parameter degeneracy?
• Does the objective function possess a single minimum or are there multiple local
minima?
• How does the inclusion of different properties and different weights affect the shape
of the objective function?
• How does fixing some parameters to predetermined values affect the overall shape
of the objective function?
In order to investigate the parameter space we extend the method used in Clark et al.
[3], which was subsequently used by dos Ramos et al. [8] to investigate the effect of
fixing some parameters on the models obtained; both these works were carried out with
the SAFT-VR SW EOS. This method consists of performing multiple optimisations of
the same problem, i.e., estimation of models for the same fluid with the same objective
function, using different fixed values for two of the parameters. In the plane formed
by these two parameters this gives a set of points (one for each combination of the two
fixed parameters) for which the remaining parameters are obtained from the parameter-
estimation procedure along with the resulting values of the objective function and the
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% AAD. Two parameters are fixed at each point so that different data (such as the values
of the objective function) can be easily represented using contour plots. In Clark et al. [3]
the study focused in the development of a model for water, the depth of the SW, ε, and that
of the association interaction, EHB (see chapter 3) were chosen; the choice of parameters
to fix was quite restricted as the study was performed on models of water, an associating
fluid, for which one of the most useful characteristics is the ratio between the dispersive
and associating contributions. In dos Ramos et al. [8] a range of fluids is considered,
two pairs of parameters were considered, (m,λ) and (σ, λ), i.e. always a geometric and
an energetic parameter. The main result of the study of the parameter space in Clark et
al. [3] was to find that an almost identical representation of the properties of water could
be obtained with a number of different models, with dispersive energies covering a large
interval as the degeneracy of parameters is quite high, leading to a difficult identification
of the optimal mode. This result was confirmed by dos Ramos et al. [8] who also showed
that fixing one parameter (in this case m) to a specific value simplified the surface and
yielded a more clearly identifiable optimal model.
4.2.3 Case study: parameter space of methane models
As we want to investigate the objective function, we need to choose a real fluid with which
to carry out all the estimations. We want to use in this study a molecule for which SAFT-
VR Mie is expected to give a very good description of many properties, a fluid for which
we can easily judge of the physical meaning (or lack thereof) of the estimated parameters,
and for which reliable experimental data are available. Methane is chosen as it fits the
description: Lafitte et al. [7] obtained a very good model of methane using SAFT-VR
Mie, providing a good description of VLE and single-phase properties, and physically sen-
sible values for some of the parameters are easily obtained. The methane molecule can
be reasonably assumed to be spherical, hence a value of m = 1 is expected. Moreover
methane possesses no dipole nor quadrupole moment, and thus the higher-order multi-
pole is an octupole. The angle-dependent potential of the octupole-octupole interaction
varies as 1/r7 [9] yielding an angle-averaged potential varying as 1/r10; as we have seen
in chapter 2, the higher-order multipoles interactions are of increasingly short range and
small magnitude compared with the London dispersion interaction. As such, the octupole
moment of methane seems to be negligible at first glance, and thus the attractive exponent
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λA can be expected to be six, corresponding to the London dispersion value. We now have
a good idea of what value these two parameters should take, though in the next section
we will not necessarily fix them, to see whether or not the estimation procedure returns
these values.
Different sets of estimations were performed with different constraints, varying the prop-
erties included in the objective function and their respective weights, and holding some
parameters constant. In the following section all the estimations performed and all the
figures presented are obtained using methane as the fluid of interest, while the values of
the objective function and % AAD are calculated with the data from NIST [10] (21 points
for each of the VLE properties and 30 points for each of the single-phase properties).
For the VLE properties the choice of the number of datapoints has little impact on the
resulting models, as long as the data are evenly distributed (at least approximately). One
includes datapoints that lie in the range of temperature up to 95 % of the critical tem-
perature, so that the expected inaccuracy of the critical region does not affect the results;
this is important as we will judge the models based only on their subcritical behaviour.
For single-phase properties the temperature and pressure ranges considered play a role
in the performance of the models, and selecting an optimal dataset for these properties
is difficult; consequently, the data chosen are in the compressed liquid range, as this is
where the second-derivative properties tend to be harder to predict. In some of the figures
displayed within this section the % AAD can be of the same order of magnitude as the
uncertainty in the data, meaning that differences in performance for models in that region
are not very significant.
The first task at hand is to select the two parameters that we will use as a basis for the
method, i.e. choose the plane onto which to project the parameter space. To that effect we
performed the estimation of models for methane using the same objective function for the
ten different planes formed by pairs selected from the five parameters: (ε, λR), (λA, λR),
(m,λA), (m,λR), (σ, λA), (σ, λR), (ε, λA), (ε,m), (ε, σ) and (m,σ). Some results are shown
in figure 4.1, in which the value of the objective function comprising vapour pressures and
saturated-liquid densities with equal weights of 1.0 is illustrated. This choice of weights
has been found to provide the best balance between the accuracy of representation of both
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properties; it will be used in the remainder of this discussion as a base case.
The qualitative behaviour is the same regardless of the parameter combination, with the
presence of two distinct minima in the objective function. The bounds on the grids cor-
respond to a first estimate of physically reasonable values for the different parameters.
As the minimum of these grids is always near the edge of the region studied, it is fair to
assume that the global minimum of the mathematical problem may not be included in
that region, but would instead be obtained for atypical values of the parameters, with a
value for λA slightly lower than the expected six (and a higher than expected value for
λR to compensate). As we obtain the same answer for the different planes, the results are
independent of the plane chosen, hence we can focus only on one plane, as repeating all
calculations for all the planes is time consuming and would yield the same conclusions for
each plane.
In our case we choose to focus on the (λA, λR) plane, as it seems more interesting than
the others for different reasons. Firstly, the estimation procedure tends to work better in
this case; we encounter a far smaller number of initial conditions leading to an error in the
procedure than with the other planes. Secondly, the minima present in figure 4.1(b) are
wider than for some other planes, meaning that when incorporating additional constraints
to the estimation procedure, which is likely to reduce the area of these minima, we still
will have a good resolution of the objective function without increasing the number of
estimations to perform. Finally, we want to understand more the Mie potential, and thus
we want to investigate how these two exponents behave, specifically how they relate to
each other.
Besides the value of the objective function, more information is obtained from this proce-
dure. For example the values of the estimated parameters are available, as illustrated in
figure 4.2. It can be seen that the surfaces of the parameter spaces are smooth, continuous
functions. As is clear from figure 4.2(c), the number of segments m was not fixed and was
left free, leading to a region where it takes values of less than one; this is unphysical as
SAFT-VR Mie is based on a spherical monomer reference, fixing the lower bound of m to
one.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.1: Values of the objective function in different planes: (a) (ε, λR) plane, (b) (λA, λR)
plane, (c) (m,λA) plane, (d) (m,λR) plane, (e) (σ, λA) plane, (f) (σ, λR) plane; blue areas
correspond to lower values (the colour scale indicated in (b) is identical for all the cases). The
two distinct minima are present no matter the plane considered, giving the same models; hence
the results are essentially independent of the method chosen to study the parameter space.In
the parameter estimation, the properties used in the objective function (see equation 4.1) are
vapour pressures and saturated-liquid densities with equal weights ω = 1.0.
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(a) (b)
(c)
Figure 4.2: Values of the estimated parameters, indicated by the colour coding, for methane:
(a) σ in Å, (b) ε/kB in K, (c) m; blue areas correspond to lower values. In the parameter
estimation, the properties used in the objective function (see equation 4.1) are vapour pressures
and saturated-liquid densities with equal weights ω = 1.0.
Although values of m > 1 are theoretically valid, due to the spherical symmetry of the
methane molecule such models are themselves unsatisfactory. With this in mind, it is
useful to make a comparison of models obtained with m free with those obtained with m
fixed to one. Such a comparison is provided in figure 4.3. From this figure it is evident
that the shape of the objective function is significantly altered by fixing m, and that the
resulting models of good quality are restricted to a narrower portion of space, as shown
and discussed in Dos Ramos et al. [8]. Qualitatively similar results are obtained by fixing
the attractive exponent, λA to six; obviously a different projection of the parameter space
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needs to be employed in this case.
(a) (b)
Figure 4.3: Values of the objective function for methane. In the parameter estimation, the
properties used in the objective function (see equation 4.1) are vapour pressures, saturated-
liquid densities, speeds of sound and single-phase liquid densities with a weight of ω = 0.25
for the speed of sound and of ω = 1.0 for the other properties: (a) m is estimated freely, (b)
m is fixed at one; blue areas correspond to lower values.
From figure 4.2 mathematical trends in the values of the parameters are clearly distin-
guished, but the physical meaning of these is not as evident. To understand better the
physicality of the models, we use a more coarse-grained representation of the models like
that underlying the van der Waals EOS, i.e. molecules represented as having a size and
an integrated attractive energy.
In SAFT the molecules are represented as chains of freely rotating spheres and, as such, a
good representation of the size of a molecule is obtained by calculating V = mσ3, which is
an approximate measure of the volume of the molecule. The integrated attractive energy
α is defined using equation 3.24, which is restated here for convenience:
α =
∫ ∞
σ
u(r)r2dr = σ3ε λR(λR − 3) (λA − 3)
(
λR
λA
) λA
λR − λA . (4.3)
This is extended for a chain of m segments as
Eint = m2α = m2σ3ε
λR
(λR − 3) (λA − 3)
(
λR
λA
) λA
λR − λA . (4.4)
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The values obtained are illustrated in figure 4.4, where it can be seen that V is quite
constant, varying by less than 10%, underlining the fact that no matter which Mie potential
is used, the volume of the model methane molecule enabling a good description of the
properties has to be within a narrow range. Eint varies over a wider range (100%), mainly
because the reduced integrated energy per segment, αr defined as:
αr =
α
εσ3
= λR(λR − 3) (λA − 3)
(
λR
λA
) λA
λR − λA , (4.5)
varies almost threefold in this region. The importance of this αr can be seen in figure 4.5,
where the % AAD for the isobaric heat capacity is plotted along with the contours of αr;
the models providing a good representation of the heat capacity have similar values of αr.
(a) (b)
Figure 4.4: Values of combinations of the estimated parameters for methane: (a) V, (b) α;
blue areas correspond to lower values (see the text for details). In the parameter estimation,
the properties used in the objective function (see equation 4.1) are vapour pressures and
saturated-liquid densities with equal weights ω = 1.0.
To be considered for inclusion in the objective function a property needs to be described
well by the EOS, otherwise the resulting models do not hold much value. Since SAFT-
VR Mie is an EOS that can describe a very broad range of properties, including vapour
pressure, saturated density, single-phase density, isobaric heat capacity, Joule-Thomson
coefficient, and others, there is the possibility of adding more properties to the objective
function. An important question is whether or not including more properties will change
the resulting models, as if the overall picture stays the same there would be no value in
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Figure 4.5: % AAD between SAFT-VR Mie calculations and experimental data [10] for
methane heat capacities (colour scale; blue areas correspond to lower values) and values of
αr (dashed white curves). In the parameter estimation, the properties used in the objective
function (see equation 4.1) are vapour pressures and saturated-liquid densities with equal
weights ω = 1.0.
adding more data. In figure 4.6 we illustrate how additional properties and changes in the
weight of these properties affect the objective function. Including more properties in the
objective function does have an effect on the estimated models, going from a two-minima
surface in figures 4.6(a) and 4.6(b) to a single-minimum surface in figure 4.6(c).
The changes in the parameter space induced by the inclusion of different properties can be
understood by looking at the % AAD surfaces for these properties, as shown in figure 4.7.
The % AAD surfaces for saturated-liquid densities and for single-phase liquid densities in
figures 4.7(a) and 4.7(b) are very similar, which is logical considering that these are very
closely related properties. The flagrant dissimilarity between the surfaces for the vapour
pressures and the saturated-liquid densities can be explained, as a good description of the
saturated-liquid densities require a smaller overshoot of the critical temperature to min-
imise the difference in steepness between the theoretical and experimental T − ρ curves,
and as SAFT cannot provide simultaneously a good description of both subcritical and
critical regions, one of the properties estimated has to “compensate”, leading to a poorer
description of the vapour pressures in regions where the saturated-liquid densities are well
described – and vice versa.
Changing the properties included and their respective weights in the objective function
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(a) (b)
(c)
Figure 4.6: Values of the objective function for methane for different cases: (a) in the pa-
rameter estimation, the properties used in the objective function (see equation 4.1) are vapour
pressures, saturated-liquid densities and speeds of sound with a weight ω = 0.25 for the speed
of sound and of ω = 1.0 for the other properties; (b) in the parameter estimation, the prop-
erties used in the objective function (see equation 4.1) are vapour pressures, saturated-liquid
densities and single-phase liquid densities with equal weights ω = 1.0; (c) in the parameter es-
timation, the properties used in the objective function (see equation 4.1) are vapour pressures,
saturated-liquid densities single-phase liquid densities, speeds of sound and heat capacities
with weights of ω = 10.0 for the vapour pressure, ω = 0.25 for the speed of sound, ω = 0.5 for
the heat capacity and ω = 1.0 for the other properties.
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modifies the results of the parameter estimation procedure and, in fact, one can make
almost any model the optimal one by using a specific set of properties and weights. As
such, it is important to note that a model obtained through a parameter estimation is the
mathematical solution of a particular set of constraints and should not be considered as
the most appropriate for all applications.
The results shown in the previous figures are obtained using subcritical experimental
data. The quality of the description of the critical region is shown in figure 4.8, where the
differences between the experimental and calculated critical temperature (Tc), pressure
(Pc) and density (ρc) are displayed:
∆Tc = T calculatedc − T experimentalc ;
∆Pc = P calculatedc − P experimentalc ;
∆ρc = ρcalculatedc − ρexperimentalc . (4.6)
Although the description of the critical region is not found to be perfect, as is expected
since the SAFT-VR Mie EOS does not include a term to account for the critical density
fluctuations, the inaccuracies are not as large as those found using the previous SAFT-VR
SW EOS [11]. The inability of SAFT-VR Mie to provide a simultaneous description of
both the critical and sub-critical regions can be judged by comparing figure 4.7(d), in
which the % AAD in vapour pressure are shown, with figures 4.8(a) and 4.8(b), in which
the difference in critical pressure and temperature are indicated; the best description of
the critical point corresponds to the worst description of the vapour pressures. Of inter-
est are the similarities between the quality of the description of the vapour pressure and
that of the critical density in figures 4.7(d) and 4.8(c), suggesting a possible link between
the two properties, and underlining the importance of an accurate critical density, which,
based on preliminary work seems to also affect the quality of mixtures calculations.
At this point, it is helpful to collect together the insights gained in the foregoing discussion.
In this section we presented some of the results obtained in a study of the parameter space
and the objective function. We have gathered some valuable results , the most important
of which are:
• SAFT-VR Mie can give an excellent overall description of many thermodynamic
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(a) (b)
(c) (d)
(e)
Figure 4.7: % AAD between SAFT-VR Mie calculations and experimental data [10] for
different properties of methane: (a) single-phase liquid density, (b) saturated-liquid density,
(c) speed of sound, (d) vapour pressure, (e) heat capacity. The best description for each
property (corresponding to dark-blue areas) is obtained for different parameter combinations.
In the parameter estimation, the properties used in the objective function (see equation 4.1)
are vapour pressures and saturated-liquid densities with equal weights (ω = 1.0).
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(a) (b)
(c)
Figure 4.8: Difference between the calculated and experimental [10] critical properties of
methane: (a) ∆Tc in K; (b) ∆Pc in MPa; (c) ∆ρc in kg/m3; positive values correspond to an
over-prediction of the experimental data. In the parameter estimation, the properties used in
the objective function (see equation 4.1) are vapour pressures and saturated-liquid densities
with equal weights (ω = 1.0).
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properties of methane.
• The presence of the two exponents increases the complexity of the optimisation as
there are more parameters to estimate, and it does lead to additional parameter
degeneracy compared to SAFT-VR SW (see [8]); an appropriate description of the
Mie potential is obtained by not considering the individual exponents but the reduced
integrated attractive energy αr as seen in figure 4.5.
• The objective function surface is very sensitive to all the constraints like the prop-
erties included, the weight of these properties or whether any parameters are fixed.
As a result the objective function surface can be very simple with a single minimum
or very complex with multiple local minima.
• Good descriptions of different properties require different models.
As we have seen, any modification to the constraints imposed while obtaining a model
changes the values of the parameters, i.e., leads to a different model. We cannot pinpoint
a specific set of constraints that will result in higher-quality models for every application
or compound and, in the rest of this chapter we will focus on obtaining models which
are able to give a good description of the vapour-liquid equilibrium of the fluids, i.e., we
will select the models we use based on their ability to represent the vapour pressures and
saturated-liquid densities of the pure fluid. Good quality vapour pressures are extremely
important in multi-component mixture phase behaviour as the phase envelope of the mix-
ture tends towards the vapour pressure in the pure-component limit; any inaccuracy in
the vapour pressure will result either in a poor description of the mixture phase behaviour
or to unrealistic mixture parameters to compensate for bad pure-component models.
4.3 Pure-component modelling
Now that we have a better understanding of the parameter space, we can start studying
the fluids of interest to this work, beginning with carbon dioxide and hydrocarbons. In this
section we will present results for these fluids, as well as a number of other common fluids,
to assess the ability of the SAFT-VR Mie EOS to model a wide range of fluids. Although
models of CO2, n-alkanes and other fluids of interest to this work have been developed in
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[7, 12–14], we develop here new models for some of these (and some additional) compounds,
so that we obtain a mutually consistent set of models.
4.3.1 Different models: advantage of Mie vs LJ
The specificity of the Mie intermolecular potential compared to hard-core potentials, like
the Yukawa, Sutherland or square-well, is the presence of a soft-repulsion. This is char-
acterised by the repulsive exponent which, combined with the attractive exponent, deter-
mines the shape of the potential. As we have two parameters that have comparable effects
on the potential (c.f. figure 2.3 in chapter 2), we want to understand the interrelationship
between them.
Conformality and the Mie fluids
Mie fluids with different values of one or both of the exponents λR and λA are generally
non-conformal, like square-well fluids of different ranges. However, in particular cases,
Mie fluids may be conformal; different combinations of the two exponents can lead to
the same αr the reduced integrated energy defined in equation 4.5, and such fluids are
conformal. For example the Mie 12-6 (Lennard-Jones) and the Mie 9.159-7 fluids both
have αr = 0.888, and exhibit very similar vapour-liquid equilibrium, as demonstrated by
the close coincidence of the saturated densities in figure 4.9.
This confirms the results of the previous section suggesting that one can reproduce the
behaviour of a general λR–λA Mie fluid using a Mie fluid of the same αr with one of the
exponents fixed to any value. We hence choose to focus on a particular type of Mie fluid,
the Mie-6 family of fluids, characterised by a fixed value of the attractive exponent λA = 6.
This value is chosen to match the value of the London dispersion interaction [16], and is
one of the few values of one the exponents that can be reasonably taken as physically
relevant for most fluids. Fixing the value of one of the exponents simplifies the estimation
procedure, as shown in section 4.2 and also enables a more direct comparison between sets
of parameters, as only one variable exponent remains.
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Figure 4.9: Saturated densities for the Mie 12-6 (Lennard-Jones, in blue) and the Mie 9.159-
7 (in red) monomeric fluids; symbols represent simulation results [15]. The intermolecular
potentials are represented in the insert.
Different potentials for the same compound
We want to investigate the advantages of using different Mie potentials over the more-
widely used Lennard-Jones (Mie 12-6), and also the difference between using Mie-6 po-
tentials and more-general Mie potentials with no fixed values for the attractive exponent.
To that effect we develop models for various fluids using the different constraints on the
values of the exponents. Here we focus on carbon dioxide, an important fluid with respect
to the practical aspect of this work relating to carbon dioxide sequestration. The three
models presented in table 4.1 have been obtained using the same objective function (com-
prising both vapour pressures and saturated-liquid densities), with the same fixed number
of spheres, m taken from the results of Sheldon et al. [17] who used quantum mechanics
to estimate size parameters for use in SAFT-VR.
As is illustrated in figure 4.10 and from the % AAD in table 4.1, the model featuring
a Lennard-Jones potential does not perform as well as the model with a fixed attractive
exponent of 6, which is not as good as the model for which both exponents were estimated.
This result could be predicted on the simple basis of the number of adjustable parameters,
with the model having the most adjustable parameters performing better. As we need to
choose one of these models when performing further calculations, we try to assess their
respective strengths. The LJ model is based on a potential for which SAFT-VR Mie is
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Table 4.1: Model parameters and deviations from experimental data [10] for carbon dioxide
with three different potentials.
m σ(Å) λR λA ε/kB(K) % AAD Psat % AAD ρsat
LJ 1.6936 3.0189 12.0 6.0 190.60 2.67 0.92
Mie-6 1.6936 3.0465 18.07 6.0 235.73 0.12 0.30
Mie free λA 1.6936 3.0490 24.58 5.17 211.32 0.03 0.06
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Figure 4.10: Performance of the different SAFT-VR Mie models for carbon dioxide: (a)
vapour pressure, (b) saturated densities, (c) enthalpies of vaporisation. Symbols represent
NIST data [10] and curves represent SAFT-VR Mie calculations.
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not needed, as previous versions of SAFT treat LJ potentials (see chapter 3), hence we
do not exploit the power of our EOS; the results are not as good as we would like. This
model has more value as a test of how much can be gained from releasing the repulsive
exponent, which yields the Mie-6 model, which performs better. It is worth mentioning
that the % AAD for the Mie-6, and especially Mie free λA models are close and maybe
even lower than the accuracy of the data used, which is often of the order of 0.1 % for
vapour pressures and 0.5 % for densities [18].
The Mie free λA model provides an excellent description of the VLE of carbon dioxide, but
the physical meaning of the exponents is somewhat murky: the two leading contributions
to the attractive intermolecular interactions of CO2 are the London dispersion (in 1/r6)
and the quadrupole-quadrupole interaction (in 1/r8), hence an attractive exponent lower
than 6 is hard to understand. Overall the Mie-6 model offers a good compromise between
the quality of the representation of the properties, the number of adjustable parameters
and the physical meaning of these parameters.
4.3.2 Variety of compounds
To assess the overall performance of the SAFT-VR Mie EOS, we develop models for a
wide range of compounds, using the three different constraints on the potential outlined
previously (one set of models with the exponents of the Mie potential fixed to the LJ
values of 12 and 6, one set of models with a fixed attractive exponent of 6 and a variable
repulsive exponent, one set of models with both exponents free, all based on the same
objective function comprising vapour pressures and saturated-liquid densities with equal
weights) . The models can be found in the appendix in tables A.1 to A.9, along with
% AAD for different properties. For sure some of the compounds treated, like NF3, are
probably not present in appreciable quantities in reservoir fluids, and they were included
in this study to provide a wider database to test SAFT-VR Mie. The description of the
experimental data is found to be very good, and this is illustrated by the VLE (saturated
densities, vapour pressures and enthalpies of vaporisation) for the n-alkanes in figure 4.11
and for different fluids in figure 4.12 using the Mie-6 models. The versatility of the Mie
potential is evident from the diversity of molecules that are very well described, and the
relation between the repulsive exponent λR and the molecule is clear when considering
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the Mie-6 models for which it varies from less than 9 for O2 to 50 for SF6, while the noble
gases use almost exactly the 12-6 LJ. One of the common features of the models is a small
overestimate of the critical point compared to other SAFT EOS, which enables a much
better description of the saturated densities.
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Figure 4.11: Performance of SAFT-VR Mie for the n-alkanes: (a) vapour pressure, (b)
saturated densities, (c) enthalpies of vaporisation. Symbols represent NIST data [10] and
curves represent SAFT-VR Mie calculations.
4.3.3 Different properties with one model
As illustrated in previous work [4, 5, 7, 12], SAFT-VR Mie has the ability to provide simul-
taneously an accurate description of the vapour-liquid equilibrium and second-derivative
properties (like speed of sound or heat capacity) of the fluids of interest. This ability is
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Figure 4.12: Performance of SAFT-VR Mie for various compounds: (a) vapour pressures,
(b) saturated densities, (c) enthalpies of vaporisation. Symbols represent NIST data [10] and
curves represent SAFT-VR Mie calculations.
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very useful as it widens the cases of applicability of the EOS, and it suggests that the the-
ory and the resulting models are physically sound. The models we have obtained provide
overall a good description of the single phase densities and second-derivative properties
of many different fluids, as can be seen in tables A.1 to A.9. In the following figures
we present the comparison between experimental data and SAFT-VR Mie results using
Mie-6 potentials for four properties (single-phase densities, isobaric heat-capacities, Joule-
Thomson coefficient and speed of sound) of carbon dioxide in figure 4.13, xenon in figure
4.14 and isobutane in figure 4.15. The VLE of carbon dioxide and xenon has been pre-
sented previously (in figures 4.10 and 4.12) and that of isopentane is presented in figure
4.16. As can be seen from these figures, the SAFT-VR Mie models that we have devel-
oped by adjustment to vapour pressures and saturated-liquid densities give an accurate
description of many properties simultaneously.
4.3.4 Homologous series: trends
As has been shown before (see for example [11] and [19]) the parameters (or combinations
thereof) used in different SAFT versions for homologous series show clear trends. In our
case we focus on the n-alkanes using the three families of models presented in tables A.1 to
A.3, and the n-alkyl-benzenes; models for benzene and toluene are presented in table A.5
and are restated along with the models for the other alkyl-benzenes in table 4.2. Each of
the models is obtained independently from the others, and hence the individual parameters
do not follow clear relationships, but the fundamental physics that allow these models to
perform so well reappear when considering the correct combinations of parameters. The
first important combination of parameters is the overall molecular volume, V = mσ3,
which is found to be linear with the number of carbons for the three families of models
for the n-alkanes, as seen in figure 4.17(a), and for the n-alkyl-benzenes, as seen in figure
4.17(c). This volume takes into account the very strong relationship between m and σ,
and is found to be quite constant for a given molecule, as seen previously in figure 4.4(a).
The second combination that is of particular interest is the integrated energy of the chain
molecule, Eint defined in equation 4.4. It is found to vary as a second-degree polynomial of
the number of carbons, as can be seen in figures 4.17(b) and 4.17(d). Although we cannot
directly find a model using these relations as there are more parameters than equations,
these can be used to determine a good starting guess for the estimation as well as judge
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Figure 4.13: Single-phase isobaric properties of carbon dioxide: (a) densities, (b) Joule-
Thomson coefficient, (c) isobaric heat capacity and (d) speed of sound, at P = 10, 20, 30,
40 and 50 MPa. Symbols represent NIST data [10] and curves represent SAFT-VR Mie
calculations.
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Figure 4.14: Single-phase isobaric properties of xenon: (a) densities, (b) Joule-Thomson
coefficient, (c) isobaric heat capacity and (d) speed of sound, at P = 5, 10, 15, 20 and 30 MPa.
Symbols represent NIST data [10] and curves represent SAFT-VR Mie calculations.
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Figure 4.15: Single-phase isobaric properties of isopentane: (a) densities, (b) Joule-Thomson
coefficient, (c) isobaric heat capacity and (d) speed of sound, at P = 2, 3, 4, 5 and 10 MPa.
Symbols represent NIST data [10] and curves represent SAFT-VR Mie calculations.
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Figure 4.16: VLE of isopentane: (a) vapour pressure, (b) saturated densities, (c) enthalpies
of vaporisation. Symbols represent NIST data [10] and curves represent SAFT-VR Mie calcu-
lations.
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the quality of a model.
Table 4.2: SAFT-VR Mie molecular parameters for the n-alkyl-benzene homologous series
substance m σ (Å) ε/kB (K) λR λA
Benzene 2.2785 3.7806 297.53 11.594 6.0
Toluene 1.7112 4.5487 474.13 19.125 6.0
Ethyl-benzene 2.3501 4.2436 386.09 15.241 6.0
Propyl-benzene 2.7357 4.1999 342.41 12.853 6.0
Butyl-benzene 2.9762 4.2522 350.48 13.237 6.0
Pentyl-benzene 3.0488 4.3881 394.46 15.594 6.0
Decyl-benzene 4.0808 4.5745 431.37 17.746 6.0
4.4 Mixtures of non-polar components
The main reason for studying mixtures is to test the ability of the SAFT-VR Mie EOS to
treat mixtures accurately, as for practical use pure-component systems tend to be more
the exception rather than the norm. At different stages of this work many different mix-
tures have been studied, but we will focus here on a specific subset of those, as the same
conclusions can be reached with most of the mixtures treated. The mixtures to study
are the different subsets of the methane + n-propane + carbon dioxide + nitrogen sys-
tem. Carbon dioxide is included as it is one of the focal points of this work, methane and
propane are chosen as representative of the light alkanes, which are important when treat-
ing natural-gas type systems, as is nitrogen; including nitrogen has the additional benefit
of incorporating a chemically distinct fluid. It is important to note that experimental data
are plentiful for most binary mixtures taken from this set of molecules.
Treating mixtures with an EOS requires one to choose a set of mixing and combining
rules. Historically, many mixing rules have been employed, with most of the attention
being devoted to one-fluid mixing rules, in which the mixture is treated as a hypothetical
pure component; for an overview the reader is referred to, e.g., the books of Sandler [20],
Kontogeorgis [21] and Prausnitz [22]. Galindo et al. [23] have discussed different mixing
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Figure 4.17: Trends in parameters: (a) molecular volume and (b) integrated energy for the
n-alkanes (blue corresponds to LJ modes, red to Mie-6 models and green to models with both
exponents adjusted); (c) molecular volume and (d) integrated energy for the alkyl-benzenes;
R2 is the square of the Pearson product-moment correlation coefficient for the correlations
represented by the dashed curves (linear for the volume, second degree polynomial for the
energy).
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rules in the context of SAFT-VR SW, and found that a combination of one-fluid and
n-fluid mixing rules was preferable, with both the high-quality description offered by the
n-fluid mixing rule and the correct critical convergence of the one-fluid mixing rule. A
similarly detailed study has not been performed for SAFT-VR Mie; both one-fluid and
n-fluid mixing rules are employed in SAFT-VR Mie [7].
Mixing rules describe how the different terms in an EOS are calculated for a mixture, while
combining rules are used to describe the unlike interaction between two components. A
combining rule is required for each parameter in the EOS, in this case σ, ε, λR and λA
(in the case of associating fluids additional combining rules are of course needed for the
parameters describing the association). The number of possible combining rules is infinite,
and whereas molecular simulation can be easily used to evaluate the accuracy of mixing
rules, assessing the validity of combining rules is more complicated. In this work we use
the following combining rules to describe the unlike interaction between components i and
j:
σij =
σi + σj
2 (4.7)
λR,ij =
2
1
λR,i
+ 1
λR,j
(4.8)
λA,ij =
2
1
λA,i
+ 1
λA,j
(4.9)
εij =
√
εiεj . (4.10)
In addition to these relations, we need to introduce an extra combining rule for the unlike
Barker-Henderson hard-sphere diameter, calculated as:
dij =
di + dj
2 . (4.11)
This combining rule for the hard-sphere diameter gives a different answer to the one
that would be obtained using the values from equations 4.8 and 4.9 inside equation 3.23,
expressed for an unlike potential uij(r) as:
dij =
∫ σij
0
1− exp
(
uij(r)
kBT
)
dr. (4.12)
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Equation 4.11 is necessary, due to the hard-sphere term which is based on the additive
hard-sphere assumption and, hence, one could choose equation 4.12 as a combining rule
for either one of λR,ij , λA,ij or εij . This would lead to a temperature-dependent parameter
and one would still need two other combing rules. An assessment of possible combining
rules would be useful but is not provided in this work.
The combining rules for both the exponents (λR,ij and λA,ij) are based on the harmonic
mean (see equations 4.8 and 4.9), as preliminary work [24] has shown that the resulting
mixture models performed overall better that those obtained using the combining rule
proposed in [7]. Once again this is still a somewhat arbitrary decision and further work is
required, both in terms of the number of mixtures considered and in terms of theoretical
work to assess the physicality of different combining rules, before a definitive conclusion
can be reached.
Combining rules are by nature arbitrary choices, and the resulting values of the unlike
parameters cannot be expected to provide the best possible description of all mixtures.
Hence cross-interaction parameters are often introduced to modify some of these combining
rules, with a value adjusted to experimental mixture data. In the case of SAFT-VR Mie
we use a binary-interaction parameter kij , with the unlike dispersion energy defined as:
εij = (1− kij) √εiεj . (4.13)
For many mixtures, especially those containing apolar components, adjusting kij is suffi-
cient to provide a good representation of the phase behaviour. In the case where no value
of kij was deemed to be satisfactory, we also adjust the unlike repulsive exponent λR,ij in
analogous fashion.
4.4.1 Binary mixtures
SAFT-VR Mie is a pairwise additive theory and, as such, binary-mixture modelling is
a necessary step before modelling systems with more components. Inaccuracies in the
description of the constituent binary mixtures will tend to add to one another in complex
mixtures, and thus we need to make sure that the description of these binary mixtures
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provided by SAFT-VR Mie is the best possible. We will pause for a moment and ponder
what the best possible description of a binary mixture can be. In the first section of this
chapter we have asked the same question for pure components; we found that SAFT-VR
Mie provides overall a very good description compared with the previous formulation of
SAFT-VR, but that nevertheless found that the best description of a pure component is a
relative notion, in the sense that it depends on the properties that one wants to capture,
and on how “physical” the resulting model needs to be. For mixtures the overall answer
is the same, with the best model being sometimes difficult to pinpoint, as one can obtain
equally good (or equally bad) models, a situation for which no optimal model exists, like
in the (fictional) case displayed in figure 4.18. However one can usually obtain a good
mixture description, and we will now focus on mixtures described using SAFT-VR Mie.
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Figure 4.18: The impact of the choice of binary mixture models: pressure-composition
constant-temperature diagram for a model binary mixture of two arbitrary components. Here
the symbols represent pseudo-experimental data, while the curves represent calculations using
two different mixture models. Both models represented by the red and green curves would
perform quite similarly, and neither can be judged as being better as one undershoots the
critical point by a wide margin while the other one overshoots the critical point by a similar
amount.
In figure 4.19 we present two isotherms for each of the methane+propane, methane+CO2
and methane+nitrogen binary mixtures, while in figure 4.20 we present two isotherms for
the propane+CO2, propane+nitrogen and nitrogen+CO2 mixtures. The adjusted values
108
4.4. MIXTURES OF NON-POLAR COMPONENTS
of kij for the two isotherms for each mixture can be found in table 4.3.
From these figures we can see that SAFT-VR Mie provides quite a good description of the
mixture phase behaviour, especially when both components are subcritical as in figures
4.19(e) and 4.20(a). When the lighter component is supercritical an overshoot of the
mixture critical point appears, which can be quite small, as in figure 4.20(b), but can also
be quite substantial, as in figure 4.20(f). The precise cause of these large overshoots has
not yet been established and addressed; to eliminate it, the best solution is to also adjust
the unlike repulsive exponent.
Table 4.3: Binary interaction parameters for the binary mixtures presented in figure 4.19 and
4.20 [25]. The underlined values are those used in the ternary mixture modelling.
Mixture T kij T kij
Methane-propane 270 K −0.01 328 K −0.025
Methane-CO2 230 K 0.05 270 K 0.03
Methane-nitrogen 114 K 0.06 160 K 0.05
Propane-CO2 270 K 0.11 328 K 0.1
Propane-nitrogen 270 K 0.05 330 K 0.01
CO2-nitrogen 250 K −0.065 270 K −0.075
4.4.2 Ternary mixtures
As we now have developed models for all the binary mixtures comprising methane, propane,
nitrogen and carbon dioxide, we can now focus on more-complex mixtures, looking at the
ternary mixtures of these components. These ternary mixtures can be treated predic-
tively, as we have all the binary interactions needed from table 4.3 (we use one kij value
per component pair irrespective of the temperature to simplify the problem). The results
for three isothermal-isobaric slices of the methane-propane-nitrogen system can be seen in
figure 4.21, while results for the other three ternaries are illustrated in figure 4.22.
The agreement between the predicted compositions of the phases and the experimental
data is found to be very good for these ternaries, with the inaccuracy when treating su-
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Figure 4.19: Isothermal binary phase diagrams; symbols represent experimental data [26–
34]; continuous curves represent SAFT-VR Mie calculation results and dashed curves represent
Peng-Robinson results: (a) CH4-C3H8 at 270 K; (b) CH4-C3H8 at 328 K; (c) CH4-CO2 at 230
K; (d) CH4-CO2 at 270 K; (e) CH4-N2 at 114 K; (f) CH4-N2 at 160 K
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Figure 4.20: Isothermal binary phase diagrams; symbols represent experimental data [29,
30, 35–39]; continuous curves represent SAFT-VR Mie calculation results and dashed curves
represent Peng-Robinson results: (a) CO2-C3H8 at 270 K; (b) CO2-C3H8 at 328 K; (c) C3H8-
N2 at 270 K; (d) C3H8-N2 at 330 K; (e) CO2-N2 at 250 K; (f) CO2-N2 at 270 K
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percritical components arising again here, with the case of supercritical methane in figures
4.21(c) and 4.22(b).
The good quality of the predictions for these ternary mixtures comforts the notion that
our model of the pure components and of the binary mixture are good and physically
sensible. From the comparison with results obtained using the Peng-Robinson (PR) EOS
[40] included in figures 4.19 and 4.20 for the binary mixtures and figure 4.22 for ternary
mixtures, it is clear that SAFT-VR Mie, with the models adopted, does not provide
the same accuracy for the VLE of these simple systems. One source of the differences
arises from the inaccuracy of the critical point description already mentioned; in the
subcritical region the difference between PR and SAFT-VR Mie is not noticeable, with
both providing an excellent description of the VLE. Although in this respect SAFT-VR
Mie may not appear to perform as well as cubic EOSs, such as PR, the ability of SAFT-VR
Mie to describe derivative properties [4–7] and associating fluids (c.f. next chapter) is far
superior to the cubic EOSs.
4.5 Chapter Summary
In order to produce SAFT-VR Mie models for real fluids, we needed to investigate the
parameter-estimation procedure, and in particular the behaviour of the objective function
under a variety of conditions. The parameter space is quite complex, and therefore finding
“the best” model for a compound is complicated, given that the minimum in the objective
function depends on the constraints applied. For example, the best descriptions of differ-
ent properties are obtained using property-specific models. The optimal model in the pure
mathematical sense is not necessarily the best or most appropriate from a physical point
of view; in the case of a simple molecule such as methane a physically reasonable model
is expected to be characterised by an attractive exponent of λA = 6, following London
dispersion, and m = 1, i.e., a single sphere. This provides a clearer understanding of how
to obtain models for real compounds along with the limitations of these models; one needs
to obtain the models using the properties one wants to reproduce best while respecting the
physical nature of the molecules. Based on this we developed models for a wide range of
fluids, using vapour pressures and saturated-liquid densities in the estimation procedure
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Figure 4.21: Isobaric-isothermal ternary phase diagrams of the CH4-C3H8-N2 system; sym-
bols represent experimental data [41]; continuous curves represent SAFT-VR Mie predictions:
(a) T=200 K and P=2 MPa, (b) T=200 K and P=4 MPa, (c) T=200 K and P=8 MPa
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Figure 4.22: Isobaric-isothermal ternary phase diagrams; symbols represent experimental
data [42–44]; continuous curves represent SAFT-VR Mie predictions and red dashed curves
represent Peng-Robinson predictions:(a) CH4-CO2-N2 at 220 K and 2 MPa, (b) CH4-CO2-N2
at 220 K and 8 MPa, (c) CH4-C3H8-CO2 at 270 K and 2.8 MPa, (d) C3H8-CO2-N2 at 270 K
and 6 MPa,
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so that the models are suitable for mixture phase equilibria problems. The choice of the
type of potential, whether none, one or two of the exponents are fixed, shows the advan-
tage of the Mie potential over the 12-6 LJ potential, as illustrated by the superior quality
of the models. We also saw that SAFT-VR Mie can provide a quantitative description
of different properties, including second-derivative properties, with a single model, illus-
trated using fluids of different chemical type. We obtained an excellent representation
of the properties of carbon dioxide, which is a component of the utmost importance to
this project. Compared to the previous SAFT-VR SW model we obtain good derivative
properties and a much reduced overshoot of the critical point, while the vapour-liquid
equilibrium is very well described. We saw that model parameters, or combinations of
these, of member of homologous series can be related to the carbon number, enabling a
prediction of the parameters for other members of the series. We then turned our attention
to mixtures, and saw that SAFT-VR Mie can provide a good description of the binary
mixtures we studied, while certain issues, like a certain overshoot of the mixture critical
point, need to be studied in more detail. Ternary mixtures have been treated predictively
based on the binary mixture models, providing a good representation.
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Water, water, every where,
And all the boards did shrink;
Water, water, every where,
Nor any drop to drink.
—S. T. Coleridge —
Chapter 5
The A in SAFT: investigating the
association contribution within a
Wertheim TPT1 treatment
5.1 Introduction and motivation
In the previous chapter we have seen how well SAFT-VR Mie can perform in describ-
ing a variety of compounds, simultaneously providing an accurate description of the VLE
and single phase second-derivative properties. Only non-associating fluids were treated in
previous sections. The main question is whether or not the SAFT-VR Mie EOS retains
one of the most important features of the SAFT family of EOS, i.e. providing a good de-
scription of the thermodynamic properties of associating molecules. In this chapter we will
focus on the treatment of these associating fluids in the context of the SAFT-VR Mie EOS.
There is a large body of work on the hydrogen bond (see, for example, [1–3] and ref-
erences therein ) due both to the complexity of the hydrogen bond and its ubiquity in
many scientific problems (in the biological world especially). Only a very brief overview
is provided here to put our contribution in the appropriate context. The precise defini-
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tion of the hydrogen bond can be rather subjective [2, 3], though most common cases
of hydrogen bonding are easily characterised and understood, exhibited predominantly by
molecules containing a hydrogen linked to an electronegative heterogroup such as alcohols,
carboxylic acids, amines, thiols, or hydrogen halides. There are numerous aspects of the
particularity of the hydrogen bonding, ranging from the partly covalent character of the
bond to its short range and orientational dependent nature.
The challenging aspect of modelling associating fluids has been recognised for a long time,
and numerous studies focus on obtaining their thermodynamic properties using different
methods. The first statistical mechanics treatment of associating fluids was that of Hill
[4, 5], and it was followed by many other works. The main routes to the properties
of associating fluids are either through the incorporation of association into an integral
equations theory (see, for example, the models of Cummings and Stell [6, 7], Carnie et al.
[8, 9], and Stell and Zhou [10, 11]), or through cluster expansions (see, for example, the
models of Andersen [12, 13], Chandler and Pratt [14], Høye and Olaussen [15], and Smith
and Nezbeda [16]). Of particular interest is Wertheim’s [17–22] first-order Thermodynamic
Perturbation Theory (TPT1), as it is at the heart of the SAFT family of EOS. The original
TPT1 treatment is based on a number of assumptions which can limit its applicability
but greatly simplifies the formulation. The key assumptions are that:
• Two molecules cannot bond to each other at more than one site;
• Each site can bond only with one other site;
• Ring structures are not taken into account in the basic treatment.
Most applications of TPT1, especially in the context of the SAFT family of EOS, have
used off-centre spherical square-well sites. This association interaction, illustrated in fig-
ure 3.3(b), is characterised by three parameters: the distance between the centre of the
monomer and that of the association site commonly denoted rd; the depth of the in-
teraction potential (association energy) denoted here as EHB; the range of the site-site
interaction potential, corresponding to the size of the sites, noted rc. Molecule-molecule
contributions are denoted as (12), whereas site-site contributions are denoted as ab in
this chapter. The number of sites necessary to represent different real fluids is subject of
debate (see, for example, [23] in the case of water), but here will be fixed, e.g. water is
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always modelled with four association sites.
The close dependence of TPT1 on an accurate knowledge of the RDF is examined in this
chapter, and the different methods available to obtain values of the RDF are discussed.
Then the different methods used in SAFT-type EOS to obtain a simple expression for the
association strength with their respective strengths and weaknesses are reviewed. After-
wards we will assess how the incorporation of these different expressions for the association
strength performs in the case of Mie fluids, and the different steps towards obtaining a
novel accurate expression for the association strength for the case of Mie monomeric fluids.
We will finally assess how this new association treatment performs on real systems.
5.2 Using RHNC to describe the radial distribution within
TPT1
5.2.1 Wertheim’s TPT1 and the radial distribution function
In the SAFT framework the thermodynamic properties of molecules which hydrogen bond
is treated using Wertheim’s TPT1 as outlined in chapter 3. The contribution to the
Helmholtz free energy due to association was contained in equations 3.2 to 3.4, which are
restated for convenience here:
Aassociation
NkBT
=
s∑
a=1
(
lnXa − Xa2
)
+ s2 , with (5.1)
Xa =
1
1 + ρ∑sb=1Xb∆ab , and (5.2)
∆ab =
∫
gmonomer(12)fab(12)d(12). (5.3)
The key variables are the fractions of molecules with given sites a not bonded, which
are determined from the mass action relations (equation 5.2).The association strength ∆
is expressed as an integral over gmonomer(12), the monomer radial distribution function
(RDF), which describes the probability of finding two monomers at a given distance;
it is specific to the reference potential chosen to represent the interactions between the
monomers and generally depends on temperature and density. The Mayer function of the
association potential, fab(12) = exp(−UHB(12)/kT ) − 1,represents the probability that
two monomers will bind if they are at a certain distance; it depends on the temperature
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(through the Boltzmann factor), the specific association potential, and the geometry of
the sites. Owing to the strong structural correlation in the fluid the RDF is not a simple
monotonic function and it is therefore apparent that the evaluation of the integral defining
∆ is not a trivial task. In order to facilitate the integration, the association potential and
geometry of the sites are usually chosen to provide a tractable description, hence the
predominance of simple off-centre square-well association sites. The integration is carried
out over the range of distances for which the site-site association potential is non-zero, and
for finite values of the monomer-monomer interaction. The major difficulty in evaluating
the integral lies in the RDF, which must be known over a range of interparticle separations
and thermodynamic states; the RDF is only readily available for the simplest of monomeric
fluids.
5.2.2 Obtaining the RDF
An analytical description of the RDF is available in some cases, for example, the Carnahan-
Starling EOS [24] for HS fluids yields the RDF at contact, while the expression obtained
by Boubl`ık [25] for the chemical potential of dimers as a function of separation can be used
to represent the radial distribution function over a moderate range of distances. These
analytical relations are based on rigorous theoretical considerations and their accuracy
has been demonstrated by comparison with molecular simulation. The expression for the
contact value of the Lennard-Jones fluid developed by Johnson et al. [26] also deserves a
particular mention; it was obtained by correlating an extensive set of computer simula-
tion data with a polynomial expression in density and temperature. Perturbation theories
[27–29] can be used to obtain the RDF of a fluid based on the structure of a simpler ref-
erence system; for example, the Barker-Henderson high-temperature perturbation theory
[27, 28], used in the development of the SAFT-VR EOS [30] (c.f. chapter 3), can provide a
reasonable description of the RDF for a wide range of simple fluids, including the Yukawa,
square-well, Sutherland or Mie potentials based on the RDF of the well-known hard-sphere
system. The representation of the RDF obtained with perturbation approaches is however
not generally of the required accuracy to provide a faithful description of the association
integrals (cf. equation 5.3) and an alternative route for the RDF is necessary.
Direct molecular simulation (Monte Carlo or molecular dynamics) can be used for a sys-
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tem with arbitrary intermolecular interactions at the conditions of interest to obtain an
essentially exact representation of the full RDF. The use of molecular simulations within
an EOS is however highly impractical: for each state point one would require the RDF
and, though computing hardware is becoming faster everyday, molecular simulations are
still too computationally intensive to integrate directly in an EOS. Molecular simulation
does however have an invaluable role to play in providing exact data to compare and verify
the results from other approximate theoretical techniques.
Another popular route to the RDF of simple fluids is integral equation theory, which
involves the solution of the Ornstein-Zernike (OZ) equation [31]. The expression of the
OZ equation for mixtures was given in chapter 2, and here we present the single-component
version:
g(r)− 1 = c(r) + ρ
∫
(g(r′)− 1)c(|r − r′|)dr′ (5.4)
A simple way to understand the OZ relation is provided by McQuarrie in chapter 13 of
[32]: “Clearly (...) g(r) − 1 is a measure of the total influence of molecule 1 on molecule
2 (...). The direct part is given by a function c(r) called the direct correlation function.
The indirect part is the influence propagated directly from molecule 1 to a third molecule,
3, which in turns exerts its influence on 2, directly or indirectly through other particles.”
In the OZ equation there are two unknowns, c(r) and g(r), making it impossible to solve
without further information on one of theses functions. This is usually provided by using
an extra relation, usually referred to as a closure. A number of different closures have
been employed, each with specific advantages and shortcomings: the most-widely used are
the Percus-Yevick [33], Mean Spherical Approximation [34] (already mentioned in chapter
2), and Hypernetted Chain [35–40].
5.2.3 Solving the OZ equation with the RHNC equation
In our current work we use the Reference Hypernetted Chain [41–44] closure
c(r) = −βu(r) + g(r)− 1− ln (g(r)− 1) +B(r) , (5.5)
where B(r) is the bridge function, taken to be that of a hard-sphere fluid of diameter
σHS. The bridge function is obtained via the parametrisation of Malijevsky and Lab´ık
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[45], while the hard-sphere diameter σHS is obtained from∫
(g(r)− gHS(r))σHS∂BHS(r, σHS)
∂σHS
dr = 0 . (5.6)
The OZ relation with the RHNC closure has to be solved numerically as no general an-
alytical form of the solution can be obtained, due in part to the presence of the variable
diameter for the hard-sphere fluid. This complication in the numerical procedure hampers
the direct application of the method within an EOS, as it requires extensive iterative cal-
culations for each state point. On the other hand the RHNC approach has been shown to
provide a very good representation of the RDF and thermodynamic properties of a number
of different fluids,including hard-core potentials like the Yukawa (for example, see refer-
ences [46, 47]) or the square well [48] and soft-core potentials like the Lennard Jones [49].
Using the RHNC closure is a very accurate method, and the difference between RDF values
obtained for simple fluids from molecular simulation and RHNC is in most cases negligible.
The RHNC integral equation theory is not however without its shortcomings: there are
thermodynamic states of the stable fluid for which RHNC does not have a solution, and,
conversely, there are metastable fluid states for which RHNC provides a solution. For ex-
ample, the failure of the RHNC approach does not coincide with the metastable (spinodal)
region in the case of VLE, see, for example, [49] for the Lennard-Jones system; the region
where the integral equation theory fails incorporates near-critical conditions. As we shall
demonstrate this will not prove to be very problematic in our case: the RHNC solution for
the RDF is first to assess the accuracy of previous applications of TPT1, which we can do
at any conditions, while in the case of Mie fluids, we are able to locate the vapour-liquid
boundary accurately using the SAFT-VR Mie EOS and the solid-liquid boundary using
additional information from molecular simulation and perturbation theory [50], and can
thereby identify and ignore erroneous solutions.
5.3 Wertheim’s TPT1 applied to SAFT
5.3.1 Original SAFT: simplification for HS
The success of the original SAFT EOS is attested by the number of subsequent modifica-
tions that have been reported; this can be attributed in large part to its ability to treat
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associating fluids using Wertheim’s TPT1 within an analytical framework. One of the
papers where the building blocks of SAFT were presented [51] focused on the application
of Wertheim’s TPT1 to a model fluid of associating hard spheres and compared the theory
description with the corresponding molecular simulation data. It is the work that trans-
lates Wertheim’s fundamental theory into a concrete framework applicable to a variety of
cases. Two model geometries for the association sites (conical and spherical SW sites) were
studied, for hard-sphere molecules with one or two association sites. The two geometries
were chosen as they give an analytical expression for the angle-averaged Mayer function.
The model with two sites extended the description of dimer formation inherent with the
one-site model to a treatment of chain aggregates, paving the way towards realistic models
for real associating fluids.
For the off-centre spherical SW sites the association strength is given by (c.f. equation
3.5, [17–22, 51]
∆ab = 4pi
exp
(
EHB,ab
kBT
)
− 1
24r2d
∫ 2rd+rc
2rd−rc
gmonomer(r)(2rd+rc−r)2(2rc−2rd+r)rdr , (5.7)
whereas for the conical SW sites it is given by [51]
∆ab = 4pi
[
exp
(
EHB,ab
kBT
)
− 1
] ∫ 2rc
0
gmonomer(r)(1− cos θ)
2
4 (rc − σ) r
2dr , (5.8)
where rc is the cutoff of the site-site interaction and θ is the angle of the cone of the
association interaction. In the case of the HS monomer the lower bound of integration is
of course the HS diameter σ, since gHS(r) = 0 for r < σ. It was also recognised in [51] that
for short distances outside the HS, i.e., for short ranges of the site-site interaction, g(r)
decreases roughly as 1/r2, and hence the RDF could be obtained over a range of distances
using the contact value as:
gHS(r) = σ
2gHS(σ)
r2
. (5.9)
This approximation simplifies the expressions for the association strength, which can then
be expressed as:
∆ab = 4pi
exp
(
EHB,ab
kBT
)
− 1
24r2d
σ2gHS(σ)
∫ 2rd+rc
σ
(2rd + rc − r)2 (2rc − 2rd + r)
r
dr , and
∆ab = 4pi
[
exp
(
EHB,ab
kBT
)
− 1
]
σ2gHS(σ)
∫ 2rc
σ
(1− cos θ)2
4 (rc − σ) dr . (5.10)
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In these equations the integral is now a function of the geometrical parameters of the sites
only and thus can be determined very easily; the resulting compact algebraic formulas are
obtained:
∆ab =
[
exp
(
EHB,ab
kBT
)
− 1
]
gHS(σ)Kab(rc, rd, σ) , and
∆ab =
[
exp
(
EHB,ab
kBT
)
− 1
]
gHS(σ)Kab(rc, θ, σ) ; (5.11)
where Kab regroups the different geometric information and is commonly referred to as the
bonding volume, as it is characteristic of the association geometry and has units of volume.
The approximate description of the association integral with the factorisation of the RDF
and for the full quadrature with the accurate Percus-Yevick solution of the RDF were
compared with the simulation data for the compressibility factor, internal energy and
fraction of sites not bonded of the one-site and two-site fluids: the exact and approximated
solutions of TPT1 description of the thermodynamic properties and degree of association
was found to be very good, and the effect of the algebraic simplification was not noticeable
in most cases. The accuracy of the factorisation of the RDF from the association integral
suggests that the approximation that the RDF decays as 1/r2 over short to moderate
distances is very good, as can be seen from figure 5.1.
The simplification proves to be very accurate and simple, but is limited to HS systems at
low to intermediate densities for systems with short-ranged association interactions. As
a consequence of the success and algebraic simplicity of this evaluation of the association
strength it has been subsequently used without modification in different EOSs whether or
not the reference was a HS fluid, could be approximated as a HS fluid or the underlying
pair potential was not characterised sufficiently (as in the CPA EOS) to obtain a physically
representative expression for the association strength. The principal applications can be
found in: the original SAFT EOS [52], where the Lennard-Jones monomers were treated
as a reference fluid HS of diameter d(T ), the Barker-Henderson diameter, in order to
evaluate the association contribution; the cubic plus association (CPA) EOS [53] where the
monomers do not possess a well-defined intermolecular potential; and the PC-SAFT EOS
[54] where, because the dispersion interactions are added as a perturbation contribution
to the hard-sphere chain term, the monomer fluid is effectively the hard sphere fluid.
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Figure 5.1: Radial distribution function of a hard-sphere system obtained with the RHNC
integral equation theory gHS(r) (blue curve) and with the approximate relation in terms of
the contact value σ2gHS(σ)/r2 [51] (red curve); the dashed line represents the cut-off range
of the site-site interaction employed in the study of the associating fluids [51]. A close-up of
the region of interest is shown in the insert where the approximation is seen to provide a very
good description of the RDF of the fluid.
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5.3.2 SAFT-VR SW: inaccuracies of the factorisation of the association
strength
In the development of the SAFT-VR EOS [30], the association strength is obtained with
the same approximate factorisation as has just been described, the main difference be-
ing that the reference monomer system is a square-well rather than a hard-sphere fluid.
Expressions for different reference intermolecular potentials were given in the original
SAFT-VR paper [30], but the most widely used has been the square-well potential. In the
case of an associating square-well fluid the association strength is obtained as
∆ab =
[
exp
(
EHB,ab
kBT
)
− 1
]
gSW(σ)K(rc, rd, σ). (5.12)
While the expression for an accurate analytical RDF at contact for the HS fluid is available
from the Carnahan-Starling EOS, a corresponding relation is not as forthcoming for the
SW system, and hence Gil-Vilegas et al. [30] used the a first-order Barker-Henderson
perturbation theory (which is consistent with a second-order expansion for the Helmholtz
energy, c.f. chapter 3):
gSW(σ) = gHS(σ) + ε
kBT
gSW1 (σ). (5.13)
Although it has been demonstrated that g(r) ≈ g(σ)σ2/r2 is a good approximation for the
HS fluid over short to moderate separations, such a representation does not turn out to
be as reliable for the SW fluid, with the RDF decreasing more sharply than the assumed
inverse quadratic dependence, as can be seen in figure 5.2. The use of this simplifica-
tion for the SW RDF leads to an overestimation so that the association strength is also
overestimated: as a consequence the degree of association is enhanced, resulting in an
underestimation of the fraction of molecules not bonded (X), as shown in figure 5.3 .
As the approximate representation of the SW RDF is not very good, one could be lead to
assume that the SW models would not provide an accurate description of the thermody-
namic properties of real associating fluids. The approximate treatment of the association
integral has however been shown to provide a very good description of the fluid phase
equilibria for different associating fluids and fluid mixtures, for systems including water
[23], polyethyleneglycols [55], alkanols, and alkanolamines [56]. Two different factors can
help to explain this apparent contradiction. In the first instance, the representation of real
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Figure 5.2: Radial distribution function of a SW fluid of range λ = 1.7889 at a reduced
temperature T ∗ = kBT/ε = 2.2 and a reduced density ρ∗ = ρσ3 = 0.8 obtained with the
RHNC integral equation theory gSW (r) (blue curve) and with the approximate relation in
terms of the contact value σ2gSW (σ)/r2 [51] (red curve); the dashed line represents the cut-off
range of the site-site interaction employed in the water model of Clark et al. [23].
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Figure 5.3: Fraction of monomer (unbonded) molecules X for an associating SW fluid of
range λ = 1.7889 with one off-centre SW association site placed at rd/σ = 0.25 with a cutoff
rc/σ = 0.69 (parameters taken from the water model of Clark et al. [23]) as a function of
the reduced density ρ∗ at T ∗ = 2.5. A comparison is made between the description obtained
using the essentially exact from the RHNC integral equation theory to evaluate the association
strength and that obtained by approximating gSW (r) by σgSW (σ)/r2.
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molecules as chains of spheres with associating sites is an approximation, and discrepancies
in the theory are compensated by estimating the intermolecular parameters of the model
to the properties of the real fluid. The other factor that can explain why a good descrip-
tion of the fluid phase behaviour of real systems can be obtained despite the inaccuracy
in the evaluation of the association strength lies in the nature of the properties studied:
phase equilibria involve the equality of pressure and chemical potential, which are volume
and number derivatives of the Helmholtz free energy, and as such essentially depend on
the derivative of the degree of association (through the variable X). As can be seen in
figure 5.3 the difference between the approximate and exact results for X is almost con-
stant, resulting in very similar derivatives ∂X/∂ρ and thus commensurate thermodynamic
properties.
5.3.3 SAFT-LJ: correlation of simulation data
In 1995 Mu¨ller and Gubbins [57] developed a SAFT EOS, SAFT-LJ, using a Stockmayer
monomer that consists of a LJ sphere with a point dipole. Their work focused on water,
and as such they needed an association contribution for their monomer reference fluid,
which was treated as a LJ system, as the dipolar contribution is considered with a separate
perturbation term. For this system the association strength can be expressed as
∆ = 4pi
exp
(
EHB,ab
kBT
)
− 1
24r2d
∫ 2rd+rc
2rd−rc
gLJ(r)(2rd + rc − r)2(2rc − 2rd + r)rdr . (5.14)
Defining the magnitude of the square-well site Mayer function as F = exp
(
EHB,ab
kBT
)
− 1
one obtains:
∆ = 4pi F24r2d
∫ 2rd+rc
2rd−rc
gLJ(r)(2rd + rc − r)2(2rc − 2rd + r)rdr . (5.15)
This expression for the association integral is characterised by four variables: the temper-
ature and density of the thermodynamic state, and the geometrical parameters of the sites
rc and rd. To reduce the complexity Mu¨ller and Gubbins assumed a particular geometry
of the sites by putting rd = 0.4σ and rc = 0.2σ. This gives:
∆ = 4pi F3.84σ2
∫ σ
0.6σ
gLJ(r)(σ − r)2(r − 0.4σ)rdr . (5.16)
This can be written as
∆ = 4piFKI, (5.17)
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with K = σ3 and
I = 13.84σ5
∫ σ
0.6σ
gLJ(r)(σ − r)2(r − 0.4σ)rdr , (5.18)
which we rewrite in terms of the reduced distance r∗ = r/σ as
I = 13.84
∫ 1
0.6
(1− r∗)2(r∗ − 0.4)r∗gLJ(r∗)dr∗ . (5.19)
This integral now only depends on the temperature and density through the state depen-
dence of the RDF. Confronted with the need for an accurate estimate of the RDF of the
LJ fluid, Mu¨ller and Gubbins chose to use direct molecular simulation to obtain struc-
tural data over a wide range of conditions; the resulting association integral was evaluated
numerically and correlated using a two-dimensional polynomial,
I =
4∑
i=0
4∑
j=0
aij(ρ∗)i(T ∗)j , (5.20)
where the twenty-five aij coefficients are adjusted to give the best representation of I. In
subsequent work with the SAFT-LJ EOS [58, 59], and in the closely related soft-SAFT
EOS [60–62] the constraint of a fixed geometry was relaxed in an implicit manner by
allowing the associative bonding volume K to be an empirically adjustable parameter.
A good description of the thermodynamic properties and fluid phase equilibria of water
and other associating fluids can be obtained in this way, making this type of approach
particularly versatile.
5.4 Wertheim’s TPT1 applied to SAFT-VR Mie
The main routes that have been used to obtain a tractable expression for the association
strength within a TPT1 treatment have be described in the previous sections. We now
consider associating fluids characterised by the Mie potential treated within the SAFT-VR
Mie EOS, with an emphasis on water. Our main aim is to develop the best possible water
model as it is the major component of brines, which are of key interest to our current
work.
5.4.1 Factorisation of the association strength
As a first approach we follow the method developed in [63], i.e., the approximate fac-
torisation of the contact value of the RDF used in the HS case. Following the treatment
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presented in section 5.3.1 the association strength can be expressed as
∆ab =
[
exp
(
EHB,ab
kBT
)
− 1
]
gHSd (d)K(rc, rd, σ, d) , (5.21)
where gHSd (d) is the RDF of the reference HS fluid of diameter d (the Barker-Henderson
diameter) at contact, and K(rc, rd, σ, d) is the bonding volume. In the work of Lafitte
et al. [63] models are proposed for the first four members of the n−alkanol homologous
series, and a good description of the VLE and single-phase second-derivative properties is
obtained.
To obtain the best possible model for water we apply the thorough parameter-estimation
method described in chapter 4. Following the study of Clark et al. [23] water models
consisting of a single sphere (m = 1) with four association sites are considered (2 of type
e to represent the electron ”lone pairs” on the oxygen, and 2 of type H to represent the
hydrogen atoms, where only e−H bonding is permitted), corresponding to seven adjustable
parameters (σ, ε, λR, λA, rc, rd, EHB,ab). In the case of associating molecules such as water
one can use grids in the (ε, EHB,ab) plane (cf. [23] and [64]), as this choice of variables
clearly highlights the balance between the dispersive and associative contributions. To
reduce the number of parameters that need to be estimated we fix λA = 6 the London
dispersion value, as for the models developed in chapter 4. For the geometry of the site
we fix rd to 0.4σ, the same value used by Mu¨ller and Gubbins[57]. This means that for
each pair of (ε, EHB,ab) points on the grid there are now only three adjustable parameters
to optimise (σ, λR, rc), allowing for a more tractable assessment of the optimal parameter
surface.The resulting surface is similar to that obtained for the associating SW model of
water [23], with the best models located along a single valley as can be seen in figure 5.4.
The best description of the vapour-liquid equilibria is obtained with the model parameters
given in table 5.1. A comparison of the description of the vapour pressures and saturated
densities of water obtained with the SAFT-VR Mie model and with the SAFT-VR SW
model of Clark et al. [23] is shown in figure 5.5.
It is rather surprising that though the SAFT-VR Mie EOS is a more advanced theory
and has been found to provide a far better representation of the properties for a large
number of compounds [63], the SAFT-VR Mie description for water is clearly not as good
as the SAFT-VR SW model. From the study of non-associating fluids the monomer fluid
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Figure 5.4: Dispersion-association energy (ε−EHB,ab) contour plot of the % AAD in vapour
pressure for water; the lowest values corresponds to the blue areas; the best model is indicated
by the white diamond.
Table 5.1: SAFT-VR Mie model parameters for the optimal four-site water model using the
approximate factorisation of the hard-sphere contact value in the evaluation of the association
strength.
m σ (Å) λR λA ε/kB (K) EHB,ab/kB (K) rc/σ rd/σ
1.0 3.1610 52.367 6.0 488.75 1210.0 0.5834 0.40
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Figure 5.5: a) Saturated densities and b) vapour pressures of water: the symbols represent
NIST data [65], the blue curves represent the description obtained using the SAFT-VR SW
model of Clark et al. [23], and the red curves that using the SAFT-VR Mie model presented
in table 5.1
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term of SAFT-VR Mie is known to be very accurate; for near spherical molecules such
as water m = 1 so the chain contribution is not relevant; consequently, we are left with
the conclusion that the association contribution as currently implemented is not suitable
to describe the degree of hydrogen bonding in water and its effect on the thermodynamic
properties. The inaccuracy of the association contribution stems from the inadequate
description of the RDF of the Mie fluids. The factorisation of the contact value of the
RDF was developed for a HS fluid and was shown to be an appropriate approximation
for hard-core fluids; in this case the RDF is zero inside the core and the integration
domain of the association integral starts at the contact value, which is also the location
of the maximum of the RDF, and then decreases outside the sphere. When considering
a soft-core potential like the Mie interaction, however, the integration domain includes
distances below the contact diameter σ with non-zero values of the RDF in this range,
while the maximum can be either below or above σ. Hence the assumption that the RDF
decreases as 1/r2 from the value at contact gMie(σ) fails, as can be seen in figure 5.6.
This approximation of using gMie(σ) in equation 5.9 is used for its simplicity; a better
approximation might seem to be possible by using the maximum value of gMie(r), however
the distance at which the maximum occurs cannot easily be determined as it depends on
temperature, density and the Mie potential considered.
The results of figure 5.5 are obtained using the RDF of the HS fluid of diameter d at
contact; the use of a similar factorisation with the value to the RDF of the Mie fluid at
contact σ does not improve the results. It is therefore evident that in order to obtain the
association strength more reliably, an accurate estimate of the RDF of the Mie fluid is
required.
5.4.2 Incorporating the SAFT-LJ association strength for Mie fluids
As we have seen the approximate expression of the association strength based on the fac-
torisation of the contact value of the RDF does not provide a good enough description.
We now assess the quality of the description with the Mu¨ller and Gubbins association con-
tribution developed for the LJ fluid, and implement this in the SAFT-VR Mie EOS. The
incorporation of the SAFT-LJ association term is straightforward and we obtain four-site
models for water, once again using the grid method to locate the optimum. The model of
water is characterised by 7 intermolecular parameters, and the same assumptions are made
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Figure 5.6: RDF of the Lennard-Jones (Mie 12-6) fluid at T ∗ = 1.273 and ρ∗ = 0.85; the
blue curve represents the RDF obtained using the RHNC integral equation theory, while the
red curve represents the approximation used in the evaluation of the association strength.
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as in section 5.4.1, i.e., the molecule is near spherical so that m = 1 and the dispersion
energy is assumed to be of the London form with λA = 6.The optimal parameter surface
for the % AAD of the theoretical description from the experimental vapour pressures and
saturated-liquid densities is shown in figure 5.7. The optimal models obtained with the
SAFT-LJ association term are found to provide a much improved description over that
with the factorisation of the contact value of the RDF; we choose the optimal water model
indicated by the white diamond in figure 5.7 (see table 5.2 for the specific values of the
intermolecular parameters of the model).
Figure 5.7: Dispersion-association energy (ε−EHB,ab) contour plot of the % AAD in vapour
pressure and saturated-liquid densities for water; the lowest values corresponds to the blue
areas; the best model is indicated by the white diamond.
Table 5.2: SAFT-VR Mie model parameters for the optimal four-site water model using the
SAFT-LJ associating contribution of Mu¨ller and Gubbins.
m σ (Å) λR λA ε/kB (K) EHB,ab/kB (K) K(Å3)
1.0 3.0661 19.697 6.0 170.0 2660.0 3309.2
The model provides a good description of the vapour pressure and coexistence densities
of water, better overall than both the SAFT-VR Mie model with the factorisation of the
HS RDF at contact and the SAFT-VR SW model, as can be seen in figure 5.8.
Given that the use of the SAFT-LJ association contribution improves the description of the
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Figure 5.8: (a) Saturated densities and (b) vapour pressures of water: symbols represent
NIST data [65], the blue curves represent the desctiption obtained using the SAFT-VR SW
model of Clark et al. [23], the red curves that of the SAFT-VR Mie model using the approx-
imate factorisation of the HS RDF at contact, and the green curves that of the SAFT-VR
Mie model using the SAFT-LJ association contribution of Mu¨ller and Gubbins. In (b) the
curves are almost superimposed as all models are developed to provide a good description of
the vapour pressure and the main difference is in the overshoot of the critical point.
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VLE of water significantly compared with the previous SAFT-VR Mie model, one could
be satisfied that the goal of developing an accurate description of strongly associating
fluids had been achieved. However a number of points need to be emphasised. First of
all the association term of Mu¨ller and Gubbins is only strictly applicable for LJ fluids,
and as such incorporating it in the SAFT-VR Mie EOS without constraining the potential
to be of the LJ form is inconsistent, and unsatisfying from the perspective of a rigorous
treatment. The EOS resulting from the coupling of the SAFT-VR Mie dispersion term
and the Mu¨ller and Gubbins association term does not have the desired level of internal
consistency, i.e., with all contributions of the EOS based on the same Mie reference fluid.
It is also important to point out that in the treatment of the association term with the
SAFT-LJ approach the geometry of the association site is empirically varied by use of the
bonding volume parameterK, which is found to be≈ 114σ3 for the optimal model, whereas
the association term is strictly only applicable for the geometry employed by Mu¨ller and
Gubbins which implies that K = σ3. This unrealistically large bonding volume brings
into question the physical nature of the model. In order to lift both the restriction of a LJ
association contribution and the use of an implicit geometry we now develop an association
contribution specifically for Mie fluids.
5.4.3 New contribution for Mie fluids
It is apparent from the previous section that the incorporation of the Mu¨ller and Gubbins
association contribution into SAFT-VR Mie provides a much improved description of wa-
ter. This is because the treatment of Mu¨ller and Gubbins is tailored to a soft-core LJ fluid
that is a special case of the Mie potential. In order to improve on the good results it gives,
we follow an approach similar to that of Mu¨ller and Gubbins. The aim is to develop the
most generic association contribution possible, which is valid for any Mie potential and
for any geometry of the association sites.
We retain off-centre square-well association sites to have a tractable Mayer function, and
thus the association strength is still expressed as
∆ =
[
exp
(
EHB,ab
kBT
)
− 1
] 4pi
24r2d
∫ 2rd+rc
2rd−rc
gMie(r)(2rd + rc − r)2(2rc − 2rd + r)rdr︸                                                                           ︷︷                                                                           ︸
I
. (5.22)
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The RDF of the Mie fluid is obtained using the RHNC integral equation approach for a
wide range of conditions, and the integral inside the association strength (I) is then de-
termined numerically and the resulting data correlated in empirical functional form. We
do not opt to correlate the RDF itself as the complex oscillatory functional form required
to obtain a good description of the RDF, like that proposed by Matteoli and Mansoori
[66], prevents a straightforward analytical integration.
The variables that need to be taken into account are the the thermodynamic state defined
by the reduced temperature (T ∗) and density (ρ∗), and four model parameters, the two
exponents of the Mie potential λR and λA, and the geometrical parameters of the sites
rc and rd. The other SAFT-VR Mie molecular parameters do not need to be considered
explicitly as the association term is developed as a perturbation from the monomer fluid,
whereby it is independent of m, the hydrogen-bonding energy can be factored out of the
integral, and the size of the monomer segment and dispersion energy are taken into account
implicitly, through the reduced temperature and density. To simplify the correlation the
dimensionality of the problem is reduced by fixing the attractive exponent to its London
dispersion value λA = 6 and the position of the site as rd = 0.4σ. The broad intervals
taken for the remaining four variables are:
T ∗ ∈ [0.1; 10] (100 values) ; ρ∗ ∈ [10−10; 1.25] (30 values) ; (5.23)
λR ∈ [8; 50] (22 values) ; rc ∈ [0.2; 0.6] (41 values) . (5.24)
After removing from the dataset all the thermodynamic states that fall within the VLE
envelopes of the corresponding Mie, 2 050 000 datapoints for the association integral are
retained. The correlation stage is difficult as the functional form of the integral cannot
be fixed a priori. Software that can optimise different functional forms is used to select
the most appropriate dependence: TableCurve3D software developed by Systat is used to
obtain a description of the association integral for fixed λR and rc, in the (T ∗-ρ∗) plane.
The function that is found to best represent the data is a combinations of Chebyshev
polynomials:
I(T ∗, ρ∗) =
i+j610∑
i=0
∑
j=0
aijCi(ρ∗)Cj(T ∗) . (5.25)
where aij are 66 adjustable coefficients, and Ck is the Chebyshev polynomial of the first
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kind of order k, defined as:
C0(x) = 1
C1(x) = x
Ck+1(x) = 2xCk(x)− Ck−1(x) ∀ k > 2. (5.26)
In this way one obtains 41 ∗ 22 = 902 values for each aij , which are then correlated in the
(λR; rc) plane. Unfortunately, this procedure proves to be intractable for many coefficients
due to the non-monotonic dependence of the data, as can be seen in figure 5.9. Ideally one
would need to estimate all of the parameters in a single stage, but the number of data-
points coupled with the number of coefficients make the estimation procedure too complex.
From this preliminary assessment it is evident that in order to further simplify the problem
one needs to constrain one of the variables. Since the temperature and density need to be
explicitly taken into account, one can either fix the repulsive exponent of the Mie potential
λr or the range of the association interaction rc and use a bonding volume parameter
following the SAFT-LJ and soft-SAFT approaches. Fixing the repulsive exponent would
sever the important link between the reference fluid characterising the dispersion and
association contributions, as we would no longer consider the association of the general
Mie fluids but always that of a particular case. It is therefore preferable to fix the geometry
of the sites, thus maintaining consistency with the other contributions of the SAFT-VR
Mie EOS, to the detriment of the link between the association parameters and the explicit
site geometry. For the value of the range of the association interaction rc, we select a
larger value than that used by Mu¨ller and Gubbins (rc = 0.2σ), in order to obtain more
realistic (lower) values of the bonding volume parameter by selecting a geometry in which
the association site is more accessible; rc is fixed at 0.35σ, a value which increases the
magnitude of the association integral, as shown in figure 5.10.
After simplifying the problem, we now have to correlate 50 000 datapoints with three
variables. For the temperature-density (T ∗; ρ∗) planes we keep the expression obtained
previously in terms of the Chebyshev polynomials, and the dependence of the 66 coef-
ficients on the repulsive exponent of the Mie potential is described with a sixth degree
polynomial. Thus the association strength is expressed as
∆ = FKI, (5.27)
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Figure 5.9: Three of the aij coefficients from equation 5.25, the blue points represent the
coefficients obtained from fitting a (T ∗; ρ∗) plane using 5.25; (a) a0,0 which exhibits only a
slight dependence on λR; (b) a0,1 which exhibits a more pronounced dependence on λR; (c)
a5,0 for which a good fit in the (λR; rc) plane is impossible.
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Figure 5.10: Values of the integral I as a function of rc the size of the site for a 20-6 Mie
potential at T ∗ = 8.2 and ρ∗ = 0.75; blue symbols represent the results of the integration using
the RDF from RHNC, the dashed lines indicate the values of rc and corresponding I in the
case for rc = 0.2σ (red) and rc = 0.35σ (green); note the logarithmic scale in I.
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with the Mayer function of the bonding interaction F = exp
(
EHB,ab
kBT
)
− 1, and the
bonding volume adjustable parameter K. The association integral I is given by
I(T ∗, ρ∗, λR) =
i+j610∑
i=0
∑
j=0
aij(λR)Ci(ρ∗p)Cj(T ∗p ) , (5.28)
where ρ∗p and T ∗p are respectively the reduced density and temperature scaled between −1
and 1 according to:
ρ∗p =
ρ∗ −A
B
and T ∗p =
T ∗ − C
D
. (5.29)
The values of A, B, C and D are: 0.55, 0.55, 5.325 and 4.675 respectively. The dependence
of the aij coefficients on the repulsive exponent of the Mie potential λR is represented via:
aij(λR) =
6∑
k=0
bi,j,kλ
k
R , (5.30)
where bi,j,k are 66∗7 = 462 adjustable coefficients given in tables B.1 to B.7 of the appendix.
This coefficients reproduce the 50 000 values of the association integral obtained using the
RHNC integral equation theory for the RDF very accurately, corresponding to a % AAD
of 0.155%.
5.5 Real systems
5.5.1 Water
With this novel generic and accurate association contribution for Mie fluids in hand, we
are now in a position to develop an optimal SAFT-VR Mie model for water. As in the
previous sections we examine a grid of models in the dispersion and association energy
(ε − EHB,ab) plane for the % AAD of the theoretical description from the experimental
data for the vapour pressures and saturated-liquid densities in figure 5.11; at each point
on the ε − EHB,ab surface the size σ, repulsive exponent λR, and bonding volume K pa-
rameters are optimised, treating the molecular core as spherical m = 1 and keeping the
attractive exponent λA = 6 fixed at its London dispersion value.. The parameters for the
best overall model obtained are reported in table 5.3, while the performance of the model
for the VLE of water can be assessed in figure 5.12.
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Figure 5.11: Contour plot of the % AAD in vapour pressure and saturated-liquid densities
for water; the lowest values corresponds to the blue areas; the best model is indicated by the
white diamond.
Table 5.3: SAFT-VR Mie model parameters for the best water model using the newly devel-
oped association term.
m σ (Å) λR λA ε/kB (K) EHB,ab/kB (K) K(Å3)
1.0 3.0555 35.823 6.0 418.0 1600.0 496.66
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Figure 5.12: Saturated densities, vapour pressures and enthalpies of vaporisation of wa-
ter: symbols represent NIST data [65], the red curves represent the results of the SAFT-VR
Mie model using the factorisation simplification, the green curves represent the results of the
SAFT-VR Mie model using the Mu¨ller and Gubbins association contribution, while the blue
curves represent the results of the SAFT-VR Mie model using the newly developed association
contribution.
147
5.5. REAL SYSTEMS
It is apparent from figure 5.12 that the model with the new generic Mie association contri-
bution provides an improved representation of the VLE when compared with that obtained
with the model obtained using the Mu¨ller and Gubbins association contribution. This im-
provement is rather modest, leading to the conclusion that the quality of the description
obtained using Mu¨ller and Gubbins association approach is at least in part due to a decou-
pling of the reference fluids used to describe the dispersive and associative contributions
to the EOS. This introduces an extra degree of freedom: when the repulsive exponent
λR is changed only the dispersive contribution is affected, with the Mu¨ller and Gubbins
association term remaining of the LJ form, whereas with our new treatment of the associ-
ation integral both the reference monomer and association contributions of the associating
Mie fluid are impacted simultaneously. Despite the small improvement observed in the
representation the vapour-liquid equilibria, this model of water is more rigorous as it re-
tains a variable repulsive exponent, a key feature of the SAFT-VR Mie EOS; moreover
by selecting a large range rc = 0.35 for the association interaction as the basis for our
correlation the optimal value of the bonding volume parameter is significantly reduced,
corresponding to K ≈ 17σ3.
The quality of the description of the thermodynamics properties of water obtained using
the novel association contribution also leads to an improvement for the single-phase prop-
erties such as the density, the Joule-Thomson coefficient, the isobaric heat capacity, and
the speed of sound (see the five isobars depicted figure 5.13). Though there is a deteriora-
tion in the representation of the speed of sound at lower temperatures, the SAFT-VR Mie
model provides a good description of the heat capacity and Joule-Thomson coefficient.
The inaccuracy in the theoretical values of the speed of sound is due to inadequacy in
the description of the compressibility, partly due to not including single-phase densities in
the parameter-estimation procedure and partly due to the anomaly in the compressibility
of water. We did not include single-phase properties developing the models for water to
enable a direct comparison of the parameter estimation using the same objective function
for all models including that reported by Clark et al. [23].
In order to select the most physically appropriate SAFT-VR SW model of water, Clark
et al. [23] used, among other criteria, the data of Luck [67] for the degree of hydrogen
bonding obtained by overtone infrared (IR) spectroscopy. As we have shown in section 5.3,
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Figure 5.13: Single-phase isobaric properties of water: (a) densities, (b) Joule-Thomson
coefficient, (c) isobaric heat capacity and (d) speed of sound, at P = 10, 20, 50, 75 and 100
MPa. Symbols represent NIST data [65] and curves represent SAFT-VR Mie calculations.
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the approximate treatment of the association contribution in SAFT-VR SW (involving the
factorisation of the contact value of the SW RDF from the association integral) does not
provide a good estimate of the degree of association. As such, the agreement between
the SAFT-VR SW water model of Clark et al. and the data of Luck either suggests a
cancellation of errors or that the data of Luck are suspect. In related work, Clark [68]
estimated the degree of hydrogen bonding for the most common models for water (i.e.,
SPC/E [69], TIP4P [70], and TIP4P/2005 [71]) used in atomistic molecular simulation,
with a geometric definition involving the integration of the O-H RDF, finding that the
degree of hydrogen bonding obtained by direct molecular simulation was not consistent
with the experimental data of Luck. In figure 5.14 Luck’s spectroscopic data for the degree
of hydrogen bonding in water along the vapour-liquid coexistence envelope of water are
compared with the simulation data of Clark [68] for the TIP4P/2005 model [71], and with
the description obtained using the SAFT-VR SW model of Clark et al. [23] and our novel
SAFT-VR Mie model. We note that the degree of free (not hydrogen bonded) OH groups
in water can be obtained directly from the fraction of molecules X not bonded at a given
site within the Wertheim TPT1 treatment (see reference [23] for details).
It is evident from the figure that the degree of hydrogen bonding obtained from the
TIP4P/2005 model by molecular simulation and the predictions with our novel SAFT-
VR Mie model are in remarkable agreement and that neither are consistent with the
spectroscopic data. We cannot draw definitive conclusions on whether or not there is
an issue with the experimental data of Luck but the agreement between the degree of
association obtained by direct simulation and with SAFT-VR Mie EOS appears to be
more that mere coincidence.
5.5.2 Other associating compounds: ammonia, methanol, hydrogen sul-
fide
Having assessed our novel methodology for the treatment of association with the SAFT-
VR Mie EOS on the prototypical associating fluid that is water, we now turn our attention
to other simple associating fluids: methanol (CH3OH), ammonia (NH3), and hydrogen sul-
fide (H2S). Methanol is modelled as a fused dimer (1 6 m < 2) with three association sites
(two e sites representing the lone pairs of electrons on the oxygen atom and an H site to
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Figure 5.14: Fraction of free OH groups for water along the VLE; blue symbols represent
the data of Luck [67], red symbols represent the results obtained from molecular simulation
using the TIP4P/2005 model [68], the green curve represents the results of the SAFT-VR SW
model of Clark et al. [23] while the purple curve represents the results of the SAFT-VR Mie
model from this chapter.
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represent the hydrogen atom, where only e-H bonding is allowed), ammonia is modelled
as a spherical core (m = 1) with four association sites, three hydrogen sites H and one
lone pair site e, and hydrogen sulfide is described with the same scheme as water (spher-
ical core with four association sites, 2 H and two sites e, with only e-H bonding). The
SAVR-VR Mie intermolecular parameters developed for these three molecules are given in
table 5.4, with the different vapour-liquid equilibria and thermodynamic properties repre-
sented in figures 5.15 to 5.20. The SAFT-VR Mie model of methanol provides an excellent
description of the VLE, with an overshoot of the critical point (corresponding to 4% in
temperature) the only inadequacy, as expected for any treatment with a classical EOS.
The prediction of the single-phase densities is good, but that of the derivative properties
is not optimal, especially for the speed of sound as in the case of water, again due to the
omission of single-phase densities in the parameter-estimation procedure. The description
of the VLE of ammonia is also very good, the overshoot of the critical temperature is very
small (2 K or 0.5%), and the largest error is in the enthalpies of vaporisation which are
consistently 1 kJ/mol smaller than the experimental values. The single-phase densities
and heat capacities of ammonia are well described with the SAFT-VR Mie EOS, while
there still are some inaccuracies in the Joule-Thomson coefficient and speed of sound.
The SAFT-VR Mie model of hydrogen sulfide provides a description of the VLE which is
quite similar to that obtained for ammonia, with a good representation of the experimen-
tal data, a very small overshoot of the critical point, and a slight underestimate of the
enthalpy of vaporisation. In figure 5.19 we also include the description obtained with the
non-associating model for hydrogen sulfide developed in chapter 4 for comparison. A non-
associating model is physically reasonable for H2S as this is a weakly hydrogen-bonding
substance, while a non-associating model of water or ammonia would be highly inappro-
priate. The associating SAFT-VR Mie model of hydrogen sulfide performs better for the
VLE providing a better description of the vapour pressure and a smaller overshoot of the
critical point; the associating model offers a very good representation of the single-phase
densities and derivative properties, with an accuracy similar to that obtained with the
SAFT-VR Mie EOS for non-associating fluids as seen in chapter 4.
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Table 5.4: SAFT-VR Mie model parameters for methanol, ammonia and hydrogen sulfide.
m σ (Å) λR λA ε/kB (K) EHB,ab/kB (K) K(Å3)
CH3OH 1.7989 3.1425 16.968 6.0 276.92 2156.0 222.18
NH3 1.0 3.3309 36.832 6.0 323.70 1105.0 560.73
H2S 1.0 3.7820 31.311 6.0 243.28 585.72 1880.4
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Figure 5.15: (a) Saturated densities, (b) vapour pressures and (c) enthalpies of vaporisation of
methanol. Symbols represent NIST data [65] and curves represent SAFT-VR Mie calculations.
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Figure 5.16: Single-phase isobaric properties of methanol: (a) densities, (b) Joule-Thomson
coefficient, (c) isobaric heat capacity and (d) speed of sound, at P = 1, 2, 5, 10 and 20 MPa.
Symbols represent NIST data [65] and curves represent SAFT-VR Mie calculations.
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Figure 5.17: (a) Saturated densities, (b) vapour pressures and (c) enthalpies of vaporisation of
ammonia. Symbols represent NIST data [65] and curves represent SAFT-VR Mie calculations.
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Figure 5.18: Single-phase isobaric properties of ammonia: (a) densities, (b) Joule-Thomson
coefficient, (c) isobaric heat capacity and (d) speed of sound, at P = 1, 2, 5, 10, 20 and 50
MPa. Symbols represent NIST data [65] and curves represent SAFT-VR Mie calculations.
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Figure 5.19: (a) Saturated densities, (b) vapour pressures and (c) enthalpies of vaporisation
of hydrogen sulfide. Symbols represent NIST data [65], red curve represent SAFT-VR Mie
calculations using the non-associating model presented in chapter 4 while blue curves represent
SAFT-VR Mie calculations using the associating model presented in table 5.4.
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Figure 5.20: Single-phase isobaric properties of hydrogen sulfide: (a) densities, (b) Joule-
Thomson coefficient, (c) isobaric heat capacity and (d) speed of sound, at P = 5, 10, 20 and
50 MPa. Symbols represent NIST data [65] and curves represent SAFT-VR Mie calculations.
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5.5.3 Aqueous mixtures of methanol, carbon dioxide, hydrogen sulfide
or methane.
Developing a mixing rule for the association contribution
We have developed a novel association contribution for Mie fluids along with good models
for a selection of prototypical associating fluids. A key goal of our research is the repre-
sentation of the fluid phase equilibria of mixtures of carbon dioxide in water and brines.
A reliable description of the thermodynamic properties of associating aqueous mixtures
is therefore a prerequisite. The first task at hand is to extend the treatment of the asso-
ciation contribution to mixtures, as it was formulated for pure fluids. This involves the
development of an appropriate mixing rule for the association term and combining rules
for the association parameters. As the association contribution is based on the RDF of
the reference Mie fluids, a mixing rule that best describes the RDF of mixtures of Mie
particles has to be found. In order to assess this one can examine the behaviour of a
thermodynamic state of the mixture defined in terms of the size σmix and energy εmix
parameters in reduced form as T ∗mix = kBT/εmix and ρ∗mix = ρσ3mix. We restrict our anal-
ysis to the van der Waals mixing rules, and in the case of a binary mixture we have to
ensure wether the one-fluid mixing rule (VDW1) is the most appropriate framework. For
more information on the van der Waals mixing rules we refer to the books of Lee [72]
and Rowlinson and Swinton [73]. In order to assess the adequacy of a VDW1 treatment
we perform a molecular dynamics simulation of a mixture of LJ spheres and compare
the RDF with that obtained using RHNC integral equation theory using different mixing
rules. The molecular dynamics simulation consists of a binary mixture of 5000 A and 3000
B LJ particles in an 8000 Å3 cubic box at T=400 K; the specific values of the interaction
parameters and thermodynamic states are given in table 5.5, chosen such that the mixture
is in a supercritical state and thereby will not phase separate.
The van der Waals 1-fluid parameters σx and εx are defined for an effect single component
systems as
σ3x =
∑
i
∑
j
xixjσ
3
ij (5.31)
and
εx =
∑
i
∑
j xixjσ
3
ijεij
σ3x
. (5.32)
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Table 5.5: Intermolecular potential parameters for the model LJ binary mixture, with the
explicit two-fluid reduced parameters.
σ (Å) ε/kB (K) T ∗ij = kBT/εij ρ∗ij = ρσ3ij
A−A 0.928 160 2.5 0.8
B −B 0.843 250 1.6 0.6
A−B 0.886 200 2 0.695
For our system we find σx = 0.897Å and εx/kB = 189K, giving T ∗x = kBT/εx = 2.12
and ρ∗x = ρσ3x = 0.723. The comparison between the gAA(r) and gBB(r) RDFs obtained
from molecular simulation and from RHNC theory using the different reduced variables
is shown in figure 5.21, where one can see that in the case of gAA(r) the description with
explicit two-fluid mixing rules for σ and ε is not as good as that with one-fluid mixing
for σ. In the case of gBB(r) the combination of a one-fluid mixing for σ and two-fluid
mixing rule for ε is seen to provide the best description. As a consequence, the combined
one-fluid/two-fluid mixing rules for the size/energy parameters are chosen to represent
the thermodynamic properties of the mixtures. The appropriate reduced temperature and
density which enter equation 5.29 for use in the association integral are defined as
ρ∗ = ρσ3x
T ∗ = T ∗ij = kBT/εij . (5.33)
Once an appropriate mixing rule for the association contribution has been selected, we
can fix the combining rules for the unlike association parameters:
EHB,ij =
√
EHB,iiEHB,jj (5.34)
Kij =
(
3√Kii + 3
√
Kjj
2
)3
(5.35)
(5.36)
Aqueous mixtures
The first binary mixture we examine is the water + methanol system, as it is one of the
few examples for which a water mixture exhibits an almost ideal type I phase behaviour.
The VLE of this mixture at P = 1 atm using the pure component SAFT-VR Mie models
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Figure 5.21: (a) gA−A(r), (b) gB−B(r); symbols represent simulation data, while the curves
represent the results obtained from RHNC using different T ∗ and ρ∗: σx and εx in blue, σx
and εI in red and σi and εi in green. A close up of the first peak is displayed in the inserts.
developed in this chapter is shown in figure 5.22; in this case we use a small deviation from
the combining rule for the unlike dispersion energy 4.13 corresponding to kij = 0.04. Good
agreement with the experimental data is found for the vapour-liquid envelope. The fact
that one can obtain an adequate description for this mixture using only a small correction
factor indicates that our novel association contribution coupled with the mixing rules are
appropriate for associating mixtures of this type.
We now focus on binary mixtures of water exhibiting type III phase behaviour which
are characterised by large regions of liquid-liquid and vapour-liquid equilibria:methane +
water; hydrogen sulfide + water; and carbon dioxide + water. These are the key binary
mixtures of interest for our project with carbon dioxide + water being an important bi-
nary mixture to achieve our goal of modelling carbon dioxide + brine systems, which are
very challenging to treat. Haslam et al. [80] have shown that for this kind of mixture,
with extreme phase separation, no single unlike interaction parameter kij can be used to
describe both phases accurately.As a result we estimate separate kij values to describe the
unlike interactions for each phase.
For the methane + water system, the SAFT-VR Mie models characterised by the param-
eters in table 5.6 provide a good description of the experimental data for the fluid phase
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Figure 5.22: Isobaric representation of the vapour-liquid equilibria of the water + methanol
binary mixture at P = 1 atm; the symbols represent the experimental data [74–79] and curves
the description obtained using the SAFT-VR Mie EOS with our novel treatment of the asso-
ciation contribution for mixtures.
162
5.5. REAL SYSTEMS
equilibria as can be seen in figure 5.23. While judging the appropriate values of kij is
not easy, which requires a lengthy calculation to obtain a theoretically sound estimate as
shown in [80], it is clear from the values reported in table 5.6 that the optimal kij for
the methane-rich phase is small, positive and insensitive to temperature, while that for
the water-rich phase is small, negative, and temperature dependent. Although the values
of kij found are small, the impact on the phase behaviour is important, especially in the
aqueous phase, as can be seen from the dashed curves in figure 5.23 which represent the
results obtained for T = 318.12K using a value of kij = 0.
Table 5.6: Binary interaction parameters kij for the methane + water mixture [81].
298.11 K 303.11 K 318.12 K
Water-rich phase −0.083 −0.069 −0.053
Methane-rich phase 0.08 0.08 0.08
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Figure 5.23: Isothermal VLE of the water-methane system: (a) water-rich phase, (b)
methane-rich phase; symbols represent experimental data [82] and curves represent SAFT-
VR Mie results using the binary interaction parameters of table 5.6; the dashed green curves
represent the results obtained for 318.12 K with kij = 0.
In the case of the carbon dioxide + water mixture we refine the unlike repulsive exponent
(λR,ij) to improve the accuracy of the models, as this is a crucial mixture of interest.
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The optimal results are obtained by using a value of λR,ij = 13, which is used for both
phases for all temperatures to keep the number of adjustable parameters at a tractable
level. The values of the estimated unlike kij parameters given in table 5.7 are found to be
negative, quite large and temperature dependent for both phases. Using these SAFT-VR
Mie models a good description of the experimental fluid phase behavior is obtained, as
can be seen from figure 5.24.
Table 5.7: Binary interaction parameters for the CO2-water mixture; the unlike repulsive
exponent is set to λR,ij = 13 in all cases [81].
323.2 K 348 K 373.2 K
Water-rich phase -0.594 -0.554 -0.53
CO2-rich phase -0.454 -0.443 -0.445
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Figure 5.24: Isothermal VLE of the water-CO2 system: (a) water-rich phase, (b) CO2-
rich phase; symbols represent experimental data [83–91] and curves represent SAFT-VR Mie
results.
Hydrogen sulfide being an associating fluid, there are more possible mixture parameters
to estimate. We choose to adjust kij along with the unlike association parameters EHB,ij
and Kij , the optimal values of which are reported in table 5.8. This SAFT-VR Mie model
provides a good description of the experimental data of this mixture, as can be seen in
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figure 5.25.
Table 5.8: Mixture-model parameters for the H2S-water mixture [81].
kij EHB,ij/kB (K) Kij(Å3)
Water-rich phase -0.004
1080 870
H2S-rich phase 0.219
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Figure 5.25: Isothermal VLE of the water-H2S system: (a) water-rich phase, (b) H2S-
rich phase; symbols represent experimental data [90, 92] and curves represent SAFT-VR Mie
results; the region around the three-phase line is shown in the insert .
The overall description of mixtures of associating fluids with the SAFT-VR Mie EOS
is found to be very satisfying, and our novel generic association contribution and the
corresponding mixing rules are seen to be an appropriate representation of these systems.
5.6 Chapter Summary
In this chapter we have seen how central the monomer RDF is to the association contri-
bution of the Wertheim TPT1, and thus that an accurate description of this RDF of the
reference fluid is a prerequisite to an accurate description of the effect of the association
interactions. The different approaches appropriate for a tractable description of the asso-
ciation strength have been assessed, either with an assumption on the approximate form
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of the RDF or using a correlation of simulation data. In the case of SAFT-VR Mie EOS
we found that using the same approximation as in SAFT-VR SW EOS does not provide
a good description of the degree of association, resulting in poor models for real fluids,
while using the Mu¨ller and Gubbins association term developed for the LJ fluid provides
an improved description. We chose to follow the same path by obtaining the RDF for a
wide range of Mie fluids and conditions using the RHNC closure to solve the OZ integral
equation, and then correlating the numerical values of the association integral for a fixed
geometry. This correlation provides a good description of the association contribution of
the Mie fluids which can be used to represent real associating fluids. The resulting models
for water, methanol, ammonia, and hydrogen sulfide were found to provide a very good
representation of the vapour-liquid equilibria, although some issues remain with respect
to the second-derivative properties like the speed of sound. The fluid phase equilibria of
mixtures were examined to ensure that the novel association contribution could correctly
describe mixtures, and we obtained a very good description of the water + carbon dioxide
system which is a central part of this work.
We successfully improved our understanding and description of the association contribu-
tion for Mie fluids, and we can now focus on the last component of our system: brines.
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An expert is a person who has found
out by his own painful experience all
the mistakes that one can make in a
very narrow field.
—N. Bohr —
Chapter 6
SAFT-VRE: brine modelling
6.1 Introduction
In chapter 4 we have seen how SAFT-VR Mie can be applied to systems of non-associating
fluids, and in chapter 5 we have developed a method to include associating compounds,
with an emphasis on water and aqueous mixtures. Now the main task remaining is to
include charged species into the system, i.e., to extend the method to treat electrolytes.
As we have seen in chapter 3, the SAFT-VR EOS has already been extended to treat elec-
trolyte systems. In this chapter we will first focus on improving the previously developed
SAFT-VRE EOS for electrolyte systems (using the SW potential), and then we will trans-
fer this knowledge to the case of SAFT-VR Mie. The final step of the work is to introduce
electrolyte to the modelling of the water-CO2 system obtained in the previous chapter,
thus completing the objective of modelling the phase behaviour of brine-CO2 systems.
The focus of this chapter is to refine and ensure the validity of SAFT-VRE for brines with
different levels of complexity. For this reason we do not present an exhaustive study of all
the possible cases, but rather focus on a few representative brines and properties. Further
study would be beneficial, to widen the number of systems treated.
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6.2 SAFT-VRE SW
We start by reiterating the major characteristics of the treatment of electrolyte solutions
within SAFT-VRE, which have been described in more detail previously in chapter 3:
• The long-ranged Coulombic interactions between the ions are treated using the MSA
in the non-restrictive primitive model.
• The Born term is included to account for the solvation of the ions.
• The dielectric constant is considered as depending on temperature, density and com-
position of the solvent, using the expressions in chapter 3.
6.2.1 Dispersion scheme
We have almost all the information we need to treat electrolyte solutions, except for the
dispersion scheme to use. The previous study [1] neglected dispersion between like ions,
but we wish to investigate whether including these dispersion interactions may improve the
accuracy. The number of parameters involved in modelling a water + salt system is quite
high; care must be taken to limit that number as the amount of available experimental
data can be limited. Keeping a small number of adjustable parameters ensures that the
method has more value than a simple correlation of the data. It is for these reasons that
past works on SAFT-VRE [1–4], have neglected some dispersion interactions involving the
ions. However, as ions, beside having a net charge, possess electron clouds just like any
other species, they also interact with all other species through dispersion interactions. As
a result, the most physical way to treat the system is to consider dispersion between all
species present in the mixture.
Let us now focus on a simple brine consisting of one salt and the solvent, water. The water
model needs to be chosen as a first step, as the modelling of electrolyte solutions can only
be carried out with respect to a specific water model. We use the very good model from
Clark et al. [5]. We have to determine parameters for the ion-water, like ion-ion and
unlike ion-ion dispersion interactions. Thus we need to determine the sizes (σ), the range
(λ) and depth (ε) of all the dispersion interactions, as indicated in table 6.1.
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Table 6.1: Parameters to be determined for the water-cation-anion dispersion interactions
Water Cation Anion
Water σw , λw , εw σwc , λwc , εwc σwa , λwa , εwa
Cation - σc , λc , εc σca , λca , εca
Anion - - σa , λa , εa
The parameters corresponding to pure water are known, and combining rules are used to
reduce the number of parameters to estimate, with all unlike sizes (σij) set to be:
σij =
σi + σj
2 , (6.1)
and all unlike ranges (λij) set to
λij =
λiσi + λjσj
2σij
. (6.2)
This leaves as parameters to be estimated: σa and σc, the sizes of the ions; εwc, εwa and
εac the unlike depths; λa, λc, εa and εc the ranges and depths of the like ion-ion disper-
sions. To further reduce the number of parameters to be estimated, we fix the range of
all ion-ion dispersion interactions to λca=λa= λc = 1.2. This value was chosen following
the work of Schreckenberg [1], in which these ranges were found always to have a value
close to 1.2, even when explicitly included in the parameter estimation. Note that while
this enables a reduction of the number of parameters, the ions still differ from each other,
since the range of attraction in real units is given by λiσi, and thus the bigger ions will
have a greater dispersion range than the smaller ions.
The seven remaining parameters form a more manageable set, allowing an easier estimation
procedure. However, it is important, in order to have a useful brine-modelling method,
to be able to treat brines comprising multiple salts in a predictive manner, so that our
model has a greater value. This is why we need to have a way to predict the depth of the
unlike ion-ion interaction: all the other parameters can be readily obtained from single-
salt brines, and are ion specific. The solution to the problem is to predict this unlike
ion-ion dispersion energy, but the method for predicting it is not obvious; one could use a
combining rule, like the Berthelot rule:
εij = (1− kij)√εiiεjj , (6.3)
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but what value should be ascribed to kij , the cross-interaction parameter? Fixing it to
any value (even zero) is a choice, and we have no grounds to select any particular value.
As any combining rule will yield the same problem, we opt instead to use the expression
obtained for spherical non-polar molecules by Haslam et al. [6], based on the work of
Hudson and McCoubrey [7]. This method has already been employed to predict the value
of kij based only on pure-component parameters, and has been shown provide a good
mixture model for a variety of different systems [6]. In our case we express the unlike
depth εij as a function of the sizes of the ions, their polarisability, α0, and their ionisation
potential, I, using equation 19 and 20 of [6] as:
εij =
3
2
1
σ6ij(λ3ij − 1)
IiIj
Ii + Ij
α0,iα0.j
(4pi0)2
. (6.4)
In the case of anions, the ionisation potential is replaced with the electron affinity of the
element, while for cations we use second ionisation potential for the monovalent ions and
correspondingly a higher-order ionisation potential for higher-valency ions. The values
for the polarisabilities and ionisation potentials of the ions considered are summarised in
table 6.2.
Table 6.2: Ionisation potentials and polarisability for the ions considered, taken from [8].
Ion Li+ Na+ K+ Rb+ Ca2+ F− Cl− Br− I−
I (eV) 75.64 47.29 31.63 27.29 50.91 3.40 3.61 3.36 3.06
α0 (10−24 cm3) 0.03 0.18 0.83 1.40 0.47 1.04 3.66 4.77 7.10
After all those simplifications we end up with only six adjustable parameters for a salt,
or just three per ion: σion, εion and εion−water. We now have a completely ion-specific
framework; the dispersion scheme is summarised in table 6.3.
6.2.2 Parameter estimation and results for simple brines
Now that we have identified the parameters that need to be estimated, we can focus on the
estimation procedure. We choose to evaluate parameters for an initial group of common
salts, the alkali-halides formed by lithium, sodium, potassium or rubidium, and fluorine,
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Table 6.3: Summary of the dispersion scheme used in SAFT-VRE SW
σ λ ε
Water Cation Anion Water Cation Anion Water Cation Anion
Water From [5] Eq. 6.1 Eq. 6.1 From [5] Eq. 6.2 Eq. 6.2 From [5] Fitted Fitted
Cation - Fitted Eq. 6.1 - 1.2 Eq. 6.2 - Fitted Eq. 6.4
Anion - - Fitted - - 1.2 - - Fitted
chlorine, bromine or iodine; this gives 15 salts as LiF is ignored due to the very small num-
ber of available experimental data. Parameters for additional ions can be easily estimated
at a later stage using the counter-ions with existing models (for example a model for Ca2+
can be obtained using CaCl2, CaBr2 and CaI2). As in previous cases, we estimate pa-
rameters by minimising an objective function consisting of the relative difference between
calculated and experimental values of certain properties using the Levenberg-Marquardt
method [9, 10]. The experimental data used in the procedure are the ones most commonly
found for simple brines: densities, mean activity coefficients and vapour pressures. The
osmotic coefficient values are not used at this stage but will be used afterwards to check
the validity of the obtained models. Data used are taken from literature, using a temper-
ature range away from the water critical point (T < 523 K); data for very concentrated
brines are ignored, as has been discussed in chapter 2, with a maximum molality of 10
molal.
As we use ion-specific models, two methods are available; the first comprises the choice of a
reference salt, say NaCl, the estimation of the parameters for that reference salt, then the
transfer of those parameters to other salts containing Na or Cl, and so on. This method
results in a very good quality model for the reference salt, but the transferability of the
individual ion models is not very good: six parameters are estimated on the properties
of the reference-salt system, resulting in a very good description of that particular salt
but not necessarily of the individual ions. To overcome this problem, the method can
be iterated, changing the reference salt in between iterations and keeping one of the ions
constant, but this gives a very complex estimation method, and no guarantee as to the
overall quality of the results.
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The other method is to simply estimate all the salts at once, resulting in a more-complex
parameter space as there are many more parameters to estimate at the same time. The
big advantage of this method is that it is much more consistent: the quality of the models
for the different salts will be much closer than with a sequential estimation; we choose this
method. This method is actually similar to a group-contribution estimation procedure.
This estimation being quite complex, 24 parameters to estimate using over 2000 data
points, we use multiple estimations with different starting points, allowing a good coverage
of the parameter space. After performing the estimation we choose a set of models for these
ions, based on the quality of the description of the properties included in the estimation,
but also ensuring the parameters obtained have “reasonable” values, e.g. lithium should
not be found to have a size of 30 Å. We present the parameters of the chosen models in
table 6.4, and the % AAD for the properties included in the estimation in table 6.5.
Table 6.4: SAFT-VRE SW model parameters for the eight alkali-metal and halide ions
studied.
Ion σion−ion (Å) εion−ion/kB (K) εion−water/kB (K)
Li+ 1.50 543.96 1002.1
Na+ 2.2021 1700 .0 550.89
K+ 2.6385 926.04 413.54
Rb+ 3.2182 1541.4 493.34
F− 1.9344 775.62 850.14
Cl− 3.0794 831.39 420.38
Br− 3.1666 523.95 387.94
I− 3.50 578.93 383.63
The range of physically meaningful values of the parameters, which is used to fix the
bounds on the parameters during the estimation, needs to be assessed separately for each
kind of parameter. The sizes of the ions can be restricted quite easily, using the Pauling
diameter as a reference, and in fact, even without being restricted, these tend to stay
within reasonable values, as the ionic and Born contributions depend only on the sizes of
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Table 6.5: % AAD in vapour pressure (Psat), density (ρ) and mean activity coefficient (γ±)
for the 15 alkali-halide salts studied
Salt Psat ρ γ± Salt Psat ρ γ±
LiCl 2.45 1.02 4.49 KCl 2.42 0.73 5.05
LiBr 2.75 3.24 4.63 KBr 1.75 0.74 5.04
LiI 2.83 1.94 6.16 KI 2.06 2.35 2.97
NaF 0.93 0.24 3.15 RbF 1.72 2.5 4.81
NaCl 2.35 1.74 5.51 RbCl 1.65 1 4.38
NaBr 1.75 0.65 3.63 RbBr 1.62 0.34 1.68
NaI 3.1 1.3 4.49 RbI 1.35 1.54 1.9
KF 2.49 3.38 3.15
the ions. In addition to the sizes being within a reasonable range of values, the trend is
also very important; as we treat ions within the same group, sizes need to increase with
atomic or molecular weight. The sizes of the ions are represented in figure 6.1(a) and
are found to possess the right trend. The differences in sizes between cations and anions
are not as easy to interpret: anions tend to be bigger than cations due to the additional
electrons, but the extent to which the anions should be bigger is quantitatively difficult to
estimate; it is interesting to note that the values obtained for the diameter of the ions are
close to those reported by Shannon [11] from crystallographic data. The values of water-
ion dispersion energies are harder to judge, as they in fact “lump together” a number of
approximations made in the theory, specifically the implicit treatment of the dipoles of
water using a variable range dispersion, but have a similar trend to the solvation energy,
as can be seen in figure 6.1(b), which in turn is found to be a reasonable estimate of the
experimental values of Fawcett [12], as shown in table 6.6. The energies of like ion dis-
persion can be compared to the value obtained with equation 6.4, which is done in figures
6.1(c) for the cations and 6.1(d) for the anions. We find that the estimated values are close
to the values that would be obtained using equation 6.4. This also helps us understand
why the dispersive energies of ions can vary over many orders of magnitude, as opposed
to most other molecules for which the range of values is much narrower. This comparison
has enabled us to ensure that the values of the chosen models have some physical meaning.
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Figure 6.1: SAFT-VRE SW model parameters for the eight ions studied. a) The ionic
diameter (σ) increases with atomic weight for cations and anions. b) The ion-water dispersion
energies (black bars) and the calculated Gibbs energy of solvation of the ions (striped bars)
follow a similar trend. c) and d) The continuous curves represent the like ion-ion dispersion
energies obtained from equation 6.4 as a function of the ionic diameter (cations are presented
in c) and anions in d)), while the dashed lines represent the estimated ionic diameter and the
symbols the estimated like ion-ion dispersion energies for each ion.
A number of the results for the properties included in the estimation are provided in figure
6.2, where one can see that SAFT-VRE provides a good description of the behaviour of
simple brines. The results of the SAFT-VRE EOS are not as good as those obtained in [1],
mainly due to our choice of using ion-specific instead of salt-specific models, as we do not
have a parameter to improve the behaviour of each salt independently. This relative lack
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Table 6.6: Gibbs energy of solvation (298 K, 1 bar) of the ions studied: experimental values
[12] and SAFT-VRE SW results. The value for each ion is independent of the salt considered
due to the ion-specific nature of our models.
Ion ∆Gsexp (kJ/mol) ∆GsSAFT−VRE (kJ/mol)
Li+ −529 −930
Na+ −424 −618
K+ −352 −504
Rb+ −329 −418
F− −429 −723
Cl− −304 −429
Br− −278 −413
I− −243 −369
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of accuracy is compensated by the vastly superior predictive power of ion-specific models,
as these enable the treatment of salts without any parameter estimation, as long as the
constituting ions have been studied previously; we hence have the possibility to study
salts for which no experimental data are available. We do not need to adjust each unlike
ion-ion interaction, which is especially useful in the case of seawater-type brines, composed
of many ions, leading to salts not experimentally studied, like strontium carbonate. Note
that, although most of the available experimental data, and subsequently most of the
comparison, lie in a limited temperature range, as most of the measurements were carried
out at T = 298 K, our models can treat different temperatures, as shown in figure 6.2(c).
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Figure 6.2: Examples of results for properties used in the parameter-estimation procedure:
symbols represent experimental data [13] and continuous curves represent SAFT-VRE SW
calculation results. a) Density of different simple brines at 298.15K; b) Mean activity coefficient
of different simple brines at 298.15 K; c) Vapour pressure of NaCl brine.
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6.2.3 Predicted results (osmotic coefficient, freezing point depression,
multi-salt brine)
Osmotic coefficient
We obtain models for the eight ions in our set, which provide a good representation of the
properties studied so far, and are based on physically sensible parameter values. The next
step is to test our ability to predict properties other than those included in the parameter
estimation using those models. One of the properties for which data are readily available
is the osmotic coefficient, φ, defined in equation 6.5 [14]:
φ = − ln (xsolventγsolvent)
νmMsolvent
, (6.5)
where xsolvent is the solvent mole fraction, γsolvent is the solvent activity coefficient, m is
the salt molality, Msolvent is the molecular weight of the solvent and ν is the number of
moles of ions per mole of salt. The osmotic coefficient is linked to the activity coefficient
of the solvent and as such is linked to the mean activity coefficient of the ions and to
the vapour pressure of the brine, which are well described by our models. Thus it is not
surprising to find that these models give a good description of the osmotic coefficient for
the different salts, illustrated in figure 6.3, while the % AAD are presented in table 6.7.
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Figure 6.3: Osmotic coefficient at 298.15 K for some alkali-halide brines; symbols represent
experimental data [15–29] and continuous curves represent SAFT-VRE SW predictions
Freezing-point depression
Another property that can be easily studied is the freezing-point depression of water upon
addition of salts. This is a case of solid-liquid equilibrium between the brine and pure
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Table 6.7: % AAD for the osmotic coefficient of the alkali-halide brines studied
Salt φ Salt φ Salt φ Salt φ
LiCl 2.77 NaF 0.65 KF 2.8 RbF 2.11
LiBr 6.45 NaCl 1.42 KCl 1.24 RbCl 2.26
LiI 2.55 NaBr 1.57 KBr 2.59 RbBr 0.56
NaI 3.11 KI 3.87 RbI 0.93
ice (ions are considered not to enter the solid phase), and as such requires more than
the SAFT-VRE method alone, since SAFT is a fluid EOS and is unable to treat solid
phases. To complement SAFT-VRE, we use a standard method of treating SLE; further
information about the method is available, for example in the books of Prausnitz [30] and
Sandler [31].
Water (denoted by W ) is in equilibrium between two phases: ice (solid, denoted by S),
and the brine (liquid, denoted by L). As such, we have equality of the fugacity of water
between the two phases as:
fS,pureW (P, T ) ≈ fSW (P, T, xSW ) = fLW (P, T, xLW ) (6.6)
with
fLW (P, T, xLW ) = xLWγLW (P, T, xLW )f
L,pure
W (P, T ), (6.7)
where xLW is the mole fraction of water in the brine, γLW (P, T, xLW ) the activity coefficient
of water and fL,pureW (P, T ) the fugacity of pure water. We we can also relate the Gibbs
energy of fusion to the fugacities as:
∆Gpurefus (P, T ) = RT ln
fL,pureW (P, T )
fS,pureW (P, T )
. (6.8)
This leads to:
∆GL,purefus (P, T ) = −RT ln xLWγLW (P, T, xLW ). (6.9)
We can express ∆Gfus in term of enthalpy and entropy of fusion as:
∆GL,purefus (T ) = ∆Hfus(T )− T∆Sfus(T ). (6.10)
183
6.2. SAFT-VRE SW
As both terms cannot be evaluated directly, we calculate these using the thermodynamic
cycle shown in figure 6.4, in which we want to go from 1 to 4 but need to go through
another temperature T0 at which the necessary data are available. From this cycle we
Figure 6.4: Thermodynamic cycle used for the solid-liquid equilibrium of ice and brine; T0
is the reference temperature of 273.15K
have:
∆Hfus(T ) = ∆Hfus(T0) +
∫ T
T0
∆cP (T )dT, (6.11)
and
∆Sfus(T ) = ∆Sfus(T0) +
∫ T
T0
∆cP (T )
T
dT. (6.12)
The experimental data in the literature are obtained at atmospheric pressure, so we choose
this as our reference pressure, prompting the choice of T0= 273.15 K as the reference
temperature, as this is the freezing temperature of pure water at atmospheric pressure.
For pure water under these conditions the melting reaction is at equilibrium and ∆Gfus is
zero, giving
0 = ∆Gfus(T0) = ∆Hfus(T0)− T0∆Sfus(T0)⇒ ∆Sfus(T0) = ∆Hfus(T0)
T0
. (6.13)
Combining this with equation 6.10 yields:
∆Gfus(T ) =
(
1− T
T0
)
∆Hfus(T0) +
∫ T
T0
∆cP (T )dT − T
∫ T
T0
∆cP (T )
T
dT. (6.14)
We consider the heat-capacity difference between ice and the brine (∆cP (T )) to be constant
with temperature and equal to its value at T0, ∆c0P , obtaining:
∆Gfus(T ) =
(
1− T
T0
)
∆H0fus + ∆c0P
(
T − T0 − T ln T
T0
)
. (6.15)
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Now we substitute this result into equation 6.9:
−RT ln xLWγLW (P, T, xLW ) =
(
1− T
T0
)
∆H0fus + ∆c0P
(
T − T0 − T ln T
T0
)
, (6.16)
which we rearrange to give
ln xLWγLW (P, T, xLW ) =
(
T
T0
− 1
) ∆H0fus
RT
− ∆c
0
P
R
(
1− T0
T
− ln T
T0
)
. (6.17)
The method to solve this expression is quite straightforward: for a given composition of
the brine the temperature is changed until the equality is obtained. The activity coeffi-
cient of water in the brine (γLW (P, T, xLW )) is calculated with SAFT-VRE. This is a good
test for the brine modelling but also for the pure water model, as it it implicitly involves
calculation of the properties of water under conditions at which pure water does not exist
as a liquid. Results can be seen in figure 6.5, where it can be seen that the predictions
provide a good representation of the experimentally observed behaviour.
 200
 210
 220
 230
 240
 250
 260
 270
 0  1  2  3  4  5  6  7
T  
( K
)
Salt molality (mol/kg)
Depression of freezing 
NaCl
LiCl
Figure 6.5: Freezing point depression of water upon addition of NaCl or LiCl. Symbols
represent experimental data [32–40] and continuous curves represent the results of our method
using SAFT-VRE SW
These results are pure predictions, as the only input aside from our SAFT-VRE models
are the fusion enthalpy and difference in heat capacity between ice and liquid water at
273.15 K, for which we use the values found in [41] of −6012.1 J/mol and −38.12 J/mol/K
respectively. The only approximation that might hamper the quality of our results is the
difference of heat capacity between ice and liquid water, which is assumed to be constant.
This approximation, albeit small, has a growing effect as the temperature decreases, and
hence might explain why the accuracy at high molalities decreases. However, the quality
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of the SAFT-VRE description of water and of the brine at those temperatures is probably
the most important source of inaccuracy, as these models have not been developed in this
temperature range.
Multi-salt brines
Since we have models in which we are confident, we can extend this method to study some
multi-salt brines, which is easy to do as we have ion-specific models. Multi-salt brines
are treated completely predictively; the only additional inputs are the unlike cation-cation
and anion-anion interaction energies, calculated with equation 6.4. Different properties are
available in the literature; here we choose to study vapour pressure, shown in figure 6.6 for
three different brines with two salts. The phase equilibrium is solved in a usual fashion,
allowing for the presence of ions in the vapour phase. The electroneutrality condition
means that the chemical potentials of the ions are not independent. As a result one finds
that the chemical potential of each salt
µsalt = ν+µ+ + ν−µ−, (6.18)
(and not of the individual ions) should be equated in each phase. In the case of solutions
with multiple salts this constraint is applied to each pair of independent neutral species
(salt) [42].
The results obtained are in excellent agreement with the available experimental data, es-
pecially considering that these are pure predictions.
Although we only apply our method to a single property and to three mixed-salt brines, the
very good quality of the results suggests that our method is suitable to study mixed-salt
brines.
Mixed-solvent brines
In addition to the treatment of brines comprising one or more salts, SAFT-VRE can treat
systems with mixed-solvent brines. Here we focus on systems containing methanol and wa-
ter, using the methanol model developed by Clark et al [5], along with the water-methanol
binary model; the usual combining rules (equations 6.1, 6.2, and 6.3) are employed with
no further adjustment (i.e., kij = 0). To study simple electrolyte systems, it was necessary
186
6.2. SAFT-VRE SW
?1
?0.5
 0
 0.5
 1
 1.5
 2
 2.5
 290  300  310  320  330  340  350
%  
D e
v i a
t i o
n  i
n  P
s a t
T / K
(a) NaCl + KCl
?1
?0.5
 0
 0.5
 1
 1.5
 2
 2.5
 300  305  310  315  320  325  330  335  340
%  
D e
v i a
t i o
n  i
n  P
s a t
T / K
(b) NaCl + KBr
?6
?4
?2
 0
 2
 4
 310  320  330  340  350  360  370
%  
D e
v i a
t i o
n  i
n  P
s a t
T / K
(c) LiBr + LiI
Figure 6.6: Percentage deviation in vapour pressure (100 × ( Pexp−Pcalc ) / Pexp) for three
different brines with two salts. Symbols represent the deviation between the experimental data
[43–45] and the SAFT-VRE SW predictions; the molalities of each salt are (a) 0.6 NaCl + 0.3
KCl (blue) and 2.0 NaCl + 1.3 KCl (red), (b) 0.5 NaCl + 0.5 KBr (blue) and 2.0 NaCl +
2.0 KBr (red), (c) 0.9 LiBr + 0.2 LiI (blue), 3.7 LiBr + 0.9 LiI (red) and 5.6 LiBr + 1.4 LiI
(green).
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to obtain the water-ion dispersion energy. In analogous fashion, to study mixed-solvent
electrolyte solutions, we need also to obtain the remaining solvent-ion dispersion energies;
in this case, the methanol-ion interaction is required. Experimental data for the methanol-
salt system are available for some salts, and hence we can use them to estimate the missing
parameters.
Focusing on NaCl and LiCl, the task is to estimate the parameters εMeOH−Na, εMeOH−Li
and εMeOH−Cl. Unfortunately, gradient-based parameter estimation tends to be difficult.
For example, the low solubility of NaCl in methanol (< 0.3 molal) results in an absence of
data in the more-concentrated region, where a difference in the parameters has a noticeable
effect; this undermines the convergence of a gradient-based estimation procedure, with the
result that the parameter values tend to hit whatever bounds are assigned to them. The
result of such an estimation procedure is provided in table 6.8; as can be seen, the value
of εMeOH−Na is so low that the model appears to be physically unreasonable. We could
ignore NaCl but, in this case, εMeOH−Cl would be obtained using data from only one salt
– precisely what we set out to avoid by including at least two salts in the estimation. In-
stead, we assume that the values of εMeOH−ion can be approximated by those of εwater−ion.
As is illustrated in figure 6.7 and in table 6.9, in terms of deviations from experimental
data for NaCl, the performance of the resulting model is essentially equivalent to that of
the model obtained from the estimation procedure; there is a deterioration in performance
for LiCl, however, since the parameters are far more physically reasonable, this model is
adopted in preference.
Table 6.8: Methanol-ion energy parameters
Model εMeOH−Na/kB (K) εMeOH−Cl/kB (K) εMeOH−Li/kB (K)
Water-ion values 1700.0 831.39 543.96
Estimated 90.0 347.12 2910 .0
Using values already known for these parameters enables us to make predictions for
methanol-water systems containing salts even when available experimental data for the
corresponding (non-aqueous) methanol-salt systems are too few to allow the estimation of
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Table 6.9: Calculated deviation from experimental data
% AAD
Model Psat NaCl ρ NaCl γpm NaCl Psat LiCl ρ LiCl γpm LiCl
Water-ion values 4.04 0.69 9.10 14.8 1.09 59.4
Estimated 4.03 0.80 8.93 7.83 1.39 51.7
 1000
 10000
 100000
 0  2  4  6  8  10
P  
( P
a )
m (mol/kg)
T= 290 K
T= 298 K
T= 303 K
T= 308 K
T= 313 K
T= 318 K
T= 323 K
T= 333 K
(a)
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 1.05
 0  2  4  6  8  10
? 
( g /
c m
3 )
m (mol/kg)
(b)
Figure 6.7: Methanol-LiCl system: a) vapour pressure, b) density. Symbols represent ex-
perimental data [46–48], dashed lines represent SAFT-VRE calculations using the estimated
εMethanol−ion values, while the continuous curves represent SAFT-VRE calculations using the
εWater−ion values for εMethanol−ion
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parameters.
In figure 6.8 we show the SAFT-VRE results for the VLE for methanol-water-salt ternary
systems at atmospheric pressure for four salts; the water-methanol VLE is also included
to show the effect of adding salt. The results show that our predictions capture quite well
the effect of the salts on the VLE of water-methanol; of course, one could further adjust
the model parameters to obtain a better correlation of the data.
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Figure 6.8: Isobaric water-methanol VLE and water-salt-methanol VLE at p =1 atm for four
different salts; symbols represent experimental data [49–55] and continuous curves represent
SAFT-VRE SW results; molalities are with respect to water, the abscissa is the salt-free mole
fraction of methanol.
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6.2.4 SAFT-VRE SW summary
We have refined the SAFT-VRE EOS, and obtained models for eight ions. These models
provide a good representation of the density, vapour pressure and mean-activity coefficient
of simple brines, properties used to estimate the model parameters. We have established
that these parameters take physically sensible values, hence suggesting that these models
can be applied with a certain degree of confidence to other properties. We have confirmed
this by predicting the osmotic coefficients for the simple brines, finding that SAFT-VRE
provided a good representation of the experimental data; this was also the case when
we examined the freezing point depression of some brines. As the simple brines were
well described, we increased the complexity of the systems by considering brines with
two salts. SAFT-VRE provides a good representation of the vapour pressure of the three
brines we examined. We then turned our attention to mixed-solvent brines, and in par-
ticular methanol-water-salt systems, for which the effect of adding salt on the VLE of the
methanol-water system was adequately captured.
6.3 SAFT-VRE Mie
6.3.1 From SAFT-VRE SW to SAFT-VRE Mie
The changes made to SAFT-VR SW to treat electrolytes, i.e., the additional terms in the
free-energy expression, are independent of the intermolecular potential used in the SAFT
formalism, as the MSA and Born terms are based on a HS reference fluid, which requires
only the size of the ions as an input. In SAFT-VRE SW we used the same diameter for all
the terms in the free-energy expression, i.e. hydrated diameters are not considered, and
in the case of SAFT-VR Mie we make the same decision. Hence, all that is left to do is to
choose the shape of the intermolecular potential for ions, as we can transfer the ionic and
Born terms, along with the dispersion scheme form the SW version to the Mie version,
including the dielectric-constant expressions.
We retain the same adjustable parameters discussed in the previous section, and accord-
ingly we need to choose a value for the range of the ion-ion interaction. We have also, based
on this choice, to apply a combining rule for the unlike exponents and find an expression
to predict the unlike ion-ion interaction energy. As our water model was developed with
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a constant attractive exponent of λA=6, we keep that value for the attractive exponent
of the ions, and it only remains to choose a value for the repulsive exponent. We could
make the choice in the same way as with the SW range, by developing many models with
different exponents using different estimation procedures, but as there is no guarantee that
a single value could be deduced, we choose to use the 12-6 potential that is commonly used
in molecular simulations of ionic systems (see, for example,[56–59] and references therein),
although some recent works introduce other potentials, see, for example, [60]. Further
study may be needed to explore replacing this potential by another. With this choice,
we select a combining rule for the repulsive exponent of the water-ion interaction, as we
assign λA=6 for all species. We choose, as in the previous chapters, the harmonic mean
combining rule. From this we can obtain an expression for the unlike ion-ion dispersion
interaction, following the same path as in the case of the SW potential. The following
expression is obtained:
εij =
IiIj
Ii + Ij
α0,iα0.j
2σ6ij(4pi0)2
(λR − 3)(λA − 3)
λR
(
λR
λA
) λA
λR − λA . (6.19)
The resulting dispersion scheme is summarised in table 6.10.
Table 6.10: Summary of the dispersion scheme used in SAFT-VRE Mie
σ λR ε
Water Cation Anion Water Cation Anion Water Cation Anion
Water Chapter 5 Eq. 4.7 Eq. 4.7 Chapter 5 Eq. 4.8 Eq. 4.8 Chapter 5 Fitted Fitted
Cation - Fitted Eq. 4.7 - 12.0 Eq. 4.8 - Fitted Eq. 6.19
Anion - - Fitted - - 12.0 - - Fitted
This sections follows a very similar plan to the previous one, as the objectives are the
same. The first of these objectives is to estimate a set of models for the chosen ions
providing a good description of the properties, while ensuring that the obtained models
have parameters with physically reasonable values. The second objective is to investigate
the ability of these models to provide a good description of other properties of different
salt-containing systems. As such, we will not describe the methods used to obtain the
results when they are identical to the SW case, and only highlight the differences that
arise.
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6.3.2 Parameter estimation and results for simple brines
We obtain models following the same method using a Levenberg-Marquardt algorithm
[9, 10]; the parameters are presented in table 6.11 and the % AAD in table 6.12. The
parameters obtained are found to follow similar trends as in the SW case, with sizes in-
creasing with increasing molecular weight and close to those reported by Shannon [11]
from crystallographic data, the like-ion dispersion energy relatively close to the results of
equation 6.19, and the ion-water dispersion energy close to the calculated solvation energy,
as shown in figure 6.9. The solvation energy is found to be in good agreement with the
experimental data, as seen in table 6.13.
The models obtained provide a good description of the properties used to estimate the
model parameters, as illustrated in figure 6.10.
Table 6.11: SAFT-VRE Mie model parameters for the eight alkali-metal and halide ions
studied.
Ion σion−ion (Å) εion−ion/kB (K) εion−water/kB (K)
Li+ 1.4314 16.76 751.87
Na+ 2.1163 1800.0 357.42
K+ 2.5784 903.66 96.18
Rb+ 2.7895 700.60 74.34
F− 2.50 262.97 1020.71
Cl− 3.3697 40.0 594.62
Br− 3.5907 40.09 551.28
I− 4.0243 816.03 665.34
6.3.3 Predicted results (osmotic coefficient, freezing point depression,
multi-salt brine)
The osmotic coefficients are predicted using the parameters presented in table 6.11, with
the results illustrated in figure 6.11, while the % AAD from experiment are given in table
6.14. The results are in good agreement with experiment, meaning that our models are of
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Table 6.12: % AAD in vapour pressure (Psat), density (ρ) and mean activity coefficient (γ±)
for the 15 alkali-halide salts studied
Salt Psat ρ γ± Salt Psat ρ γ±
LiCl 2.13 1.15 3.95 KCl 1.48 0.95 1.95
LiBr 2.36 2.39 4.33 KBr 1.23 0.38 1.86
LiI 2.62 0.88 3.16 KI 1.22 0.52 2.45
NaF 1.04 0.19 1.62 RbF 1.72 2.58 4.62
NaCl 2.17 1.34 5.5 RbCl 1.08 0.48 1.1
NaBr 1.12 0.85 3.16 RbBr 0.82 0.32 1.05
NaI 2.7 1.41 1.18 RbI 0.93 1.01 1.1
KF 3.84 1.87 1.88
Table 6.13: Gibbs energy of solvation (298 K, 1 bar) of the ions studied: experimental values
[12] and SAFT-VRE Mie results. The value for each ion is independent of the salt considered
due to the ion-specific nature of our models.
Ion ∆Gsexp (kJ/mol) ∆GsSAFT−VRE (kJ/mol)
Li+ −529 −948
Na+ −424 −626
K+ −352 −491
Rb+ −329 −447
F− −429 −578
Cl− −304 −411
Br− −278 −383
I− −243 −363
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Figure 6.9: SAFT-VRE Mie model parameters for the eight ions studied. a) The ionic
diameter (σ) increases with atomic weight for cations and anions. b) The ion-water dispersion
energies (black bars) and the calculated Gibbs energy of solvation of the ions (striped bars)
follow a similar trend. c) and d) The continuous curves represent the like ion-ion dispersion
energies obtained from equation 6.19 as a function of the ionic diameter (cations are presented
in c) and anions in d)), while the dashed line represent the estimated ionic diameter and the
symbols the estimated like ion-ion dispersion energies for each ion.
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Figure 6.10: Examples of results for properties used in the parameter-estimation procedure:
symbols represent experimental data [13] and continuous curves represent SAFT-VRE Mie
calculation results. a) Density of different simple brines at 298.15K; b) Mean activity coefficient
of different simple brines at 298.15 K; c) Vapour pressure of NaCl brine.
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sufficient quality to be used in mixed solvent solutions.
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Figure 6.11: Osmotic coefficient at 298.15 K for some alkali-halide brines; symbols represent
experimental data [15–29] and continuous curves represent SAFT-VRE Mie predictions.
Table 6.14: % AAD for the osmotic coefficient of the alkali-halide brines studied.
Salt φ Salt φ Salt φ Salt φ
LiCl 2.86 NaF 0.56 KF 2.11 RbF 1.79
LiBr 5.66 NaCl 1.65 KCl 1.03 RbCl 0.36
LiI 1.5 NaBr 1.82 KBr 1.99 RbBr 0.4
NaI 3.45 KI 3.37 RbI 0.52
The depression of the freezing temperature is also studied and the results presented in
figure 6.12 for two salts, and we find that SAFT-VRE Mie describes it correctly.
Multi-salt brines
Multi-salt brines are well represented in a predictive fashion, as shown in figure 6.13.
SAFT-VRE Mie provides a good description of the vapour pressure of the systems con-
sidered here.
Multi-solvent brines
As with SW, we want to ensure our models can be used with mixed-solvent systems, and
we consider the VLE of water-methanol-salt systems. We use the methanol model pro-
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Figure 6.12: Freezing point depression of water upon addition of NaCl or LiCl. Symbols
represent experimental data [32–40] and continuous curves represent the results of our method
using SAFT-VRE Mie.
posed in chapter 5, along with the water-methanol description from that chapter. Using
the knowledge gained in the study with SAFT-VRE SW we decide straight away to use
the same dispersion energy for methanol-ion as for water-ion.
The effect of the addition of salt on the VLE is captured correctly with our new SAFT-
VRE Mie EOS, illustrated in figure 6.14. A slight inaccuracy, as in the SW case, is
that the phase envelope is pulled towards higher temperature on the water side in the
brine-methanol system, but the width remains almost the same as in the water-methanol
system, whereas experimental data show a more-pronounced widening of the envelope than
obtained from our calculations. Of course, one could obtain better agreement with the
data by adjusting the methanol-ion dispersion energy; we choose not to do so to highlight
the predictive power of the method.
Beyond the alkali-halides salts
Brines found in saline aquifers are not composed only of the ions we have treated so far:
they contain many other ions, as they correspond to seawater trapped in geological for-
mations at different times, and as such are very diverse in composition and total salinity.
Some constants are the prevalence of sodium chloride, and the presence of the ions com-
posing the minerals surrounding these brines. Common ions encountered in such systems
are calcium, magnesium, sulphate and, in the case of brine inside carbonate reservoirs
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Figure 6.13: Vapour pressure for three different brines with two salts. Symbols represent
experimental data [43–45] and continuous cures represent SAFT-VRE Mie prediction results;
the molalities of each salt are indicated on each figure.
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carbonate and bicarbonate. From a theoretical point of view, obtaining models for these
ions is simple for the strong electrolytes, and should result in models of the same quality as
those developed so far. As many are divalent, we want to ensure that our method possess
the ability to treat such ions. For now, we seek simply to demonstrate the applicability of
the method to divalent ions and, as an example, we choose to study calcium. Calcium is
one of the most common divalent ions, and there is no issue with chemical equilibrium as
in the case of carbonate, the other major component of carbonate rocks. We use CaCl2 to
estimate the three parameters for calcium using the method described above; we then pre-
dict the properties of CaBr2 and CaI2. We obtain the model shown in tables 6.15; the %
AAD are presented in table 6.16 and the properties are illustrated for CaCl2 in figure 6.15.
Table 6.15: SAFT-VRE Mie model parameters for the calcium ion
Ion σion−ion (Å) εion−ion/kB (K) εion−water/kB (K)
Ca2+ 3.3275 229.34 35.034
Table 6.16: % AAD for the calcium salts considered
Salt Psat ρ γ± φ
CaCl2 2.62 5.24 9.83 14.82
CaBr2 7.34 5.80 32.80 14.42
CaI2 1.41 16.35 31.10 6.92
The description of the properties is not as accurate as for the alkali-halide salts. During
the estimation procedure, a peculiarity of the salts containing divalent ions proved to
be difficult to reproduce: the mean activity coefficient of these salts spreads over two
orders of magnitude, with a maximum value is between 100 and 200. Different estimated
models were developed, but none gave a satisfactory representation over the full range of
molalities. As can be seen in figure 6.15, the model chosen gives a good representation
of the properties of CaCl2 brines at low and moderate molalities (below m=3). Further
study of these calcium salts and other divalent ions might give a clearer explanation of
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Figure 6.15: Examples of water-CaCl2 properties: a) vapour pressure at 323 K, b) Mean
activity coefficient at 298 K and c) osmotic coefficient at 298 K; symbols represent experimental
data [13] and curves represent SAFT-VRE Mie results.
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the cause of the inaccuracy observed.
6.3.4 Summary of SAFT-VRE Mie, comparison with SW
We have extended SAFT-VR Mie to include a capability to treat electrolyte solutions
using the knowledge gained with SAFT-VRE SW. As in the SW case we obtain models
that provide a good description of the properties included in the parameter estimation,
while ensuring that the model parameters have physically reasonable values. With these
models we are able to predict other properties of simple brines and we extend our method
to more-complex systems with good accuracy. in the case of divalent ions further work is
required.
Both SAFT-VRE SW and SAFT-VRE Mie provide a description of the properties of brines
of relatively similar quality: there is no general improvement when switching to the Mie
potential, as has been seen for other fluids. This lack of difference is to be expected. For
example, since water accounts for the vast majority of the fluid in an electrolyte solution,
the performance of the water of model is key. The performance of the water models used
in SAFT-VR SW and SAFT-VR Mie at 298 K are indeed very similar (see, e.g. the sat-
uration properties illustrated in figures 5.5); this is the temperature at which most of the
experimental data for brines have been measured. Furthermore the contributions to the
free energy specific to the electrolytes, i.e., the Born and MSA terms, are identical in both
cases. It is natural to ask why, then, we should undertake the work involved in developing
the platform in SAFT-VRE Mie? The importance of this lies primarily in the need to be
able to treat all the fluids that one might encounter in reservoirs or aquifers, using the
same platform, obtaining the best description across the whole range of properties studied.
Although the two water models exhibit equivalent performance at ambient temperature,
where electrolyte data are most plentiful, the new water model (in SAFT-VR Mie) out-
performs the old model across a broad range of conditions and properties; thereby, one
can more confidently make predictions using SAFT-VRE Mie. Another important factor
is that the performance of the SAFT-VR Mie CO2 model is far superior to that of its
square-well predecessor; this will impact, for example, the modelling of brine + CO2 sys-
tems.
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The Born term is a quite simplistic approximation, as it is derived considering that the
solvation of each ion is independent of the number of ions already present in solution. The
MSA term is of a similar accuracy to the DH term presented in chapter 2, as shown in [61],
but is not the most exact solution of the Ornstein-Zernike equation. For example, both the
Percus-Yevick and the hyper-netted chain closures have been shown to be more-exact ap-
proximations (see, for example, Tables 3–7 of Reference [62]). The MSA closure is chosen
because, in the case of interest, it can be solved analytically, whereas the more-accurate
methods need to be solved numerically. The charge-charge and charge-solvent interactions
are the predominant phenomena in the salt-containing systems, therefore inaccuracies in
their treatment will have a bigger impact on the quality of the predictions of thermody-
namic properties than possible improvements in the treatment of dispersion interactions.
Hence, discerning a possible improvement in SAFT-VRE Mie over SAFT-VRE SW may
only be possible once the general SAFT-VRE treatment is refined. Derivative properties
might be an area where the advantages of SAFT-VRE Mie are more likely to be visible, as
the difference in the description of derivative properties between the SW and Mie versions
is much greater than when considering densities or vapour pressures.
6.4 Modelling aqueous solutions of carbon dioxide in the
presence of salt
6.4.1 Introducing CO2: dielectric and CO2-ion dispersion
As we have seen in chapter 5 the water + carbon dioxide system exhibits a type III phase
behaviour in the van Konynenburg and Scott [63, 64] classification, characterised by the
low mutual solubility of the components, leading to a liquid-liquid equilibrium. Upon ad-
dition of salt the solubility of CO2 in the water-rich phase decreases; this phenomenon is
common for aqueous mixtures of weakly polar substances and is commonly called salting-
out. The salting out effect of strong electrolyte on the solubility of CO2 in water is a
well known phenomenon, but its modelling is not trivial as it requires the knowledge of
the unlike CO2-ion dispersion and a model for the dielectric constant of CO2. For the
dielectric constant of CO2, the model used in this work and presented earlier to calculate
the dielectric constant of a mixture can be easily applied, since experimental data are
available [65]. Using these experimental data and the model, we obtain the parameters
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shown in table 6.17; note that the resulting expression is independent of temperature,
as the experimental dielectric constant is dependent only on the density, albeit slightly
compared to water (the maximum value is ≈ 1.6 and the minimum ≈ 1, where the values
for water lie between 1 and 80).
Table 6.17: Parameters to use with equation 3.50 for CO2
dT (K) dV (dm3/mol)
CO2 0 −0.25
Determining the CO2-ion interactions is not an easy task. We could employ the same
strategy as previously and simply take the CO2-ion dispersion energies to be equal to those
of water-ion. Methanol and water are more similar than water and CO2, as CO2 possesses
a quadrupole while methanol and water are both dipolar, hydrogen-bonding species. For
this reason we choose not to transfer the values of εWater−ion to εCO2−ion. The estimation
of εCO2−ion based on CO2-salt systems is impossible as no such experimental data are
available. As such, we use water + carbon dioxide + salt data to determine the values of
the CO2-ion dispersion. As with all unlike interactions, two parameters can be changed,
the Mie potential depth and the repulsive exponent. We choose the same route as with
the ion-ion unlike interactions, by predicting the unlike ε using equation 6.19. The unlike
repulsive exponent will be adjusted to ensure a good description of the experimental data.
Now that we have the pieces in place, we can start introducing salts into the water-CO2
system, starting with the salt for which there are the most experimental data: NaCl.
6.4.2 Water + CO2 + NaCl
We use the water-CO2 model developed in chapter 5. Since we know the value of εCO2−ion
from equation 6.19, and that λR,CO2−ion is the only adjustable parameter, we start by
using the value given by the standard combining rule used so far, equation 4.8. We test it
at 323K, for the case of a 1 molal solution as shown in figure 6.16.
Although the agreement is acceptable, we can probably do better. Hence we adjust the
value of λR to 32 and we obtain a very good description of the salting-out of CO2, as
illustrated in figure 6.17.
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Figure 6.16: CO2 solubility in water and in a 1 molal water-NaCl brine at 323 K; sym-
bols represent experimental data [66–72] and the continuous curves represent SAFT-VRE Mie
results with the predicted value of λR,CO2−ion.
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Figure 6.17: CO2 solubility in water and in a 1 molal water-NaCl brine at 323 K; symbols
represent experimental data [66–72]; the dashed curve represents SAFT-VRE Mie results with
the predicted value of λR,CO2−ion and the continuous curve represent SAFT-VRE Mie results
with the adjusted value of λR,CO2−ion.
We adjusted a parameter to a specific case of water-CO2-NaCl. We now need to study
other conditions to test the transferability of this CO2-ion model, starting by the study of
different molalities at 323 K, presented in figure 6.18 .
The CO2-ion model is indeed transferable to other molalities, and provides a good represen-
tation of the salting out effect of NaCl on CO2 at 323 K. We then study the transferability
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Figure 6.18: CO2 solubility in water and in water-NaCl brines at 323 K; symbols represent
experimental data [66–73]; the continuous curves represent SAFT-VRE Mie results with the
adjusted value of λR,CO2−ion.
of our model to other temperatures, and we present the results obtained in figures 6.19
and 6.20.
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Figure 6.19: CO2 solubility in water and in water-NaCl brines at 373 K; symbols represent
experimental data [66, 67, 71–76]; the continuous curves represent SAFT-VRE Mie results.
Once again the SAFT-VRE Mie results provide a good description of the experimental
data. This could be further improved by changing the CO2-ion Mie repulsive exponent for
each temperature, but we would obtain more of a correlation of experimental data than
a general CO2-ion model. We are successful in transferring the modelling of the CO2-ion
dispersion interaction to different molalities and temperatures; SAFT-VRE Mie can be
used to model the CO2-water-NaCl system.
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Figure 6.20: CO2 solubility in water and in water-NaCl brines at 423 K; symbols represent
experimental data [66, 74, 75, 77, 78]; the continuous curves represent SAFT-VRE Mie results.
6.4.3 Water-CO2-CaCl2
We want to study whether or not we can model other brine-CO2 systems with the model
we just developed. For this purpose we focus on another salt, CaCl2. We calculate the
unlike CO2-ion dispersion energy in the same way has previously using equation 6.19, and
keep the same adjusted value of the unlike CO2-ion repulsive exponent. We present the
results for three temperatures in figures 6.21, 6.22 and 6.23.
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Figure 6.21: CO2 solubility in water and in water-CaCl2 brines at 349 K; symbols represent
experimental data [66, 69–72, 75, 79, 80]; the continuous curves represent SAFT-VRE Mie
results.
SAFT-VRE Mie provides a good description of the experimental data, especially consid-
ering that no parameters are estimated for this system. The model performs very well
in this case. At first sight, this appears to be in contrast to its performance in relation
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Figure 6.22: CO2 solubility in water and in water-CaCl2 brines at 374 K; symbols represent
experimental data [66, 71, 72, 75, 76, 79]; the continuous curves represent SAFT-VRE Mie
results.
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Figure 6.23: CO2 solubility in water and in water-CaCl2 brines at 394 K [66, 76, 79, 81];
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to the properties of simple alkali-halide brines however, it should be kept in mind that
the apparently poorer performance in this latter case is restricted to high concentrations;
such high concentrations are not represented in the experimental data available for these
properties.
6.4.4 Qatari brines
As part of the QCCSRC project two synthetic brines representative of real brines found
in the Qatari subsurface have been designed and used in experiments to measure the VLE
of the Qatari brines-CO2 system [82]; their compositions can be found in table 6.18. From
the table it is clear that the Q1 brine is more saline than the Q2 brine and that both
brines are predominantly composed of NaCl. As we want to compare our method against
the experimental data, we need to model the Qatari brines. Unfortunately we do not have
models for all the ions present and thus we will consider for modelling purpose NaCl brines
of equivalent total molality as representing the two brines. We perform the calculations
using the models presented previously and we obtain the results presented in figures 6.24
and 6.25.
Table 6.18: Composition (in mol/kg) of the prototype Qatari brines; the total refers to the
sum of the negative charge molalities.
Na+ K+ Ca2+ Mg2+ Sr2+ Cl− HCO−3 SO2−4 Total
Q1 0.315 0.008 0.038 0.014 0.001 0.389 0.006 0.016 0.427
Q2 1.539 0.012 0.276 0.08 0.004 2.245 0.003 0.011 2.27
The description of the salting-out of CO2 by the Qatari brines is pretty well captured,
considering that these are predictions using a simplified system. This shows that the effect
of the total molality of a brine can be more important than that of specific ions. Of course
modelling the 8-ion brines and comparing with the present results would yield a more-
definitive answer on the balance between these effects, and could be used to devise lumping
strategies for multi-salt brines, enabling a simple treatment of real reservoir brines.
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Figure 6.24: CO2 solubility in water and in the prototype Qatari brines at 373 K; symbols
represent experimental data [66, 71, 72, 75, 76, 82]; the continuous curves represent SAFT-VRE
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6.5 Chapter Summary
In this chapter we described the integration of the electrolyte modelling capability (SAFT-
VRE) into the SAFT-VR framework. As a precursor to the incorporation of an electrolyte
treatment into SAFT-VR Mie, it was important to review the existing SAFT-VRE SW
capability; this was improved by introducing a Born term and employing a more-physical
dispersion scheme. With the resulting ion-specific methodology, we developed models for
some simple salts, ensuring a wide range of applicability with sound physical values for the
estimated parameters. These models were shown to provide a very good representation of
the properties of simple brines, irrespective of whether or not these were included in the
estimation. More complex mixtures were considered, with our method providing a good
representation of both multi-salt and multi-solvent brine properties. This knowledge was
transferred to SAFT-VR Mie, performing developing models for the same set of ions and
performing the same tests. The quality of the representations using SAFT-VRE Mie and
SAFT-VRE SW was found to be equivalent for all systems studied.
The water + salt + CO2 system was examined. The ion-CO2 dispersion model was ob-
tained by adjustment to a specific case of the water + NaCl + CO2 system, and was found
to be transferable to other conditions of temperature and composition. The phase equilib-
ria of synthetic brines representative of Qatari brines, which are predominantly composed
of NaCl, was well represented by neglecting the low-composition components and treating
the whole system as a NaCl brine.
The extension of the SAFT-VRE methodology to divalent ions was straightforward, as
evidenced by the treatment of calcium salts as a test case. We were able to successfully
import the calcium ion model into predictions of the phase equilibria of water + CaCl2 +
CO2 mixtures.
One of the main goals of this work was to provide a representation of the salting-out
phenomenon in brine + CO2 systems. The results set out in this chapter demonstrate
that our proposed SAFT-VRE Mie method can indeed describe water-salt-CO2 systems
accurately, hence we have been successful in achieving this goal.
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The existing scientific concepts cover
always only a very limited part of re-
ality, and the other part that has not
yet been understood is infinite.
—W. Heisenberg —
Chapter 7
Conclusion
At the end of the introduction it was stated that the scientific objective of this work was
to try to overcome a number of challenges in relation to modelling the wide range of flu-
ids encountered in Qatari reservoirs and aquifers, treating all components within a single
framework, and describing accurately the phase equilibria. The challenges arose from the
diversity of components present in the system, namely hydrocarbons, carbon dioxide, wa-
ter, and salts, which have different interactions. It was necessary to be able to model the
dispersion of simple molecules, the hydrogen-bonding association in aqueous systems, and
the long-range Coulombic interactions in electrolyte solutions.
Using SAFT-VR Mie we were able to develop high-quality models for a number of hy-
drocarbons and other simple fluids, including carbon dioxide, with a much improved de-
scription of the thermodynamic properties compared to that provided by the previous
SAFT-VR SW models, thereby completing the first step towards overcoming these chal-
lenges. During this work we were able to develop a parameter estimation method, based
on a strategy to explore the parameter space, that can be applied in the future to any
other fluid, with the promise of simplifying the estimation and obtaining better models.
We saw that the parameter space is quite complex and that the notion of “the best” model
for a given compound is relative, in the sense that the best model depends on the criteria
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used to judge it. For example, the best description of different properties is obtained using
different models, while the mathematical optimal model may not necessarily be the most
appropriate model on physical grounds; in the case of a simple molecule such as methane
a physically reasonable model is expected to be characterised by an attractive exponent of
λA = 6, following London dispersion, and m = 1, i.e., a single sphere. Or, from a differ-
ent perspective, we have demonstrated that one can assign parameters based on physical
considerations and still obtain excellent models.
An important issue that was addressed was the advantage of the variable-range Mie poten-
tial over the fixed-range Lennard-Jones potential: it was necessary, first of all, to establish
whether or not there would be any improvement by implementing the Mie potential, and,
if so, whether this was due simply to the presence of extra adjustable parameters in the
physical representation of molecules. An improvement was, indeed, evident as the descrip-
tion of the fluids studied were found to be of better quality; in some cases remarkably so, as
exemplified by the Mie models of SF6 and dimethylpropane. SF6 requires a very repulsive
potential due to the presence of the six (strongly electronegative) fluorine atoms, similar
in that respect to CF4 studied by Lafitte et al. [1]; clearly this reflects what one would
expect based on the physics, rather than being due to the presence of extra parameters.
We found that our models offered in most cases a very good description of many proper-
ties including vapour pressure, saturated density, single-phase density and, significantly,
second-derivative properties such as isobaric heat capacity, speed of sound, and Joule-
Thomson coefficient. No other previously published models for similar EOS have provided
such a high level of performance across such a broad spectrum of properties. This versa-
tility demonstrates the very good quality of the theory and the sound physical basis of the
parameters; for example combinations of parameters (such as the molecular volume and
the van der Waals integrated energy) for homologous series follow clear trends that can
be justified on physical grounds.
The most important feature of any thermodynamic model is the ability to treat mixtures,
as most systems encountered are not pure fluids. We developed models for a number
of mixtures, focusing on the six binary mixtures that can be made from the set of pure
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components comprising CH4, C3H8, CO2, and N2. This system is representative of natu-
ral gases as it contains methane (the most abundant component in most natural gases),
propane (representative of other alkanes that may be present), nitrogen (which is difficult
to model and is ubiquitous in the air), and carbon dioxide (which is very topical in terms
of carbon storage and present in many natural gases). The description provided by the
mixture models was found to be in close agreement with the experimentally observed phase
behaviour, providing further evidence of the high quality of the pure-component models
and the solid basis of the theory. Although beyond the scope of the current investigation,
one can speculate that second-derivative properties of mixtures should be well described.
The ability to treat the phase equilibria of multicomponent mixtures was established by
successfully predicting the phase equilibrium properties of ternary mixtures made up of
the same components.
The major achievement of this work has been the development of an accurate treatment of
the association of Mie fluids within a TPT1 framework. The TPT1 framework for associ-
ation requires the knowledge of the structure of the reference monomeric fluid over a wide
range of intermolecular separations, and this information is usually not readily available.
As such, previous treatments relied on a simplification of the expression of the association
strength, which had been developed for the case of hard-spheres, for which it represents
a good approximation. Subsequently it was used in the case of other models, such as the
square well, where it was found to provide acceptable performance for real fluids, although
the approximation is more severe. In the case of the Mie fluid however, it turns out that
the description is not of an acceptable quality compared to the performance of previous
versions of the theory.
The most important associating molecule considered in this study is water. Whereas for
the non-associating fluids we saw a marked improvement in the description of different
properties using SAFT-VR Mie over SAFT-VR SW, in the case of water we found that
our best model did not perform nearly as well. Looking in detail at the radial distribu-
tion function and comparing it with the approximation used in the theory highlighted the
shortcomings in the case of the Mie fluid that were not present in the case of previously
used intermolecular potential models. Clearly a better approximation was required; this
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represented a major challenge.
A similar problem had been previously confronted for the closely related Lennard-Jones
fluid by Mu¨ller and Gubbins [2]. These authors obtained the RDF from molecular sim-
ulation. In the association theory, the RDF appears in the so-called association integral,
for which they then developed a correlation. In our case such a procedure is not tractable,
as we do not know a priori what the exponents will be; it is not feasible to perform
simulations for every combinations of λA and λR that might be encountered. Instead of
molecular simulation, we chose to use the RHNC integral equation theory, which has been
shown to provide a very accurate description of the RDF of many fluids. Although still a
major task to undertake, this was at least tenable. Fixing the attractive exponent to the
London dispersion value of six, we varied the repulsive exponent in the range of eight to
fifty, obtaining the RDF of 22 Mie fluids across a wide range of temperature and density,
corresponding to 50 000 RDFs. Following Mu¨ller and Gubbins [2] a correlation was then
developed for the association integral.
With this new association contribution for Mie fluids we were able to develop high quality
models for water and other associating fluids: methanol, ammonia, and hydrogen sulfide.
These models, like those developed for non-associating fluids, provide an excellent descrip-
tion not only of the VLE, but also of second derivative properties, comparing favourably
with the previous SAFT-VR SW model [3], and most existing classical SAFT models (in
other words those not incorporating a specific treatment of the critical region). Good
descriptions were obtained for aqueous binary mixtures of associating fluids, exemplified
by water + methanol and water + hydrogen sulfide, as well as for non-associating fluids,
exemplified by water + methane and water + carbon dioxide.
The development of the models for the different classes of pure components and their mix-
tures comprised a major contribution towards surmounting the challenges set out in the
Introduction. The most important remaining obstacle was the incorporation of electrolyte
solutions within the methodology.
The treatment of electrolyte solutions involved the coupling of an electrolyte theory with
221
a model for aqueous systems. Previous implementations of SAFT-VR for electrolytes
(SAFT-VRE) had been developed, but were based on the Yukawa or square well po-
tentials. Moreover, the most recent of these [4], while providing a good description of
the thermodynamic properties of electrolyte solutions, is salt specific, and therefore the
prediction of properties of general multi-salt brines is not straightforward. Rather, an
ion-specific treatment would be preferred.
An electrolyte modelling platform was developed, using the standard MSA contribution
to treat the long-range ionic forces, as well as a Born term to account for solvation effects.
The dispersion scheme takes into account dispersion between all species in the system,
with the unlike ion-ion dispersion predicted using a combining rule, therefore providing
ion-specific models. Using the same principles as described in relation to the development
of models for the simple fluids, we obtained models for the alkali-metal halide salts, which
proved to be physically reasonable; for example the sizes of the ions are remarkably similar
to effective ion diameters given by Shannon [5] for ionic crystals. The models provided a
very good description of the thermodynamic properties of the electrolyte solutions, even
for properties not included in the parameter estimation procedure, thereby demonstrating
a good predictive capability.
With the successful provision of an electrolyte modelling capability, all of the elements
required for completing the challenges set out in the Introduction were in place. It re-
mained only to integrate the component parts together. The establishment of a good
representation of the ion-carbon dioxide dispersion interaction allowed the consolidation
of our treatment of electrolyte solutions with that of the water + carbon dioxide system.
The salting-out of carbon dioxide by the addition of salt was captured well, as exemplified
by the NaCl and CaCl2 brines + carbon dioxide mixtures. Multi-component (NaCl-rich)
brines have been treated in a simplified manner in which all the salts were considered
as the majority component, and the description of the salting-out of carbon dioxide was
found to be in good agreement with experiments.
In conclusion the challenges set out in the Introduction have been successfully overcome.
Although the specific systems discussed have necessarily been focused on fluids relevant
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7.1. FUTURE WORK
to Qatari reservoirs and aquifers, this in no way belittles the scientific achievements of
this work. It was not previously possible to simultaneously model all of these components
with such accuracy independently or as mixtures. Crucially, the framework for treating
other systems of more components or greater complexity is now in place.
7.1 Future work
The work carried out for this Thesis has provided a solid platform, from which it will be
possible to build in the future. For example, phenomena that may be important in the
context of real reservoir fluids have been neglected. For example, some of the most salient
of these phenomena are:
• Inside the reservoirs the fluids are mostly present in pores and the confinement of
these fluids leads to a change in properties;
• The effect of adsorption of the fluids in the system on the rock surface of the pores
has been neglected and may influence properties;
• The carbonate rock can dissolve or carbonate might precipitate from the solution,
and hence the reactive solid-liquid equilibrium of the fluids with the rock is impor-
tant;
• Although we have modelled some hydrocarbon mixtures, we have not modelled
massively multicomponent mixtures like crude oil, and hence we have not stud-
ied how “lumping” many components together into pseudo-components could best
be achieved within SAFT-VR Mie;
• We have only considered thermodynamic equilibrium, whereas in the case of a
CO2 injection inside a reservoir/saline aquifer global equilibrium is not necessar-
ily reached.
All of these phenomena need the modelling of the bulk system we provide in this work as
a starting point.
223
REFERENCES
References
[1] T. Lafitte, A. Apostolakou, C. Avendan˜o, A. Galindo, C. S. Adjiman, E. A. Mu¨ller,
and G. Jackson (Submitted).
[2] E. A. Mu¨ller and K. E. Gubbins, Ind. Eng. Chem. Res. 34, 3662 (1995).
[3] G. N. I. Clark, A. J. Haslam, A. Galindo, and G. Jackson, Mol. Phys. 104, 3561 (2006).
[4] J. Schreckenberg, Ph.D. thesis, Imperial College London (2011).
[5] R. D. Shannon, Acta Cryst. A32, 751 (1976).
224
Appendices
225
Appendix A
SAFT-VR Mie models for
non-associating fluids
In the following tables three models are presented for each compound, one with the po-
tential set to the 12-6 LJ, one with the attractive exponent fixed to 6.0 and one with both
exponents adjusted. The %AAD are calculated for different properties using NIST data:
single-phase liquid densities ρliq, single-phase sped of sound u, saturated-liquid densities
ρsat, vapour pressures psat, single-phase isobaric heat capacities cp and critical temperature
Tc. For some models the number of spheres ms is held constant at 1.0 as the molecules
are spherical.
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B. Coefficients for the association integral correlation
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