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Intercalation in layered materials is a rapidly growing area of research to develop next‐
generation energy‐storage and optoelectronic devices, including batteries, sensors, transistors, 
and electrically tunable displays. Advances in few‐layer intercalation are addressed in the 
historical context of bulk intercalation (Chapter 1), emphasizing electrochemical techniques, 
mechanism of intercalation, and optoelectronic properties. Despite immense progress, there is 
still a critical need for simple devices that enable in-situ characterization of a variety of layered 
electrodes across the electromagnetic spectrum. In addition, a straightforward method of 
analyzing staging and calculating transport rates in layered materials from in-situ optical 
measurements would facilitate direct comparisons between experimental observations and 
computational models. This work describes efforts to address both of these needs through 
device design (Chapter 3) and the development of an image analysis platform (Chapter 4). 
Detailed synthesis, characterization, and electrochemical methods are described in Chapter 2.  
 Engineering electrode materials for optoelectronic and energy storage applications 
requires a fundamental understanding of intercalation using spatially-resolved techniques. 
However, spectroscopic methods can have limited spatial resolution and low intensity since 
the signal passes through electrolyte. In Chapter 3, a device geometry is presented in which 
the electrolyte is laterally separated from the area probed spectroscopically, so that the signal 
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does not pass through the electrolyte. This geometry enables us to visualize ion transport with 
optical microscopy and monitor charge transfer with Raman and visible reflectance 
spectroscopies. In addition, vibrational changes are probed in the mid-IR, a region previously 
difficult to access due to electrolyte absorption.   
 Our observation of colorful domains (i.e. intercalant islands) that move rapidly during 
the stage 2-1 transition in Chapter 3 motivated us to investigate origin of these colors and 
transport rates (Chapter 4). We designed an image analysis program in Python to analyze color 
patterns and calculate (de)intercalation rates of the moving domains. This multifunctional 
program enabled us to compare differences in the distribution of transport rates among 
different domains, colors, and (de)intercalation. Our observations support a substage model of 
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CHAPTER 1 – INTRODUCTION[1] 
Madeline S. Stark§, Kaci L, Kuntz§#, Sean J. Martens§#, and Scott C. Warren§±* 
§Department of Chemistry, and Department of Applied Physical Sciences, ±University of North 
Carolina at Chapel Hill, Chapel Hill NC, 27599. USA.   
#These authors contributed equally.   
 
 Intercalation in layered materials is a process that profoundly alters chemical, electrical, 
optical, and magnetic properties, enabling applications in areas from batteries to 
superconductors to drug delivery. The emergence of 2D materials is now creating exciting 
opportunities to understand fundamental questions, such as how intercalation depends on 
material thickness and lateral size.  Moreover, because 2D materials can be stacked in virtually 
any sequence to form van der Waals (vdW) heterostructures, a fascinating area of intercalation 
is now just emerging in which the internal interfaces of layered materials can be 
engineered.[2,3][4] Collectively, these new material architectures are leading to observations of 
fascinating phenomena such as optical switching,[5–8] mixed ionic and electronic conduction,[9] 
and exotic charge transport physics.[10] These materials are also being integrated into new 
device architectures because of their mechanical flexibility, with potential applications 
including wearable devices[11–14] or 2D-on-silicon integrated circuits[15]. While recent reviews 
have focused on the synthesis and properties of 2D intercalation compounds,[16,17] here, we 
present an account of how intercalation changes in 2D materials with thickness, lateral size, 
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and stacking sequence, and we make comparisons to intercalation in bulk materials. We focus 
on establishing scaling laws for the transition between bulk and 2D materials, and we focus 
particularly on aspects of the physical structure of intercalation compounds, and their optical 
and electronic properties.[5,16–18]  
 Intercalation is the insertion of guest species into the void space of a layered host 
structure.  Many layered and few-layer materials are promising hosts for intercalation because 
they have weak vdW interlayer interactions that allow the host to expand readily and the guest 
to diffuse quickly. As guest species insert into the interlayer gap of layered host materials, the 
chemical and physical properties are radically altered.[19–21] For example, shown in Figure 1-
1, graphite is a grey semi-metal with an in-plane carrier concentration of 5.5 · 1012 electrons 
cm-2, while potassium-intercalated graphite KC8 is a golden metal with a carrier concentration 
of 5 · 1014 electrons cm-2.[5]  
 
 
Figure 1-1. Potassium intercalation of graphite. Semi-metallic graphite, shown on the left, 
has a dark grey color, while potassium-intercalated graphite (KC8) is metallic with a golden 
color, shown on right.  
 
The magnitude of charge transfer between the host and intercalant—altering the carrier 
concentration—naturally creates opportunities to construct high-performance batteries as well 
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as optoelectronic switches and sensors.   
 In 1841, the first layered intercalation compound was reported.[22–24] Nearly a century 
later, intercalation-induced changes in structure[25,26] and properties[27–30] were systematically 
investigated for various layered intercalation compounds (Figure 1-2). In the decades that 
followed, researchers explored the charge transfer between the guest and host[29] and found 
that the host lattices have interesting properties, such as conductivity as high as copper[27,28] 
and tunable optical properties, with a single material changing colors from to black to blue to 
gold[23,30] to transparent[6,31]. The mechanism of intercalation was not understood until the late 
1960s when models were developed for the kinetics and thermodynamics of intercalation of 
bulk layered crystals.[32]  
 With an understanding of the intercalation process, layered intercalation compounds 
with high conductivity, high capacity, and minimal lattice expansion began to find applications 
in energy storage, including lithium-ion batteries[24,33–36]. With the discovery of graphene in 
2004[37] and the subsequent emergence of many new 2D materials, the properties of 2D 
intercalation compounds began to inspire curiosity, in large part because of the radical changes 
seen in the properties of 2D materials versus their bulk counterparts.   
 2D materials exhibit novel properties relative to bulk material due to variations in their 
electronic structure. For example, MoS2 transitions from a bulk semiconductor with an indirect 
band gap to a monolayer with a direct band gap.[38–40] Black phosphorus (BP) is a 
semiconductor with a thickness-dependent band gap.[41–46] Because of their thickness-
dependent properties, intercalation of 2D and few-layer materials offers a unique platform to 
further alter the electronic,[6,7,47] optical,[6,8,48] and magnetic[49,50] properties that are not 
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realizable in the bulk form.  
 
            
 
 
Figure 1-2. History of intercalation of layered compounds: bulk to 2D. Modified and 
updated with permission.[24] Copyright 1998, Elsevier Ltd. Reprinted from Journal of Power 
Sciences, 72, M. Noel and R. Santhanam, Electrochemistry of graphite intercalation 
compounds, 53-65, 1998, with permission form Elsevier.[33] Copyright 1989, Cambridge 
University Press.  
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 Due to the inherent structure of 2D and few-layer materials relative to bulk material, 
2D intercalation is anticipated to exhibit faster kinetics,[20,51–54] experience greater effects 
resulting from surface interactions,[52,54] and have interesting mechanical properties such as 
flexibility and strain-induced effects[2,3]. Differences between the intercalation of bulk and few-
layer materials are likely a consequence of thickness and lateral size dependence, resulting in 
more uniformly staged intercalation compounds than bulk intercalation compounds with faster 
kinetics.[20,51–54] The increase in surface area relative to thickness of 2D materials implies that 
surface interactions with intercalants play a more crucial role in the charge transfer between 
guest and host.[52,54] Additionally, the flexibility of 2D materials can likely be imparted to 2D 
intercalation compounds, expanding the application of intercalation compounds to flexible 
electronics. Furthermore, one of the more exciting aspects of 2D intercalation compounds is 
the ability to build vdW heterostructures[2,3] to selectively design structures with desired 
change/discharge rates, surface interactions, flexibility, and strain-influenced intercalation.[2,3] 
Despite the interesting advantages of few-layer intercalation, intercalation of 2D and few-layer 
materials remains relatively unexplored.  
1.1 History of Layered Intercalation Compounds 
 
 In 1841, the first layered intercalation compound was discovered, H2SO4—Graphite, 
as H2SO4 and HSO4
- inserted into the interlayer space of graphite.[23,55] This electron-
withdrawing intercalant results in hole-doped graphite. Interestingly, potassium intercalated 
graphite, discovered in 1926,[56] results in an electron-doped host. In the 1930s, neutral species, 
such as FeCl3,
[57] were found to intercalate the layered host. Since these early studies of 
graphite intercalation compounds (GICs), a variety of layered materials have been observed to 
host various atoms, ions, and molecules (Figure 1-2).[19–21,23,58]   
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 In 1969, the model of staging was introduced, where a stage is defined as the ratio of 
host to guest layers.[32] In a stage 1 compound, layers alternate between intercalant and host, 
while in a stage 2 compound, a layer of intercalant is separated by two layers of host (Figure 
1-3a). In these intercalated materials, host layers adjacent to intercalant species are called 
bounding layers, while layers not adjacent are interior layers (Figure 1-3a). Stage 1 is generally 
the highest degree of intercalation and lower stages (e.g. 3, 4, 5, etc.) are also often observed. 
During intercalation, the host lattice usually expands as guest species insert into the interlayer 
space (Figure 1-3a), creating thermodynamic and kinetic barriers for intercalation and 
diffusion.[17,23] Notably, the intercalation of bulk layered materials occurs more quickly in 
smaller, thinner samples.[20,52] In addition to faster kinetics, the resulting intercalation 
compounds reach higher (e.g. stage 1), more homogenous staging.[20] 
 
Figure 1-3. Layered structures depicting a) stages of intercalation are shown for graphite 
depicting the c-axis lattice expansion with guest insertion, b)  bilayer graphite, c) bilayer black 
phosphorus, d) bilayer MoS2, and e) MXenes derived from parent MAX phase. Reproduced 




    
Figure 1-4. Density of states of a) graphite, b) donor-intercalated graphite, c) acceptor-
intercalated graphite at 0 K depicting the Fermi level EF shift with respect to the bonding 𝜋-
type and anti-bonding 𝜋∗-type bands.  
 Depending on the nature of the intercalant and the host, a donor or acceptor 
intercalation compound forms. The charge transfer between the guest and host is described 
from the perspective of the intercalant. For example, in donor-type compounds, the guest 
species (D) donate electrons to the host layer (H), shown in Equation 1. However, in acceptor 
compounds, the inserted species (A) accept electrons from H, shown in Equation 2.  
 
𝐻𝑥 + 𝐷 ⇌ 𝐻𝑥
− ∙ 𝐷+     (1) 
 
𝐻𝑥 + 𝐴 ⇌ 𝐻𝑥
+ ∙ 𝐴−     (2) 
 
These charge transfer mechanisms can dramatically alter the carrier concentration or electronic 
structure of the host lattice. For example, graphite intercalates anionic, cationic, or neutral 
species, due in part to its electronic structure.[60] Graphite lacks a bandgap at the Fermi level 
EF (Figure 1-4a) and results in identical values for the ionization energy and electron affinity.  
This allows graphite to be easily reduced or oxidized in a chemical reaction; as such, graphite 
is described as amphoteric. Therefore, during an intercalation process, electrons can be donated 
by the intercalant to the host (Figure 1-4b) or accepted by the intercalant (Figure 1-4c).[60] With 
intercalation, semi-metallic graphite becomes metallic as the concentration of electrons or 




62]  Due to the high density of carriers near EF, to date, all species of intercalants result in 
metallic GICs.[62] 
 The electronic structure of intercalation compounds yields interesting electronic and 
optical properties. In 1965, graphite demonstrated increased transmission after intercalation 
due to the metallic optical responses of intercalated compounds.[30] An increase of in-plane 
conductivity in GICs was observed in 1972, leading to the description of these compounds as 
“synthetic metals.”[29] In 1976, SbF5-intercalated graphite demonstrated conductivity of 10
8 
S/cm, which is higher than copper.[27,28] With high conductivity, graphite and fluorinated-
graphite materials found commercial application as intercalation hosts in primary[33,34] and 
secondary[35] batteries in the 1970s. Since 2D and few-layer intercalated compounds exhibit 
electronic structures that are distinct from bulk, the increase in carrier density, high 
conductivity, and optical response of 2D intercalation compounds are of interest for switchable 
optical behavior and technologies with highly confined dimensions. 
  
1.2 Electrochemical Methods of Intercalation 
 
 Since the discovery of intercalation, many techniques have been developed to produce 
these compounds. Studies of intercalation in bulk layered materials show that the structure and 
quality of the host lattice play an important role, as do temperature, pressure, and 
concentration. In addition, the chemical and physical properties of the guest species determine 
the intercalation technique that is appropriate for a specific host/guest pair.[20] Each synthetic 
route affects the kinetics of intercalation, impacts the quality of the resulting product, and can 
dictate the applications of the intercalation compound. With many synthetic routes to layered 
intercalation compounds, current techniques for 2D and few-layer intercalation fit into these 
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classes: gaseous, non-electrochemical solution-phase, or electrochemical (aqueous or solid-
state) methods. With extensive reviews of bulk layered intercalation,[17,19,20,23,60,63] here we will  
focus on the electrochemical synthetic routes that have also been applied to few-layer 
materials. 
 Electrochemical intercalation offers a unique platform to reversibly intercalate layered 
materials. It allows for precise control of chemical, electronic, and optical properties. 
Electrochemical intercalation is driven by an external voltage or current (Figure 1-5d). The 
source provides an electron in the intercalation process, which is shown for a donor compound 
(Equation 1-3) and an acceptor compound (Equation 1-4). 
    𝐻𝑥 + 𝐷
+ +  𝑒− ⇌ 𝐻𝑥
− ∙ 𝐷+     (3) 
 
    𝐻𝑥 + 𝐴
− ⇌ 𝐻𝑥
+ ∙ 𝐴− +  𝑒−     (4) 
 
This method of intercalation is highly advantageous because staging is readily controlled by 
the external source (e.g. via control of the electrochemical potential of electrons in the host 
material)[64–66] and allows for the stoichiometry of the intercalant compounds to be observed 
directly through chronopotentiometry or chronoamperometry.[63] Moreover, the amount of 
charge transferred between an intercalant and host can be estimated through the integration of 
the current versus time curve.[63]  
 With the high degree of control and reversibility, electrochemical intercalation is used 
in energy technologies and is promising for optoelectronic devices. The first intercalated 
compound, H2SO4—graphite, was initially produced by a non-electrochemical, solution-phase 
method in 1841,[22] and then electrochemically intercalated for the first time in 1938.[67] 
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Initially, alkali metals were intercalated thermally; however, they found application in Li-ion 
batteries through electrochemical intercalation.[33–35] 
 With the recent emergence of 2D and few-layer intercalation compounds, 
electrochemical methods facilitate in-situ study of the intercalation. For example, 
electrochemical intercalation in few-layer graphene[6,51] and MoS2
[8] enabled observation of 
the kinetics of intercalation,[8] staging,[51] changes in optical properties,[6,8] formation of the 
SEI,[51] differences in mechanism,[68] and the role of defects.[51,68] The design of an 
electrochemical cell dictates the properties that can be studied in-situ, with various setups 
shown in Figure 1-5.   
 The electrochemical cell design determines the type of investigation that can be 
performed, such as optical (Figure 1-5a) or electronic (Figure 1-5a,b) studies of thin films or 
single flakes. In an electrochemical intercalation, the layered or 2D host must be electrically 
conductive or placed on a conductive substrate. Then, the host needs to be connected to a 
voltage source (Figure 1-5a), which can be achieved by either placing the host on a conductive 
substrate or attaching electrical contacts to the few-layer flake or thin film on an insulating 
substrate. If metal wires are deposited on the top surface of a host lattice, electrical connection 
may be lost during intercalation as the lattice expands and deforms the metal contacts. Thus, 
bottom surface placement is preferred; however, flakes can delaminate from the substrate 
during intercalation. Techniques for preventing delamination include better adhesion to the 
substrate through rigorous cleaning processes or substrate selection, depositing an inactive 





                      
 
Figure 1-5: Electrochemical cell designs for in-situ studies. a) planar electrochemical cell.  
Reproduced and modified with permission.[8] Adapted with permission from Nano Lett., 15 
(10), pp. 6777-6784. Copyright 2015 American Chemical Society. b) coin-battery cell. 
Modified and reproduced with permission.[31] Adapted with permission from Nano Lett., 15 
(11), pp. 7671-7677. Copyright 2015 American Chemical Society. 
 As with bulk electrodes,[36,69] binders can improve the binding between host material 
and a substrate. However, binders, such as PVDF, can negatively impact the performance due 
to the resistivity and degradation of the binder with intercalation/de-intercalation cycles.[70] 
These binders, as well as other methods can also be used to create films for coin batteries 
(Figure 1-5b). An advantage of creating a thin film electrode includes the large area of sample 
that is available for characterization after intercalation/deintercalation. After deciding on a 
working electrode setup, a counter electrode should be selected such that it does not negatively 
affect the electrochemical cell performance through side reactions. For example, lithium metal 
is the counter electrode in a Li+ battery. In a planar electrochemical cell (Figure 1-5a), the 
working and counter electrodes are in electrical contact through using a conductive electrolyte 
reservoir. It is important to note that electrolytes with high absorption coefficients or strong 
attenuation may hinder in-situ investigations in the planar cell configuration. For coin cell 
batteries, a permeable separator is placed between the electrodes and then the cell is filled with 
an electrolyte (Figure 1-5b). The entire electrochemical cell is sealed within a coin cell, often 
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including a spring and spacer. Due to the nature of this cell, it is not readily used for in-situ 
optical studies, but techniques that use X-rays can probe these thick cells.[71] While each of 
these electrochemical cells have been implemented in studying 2D intercalation, other 
configurations are actively being developed to enable more characterization of 2D 
intercalation.  
 Electrochemical intercalation in 2D materials and heterostructures presents interesting 
opportunities for interfacial studies. Interfacial engineering can be realized in vdW 
heterostructures and has been explored for a few combinations of TMDCs, graphene, and 
hexagonal boron nitride (hBN) through electrochemical intercalation.[2,3] The materials at a 
vdW interface can induce strain,[2] which can alter the intercalation mechanism[2] or induce 
more or less charge transfer to the adjacent layers of the interface[3]. The ability to intercalate 
thin material via interfacial structure and composition is of great interest for 2D materials, 
which lends to the idea of engineering interfaces to create idealized (e.g. tailored interlayer 
interactions, faster diffusion, desired charge transfer, etc...) intercalation mechanisms and 
resulting properties. This is promising for application of these structures to battery and 
optoelectronic technologies. 
 Despite the importance of electrochemical intercalation into 2D and few-layer 
materials, there are shortcomings of this method. Unlike gaseous or non-electrochemical 
methods, electrochemical intercalation requires an external voltage source to drive the reaction, 
which dictates specific requirements for substrate and sample fabrication. In addition, the 
selection of the components in an electrochemical cell are crucial to the success (and limitation) 
of the intercalation. The host, solvent, and concentration of the intercalant can affect the 
voltage window in which intercalation occurs. At more extreme voltages, decomposition 
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reactions can occur and negatively impact the performance with cycling. Moreover, certain 
electrochemical intercalation reactions only reach higher degrees of staging under inert gas 
conditions, and thus require more complex methods compared to other techniques. 
Additionally, the solvent selection is crucial to the composition of the SEI layer,[36] with some 
solvents resulting in SEIs of varying thicknesses. Formation of a SEI on a 2D material may 
lead to a substantial loss of the material and the resistive SEI formation[51] may impair the 
kinetic advantages of 2D intercalation. Furthermore, the guest and solvent can co-intercalate 
the host lattice, leading to larger interlayer spacing. As the lattice expands during intercalation, 
it can induce exfoliation of the material or delamination from the electrode [69], degrading the 
performance of an electrode. To eliminate the negative aspects of a solvent in an 
electrochemical cell, a solid-state electrolyte can be implemented. For example, a solid-state 
electrolyte with Li+ was prepared on the surface of a 2D electrode through rapid evaporation 
of the solvent from the solvent/polymer/Li+ mixture.[3] With each of these challenges, the 
selection of the electrochemical cell components are essential to each host/guest intercalation 
pair. Therefore, with these insights in this review, we especially focus on electrochemical 
reversible intercalation studies due to their potential applications in tunable optoelectronics 
and energy storage devices, but we draw expertise from non-reversible intercalation to aid in 
our understanding of 2D and few-layer intercalated compounds.  
  
1.3 Structure   
 
 
1.3.1 Intercalation Staging Model   
Intercalation involves a balance between enthalpically favorable guest-host interactions and 
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enthalpically unfavorable lattice expansion and coulombic repulsion among guest species. To 
minimize energetic costs, the guests do not insert randomly into the gallery spaces. In many 
guest-host systems, guests fill an entire interlayer gap before filling adjacent layers.  As 
intercalation progresses, guest layers are separated by fewer layers of host. These stages are 
denoted by the number of host layers between each layer of guest such that stage 1 is generally 
the upper limit of intercalation in which host and guest layers alternate (Figure 1-6).[36,72,73] 
 Staging is evidenced by multiple techniques, including electrochemical and optical 
measurements. Figure 7 shows an idealized galvanostatic plot for the reduction of graphite in 
a Li-containing solvent with a constant applied current. The flat portions of the curve occur 
when two or more stages are present simultaneously. The vertical portions of the graph with 
large changes in potential indicate the presence of a single, pure stage.[36]    
 The model captures the behavior of bulk graphite and many other layered solids such 
as TMDCs, but the model begins to change as the thickness approaches the 2D limit. A 
fundamental change in the structure of an intercalated material as it transitions to 2D is the 
departure from the bulk staging model. For example, in Li-GICs, intercalation in both bulk and 
2D begins with a dilute stage 1 where guests partially fill each of the interlayer spaces until 
enough guests are present to complete a stage.[51,74,75] Bulk graphite transitions from dilute 





               
Figure 1-6. Galvanostatic curve for the intercalation of lithium into graphite. The vertical 
voltage drops indicate pure stage compounds. Splitting of stage 2 into two phases is due to 
different Li+ packing densities. Reproduced with permission.[76] Copyright 1998, John Wiley 
& Sons Inc. 
 
 This sequence is disrupted when graphite has fewer than n layers (n = 5), since there 
are too few layers to access a stage n-1 GIC.[51]  Cyclic Voltammetry (CV) experiments of 4-
layer graphite reveal transitions only from stages 2 to 1. Increasing the FLG thickness to 6 
layers allows for the formation of stage 4 as the material reverts to a more bulk-like 
intercalation mechanism.[51] In Figure 1-7, there is no splitting of the Raman G peak for 3-
layer graphite (b), although this splitting is seen in thicker flakes (a). This indicates that for all 
phases of intercalated 3-layer compounds, each layer is adjacent to a layer of intercalated 
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guest.[51] The intercalated 3-layer flake transitions directly from the dilute stage 1 to stage 1. 
These few-layer materials also require a larger concentration of intercalants to transition from 
the initial dilute stage 1 phase. Relatively little is known about the intercalation mechanisms 




Figure 1-7. Raman spectra during lithium intercalation. a), b) Raman G peak during the 
lithiation of few-layer graphite electrodes. Absence of G peak splitting in b) suggests the direct 
transition from dilute stage 1 to stage 1 GIC. c)  G peak shift as a function of flake thickness. 
The thinner flakes experience a greater peak shift and therefore a larger biaxial strain. 
Reproduced with permission.[72] Copyright 2016, ACS Publications.  
 
 
1.3.2 Lattice Expansion  
 The most apparent change in the structure of a layered host after intercalation of a guest 
is the expansion of the gallery space. The volume of guest and extent of intercalation determine 
the size of lattice expansion, and can be monitored by X-ray diffraction and HR-TEM.[77,78] 
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These increases in gallery size are on the order of 10% for lithiation of TiS2 and graphite, which 
present a significant increase in total material volume.[36,78] The relative increase in lattice 
parameter is a key figure in predicting the cyclability of an intercalation compound.   
  The effects of lattice expansion on material stability are also utilized in exfoliation 
techniques to produce 2D materials. Lithiation of graphite and TMDCs decreases the vdW 
binding forces and the layers can then be more easily separated by sonication.[17,79] 
Intercalation can yield larger scale and higher purity products than alternative oxidative 
methods.[80,81] The Li exfoliation of MoS2 is particularly interesting due to the structural change 
that occurs from 2H semiconducting to the 1T metallic phase.[8,82]   
 Decreasing the thickness of the host also increases the in-plane strain of intercalated 
compounds. Intercalation of donors into few-layer graphite lengthens C-C bonds as 
antibonding states are populated. Microcrystalline graphite has an in-plane (biaxial) strain of 
0.04% during lithiation, while the 3-layer graphite reaches 0.17%. The extent of strain is 
calculated from the G peak shift, where a larger shift relates to more biaxial strain (Figure 1-
11c). The greater strain experienced by thinner electrode materials is speculated to degrade the 
electrode more rapidly during repeated cycling.[72]    
 Reducing the thickness of layered host materials produces changes in the unit cell of 
the material. The presence of Co2+ rather than Co3+ at the surface of 2D LiCoO2, for example, 
contributes to disorder and an increase in the interlayer spacing.[83,84] Similar structural changes 
were observed for a two-dimensional TiS2 electrode material. 2D TiS2 has a larger c-lattice 
parameter of 5.80 Å, compared to 5.66 Å in bulk form, which is produced by similar surface 
disorder as seen in the LiCoO2 case or excess Ti in the interlayer space. As a result of the 
differences in interlayer spacing of the host, the volume of the 2D material only increased by 
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2% upon lithiation, compared to 10% for the bulk.[85] The changes in the structure of these host 
lattices produce unique intercalation kinetics compared to the bulk.  
  
1.3.3. Solid-Electrolyte Interphase   
 Electrochemical intercalation occurs when the guest species leaves the electrolyte and 
enters the host material at the solid-electrolyte interphase (SEI). The interphase is formed by 
decomposition reactions at the surface of the electrode and the deposition of the insoluble 
products.[86] Ideally, the initial SEI formation will create a passivating barrier to prevent further 
decomposition, and acts as an electronic insulator and ionic conductor between the two phases. 
As an ion approaches the SEI from the solvent, the ion is desolvated, inserts into the SEI, 
diffuses through it, and inserts into the electrode.[86] The composition of the interphase depends 
on the electrolyte, electrode, solvent, and any additives, and therefore the selection of each is 
a significant factor in determining device performance and stability. The investigation of the 
SEI is predominantly focused on the electrolyte reduction products at the anode, but there are 
reports of an interphase at cathodes as well.[87–94] Thorough reviews of interphases and 
electrolyte compatibility can be found here.[95,96] In this section, we discuss SEI formation 
primarily in the context of Li-graphite, since the system is the most well-studied to date and 
lays the framework for understanding the SEI in other battery materials.  
 The structure and electrochemical reactions at the SEI of bulk electrodes have been 
extensively researched, particularly in the context of batteries because ion transport through 
the SEI directly impacts cell performance.[87,88,94,95,97–99] The diffusion-induced stress from 
intercalation and deintercalation cycles causes strain on the electrode and a change in SEI 
morphology that produces multiple interphase growth mechanisms during the life of the cell. 
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These growth processes produce a spatially and chemically inhomogeneous structure. The rate 
of the SEI growth depends on the physical morphology of electrode particles, and impacts the 
performance and lifetime of a cell. The structure of the interphase can also influence the 
mechanism of ion transport and the kinetics of the cell.   
 The lattice expansion from guest insertion can cause cracking of the SEI and have 
significant effects on stability.[97] This cracking and healing of the SEI reduces the performance 
and lifetime of energy storage devices. For example, in Li-ion batteries, cell capacity is 
hindered by the loss of available Li during charge cycles, which occurs through multiple SEI-
growth mechanisms that form insoluble Li products. In a real system with electrode expansion, 
SEI growth processes include: 1) initial SEI formation during the first cycle, 2) continued 
growth of the original SEI, 3) growth on newly exposed electrode surfaces during the first 
cycle after cracking, and 4) continued growth on the cracked surfaces over the lifetime of the 
cell.[86,100] 
 The structure of the SEI is typically complex, as the decomposition products are 
spatially inhomogeneous. The chemical composition varies through the depth of the SEI, and 
differences are also found between the basal plane and edges.[101] Such differences motivate a 
comparison of the effects of the SEI for systems in which both edge and grain boundary 
intercalation occur.  Focused ion beam techniques provide further insight into the complexities 
of SEI structure by examining cross sections of electrode particles.[102] Bisecting particles after 
multiple intercalation cycles revealed a second type of SEI that penetrates into the bulk of the 
electrode, called an internal SEI. The internal SEI forms when the SEI or electrode particle 
cracks, exposing new surface, and leading to further SEI formation.[102] The decomposition can 
evolve gases, which contributes to additional stresses, cracking, and loss of Li. The outer SEI 
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grows continually upon cycling, while the internal SEI does not. The increased thickness of 
the SEI results in greater resistance and slower ion transport from the electrolyte to the 
electrode.[102] 
 The structure and growth rates of the SEI are highly dependent upon the size of active 
particles and morphology of the electrode. Three major attributes of the particle and electrode 
influence the SEI: (1) charging time, (2) voltage drop across SEI, and (3) percentage of active 
material near surface. For particles with a radius of less than 1 μm, the SEI growth is highly 
dependent on the charging time. Smaller particles require less time to reach full charge and the 
SEI is thinner than in larger particles.[98] For particles with a radius greater than 1 μm, however, 
the difference in the voltage drop across the SEI is more important to SEI growth than charging 
time (See Section 5.1.3). Larger particles experience a smaller increase in potential and 
produce a thinner SEI (Figure 1-8).[98]  In addition to individual particle size, the surface area 
of the electrode also effects the SEI, as higher surface area electrodes result in the production 
of more SEI to passivate the electrode.[103]  
 The role of surface area in SEI formation is of particular significance for 2D materials.  
An electrochemical impedance study showed that the SEI thickness in graphite grows 
logarithmically, reaching a thickness of 30 nm after 500 lithiation cycles in 1-μm particles.[98]  
In an electrode derived from 2D materials, the SEI would then occupy a large volume fraction 
and reduce the electrode’s capacity.  Moreover, if the host electrode degraded in forming the 





Figure 1-8. SEI thickness for spherical graphite particles of various radii during 
lithiation, as modeled from impedance spectroscopy. Reproduced with permission.[98] 
Copyright 1980, Elsevier Ltd.  
 The composition of the SEI depends on the depth of the film and produces a complex 
transport mechanism from the electrolyte to the electrode. For example, for a Li-intercalated 
graphite with a carbonate solvent, a two-layer model describes a porous top layer of organic 
Li salts, and a dense layer underneath composed of crystalline Li2CO3 (Figure 1-9a). Density 
Functional Theory (DFT) predictions find that Li moves through the top layer via diffusion 
through the pores, and then slows down considerably at the crystalline layer.[101,104,105] The 
interface between the porous top layer and the crystalline layer beneath is a barrier that limits 
the rate of Li+ transport through the SEI. Within the lower layer of dense Li2CO3, Li diffuses 
via a knock-off mechanism in which Li+ displaces the lattice Li. Isotope tracer measurements 
find that the 6Li+/7Li+ signal peaks at this interface and then decays as depth increases for the 
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SEI film, which suggests that Li+ transport is much slower in the crystalline region.[101,105] The 
implications of SEI structure on transport motivates further work into the structural 
characterization of the SEI of proposed battery systems.   
 
                                   
Figure 1-9.  Schematic of Li diffusion through amorphous and crystalline layers of SEI. 
a) Yellow circles denote anions in the electrolyte, green circles are Li+ in the electrolyte, and 
open circles are Li+ already in the SEI. The blue and red path lines describe the ion transport 
mechanisms in each region of the interphase. b) Li isotope measurements compared to the 
depth of the SEI. The peak in 6Li+/7Li+  suggests the accumulation of Li intercalant at an 
interface in the SEI. Reproduced with permission.[101] Copyright 2012, ACS Publications. c) 
Cryo-TEM and d) model of a mosaic-type SEI formed on a Li metal electrode in an ethylene 
carbonate electrolyte. e) Cryo-TEM and f) model of multilayer SEI after the addition of 10% 
fluoroethylene carbonate electrolyte. Reproduced with permission.[99] Copyright 2017, AAAS.  
 The structural complexity of the SEI and its effects on cell performance make the 
development of characterization and imaging techniques imperative to battery technology. The 
high reactivity and air-sensitivity of electrode, electrolyte, and SEI materials create a challenge 
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to experimental investigation of SEI structure. Recent advances in cryo-electron microscopy 
provide a solution to the atomic-scale imaging of the electrode and SEI.[99] For an ethylene 
carbonate electrolyte and a Li metal electrode, a mixture of amorphous and crystalline domains 
was observed in agreement with mosaic-type models of the interphase from the 1990s (Figure 
1-9b,c).[99,106] The introduction of 10% fluoroethylene carbonate drove the formation of more 
defined layers of amorphous and crystalline components.[99] The implementation of advanced 
characterization technologies will be critical in the understanding of electrode material 
behavior and failure mechanisms. The increased effects of SEI structure and processes on high 
surface area materials suggests that consideration and design of the interface is even more 
important in 2D material electrodes.   
 Transitioning to 2D also affects the structure and growth rates of the SEI. Growth of 
the SEI layer is accompanied by a decrease in the capacity of the cell, as the electrolyte 
decomposes on the surface of the electrode in a complex mixture of products. These commonly 
include inorganic salts that irreversibly remove intercalant from the electrolyte.[96,97,107] As 
discussed in Section 4.3, smaller particles charge more quickly and have thicker SEI layers 
compared to larger particles.[98]  
 The relationship between particle morphology and SEI growth is more complicated for 
2D flakes than spherical particles because of the structural anisotropy of 2D materials.[73] 
Thinner and narrower flakes are more reactive than larger flakes due to the increased surface 
area and edge defects.[73,108] The dependence of SEI growth rate on particle dimension suggests 
that consideration and investigation of electrolyte compatibility and the use of stabilizers 
becomes even more important for nanostructured electrodes, particularly because a large 
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proportion of a few-layer flake can be converted into SEI.[96,109]    
 
1.4 Electronic Properties  
 
 Upon transitioning from bulk to an atomically thin monolayer, novel electrical 
properties emerge. Thus, it is important to review the progress that has been made in bulk to 
understand the electronic changes that occur in 2D intercalated materials. Here we revisit 
several important discoveries in the electrical properties of bulk intercalation compounds and 
discuss findings that are relevant to their 2D counterparts.  
 Early investigations into the electronic properties of GICs utilized polycrystalline 
graphite from natural sources, which have complex microstructures.[110] Due to the non-
uniform orientations of the specimens, experimental results varied widely and were often not 
reproducible. In 1960, HOPG was synthesized for the first time.[111] Because of its simpler 
structure and higher purity, the discovery of HOPG allowed researchers to carefully probe the 
electronic structure of GICs.  This development opened new avenues of research into the 
electrical properties and rapidly established the general character of GICs as metallic. [29,112] 
With this discovery, the next challenge was to explain the origin of the metallic behavior and 
its dependence on the intercalant. Such investigations have expanded well beyond graphite to 
include TMDCs, black phosphorus, MXenes, and others. Collectively, most studies have 
explored at least one of three areas: charge transfer in donor and acceptor compounds, 
electronic structure, and conductivity, including superconductivity. As many of these findings 
can be extrapolated to 2D materials, we will first outline the key conclusions for bulk materials 
before highlighting the unique electronic properties of 2D intercalation compounds.  
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1.4.1. Charge Transfer   
 In intercalation compounds, charge transfer (CT) is an important driving force for the 
insertion of donors and acceptors into layered materials. Thus, a deeper understanding of CT 
is needed to rationalize the chemical and physical properties of intercalated materials. 
Experimentally, CT is often quantified by electrochemically intercalating the host. This 
calculation assumes that the charge developed on the host material is equal to the charge that 
flows through the circuit – an assumption that has been challenged by both theory and 
experiment, as we will discuss later.   
 To indirectly probe the deep bulk or surface CT, there are several methods that can be 
paired with an appropriate model. In graphitic materials, the in-plane C-C bond lengths (dcc) 
of graphite are directly related to the amount of charge transferred from the intercalant. Thus, 
diffraction can be used to estimate or even quantify CT. In their X-ray diffraction studies of 
stages 1-6 of K-GICs, Nixon and Parry reported that as intercalation proceeded, dcc increased 
relative to that of pure graphite by 0.8 %.[61] Kamitakahara later performed in-situ neutron 
diffraction during the D2SO4-graphite intercalation and measured the corresponding shift in 
dcc.
[113] They found that dcc contracted by 0.3 % as the intercalation progressed and that this 
correlated with the amount of charge transferred to the graphite.  Whereas X-ray diffraction 
and neutron scattering probe CT at depths on the order of microns, Raman scattering can 
explore near surface properties. To confirm the results of neutron diffraction, Eklund et al. 
studied the surface CT of H2SO4-GIC through in-situ Raman scattering.
[114] Their findings 
indicated that as charge is transferred to the graphite layers, dcc contracts. This contraction 
stiffens intra-plane bonds and causes high frequency graphitic phonons to shift to higher 
energies. Although experimental Raman data offered insight into the effect of intercalation on 
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the intra-plane phonons of graphite, a model was critical to convert phonon frequency to a 
quantitative measure of staging. Leung and Dresselhaus developed a general model to predict 
the phonon-dispersions for both donor and acceptor GICs of any stage.[115]  Figure 1-10 shows 
the phonon dispersion and density of states for stage 1 and 3 donor and acceptor compounds. 
Based on the degree of staging within the material, the frequencies of the bounding and interior 
layers of graphite can be calculated.   
 
Figure 1-10. Phonon-dispersion and the corresponding DOS plots for stages 1 a) and 3 c) 
donor-GICs and stages 1 b) and 3 d)  acceptor-GICs, based on the model proposed by Leung 
and Dresselhaus. The DOS shows a strong feature near 600 cm-1 for a)-d), which comes from 
the high DOS near the Brillouin zone edges. Upon intercalation, the intensity of this peak 
increases with higher degrees of staging. e) The vibrational frequencies of the Raman-active 
E2g mode for the bounding and interior graphite layers depend on the degree of staging. The 
solid red circles represent the calculated values for acceptor compounds, while the blue 
markers represent the values for donors. The solid and dashed lines show the linear correlation 
between the model developed by Leung and Dresselhaus and the experimental data. For 
acceptors, as the compound moves toward a higher degree of staging (larger reciprocal stage 
value), the frequency increases. In donor compounds, a higher degree of staging, results in a 
lower frequency. Modified and reproduced with permission.[115]  Adapted and Reprinted Figure 
with permission from M. Leung, S.Y., Dresselhaus, G., Dresselhaus, Phys. Rev. B 1981, 24, 




 These findings revealed a general trend for dcc for both donor and acceptor intercalation 
systems that has been described by MO theory[116], as well as the tight-binding model[117] and 
DFT calculations[118].  Based on the diffraction measurements by Nixon and Parry[61], 
Pietronero and Strässler proposed a universal model to estimate the degree of charge transfer 
as dcc changes.
[117] However, at the time of the study, there were not sufficient experimental 
diffraction data on GICs to verify their calculations. In a later DFT investigation, Chan et al. 
calculated the dcc as a function of charge transfer per atom for both acceptors and donors.
[118] 
Their results showed good agreement with experimental values, and confirmed that a general 
model exists to estimate CT from contraction or expansion of dcc. In addition, this work also 
provided insight into how CT influences other properties, such as phonon frequencies or 
electronic wavefunctions.   
 To summarize the general trends revealed by these studies: donors such as potassium 
increase the antibonding character of the graphite bands, weakening bonds, and increasing dcc. 
Acceptors, such as bisulfate, increase the bonding character of the graphite bands,  
strengthening bonds and decreasing dcc. More sophisticated models, which take into account 
the in-plane electrostatic repulsion that accompanies intercalation of both donors and 
acceptors, give a nearly quantitative agreement to experiment.[117,118]   
 For donor-type GICs, the general mechanism for CT is fairly well understood.[119] The 
intercalant bands overlap with the graphite π bands and, as electrons are transferred to the 
graphite, the Fermi energy shifts to accommodate the added charge. Since the intercalant 
energy levels overlap fully with graphite’s continuum of states, the intercalant levels hybridize 
strongly with those of graphite. In TMDCs, the transition metal d-bands are the lowest 
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unoccupied energy levels and can range from empty to partially filled.[120] Upon intercalation, 
electrons are primarily added to the d-band. 
 Despite the relative simplicity of the CT mechanism for donor complexes, determining 
the amount of charge transferred to the host material is more complicated and depends on the 
intercalant-host band overlap.[116] In particular, the position of the intercalant bands with 
respect to EF tends to determine whether a guest species will transfer all or part of its charge 
to the host. To illustrate the complexity inherent to calculating the degree of CT, we discuss 
two bulk alkali metal-GICs: LiC6 and KC8, which transfer full and partial charge respectively. 
 When Li intercalates into graphite, one electron is transferred for every Li atom within 
the layer, since the 2s orbitals of Li do not overlap with graphite’s EF. Although this 
phenomenon had been previously predicted computationally,[121–123] angle-resolved 
photoemission spectroscopy (ARPES) experimentally demonstrated full CT from Li to the 
graphite lattice.[124] Figure 1-11 shows the photoemission spectrum, DOS, and calculated band 
structure for LiC6. The total yield from the photoexcitation of the Li 2s orbital exhibits two 
peaks, which align with the DOS in the calculated band structure (from Γ to A).  It is also 
similar to the absorption spectrum of Li (2s) and indicates that the 2s orbitals of Li are 
unoccupied in LiC6.  
 In the case of KC8, however, the intercalant bands lie very close to EF, making the 
degree of CT difficult to determine. In the early 1980s, Zanini and Fischer measured the 
polarized reflectance of stage 2 KC24 and observed full CT from K to the graphite layer.
[125] 
Oelhafen contested this result with UPS measurements showing that the K 4s energy levels lie 
close to the Fermi level and demonstrated partial charge transfer in KC24.
[126] Several years 
later, a theoretical study by DiVencenzo and Rabii calculated the K 4s energy levels to lie close 
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to the Fermi level and also supported the idea of partial charge transfer in potassium-
intercalated graphite.[127] An alternative yet complementary perspective to this debate may be 
found in an earlier study of the electronic structure of KC8 by Inoshita et al.
[128] Figure 1-12 
shows the calculated and experimentally determined DOS plot for KC8. Near EF, up to 50% of 
the DOS is derived from donor states, and there is strong hybridization between the graphite 
and donor levels. Just below EF, however, the DOS is almost purely graphitic in character. 
These observations indicate that hybridization between the donor and graphite depends 
strongly on energy (y-axis of Figure 1-13).   
 
 
Figure 1-11. Band Structure and Emission spectra for Li-intercalated graphite. Left 
Upper panel: Core-threshold photoyield spectrum for LiC6 aligned with the theoretical band 
structure (Right Panel). The dotted-line shows the total yield from the excitation of the Li s 
orbital in LiC6. The two peaks align with the DOS maxima in the band structure. The Li 2s 
band is not occupied since there is no evidence of absorption at EF. Left Lower Panel: The 
normal-emission spectra aligned with the calculated band structure for LiC6. The graphite-
like bands are denoted by blue arrows, whereas back-folded bands are represented by red 
arrows. Right Panel: Calculated band structure of LiC6. The solid black lines represent the 
bands of the original graphite. The dotted lines represent the back-folded bands. Modified 
and reproduced with permission.[124] Adapted and Reprinted Figure with permission from J. 
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E. Eberhardt, W., McGovern, I.T., Plummer, E.W., Fisher, Phys. Rev. Lett. 1980, 44, 200. 
https://doi.org/10.1103/PhysRevLett.44.200. Copyright 1980, American Physical Society.  
   
Figure 1-12. The density of states based on the calculated band structure of KC8 (solid 
black line) and density of states based on the rigid band model of 2D graphite (dashed blue 
line). At EF, there is a large peak resulting from the strong hybridization of the potassium and 
graphite bands. Adapted and reproduced with permission.[128] Copyright 1977, Physical 
Society of Japan.  
 In addition to electron donors, acceptor-type molecules and ions are known to 
intercalate into graphite. Elucidating the CT mechanism for graphite-acceptor compounds was 
complicated by the range of intercalants that fall into this category, including halogens, acids, 
and oxides. Moreover, the earliest proposed mechanisms for CT in acceptor GICs largely 
ignored the relative positions of host and intercalant bands, focusing instead on oxidation states 
and degree of charge transfer.[119] Eventually, several important models of charge transfer 
emerged, including band overlap, disproportionation, and island formation. The band overlap 
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models consider energetic factors, while disproportionation and island formation describe the 
dynamics of intercalation.  
 In 1985, Dresselhaus et al. were the first to consider band effects in the CT mechanism 
for acceptor compounds.[129] To explain CT in the Br2-GIC system, they proposed a charge 
transfer mechanism based on the 2D π band structure generally characteristic of acceptor 
intercalants. Their model suggested that antibonding levels of the intercalant hybridize with 
the antibonding graphitic π-energy levels. This coupling causes bonding and anti-bonding 
interactions; the new bonding state accepts electrons and the Fermi level drops. If the bonding 
interaction is derived primarily from the graphite, then less charge is transferred to the 
intercalant. This explanation of band structure successfully explained the fractional CT that 
typically characterizes acceptor-type compounds.   
 Charge transfer through disproportionation in GICs involves a simultaneous oxidation 
and reduction of the intercalant, and occurs in systems such as SbCl5, AsF5, and HNO3. This 
reaction mechanism was recently revisited through ab initio simulations in the context of doped 
graphene.[130] Figure 1-13 illustrates the proposed doping mechanism for the SbCl5-graphene 
system. When an acceptor molecule is inserted between the layers of graphite, there is 
incomplete charge transfer, which destabilizes the intercalant molecules. The acceptors then 
disproportionate into more stable products that inject holes into the graphene layers (Figure 1-
14).  
 Island formation CT is another mechanism that occurs when the GIC structure is 
incommensurate (e.g. in transition metal chloride-GICs). In this system, there is a preferred 
minimum energy state for the intercalant species within the graphite lattice, typically either 
above or below the center of the hexagon. As intercalant density increases within a layer, guest 
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molecules are forced to occupy unfavorable sites within the layer. Eventually, the lattice 
mismatch between the graphite and the intercalant becomes significant enough that the domain 
terminates, forming an island of intercalants that transfer charge to the graphite. If intercalation 
proceeds, it may do so with a different intercalant composition to minimize strain to the lattice. 
For example, in the intercalation of  NiCl2 into graphite in the presence of excess chlorine gas, 
Cl2 (g) first oxidizes NiCl2 to form NiClx (where x > 2) and islands of NiClx nucleate at the 
edges of the graphite before diffusing to the center of the graphite layer. Surrounding each 
domain, there is an excess of chloride anions, which facilitate the transfer of electrons from the 
adjacent graphene layers to reduce NiCl2.
[131]   
 
 
Figure 1-13. The representative mechanism of disproportionation in GICs, using SbCl5 
(Sb: red; Cl: green), as an example.  Upon insertion into graphite, the molecular intercalant 
(SbCl5) partially transfers charge to the graphite layers, and is destabilized. SbCl5 then 
dissociates into SbCl6
- (highlighted in blue) and SbCl3. SbCl6
- absorbs minority carriers 
(electrons) from graphite and transfers holes, which results in a downshift in the Fermi level. 
Reprinted with permission[130]  from ACS Nano 2011, 5(4). Copyright 2011, American 
Chemical Society.   
 
 Charge transfer in few-layer materials has also been demonstrated with donors and 
acceptors. Because of its sensitivity to surfaces, Raman spectroscopy is a valuable technique 
for quantifying CT in 2D materials. The G peak of bulk graphite compounds can be analyzed 
33 
 
to investigate the local environment of each layer.  In this analysis, the shift of an individual 
layer depends on the degree of staging within the material. For example, there is stronger 
doping in a graphene layer sandwiched between two intercalant layers (Stage 1) compared to 
a graphene layer adjacent to one graphene and one intercalant layer (Stage 2). Stronger doping 
corresponds to a larger shift in the Raman G peaks.[132–134]   
 Jung et al. demonstrated this principle through their analysis of Br2 and I2 adsorbed or 
intercalated into one layer (1L) to four layer (4L)- graphene.[18] The resulting Raman spectra 
for Br2-and I2-intercalated graphite are shown in Figure 1-14b and c respectively. Upon 
intercalation with Br2, the peak for 2L, 4L, and thicker nL shifts close to 1612 cm
-1, which is 
similar to the shift reported for bulk.[135] For 3L, the peak is asymmetric since there are two 
sets of non-equivalent graphene layers. The higher energy peak (1620 cm-1) indicates 
stronger doping and represents the outside graphene layers (Figure 1-14a). The peak that 
occurs at 1612 cm-1 is the expected shift for the two interior layers of graphene. Interestingly, 
the G-vibration for 1L graphene occurs near 1624 cm-1, a shift which the authors note is 30% 
higher than values obtained by top  gating.[132] The large blue shift is due to the strong charge 
transfer between the adsorbed Br2 and the graphene layer. The 3L case presents an interesting 
opportunity to investigate the electronic qualities of an asymmetric intercalation compound 






        
Figure 1-14. Halide intercalation into graphite. a) Left: 1L-4L FLGs exposed to Br2. All 
of the structures have layers of Br2 adsorbed (light pink) to the surface of FLG. Layers of 
intercalated Br2 (dark pink) are present only in 3L and 4L structures, since Br2 cannot 
intercalate past stage 2. Right: 3L and 4L FLGs exposed to I2. Unlike Br2, layers of I2 (blue) 
do not intercalate, but rather adsorb to the surface.  b) The vertically displaced Raman spectra 
for 1L-4L and bulk graphite (nL) exposed to Br2 shows a large blue shift in the G-peak due to 
strong charge transfer. A doublet appears for 3L, indicating asymmetric intercalation and 
charge transfer, as shown in a). c) The vertically displaced Raman spectra for 1L to 4L and 
nL exposed to I2 vapor. For 1L and 2L, there is one peak, which indicates that I2 has 
adsorbed to the layers. The G-peak shifts to higher energies for I2, but the magnitude of the 
shift is less than that observed for Br2, which indicates that the degree of charge transfer is 
weaker in the case of I2 doped FLG. Reprinted with permission.
[18] from Nano Lett. 2009, 
9(12), 4133. Copyright 2009, ACS Publications.  
 
 Although the Br2-few layer graphene intercalation compound exhibits strong CT, it 
cannot achieve a stage 1 structure. Thus, in an effort to prepare fully intercalated few-layer 
GICs, other groups investigated the 2D counterparts of bulk GICs that are known to reach stage 
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1. Zhan et al. reported the first synthesis of fully intercalated FeCl3-GIC and analyzed its CT 
properties through Raman spectroscopy.[136] Figure 1-15a-c show the proposed structures of 
the intercalated FLG. In the diagram, the yellow layer represents graphene that is adjacent to a 
single intercalant layer while the orange layer shows graphene adjacent to two intercalant 
layers. To confirm these structures, the Raman spectrum for each compound was obtained 
(Figure 1-15d). For 1L and 2L, there is only one G peak at 1605 cm-1 and 1612 cm-1 
respectively. At 3L and 4L, however, the G-peak splits into two peaks (labeled G1 and G2) 
since there are now two sets of graphene layers (Figure 1-15a-c) each in a different local 
chemical environment. In addition, the sharp 2D peak at 2700 cm-1 in the Raman spectra 
reveals that the electronic coupling between the graphene layers is lost. Therefore, the graphene 
layers have an electronic structure similar to single layer graphene.  This loss of electronic 






Figure 1-15. FeCl3 intercalation into graphite. a)-c) show 2L, 3L, and 4L graphite 
intercalated with FeCl3. The yellow graphene layers are only in contact with one layer of 
intercalant and are represented by the lower energy Raman G1 peaks in d). The orange graphene 
layers are sandwiched between two intercalant layers and the Raman shifts are given by the 
higher energy G2 peaks. Electrons are transferred from the graphene layers to FeCl3.  For all 
of the GICs, the peak intensity increases with the number of layers. Reproduced with 
permission.[136] Copyright 2010, John Wiley & Sons Inc.  
 
1.4.2 Conductivity    
 Upon intercalation, charge transfer from the intercalant species to the host material 
shifts EF, which can have a significant effect on the electronic structure, and therefore the 
conductivity and optical properties of the host. Since the effect of intercalation on the electronic 
structure of bulk materials has been detailed in several excellent reviews,[120,137] here we 
highlight the general trends for graphite.   
 Graphite has strong in-plane bonding from the covalent interactions of the 2s, 2px, 
and 2py carbon orbitals. Near EF, however, the band structure is dominated by the π states, 
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which are derived from the carbon 2pz orbitals (Figure 1-16a). Undoped graphite is a 
semimetal with a vanishing DOS at the Fermi level. Upon insertion of a donor species, electron 
density is donated to the conduction band and EF shifts up in order to accommodate the added 
charge.  In contrast, acceptor intercalants remove electrons from the valence band, and 
therefore lower EF. (Figure 1-16b). In addition to characterizing the Fermi level shift, it is 
important to note other aspects of the electronic structure of GICs, specifically the DOS at EF, 
the total and local DOS of the valence and conduction band, and the electronic character close 
to EF.
[137] Figure 1-16c shows the UPS measurements for CsC8 GICs.
[126]  From the spectrum 
of pristine HOPG, four distinct peaks appear at 3.0, 4.7, 8.0, and 12.3 eV.[126] These structures 
reflect the π- and σ-bands of the graphite band structure. Close to EF, however, the spectrum 
of the donor-GIC differs significantly from that of HOPG, with an intense peak emerging upon 
intercalation. This feature is primarily derived from the s-orbitals of the alkali metal.  The large 
contribution to the DOS near EF indicates that hybridization between the donor and the graphite 
depends strongly on energy. Below EF, hybridization is negligible and the DOS is almost 
purely graphitic in nature.  
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Figure 1-16. UPS for donor and acceptor species. a) Calculated band structure for graphene. 
b) Illustration of the Dirac cone to show the linear dispersion of the conduction and valence 
bands at the K-point in a). EF shifts to lower energies when graphite or graphene is hole-doped 
(acceptor). Electron-doping (donor) shifts EF to higher energies. Reproduced with 
permission.[138] Copyright 2014, Royal Society of Chemistry. c) Ultraviolet Photoemission 
Spectroscopy (UPS) measurements of Cs-intercalated graphite (donor) compared to HOPG. 
Adapted and reprinted figure[126] with permission from P. Oelhafen, P. Pfluger, E. Hauser, H. 
J. Guntherodt, Phys. Rev. Lett. 1980, 44, 197. https://doi.org/10.1103/PhysRevLett.44.197. 
Copyright 1980, American Physical Society. d)  UPS spectra of SbF5-GIC (acceptor) compared 
to HOPG. Adapted and reprinted by permission[139] from Springer. R. Schlögl, in Graph. 
Intercalation Compd. II Transp. Electron. Prop., 1992, pp. 53–102. Copyright 1992, Springer.  
   
 In contrast to donors, acceptor intercalants lower EF by removing electrons from the 
valence band. (Figure 1-16b). Although obtaining reliable photoemission measurements of 
acceptor compounds traditionally presented experimental challenges, R. Schlögel obtained 
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UPS spectra for a series of stage 1 acceptors, including AlCl3-, CuCl2-, and SbF5-GICs.
[139] 
Figure 1-16d shows a representative spectrum for stage 1 SbF5-GIC. Near 2.8 eV, there is a 
peak in pristine HOPG that has shifted to lower binding energies in the stage 1 acceptor-
compound. This change indicates that HOPG undergoes a metallic transition, as electron 
density is removed from the valence band. In addition, the secondary electron emission 
structure shows a shift in the peak at 8.6 eV (HOPG) to 7.2 eV (stage 1), further indicating that 
EF has shifted to lower energies.   
 Conductivity in intercalation compounds has been studied in bulk graphite[33,140–143] 
, as well as in TMDCs[120,144–146], and other layered materials[147,148]. Intercalation offers an 
attractive pathway to enhance the conductivity of layered materials by increasing the carrier 
concentration through CT.  Developing materials with conductivities comparable to that of 
copper[33], while reducing the mass density is essential for a variety of technological 
applications, such as transparent conductors or electrically tunable displays.  
 Electronic transport in graphite is characterized in terms of its large in-plane carrier 
mobility (1.3 × 105 cm2 V−1 s−1)[149]. However, graphite has a moderate basal plane 
conductivity (2.5 x 104 S/cm)[149] due to a low carrier concentration. In 1977, Vogel and 
coworkers synthesized AsF5 and SbF5 acceptor GICs with remarkably high electrical 
conductivities[140], on the order of 106 S/cm, which is close to that of pure copper (5.85 x 105 
S/cm). This observation stimulated intense experimental and theoretical investigations into the 
conductivity of other GICs, as researchers attempted to explain and achieve comparable 
electrical conductivities in other intercalated materials.   
 Intercalation usually increases the carrier concentration of graphite, since the 
intercalant layer injects carriers and graphite’s DOS increases as either holes or electrons are 
40 
 
added.  In general, intercalated materials possess a high basal plane electrical conductivity (σa) 
and a relatively low c-axis conductivity (σc).
[29] The magnitude of the conductivity and 
anisotropy depend on the nature of the intercalant. For both donor-and acceptor-GICs, there is 
an increase in σa with respect to the in-plane conductivity of pristine graphite. Since most 
intercalant layers have low carrier mobilities, they do not contribute appreciably to σa.
[121,122]   
 In GICs, charge screening by the host limits the amount of charge transferred to 
bounding layers, which are  adjacent to the guest species. Bounding layers have significantly 
higher values of σa because the screening length is approximately the width of a single layer 
of graphite.[150,151]  However, interior layers that are not adjacent to the intercalant, can make 
a significant contribution to the conductivity when CT is accompanied by a decrease in the 
carrier mobility of the bounding layers.[20] Whereas acceptor compounds typically reach their 
maximum conductivity for stage 2,[20] the maximum conductivities of K-, Rb-,and Cs-GICs 
occur with stages 3-5.[152] This finding is consistent with the degree of hybridization of graphite 
with donors, which leads to a decrease in mobility. Although acceptor-GICs have lower carrier 
concentrations, they have higher conductivities due to the decrease in mobility that generally 
occurs in donor systems.[129]   
 Conductive, flexible, and mechanically strong, few-layer graphene is a candidate 
material for developing ultrathin optoelectronic devices. Despite its high mobility,  however, 
pristine FLG has a sheet resistance (Rsq=30 Ω/)
[153,154] that is three times higher than that of 
commercial indium tin oxide (ITO).[155] This  resistivity prevents FLG from being employed 
in many medium-to high-current device applications. Several groups doped graphene sheets 
with nitric acid[153,156] in an attempt to reduce Rsq. Although the transparency of graphene 
increased to 97.7 %, Rsq increased to 125 Ω/ for a single layer of graphene, since the methods 
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of stacking resulted in defects within the graphene sheets. To improve Rsq in FLG, Khrapach 
et al. intercalated FLG with FeCl3 through the two-zone vapor transport method and measured 
the corresponding electrical properties as a function of temperature and sample thickness 
(Figure 1-17a).[7]  Pristine FLG demonstrates non-metallic characteristics (Figure 1-17b), with 
resistance decreasing as temperature increases. In thicker intercalated samples (3L-5L), 
however, the material behaves as a metal, with higher temperatures resulting in increased 
resistance. The decrease in resistivity with heating observed for 2L FeCl3-FLGIC is due to the 
partial deintercalation that occurred during the conductivity measurements.  In addition to the 
resistivity, Hall coefficient measurements indicated that the intercalation compound possessed 
superior mobilities and charge densities that were higher than those obtained by both liquid 
electrolyte[157] and ionic gating[158]. 
                                                        
Figure 1-17. Thickness dependence of Rs for GICs.  a) Rs as a function of temperature for 
FeCl3 –FLG from 2L-5L. Rs increases with T for 3L-5L FeCl3-FLGs. For 2L, Rs shows a 
continual decrease from 0 K-300 K. b) Rs as a function of temperature for pristine 2L-5L 
FLG. Thickness dependence of the carrier concentration c) and mobility d) for FeCl3 –FLG. 
Reproduced with permission.[7] Copyright 2012, John Wiley and Sons Inc.  
1.5 Optical Properties   
 The optical properties of a material depend strongly on its electronic structure. In 
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general, information about the properties of intercalation compounds is derived from the 
electronic structures of both the host material and the intercalant. Bulk layered materials with 
metallic characteristics have a high concentration of free charge carriers, which interact 
strongly with light. Therefore, optical studies can reveal subtle yet significant differences, such 
as free carrier effects or optical anisotropy, in the electronic responses of pristine and 
intercalated compounds.   
 Optical reflectivity and transmission are two fundamental methods of determining 
the dielectric constant of a material. These techniques often provide information about the 
degree of charge transfer in an intercalated material and its electronic band structure. A key 
feature of frequency-dependent reflectance measurements is the plasma frequency (ωp), which 
occurs when the frequency of light exceeds the frequency at which the free carriers can 
respond. At this characteristic frequency, the real part of the dielectric becomes zero and the 
material switches from a reflecting metal to a transmitting dielectric. In compounds with a high 
degree of intercalation, the Drude model can describe the plasma frequencies determined from 









where e is the charge of a single carrier and m is the effective carrier mass. In reflectivity 
measurements, there is also a dramatic decrease in reflectance, known as the plasma edge, that 
is observed when ω is less than or equal to ωp. Since the number of free carriers is proportional 
to ωp, monitoring shifts in the plasma edge provides insight into changes in the degree of charge 
transfer and free carrier density within intercalation compounds. Upon intercalation, the 
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relative magnitudes of plasma edge shifts and absorption mechanisms change drastically as the 
number of free carriers within the material increases.[20]  
 Optical anisotropy is another significant characteristic of intercalation compounds. 
Since the contribution of free carriers to the dielectric constant is larger when the electric field 
is in-plane than when it is out-of-plane, intercalation compounds demonstrate substantial 
optical anisotropy in response to polarized light. The degree of anisotropy depends on the 
nature of the intercalant. In general, acceptor-type compounds electronically isolate individual 
host layers, making the bulk material behave like a collection of monolayers. Donors tend to 
couple adjacent layers because of greater hybridization. Thus, acceptors often exhibit greater 
optical anisotropy than donors.[20]  The bulk and 2D materials highlighted in this review are 
highly anisotropic and therefore their corresponding intercalation compounds should 
demonstrate a considerable degree of optical anisotropy in the in-plane vs. out of plane axes. 
HOPG for example, is highly reflective when E||a but transmits strongly when E||c.[159] Based 
on this finding, the optical anisotropy in GICs synthesized from HOPG has been studied in 
order to elucidate distinctive features of the reflectance and transmission.[125]   
 In 1965, Hennig pioneered studies on the optical densities of donor- and acceptor-
type GICs.[30] In the far-IR, the absorption coefficients of the intercalation compounds were 
higher than that of pristine graphite. This increase was ascribed to changes in the carrier 
concentration that induced shifts in the plasma frequency. In addition, at longer wavelengths, 
there was a transmission maximum in each of the spectra. Since the plasma frequency is known 
to occur when the electric field transfers a minimum amount of energy to the charge carriers, 
Hennig predicted that the enhanced transmission observed at lower energies was due to ωp, 
and suggested optical reflectivity studies to confirm that the dielectric passes through zero at 
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this point.  
 These early observations initiated a cascade of investigations into the optical 
properties of intercalated layered materials, particularly graphite and TMDCs, described 
below. Studies in bulk, together with emerging investigations in 2D intercalation compounds 
provide a unique opportunity to compare optical properties as we approach atomically thin 
materials. In this section, we emphasize how shifts in the plasma edge, inter- and intra-band 
transitions, and optical anisotropy reveal interesting properties of bulk-intercalated materials, 
such as increased free carrier density or enhanced transparency, which are particularly relevant 
for optoelectronic applications. We also highlight several promising studies in 2D and few-
layer materials and recommend future research directions in the optical properties of 
intercalated compounds, which remain largely unexplored.    
 The optical properties of GICs have been of particular interest, due to the high 
mobility of graphite and the useful frequency of its plasma resonance. In the near IR and visible 
regions of the electromagnetic spectrum, pristine graphite exhibits a continual decrease in 
reflectivity, as wavelength decreases. The vast majority of GICs demonstrate characteristic 
plasma edge shifts, with enhanced transmission near ωp, which is expected for metallic free 
carrier absorption. Upon intercalation with donor or acceptor species in the low frequency 
regime, the free carrier contribution to the dielectric constant increases, while the interband 
component decreases due to the shift in EF. In addition, the absolute reflectivity magnitude for 
the low-frequency region (when ω<<ωp), increases as the compound moves toward higher 
degrees of intercalation.[20] Similarly, there is a decrease in the minimum reflectivity value for 
a lower stage index. The plasma frequency also occurs at lower energies for acceptors 
compared to donors.[20] This reveals that the free carrier density for donors is higher than for 
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acceptors and indicates the fractional charge transfer that is characteristic of acceptor-type 
GICs.   
 In the late 1970s and 80s, many groups characterized acceptor-type compounds in 
terms of their optical reflectivity. Figure 1-18a-c shows the reflectance spectra of SbCl5-, 
AsF5-, and HNO3-intercalated graphite.  It is important to note that the position of the plasma 
edge strongly depends on the identity of the acceptor. For example, while stage 2 AsF5-GIC 
demonstrates a plasma frequency of 1.43 eV, the ωp of SbCl5-GIC occurs near 1 eV.  As a 
compound moves toward lower stages, ωp shifts to shorter wavelengths. Another particularly 
important acceptor system that has been characterized through in-situ reflectance 
measurements is that of bisulfate-graphite.[30,55] Since the intercalation can be 
electrochemically controlled, this compound provides an interesting opportunity to study how 
the optical properties change as charge is transferred to the graphitic layers.   
 Zanini and Fischer were the first to characterize optical anisotropy in the alkali metal 
GICs. In their first study, they measured the reflectance spectra of MC8 (stage 1) and MC24 
(stage 2) when the light is incident on the c-face of the graphite sample and E||a.[160] 
Reflectance spectra for stages 1-3 of Rb-GIC are depicted in Figure 1-19a. When ω<ωp, the 
compound exhibits high reflectance, but as ω approaches ωp, the reflectivity decreases to a 
minimum near ω= ωp, provided that there are no interband effects.  The minimum reflectance 
shifts to higher energies as the concentration of free carriers increases. In addition, the 
minimum reflectivity in stage 3 alkali metals occurs at a higher value than for either stage 1 or 
2. Interband transitions near 1 eV interfere with the plasma frequency in stage 3, since the 
compound retains some of its graphitic character.[125]  
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Figure 1-18. Plasma frequency shifts for acceptor GICs. a). Reflectivity measurements of 
Stages 1-3 HNO3–GICs. The plasma frequency occurs at the reflectivity minimum between 
1.0 and 1.5 eV for each compound and blue-shifts with higher degrees of staging.  Adapted 
and reprinted figure[161] with permission from J. E. Fischer, T. E. Thompson, G. M. T. Foley, 
D. Guérard, Hoke, M, F. L. Lederman, Phys. Rev. Lett. 1976, 37, 769. 
https://doi.org/10.1103/PhysRevLett.37.769. Copyright 1976, American Physical Society. b) 
Comparison of experimental reflectivity measurements (solid lines) with the calculated 
reflectance (dashed lines) for Stages 1 and 2 AsF5 –GICs. The plasma frequency shifts to higher 
energies from Stage 2 to Stage 1.  Reproduced with permission.[162] Adapted from  L. R. 
Hanlon, E. R. Falardeau, J. E. Fischer, Solid State Commun. 1977, 17, 377 with permission 
from Elsevier. Copyright 1977, Elsevier. c) Reflectivity measurements of Stages 2-5 SbCl5–
GICs. As the material reaches higher degrees of staging, the plasma edge becomes sharper, but 
does not exhibit pronounced shifts in energy. Reproduced with permission.[163] Adapted from  
P. C. Eklund, D. S. Smith, V. R. K. Murthy, Synth. Met. 1981, 3, 111 with permission from 





Figure 1-19. Plasma frequency shifts for donor GICs a) Reflectivity measurements for 
Stages 1-3 of Rb-GICs. The plasma frequency shifts from ~1.4 to 2.6 eV as the degree of 
staging increases from Stage 3 to Stage 1. Reproduced with permission.[160] Adapted and 
reprinted by permission from Springer: Il Nuovo Cimento B D. Guérard, G. M. T. Foley, M. 
Zanini, J. E. Fischer, Nuovo Cim. 1977, 38, 410.  Copyright 1977, Springer. b) Schematic 
illustrating light incident on a layered material in the E||a and E||c directions. c) Comparison 
of polarized reflectance spectra for KC8 and CsC8. When E is perpendicular to c, a larger blue-
shift in the plasma frequency is observed for both compounds. When E is parallel to c, the 
plasma frequency occurs at lower energies. d) Polarized reflectance spectra for KC24, showing 
plasma frequency near 1.8 eV for E perpendicular to c, but no observed reflectance when E is 
parallel to c. Reproduced with permission.[125] Reprinted from M. Zanini, J. E. Fischer, Mater. 
Sci. Eng. 1977, 31, 169 with permission from Elsevier. Copyright 1977, Elsevier.    
 
 A critical finding of this study demonstrated that for these intercalation compounds, 
there is a distinct plasma frequency for different polarizations of light. Thus, each axis can be 
treated independently when considering plasma frequency effects. In order to compare the 
dielectric response of the material for E||a and E||c, the normalized reflectance spectra for both 
KC8 and CsC8 when E||a and E||c were measured. The E||a spectra remain unchanged from 
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those collected at the c-face. Interestingly, however, a metallic edge emerges when E||c. The 
reflectance minimum for E||c also shifts to lower energies, from 2.7 eV to 1.8 eV. The shift 
that occurs upon polarization demonstrates that the dielectric response of the material is highly 
anisotropic. To study the anisotropy in higher stages, they measured the reflectance of KC24 
cleaved on the a-face (Figure 1-20b). As expected, E||a is almost identical to the response of 
KC24 at the c-face. When the electric field was parallel to the c-face, the stage 2 compound 
exhibited non-metallic characteristics over the range of energies and possessed a spectrum 
similar to that of pristine graphite for E||c.  The authors noted that this absence of metallic 
reflectance above 0.5 eV in KC24 with E||c indicated that the carriers are more anisotropic in 
MC24 than in MC8 compounds. In particular, they modeled the 2D and 3D carriers within the 
GICs, and found that the 2D carriers do not contribute to the reflectance or c-axis conductivity 
when ||c.  An analysis of the band structure of MC8 was useful for explaining these results. As 
the compound transitions from stage 1 to stage 2, the density of metal atoms decreased, which 
lowered EF. Thus, EF only intersected with the π bands that are 2D in character. Since there are 
two adjacent graphite layers between each layer of metal atoms, however, there may also be c-
axis dispersion in the π bands. This distribution would induce partial 3D character into MC24. 
Only a fraction of the carriers contributes to the c-axis conductivity. Thus, there are most likely 
mixed 2D and 3D electronic states in the material.  In addition, 2D carriers were more efficient 
for conduction along the a-axis compared to 3D carriers. This observation could explain the 
higher conductivity values in acceptor GICs, which are known to be more electronically 
isolated than donor GICs.     
 In 2D, unusual optical properties emerge. Few-layer GICs are of particular interest due 
to the possibility of simultaneously inducing high conductivity and greater transparency. This 
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trend results from a high degree of charge transfer to the graphite layer, which upshifts EF and 
effectively suppresses interband optical transitions. As the optical transmission increases, there 
should be a concurrent enhancement in conductivity from the increased carrier concentration. 
 However, there is a limit to the increase in transparency. At sufficiently high doping 
levels, coupling between the electrons and longitudinal optical phonons becomes significant 
and intraband transitions begin to inhibit transmission. Recently, several groups have 
demonstrated the effect of intercalation on the transparency of FLG.[6,7] In the first 
investigation of transmission in lithium-doped ultrathin graphite, in-situ Raman and 
transmission measurements indicated that the transparency of the flakes depends strongly on 
the degree of staging, wavelength of light, and sample thickness.[6] Figure 1-20a-c show the 
percent transmission of the flakes with thicknesses ranging from 8 to 83 layers at wavelengths 
spanning 400 to 800 nm.  As expected, transmission is higher for thinner flakes. Since the 
interband optical transitions are suppressed in highly doped FLG (Figure 1-20f), higher stages 
should also correspond to greater transmittance values. Indeed, for stage 2 Li FL-GIC, the 
transmittance increased over all wavelengths. Although 8 L LiC6 achieved 91.7 % 
transmittance, the thicker flakes did not follow the same trend. For 18 L to 83 L stage 1 Li FL-
GIC, transmission increased from 400 to 500 nm and decreased from 600 to 800 nm (Figure 
1-20c). To account for this behavior, the authors modeled the transmission of lithiated graphite 
(Figure 1-20d,e) and proposed that the transmission will increase only when the photon 
energies are within the following range: ħ/τ < ħωf < 2 EF, where τ is the carrier relaxation time 
and ωf is the photonic frequency. When ω < τ
-1, intraband transitions occur and transmission 
is reduced. This model allows the limits of transparency to be predicted for other highly doped 






Figure 1-20. Transmittance as a function of wavelength for LiC6 a) pristine graphite, b) 
LiC12, and c) LiC6. The thicknesses of the graphite samples range from 8L-83L. Thinner 
samples are more transparent, while thicker flakes have lower transmittance values. The 
transmittance increases linearly with increasing wavelength in a) and b) across all thicknesses. 
In c) transmission increases at shorter wavelengths and decreases at longer wavelengths for 
18L-83L. The transmission of 8L generally increases over the range of wavelengths. 
Transmittance as a function of thickness for pristine (blue circles), LiC12 (red circles), and LiC6 
(green circles) at d) 550 nm and e) 800 nm. Stage 1 LiC6 exhibits the highest transmittance 
across all thicknesses at 550 nm. Stage 2 LiC12 compounds have greatest transmittance across 
all thicknesses at 800 nm. f) Illustration of the band structure of graphene showing that optical 
transitions are suppressed when EF is raised due to n-type doping. Reproduced with 
permission.[6] Reprinted by permission from Springer Nature. W. Bao, J. Wan, X. Han, X. Cai, 
H. Zhu, D. Kim, D. Ma, Y. Xu, J. N. Munday, H. D. Drew, M. S. Fuhrer, L. Hu, Nat. Commun. 
2014, 5, 4224. Copyright 2014, Springer Nature.  
 
 Extrinsic optical switching highlights the useful properties of 2D intercalation 
compounds. In particular, the capability of a material to transition from reflective and 
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absorbing to highly transparent opens up exciting avenues to develop a variety of 
optoelectronics applications, such as conductive and transparent electrodes and tunable thin-
film displays.       
 
1.6 Conclusions and Outlook 
 
 This review aims to provide a historical perspective of intercalation in bulk layered 
materials in order to interpret recent advances in few-layer intercalation compounds. To this 
end, we have highlighted scaling relationships that describe the current state of knowledge in 
understanding how intercalation kinetics, structure, and electronic and optical properties 
depend on material thickness and lateral dimension, with a particular emphasis on few-layer 
and monolayer materials.  In this final section, we will discuss several key challenges in 
developing few-layer intercalated materials for energy storage devices, promote strategies for 
designing functional hybrid materials, and propose research directions for emerging 
optoelectronic applications.          
 Currently, one of the key energy storage challenges for few-layer materials is to access 
capacities and cycling performances comparable to or surpassing state-of-the-art bulk 
electrodes. Recent work suggests that capacities surpassing bulk electrodes may be 
attainable[164], but it will be important to ascertain whether these findings are generalizable. 
The scaling relationships indicate that 2D materials tend to suffer from lower capacities and 
cyclability compared to bulk electrodes. Although these drawbacks could severely limit the 
role of 2D materials in energy storage devices, they also pose an interesting design challenge 
for researchers: to develop innovative strategies that enable the fundamental scaling limits to 
be circumvented. Since 2D materials or 2D heterostructures present exciting opportunities to 
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create electrodes with rapid diffusion, this problem merits consideration. For example, 
engineering 2D materials with ultrafast diffusion could dramatically extend the size scale at 
which pseudocapacitance occurs. Few-layer materials could also enable electrodes with shorter 
timescales for in-plane diffusion than grain boundary transport, since the length-scale for in-
plane transport can be three to five orders of magnitude greater than the length-scale of the 
grain boundary.[165]  
 Heterostructures also present an attractive pathway to capture or engineer favorable 
properties in a restacked hybrid material. With the emergence of vdW heterostructures, there 
are substantial opportunities to expand the class of few-layer and bulk layered materials beyond 
the traditional graphene/TMDCs, through creative synthetic approaches. For example, in 2015, 
Cui et al.  synthesized a graphene/BP hybrid conversion material for sodium ion batteries 
through liquid exfoliation.[166] The resulting material demonstrated a high specific capacity, 
minimized volume expansion, and good cyclability.[166] If this method were generalizable to 
other layered materials, it could allow for the rapid synthesis of functional hybrid materials for 
a variety of applications beyond energy storage. Ion-bombardment, ion-exchange, and 
numerous other techniques also open the exciting possibility of synthesizing heterostructures 
from substitutionally doped 2D materials or surfaces. While incorporating doped materials into 
a heterostructure may modify the optoelectronic properties, subsequent intercalation of these 
doped heterostructures could further enable distinct carrier concentrations and transport 
properties, expanding the possibilities of these structures. Another interesting approach to 
synthesize unique heterostructures is through intercalation. Intercalating ions or molecules into 
a host material generates a secondary layer in the interlayer space, resulting in the formation 
of a heterostructure. For example, Koski et al.[167,168] created layered heterostructures by 
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intercalating an anion followed by a cation into the interlayer space of various TMDCs. These 
methods could be relevant for expanding the class of vdW heterostructures. It would also be 
of interest to synthesize heterostructures for Si electrode materials. Although Si electrodes 
demonstrate high capacities[169], silicene is unstable and difficult to synthesize.[170] Thus, 
alternative synthetic methods are necessary to create a Si-based heterostructure. Another 
possible route is to identify a Si-rich layered material, etch away the other elements, and restack 
the layers to form a hybrid material. To assess the performance of these new heterostructures 
in functional devices, it will be important to isolate the mechanism of intercalation and 
engineer the formation of the solid-electrolyte interphase. Thus, further developing in-situ 
characterization techniques, such as STEM[171], cryo-TEM[99], and X-ray reflectivity[172] will 
offer valuable insight into intercalation in few-layer heterostructures. Although we have 
presented several methods for synthesizing and characterizing vdW heterostructures for 
electrode materials, this discussion is far from comprehensive. To inform experimental work 
in this area, it will be particularly critical to further explore computational methods that predict 
interlayer interactions, intercalation voltages, and charge transfer in vdW heterostructures. 
 For optoelectronic applications, few-layer intercalation compounds are promising 
optical switches, color filters, and tunable displays. Here we describe several promising 
research directions for exploring the optical properties of these materials. First, with the 
emerging class of intercalated vdW heterostructures, it will be important to characterize their 
optical properties through in-situ techniques. As we discuss in this review, planar devices 
enable a variety of in-situ optical measurements, such as UV-vis reflectance, transmittance, 
Raman and FT-IR spectroscopies for visualizing intercalation. These techniques will offer 
valuable insight into how the optical properties change during intercalation in vdW 
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heterostructures, as well as other systems such as twisted bilayer graphene. Another interesting 
direction is to utilize intercalation to simulate 2D properties in bulk compound. Recently, 
Wang et al. electrochemically intercalated a quaternary ammonium compound into bulk 
layered crystals.[173] Surprisingly, the fully-intercalated materials behaved as a collection of 
monolayers, since the large size of the intercalant electronically isolated the layers. This work 
provides a unique platform to study how the optical properties change from bulk to 2D in-situ. 
For example, identifying a material that is non-fluorescent in bulk, but fluoresces as a 
monolayer could lead to interesting studies that probe fluorescence in-situ as the monolayers 
are isolated through electrochemical intercalation. In addition, it may also be possible to 
expand many of the exciting properties of ionic liquid-gated 2D materials[174–176] to few- or 
multi-layered materials by using intercalation, since ionic-liquid gating is largely limited to 2D 
monolayers because of electrostatic screening. It should be possible to  achieve similar carrier 
concentrations in few- or multi-layer materials through electrochemical intercalation for 
applications that require stronger absorption, higher current densities, and tunable properties.   
 As we have highlighted, 2D intercalation is a rapidly developing area and has realized 
a series of rapid breakthroughs in recent years. These breakthroughs are offering insight into 
both the essential scaling relationships that govern structure-property relationships, but also 
highlighting exciting examples of how scaling relationships can be circumvented to achieve 
higher performance in energy storage, optics, and electronics. And yet, despite this recent 
progress, we believe that many fundamental advances and promising applications will yet 
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    CHAPTER 2 – METHODS  
 
2.1 Introduction  
 In this Chapter, I will present a series of methods that I have developed over the course 
of my Ph.D. in the hope that these techniques will be useful to future lab members who pursue 
intercalation research. These methods will include: device design (Section 2.2), 
electrochemistry (Section 2.3), materials synthesis (2.4), nanosphere lithography (Section 2.5), 
and thin flake intercalation (Section 2.6). The content in this Chapter will: 1) present 
unpublished techniques, and 2) provide notes specific to Warren Lab instrumentation. 
Occasionally, I will refer the reader to other chapters for specific figures that appear in those 
sections to further clarify a technique. 
  
2.2 Electrochemical Device Design   
 To characterize intercalation reactions in-situ, I designed a planar electrochemical cell 
that can be used for observing intercalation in bulk and few-layer materials, in both electrolyte- 
and electrolyte-free environments. The electrolyte and electrolyte-free devices are similar in 
design, but the electrolyte-free device is more complicated and contains an additional 
compartment, as described below.   
 Figures 3-1 and 3-2 (in Chapter 3) show the general steps for fabricating the electrolyte- 
and electrolyte-free devices. In the first step, we cut SPV-224PR-MJ surface protection tape 
(Nitto) into strips, and placed them on a standard glass slide (75 mm x 25 mm x 1 mm, VWR) 
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to form a mask. Then, using a K.J. Lesker PVD Sputter system, we sputtered 10 nm of titanium 
followed by 100 nm of platinum onto a glass slide.  The titanium served to better adhere the 
platinum to the surface. After sputtering, we removed the tape (Figure 2-2a), rinsed the surface 
with isopropyl alcohol (VWR), and dried it with N2. To prepare the highly oriented pyrolytic 
graphite (HOPG), we cleaved thin strips (100 μm) using tweezers and a razor blade to peel 
segments off of the bulk crystal. For this step, the razor blade can be used to gently roughen 
the surface of the HOPG slightly. Scotch tape is also useful for creating splinters of HOPG on 
the surface that can be grasped with tweezers and pulled away from the surface. It is important 
to peel the HOPG away slowly, with constant tension, since rapid or inconsistent movements 
can tear the graphite before a sizeable flake is obtained. Next, we adhered a small piece of 
conductive carbon double-sided tape to the working electrode side of the Pt substrate. We 
placed the HOPG on the conductive carbon tape and gently pressed the HOPG with the end of 
the tweezers (Figure 3-1a and 3-2b). platinum to the surface. After sputtering, we removed the 
tape (Figure 3-2a), rinsed the surface with isopropyl alcohol (VWR), and dried it with N2. To 
prepare the highly oriented pyrolytic graphite (HOPG), we cleaved thin strips (100 μm) using 
tweezers and a razor blade to peel segments off of the bulk crystal. For this step, the razor blade 
can be used to gently roughen the surface of the HOPG slightly. Scotch tape is also useful for 
creating splinters of HOPG on the surface that can be grasped with tweezers and pulled away 
from the surface. It is important to peel the HOPG away slowly, with constant tension, since 
rapid or inconsistent movements can tear the graphite before a sizeable flake is obtained. Next, 
we adhered a small piece of conductive carbon double-sided tape to the working electrode side 




 The main difference between the electrolyte-free and electrolyte devices is the 
compartment design. For the electrolyte-free device, we sandblasted three sets of coverslips 
(24 mm x 40 mm x 0.17 mm, Thermo Fisher Scientific) (Figure 3-1a-c). The first set of two 
coverslips (CA) had the centers sandblasted out with a rim of ~5 mm and a small notch at the 
end adjacent to the graphite (Figure 3-1a and 3-2c). The second set of five coverslips (CB) had 
the centers sandblasted with a rim of ~ 5 mm (Figure 3-1b). The final coverslip (CC) had a 
hole sandblasted approximately 10 mm from the edge of the slide (Figure 3-1c).   
 For the electrolyte device, only the CB and CC were required (Figure 3-1b, c). We used 
seven to ten coverslips of CB and one CC. In both devices, these components were adhered 
over the surface of the microscope slide using epoxy (Hysol 9340, Loctite) and cured at 80 oC 
for 2 hours or at 160 oC for 30 minutes. Generally, it is helpful to first adhere the corners of 
the electrolyte well and cure. Then, with the corners stable, the edges are easier to epoxy and 
cure. In addition, an aluminum foil sheet placed on the surface of the hot plate prevents the 
devices from sticking to the hot plate as they cure.   
 To fabricate the electrolyte-free device (Figure 3-2e), one important consideration is 
that creating a barrier between the electrolyte and electrolyte-free compartments requires a thin 
strip of epoxy across the surface of graphite. Although the epoxy can be applied directly to the 
surface of graphite, the epoxy is not compressible as the graphite expands during intercalation. 
Thus, there is significant strain that results when ions intercalate into the graphite directly under 
the barrier. To overcome this problem, we took a small piece of Kapton tape, rolled it to form 
a thin cylinder and placed it on the graphite at the intersection of the two compartments.  Then, 
the electrolyte well can be assembled by placing CA, CB, and CC over the surface of the 
microscope slide, sealing with epoxy and curing.   
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 Next, the electrolyte-free well consisted of seven coverslips (CD) sandblasted as 
depicted in Figure 3-1d. Another coverslip (CE) (Figure 3-1e) was placed on top of these 
coverslips and these components were adhered over the surface of the microscope slide using 
epoxy (Figure 3-1f, 3-2e). We found that in an oxygen environment, the graphite reached stage 
2 and then began to over-oxidize and degrade in the electrolyte-free compartment. In an 
oxygen-free environment, however, the material readily transformed from stage 2-1 in the 
electrolyte-free region. Thus, we sealed the electrolyte-free region in the glovebox before 
bringing the device out for intercalation.  To summarize, the ordering for the electrolyte-free 
device is: electrolyte compartment: CA (Figure 3-1a), Kapton barrier (Figure 3-2c), CB (Figure 
2-1b), CC (Figure 3-1c), seal and cure. Then, the ordering for compartment 2 in the glovebox 
is: CD (Figure 3-1d), CE (Figure 3-1e), seal and cure. For both the electrolyte and electrolyte-
free devices, we applied electrical contacts on the working, counter, and reference electrodes 
using copper tape and covered the contacts with electrical tape (Figure 3-2d). Occasionally, 
there may be some issues with the copper tape adhesion. If this occurs, epoxy can be applied 
over the surface of the copper tape and cured before proceeding to the next step.     
 To fill the electrolyte well, we prepared a solution of 15 M H2SO4, by slowly adding 
98 % sulfuric acid (VWR) to the DI water in a 10 mL vial. Then, we pipetted ~ 2 mL into the 
hole on the electrolyte side. We then sealed the hole with a square glass coverslip (24 mm x 
24 mm, Thermo Fisher Scientific) and epoxy (Hysol 9340, Loctite). We did not cure the epoxy 
this time, since electrolyte was present. Instead, we covered over the wet epoxy with electrical 
tape and it dried naturally during intercalation.  
  
2.3 Electrochemical techniques  
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 For electrochemical measurements, we performed both galvanostatic and potentiostatic 
experiments. In particular, chronopoteniometry (CP) provided helpful insight into the staging 
dynamics observed during intercalation. Here, I will present a description of the CP technique 
we used for bulk materials, respectively. The electrochemical characterization of ultrathin 
flakes is described in Section 2.6.    
 
2.3.1 Setting up the Electrochemical Measurement   
 For electrochemical measurements, we used a Bio-Logic SP-300 or SP-200 instrument 
to apply a constant current or linear voltage ramp, depending on thte technique. We used a 3-
electrode measurement and connected the leads to the (red to working, blue to counter, and 
white to reference). If using a two electrode measurement, there is a port behind the head of 
the blue cable to connect the reference. If the potentiostat is having trouble connecting to the 
laptop, there maybe several issues. 1) The potentiostat may not be plugged in or have power. 
Try plugging in the potentiostat or flipping the power switch. 2) The laptop might be connected 
to Wifi and the IP address of the potentiostat is no longer recognized. In order to connect, the 
IP address of the laptop must match the IP address of the potentiostat. Occasionally, when 
connected to Wifi, the IP address will change and the laptop no longer can communicate with 
the potentiostat. In general, it is advisable to keep the computer attached to the potentiostat off-
line, since the IP address of the computer is dynamic and changes periodically. Turn off the 
Wifi and find the new IP address of the computer by opening the command prompt, running 
ipconfig, and writing down the IP address provided. Then, set-up a new device and for the IP 
address of the potentiostat, type in the new IP address of the computer and add a “1” to the end 
of the address. If the problem is with the IP address communication, this solution should take 
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care of the issue. Once the potentiostat is connected to the laptop, the experiment can be set-
up to run automatically.   
 
2.3.2 Intercalation of Bulk Graphite using CP  
  For CP, we applied a current between 0.07 mA – 0.09 mA for 2 hours for the 
electrolyte intercalation and 24 hours for the electrolyte intercalation. Since the electrolyte-
free intercalation can take up to 24 hours, it may be useful to remotely-control the experiment 
from home, depending on the measurements of interest.   
 In the intercalation of bisulfate into graphite, graphite is oxidized when HSO4
- 
intercalates through an anodic reaction. Since this reaction is slightly non-spontaneous at room 
temperature[1], it is necessary to employ electrolysis to drive the intercalation by positively 
biasing the graphite working electrode. To form well-staged compounds electrochemically in 
the bisulfate-GIC, a low current density can be applied and the resulting voltage output 
measured over time.[2] This chronopotentiometric technique has been widely used to 
characterize staging in bulk intercalation compounds.[2–4] Figure 2-1 shows the 
chronopotentiogram for the intercalation of bisulfate into bulk HOPG.[2] The graph shows a 
series of plateaus (B-C) and linear voltage ramps (A-B and C-E), which indicate staging within 
the material. The plateau regions correspond to a biphasic equilibrium mixture between two 
stages.[5] For example, in B-C, stages 2 and 1 are at equilibrium with each other as the stage 2 
compound is being converted to stage 1. At the inflection points (A and C), the mixture has 
been completely converted to a pure stage compound. The subsequent increase in voltage is 
due to the process of overcharging the pure stage. In the region A-B, overcharging of stage 2 
results from the deprotonation of the sulfuric acid molecules in-between the layers to form 
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bisulfate and further oxidize the graphite.[2,5] A similar process occurs for stage 1 in the C-E 
regime. However, beyond D, all of the sulfuric acid has been converted to HSO4
. Thus, in this 
case, it has been suggested[2] that overcharging from D-F consists of the peroxidation of HSO4
- 
to S2O8
2-. To deintercalate the material, a negative current can be applied to the system, and a 
chronopotentiogram with a series of plateaus that decrease, rather than increase in voltage over 
time as the graphite is reduced. CP can be used to intercalate (deintercalate) other species, 
using a positive (negative) current for acceptors and a negative (positive) current for donors. 





   
Figure 2-1: Chronopotentiogram for bulk HSO4- GIC. At point A) Pure stage 2 forms. A)-
B) represents the overcharging region where H2SO4 molecules deprotonate to form HSO4
- and 
H+ is expelled. In this regime, the potential increases as the working electrode becomes more 
positively charged. The plateau in B)-C) shows the biphasic equilibrium between a mixture of 
stage 2 and stage 1. At C), the compound is completely converted to stage 1. C)-D) is the stage 
1 overcharging region. Point D) indicates the formation of C24
+, all H2SO4 has been converted 
to HSO4
-. From D)-F) the peroxidation of HSO4
- to S2SO8
2- occurs.  (Chronopotentiogram 




2.4 Synthesis of CVD graphite   
 Although we were able to intercalate bulk graphite in the electrolyte-free device, 
mechanically-exfoliated flakes are not compatible with electrolyte-free intercalation, since 
their lateral sizes are insufficient to span the barrier required to separate the two compartments. 
Thus, to perform electrolyte-free intercalation using the device we designed in 2.2, we turned 
to chemical vapor deposition (CVD), a synthetic technique that is well-known for creating 
large-area, wafer-scale graphene.[6–9] My colleagues, Jack Sundberg and Adi Pillai, designed 
the general synthesis route that I used to synthesize the FLG (Section 2.4.1) and I will briefly 
summarize their procedure. Once I synthesized the FLG, I developed a set of procedures to 
transfer the FLG to a new substrate (Section 2.4.2) and intercalated the transferred material 
(Section 2.4.3).  Due to the transfer process, intercalation of the CVD FLG  presented unique 
challenges, which I also discuss in Section 2.4.3.    
 
2.4.1 Substrate Preparation   
 For CVD synthesis of monolayer graphene, the standard substrate is copper[7], since 
the low carbon solubility (<0.001 % atomic weight) of polycrystalline Cu contributes to  a 
surface-controlled growth mechanism[7,10]. However, with a Ni catalyst, the growth mechanism 
is a 2-step process[10]. In the first step, the carbon atoms diffuse into the Ni substrate and in the 
second step, the carbon difuuses out as the substrate cools. This mechanism facilitates growth 
of few-layer to multilayer graphite synthesis[9,10]. We selected Ni metal (99.99 % purity), and 
cut the metal into pieces approximately 2 in x 0.5 in. Before synthesizing the FLG, it was 
important to etch the surface of the Ni substrate. The cleaning solution consisted of a 1:1:1 
solution of ethanol:acetic acid:DI water. Since each substrate must be etched before synthesis, 
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the solution can be made in larger quantities (50-100 mL or larger) and stored until needed. 
We poured the solution into a 10 mL vial and placed the Ni substrate in the solution. The vial 
was sonicated for 15 minutes. Then, the Ni was removed, rinsed with DI water, and dried with 
a Kim wipe. To prevent any surface layers from forming after the cleaning process, the 
substrate was transferred immediately into the CVD set-up before synthesis.   
   
2.4.2 Few-layer graphite synthesis   
 To set-up the CVD system, the vacuum pump below the hood was turned on and the 
butterfly valve was kept closed (vacuum only pulled up to the butterfly valve at this point). 
Then, the Ni substrate was placed into the glass boat inside the quartz tube, and the magnet 
was used to pull the substrate to the far end of the quartz tube (on the side closer to the MFC 
flow controllers). Then, the connection was tightened over the left end of the quartz tube (finger 
tight). With the MFCs closed, we opened the Argon/H2 and methane valves on the gas cylinder. 
The butterfly valve was opened followed by the MFC controller valve to purge the quartz tube 
with Argon/H2 before synthesis for 5 minutes. After 5 minutes, we opened the CVD interface 
to set the Ar/H2 flow rate and closed the butterfly valve to allow the pressure to reach 
atmospheric pressure. The pressure will be modulated by the needle valve during the rest of 
the synthesis.  The furnace was turned on and allwed to ramp up to 1000 oC over 45 minutes. 
During this step, the Ni substrate was not in the furnace. After 45 minutes, the substrate was 
moved into the furnace using the magnet. Note, care should be taken to avoid cracking the tube 
with the magnet, as Ar/H2 passes through the tube. Also, full PPE should be worn including 
heat-resistant gloves. The substrate was annealed in the furnace for 15 minutes. Then, the 
methane flow was set to 100 sccm and the growth occurred over 1 hour and 15 minutes. After 
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the growth period, the furnace was allowed to cool down. The methane was kept flowing 
during the cool-down process to prevent desorption. After the furnace had cooled to 
approximately 400 oC, the furnace was opened, proppped open with heat resisant insulation, 
and allowed to cool down to room temperature. Once the furnace had cooled, the methane flow 
was turned off, the valve to the quartz tube was opened, and the Ar/H2 was turned off. Then, 
the vacuum pump can be turned off along with gas cylinder valves and the substrate removed.
 Importantly, the FLG synthesis described above did not result in few-layer graphite, as 
we discovered with AFM. Instead, the thicknesses were on the order of 450-950 layers and 
would be considered bulk graphite rather than few-layer or even ultrathin graphite. For the 
sake of continuity, however, I will continue to refer to the synthezied material as FLG, but the 
reader should know that it was actually multilayer graphite.   
  
2.4.3 Transfer to new substrate   
 Substrate transfer is a standard process after CVD synthesis, since the original substrate 
is not generally useful for most applications[6]. For electrochemical intercalation of bisulfate 
into graphite, Ni is unsuitable as a substrate, since sulfuric acid oxidizes Ni to form Ni2+ and 
H2 (g).
[11] Therefore, the FLG must first be transferred to a Pt substrate (See Section 2.2 for a 
description of the Pt substrate) to create the working electrode before fabricating the 
electrochemical cell. The transfer technique involves a 5-step process: 1) Coat PMMA on FLG 
2) Dissolve away the original substrate, 3)  Clean the synthesized graphite, 4) Transfer the 
graphite to the new substrate, 5) Remove the PMMA layer.  
 In the first step, I placed the FLG/Ni substrate on the spin coater, under vacuum and 
cleaned the surface with the Gust 360 Duster. Then, I added 1-2 drops of a 2% PMMA (MW 
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950,000) solution in anisole (950 PMMA A2) to the surface. For smaller substrates, 1 drop 
may be sufficient, whereas for a larger substrate 2 drops may be required.  The PMMA serves 
to stabilize the FLG and prevent it from fragmenting throughout the transfer process. After 
pippetting the PMMA, I spin-coated the substrate at 2500 rpm for 60 seconds to give a target 
thickness of 78 nm for the PMMA. The thickness of the PMMA can be tuned by changing the 
RPM of the spin coater, if necessary.[12] However, I found that the PMMA thickness this 
method produced was thick enough to stabilize the FLG during transfer, yet thin enough to be 
removed in step 4.  After spin-coating, the PMMA was cured at 110 oC for 30-45 minutes, 
before proceeding with subsequent transfer steps.   
 Next, we selected a 2 M iron (III) chloride (FeCl3) solution as the dissolving agent for 
Ni. To create this solution, we added 10 g of FeCl3 to DI water in a 50 mL jar to create a 2 M 
solution, placed the jar on a stir plate, and heated the mixture at 70 oC to dissolve the FeCl3. 
After 30 minutes of stirring, the FeCl3 was dissolved and I poured the FeCl3 into a medium 
glass petri dish, about two-thirds of the way up the sides of the glass. Then, I placed the 
PMMA/FLG/Ni wafer on the surface of the solution, with the Ni side immersed in the solution 
(Figure 2-2a). Since Ni is magnetic, it was attracted to the stir plate or stir bar and stuck to the 
bottom of the petri dish. Therefore, I placed it on a non-magnetic hotplate at 70 oC without 
stirring. Due to the thickness of the Ni foil and the lack of stirring, the dissolution process can 
take up to 24 hours. Consequently, the petri dish can be covered with a watch glass to allow 
the dissolution to complete overnight. It is important to note that the FeCl3 solution readily 
contaminates surfaces, particularly glass. Even after extensive cleaning procedures, the beakers 
and petri dishes still show residual FeCl3. Thus, only designated beakers and petri dishes 
should be used for the transfer procedure.      
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  Once the Ni was dissolved, I removed any remaining FeCl3 solution via pipetting and 
then added 3 M HCl to the petri dish (Figure 2-2b). Then, I removed the HCl and replaced it 
3-5 times, until the solution no longer had a yellow color. Finally, I repeating the pipetting 
steps using DI water 3 times to remove any remaining chlorine contaminants. At this point,  
the PMMA/FLG is fragile, so care should be used when adding and removing HCl or water.  
 After cleaning the PMMA/FLG, a new substrate was placed in the petri dish and 
oriented under the PMMA/FLG. Then, the HCl was slowly pipetted out of the petri dish until 
the PMMA/FLG settled on the surface of the new substrate.  Residual solution was still present 
between the FLG and the substrate. To remove the it, I allowed the PMMA/FLG to dry in air 
for ~30 minutes to 1 hour. If the transfer process is successful, the film will adhere to the 
substrate. If it is unsuccessful, the PMMA/FLG may crack or tear as the film dries. Annealing 
exacerbated the cracking, but room temperature drying showed the best results (Figure 2-2b).
 To clean the PMMA off of the FLG, I soaked the substrate in electronic grade acetone 
for ~4 hours. It should be obvious by eye when the PMMA has dissolved, since the FLG will 
no longer have a visible film on the surface. After the PMMA was removed, I rinsed the FLG 
with electronic grade acetone followed by IPA and dried it with N2.   
 
Figure 2-2: Transfer process for FLG. a) PMMA/FLG/Nickel substrates float on the surface 
of FeCl3. b) New substrate sits underneath the PMMA/FLG after cleaning with DI water. c) 




2.4.4 Characterizing the transferred film   
 With only 1-2 rinsing steps, the transfer process resulted in iron and chlorine 
contamination, based on X-ray photoelectron spectroscopy (XPS) (Figure 2-3a,b). Therefore, 
it is recommended to we cleaned the substrate 3-5 times with HCl, and rinse with DI water 3 
times, to further clean the substrates. In addition to contaminants, we also looked at the surface 
of the FLG using scanning electron microscopy (SEM) to observe whether there were large 
holes or tears in the material (Figure 2-4). Finally, we characterized the thickness using AFM 
(450-950 layers) and performed Raman spectroscopy at multiple points on the surface of the 
graphite to determine if the transfer process had induced defects in the FLG (Figure 2-5). 
Although several of the spectra taken near the edges of the material had a prominent D-peak 
near 1330 cm-1 (Figure 2-6a), most did not have a D-peak (Figure 2-6b), indicating regions of 
high quality graphite.  
 
 
Figure 2-3: XPS spectra of FLG surface showing the presence of a) iron and b) chlorine on 





Figure 2-4: Characterizing the FLG after transfer. a) image of transferred FLG on a Si 
substrate before SEM characterization. SEM images of the b),c) edges, d) defective regions, 
and e)-g) center of the transferred FLG.    
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Figure 2-5: Raman spectra of transferred FLG with  a) center of the transferred FLG, 
showing the absence of a D-peak and the b) edges and visibly defective regions showing the 
presence of a D-peak.  
 
 
2.4.5 Initial intercalation results   
 Once I transferred the FLG to the Pt substrate, I fabricated an electrochemical cell (as 
described in section 2.2) to characterize intercalation in the thin film. Figure 2-7 shows a series 
of optical microscopy images of bisulfate intercalation in FLG.  As these images demonstrate, 
the color sequence appeared to represent that of bulk rather than ultrathin graphite, which 
agreed with our AFM measurements. However, the color sequence is slightly different, with 
some regions going directly from the yellow orange color to blue without the intermediate 
steps. Other regions, however pass through the full sequence of colors, but more rapidly, 
indicating that local structure, potential, and thickness likely affect the stage transition. 
Moreover, there were significantly more wrinkles and rippling that occurred during 
intercalation. These effects were likely due to partial delamination of the graphite, which we 
observed macroscopically. Based on the initial results and observations, there are several 
opportunities to optimize the procedures to advance this project further. For example, it would 
be important to adjust the methane flow parameters to tune the number of layers down to 
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ultrathin. Using a thinner Ni substrate could also promote synthesis of a thinner graphite 
sample. Moreover, the adhesion between the Pt substrate and the graphite must be improved, 





Figure 2-6: Optical microscopy images of the intercalation of transferred graphite. a) 
Before intercalation, b) Stage 2, c) bubble forming during stage 2, d)-e) stage 2-1, and f) 
incomplete intercalation.   
 
 
2.5 Nanosphere Lithography (NSL)   
 Nanosphere lithography is a method that is developed by the Van Duyne group at 
Northwestern University[13]. In general, this patterning process enables the fabrication of 
plasmonic nanostructures without the complexities of e-beam lithography or polymer 
techniques. We attempted to use this method to fabricate holes in few-layer graphene to 
observe how intercalation tunes the plasmonic response. We modified a synthesis route that 
83 
 
has been described in a paper by the Liu group[14]. This method involves a 7-step process 
(Figure 2-7): 1) FLG synthesis (Section 2.4.2), 2) Nanosphere deposition, 3) Alumina 
deposition, 4) Nanosphere removal, 5) O2 plasma etch, 6) Alumina removal, 7) h-FLG transfer 
(Section 2.4.3).  It should be noted that SEM characterization before and after each step of the 
process for each substrate is paramount to ensure that the process is working. XPS is also 
informative for steps 6) and 7) to reveal any contaminants or oxidation induced by those steps.
 




Figure 2-7: Sequence of steps to make h-FLG a) CVD of FLG on Ni substrate, b) spin-
coating PS spheres on the surface of the FLG, c) spin-coating aluminum nitrate over the 
spheres, d) annealing to form alumina, e) Removing the PS spheres in a toluene bath, f) O2 
plasma to etch the graphite and phosphoric acid bath to remove the alumina. (Adapted and 
Reproduced from Reference [14]). 
  
 The FLG synthesis is described in Section 2.4.2. After synthesis, we deposited 
nanospheres on the surface of the FLG. After testing several other methods (LB Trough, 
controlled liftoff), we decided to use spin-coating to deposit the nanospheres on the surface of 
FLG, since it seemed to be more reproducible, based on our observations. To make the solution 
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of PS spheres, we added a solution of methanol/triton-X-100 (400:1 ratio of methanol: triton-
X-100 (a stabilizer) to untreated polystyrene spheres (300 μm diameter) in a 1:1 ratio. The 
FLG/Ni substrate was placed on spin-coater under vacuum and 50 μL of the PS solution were 
pipetted on the surface of the FLG. Table 2-1 shows the steps that we found gave the best 
results, based on literature[15]. Ideally, the PS will form a monolayer with surface coverage 
greater than 90%. Using the method described in Table 2-1, we observed good monolayer 
coverage although it was less than 90 % (Figure 2-8).  
 
 
Figure 2-8: SEM images of the PS spheres on the surface of the FLG. The coverage is 
monolayer, rather than bilayer observed in other deposition methods.   
 
 After depositing the PS spheres, we then deposited the alumina layer using spin-
coating. We made a 0.25 M Al(NO3)3 solution consisting of 400:1 H2O/Triton-X as the solvent 
and pipetted 50-100 μL on the surface of the PS/FLG/Ni. The parameters for spin-coating were 
35 s at 8000 rpm with an acceleration of 600 rpm/s. Then we oxidized the aluminum nitrate on 
a hot plate at 80 oC for 30 minutes. Once the alumina had been formed, we removed the PS 
spheres by soaking the substrate in toluene bath for 5 minutes. Soaking the substrate for too 
long resulted in the alumina being completely destroyed, whereas a shorter time left residual 
PS spheres on the surface. In this case, the toluene etched away the PS, leaving a holey alumina 









Figure 2-9: SEM images of the alumina mask after removal of the PS spheres on the surface 
of the FLG. The magnification is a) 9.00 k and b) 25.0 k.   
 
 The exposed graphite surface can then be etched away using O2 plasma. Unfortunately, 
we were unable to accomplish this step, due in part to variable conditions in the O2 plasma 
environment in the cleanroom as well as the fact that our CVD graphite was actually bulk, 
rather than few-layer graphite. However, with some of the recommendations described in 
Section 2.4.5, we might be able to obtain CVD graphite that approaches few-layer. Moreover, 
our new ALD setup in lab will also offer an O2 plasma attachment, enabling us to finely control 
the etch rate for graphite and form a holey mesh. Therefore, we continued to develop a protocol 
for the subsequent steps so that once the O2 plasma attachment was ready for use and the CVD 
parameters were optimized, the synthesis could easily be completed. Once the FLG is etched 
by the O2 plasma, the alumina mask can be removed. Before removing the alumina, we 
characterized the surface with XPS (Figure 2-10), to ensure that the alumina was present. Then, 
we prepared an 8% solution of phosphoric acid in water and soaked the substrate for 1 hour at 
80 oC and then rinsed them with IPA. We took XPS spectra at the Al 2p energies (Figure 2-
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10a) to determine whether the alumina had been removed. The spectra show that the Al peak 
was present when alumina was present on the surface, as expected (red line). After removing 
the alumina with phosphoric acid, the Al peak disappears (blue line) to match the spectra of 
FLG (black line). To observe whether the phosphoric acid was still present after soaking in the 
solution, we took measurements at the P 2p energies (Figure 2-10b). The appearance of the P 
2p peak (blue line) indicated that the rinsing process after the soak was likely not sufficient 
and that phosphate groups were present on the surface of the FLG. We also looked at the C 1s 
(Figure 2-10c) peak to determine whether either the alumina deposition or removal had 
oxidized the surface of the graphite. There was a broad feature near 290 eV, which could 
correspond to an oxidized carbon shift, but it was not intense in any of the spectra. Based on 
these observations, we determined that the phosphoric acid removal was successful, we needed 
to use a shorter soak time to minimize bubble formation on the surface of the graphite (Figure 
2-10a, inset). We repeated the deposition and removal process, selecting 30 minutes for the 
soak time and using a more rigorous rinsing procedure. Importantly, the shorter soak time did 
not induce any bubble formation (Figure 2-11, Inset).  Moreover, the XPS spectra showed no 
alumina on the surface (Figure 2-11a) and a less intense P 2p peak (Figure 2-11b). This 
indicates that shorter soak times combined with better rinsing results in alumina removal and 
less contamination.   
 Once the holey FLG has been fabricated, it can be transferred using the methods 
described in Section 2.4.3. Although we were unable to complete the full synthesis, due to the 
challenges listed above, the methods described here have the potential to enable another 












Figure 2-10: XPS for the alumina mask before and after removal using a 1-hour soak.   a) 
The Al 2p peaks on FLG with no alumina deposited (black), after alumina deposition (red), 
and after alumina removal with phosphoric acid (blue). Inset: image of FLG surface after 
alumina removal. b) P 2p peaks on FLG before alumina deposition (black) and after removal 
of alumina with phosphoric acid (blue). c) C 1s peaks for FLG with no alumina (black), with 
alumina (red), and after alumina removal (blue).  
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Figure 2-11: XPS for the alumina mask after removal using a 30-minute soak. a) Al 2p 
peaks after alumina removal. Inset: image of FLG surface after alumina removal.  b) P 2p peaks 





2.6 Ultrathin Flake Intercalation   
 
2.6.1 Mechanical exfoliation to form the working electrode   
 To fabricate the working electrode, graphite flakes were mechanically-exfoliated using 
the Scotch Tape Method[16]. This technique takes advantage of the weak interlayer (vdW) 
forces between the layers of graphite and mechanically peels the layers of graphite apart, 
through successive exfoliations. To accomplish this, a piece of Scotch tape was pressed, sticky-
side down onto the surface of the HOPG. Then, the tape was peeled away, removing the surface 
layers of the HOPG. At this point, the graphite flakes were still thick, albeit thinner than the 
bulk crystal. To make the flakes thinner, the piece of tape was folded in half and and then 
peeled apart. Repeating this process 10-12 times resulted in flakes in the ultrathin to few-layer 
regime. After mechanical exfoliation, the tape pressed onto the sputtered Pt surface (described 
in Section 2.2) to form the working electrode.   
 In our original exfoliation method, we pressed the tape onto the surface of the Pt and 
rubbed for several seconds with tweezers to transfer the flakes. Generally, this technique did 
not result in a large number of exfoliated flakes (Figure 2-15a), since it was difficult to ensure 
that each region of the tape received the same level of pressure. To solve this problem, we cut 
the piece of tape containing the graphite flakes into a smaller piece, (about the size of the Pt 
surface comprising the base of the working electrode) before placing it directly on the Pt 
surface. Then, we used a longer transfer time and rubbed the back of the tape with the tip of a 
pair of tweezers, using small, circular motions for several minutes. It was also helpful to 
monitor the exfoliation process under the optical microscope to ensure that the flakes were 
being transferred and identify regions that required targeted pressure. After transfer, the 
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cleaning steps outlined in the methods remained unchanged. Figure 2-15 shows the optical 
microscopy results using the original method (Figure 2-15a) and using the new exfoliation 
method (Figure 2-15b). The modified technique provides a clear advantage over the original, 
with a larger number of flakes consistently present.   
 Many of the flakes had tape residue remaining after exfoliation, which interfered with 
optical measurements. To minimize the amount of residue, we washed the flakes in a 3:1 
acetone:toluene bath. The solution was prepared by adding 3 parts acetone to 1 part toluene in 
a graduated cylinder, with a cap. Then, the cylinder was shaken gently before pouring the 
solution into a medium-sized glass petri dish on a stir plate. Next, the electrode was added 
along with a medium stir bar. (Note: multiple electrodes can be washed at one time, provided 
the petri dish and stir bar are large enough and there is sufficient cleaning solution).  The stir 
plate was set to a medium speed to keep the solution moving across the surface of the 
electrodes. It was important to stir the solution constantly to help remove the tape residue and 
keep it from resettling onto the surface of the electrode. After 10-15 minutes, we removed the 
electrode from the dish using tweezers and rinsed it immediately with IPA to wash off any 
residual tape before it re-adheres. Then, the electrode was washed again at the sink with 
acetone and dried with N2. After the electrode was washed, we checked the surface under the 
optical microscope to make sure that tape residue was not readily visible and to ensure that 
flakes were still present.  
  
2.6.2 Device design and electrochemistry  
 The details for the electrochemical device are described in Section 2.2. No structural 
modifications were required for the electrolyte device. We performed cyclic voltammetry (CV) 
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to observe the electrochemical processes in the cell, using the following parameters for the best 
results: Scan rate: 10 mV/s, Voltage ranges:  0 – 1.0 V. The number of cycles ranged from 1 
to 10 cycles, depending on the characterization techniques.    
 
2.6.3 Optical microscopy  
 Optical images and videos were acquired in-situ using a Nikon Eclipse E600 
microscope, equipped with a Nikon T Plan 50X SLWD objective with an N.A. of 0.40. Videos 
were recorded at 1 fps, with an MJPEG compression to reduce the file size.    
 
2.6.4 Raman spectroscopy   
 Raman spectra of the ultrathin bisulfate-graphite intercalation compounds were 
obtained in-situ using a Renishaw Raman instrument, a 633 nm laser line, and a Nikon T Plan 
50X SLWD objective with an N.A. of 0.40. Since the flakes intercalate rapidly, we performed 
static scans centered at 1580 cm-1 during intercalation. We also performed chronoamperometry 
during the Raman measurements, selecting the constant voltage values to correspond to peaks 
in the cyclic voltammogram.    
 
2.6.5 Characterizing the intercalation of ultrathin flakes    
    To fabricate the ultrathin electrode, we mechanically exfoliated HOPG flakes onto a 
conductive Pt substrate. Then, we fabricated an electrochemical cell to monitor intercalation 
events in-situ, with optical microscopy and spectroscopy. To electrochemically intercalate the 
flakes, we performed cyclic voltammetry (CV), enabled us to observe electrochemical 
processes with cycling. For our initial CV scans, we applied a voltage ramp from 0 to 2.0 V 
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with a scan rate of 10 mV/s to identify the voltage window of intercalation.  Figure 2-12 shows 
the corresponding current output. Although large peaks in current have been detected during 
both the anodic scan (intercalation) and the cathodic scan (deintercalation) of bulk graphite[17], 
we did not observe these peaks during our preliminary CV scans for the ultrathin flakes (Figure 
2-12). However, when we coupled CV with in-situ optical microscopy, we observed distinct 
changes in both the color and morphology of the flakes with cycling (Figure 2-13), which 
suggested a series of intercalation events.  
 To investigate why we did not observe peaks in the cyclic voltammogram, we took a 
series of optical microscopy images of the electrode surfaces (Figure 2-14a). These images 
revealed that the flake coverage across all electrodes was sparse, consisting mostly of isolated 
flakes with a few larger clusters of flakes interspersed. Thus, we hypothesized that the 
electrochemical signal of the flakes was overwhelmed by background current, because of the 
low flake surface area to Pt area ratio. To test this hypothesis, we developed a modified 
mechanical exfoliation protocol (See above) that produced enhanced surface coverage (Figure 
2-14b) and increased the signal observed in CV (Figure 2-15).   
 Using the alternate exfoliation technique, we performed CV and identified ~4 distinct 
peaks on the anodic scan (Figure 2-15), which correspond to (de)intercalation events, based on 
Raman data (Figure 2-16, Figure 2-17). In addition, there are discrete, reproducible color 
changes in optical microscopy (Figure 2-18), as the flakes transition from tan (pristine HOPG), 
to dark brown (stage 4, stage 3), to red (stage 2) to yellow (stage 1). With cycling, the 
voltammograms show peaks appearing at similar voltages every cycle and the flakes pass 
through the same color sequence. Interestingly, the voltammograms indicate that the 
intercalation process is not completely reversible, since the deintercalation peaks are separated 
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by more than 59 mV from the intercalation peaks (Figure 2-18). Based on this observation, it 
was possible that the flakes were not deintercalating completely from cycle to cycle, which 
would explain the smaller deintercalation peaks and slightly lower intercalation peaks over 
time. The optical microscopy images appeared to corroborate this idea, since after the first 
cycle, the color does not return to that of pristine graphite (Figure 2-19e,f).  One reason for this 
observation could be that we allowed the voltage to ramp to 1.0 V vs. Pt, which is 0.2 V beyond 
that of the highest peak (~0.7 V vs. Pt) for stage 1. Thus, the flakes could become overoxidized 
and would require a lower voltage to completely deintercalate. Even when we performed 
intercalation from 0 – 0.8 V during chronoamperometry, a more negative potential was still 
required to deintercalate the flakes (Figure 2-18e,f), which indicates that there may be other 
factors at play, such as structural changes induced during intercalation or deintercalation that 
trap bisulfate ions.   
 Interestingly, although the D-peak was absent from the Raman spectra during 
intercalation, it became prominent for some of the flakes at ~1330 cm-1 during deintercalation. 
However, we also observed spectra for flakes in which the D-peak was absent during 
deintercalation. This distinction suggests that the deintercalation process can produce disorder 
in individual flakes.   
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Figure 2-12: Cyclic voltammetry of graphite flakes. The potential was ramped from 0.0 V 
to 1.8 V with a scan rate of 10 mV/s for 3 cycles. There were no distinct redox peaks to indicate 
intercalation during the scan.   
  
   
Figure 2-13: Optical images of graphite flakes acquired during cyclic voltammetry.  The 
potential was ramped from 0.0 V to 1.8 V with a scan rate of 10 mV/s for 3 cycles. Images 
were acquired under an optical microscope in reflectance mode. a) at 0.0 V, b) 0.8 V, c) 1.0 V, 





Figure 2-14: Optical microscopy images of mechanically-exfoliated HOPG flakes on a 
platinum substrate using a) the original exfoliation method and b) the new exfoliation 
method.  
   
 
Figure 2-15: CV of the ultrathin flakes using the modified exfoliation method with i) 









Figure 2-16: Raman spectroscopy of an ultrathin graphite flake during intercalation. The 
labels i-v represent the point on the CV where the Raman spectra was acquired (from Figure 








Figure 2-17: Raman spectroscopy of an ultrathin graphite flake during deintercalation. 
The labels vii-xi represent the point on the CV where the Raman spectra were acquired (from 





Figure 2-18: CV of the graphite flakes for 10 cycles. a) CV showing the electrochemical 
response of the graphite flakes over time at 10 mV/s for 10 cycles. In a), the labels delineate 
graphite i) before intercalation, ii)-vi) during intercalation, and vii)-xi) during deintercalation. 
b)-d) show the optical microscopy images of a representative flake that correspond to the peaks 
in a). e) and f) show the optical microscopy images that correspond to the deintercalation peaks 
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3.1 Introduction  
 Understanding electrode-electrolyte interactions in layered electrodes provides a 
powerful motivation to obtain time- and spatially-resolved information in-situ. However, it is 
challenging[2] to combine high spatial resolution with in-situ capabilities to probe structural 
changes[3], electronic properties[4], or the evolution of a solid-electrolyte interphase (SEI)[5]. 
Thus, the mechanisms of intercalation, ion transport, and stage transitions are not well-
understood for even the most common electrode materials. For example, although graphite 
intercalation compounds (GICs) have been heavily studied since the mid-1900s, questions 
about mechanisms, charge transfer, and the influence of host structure still remain.[6,7]  
 Optical techniques, in particular, can complement traditional electrochemical methods 
to understand intercalation in GICs. Many GICs exhibit colorful stages and stage transitions, 
providing a platform to elucidate the mechanisms of staging and ion transport optically.[8–10] 
Recently, Dimiev et al. described the stage transitions in the graphite-H2SO4/(NH4)2S2O8 
system during chemical intercalation and deintercalation.[11] Importantly, they identified the 
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colorful regions during the stage 2-1 transition as intercalant islands coalescing at localized 
regions within HOPG, consistent with the Daumas-Herold model of staging.[12] In addition, 
they observed preferential deintercalation of certain domains due to strain[11], which could be 
relevant to electrochemical systems. These results prompt additional questions about the 
composition, tunability, and optical properties of these intercalant domains in GICs, as well as 
their application in an electrochemical context.   
 Spectroscopic tools, such as UV-vis or infrared spectroscopy, could also offer 
complementary insight into a GIC’s optical properties or composition in-situ. However, it is 
challenging to combine high spatial resolution with in-situ capabilities to probe electrode 
materials since these techniques often suffer from scattering due to organic, aqueous, or solid-
electrolytes. Previously, researchers have explored a variety of methods to minimize 
electrolyte interference for in-situ measurements of intercalation compounds. For example, in 
layered materials, the material can be suspended above the electrolyte, being either partially 
immersed[13] or floating on the surface of the electrolyte[14] Then, during intercalation, the 
material can be probed spectroscopically above the line of electrolyte. However, these 
geometries are often fragile and difficult to implement. In contrast, planar devices offer a more 
attractive platform for probing materials[4,15] in-situ, since the cells are completely sealed, 
enable in-situ electrical measurements, and can be transferred between instruments. One 
disadvantage of a planar device is that the electrolyte would normally cover the surface of the 
material, resulting in lower intensities and reduced signal.  
 To address the challenges of both electrolyte interference and device design, we 
fabricated a planar device in which we probe an area of the electrode that is laterally separated 
from the electrolyte. This electrolyte-free geometry enables us to probe visible absorption 
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characteristics and changes in chemical functionality. We also monitor ion transport dynamics 
without electrolyte interference using optical microscopy. In the visible, we observe plasma 
frequency shifts that occur due to charge transfer. In addition, we examine vibrational 
signatures in the mid-IR, a region previously difficult to access due to electrolyte absorption. 
Finally, we compare the properties of this electrolyte-free device with a traditional geometry 
in which electrolyte covers the entire surface of the electrode.   
 As a model for electrolyte-free intercalation, we selected the bisulfate-graphite 
compound for both its electrochemical and optical behavior. In terms of electrochemistry, the 
system exhibits well-defined staging[16–18] and reversible cycling[19], paralleling battery 
technologies but in an aqueous environment[16,20]. Moreover, the plasma frequency of graphite 
is highly sensitive to charge transfer[6,7,9] offering tunable optoelectronic properties.[4,7] This 
system also provides a platform to highlight the advantage of the electrolyte-free device in the 
IR. Since the vibrational features of the bisulfate species occur in the mid-IR[21] but are 
overwhelmed by absorption from the electrolyte, the electrolyte-free geometry enables us 
study the absorption of the intercalated bisulfate species in the mid-IR.   
 
3.2 Methods  
 
3.2.1 Device Design  
 Figures 3-1 and 3-2 show the general steps for fabricating the electrolyte- and 
electrolyte-free devices. In the first step, we cut SPV-224PR-MJ surface protection tape (Nitto) 
into strips, and placed them on a standard glass slide (75 mm x 25 mm x 1 mm, VWR) to form 
a mask. Then, using a K.J. Lesker PVD Sputter system, we sputtered 10 nm of titanium 
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followed by 100 nm of platinum onto the glass slide. The titanium served to better adhere the 
platinum to the surface. After sputtering, we removed the tape (Figure 3-2a), rinsed the surface 
with isopropyl alcohol (VWR), and dried it with N2. To prepare the highly oriented pyrolytic 
graphite (HOPG), we cleaved thin strips (100 μm) using tweezers and a razor blade to peel 
segments off of the bulk crystal. Then, we adhered the HOPG to the Pt with conductive carbon 
tape to form the working electrode (Figure 3-1a and 3-2b). To fabricate the electrochemical 
cell (Figure 3-1 and 3-2), we first ensured that the device components would be stable toward 
oxidation and highly acidic conditions. Thus, we selected platinum as the conductive substrate 
since it is known to be stable over the voltage window and the H2SO4 concentration range at 
which intercalation occurs.[22]  
 To form the electrolyte well, we sandblasted three sets of coverslips (24 mm x 40 mm 
x 0.17 mm, Thermo Fisher Scientific) (Figure 3-1a-c). The first set of two coverslips had the 
centers cut out with a rim of ~5 mm and a small notch at the end adjacent to the graphite (Figure 
3-1a and 3-2c). The second set of five coverslips had the centers cut out with a rim of ~ 5 mm 
(Figure 3-1b). The final coverslip had a hole cut approximately 10 mm from the edge of the 
slide (Figure 3-1c). These components were adhered over the surface of the microscope slide 
using epoxy (Hysol 9340, Loctite) and cured at 80 oC for 2 hours. After creating the electrolyte 
well, we applied electrical contacts on the working, counter, and reference electrodes using 
copper tape, and covered the contacts with electrical tape (Figure 3-2d). To fabricate the 
electrolyte-free side, (Figure 3-2e), we created another well in a N2 glovebox. The electrolyte-
free well consisted of seven coverslips cut as depicted in Figure 3-1d. Another coverslip 
(Figure 3-1e) was placed on top of these coverslips and these components were adhered over 
the surface of the microscope slide using epoxy (Figure 3-1f, 2-2e). We found that in an oxygen 
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environment, the graphite reached stage 2 and then began to over-oxidize and degrade. In an 
oxygen-free environment, however, the material readily transformed from stage 2-1 in the 
electrolyte-free region. Thus, we sealed the electrolyte-free region in the glovebox before 
bringing the device out for intercalation.   
 To fill the electrolyte well, we prepared a solution of 15 M H2SO4, and pipetted ~ 2 mL 
into the hole on the electrolyte side. We then sealed the hole with a square glass coverslip (24 
mm x 24 mm, Thermo Fisher Scientific) and epoxy (Hysol 9340, Loctite). It is important to 
note that this device can easily be adapted to other electrolytes by changing the identity of the 
counter and reference electrodes and host material. We have tested the stability of the epoxy 
in aqueous solutions, with sulfuric acid, ammonium sulfate, and iron (III) chloride. We have 
also observed that the epoxy is compatible with organic solvents (e.g. propylene carbonate and 
ethylene carbonate), which is relevant for extending our work to other electrolyte systems, 
including alkali metal ions. As long as the reference and counter electrodes are compatible, the 





Figure 3-1: Fabricating the electrolyte-free device. The electrolyte-well consists of (a) two 
notched coverslips with the centers cut out followed by (b) five coverslips with the centers cut 
out. Another coverslip (c) with a hole was placed over the sets in (a) and (b). The electrolyte-
well consisted of seven coverslips cut as shown in (d). The cover glass depicted in (e) was 
sealed over the top of the electrolyte-free region. (f) shows the order of the coverslips as they 





Figure 3-2: Fabricating the electrolyte and electrolyte-free devices. (a) Pt is patterned onto a 
glass slide to form working, reference, and counter electrodes. (b) HOPG adhered to the 
surface of Pt forms the working electrode. (c) Sandblasted coverslips form the electrolyte-
well. All components in the (d) electrolyte and (e) electrolyte-free devices are sealed with 
epoxy.  
 
 A note on the applicability of this device for other in-situ experiments (Table 2-1): As 
we state in the manuscript, this device is widely applicable to microscopy and spectroscopic 
techniques. It could also be used for X-ray diffraction, as long as the window on the electrolyte-
free side is adapted to be X-ray transparent (e.g. Kapton). We do not recommend the device as 
it stands for TEM techniques since the components are not electron transparent and we believe 
that there are other more suitable in-situ designs for TEM. For techniques involving 
measurements under vacuum, the device will need to be tested in a vacuum environment to 
ensure that it is capable of withstanding the vacuum levels required for characterization. We 
are currently working toward studying how the cell and epoxy respond under vacuum, but we 

















Additional considerations/modifications  
Optical 
Microscopy 
Yes Yes None 
Raman 
spectroscopy 
Yes Yes None 
UV-vis 
spectroscopy 
Yes Yes None 
FT-IR 
spectroscopy 





No Yes X-ray transparent window (e.g. Kapton) 
SEM No Yes, with 
adaptations 
No window over the electrolyte-free region.  
 
*It would also be necessary to ensure the epoxy 
and glass components are viable at the required 
vacuum levels. Other potential adaptations 
include using a vacuum compatible epoxy and 
thicker glass over the electrolyte. 
TEM No No *Other device designs would most likely be 
better suited for this technique. Creative 
modifications could be possible, but we can’t 
recommend them at this time. 
XPS/UPS No Yes, with 
adaptations 
No window over the electrolyte free region.  
 
*It would also be necessary to ensure the epoxy 
and glass components are viable at the required 
vacuum levels. Other potential adaptations 
include using a vacuum compatible epoxy and 




3.2.2 Electrochemistry  
 Figures 3-3 and 3-4 show the voltage vs. time curves for a traditional planar 
electrochemical cell and our new device geometry, containing a barrier to laterally separate 
part of the material from the electrolyte. In both devices, the resulting voltage vs. time curves 
exhibit a series of steps and plateaus corresponding to staging events. For example, during the 
stage 3-2 plateau (Figure 3-3), the voltage remains relatively constant as the stage 3 compound 
converts to stage 2. At the end of the plateau, the material has been converted to stage 2, and 
the voltage begins to increase to the potential of the next stage. Once the voltage reaches the 
potential for stage 1, the stage 2-1 transition takes place. It is important to note the main 
difference that occurs between the chronopotentiogram of the traditional electrochemical cell 
and the electrolyte-free device geometry. Specifically, the number of plateaus observed in the 
electrolyte-free geometry (Figure 3-4) was greater than in the electrolyte cell (Figure 3-3). We 
attributed this difference to the two different environments of the electrolyte-free device. The 
device consisted of HOPG in an electrolyte region and in an electrolyte-free region. Based on 
our observations under the optical microscope, the electrolyte side intercalated completely to 
stage 1 before the ions began to pass under the barrier to the electrolyte-free side.  In Figure 3-
4, the plateau that appeared between 0.6 and 0.8 V vs. Pt corresponded to the stage 2-1 
transition in the electrolyte region. Near 42000 s on the graph, there is an inflection point. This 
point indicates that the voltage is sufficient for the material under the barrier to undergo the 
stage 2-1 transition. After the graphite under the barrier transitions from stage 2-1, the 
electrolyte-free region begins to undergo the stage 2-1 transition around 60000 s.  
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Figure 3-3: Chronopotentiogram showing the stage transitions in the electrolyte device. When 
a constant current is applied, the voltage begins to increase until it reaches a plateau. The first 
plateau is the stage 3-2 transition occurring near 0.45 V vs. Pt. Once all of the material has 
been converted to stage 2, the voltage once again increases until it reaches the potential for the 
formation of stage 1. Another plateau occurs for the stage 2-1 transition. At the end of the 






Figure 3-4: Chronopotentiogram showing the stage transitions in the electrolyte-free device. 
When a constant current is applied, the voltage begins to increase until it reaches the potential 
for the stage 1 compound in the electrolyte region (0.65 V – 0.80 V). After this plateau, all of 
the electrolyte region has been converted to stage 1. The potential increases again, as the 
electrolyte-free region begins to undergo the stage 2-1 transition (1.0 V – 1.3 V). At the end of 
this plateau, pure stage 1 is present.   
 
 
 Importantly, however, not all of the staging events were resolved in our 
chronopotentiograms due to the relatively high currents (0.07 mA) that we use in order to limit 
the time-scale of the experiments. At lower currents (e.g. 0.001 mA), more stage transitions 
can be observed, based on previous reports[16]. However, intercalation to stage 1 under these 
conditions has been reported to take up to a week, while our experiments were accomplished 
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in a period of hours, similar to the work of Aronson et al.[19] For the electrolyte device, the 
graphite is surrounded by electrolyte on all sides and intercalation occurs more rapidly (in a 
period of ~ 30 minutes – 2 hours, depending on the size/thickness of the graphite). However, 
for the electrolyte-free device, the addition of a barrier increases the time required for 
intercalation to stage 1 (~5-24 hours). Based on our experiments, complete intercalation from 
the electrolyte region to the electrolyte-free region occurs regardless of the size ratio between 
the electrolyte and electrolyte-free regions. However, intercalation occurs more rapidly when 
the electrolyte-free region is small, since the kinetics were slower in the electrolyte-free region.  
   
 
3.2.3 Optical Microscopy   
 Optical images and videos were acquired in-situ using a Nikon Eclipse E600 
microscope, equipped with a Nikon T Plan 50X SLWD objective with an N.A. of 0.40. Videos 
were recorded at 1 fps, with an MJPEG compression to reduce the file size.    
 
3.2.4 Raman Spectroscopy   
 Raman spectra of the bisulfate-graphite intercalation compounds were obtained in-situ 
using a Renishaw Raman instrument, a 633 nm laser line, and a Nikon T Plan 50X SLWD 
objective with an N.A. of 0.40. Extended scans were recorded from 3200 cm-1 to 100cm-1, 
using 100% laser power and 10s exposure time. Since the stage 2-1 transition occurs rapidly, 
we performed static scans centered at 1580 cm-1 during that regime. Figure 3-5a,b show the 
absence of a D peak at ~1330 cm-1 for both the electrolyte and electrolyte-free devices 
respectively.   
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      To demonstrate the advantage of the electrolyte-free device over a traditional geometry, 
we quantified the intensities of the Raman shifts for the HOPG, stage 2, and stage 1 graphite. 
It is important to note that the sampling depth for HOPG is ~ 130 Å[23], but since graphite 
intercalation compounds have a lower density of graphite, the sampling depth is greater (~1000 
Å) after intercalation[17]. In the electrolyte, we observed a ~27-fold increase in scattering 
intensity going from graphite to stage 1, which agrees with previous work[20]. Interestingly, in 
the electrolyte-free region, the increase in scattering intensity was ~40-fold or 1.5 times the 
increase we observed in the electrolyte region for stage 1. Moreover, the relative peak intensity 
for the electrolyte-free region was greater than that of the electrolyte region by a factor of ~2 
for stage 2 and ~1.5 for stage 1. This difference suggests that spectroscopically probing an area 
laterally separated from the electrolyte results in enhanced signal.   
 
   
 




3.2.5 UV-vis Spectroscopy   
 The reflectance spectra of the bisulfate-graphite intercalation compounds were 
obtained in-situ from 350 nm – 800 nm, using a Craic UV-vis-NIR microspectrophotometer 
with a polychromatic Xe source and an EC Epiplan Neofluar LD objective with an N.A. of 
0.55. The aperture size was 14.7 x 14.7 μm for the electrolyte-free spectra and 9.6 x 9.6 μm 
for electrolyte region. The time needed to acquire an individual spectrum using this instrument 
can range from 30 seconds up to several minutes. Since the stage 2-1 transition tends to occur 
more rapidly through the regions, the time resolution of our instrument was not sufficient to 
capture the range of colors passing through a single region. Thus, we took multiple spectra 
from a variety of points during the stage 2-1 transition and show representative images and 
spectra in Figure 3-8 of the text. Since the conditions in the cell changed throughout the 
experiment, the background spectrum was first obtained on the platinum substrate, before 
intercalation, in both the electrolyte and electrolyte free regions.     
 
3.2.6 FT-IR Spectroscopy   
 Infrared reflectance spectra were acquired in-situ using a Bruker Optics Hyperion 1000 
with Tensor 27, equipped with an MCT detector and a 36X objective with a pixel resolution 
of 1.1 μm. Since the glass coverslips absorb in the mid-infrared, we used a 10 mm x 0.13 mm 
CaF2 window, which has above 90% transmission from 0.13 μm to 10 μm (Crystran). Since 
the conditions in the cell changed throughout the experiment, the background spectrum was 





3.3 Device Design  
 The electrolyte-free device features a region of the electrode that is laterally-separated 
from the electrolyte. Thus, we created a planar device with an electrolyte and electrolyte-free 
compartment (Figure 3-6a,b, Figure 3-1, and Figure 3-2). To fabricate this device, we 
sputtered Pt onto discrete regions of a glass slide to create the conductive substrate for the 
highly-oriented pyrolytic graphite (HOPG), as well as the counter and pseudoreference 
electrodes (Figure 3-2a). We adhered a strip of HOPG (~10 mm x 5 mm x 100 μm) onto the 
Pt substrate to form the working electrode (Figure 3-2b). To form the barrier, a thin polymer 
strip was placed across the surface of the HOPG. A thin layer of chemically resistant epoxy 
covered the polymer barrier to increase its resistance to electrolyte propagation (Figure 3-2c). 
We mounted two glass windows over the electrodes with the chemically-resistant epoxy 
(Figure 3-2d,e). In the electrolyte device, the electrolyte is injected and contacts the counter 
and pseudoreference electrodes and the entire surface of the HOPG. In the electrolyte-free 
device, however, we added a barrier (Figure 3-6a,b and Figure 3-2c,e) that allows the 
electrolyte to contact the counter, pseudoreference electrodes, and only part of the HOPG 
surface (Figure 3-6a,b). This design feature is critical, since it allows ions to insert into the 
graphite on the electrolyte side and spread through the electrode without covering the surface. 
 
3.4 Optical Microscopy   
 We hypothesized that this design would cause the ions to pass through the graphite 
laterally, from the electrolyte side to the electrolyte-free side. To strengthen this hypothesis, 
we monitored intercalation in-situ using optical microscopy in the electrolyte (Figure 3-6c-h) 
and electrolyte-free devices (Figure 3-6i-n). The images shown in Figure 3-6 were taken in the 
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same locations in each region during intercalation. Initially, the graphite appeared grey before 
intercalation (Figure 3-6c,i). As current flowed during chronopotentiometry, the voltage 
became more positive, (Figure 3-3 and 3-4), causing negatively-charged bisulfate ions to  
 
       
 
 
Figure 3-6. Device schematic and in-situ optical microscopy images in electrolyte and 
electrolyte-free environments. Side (a) and top-down (b) views of the device. The HOPG 
working electrode spans the electrolyte and electrolyte-free regions, with a barrier separating 
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the two environments. (c)-(h) show the optical images of graphite immersed in electrolyte (c) 
before intercalation, (d) at stage 2, (e)-(g) during the stage 2-1 transition, and (h) at stage 1. (i)-
(n) show the optical images of graphite (i) before intercalation, (j) stage 2, (k)-(m) during the 
stage 2-1 transition, and (n) at stage 1. Arrows show the direction of ion transport during the 
transition region. For (c)-(h), images were acquired over a period of 15 minutes and for (i-n), 
images were acquired over a period of 2 hours. 
intercalate into the graphite.  As ions inserted between the layers, the material transitioned 
through a series of stages (Figure 3-3 and 3-4), where a stage is defined as the ratio of host to 
guest layers. For example, when the degree of intercalation reaches stage 2, there are two layers 
of graphite for every one layer of intercalant. At stage 2, the material appears grey-blue (Figure 
3-6d,j). 
 Images (Figure 3-6d-f, k-m) and videos (SI video 1, 2) of the stage 2-1 transition clearly 
demonstrate the key difference between the direction of ion transport in the two devices. In the 
electrolyte, ion insertion can occur at the flake edges[10] or along grain boundaries in the basal 
surface[13,20]. At the onset of the stage 2-1 transition, we observed regions of orange (Figure 3-
6e), followed by magenta, purple, and blue (Figure 3-f,g) emerging within individual grains. 
Then, as more ions intercalated, a wave of color, also known as an intercalant front[10], initiated 
at the graphite’s edges and propagated toward the center. The characteristic blue of the stage 1 
material followed these fronts until they merged at the center and the material was completely 
stage 1 (Figure 3-6h).   
 These intercalation dynamics contrast starkly with the those that occur in the 
electrolyte-free device (Figure 3-6k-n). In the electrolyte-free region, ions can only propagate 
from the electrolyte side. In addition, since the surface is also free from electrolyte, 
intercalation cannot occur through grain boundaries in the basal surface. Thus, the ions 
propagate laterally through the graphite, as we observed with optical microscopy (Figure 3-
6k-n, SI video 2). Figure 3-6k-n shows the progression of the intercalant front through the 
116 
 
graphite from the electrolyte side to the electrolyte-free side.   
 In addition, our observations of ion transport during the stage 2-1 transition led us to 
compare our results to a model[24] for Li-diffusion, which predicts that two rates describe Li+ 
transport in HOPG: fast intragrain (“horizontal”) transport and slow grain boundary 
(“vertical”) transport. Our observations were consistent with this model at the end of the stage 
2-1 transition (Figure 3-6g,h, m,n; SI video 1, 2), since an intercalation front moved laterally, 
but not vertically through the HOPG.   However, our observations at the onset of the stage 2-
1 transition could not be fully described by this model, with regions of color appearing at 
distinct locations in the graphite’s surface at different rates. Based on these observations, we 
hypothesized that there is likely a fairly large activation energy for nucleating a new intercalant 
island within a domain for the bisulfate-graphite system. The Daumas-Herold model[12] 
coupled with Dimiev et al.’s description[11] of intercalant island formation during chemical 
intercalation offered additional insight into the colorful domains we observed: the colors that 
appear are due to intercalant islands coalescing during the stage 2-1 transition. Our results 
agree with those of Dimiev et al., except that we visually separate the colors into at least 5 
distinct hues: orange, magenta, purple, cyan, and blue. We identified the general trend that 
orange appears first, followed by magenta, purple, cyan and then the final blue of stage 1. Other 
colors (i.e. yellow and green) do not appear consistently in our videos, and when they do arise, 
disappear rapidly. We attribute this to an unfavorable alignment of the intercalant islands, 
which is readily replaced by a more energetically favorable configuration as the ions propagate 
through the HOPG.    
 Our observations in the electrolyte-free region appear to offer additional support for 
the intercalant island hypothesis (SI video 2). Often, we observed that the intercalant islands 
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moved rapidly until they reached a visible or invisible boundary. Then, some time elapsed 
before the color propagated into an adjacent region.  During this time, the concentration of 
bisulfate in the region increased until it reached the stage 1 structure. Then, the islands moved 
into adjacent regions. Sometimes, the rate of ions exiting the filled domain appeared to outpace 
the rate of ions filling it, since the region reverted to colors characteristic of a stage 2-1 
transition region. Based on our observations, we hypothesized that structural effects, such as 
grain boundaries in the graphite may play a role in determining preferential pathways for 
bisulfate transport within the HOPG. In the electrolyte region, the bisulfate ions can enter 
through any edge and propagate through the HOPG layers. However, in the electrolyte-free 
region, we restrict the number of possible transport pathways. Thus, the bisulfate must travel 
laterally from the electrolyte-side to the electrolyte-free side. If a structural feature or local 
potential prevents the ions from traveling through a certain region, the bisulfate concentration 
builds up in that region until either the graphite layers restructure to accomodate transport 
across the barrier or an alternate pathway is identified. These observations provide motivation 
to systematically study the effects of the HOPG structure on bisulfate transport in the future.   
 
3.5 Raman Spectroscopy 
 
 To monitor the effects of charge transfer and determine whether intercalation induced 
defects in the graphite lattice, we performed in-situ Raman spectroscopy in both the electrolyte 
(Figure 3-7a) and electrolyte-free (Figure 3-7b) devices. The graphite G-peak is highly 
sensitive to charge transfer. Before intercalation, the G-peak appeared at 1580 cm-1 and there 
was no D-peak (1330 cm-1) (SI Figure 3-5a,b), as expected for high-quality HOPG. As 
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intercalation progressed, a doublet emerged, characteristic of stages n>2.[20] The lower 
frequency component (G1) arises from interior graphite layers that are not adjacent to an 
intercalant layer.[6,7,20] The layers directly adjacent to intercalant layers (G2) experience greater 
charge transfer, and effectively screen the interior layers. [6,7,20] Thus, G2 was shifted to higher 
frequencies. When intercalation reached stage 2, the doublet resolved into a single peak, since 
 
 
Figure 3-7. Raman shifts of the graphite G-peak in (a) the electrolyte and (b) the electrolyte-
free regions during intercalation. The full Raman spectra from 100-3200 cm-1 for (c) HOPG 
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before intercalation and (d) stage 1 in the electrolyte and electrolyte-free devices.  The curves 
have been vertically displaced. 
 
every graphite layer was adjacent to an intercalant layer. During the stage 2-1 transition, we 
observed the splitting of the G-peak, since the transition region consisted of stage 2 and stage 
1 as ions coalesced and reordered within the layers to form the stage 1 structure. When the 
material reached stage 1, the G-peak resolved into a single peak at 1635 cm-1, which agrees 
well with previous reports[10,20] . It is also important to note that the D peak was not present in 
the spectra for the intercalated material, regardless of environment (Figure 3-5a,b).  
 The main difference between the Raman spectra of graphite taken in the electrolyte and 
electrolyte-free regions occurs at low frequencies (Figure 3-7c,d). Before intercalation, the 
spectrum taken in the electrolyte exhibited peaks corresponding to Raman shifts of the bisulfate 
and sulfuric acid species (Figure 3-7c). However, these peaks were absent in the electrolyte-
free spectrum (Figure 3-7c), indicating that these components were not covering the surface of 
graphite. This further confirmed that signal is not passing through the electrolyte. As ions 
intercalated into the electrolyte-free region, low-frequency features emerged in the spectra 
(Figure 3-7d), indicating that bisulfate and sulfuric acid species[25] were present between the 
layers. Based on the Raman spectra (Figure 3-7d), we observed that bisulfate and sulfuric acid 
species are present in the stage 1 material for the electrolyte and electrolyte-free devices.  
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Figure 3-8. In-situ visible reflectance spectra of graphite in (a) the electrolyte and (h) the 
electrolyte-free environments. Spectra were taken at the points indicated in the optical images 
shown on the right. These images correspond to the following lines on (a) and (h). (b),(i) stage 
2, and (c)-(f), (j)-(m) stage 2-1, and (g), (n) stage 1 in the electrolyte and electrolyte-free 
regions, respectively.  
 
 
 To spectroscopically probe the electronic structure of graphite in the electrolyte and 
electrolyte-free region in the visible, we took reflectance spectra in-situ from 350-800 nm 
(Figure 3-8). Graphite is a semi-metal, with a relatively flat reflectance spectrum in the visible 
(Figure 3-8a). Upon intercalation with bisulfate, the carrier concentration of graphite increased 
significantly, which caused the plasma frequency to shift into the visible (Figure 3-8a,b). Our 
results indicate that the reflectance minimum is between 650-720 nm for stage 1, which agrees 
with previous reports[9,10]. Interestingly, higher energy features appear during the stage 2-1 
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transition (Figure 3-8c-f,j-m). These features could be attributed to interference patterns, such 
as those that are observed in thin films[26].   
 
3.7 FTIR-Spectroscopy  
 Finally, we performed spectroscopy in the mid-IR to demonstrate the advantage that 
probing the electrolyte-free region offers. First, we compared the features of the electrolyte 
region (Figure 3-9a) with those in the electrolyte-free region (Figure 3-9b). Since the 
electrolyte covers the surface of graphite in the electrolyte region, the spectrum reflects the 
absorption from the bulk electrolyte rather than from bisulfate species between the layers of 
graphite. The vibrational shifts from the electrolyte spectrum match well with studies[21,27,28] 
on the IR absorption of bisulfate and indicate the presence of O3S-OH, O=S=O, -SO3, and 
H3O
+ groups. We compared this spectrum to spectra taken in the electrolyte-free region before 
and during intercalation as well as after deintercalation (Figure 3-9b). Initially in the 
electrolyte-free region, we observed a relatively flat reflectance of graphite. As bisulfate 
intercalated, features corresponding to absorption from bisulfate groups emerged. In addition, 
the stage 1 spectrum displays bands that appear near 1295 and 1700 cm-1, which have been 
assigned to the H-O-H bending modes of H3O
+ [29]. Upon deintercalation, the bisulfate bands 
disappeared and the spectrum resembled that of the graphite before intercalation, suggesting 
that the insertion of the bisulfate species is reversible under the appropriate conditions. 
Although features in the electrolyte-free region appeared to be similar to those expected from 
the sulfuric acid/bisulfate spectrum (Figure 3-9a), the Raman and IR active asymmetric S-O 
stretching mode of bisulfate at ~1195 cm-1 is notably absent in the intercalated material (Figure 





Figure 3-9. Mid-infrared spectra of the electrolyte region (a) and  the electrolyte-free 
environment (b) during intercalation. The curves have been vertically displaced.  
 
 The orientation of the bisulfate ions within the layers of graphite could provide an 
explanation for the absence of the asymmetric modes, as has been hypothesized in studies on 
bisulfate adsorption on metallic electrodes.[29] For example, if the bisulfate ions were oriented 
between the layers in such a way that the asymmetric mode were obstructed, absorption from 
that mode would be weak or nonexistent. However, the absence of a single mode is not enough 
to assign orientation and motivates studies of other vibrational modes, particularly those at 
lower frequencies (< 600 cm-1). [29]  Our findings highlight that IR spectroscopy in an 
electrolyte-free environment could offer valuable insight into the presence of functional groups 
or the orientation of ions/molecules in layered materials in-situ.   
 
3.8 Conclusions and Future Work   
 In summary, we have designed a device that enables us to perform in-situ spectroscopy 
in a planar geometry without signal passing through the electrolyte. Our results provide a 
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strong motivation for probing electrode materials in an electrolyte-free region. In addition, the 
qualitative differences we observed via optical microscopy call for detailed modeling to 
quantify the kinetics of intercalation in an electrolyte vs. electrolyte-free environment.  
Notably, our device also provides a platform to analyze in-situ other electrode-electrolyte 
systems in which electrolyte interferes with the technique, such as X-ray diffraction or X-ray 
and ultraviolet photoelectron spectroscopies. We propose that this device is generalizable to 
any other system in which the host material is layered, the lateral size of the host material is 
sufficient to create a barrier, and there is adequate driving force to induce ion transport between 
the two regions.  Such work will contribute to the design and analysis of electrode materials 
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CHAPTER 4 – STAGING DYNAMICS AND ION TRANSPORT RATES IN 
GRAPHITE ELECTRODES 
4.1 Introduction  
 
 Designing better electrode systems for optoelectronics and energy storage motivates 
fundamental studies of intercalation and staging dynamics in electrode materials. However, 
despite significant advances and a vast amount of literature on intercalation[1–4], the 
mechanisms of staging, ion transport, the optical properties, and the influence of structure are 
still areas of interest for even the most common intercalation compounds[1,5–8]. The lag in 
progress is partially driven by the need for new tools to systematically study (de)intercalation 
in-situ, with high spatial resolution[1,9]. Spatially-resolved optical measurements can reveal 
staging dynamics and provide insight into the mechanism of intercalation.[6,10] However, it is 
important to understand the origin of the features observed in these techniques.   
 In our previous work, we identified a series of colors that emerge during the stage 2-1 
transition in the graphite-bisulfate system[9] (Figure 4-1a). Although these transitory colors had 
been described as wavefronts, subfronts[10], or intercalant islands[5], it was still unclear what 
was the origin of these colorful phases. In-situ experimental observations offered some insight 
into a possible solution. Raman spectra of the stage 2-1 transition, demonstrate that the G-peak 
splits into two peaks at 1620 cm-1 and 1635 cm-1, representing graphite layers in a stage 1 or 
stage 2 environment respectively[5,9,10]. As the colors progress from orange to purple, the stage 
1 component becomes more intense, while the stage 2 component decreases in intensity[5,9,10]. 
In addition, in-situ UV-vis reflectance measurements of the colored regions also indicate that 
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different colors have different carrier concentrations[9]. The spectra show several dips in 
reflectance across the visible, which seem to agree with the observed color of the regions[9]. 
These colors likely emerge from distinct carrier concentrations from the stage 1 and stage 2 
regions during the stage transition. Since there are different carrier concentrations in stage 1 
and stage 2, it is probable that there is also complex coupling between carriers, in addition to 
inter- and intra-band absorption. Despite the complexities of the absorption spectra, these 
observations led us to hypothesize that the colors may represent a series of substages, which 
we define here as the periodic ordering of stage 1 and stage 2 regions within local domains 
(Figure 4-6). The scheme in Figure 4-6 presents a simplified picture of the transition from stage 
2 to stage 1, with each consecutive color representing a substage with a higher stage 1 content. 
We defined the ratios, based on assumptions from electrostatics, since it is unlikely that 
electrostatic repulsion would drive periodic ordering further than ~2 nm (6 layers) away.[11] 
Thus, the simplest mechanism would be for orange to exhibit a 2:1 (filled:empty) ratio initially. 
As intercalation progresses, the domains can slide along the graphite layer to achieve a 3:1 
ratio (magenta), followed by 4:1 ratio (purple) and 5:1 (cyan) in local domains.   
 To examine the hypothesis of substages, here we describe a video analysis platform 
that we developed to probe the color patterns and ion transport kinetics in the bisulfate GIC. 
This program enabled us to clearly visualize the (de)intercalation process and isolate distinct 
colors through masking and pixel quantification. In addition, implementing optical flow 
algorithms results in speed distributions, which offer insight into the rates of transport for 
(de)intercalation, colors, and specific domains. These results tend to support a substage model 
and suggest that the mechanism for (de)intercalation is strongly influenced by electrostatic 





Figure 4-1: Optical microscopy images showing the domains of color during (a-f) intercalation 
and (g-l) deintercalation.  
 
4.2 Developing the Image Analysis Program   
 The image analysis program we designed in this work has 5 parts: 1) Masking, 2) Edge 
detection, 3) Velocity calculation, 4) Cropping, and 5) Counting pixels, which are described 
below. These components enabled us to design a platform where we could perform image 
sequence analysis to better understand the intercalation rates in intercalation compounds. Here, 
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I describe the methods we used to create this program, including the sources we found helpful 
and the rationales behind the coding choices we made during the development process.  
4.2.1 Masking methods   
 In image analysis, thresholding is a standard technique to process images. If a pixel in 
an image has a value less than the threshold value, that pixel is assigned a value (i.e. black). If 
the pixel has a value greater than the threshold value, it is assigned a different value (i.e. white). 
Thus, thresholding enables to select certain regions of interest in an image based on the values 
(color) of individual pixels. During thresholding, there are two important considerations that 
must be taken into account: 1) colorspace and 2) threshold range. Color space is a critical factor 
in image processing and segmentation because the geometry of the color space can lead to 





Figure 4-2: Comparison of the pixel groupings that result from segmentation of a) a 
representative image using b) cubic RGB color space in c) and d) the cylindrical HSV color 
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space in e) (b and d reproduced from reference[14]).  
 
     For example, we attempted to use the RGB colorspace initially to cluster the colors from 
the optical images (Figure 4-2a-c). However, as Figure 4-2 shows, RGB is a cubic color space, 
and the distance between certain colors, such as X and Y is small. Even with a finely-tuned 
threshold range, the separation between adjacent colors may not be sufficient using this color 
space, resulting in pixels being assigned incorrectly during thresholding. Therefore, the 
cylindrical HSV (hue, saturation, value/brightness) is the preferred color space for image 
processing since it results in better separation of pixel values (Figure 4-2a,d-e). Hue ranges 
from 0-360o, Saturation ranges from 0-255, and Brightness ranges from 0-255. To threshold 
the colors in our intercalation image sequences, we implemented functions from OpenCV, a 
package that contains a series of programming functions for image processing and computer 
vision techniques[15]. It is important to note, that although HSV is a cylindrical color space, 
with Hue ranging from 0o to 360o, OpenCV uses 0o to 180o, with Saturation and Brightness 
maintaining the same ranges[12,14,15]. These functions enabled us to assign pixels within a 
certain range to a specific color (Figure 4-3). For example, we identified the range for the blue 
color that appears at pure stage 1. The lower end of the range has HSV values of (102, 50, 50) 





Figure 4-3: Color masks (a,c,e,g,i,k) that result from image segmentation of the frames 
(b,d,f,h,j,l) using the methods described in this section.  
Once we identify the threshold range for the blue pixels, we can use the OpenCV function, 
cv2.inRange, to define that threshold range as blue:    
                            blue = cv2.inRange(image,(low_h, low_s, low_v), (high_h, high_s, high_v)) 
where image is the image to be thresholded, low_h, low_s, low_v and high_h, high_s, high_v 
are the lower and upper HSV bounds of the threshold range, respectively.  Once we have 
defined pixels in this range as blue, we can then reassign the value (color) of those pixels, using 
a for loop:   
                            for j in zip(*np.where(blue == 255)):  
                                  image [j[0], j[1], 0] = 255  
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                                  image [j[0], j[1], 1] = 0  
                                  image [j[0], j[1], 2] = 0  
where j refers to each pixel in the image. These lines of code loop through each pixel in the 
image and when a pixel is in the blue range (np.where(blue == 255)), it reassigns each channel 
of the pixel (0, 1, or 2) to values in the RGB color space (BGR in OpenCV). Although we 
reassign the color to be blue here, the pixel values could be assigned to any color. We repeated 
this process for each color in the image, creating masks of the five dominant colors in the 
optical microscopy videos (Figure 4-3).    
 
4.2.2 Edge detection method   
 Before quantifying intercalation velocities, we identified the edges of the color domains 
using edge detection techniques. Canny edge detection is the method commonly used in image 
segmentation to isolate specific ROIs or the boundaries of a structure[15,16]. In general, there 
are 3 steps in the canny edge detection algorithm, as follows: 1) Blurring, 2) Sobel edge 
detection, 3) Removing non-edge pixels[15]. Here, we detail these steps and highlight the 
specific parameters used in our code.    
        The first step in Canny edge detection is blurring with a Gaussian blur by applying a low-
pass filter to remove noise from the image. This process creates a smooth transition from the 
image of an object to the background or another object by averaging out changes in pixel 
intensity at the edges[15]. To implement a blur, a rectangular group of pixels (i.e. the kernel) 
surrounding the filter pixel is selected. The dimensions of these kernels must be odd. Then, the 
algorithm takes the weighted average of the pixels in the kernel, with pixels closer to the center 
weighted more strongly than those further away[15,16]. This filtering occurs for each channel of 
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the pixel and the weighted average for each channel replaces the pixel value at the center of 
the kernel. Based on this, the larger kernels will result in a greater degree of blurring, whereas 
smaller kernel sizes have less blurring.  
 Next, Sobel edge detection identifies the intensity gradients that occur at the edges of 
objects in an image[15]. To find the intensity gradients, the derivative of the curve that fits the 
gradient between light and dark areas in the image is computed. The maximum of that 
derivative determines the location of an edge pixel[15]. Pixels at locations where the derivative 
is not at a maximum are removed. Sometimes, pixels that lie too far from an edge will be 
classified as edge pixels using the Sobel method, but non-maximum suppression removes 
pixels that are too far from an edge. When the gradient value of a pixel is above the threshold, 
it is likely to be an edge site. Similarly, a low gradient value will result in the pixel being 
eliminated. An intermediate value requires further analysis through a technique known as 
hysteresis. Hysteresis surveys the intermediate edge candidates to see whether they are 
adjacent to strong edge pixels. If so, they are defined as edge pixels and if not, they are 
eliminated.  
           Based on this process, we implemented the Canny edge method in our program, using 
the cv2.Canny function and defined the lower and upper bounds for the threshold as follows: 
sigma = 0.33  
v = np.median(frame)  
lower = int(max(0, (1.0 - sigma) * v))  
upper = int(min(255, (1.0 + sigma) * v))  
if ((upper - lower) > 10):  




       edged = cv2.Canny(frame, 100, 200) 
 We have the option to tune the sigma function to modulate the degree of Gaussian 
blurring as well as the upper and lower threshold bounds to determine which pixels will be 
removed. The above parameters are the ones that we found to work best for detecting edges in 
the intercalation videos. Figure 4-4 shows an image that has been masked (Figure 4-4a), and 
the resulting frame after edge detection (Figure4-4b).   
 
 
Figure 4-4: A frame that has a) undergone image segmentation and recoloring, and b) 
subsequent Canny edge detection.  
 
4.2.3 Velocity calculation method   
 After detecting the edges in the images, we turned to optical flow from computer vision 
methods[15] to calculate the velocities of the moving edges. Optical flow is defined as the 
motion of an object (or the camera) between two consecutive frames of an image 
sequence[15,17]. Figure 4-5 illustrates the basic concept of optical flow. In optical flow methods, 
a pixel with intensity I at position and time (x, y, t) moves by dx and dy over time t. The new 
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pixel intensity is then I(x+dx, y+dy, t+dt). If the pixel intensities are constant between the two 









𝛿𝑡 = 0 










where u = δx/δt, v = δy/δt. For this equation, it is important to note that dI/dx and dI/dy are the 
image gradients along the horizontal and vertical axes respectively and dI/dt is the image 






Figure 4-5: Illustration of optical flow, where the white circle represents an object to 
be tracked in frame 1. The blue circle represents the displacement of the object after a 
certain amount of time to in frame 2. The optical flow methods calculate the velocity 
vectors of the pixels in the object across frames.  
 
 Since this equation has two unknowns, the Lucas-Kanade or Gunnar-Farneback 
methods can be used to solve for the unknown variables[15,17]. The Lucas-Kanade method 
detects sparse optical flow, or the movement of a select number of pixels, usually at the corners 
of an object through a series of frames[18]. Although this method works well for applications, 
where the tracked objects appear to have a similar size and shape across multiple frames, (e.g. 
vehicles or pedestrians) the domains in our work change and disappeared through the videos. 
This feature created several problems with the Lucas-Kanade optical flow tracking. First, the 
algorithm selects a few points initially and compares the position of these pixels across 
multiple frames. However, when a domain disappeared, the algorithm did not adapt to select 
new pixels to track. Also, the domains did not have distinct corners, which prevented the 
137 
 
corner-detecting algorithm from identifying a sufficient number of points to track initially. 
 To remedy these issues, we turned to the Gunnar-Farneback method, which estimates 
the velocities between two frames based on a polynomial expansion[19]. In contrast to Lucas-
Kanade, Gunnar-Farneback estimates dense rather than sparse optical flow. Dense optical flow 
tracks the movement of all pixels in an image from frame to frame instead of just the corner 
points. In this method, the intensity change of each pixel is measured between two frames and 
an image is generated with the pixels highlighted. Then, the magnitude and direction are 
calculated from the flow vectors (u, v)[19]. The magnitude of the vectors corresponds to the 
displacement, which we use to calculate the velocity. In OpenCV, the function for Farneback 
optical flow is cv2.calcOpticalFlowFarneback( ), with input parameters of the two frames to 
be analyzed as well as the size of the pixel neighborhood and the standard deviation of the 
Gaussian used to smooth the derivatives before polynomial expansion.    
4.2.4 Data Analysis  
 We extracted the calculated displacements from the algorithm and exported them as a 
.csv file for further plotting and analysis. Before plotting the data, we binned the calculated 
velocities using the Scott method[20]  from statistics to calculate the bin width for each plot:




3 ∗ 𝜎 ∗ 3.49 
where N is the number of data points, σ is the standard deviation, and the value of 3.49 is a 
standard constant[20,21]. Since the lower counts dominated the histogram, we weighted the data 
to account for contributions from higher rates, by multiplying the number of counts in each bin 
by the value of the bin. Then, we normalized the data to account for the intercalation area: 
Normalized Weighted Counts = weighted counts/(Sum of counts*bin width). The area is 
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normalized to a value of 1. Due to the area normalization process, each plot will intersect the 
other plots at some speed. After normalization, the data generally resemble a Boltzmann 
distribution, and can be analyzed in a similar way, with graphs that lie further to the right 
having higher rate distributions, compared to graphs that are further to the left.     
4.3 Characterizing Staging Dynamics  
  
 The methods are described in detail in Section 4.2, but we will briefly summarize the 
process here. We performed image segmentation of videos across in the HSV color space. This 
step reassigns the channels of each pixel to either orange, magenta, purple, cyan, blue, or black. 
Then, these frames with the new colors are compiled, creating a video with the masked colors 
(Figure 4-3).  Masking the colors offers a unique opportunity to confirm the color patterns we 
observe during (de)intercalation by removing distracting features and enabling us to focus on 
individual domains. Next, Canny edge detection is performed on the frames in the masked 
video (Figure 4-4) to eliminate extraneous pixels for velocity calculations. Finally, the optical 
flow algorithm tracks the displacement of the edge pixels over time, enabling us to estimate 







Figure 4-6: Scheme that illustrates what the periodic patterns in local domains could look like, 
with ratios indicating the ratio of filled to unfilled layers. This progression could enable the 
formation of orange, magenta, purple, cyan, and blue (stage 1), during the stage 2-1 transition 
during (de)intercalation.    
   
 With the masked videos, we can quantify the number of pixels for each color as well 
as the order of colors that appear over time during (de)intercalation (Figure 4-7). Importantly, 
these plots confirm the ordering of colors for intercalation that we identified in our previous 
work[9] and suggest that the ordering for deintercalation is the reverse. The idea of ordered 
substages is strengthened by the exact reversal of the colors during deintercalation (Figure 4-
1g-l, 4-7b), where the pattern is blue, cyan, purple, magenta, and orange, compared to orange, 
magenta, purple, cyan, and blue during intercalation (Figure 4-1a-h, Figure 4-7a).  Qualitative 
observations of (de)intercalation via optical microscopy suggest that deintercalation (24 
minutes) takes longer to complete than intercalation (15 minutes).  To observe whether this 
difference can be quantified, we calculated the (de)intercalation speeds using the Gunnar-
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Figure 4-7: Demonstration of how the colors emerge over time during a) intercalation and b) 
deintercalation. For intercalation, colors tend to appear in the following order: orange, 
magenta, purple, cyan, and blue. The pattern is the reverse for deintercalation 
 
 The corresponding speed distribution is shown in Figure 4-8. Here, the intercalation 
profile lies to the right of the deintercalation profile, indicating that the rates for intercalation 
overall are faster than the deintercalation rates, which agrees with qualitative predictions from 
optical microscopy image sequences. This difference could be attributed the fact that there are 
empty galleries present during intercalation before the stage 2-1 transition. These galleries 
would enable the intercalant islands to slide rapidly to a domain. However, at stage 1, all of 
the galleries are filled with ions. In order for ions to deintercalate a domain, there must be open 
pathways that are adjacent to that domain. Once ions at the edges of the material have 
deintercalated, ions in the center of the graphite, can begin to deintercalate. The lack of 
available pathways to the edge of the graphite slows down the overall rate of transport during 
deintercalation. Structural changes to the graphite during intercalation could also result in a 
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Figure 4-8: Comparing the distribution of speeds for a) intercalation and b) deintercalation.   
 
 To gain deeper insight into the (de)intercalation process, we investigated the rates of 
individual colors during intercalation and deintercalation (Figure 4-9). Interestingly, we saw a 
decrease in rate with increasing stage 1 content (Figure 4-9a), with orange > magenta > purple 
> cyan > blue. Although the profiles for deintercalation (Figure 4-9b) exhibit greater overlap, 
there is still a clear trend: the rate decreases with decreasing stage 1 content, with blue > cyan 
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> purple > magenta > orange. This observation can be explained by considering that during 





Figure 4-9: Comparison of the distribution of rates observed for each of the colors during a) 
intercalation and b) deintercalation.  
 
 
 It is also likely that there are favorable and unfavorable pathways for transport within 
the graphite lattice. Suppose that a local domain reaches the potential for the stage 2-1 
transition. The intercalant islands begin to slide along the graphite layers to effect the transition 
to orange in that region. The conversion to orange would be rapid, since all pathways are open 
to transport. As more ions propagate toward the domain, the favorable pathways for transport 
could become blocked, forcing additional intercalant islands to take increasingly less favorable 
paths to reach their destination. During intercalation, both the electrostatic/strain and structural 
arguments would result in earlier substages exhibiting faster transport overall compared to later 
substages, which is what we observe in Figure 4-9a. During deintercalation, the trend in rates 
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is reversed, with blue and cyan exhibiting greater speeds than purple, magenta, and orange. 
Although there are fewer pathways available to blue/cyan initially, once routes become 
available, the transition occurs rapidly. This rapid transition is likely due to electrostatic 
effects, which are greater for the blue/cyan substages.   
 
 
Figure 4-10: Comparing the distribution of rates during early and late times during 
intercalation for a) orange, b) magenta, c) purple, d) cyan, and e) blue.   
 
 
 To provide further insight into the possibility of transport pathways affecting rates, we 
analyzed the speeds at the initial appearance (early) and later propagation/disappearance (late) 
of each color for intercalation (Figure 4-10) and deintercalation (Figure 4-11). Interestingly, 
the early rates for all of the colors are faster than the later rates. We observe a similar trend for 
deintercalation (Figure 4-11). This observation can be explained by considering local graphite 
structure. For example, consider two domains, Domain 1, which is rapidly converted to purple 
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at an early time, and Domain 2, where the appearance of purple is slow. If Domain 1 is 




Figure 4-11: Comparing the distribution of rates during early and late times during 
deintercalation for a) orange, b) magenta, c) purple, d) cyan, and e) blue.  
 Conversely, if Domain 2 is adjacent to more resistive pathways, it may take the 
intercalant islands longer to reach that domain, and therefore the transition will be slower. This 
would result in different rates at earlier times compared to later ones, which is what we observe 
in Figure 4-10. Thus, structural considerations, such as the availability of transport pathways 
or the presence of a grain boundary, could inhibit or promote transport within domains at 
different times. 
 If availability of pathways were the dominant mechanism for deintercalation, we would 
expect to see faster rates at later times, as more pathways open up. Instead, we see the reverse: 
with early times exhibiting faster rates (Figure 4-11), for all of the colors. Initially, the majority 
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of pathways are blocked, yet blue and cyan move faster at earlier times (Figure 4-11d,e). Thus, 
it is likely that electrostatic repulsion and strain influence deintercalation[3,5]. Since stage 1 
exhibits the greatest repulsion and strain between layers of adjacent intercalants[1,22], blue 
would be the most unstable. When the potential is reversed, the intercalant islands would move 
to alleviate the strain and reduce repulsion. Once pathways begin to empty, the ions have the 
option to choose between favorable and unfavorable pathways and this mechanism begins to 
compete with the stability of the substage.   
 If the availability of favorable transport routes does play a major role in 
(de)intercalation rates, we would expect to see difference among individual domains, since a 
region’s proximity to favorable pathways would determine whether or not it would 
(de)intercalate rapidly. We analyzed 10 regions of interest (ROIs) during intercalation (Figure 
4-12) and deintercalation (Figure 4-13). Overall, the rate profiles demonstrate that the rate 
distributions vary across domains and these differences tend to be more pronounced for 





Figure 4-12: Investigating the speed distributions of a) individual domains during 
intercalation. The numbers in the legends in b) and c) correspond to the regions demarcated in 
a). 
 
 Based on these observations of inhomogeneity, we analyzed the color patterns and rate 
profiles for the substages for two ROIs during intercalation. Figure 4-14 shows the masked 
images, color profile, and speed distributions for ROI1 (ROI1 is also depicted in Figure 4-12).  
Based on the masked frames and the color plot, the evolution of the substages is 
straightforward: orange nucleates within the first 15 s of intercalation (Figure 4-14a,g). Then, 
magenta appears in the center of the domain and grows outward (Figure 4-14b,g). Purple also 
nucleates from the center and follows a similar growth pattern (Figure 4-14c,g). After the 






Figure 4-13: Investigating the speed distributions of a) individual domains during 
deintercalation. The numbers in the legends in b) and c) correspond to the regions demarcated 
in a) 
 
 However, instead of filling the domain completely, blue is displaced by cyan (Figure 
4-14e). This displacement is reflected in the color profile (Figure 4-14g) with a dip in the blue 
paired with a simultaneous increase in cyan. Finally, the blue reenters the domain and fills it 
completely (Figure 4-14f,g). Interestingly, these observations seem to indicate that 
deintercalation occurs during intercalation, since cyan (an earlier substage) displaces blue. In 
addition, the speed distributions reveal that the colors follow a similar pattern as intercalation 






Figure 4-14: Analysis of domain 1, showing the evolution of colors during intercalation 
from the masked frames a)-f), the pixel counts (g), and the distribution of rates (h). 
 
 In ROI3 (Figure 4-15), the colors emerge in a similar fashion to ROI1 for early 
substages. However, at later times, the domain undergoes more significant deintercalation, 
with the colors turning blue, then cyan (Figure 4-15e), followed by purple (Figure 4-15f).  
Importantly, ROI1 and ROI3 are two of the first ROIs to intercalate, which suggests that they 
are adjacent to favorable pathways. However, since we observe partial deintercalation of the 
domains, it is possible that they are bounded by domains with unfavorable routes for ion 
transport on at least one side. Thus, ROI1 and ROI3 fill quickly, from one or more sides, but 
neighboring domain(s) remain unfilled. Since the intercalant islands cannot enter the 
neighboring domains by other routes, the concentration gradient builds between ROI3 and its 
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neighbor. Eventually, ions leave ROI3 (Figure 4-15f) and the domain is filled through the 
pathways by which it was filled originally.    
 
 
Figure 4-15: Analysis of domain 3, showing the evolution of colors during intercalation from 
the masked frames a)-h), the pixel counts (i), and the distribution of rates (j).  
 In addition to intercalation, we also present an analysis of two regions during 
deintercalation: dROI2 (Figure 4-16) and dROI6 (Figure 4-17). (Both domains are pictured in 
Figure 4-13a).  Figure 4-16a-f shows how the colors change during deintercalation. Initially, 
the domain appears blue, then cyan emerges, followed by blue again. This observation suggests 
that the domain deintercalated to the cyan substage and then re-intercalated to blue before 
passing through the other substages (cyan, purple, magenta, orange). With the exception of the 
blue-cyan-blue transition at early times, the domain exhibits the same color pattern (Figure 4-
16a-e) we observed across the full frame (Figure 4-7b). However, the rate distribution of 
individual colors is different from what we observe during deintercalation. During the initial 
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appearance of each color (Figure 4-16g), blue, cyan, and orange have faster rates than magenta 
and purple. At later times, magenta appears to exhibit faster distributions compared to the other 
colors, followed by cyan and blue/purple (Figure 4-16h).   
 
Figure 4-16: Analysis of domain 2, showing the evolution of colors during deintercalation 
from the masked frames a)-e), the pixel counts (f), and the distribution of rates at g) early and 
h late times.   
 
 For dROI6, the appearance of the colors is slightly different from dROI2. Here, the 
cyan does not propagate through the region. Instead, the domain transitions directly from blue 
to purple within the first few minutes of deintercalation. Once deintercalation of the domain, 
the transition from blue to orange is fairly rapid, taking only ~37 s (Figure 4-17a-d). However, 
the color then turns magenta again as the orange disappears (Figure 4-17e). Then, the orange 
color nucleates and the two colors remain in the region simultaneously (Figure 4-17f,g) until 






Figure 4-17: Analysis of domain 6, showing the evolution of colors during deintercalation 
from the masked frames a)-h), the pixel counts (i), and the distribution of rates (j).  
 
4.4 Conclusion and Future Work  
 In summary, we have developed a video analysis platform to investigate staging 
dynamics and quantify transport rates during (de)intercalation. We hypothesized that the colors 
represent substages of distinct stage 1/stage 2 composition and our observations of the 
reproducible color changes, the slower rates with increasing stage 1 composition, and the color 
patterns observed in individual domains during (de)intercalation strengthen this suggestion. 
Faster transport rates at early times for specific colors during both intercalation and 
deintercalation suggest that there may be competition between electrostatic repulsion/strain 
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considerations and the availability of less resistive transport pathways. In addition, the 
dynamics we presented for the individual domains further strengthen the idea that the 
mechanism of staging and transport is complex, even in a supposedly homogeneous graphite 
sample, like HOPG and motivates further study.   
 Importantly, these analyses can be extended to other intercalation compounds that 
exhibit color changes, and provide an opportunity to study the kinetics of intercalation in a 
variety of systems. A particularly interesting subset of these intercalation compounds would 
be ultrathin flakes, since these materials have different lateral sizes and thicknesses, which 
affect transport rates[1] (see Chapter 1). It would also be interesting to study whether 
(de)intercalation rates in a flake change with cycling. We have included code for the ultrathin 
flake analysis for the bisulfate system in our code (Section 4.2) and have already acquired 
experimental images (Section 2.6) for such an analysis.    
 In the future, we also hope to perform electron-backscattered diffraction (EBSD) SEM 
to look at the orientation, grain boundaries and local structure of the graphite before 
intercalation and after deintercalation. Combining this method with observations from our 
video analysis program would give us insight into how the local structure influences 
(de)intercalation. If transport pathways play a role, we would expect to see correlations 
between the presence of grain boundaries or rotational disorder and transport rates.    
 In addition, we are currently modeling the graphite-bisulfate intercalation process using 
a 6-layer model in COMSOL to verify the intercalation rates and observe the staging dynamics 
using the finite element method[23–25]. This method involves modeling the free energy of a 
layered system, taking the variational derivative of the free energy to obtain the chemical 
potential, and calculating the flux from these values[23–25]. From these calculations, we can 
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obtain voltage profiles, and intercalation rates for the individual colors. These results will lay 
the foundation for our lab to probe phase transformations during (de)intercalation and extend 
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