We prove the following theorem.
2)
3)
From now on, we assume Γ is distance-regular with diameter d. 
7)
(1.8)
Let IR denote the real field. By (1.5)-(1.8), the matrices A 0 , · · · , A d form a basis for a commutative semi-simple IR-algebra M , known as the Bose-Mesner algebra. By [1, p59,p64] , M has a second basis E 0 , · · · , E d such that
(1.10)
(1.12)
The E 0 , · · · , E d are known as the primitive idempotents of Γ, and E 0 is called the trivial primitive idempotent.
for some real scalars p i (j) (0 ≤ i, j ≤ d). The scalar p i (j) is known as the eigenvalue of A i associated with E j (0 ≤ i, j ≤ d). We often abbreviate
.
for some real scalars q i (j) (0 ≤ i, j ≤ d).
We set We refer to m i as the multiplicity of Γ associated with E i . By [1, p63] , we have 
where 2. The Q-polynomial Property.
Let Γ = (X, R) denote a distance-regular graph with diameter d. Observe the distance matrices of Γ satisfy
where • denotes entry-wise multiplication, so the Bose-Mesner algebra M is closed under •. Thus there exist q
The q h ij are known as the Krein parameters of Γ. Γ is said to be Q-polynomial (with respect to the given ordering E 0 , · · · , E d of the primitive idempotents) whenever for all integers h, i,
whenever one of h, i, j is greater than (resp. equal to) the sum of the other two. Let E denote a nontrivial primitive idempotent of Γ. Then Γ is said to be Q-polynomial with respect to E whenever there exists an ordering E 0 , E 1 = E, · · · , E d of the primitive idempotents with respect to which Γ is Q-polynomial. Suppose Γ is Q-polynomial with respect to the ordering E 0 , . . . , E d of the primitive idempotents. Then we often abbreviate
Lemma 2.1. Let Γ = (X, R) denote a distance-regular graph with diameter d ≥ 3, and assume Γ is Q-polynomial with respect to the primitive idempotent
where λ i is an appropriate real scalar that depends only on i.
(iii) ( [8, p384 ]) The scalars θ Proof.
(ii) Fix x, y ∈ X at distance δ(x, y) = i. Let u denote a vertex at distances δ(u, x) = i + j, δ(u, y) = j. Taking the inner products of Eû with both sides of (2.2), and evaluating the result using (1.20), we obtain the result.
Proof. Let i, x, y, z be given, and suppose (2.3) does not hold. Then
Taking the inner product of Eẑ with both sides of (2.2), and evaluating the result using (1.20) and (2.4), we find
Combining (2.5), (2.6), and observing λ i = 0 since i = 2, we find θ * i = θ * i+1 , contradicting Lemma 2.1(iii).
Proof. The proof is by induction on i. The case i = 2 is trivial, so assume
. By the construction and induction,
as desired. This proves the corollary.
3. Some Eigenvalues. 
where i 1 is defined in (1.23).
(ii) 
Proof. Let σ i denote the expression on the right in (3.2), for 0 ≤ i ≤ d. By (3.1) and (1.21)-(1.24), we obtain
satisfies the same recursion and has the same initial conditions, so
This proves the lemma.
4. The Subspaces.
Definition 4.1. Let Γ = (X, R) denote a distance-regular graph.
(i) A subset Ω ⊆ X is said to be weak-geodetically closed whenever Ω = ∅, and for all x, y ∈ Ω,
(ii) By a subspace of Γ we mean a regular subgraph which is induced on a weakgeodetically closed subset. We observe the subspaces of diameter 0 are just the vertices of Γ. We refer to the subspaces of diameter 1 (resp. diameter 2) as the lines (resp. planes) of Γ.
Properties of weak-geodetically closed subgraphs are discussed first by H. Suzuki in [7] , where the term strongly closed is used for weak-geodetically closed. In this paper, we quote some of their properties from [11] . (i) The intersection of two weak-geodetically closed subsets is either empty, or weak-geodetically closed.
(ii) Let Ω denote a subspace of Γ. Then Ω is distance-regular with intersection numbers
where t denotes the diameter of Ω. 
where t denotes the diameter of Ω. (i) The subgraph induced on each weak-geodetically closed subset is regular.
(ii) For all x, y ∈ X, x, y are contained in a subspace of diameter δ(x, y). (i) The intersection of two subspaces is either a subspace or the empty set.
(ii) Let Ω and Ω denote subspaces of Γ such that Ω is properly contained in Ω . Then the diameters
(iii) For any x, y ∈ X, the subspace of diameter δ(x, y) containing x, y is unique.
(iv) Suppose Ω is a subspace of Γ. Then Ω is t-bounded, where t is the diameter of Ω.
Proof. Then there exists a unique subspace of Γ that has diameter j and contains both x and Ω.
Proof. Pick a vertex y ∈ Γ j (x) ∩ Ω. Let ∆ denote the subspace of Γ that has diameter j and contains x, y. Observe Ω∩∆ is a subspace, and clearly Ω∩∆ ⊆ Ω, so Ω∩∆ has diameter at most 2. Observe by (4.1) that Ω∩∆ contains all vertices in Ω adjacent y. Now Ω ∩ ∆ must contain a pair of non-adjacent vertices, so Ω ∩ ∆ is a plane. Applying Lemma 4.5(ii), we find Ω ∩ ∆ = Ω, so Ω ⊆ ∆. The uniqueness of ∆ follows from Lemma 4.5(iii).
Let Ω denote a plane of Γ. Pick any x ∈ X, and set
We refer to S as the shape of Ω with respect to x. 
Proof. By assumption, there exists a vertex y ∈ Γ i−2 (x) ∩ Ω. We show y satisfies (4.6). To do this, we first show
Pick any vertex u ∈ Γ 2 (y) ∩ Ω. To obtain a contradiction, suppose δ(x, u) < i. Pick a vertex w adjacent to u and y. Observe that δ(x, w) < i, and w ∈ Ω by
Apparently Ω ∩ ∆ has diameter 2, so Ω ∩ ∆ = Ω by Lemma 4.5(ii), forcing Ω ⊆ ∆. But this is impossible, since the diameter of ∆ is at most i − 1, and since Ω has shape {i − 2, i − 1, i} with respect to x. We now have a contradiction, and (4.7) follows. We now show
This is immediate from (4.7), since Ω is distance-regular with diameter 2 and for each w ∈ Γ 1 (y) ∩ Ω, w is adjacent to some vertex in Γ 2 (y) ∩ Ω. This proves (4.6). The uniqueness of y is clear from (4.6). 
Recall Ω is distance-regular by Lemma 4.2(ii). By (4.2), (1.21),
and by (4.4), (1.22),
This proves the lemma. 
The following two classes of distance-regular graphs have geometric parameters. We now consider the properties of distance-regular graphs with geometric parameters. 
Hence Ω has geometric parameters (t, b, α).
We are mainly concerned with distance-regular graphs that have geometric parameters and are d-bounded. We now mention a few results concerning these graphs. 
where diam denotes the diameter.
Proof. Fix a vertex x ∈ Ω ∩ Ω , and let I denote the poset consisting of all subspaces of Γ that contain x, with partial order by reverse inclusion. We show I is a modular atomic lattice with rank function d−diam. To see this, we use some results from [12] . First of all, we observe I is an interval in the poset P (Γ) defined in [12 We now consider how to tell if a given distance-regular graph is d-bounded and has geometric parameters. (i) Each line has cardinality
(ii) Each plane has cardinality
by (1.4), (4.4), (1.2). Now (6.1) follows by evaluating (6.3) using (1.24), (5.1).
(ii) Each plane Ω has cardinality (ii) Each z ∈ Γ i−1 (x) ∩ Ω is adjacent to exactly
Proof. (i) Let C denote a maximal connected subset in Γ i−1 (x) ∩ Ω. We show C is a line. Pick any vertex w ∈ C, let ∆ denote the subspace of diameter i − 1 containing x and w, and observe ∆ ∩ Ω ⊆ Γ i−1 (x) ∩ Ω. Observe ∆ ∩ Ω is a subspace, so it is connected, forcing
and combining (6.6)-(6.7),
By Lemma 4.6, there exists a unique subspace ∆ of Γ that has diameter i, and contains both x and Ω. Observe ∆ equals the minimal subspace of Γ containing ∆ and Ω. Applying (5.2),
so C is a line by (6.8), (6.9) . This proves (i).
(ii) Recall that Ω is regular with valency b 0 − b 2 by (4.4), and z is adjacent to a 1 + 1 vertices in Γ i−1 (x) ∩ Ω by (i) and (6.1). Hence z is adjacent to
∩ Ω by (1.22) and (5.1). This proves (ii).
The Case d = 3.
In this paper, we are mainly concerned with distance-regular graphs that have geometric parameters and are d-bounded, where d denotes the diameter. In this section, we consider the special case d = 3.
Lemma 7.1. Let Γ = (X, R) denote a distance-regular graph with geometric parameters (3, b, α) . Suppose Γ is 3-bounded, and let Ω denote a plane of Γ. 
Evaluating (7.3) using (7.4)-(7.7), we find it equals zero. Now (7.2) holds, and the lemma is proved.
Lemma 7.2. Let Γ = (X, R) denote a distance-regular graph with geometric parameters (3, b, α) . Suppose Γ is 3-bounded. Pick x ∈ X, and suppose there exists a plane Ω of shape {2, 3} with respect to x. Then (i)
Taking the inner product of E 3x with both sides of (7.1), and evaluating the result using (1.20), (1.17),
∩ Ω , and simplifying the result using (3.2), (1.3), (1.21)-(1.22), (6.2), (5.1), we obtain (7.8)-(7.9).
Lemma 7.3. Let Γ = (X, R) denote a distance-regular graph with geometric parameters (3, b, α) . Suppose Γ is 3-bounded. Pick x ∈ X, and suppose there exists a plane Ω of shape {2, 3} with respect to x. Then each vertex in Γ 3 (x) ∩ Ω is adjacent to exactly
Moreover, the scalar on either side of (7.12) is positive.
Proof. For all y ∈ Γ 3 (x) ∩ Ω, let f y denote the number of vertices in Γ 2 (x) ∩ Ω adjacent y. Observe
Applying (6.5),
Counting the number of paths z, y, w ∈ Ω such that
in two ways, one in the sequence y, z, w, the other in the sequence z, w, y, and observing δ(z, w) = 2 by Lemma 6.2(i), we obtain
y in (7.13) using (7.14)-(7.16), and eliminating the result using (1.21)-(1.24), (5.1), (7.8)-(7.9), (6.5), we find the right hand side of (7.13) equals zero. This forces
By (1.21), we find
and this scalar is positive since Ω is connected. This proves the lemma. (i) w and Ω are contained in a common subspace of diameter 3.
Proof. By Lemma 6.2(i), Γ i−1 (x) ∩ Ω is a disjoint union of lines. In particular, there exist adjacent vertices y, z ∈ Γ i−1 (x) ∩ Ω. Recall Γ is Q-polynomial by Lemma 3.1, so by (2.7),
Observe that Ω has shape {2, 3} or shape {2, 3, 4} with respect to w. In view of Lemma 4.9, Ω has shape {2, 3} with respect to w. Applying Lemma 4.6, we find w and Ω are contained in a common subspace ∆ of diameter 3, so we have (i). To obtain (ii), first observe ∆ has geometric parameters (3, b, α) by Lemma 5.4, and is 3-bounded by Lemma 4.5(iv), so the results of section 7 apply to ∆. Observe that
To show equality in the above line, suppose there exists a vertex u that is contained in
Applying Lemma 7.3 to ∆, we find u is adjacent to some vertex in Γ 2 (w) ∩ Ω.
There is no such edge inside Γ i−1 (x) ∩ Ω since both Γ i−1 (x) ∩ Ω and Γ 2 (w) ∩ Ω are a disjoint union of lines by Lemma 6.2(i). We now have a contradiction, so equality holds in (8.1), and we have (ii). Condition (iii) is immediate from (ii), and since Ω has shape {2, 3} with respect to w. (i) 
lines.
Proof. By Lemma 6.2(i), Γ i−1 (x) ∩ Ω is a disjoint union of lines. Dividing (8.2) by the line size (6.1), we obtain (8.5).
9. Counting Arguments. (ii) y is contained in
planes of shape {i − 1, i} with respect to x.
(iii) y is contained in
planes of shape {i} with respect to x.
Proof. Let 1 (respectively 2 , 3 ) denote the number of planes containing y that have shape {i − 2, i − 1, i} (respectively {i − 1, i}, {i}) with respect to x.
To obtain 1 , we count in two ways the number of ordered pairs (z, w), where z, w are vertices in X such that
Observe that for such a pair (z, w) we have δ(y, w) = 2, so there is a unique plane containing y, w; it contains z and has shape {i − 2, i − 1, i} with respect to x. On the one hand, we count in the sequence z, w in X, and on the other hand, we count in the sequence w, z in each of the planes containing y of shape {i − 2, i − 1, i} with respect to x. By Lemma 4.9, we obtain
and (9.1) follows by solving (9.4) for 1 .
To obtain 2 , we count in two ways the number of ordered pairs (z, w), where z, w are vertices in X such that
Note that δ(y, w) = 2, otherwise by (4.1), y is contained in the subspace of diameter δ(x, z) containing x and z, a contradiction. Observe from Lemma 4.9 that y, w determine a plane containing y, z, w of shape {i − 2, i − 1, i} or of shape {i − 1, i} with respect to x.
On the one hand, we count such z, w in X, and on the other hand, we count such z, w in each of the planes containing y of shape {i − 2, i − 1, i} or {i − 1, i} with respect to x. We obtain
by Lemma 4.9, Lemma 8.2(iii), Lemma 6.2(i), (6.1). Solving (9.4)-(9.5) for 2 and simplifying the result using (1.21)-(1.24), (5.1), we obtain (9.2).
To obtain 3 , we count in two ways the number of ordered pairs (z, w), where z, w are vertices in X such that
On the one hand, we count such z, w in X, and on the other hand, we count such z, w in each of the planes containing y of shape {i − 2, i − 1, i}, {i − 1, i}, or {i} with respect to x. Using an argument similar to the proof of (9.5),
Solving (9.4)-(9.6) for 3 and simplifying the result using (1.21)-(1.24), (5.1), (9.1)-(9.2), we obtain (9.3). 
is an integer, so b is odd. We now have (ii), and the lemma is proved.
We now come to the main theorem of this paper. 
