ABSTRACT. This study addresses the problem of finding the range of efficiency for each Decision Making Unit (DMU) considering uncertain data. Uncertainty in the DMU coefficients in each factor (input or output) is captured through interval coefficients (i.e., these are uncertain but bounded). A twophase additive Data Envelopment Analysis (DEA) model for performance evaluation is used, which is adapted to include the concept of super-efficiency to provide a robustness analysis of the DMUs in face of uncertain information, assessing whether each DMU is surely efficient, potentially efficient, or surely inefficient for the uncertainty intervals specified. Another contribution is to present how a maximal stability hyper-rectangle can be computed for each DMU such that its efficiency status does not change when the coefficients vary within that interval.
Introduction
Data Envelopment Analysis (DEA), originally developed by Charnes et al. (1978) , is a nonparametric approach based on linear programming to evaluate observations representing the performances of all units (Decision Making Units -DMUs) under evaluation. Each DMU is characterized by the "consumption" of multiple inputs for the "production" of multiple outputs. The different DEA models seek to determine which of n DMUs form the efficient frontier (or envelopment surface) in Pareto-Koopmans sense. These evaluations result in a performance score that ranges between zero and unity that represents the "degree of efficiency" obtained by DMUs.
In real-world evaluation problems, information is generally subject to several sources of uncertainty, resulting from data scarcity, difficulties of data estimation or data collection, or even to contradictory information from distinct sources. Therefore, decision aid models must cope with this data uncertainty by using models capable of providing robust conclusions, i.e., recommendations that are somehow "immune" to plausible data instantiations. The use of interval coefficients is a very flexible modelling tool for capturing this type of data uncertainty (i.e., the precise performances of the DMUs are unknown but bounded within an interval) since it does not impose stringent requirements about probability or possibility distributions. There are two main perspectives to deal with uncertainty in the context of our work. One, which is generally encompassed under the designation imprecise DEA (IDEA) (Cooper et al., 1999 (Cooper et al., , 2001a (Cooper et al., , 2001b , studies how to deal with imprecise data such as bounded data, ordinal data and ratio bounded data in DEA and results in a non-linear and non-convex DEA model. By using scale transformations and variable changes (Zhu, 2003) , or only variable transformations (Despotis and Smirlis, 2002) , this non-linear model can be transformed into an equivalent linear programming problem. The other perspective, which is more related to the approach proposed in this paper, deals with computing stability intervals for uncertain coefficients so that results do not change (Zhu, 1996 (Zhu, , 2001 Zhu, 1998a, 1998b) . This paper addresses this type of uncertainty in the context of a two-phase method developed by Gouveia et al. (2008) , which was inspired on the additive DEA model proposed by Charnes et al. (1985) as well as the additive model with oriented projections presented by Ali et al. (1995) . In Gouveia et al.'s model, the DMUs are treated as alternatives of a multiple criteria decision model (an additive multi-attribute utility model), each alternative being evaluated in a number of distinct criteria. The two-phase method provides an efficiency measure of each DMU by calculating a criterion weighting vector and, if necessary, obtaining the projected point.
There are two main contributions in this work. One contribution is to present how the range of efficiency for each DMU can be computed in presence of interval values for the DMU coefficients in each input/output. This allows performing a robustness analysis of each DMU under evaluation, assessing whether each DMU is surely efficient, potentially efficient, or surely inefficient for the uncertainty intervals specified. Another contribution is to present how a maximal stability hyper-rectangle can be computed for each DMU such that its efficiency status does not change when the coefficients vary within that interval. This is confronted with the idea of taking a super-efficiency score as a proxy of robustness, after adapting the original model of Gouveia et al. (2008) to consider the concept of super-efficiency.
Following this introduction, section 2 briefly describes DEA models, with emphasis on the additive DEA model and the weighted additive model. In section 3, the concept of super-efficiency is reviewed. Section 4 introduces the two-phase method of Gouveia et al. (2008) with the modifications to include the superefficiency concept. In section 5, the ranges of efficiency are computed and the robustness of each DMU is analyzed by considering a two-dimensional pedagogical example. In section 6, an example with real world data is provided for exploiting the insights from this robustness analysis. Concluding remarks are presented in section 7.
Data Envelopment Analysis
The set of n DMUs to be evaluated is )} ,..., 1 ( : There are two main types of DEA models that provide a measure of relative efficiency for each DMU according to the returns to scale considered (Seiford and Zhu, 1999b) : Constant Returns-to-Scale (CRS) models, such as the CCR model (see Charnes et al., 1978) , and Variable Returns to Scale (VRS) models, such as the BCC model (see Banker et al., 1984 ) and the additive model (ADD) of Charnes et al. (1985) .
The additive model
In CCR and BCC models we need to distinguish between input-oriented and output-oriented models. The additive model combines both orientations in a single model, which can be formulated as follows:
The ADD model returns a non-positive value * k z , which allows checking the relative efficiency of the DMU k under analysis. If the value obtained is negative, then the DMU under analysis is operating inefficiently in some factors. This value is the symmetric of the sum of the distances in each dimension to the envelopment surface (L 1 distance).
If DMU k is inefficient (i.e., it does not lie on the efficient frontier defined by the set of DMUs) the model identifies a projected point ( ) 
This is a necessary and sufficient condition for efficiency, Charnes et al. (1985) .
The projected point can be characterized, in an alternative way, as
, from the primal constraints. This ADD model measures the excess of inputs, e , and the deficit of outputs, s , in which the DMU k operates when confronted with the DMUs that operate on the efficient frontier. Ali et al. (1995) presented a variant of additive model with oriented projections, which is henceforth called weighted additive model.
The envelopment formulation for this model is: Super-efficiency and sensitivity analysis in DEA Andersen and Petersen (1993) developed an extended DEA measure in which the basic idea is to compare the DMU under evaluation with a linear combination of all other DMUs in the reference set. This means that the production possibility set is reduced by not considering the DMU being evaluated, which allows efficient DMUs to become super-efficient and have different super-efficiency scores. In other words, the DMUs can increase the input vector (or decrease the output) to some extent while preserving efficiency.
We can also perceive DEA models as projection mechanisms and the projections of the inefficient DMUs on the efficient frontier depend on the scales used to measure each input or output. Super-efficiency is very sensitive to the projection mechanisms and tends to favour "extreme" solutions (Bouyssou, 1999) .
The set of DMUs can be partitioned into two groups: frontier (efficient) DMUs and non-frontier (inefficient) DMUs. The frontier DMUs consist of DMUs in the set E (extreme efficient), set E' (efficient but not an extreme point) and the set F (weakly efficient or frontier point but with non-zero slacks). The super-efficiency model identifies the classification of a given DMU and, using some extensions of the super-efficiency model, a sensitivity analysis of the conclusions about efficiency can also be performed.
However, under certain conditions the process of determining the super-efficiency score can lead to an infeasible linear program. Based on Thrall (1996) , a necessary, but not sufficient, condition for infeasibility is that an excluded DMU is extreme efficient. Dulá and Hickman (1997) and Seiford and Zhu (1999a) reported a necessary and sufficient condition for infeasibility in an input-oriented CCR superefficiency model: the excluded DMU has the only zero value for any input, or the only positive value for any output, among all DMUs in the reference set. Infeasibility cannot arise in an output-oriented CCR super-efficiency model. Infeasibility also occurs in the BCC super-efficiency model, when an efficient DMU under evaluation cannot reach the frontier formed by the remaining DMUs via increasing the inputs (or decreasing the outputs). Infeasibility arises in either orientation whenever there is no reference DMU for the excluded one.
Many DEA researchers have addressed the sensitivity of the results to data perturbations and the robustness of the efficiency scores resulting from these perturbations, based on super-efficiency DEA approaches. Continuing the work of Zhu (1996) , Seiford and Zhu (1998a) developed a sensitivity analysis procedure to determine stability regions for possible increases in all inputs and for possible decreases in all outputs within which the efficiency of a specific efficient DMU remains unchanged. Seiford and Zhu (1998b) extended the method by Zhu (1996) and Seiford and Zhu (1998a) to the worst-case scenario,
where the same maximum percentage data changes for deteriorating the efficiency of a DMU under analysis and the data changes for improving the efficiencies of the other DMUs simultaneously are calculated. In this work, the authors also concluded that the relationship between the infeasibility and stability of efficiency classification, discovered in Seiford and Zhu (1998a) , remains for the simultaneous data variations case and for all basic DEA models. Generalizing these results, Zhu (2001) considered that the data perturbation in the DMU under analysis and the data perturbations in the remaining DMUs can be different when all the remaining DMUs improve their efficiencies at the expense of deteriorating the efficiency of the efficient DMU under analysis. Necessary and sufficient conditions for preserving efficiency were provided.
Our approach differs from the sensitivity and robustness analysis presented by previous authors in several aspects. It has been developed for the additive two-phase model of Gouveia et al (2008) . The uncertainty in the coefficients in each factor (input or output) is captured through interval coefficients and converted into utility scales (which are always to be maximized). An optimistic efficiency measure and a pessimistic efficiency measure are computed. Additionally, a tolerance threshold for each efficient DMU is determined, that is a maximum tolerance in the factor scores for which the DMU's efficiency status changes. Using these two types of efficiency measures, we can classify the DMUs as surely efficient, potentially efficient, or surely inefficient. Unlike the standard super-efficiency models, with specific orientations, the model proposed in this paper projects the DMUs in any direction in a way that minimizes the distance of the unit under evaluation to the best of all units (excluding the one in evaluation), and therefore no infeasibility concerns arise.
Adaptation of the two-phase method to compute super-efficiency scores
The two-phase method developed by Gouveia et al. (2008) is a variant of the additive DEA model with oriented projections (Ali et al., 1995) , which uses concepts developed in the field of multiple criteria decision analysis (MCDA) under imprecise information (Athanassopoulos and Podinovski, 1997; Dias and Clímaco, 2000) .
We consider the DMUs as alternatives of a multiple criteria evaluation model, each one being evaluated in a number of distinct criteria. Each criterion corresponds to an input or an output factor in DEA models.
A direction of preference is associated with each criterion: increasing for outputs and decreasing for inputs. The method uses an additive utility function to aggregate the utilities associated with each alternative, based on the Multi-Attribute Utility Theory (MAUT) (see Keeney and Raiffa, 1976 ).
Adapting to this context, the purpose of MAUT will be to assess the utility of each alternative, considering that the larger the utility the better. MAUT is also aimed at simplifying the task of building the utility functions when evaluating the alternatives that are described by multiple attributes. In addition the decision maker's task is facilitated because he can focus the attention on one attribute at a time and then make the aggregation of attributes, rather than make judgments directly on the global utility (the concept of attribute in this theory is equivalent to our concept of criterion). This overcomes the problem of the scales associated with the ADD model, since all the input and output measures are translated into utility units. Moreover, the weights used in the aggregation gain a specific meaning: they are the scale coefficients of the utility functions. Weights are chosen to benefit each DMU as much as possible, rather than being fixed beforehand as in the model by Ali et al. (1995) . Finally, the efficiency measure assigned to each DMU gains an intuitive meaning: it corresponds to a "min-max regret" (utility loss) measure.
Considering that the alternatives are the DMUs to be evaluated according to q criteria, we assume that the The use of this model requires that the original input and output scales have to be converted into utility scales and there are several techniques for questioning the decision maker, in order to construct the utility functions compatible with their answers (see von Winterfeldt and Edwards, 1986) . Hence, after being converted into utilities all criteria are treated as outputs. Gouveia et al. (2008) proposed a two-phase method to incorporate preferences in the ADD model. In this study the two-phase method is adapted to consider the super-efficiency concept. For that purpose the following problem is solved:
The score denotes the distance defined by the utility difference to the best of all alternatives (excluding the one under evaluation). The aim of our approach is, for DMU k, to calculate the vector w of utility function weights that minimizes the distance (the utility difference) of this unit to the best one (note that the best alternative will also depend on w), excluding itself from the reference set. Regarding the model of Gouveia et al. (2008) , the only change is to exclude one constraint in which the DMU k under evaluation was compared to itself (which is achieved by introducing j≠k in problem (1)). This change implies that is now allowed to become negative.
This approach is identical to that described in Gouveia et al (2008) , and starts by finding the weights (the variables of problem (1)) that most benefit the DMU under consideration to have the worst utility loss (also a variable of problem (1)). Then, the "weighted additive" problem can be solved using the optimal weighting vector w c * , resulting from (1), to compute the projected point in case of the DMU is inefficient. 
If the optimal value of the objective function in (1) is not positive, then the DMU k under evaluation is efficient. Otherwise it is inefficient and is the minimum difference of utility to the best DMU (i.e., the DMU with higher global utility). However, with the adaptation made to the original method we can also discriminate the efficient units. If < 0, then the DMU is in the set E (extreme efficient); if = 0 and all the slacks are null in phase 2, then the DMU belongs to E' (efficient but not an extreme point
and not all the slacks are null in phase 2, then the DMU belongs to set F (weakly efficient or frontier point but with non-zero slacks).
Using this measure, we can assess the extent to which an efficient DMU may worsen its utility while remaining efficient. This allows analyzing the robustness of the classification of a DMU as an efficient unit in face of uncertain information regarding factor coefficients. As becomes more negative, we expect the efficient DMU to be more robust to changes in input and output levels.
Robustness analysis and stability intervals
Consider that the value cj p (performance of DMU j in factor c) is uncertain but bounded within the range
Given interval performances on each factor (input or output), it is possible to compute an optimistic and a pessimistic efficiency measure d k * for each DMU, k =1,…,n, using the first phase of the two-phase method. As an example, let us consider that all performances are bound to intervals
d for instance equal to 5%, 10%, or 20%. For this work, we consider that all performances are applied the same tolerance d , but we may consider that the tolerance is applied only to a subset of these (inputs or outputs).
To present the methodology proposed in this paper, let us consider as an illustration the data in Table 1 (displayed in Fig. 1 ). Taken from Gouveia et al. (2008) , these data have been modified by adding DMU9, which is weakly efficient, to portray more possibilities. For this illustration let us assume that inputs and outputs are converted into "utilities" in a linear way (in practice these functions may be constructed with the clients of the study, reflecting their value system, see Almeida and Dias (2012) ). So, for the plausible higher tolerance value considered (in this case  = 20%), and for each c =1,…,q, we choose a value and , and then we compute the utilities for each unit using: Considering the nominal values for each DMU and applying the two-phase method (1) and (2), we can build Table 2 and rank the DMUs in terms of optimal utility loss
The lower the value of 
To compute the optimistic efficiency measure d k opt * for DMU k the following LP similar to (1) is solved:
To compute the pessimistic efficiency measure d k pes* for DMU k the following LP similar to (1) is solved:
With this analysis we can assess the robustness of the DMU under consideration because despite being assessed in a pessimistic way it may keep its efficiency status. A DMU is said to be robust to changes in its factors if the DMU remains in the same status after the change. Therefore, the DMU is robustly
efficient in the range of uncertainty considered. These results are displayed in Table 3 . A different type of analysis that can be carried out is to compute the maximum tolerance  such that the efficient DMUs maintain efficiency, i.e., to compute a stability interval in terms of a parameter  affecting all the factors:
This can be easily accomplished by a bisection technique (see Table 4 ) if the utility functions are monotonous. Table 5 shows that for a tolerance greater than 5.2% the DMU1 is no longer guaranteed to be efficient. For DMU2 the tolerance threshold for being robustly efficient is 5.6%. It is noteworthy that DMU1 had a measure of efficiency highest than DMU2, but in this analysis this DMU emerges as being the most robust as it maintains the range of efficiency for a higher level of uncertainty on performances. Concerning DMUs 3 and 4, the tolerance threshold for which they are surely efficient is lower.
An example with real world data
This section revisits an empirical example of Cooper et al. (2006) displayed in Table 6 , aiming to illustrate the insights that can be obtained from the approach proposed in this paper. There are 12 hospitals and 6 factors: number of doctors and nurses and the relative unit costs of doctors and nurses in terms of inputs, and two outputs identified as number of outpatients and inpatients (each in units of 100 persons/month). In this case we also consider that the higher tolerance value is  = 20%, and for each c =1,…,q, we choose a value and . For the purpose of this illustration, the performances of the 12 hospitals are converted into utilities, using
a linear transformation, as described in the previous section, and considering the tolerance d = 5%, 10%, or 20%. Table 8 displays the results for each DMU considering the optimistic (for lower limits of the ranges) and pessimistic (for upper limits of the ranges) perspectives, using the first phase of the two-phase method with  = 5%, 10%, or 20%. According to the rank previously made and for a tolerance of 5%, DMUs 11, 5, 1 and 2 are surely (robustly) efficient. The DMUs 12, 10, 4, 9 and 7 do not remain always efficient for the same tolerance value. For a tolerance of 10% only DMU11 maintains the efficiency status.
Using a bisection technique we compute the maximum tolerance value for which the efficient DMUs maintain the efficiency status. Observing the stability interval limits shown in Table 9 ,and comparing with the rank established based on the nominal values of DMUs, we can conclude that the most robust DMU is DMU11, which coincides with the analysis based on super-efficiency. But the second most robust one is DMU1, which was ranked after DMU5 in the super-efficiency ranking. This type of analysis can be better understood when accompanied by the graph in Figure 3 where the behaviour of d k pes* (pessimistic assessment) is illustrated. In fact DMU11has a better efficiency measure and maintains the efficiency for a greater level of uncertainty in performances (δ max = 10.1%). It is also possible to see that despite some DMUs had a better level of efficiency, with respect to the nominal situation δ = 0%, they are overtaken by others with a lower efficiency measure when more uncertainty in the performance of these units is assumed. This is the case of DMU10, which has a lower d k pes* for a tolerance of less than 5.4% and it is surpassed by DMU7 for higher tolerance values. 2, 4, 5,7,9,10,11 and 12 We can also observe that for linear utility functions the curve that represents the optimal value 
Concluding remarks and future work
This work provides a robustness analysis of each DMU in presence of interval data. A preliminary assessment of the robustness of each DMU is obtained using the first phase of a two-phase method with a modification to include the super-efficiency of efficient units. This method projects the DMUs in any direction in a way that minimizes the distance of this unit to the best of all (excluding the one under evaluation), and therefore no infeasibility occurs.
Assuming that the values of the DMU performances in each factor (inputs and outputs) are not known exactly, but an interval of values for these performances can be established, it is possible to calculate an efficiency range for each DMU. The efficiency scores for the DMU under analysis are computed considering its coefficients in the most unfavourable/favourable bounds and all the other DMU's coefficients in their most favourable/unfavourable bounds, in order to assess the DMU's robustness. This process enables to classify the DMUs as surely efficient, potentially efficient, or surely inefficient.
The maximum tolerance d such that the efficient DMUs maintain efficiency is also computed, by using a bisection technique. An illustrative example shows that, according to this robustness measure, the DMU with the highest super-efficiency score is not necessarily the most robust one, i.e., the one with widest stability intervals.
In future work we intend to include in the model a way to calculate this tolerance given different types of utility functions.
DMUs for which there is no slack in (1'). Note that
