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ABSTRACT
Latent Forces for Partial Differential Equations Applied to mRNA Concentration
Inference in Drosophila Melanogaster Early Development
Author : Eng.Juan David Vasquez Jaramillo
Supervisor : Prof. Eng. Mauricio Alexander Alvarez Lopez, Ph.D
Key Words:
Gaussian Processes, Transcriptional-Translational Regulation, Partial
Differential Equations, Reaction-Diffusion Phenomena, Drosophila Melanogaster,
Bicoid Protein Morphogen Gradient
Modelling transcriptional regulation provides amazing challenges that encourage the
convergence between mathematics, physics, chemistry, biology, medical care, electronics
instrumentation and computer science. One of the most challenging features that mod-
elling transcriptional regulation provides is to establish how protein expression levels
and messenger ribonucleic acids (mRNA) expression levels interact to provide a robust
process that ensures function within a living cell.
In the work presented in this dissertation, the Bicoid protein expression level and the
Bicoid mRNA expression level are described using a reaction-diffusion PDE (Partial
Differential Equation) based mechanistic model integrated with protein expression data
available from FlyEx database using Gaussian processes. The problem reported in this
document consists in inferring the mRNA expression level using available data from
protein expression profiles (Temporal Profiles), specifically from Bicoid protein.
This work presents a methodology based on Gaussian processes regression models effec-
tively combined with mechanistic models based on partial differential equations. Assum-
ing that the mRNA expression levels and the protein expression levels are jointly gaussian
and that both are related through a partial differential equation, given data from the
protein expression profiles, inference can be made upon the mRNA expression level by
estimating the parameters of the posterior Gaussian process distribution. In addition
to this, in available literature, the problem reported in this document was approached
using ordinary differential equations and discretized partial differential equations. The
vnovel methodology proposed, deals with the problem using the complete solution for a
partial differential equation based on Green and Heaviside boundary functions, hence
considering the propagation of the excitation in the spatio-temporal domain.
The results reported in this document show that the proposed methodology over per-
forms other available methodologies in current literature, obatining better estimations
for the output regression in the temporal domain and enhancing error metrics with re-
spect to available literature in the spatial domain. With regards to latent force inference,
the results obtained showed an extremely close approximation with respect to the decay
rate profile in the mRNA expression level, in contrast with the stability regulation pro-
file, that is poorly approximated when using only one test point in the training process.
However, when including five test points in the training process, the inferred latent force
approaches the expected theoretical value better than any other reported in available
literature. In addition to this, when using three test points in the training process, the
stability regulation value is also very well approximated but its duration is shorter than
the expected theoretical value.
From the work done, it was shown that the model proposed reproduces the output
regression in the spatial domain with a very good precision, reproduces the output re-
gression in the temporal domain with acceptable precision and infers the latent force,
that is, the mRNA expression level with very good precision when training with five
test points and with one test point the precision diminishes when inferring the stability
regulation profile whilst the precision inferring the decay rate remains the same.
Master of Science
by Eng. Juan David Vasquez Jaramillo
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Objectives
General Objective
To Develop Gaussian Process Based Linear Latent Force Models for Inferring Maternally
Provided Bicoid mRNA Concentration From Gene Expression Data measured from the
Drosophila Melanogaster Embryo Development Scenario.
Specific Objectives
1. To Collect and Analyse Data from a Previously Chosen Biological Process.
2. To Develop a Methodology for Fitting Observations to a Spacial Discrete Partial
Differential Equation Describing Drosophila Early Development in Terms of the
Bicoid Protein.
3. To Infer the mRNA Expression Level from Protein Expression Data.
4. To Compare with Other Methodologies Available in Scientific Literature.
2
Chapter 1
Introduction:
Latent Forces and Systems
Biology
1.1 Introduction
This document presents the methodological development of the work done for inferring
Bicoid mRNA expression Level from Bicoid Protein expression levels. At the beginning
of the chapter, the problem overview and the general contributions from other literature
will be reviewed. In addition to this, the general idea of a latent force model will be
presented in the context of dynamical systems and systems biology, and the significance
of approaching biology in a systematic context.
1.2 What Is It about
1.2.1 General Description
The new age of computational emergence of biology is primarily based on the avail-
ability of large datasets and on several emerging experimental techniques [22]. Newly
developed equipment in electronics instrumentation has enabled the study of complex
phenomena in all length scales in biology which are cell/molecular level, tissue/organ
level and organismic level 1 [61], [101],[36]. Specifically, at the cell and molecular level,
there are very interesting phenomena that can be scoped and predicted using available
data.
1Note the difference with multiscale analysis in physics, which is, the study of matter and energy
interaction at an atomic level, microscopic level, mesoscopic level and continuum level
3
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Generally speaking, a very interesting phenomena to study in biology at a cellular level
are biological/biochemical networks [13]. Biological networks can be easily classified
as protein-protein interaction networks, gene regulatory networks (DNA-Protein inter-
action networks), metabolic networks, signalling networks and neuronal networks [30].
The study of a network, in general means to study interactions between components,
taking into account a given set of transition laws between states in the network. When
studying biological networks at a cell/molecular/tissue level, the interactions between
components gives us a very general (holistic not reductionist) idea of the functional state
of a cell/tissue [93], [30], [42].
In regards to these facts, studying gene regulatory networks, provides a structural un-
derstanding of the flow of information from the DNA to the protein synthesis factory
(Ribosome), providing also a framework for understanding how the network interactions
affect the gene expression in terms of the time when it expresses, how it expresses and
for how long, which is, at the end, what governs the functional behaviour of the
cell/tissue interaction complexity.
It can be seen that the quantitative evaluation of gene regulatory networks is the key task
for unveiling the complexity of the cell functions. Quantifying functions has been done
using reductionist schemes, that is, evaluating gene expression dynamics and their effect
in function, however ignoring the fact that these protein concentrations are strongly re-
lated to mRNA expression levels throughout a gene regulatory network with parameters
such as molecular diffusion DM and reaction rates λM [16], [95].
Following this idea, developing models for gene regulatory networks and for transcrip-
tional/translational regulation, helps in predicting the behaviour of the gene expression
profiles as a function of the network activation through the mRNA expression levels.
The models used depend on the number of components of the network and the com-
plexity of the transitions. In the work presented in this document, a network inference
considering complex transitions and one-to-one component networks (mRNA-Protein
interaction network), is reported, applied to infer the regulatory control input from data
representing the functional state, that is gene expression data [30].
1.2.2 Impact
The planned area of impact is the development of highly compact and robust biological
networks, mainly, the complex relationships between elements of the network, transi-
tion schemes and evaluation of the randomness of the interactions and nodes within the
network [93], [30]. In biological network construction and analysis, there is much to be
done yet, however, fields of interest have been identified and efforts have been focussed
towards the common goal which is the construction of a robust biological network [72].
Chapter 1 Introduction:
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Fields of interest include new experimental techniques for measuring gene expression
levels and mRNA expression levels (transcriptomics) [12]; development of network struc-
tures with different kinds of interactions, different kinds of biofeedback and with different
transition schemes [3]; development of mathematical models for dynamics tracking, pre-
diction and estimating hidden variables in the spatio-temporal domain [97], [83]; and
development of complete robust computer application for integrating data gathered from
experimental techniques and mathematical models developed.
Integrating large datasets and mathematical models is not an easy task at all. It requires
the convergence of multiple techniques from different and disparate disciplines, such as
mathematics and statistics, modelling with differential equations, parametric and non-
parametric statistics, numerical analysis and Bayesian approaches for graph modelling
[14]. Usually, data integration with biological networks is possible because the mathe-
matical models used to describe interactions are reasonably simple. However, in recent
experimental/computational tests [32], [33], [52] it has been shown that models that are
currently used are too simple compared to what is expected and this is not only due to
the poor mathematical structures used, but also to the poor quality of data gathered,
which suggests that in data modelling approaches there is much to be done.
Following the ideas presented, it is of great importance to work on the robustness of
the model, even though significant work on the network is not been developed in the
methodology presented in this document.
Models have evolved from stochastic simulation algorithms to linear ordinary differential
equations to non-linear ordinary differential equations [29], [83], [50]. With Wei Liu’s
contributions in [53, 54] including spatial aspects in modelling biological networks a new
generation of mathematical models for biological interactions within the network are
emerging. These type of PDE based models are very hard to integrate into a biological
network, mainly because they are mathematically complex, which produces complex in-
teractions within the network.
However, if we consider the simplest network possible, which is one input one output
(one type of gene expression one type of mRNA), the partial differential equation based
modelling approximates the spatio-temporal behaviour with amazing accuracy [54], and
in comparison with simpler models, PDE based models also include a very important
factor which is the spatial variation. Simpler models might be easier to integrate with
biological network topologies, but their power of prediction is limited, which constrains
the network behaviour and performance to the accuracy of the model which is poor in
the spatial domain and limited in the temporal domain [50], [38], hence, integrating PDE
based transcriptional models into available network structures will result in enhancing
the robustness and performance of the network [30].
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This idea led to the development of complex models for transcription and translation of
the form 1-input 1-output, and in the near future, modelling several genes as in [68] as
a consequence of a single mRNA input using more complex model is one of the targets
for future systems biologists, and with time, these complex models can be enhanced to
a multi-mRNA multi-Gene Expression model to be integrated with large amounts of
datasets in a specific biological network.
1.3 Problem Description: The Gap Gene Network
The gap gene network is a gene regulatory network encoding transcription factors in the
embryo development in some arthropods, Drosophila Melanogaster inclusive. Gap genes
responsible for the development of segmented embryos, like the Drosophila Melanogaster
embryo, were first described by Christiane Nusslein-Volhard and Eric Wieschaus in 1980
with the use of genetic screening during Drosophila development, finding three types of
genes: Knirps, Kruppel and Hunchback. To understand what segment of the embryo
each gene controls, mutations were caused and a segmentation response was observed.
Other gap genes that intervene in embryo segmentation were identified years after, in-
cluding Giant, Huckebein and tailless, also, orthodenticle and buttonhead genes were
identified to be required for the Drosophila head development [20], [68].
The particular work presented in this document is in regards with the maternal effect
gene Bicoid. Maternal effect genes control the expression of gap genes in the embryo de-
velopment period of Drosophila Melanogaster. These genes such as, Bicoid and Nanos,
are expressed only in the the ends of the anterior-posterior axis as shown in figure 2.1.
For example, the expression for Bicoid takes place in the very beginning of the AP axis
and about up to 500µm from the boundary [68], [32], [33], [52].
For the effect of simplification of the complex interactions between Gap Genes and
Maternal Effect genes, the consideration on which the model presented will be based
is that maternally provided Bicoid mRNA will create a formation of Bicoid morphogen
gradient, that is also required for the first part of the Drosophila embryo segmentation.
Based on these assumptions, the model input that has been set to be the Bicoid mRNA,
will be only time dependent and not dependent on space since is localized at the anterior
pole at about 1µm from the boundary. However, the model output does vary in time
and space, where the diffusion of this concentration gradient takes about 200 minutes
in a 500µm length [68], [86].
Developing a model that integrates data from Bicoid gene expression and available
mechanistic models based on reaction-diffusion PDE directly impacts the robustness
of the interactions between components of the network, even though, for our particular
Chapter 1 Introduction:
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case, the only relation studied is the one-to-one relationship between maternally pro-
vided Bicoid mRNA and Bicoid protein expression.
Additional interaction can be studied, the complexity of the interaction proposed (PDE
based interaction), suggests that the network used is as simple as a 1× 1 network [30],
[16], [54].
On developing models that successfully integrate data and mechanistic models, sev-
eral contributions have been made, and despite the computational and mathematical
complexity, Gaussian processes based developments have been shown as a preference for
working these type of problems [54], [50], [8].
1.4 Evolution of Models for Gene Expression and Tran-
scriptional Regulation
Modelling transcriptional regulation and gene expression dynamics is definitely a chal-
lenge. Several authors have effectively tried to target transcription factor dynamics and
mRNA stability profile efficiently combining mechanistic, numerical and data modelling
[54], [68]. The methodology proposed in this document is purely based on the combined
mechanistic and data fitting approaches.
The complexity of the mechanistic model used in approaching transcriptional regula-
tion and gene expression prediction, goes from a linear first order ordinary differential
equation, to a second order non linear partial differential equation. Lawrence et.al in
[50] proposes a combined method between Gaussian processes and linear and non lin-
ear first order ordinary differential equations for modelling transcriptional regulation,
strongly based on the ODE model proposed by Barenco et.al in [11]. Lawrence and Al-
varez et.al, have develop several methodologies for working with kernel methods based
Gaussian processes [5, 7, 47, 91] and their application in fitting data to differential
equations modelling kinematics, diffusion and several other phenomena [28, 48, 49]. Ex-
tended applications of Gaussian processes in systems biology have been also elucidated
by Lawrence and his collaborators in [28, 50, 80, 92]. An integrated approach using
a combined translation-transcription model for targeting genes is proposed by Honkela
et.al in [38] where a simple linear first order ordinary differential equation model is used.
Furthermore, Wei Kiu and Mahesan Niranjan modelled mRNA stability regulation in
[54] using a space-discretized reaction-diffusion partial differential equation. Liu and
Niranjan used Gaussian processes based approaches for modelling the Bicoid mRNA
concentration, detailing calculations in [55]. Results presented by Liu and Niranjan ev-
idence the possibility of solving inverse problems with parameter estimation included
using Gaussian processes regression [66], [71]. In [54], the spatial considerations of the
8
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translation process are strongly considered whereas in [11], [50], [28] and [38] the spa-
tial domain is not considered giving main attention to the temporal evolution of the
transcriptional-translational variables.
In this document, a presentation of a novel methodology based on multi-output Gaus-
sian process regression is presented for approaching the spatio-temporal paradigm of
transcription-translation processes. This approach becomes very interesting after the
description given in [68] of the gap gene network in Drosophila Melanogaster.
The general contribution of this type of model is the development of the biological
network itself, which plays a crucial role in understanding how information flows, tran-
scription and translation affects function of the cell and tissues which is, in the end, one
of the greatest concerns in modern medicine and health care [78].
However, the model presented in this project, contributes to the robustness of the bio-
logical prediction in terms of mRNA input and gene expression output. Indirectly, this
is done for enhancing the gap gene network computational model robustness, but is the
simplest form considered given the complexity of the dynamical model used.
1.5 Latent Forces
Latent forces are hidden processes with respect to an observer, that can be inferred from
an indirect measurement. For example, consider a bucket of water that is filled with a
hose and hangs from a fixed position such that when the bucket is full, a flag goes down
and when the bucket is empty the flag goes up2. If we are interested in the volume of
water in the bucket, we will not be able to observe it directly, however the flag position
will always be observable, and as long as a relationship between the volume of water
and the position of the flag exists, the volume of water could always be measured from
the flag position. The flag position is what we call an observable, and the water volume
is what we call a latent force or hidden process.
We have briefly described what latent force are, but, why use latent forces? Where and
when do we use latent forces to describe physical phenomena?
Physical systems usually come with a complex evolution over time and this is the most
interesting characteristic of a physical system. Usually, a physical system is described
with an ordinary differential equation (ODE) or with a partial differential equation
(PDE). In the first case, the output which is what we are mainly interested in, varies
either with respect to time or with respect to space. typically, most nature related
physical systems can be either described by a first order ordinary differential equation
(1-ODE) or by a second order differential equation (2-ODE) [90].
2A demonstration made by Professor Dr. Neil Lawrence
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Consider the 1-ODE given by:
y˙(t) + λy(t) = u(t)
For our specific case we have a relationship between y(t) and u(t) which are respectively
the response and the excitation, or it can be said that y(t) responds according to u(t),
and hence, u(t) will be namely the cause and y(t) will be namely the consequence, the
coefficient λ will be called the parameter of the system. Note that u(t) is what we will
be calling a latent force, despite not being necessarily a force.
Now, let’s think about something for a little bit; in our daily lifes, what do we observe
from nature, the consequence or the cause?
To answer this question let’s start with a simple example. Consider a tank, which is
being filled with water at a rate qi(t) measured in
[
L
min
]
, and after t minutes the level
of water in the tank is h(t) [L]. Through a 1-ODE model h(t) and qi(t) are related as
follows:
h˙(t) + ω0h(t) = qi(t)
Analysing this situation we can deduce that, the level of water is easier to observe than
the input flow of water; therefore, the level of water h(t) will be called the Observation
and the input flow of water qi(t) will be called the hidden function but in general it has
been baptised as a Latent Force.
Now, let’s consider the case where a physical system is described by a 2-ODE. Consider
a mass-damper-spring system, excited by a force f(t) that affects the mass position
denoted by x(t). x(t) and f(t) are related through the following ODE:
x¨(t) +
b
m
x˙(t) +
k
m
x(t) = f(t)
Note that this 2-ODE can be written as:
x¨(t) + 2ξωnx˙(t) + ω
2
nx(t) = f(t)
With parameters (coefficients) ξ and ωn. Note that force f(t) causes mass m to move
x(t) [cm] from its equilibrium point.
From pure inspection, we can again see that it is easier to observe the response of the
system x(t) than its excitation f(t), hence the observation for this case will be x(t) and
the latent force will be f(t) [6].
But, When do we use Latent Forces?
Latent forces are simply variables that vary over time or/and space that can be con-
sidered hidden by a inertial observer. The greatest impact of Latent Force Models
in engineering lies in electronic instrumentation. Consider a variable that cannot be
measured directly, maybe because it lies in a complex environment or it depends of
10
Chapter 1 Introduction:
Latent Forces and Systems Biology
interactions in the lowest length scales such as atomic and microscopic scales. If this
hidden variable can be related through a differential equation with a purely observable
variable, a latent force can be associated with the hidden variable and the observations
along with the model can be used to make inference on the latent force [4], [79], [9].
1.6 Understanding Biology With a Systematic Approach
Systems biology is the coordinated study of biology from a perspective of modelling and
function, hence integrating the components of cellular networks and their interactions
with established physical and chemical laws that govern matter and energy. In addition
to it, the integration of experimental high throughput and whole-genome techniques,
and computational methods has broadened the power of systems biology with regards
to the challenges that are being faced in this new century [3].
The discipline of systems biology, basically embraces disciplines like bioinformatics, bio-
physics, biology and mathematics. However, with the increasing use electronic instru-
mentation for biological systems diagnostic and the large amounts of data that as a result
of it is obtained, computer science is now playing a major role in the integration of core
disciplines for the sake of systems biology, putting a huge effort on integrating compu-
tational methods and the emergent new experimental techniques for studying genomics
and proteomics, and on developing computer power as a prerequisite for databases and
for calculations over large systems [22].
Systems biology can also be understood as a systematic approach to biology, which re-
searchers in different fields of biology have expressed that is a need in order to advance
in fields such as biotechnology and healthcare [78]. Among the claims of researchers in
biology, it has been found that most of them find in biochemical networks and signal
transduction pathways an interesting field of application for systems biology [30], [3], be-
sides the obvious delay in science developments in these two fields can be avoided using
systems biology approaches for predicting the behaviour of such interactions, building
new laws and testing them with the observations consisting in large amounts of data
that can be obtained from the experimental techniques applied in the study of cellular
biology [67].
Now, the question that comes to mind in regards to the use of systems biology in
explaining and predicting the biological function is; what can systems biology do for en-
hancing the knowledge and the technology in life processes? It is simple, systems biology
is empowering scientists in the fields of biology with computational, mathematical and
experimental techniques to build the new blocks for predicting the behaviour of very
complex systems like biochemical networks and for building up new laws that launch
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biology as a solid science like physics and chemistry [56], [16], [30].
Traditionally, in biology, knowledge has been dominated by intuition, which has set an
inadequate understanding of phenomena leading to incomplete or incorrect prediction.
With systems biology a new age of life discovery is emerging, and disciplines like machine
learning and pattern recognition are being integrated to systems biology which makes it
the future science of everything [44].
Chapter 2
Materials and Methods
In this chapter the materials and methods used will be presented.
To get started in presenting the methodology, the main problem will be again covered
in few words, the general method used to solve the problem, the main components of
the method and finally, a general description of the data used to train the regression
algorithm, both, real data sets used and synthetic data.
2.1 Methodology Review
The problem stated throughout the whole document is the inference of mRNA concen-
tration from gene expression data and sometimes from gene expression data and system
parameters. To do so, a model that describes the gene expression level in terms of the
mRNA expression level was adopted and is given by:
∂mα(x, t)
∂t
= Dα
∂2mα(x, t)
∂x2
− λαmα(x, t) + ξ(t)Pα (mα(x, t)) (2.1)
Where:
mα(x, t) is the protein expression level,
ξ(t) is the activation function,
Pα (mα(x, t)) is the protein expression feedback term,
Dα is the diffusion coefficient, and
λα is the decay rate.
The term ξ(t)Pα (m(x, t)α) is a non-linear feedback term that controls the gene expres-
sion concentration. A linearisation of this term can be perform using:
ξ(t)P a (m(x, t)α) =
NLF∑
k=0
skαfk(x, t) (2.2)
12
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Where the set of functions fk(x, t) are called latent functions or latent forces. Replacing
expression (2.2) in expression (2.1), thus obtaining expression (2.3):
∂mα(x, t)
∂t
= Da
∂2mα(x, t)
∂x2
− λamα(x, t) +
NLF∑
k=0
skαf(x, t) (2.3)
Where Dα is the diffusion coefficient and λα is the decay rate, and this two constants
will be regarded as the system parameters. Super-index α identifies the gene being
modelled, and the partial differential equation given in (2.3) the following boundary and
initial conditions:
mα(x, t = 0) = h(x): Initial Condition.
mα(x = 0, t) = g1(t): Boundary Condition.
mα(x = l, t) = g2(t): Boundary Condition.
A solution for equation (2.3) can be written in terms of latent forces, initial conditions
and boundary conditions as follows:
mα(x, t) =
NLF∑
k=0
skα
∫ t
0
∫ l
0
fk(ξ, τ)G(x, ξ, t− τ)dξdτ +
∫ l
0
h(ξ)G(x, ξ, t)dξ
+Dα
∫ t
0
g1(τ)H1(x, ξ, t− τ)dτ −Dα
∫ t
0
g2(τ)H2(x, ξ, t− τ)dτ
(2.4)
With:
G(x, ξ, t) =
2
l
exp(−λαt)
∞∑
n=1
sin
(npix
l
)
sin
(
npiξ
l
)
exp
(
−D
αn2pi2t
l2
)
, (2.5)
H1(x, t) =
∂
∂ξ
G(x, ξ, t)
∣∣∣∣
ξ=0
, H2(x, t) =
∂
∂ξ
G(x, ξ, t)
∣∣∣∣
ξ=l
.
Notice that expression (2.5) can also be writen as:
G(x, ξ, t) =
2
l
exp(−λat)
∞∑
n=0
cos
[
pi(2n+ 1)x
2l
]
cos
[
pi(2n+ l)ξ
2l
]
exp
(
−D
api2(2n+ 1)2t
4l2
)
(2.6)
This solution for mα(x, t) provides valuable information about the relationship that
mα(x, t) and every latent force fk(x, t) holds. Keeping in mind that the main objective
of the work developed in this project is to combine mechanistic modelling with data
modelling for estimating a hidden excitation or a latent force, integrating relation (2.4)
with available data from the gene expression levels mα(x, t), makes the methodology
proposed strongly mechanistic and strongly inferential. To complement the methodol-
ogy proposed for inferring the mRNA expression profile, a method strongly based on
data modelling approach is required.
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Gaussian process regression, was chosen mainly because it assigns a probability distri-
bution over functions, what fits very well in the problem of estimating latent functions
given prior mechanistic information. In addition to this, once the parameters of the dis-
tribution are computed, an unknown function can be predicted using known functions
given that all of them are jointly Gaussian.
Initially, only the response of the PDE (2.3) due to the latent functions will be con-
sidered:
mα(x, t) =
NLF∑
k=0
skα
∫ t
0
∫ l
0
fk(ξ, τ)G(x, ξ, t− τ)dξdτ (2.7)
What is a consequence of homogeneous conditions: h(x) = 0, g1(t)0 and g2(t) = 0.
Writing a Gaussian process that jointly describes the mRNA expression level and the
gene expression level given by:[
fk(x, t)
mα(x, t)
]
∼ GP
[ [
µkf (x, t)
µαm(x, t)
]
,
[
Kff (x, x
′, t, t′) Kfmα(x, x′, t, t′)
KTfmα(x, x
′, t, t′) Kmαmα(x, x′, t, t′)
] ]
for k = 1 : NLF .
where:
Kff (x, x
′, t, t′) =

kf1f1(x, x
′, t, t′) kf1f2(x, x′, t, t′) . . . kf1fNLF (x, x
′, t, t′)
kf2f1(x, x
′, t, t′) kf2f2(x, x′, t, t′) . . . kf2fNLF (x, x
′, t, t′)
...
...
. . .
...
kfNLF f1(x, x
′, t, t′) kfNLF f2(x, x
′, t, t′) . . . kfNLF fNLF (x, x
′, t, t′)

Kfmα(x, x
′, t, t′) =

kf1mα1 (x, x
′, t, t′) kf1mα2 (x, x
′, t, t′) . . . kf1mαM (x, x
′, t, t′)
kf2mα1 (x, x
′, t, t′) kf2mα2 (x, x
′, t, t′) . . . kf2mαM (x, x
′, t, t′)
...
...
. . .
...
kfNLFmα1 (x, x
′, t, t′) kfNLFmα2 (x, x
′, t, t′) . . . kfNLFmαM (x, x
′, t, t′)

Kmαmα(x, x
′, t, t′) =

kmα1mα1 (x, x
′, t, t′) kmα1mα2 (x, x
′, t, t′) . . . kmα1mαM (x, x
′, t, t′)
kmα2mα1 (x, x
′, t, t′) kmα2mα2 (x, x
′, t, t′) . . . kmα2mαM (x, x
′, t, t′)
...
...
. . .
...
kmαMm
α
1
(x, x′, t, t′) kmαMmα2 (x, x
′, t, t′) . . . kmαMmαM (x, x
′, t, t′)
 ,
where the scalar field mα(x, t) is evaluated in M different lines using MNOL (method
of number of lines) [26]. This Gaussian process formulation has its power in the fact
that all the latent variables fk(x, t) and outputs m
α
j (x, t) are jointly Gaussian, and one
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component can be determined in terms of the other using the conditional mean and the
conditional covariance as follows:
µkf |m(x, t) = µ
k
f (x, t) +Kfmα(x, x
′, t, t′)K−1mαmα(x, x
′, t, t′)
(
mα,data(x, t)− µαm(x, t)
)
(2.8)
Kf |m(x, x′, t, t′) = Kff (x, x′, t, t′)−Kfmα(x, x′, t, t′)K−1mαmα(x, x′, t, t′)KTfmα(x, x′, t, t′) (2.9)
Where mα,data(x, t) is the available data of gene expression profiles.
According to [10] and [62], the conditional mean is the best estimate for fk(x, t), hence,
the parameters of the predictive distribution can be computed using relations (2.8) and
(2.9).
After kernel covariance functions are computed (Kmm(x, x
′, t, t′) and Kfm(x, x′, t, t′),
see appendix C for details), the parameters θ =
[
σx σt sα
]
will be estimated hav-
ing fixed the parameters Dα and λα using a maximum likelihood estimation technique
which is fully explained in section 2.4.
With regards to the evaluation of the quality of the results, the standardized mean
square error (SMSE) and the mean standardized logarithmic loss will be used (Only
for the output regression, that is mα(x, t)). The SMSE and the MSLL are given by
expressions (2.10) and (2.11):
SMSE =
Ntest∑
k=1
(ytest,k − f(xtest,k))2
2σ2test,k
(2.10)
Where Ntest is the number of test values, ytest are the target values, f(xtest) are the
output values of the gaussian processes for an input set xtest, and σtest is the standard
deviation for the target values [74], [76], [75].
MSLL =
Ntest∑
k=1
(
−1
2
Log
(
2piσ2∗
)− (y∗ − f(x∗))2
2σ2∗
+
1
2
Log
(
2piσ2test
)
+
(ytest − f(xtest))2
2σ2test
)
(2.11)
Where y∗ are the target values for prediction, f(x∗) are the output values for the pre-
dictive gaussian process for an input predictive set x∗ and σ∗ is the predictive standard
deviation [76].
For the case of latent forces since no real data is provided, the evaluation of the inferred
latent force will be by means of a theoretical expected mRNA expression level.
2.2 Schematic Description of the Methodology
A schematic description of the methodology will now be presented.
In this project, the proposed methodology encompasses a set of procedures ranging from
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numerical evaluation of mechanistic models to optimisation routines for parameters es-
timation in data models (See appendix A). As an important part of the methodology,
the deep understanding of the problem to be solved is also very important, which is the
gap gene network of Drosophila Melanogaster and the maternal effect genes (See section
1.3 for details).
The proposed methodology is presented as follows:
1. Validate the model using available data:
Multiple models from literature were tested to evaluate the reproducibility of the
real data using a well established mechanistic model. In section 2.6, the selected
model is simulated and a graphical evaluation is shown in figures 2.3, 2.4, 2.5, 2.6,
2.7 and 2.8.
Models tested include:
• Reaction-Diffusion-Advection PDE based model.
• Reaction-Diffusion PDE based model.
• Reaction-Diffusion PDE based model with constant excitation.
The models studied were solved using the Crank-Nicolson steping scheme (for
details see appendix B).
2. Generate synthetic data using the Crank-Nicolson steping scheme.
3. Examine the Gap Gene Network for Drosophila Melanogaster embryo-genesis along
with the maternal effect gene network (section 1.3), specifically, the role that the
Bicoid protein holds in the embryo segmentation.
4. Compute the posterior distribution for the Gaussian process that models the data
mα,data(x, t) in terms of the hidden function fk(x, t).
This includes computation of the kernel functions and the derivatives of the kernel
functions with respects to the parameters (For details see appendix C).
5. Include different types of Green functions given by expressions (2.5) and (2.6) in
the kernel computation to evaluate the impact on the reproducibility of the output
regression in the spatial domain, varying in every case the number of terms used
to compute the computational approximations for the kernel covariance functions.
6. Perform optimisation procedures for estimating the kernel parameters and the
model parameters.
The optimisation procedure is based on gradient algorithms using the loglikelihood
function as a cost function (For details in gradient algorithms see appendix B and
for details of maximum likelihood estimation see section 2.4).
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7. Select an input space to validate the regression procedure. The input space selected
depends on the length of the embryo and the times in which the experiment was
performed.
8. Compute error metrics such the standardized mean square error (SMSE) and the
mean standardized log loss (MSLL), which are given by expression (2.10) and
(2.11).
The proposed methodology is strongly oriented to solve the inference problem of the
latent force. For comparison purposes, the problem only uses one latent function that
depends only on time (that is to compare the results with the ones published in [54]).
Additional configurations like the number of terms to approximate expressions (2.5) 2.6
and the number of iterations of the optimisation procedures are flexible to enhance the
reproducibility of the gene expression data.
In appendix C, the work done by Lawrence et.al in [50] and the work done by Wei
Liu and Mahesan Niranjan in [54] and specifically detailed in [55], is reviewed. This
contributions were very important in the development of the work presented in this doc-
ument.
In the next two sections (2.4 and 2.3), the detailed descriptions for the partial differential
equation model used and the Gaussian process regression method used will be provided.
Following, databases used to developed the proposed methodology are described in de-
tail, in order to have a complete and holistic interpretation of results presented in chapter
3 and in appendix D.
2.3 Reaction Diffusion Partial Differential Equation
In this section, the general procedures for deriving the reaction-diffusion partial differ-
ential equation and for understanding the phenomena that can be modelled using this
PDE will be illustrated.
Fick’s first law states that flux goes from a region of concentrations to regions of low
concentrations and its magnitude its proportional to a concentration gradient where the
proportionality constant is the diffusion coefficient Dα. Fick’s first law can be can be
stated mathematically as follows [14], [95]:
−→
J α = −Dα−→∇φα(−→r , t) (2.12)
Where:
Dα is the diffusion coefficient of substance α measured in [m
2/s].
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−→
J α is the diffusion flux of the i−th substance in the mixture α measured in [mol/(m2·s)].
φα(
−→r , t) is the concentration of substance α measured in [mol/m3],
Fick’s first law for non-uniform mixtures can be express as follows:
−→
J α,i = −Dα,iCα,i
RT
−→∇µα,i(−→r , t)
Where:
Dα,i is the diffusion coefficient of the i−th substance in the mixture α measured in [m2s ].−→
J α,i is the diffusion flux of the i− th substance in the mixture α measured in [mol/(m2 ·
s)].
Cα,i is the concentration of the i− th substance conforming the mixture α measured in
[mol/m3].
R is the universal gas constant measured in [J/(K ·mol)]
T is the absolute temperature measured in [K].
µα,i is the chemical potential of the i− th substance measured in mixture α [J/mol],
one dimensional non-uniform diffusion can then be expressed as follows:
−→
J α,i = −Dα,iCα,i
RT
∂2µα,i
∂x2
The continuity equation was derived in chapter 1 and is given by:
∂φα(
−→r , t)
∂t
+
−→∇ · −→J α(−→r , t) = 0 (2.13)
Recalling that when the continuity equation is homogeneous there is no source nor sink
for flux.
Taking the divergence of equation 2.12, equation 2.14 can be writen as:
−→∇ · −→J α(−→r , t) = −→∇ ·
(
−Dα−→∇φα(−→r , t)
)
(2.14)
Equation 2.14 is known as the general reaction-diffusion equation.
From the general reaction-diffusion equation, a specific reaction-diffusion equation can
be derived when the diffusion coefficient is constant .
From equation 2.13 the divergence of the diffusive flux can be expressed as:
∂φα(
−→r , t)
∂t
+
−→∇ · −→J α(−→r , t) = 0↔ −→∇ · −→J α(−→r , t) = −∂φα(
−→r , t)
∂t
(2.15)
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Replacing equation 2.15 in equation 2.14 we obtain a space variant reaction-diffusion
partial differential equation:
∂φα(
−→r , t)
∂t
=
−→∇ ·
(
Dα
−→∇φα(−→r , t)
)
When the diffusion coefficient is constant, then we obtain the linear spatial invariant
reaction-diffusion equation as follows:
∂φα(
−→r , t)
∂t
= Dα
−→∇ ·
(−→∇φα(−→r , t))
In terms of the laplacian, the reaction-diffusion equation turns out to be:
∂φα(
−→r , t)
∂t
= Dα
−→∇2φα(−→r , t)
For the one dimensional case, the reaction-diffusion PDE becomes:
∂φα(x, t)
∂t
= Dα
∂2φα(x, t)
∂x2
Going up one dimension to the two dimensional case, the reaction-diffusion PDE be-
comes:
∂φα(x, y, t)
∂t
= Dα
(
∂2φ(x, y, t)
∂x2
+
∂2φ(x, y, t)
∂y2
)
The reaction-diffusion PDE becomes:
∂φα(x, y, z, t)
∂t
= Dα
(
∂2φ(x, y, z, t)
∂x2
+
∂2φ(x, y, z, t)
∂y2
+
∂2φ(x, y, z, t)
∂z2
)
For the three dimensional case: One typical solution to the one-dimensional homoge-
neous reaction-diffusion PDE is the complementary error function given by:
φα(x, t) = φα,0 · erfc
(
x
2
√
Dαt
)
For complex geometries always remember to use a suitable set of curvilinear coordinates
for the reaction-diffusion PDE.
Some important values for the diffusion constant are shown in table 2.1.The first five
values will be used when describing action potential through the reaction-diffusion PDE.
The last value will be used in describing transcriptional regulation of gene expression in
early embryo development in drosophila.
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Table 2.1: Numerical Values for Several Diffusion Coefficients [25]
Ion Dα Units Conditions
Na+ 1, 33× 10−5 [cm2/s] at 25o
K+ 1, 96× 10−5 [cm2/s] at 25o
Cl− 2, 03× 10−5 [cm2/s] at 25o
KCl 2, 03× 10−5 [cm2/s] 0, 002 mol/L; at 25o
NaCl 1, 58× 10−5 [cm2/s] 0, 002 mol/L; at 25o
Bicoid Protein 3, 00 [µm2/s] 0, 002 mol/L; at 25o
For obtaining a non-homogeneous reaction-diffusion PDE, the continuity equation should
be writen as follows:
∂φα(
−→r , t)
∂t
+
−→∇ · −→J α(−→r , t) = F (−→r , t)
Where F (−→r , t) is the diffusive source.
Then the divergence of
−→
J α(
−→r , t) is given by:
−→∇ · −→J α(−→r , t) = F (−→r , t)− ∂φα(
−→r , t)
∂t
(2.16)
Recalling equation 2.14:
−→∇ · −→J α(−→r , t) = −→∇ ·
(
−Dα−→∇φα(−→r , t)
)
And replacing equation 2.16 in equation 2.14 we obtain:
F (−→r , t)− ∂φα(
−→r , t)
∂t
=
−→∇ ·
(
−Dα−→∇φα(−→r , t)
)
−∂φα(
−→r , t)
∂t
= −−→∇ ·
(
Dα
−→∇φα(−→r , t)
)
− F (−→r , t)
∂φα(
−→r , t)
∂t
=
−→∇ ·
(
Dα
−→∇φα(−→r , t)
)
+ F (−→r , t) (2.17)
Equation 2.17 represents the general non-homogeneous reaction-diffusion PDE. When
the diffusion coefficient is constant, equation 2.17 becomes [27]:
∂φα(
−→r , t)
∂t
= Dα
−→∇2φα(−→r , t) + F (−→r , t)
For the one dimensional, two dimensional and three dimensional case respectively, the
reaction-diffusion PDE becomes:
∂φα(x, t)
∂t
= Dα
∂2φα(x, t)
∂x2
+ F (x, t)
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∂φα(x, y, t)
∂t
= Dα
(
∂2φ(x, y, t)
∂x2
+
∂2φ(x, y, t)
∂y2
)
+ F (x, y, t)
∂φα(x, y, z, t)
∂t
= Dα
(
∂2φ(x, y, z, t)
∂x2
+
∂2φ(x, y, z, t)
∂y2
+
∂2φ(x, y, z, t)
∂z2
)
+ F (x, y, z, t)
2.4 Gaussian Processes: Regression and Parameter Esti-
mation
In this section, the necessary concepts for understanding the results and interpreting
the conclusions in terms of Gaussian processes will be covered. To get started, review
appendix B where it was exposed that the likelihood function provides a measurement
of how probable it is that the model will target the data, hence maximizing this function
will result in probably the best set of parameters that could be used for fitting data.
Notice that under the estimation scheme proposed (For details see appendix B), systems
parameters (D,λ, s) and regression parameters (σx, σt) can be estimated, anyhow, an
alternative of fixing the measured system parameters will be tested.
Recalling that the univariate Gaussian distribution is given by:
p(x;µ, σ) =
1√
2piσ2
exp
(
−(x− µ)
2
2σ2
)
(2.18)
and that the multivariate Gaussian is given by:
p(x;µ,Σ) = (2pi)−n/2 |Σ|−1/2exp
(
−1
2
(x− µ)T Σ−1(x− µ)
)
(2.19)
When a multivariate variable x is said to follow a Gaussian distribution, the following
notation:
x ∼ N (µ, Σ) (2.20)
Indicates that variable x is sample, obtained or drawn from N (µ, Σ), with:
µ =
[
µ1
µ2
]
, and Σ =
[
Σ11 Σ12
Σ21 Σ22
]
(2.21)
Recalling regression, there are two possible problems to solve: Noise-Free Regression
and Noisy Regression.
In Gaussian process notation, if a function f(x) can be drawn, sample or obtained from
a Gaussian process with mean function m(x) and with covariance function κ(x,x′), the
following notation applies[62], [39]:
f(x) ∼ GP (m(x), κ(x,x′)) (2.22)
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Where:
m(x) = E [f(x)] κ(x,x′) = E
[
(f(x)−m(x)) (f(x)−m(x))T
]
u
Under this schematic procedure for regression, consider sample data f noise free, and
consider a set of predictions for f denoted by f∗. Writing a joint Gaussian process
distribution for f and f∗ we have:[
f
f∗
]
∼ GP
([
µf
µf∗
]
,
[
Kff Kff∗
Kf∗f Kf∗f∗
])
(2.23)
Therefore, the conditional distribution of f∗ given f can be written as p(f∗|f), with
parameters for the predictive mean and covariance:
m = µf∗ +Kf∗,fK
−1
f,f (f − µf ) (2.24)
Σ = Kf∗,f∗ −Kf∗,fK−1f,fKf,f∗ (2.25)
Now, for the case where data y is corrupted with noise of the form:
y = f(x) + ε
The joint Gaussian process model for the observations y and the predictions f∗ is written
as follows:
[
y
f∗
]
∼ GP
([
µy
µf∗
]
,
[
Kyy Kyf∗
Kf∗y Kf∗f∗
])
(2.26)
Therefore, the conditional distribution of f∗ given y can be written as p(f∗|y), with
parameters for the predictive mean and covariance:
m = µf∗ +Kf∗y(Kyy + σ
2
nI)
−1(y − µy) (2.27)
Σ = Kf∗f∗ −Kf∗y(Kyy + σ2nI)−1Kyf∗ (2.28)
Note that GP models are flexible enough to model the mean arbitrarily well [62], hence,
prior means can be assumed to be zero:[
y
f∗
]
∼ GP
([
0
0
]
,
[
Kyy Kyf∗
Kf∗y Kf∗f∗
])
(2.29)
Hence the parameters of the predictive are given by:
m = Kf∗y(Kyy + σ
2
nI)
−1y (2.30)
Σ = Kf∗f∗ −Kf∗y(Kyy + σ2nI)−1Kyf∗ (2.31)
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Now. let’s examine the parameter estimation problem. Typically, inference is done using
the conditionals p(f∗|f) and p(f∗|y). As mentioned in appendix A, to provide the re-
gression model with power enough to fit data, the probability that the model targets the
data must be maximized, what leaves us with the problem of maximizing the likelihood
function [41], [40].
Consider the noise model for y given by:
y = f(x) + ε
Where ε is a zero mean Gaussian noise with standard deviation σn. Therefore, taking
f(x) as a Gaussian distributed function with zero mean, the prior probability density
can be written as follows:
p(f |θ) = (2pi)−1/2|Kff |−1/2exp
(
−1
2
(f − µf )TK−1ff (f − µf )
)
(2.32)
Replacing the zero mean condition:
p(f |θ) = (2pi)−1/2|Kff |−1/2exp
(
−1
2
fTK−1ff f
)
(2.33)
And taking the logarithm of this prior:
log p(f |θ) = −1
2
fTK−1f,ff −
1
2
log |Kf,f | − 1
2
log(2pi) (2.34)
Where θ are the parameters that completely determine the covariance function Kff .
Now, writing the marginal likelihood:
p(y|θ) =
∫
p(y|f, θ)p(f |θ)df (2.35)
Note that this expression marginalizes over f . Writing the likelihood function in terms
of the noise parameters we have:
p(y|f, θ) = (2pi)−1/2|σ2nI|−1/2exp
(
−1
2
(y − f)T (σ2nI)−1(y − f)
)
(2.36)
Then, taking the logarithm of the likelihood function:
log p(y|f, θ) = −1
2
(y − f)T (σ2nI)−1(y − f)−
1
2
log |σ2nI| −
1
2
log(2pi) (2.37)
Now, taking the logarithm of the marginal likelihood from expression 2.35 computing
the following integral,:
log p(y|θ) = log
∫
p(y|f, θ)p(f, θ)df (2.38)
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Since the logarithm of a product is the sum of the logarithms, expression 2.38 becomes:
log p(y|θ) =
∫
log p(y|f, θ)df +
∫
log p(f, θ)df (2.39)
Then, using expressions 2.34 and 2.37 and adding up:
log p(y|θ) = −1
2
yT (Kf,f + σ
2
nI)
−1y − 1
2
log |Kf,f + σ2nI| −
1
2
log(2pi) (2.40)
To find parameters θ we proceed using an optimisation routine, therefore, the cost
function is defined as follows:
J(θ) = −1
2
yT (Kf,f + σ
2
nI)
−1y − 1
2
log |Kf,f + σ2nI| −
1
2
log(2pi) (2.41)
Hence, for optimising J(θ), the derivatives J(θ)∂θ must be provided which are given by:
∂ log p(y|θ)
∂θ
= −1
2
yT (Kff+σ
2
nI)
−1 ∂(Kff + σ
2
nI)
∂θ
(Kff+σ
2
nI)
−1y− 1
2
tr
(
(Kff + σ
2
nI)
−1 ∂(Kff + σ
2
nI)
∂θ
)
(2.42)
Using theses derivatives, the parameters θ can be estimated solving:
∂J(θ)
∂θ
= 0 (2.43)
For the specific problem being approached in this project, the derivatives with respect
to the parameters θ for Kff (x, x
′, t, t′), Kfm(x, x′, t, t′) and Kmm(x, x′, t, t′) must be
provided in order to compute estimations for D, λ, s, σx and σt:
K(x, x′, t, t′, θ) =

∂Kff (x,x
′,t,t′)
∂D
∂Kff (x,x
′,t,t′)
∂λ
∂Kff (x,x
′,t,t′)
∂s
∂Kff (x,x
′,t,t′)
∂σt
∂Kff (x,x
′,t,t′)
∂σx
∂Kfm(x,x
′,t,t′)
∂D
∂Kfm(x,x
′,t,t′)
∂λ
∂Kfm(x,x
′,t,t′)
∂s
∂Kfm(x,x
′,t,t′)
∂σt
∂Kfm(x,x
′,t,t′)
∂σx
∂Kmm(x,x
′,t,t′)
∂D
∂Kmm(x,x
′,t,t′)
∂λ
∂Kmm(x,x
′,t,t′)
∂s
∂Kmm(x,x
′,t,t′)
∂σt
∂Kfm(x,x
′,t,t′)
∂σx

For the specifics of gradient based optimisation procedures see appendix B.
2.5 Real Data: FlyEx Data Base
FlyEx database is a database available online with 4716 images of 14 segmentation gene
expression patterns obtained from 1579 embryos and 9500000 data records. Databases
in FlyEx have available data for all segmentation genes in Drosophila early development
in cycles 11-13 and for all temporal classes of cycle 14A.
When speaking about temporal classes in the drosophila early development, the term
cleavage cycle is often used.In the field of embryology, reffering to cleavage cycles is used
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to reffer to the cell division process in early embryo development. Specifically, in the
drosophila early development problem, experimental descriptions have associate cleav-
age cycles 10-13 and cleavage cycle 14A [70], where cleavage cycles from 10-13 last for
about 10 min each and cycle 14A which is the longest development cycle lasts for about
50 min. Recall that the duration of the embryo segmentation from cleavage cycle 10 to
cleavage cycle 14A is of about 1.5 hours.
In this project, the Bicoid protein (in blue) intensity has been chosen as the protein to
be modelled. Bicoid protein is responsible for the development of the Drosophila embryo
near the anterior pole of the chrysalis as its shown in figure 2.1:
Figure 2.1: Gene Expression Profile for Drosophila Early Embryo Development
FlyEx database provides sufficient information to evaluate the dynamics of formation
using a previously selected model, which for our case has been the PDE based Reaction
diffusion Model. Note that Wei Liu and Mahesan Niranjan have also tested the FlyEx
database using the PDE based Reaction-Diffusion-Advection model, which incorporates
a velocity term to the dynamics of formation [53].
2.6 Synthetic Data: Numerical Methodology for Generat-
ing Samples
Synthetic data can be generated in either of two ways: with an stochastic simulation
algorithm [23], [29] or solving the state equation given by 2.44 that comes out as a result
of spatial discretization of the reaction-diffusion partial differential equation
For testing the model, option two was taken, that is, to generate the synthetic database
the state equation C.16 was solved.
Consider the expression:
x˙(t) = Ax(t) +Bu(t) (2.44)
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The first step was generating the input u(t) as proposed in [54] using the Heaviside
function as follows:
u(t) = δ(x) (h(t)− h(t− t0)) + δ(x)h(t− t0)exp
(
− t− t0
τm
)
(2.45)
The generation of data for expression 2.45 that represents mRNA expression profile can
be done using the following procedure:
Algorithm 1: mRNA Profile Simulation
Inputs t0 = 144 min, τm = 9 min, dt = 1 seg, T = 200 min,
Compute t1 = 0 : dt : t0; t2 = t0 : dt : T ;
Compute u1 = ones(1, length(t1)); u2 = exp(− t2τm ); t = [t1 t2]; u = [u1 u2]
Draw plot(t, u)
Observe figure 2.2 where the simulated mRNA expression profile is shown.
Figure 2.2: Simulated mRNA Expression Profile
To solve the system 2.45, expression 2.46 is used:
x(t) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, τ)B(τ)dτ (2.46)
That is of the same form of that expression C.17. The solution function 2.46, can be
approximated using the Euler-Runge-Kutta method as follows:
xjk+1 = x
j
k +
dt
6
(
λj1(k) + λ
j
2(k) + λ
j
3(k) + λ
4
1(k)
)
(2.47)
With:
x˙(t) = Ax(t) +Bu(t) = f(t, x)
Φ(t, τ) = L
[
(sI −A)−1
]
(t− τ)
λj1(k) = f(tk, x
j
k)
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λj2(k) = f(tk +
dt
2
, xjk +
dt
2
λj1(k))
λj3(k) = f(tk +
dt
2
, xjk +
dt
2
λj2(k))
λj4(k) = f(tk + dt, x
j
k + dtλ
j
3(k))
The procedure can be synthesized in an algorithmic form shown in algorithm 2.
Algorithm 2: Euler-Runge-Kutta for Solving x˙(t) = Ax(t) +Bu(t) = f(t, x)
Inputs t0 = 144 min, τm = 9 min, τp = 86 min, D = 3
µm2
seg , hf = 5µm
2, h = 10µm2,
dt = 1 seg;
Compute df =
D µm
2
seg
× 60 seg
min
hfh
and d =
D µm
2
seg
× 60 seg
min
h2
; Compute Matrix A.
Initialize: xj0 = f(0, j∆x)
for k = 1→ tN do
for j = 1→ 51 do
λj1(k) = f(tk, x
j
k)
λj2(k) = f(tk +
dt
2 , x
j
k +
dt
2 λ
j
1(k))
λj3(k) = f(tk +
dt
2 , x
j
k +
dt
2 λ
j
2(k))
λj4(k) = f(tk + dt, x
j
k + dtλ
j
3(k))
xjk+1 = x
j
k +
dt
6
(
λj1(k) + λ
j
2(k) + λ
j
3(k) + λ
4
1(k)
)
end
end
The simulation results are shown as follows (Data in Red and Model in Blue with an
interpolation trace in black):
In figure 2.3, samples from the model are taken at the same times the real data has been
recorded. This shows the reproducibility of the model.
Figure 2.3: Output Data Reproducibility in the Temporal Domain: m4(t)−m6(t)
On figure 2.4, the reproducibility in the spatial domain is shown:
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Figure 2.4: Reproducibility in the Spatial Domain: m(x, t = 136 min), m(x, t =
154 min), m(x, t = 172 min)
For figure 2.5, the model output for x = 1µm, x = 5µm, x = 10µm, x = 15µm,
x = 20µm and x = 25µm:
Figure 2.5: Model Output in the Time domain: m1(t)−m6(t)
In figure 2.6, the same representations in time as in figure 2.5 are shown, however,
corrupted with noise from a Gaussian distribution:
Figure 2.6: Noise Output in the Time Domain: m(x = 1µm, t)−m(x = 26µm, t)
In figure 2.7, spatio-temporal profile for the model output is recreated, to observe vari-
ability in each domain simultaneously and to compare results:
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Figure 2.7: Spatio-Temporal Profile m(x, t)
Finally, in figure 2.8, a comparison between a spatio-temporal profile for the model
output and a spatio-temporal profile for the recorded data is visualized:
Figure 2.8: Spatio-Temporal Profiles: Synthetic Data vs Real Data
In the following chapter, similar figures will be used to display results, so, getting used
to read this kind of plots will help in interpreting them.
Chapter 3
Results
This chapter presents the main results obtained from applying the proposed methodol-
ogy. The basic feature presented throughout the chapter is the strong comparison with
the work presented by Wei Liu and Mahesan Niranjan in [54] and in [53], in terms of
the latent force inference, the output regression in the spatial domain and the output
regression in the temporal domain.
In addition to this a table with error metrics is provided, as well as an additional
table comparing with the error metrics obtained from the implementations reported in
[54]. In this chapter, only the results from the experiments that exhibit the best be-
haviour, which are those obtained from using the cosine based kernel approximated with
120 terms, are reported according to SMSE and MSLL metrics. For additional results
and additional tables with additional metrics (MAE (mean average error), MSE (mean
square error)) see appendix D.
3.1 Latent Force Inference
For the latent force inference it was observed that for 120 kernel terms, a cosine based
kernel given by equation (2.6) and with five test points for the latent force in the training
process, the results obtained outperformed with respect to the result reported in [54]
(Observe figure 3.1). However, the result reported in [54] was obtained using a single
point in the training process.
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(a) Latent Force Inference
(b) Latent Force Inference Uncertainty Inclusive
Figure 3.1: Latent Forces: Red (Inferred Latent Force), Magenta (Result From [54],
Blue (Theoretical Expected)).
Observe that the inferred latent force using the proposed methodology (in Red) approx-
imates with a good degree of precision the stability regulation of the mRNA expression
level (From 0-144 min) and with a very good degree of precision the decay rate of the
mRNA expression profile. In contrast, the result presented in [54], reaches the stability
regulation value only once during the stability regulation period, growing from about
half of the stability regulation value to the stability regulation value and then decaying.
With respect to the decay rate, it can be observed that the presented result in [54]
differs greatly from the theoretical expected, whereas the inferred latent force tracks
almost perfectly the theoretical expected decay rate. Note that the theoretical expected
was chosen as a pattern to compare since in the simulation performed in section 2.6 in
chapter 2 it was shown that the theoretical expected proposed when set as an input
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for the system given by expression (2.44) resulted in a very good approximation for the
training data.
3.2 Output Regression in the Spatial Domain
For the output regression in the spatial domain, the best experimental performance was
obtained under a kernel covariance function consisting in 120 kernel terms with a cosine
based kernel. In figure 3.2 note the output regressions for measurements at 106 min,
116 min and for 126 min. Notice that for the regression at this time, the model (In Blue)
tracks all of the transient events that come along with the protein expression data (In
Black) with a very good precision, over performing with respect to the result presented
in [54] (In Magenta) and with a very narrow confidence interval (In Red). However, note
that in the regression for 126 min the model misses the peak even though it still tracks
the dynamics in a very good manner compared to the result presented in [54].
Figure 3.2: Output Regression in the Spatial Domain: 106 min, 116 min, 126 min
Observing figure 3.3, for the regression at 136 min, the model tracks the training data
relatively well but with some considerable bias. At 142 min and 148 min a very good
tracking is perform, however, the confidence interval widens with respect to those visu-
alized in 3.2.
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Figure 3.3: Output Regression in the Spatial Domain: 136 min, 142 min, 148 min
In figure 3.4 the excellent performance that the model exhibits at times 154min, 160min
can be appreciated. At time 166 min, there is a mistarget region, however, the dynamics
is still correctly track. Also note that in despite of the good performance of the regression
model, the confidence intervals widens even more as the temporal profile value increases.
Figure 3.4: Output Regression in the Spatial Domain: 154 min, 160 min, 166 min
From figure 3.5 it can be also seen the difference in performance between the model
and the result presented in [54],and comparing with figure 2.4, it can be seen that the
model outperforms with respect to the simulation in terms of dynamical events that the
data exhibits. Notice also the similarity between the model presented in [54] with the
simulated model in section 2.6 in chapter 2 given that the response is synthesized using
a single pole structure.
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Figure 3.5: Output Regression in the Spatial Domain: 172 min, 178 min
A very interesting feature about the model is the capability of tracking sudden dynamical
changes that come usually with a non-linear dynamical model. In contrast, the model
presented in [54] cannot produce that sudden change (turning point) around 30µm,
mainly given to the fact that this model is based upon first order dynamics [53].
3.3 Output Regression in the Temporal Domain
The output regression in the temporal domain shown in figure 3.6 demonstrates the
ability that the model exposes in terms of reproducing the data in the temporal domain,
over performing with respect to the model presented in [54] just as in the case for
regression in the spatial domain.
Figure 3.6: Output Regression in the Temporal Domain:
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Note that the model reproduces with a very good precision most of the target points,
in contrast, the model presented in [54] and even in [53] just targets four of the training
points in every case.
3.4 Error Metrics for the Output Regression
In this section some useful measurements are provided in order to verify the assumptions
made from the graphical results. From figures 3.2, 3.3, 3.4, 3.5 and 3.6 basic conclusions
were drawn, such as, that the model presented in this dissertation over performs with
respect to the model presented in [54] and that for the spatial profile at 136 min there is a
serious problem with targeting data around x = 30µm. These basic conclusions could be
deduced from some of the error metrics and from a similarity measurement computed
with respect to the output regression. For example note that from table 3.1, where
Correlation−1 is a measurement derived from the proposed model, and Correlation−2
is measurement derived from the model presented in [54], which describes the correlation
coefficients for every spatial profile taken at different times, shows that the similarity
between the model presented in this work and data is much greater 0.9038 than the
similarity between the model presented in [54] and data.
Table 3.1: Comparison Between Correlations
Time Cycle Correlation-1 Correlation-2
106 min 0.9982 0.9314
116 min 0.9938 0.9326
126 min 0.9930 0.9584
136 min 0.8927 0.9616
142 min 0.9866 0.8897
148 min 0.9933 0.8973
154 min 0.9991 0.9060
160 min 0.9981 0.8925
166 min 0.9982 0.8551
172 min 0.9773 0.7910
178 min 0.9038 0.9790
Mean 0.9758 0.9086
Also note that these conclusions can be drawn from the standardized mean squared error
shown in table 3.2, where SMSE−1 is drawn from the proposed model and SMSE−2
is drawn from the model presented in [54], showing that error measurements for the
model proposed are much closer to zero than those taken for the results obtained from
[54].
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Table 3.2: Comparison Table for SMSE
Time Cycle SMSE-1 SMSE-2
106 min 0.0019± 0.0042 0.0711± 0.3079
116 min 0.0177± 0.0628 0.0753± 0.2924
126 min 0.0366± 0.0937 0.0643± 0.2837
136 min 0.1055± 0.6832 0.0461± 0.1217
142 min 0.0189± 0.0934 0.1207± 0.7416
148 min 0.0070± 0.0267 0.1055± 0.6239
154 min 0.0012± 0.0034 0.1001± 0.5413
160 min 0.0025± 0.0105 0.1101± 0.5831
166 min 0.0106± 0.0252 0.1530± 0.7894
172 min 0.0367± 0.0933 0.3047± 1.2403
178 min 0.0945± 0.5664 0.0658± 0.0742
Mean± Std 0.0303± 0.1512 0.1106± 0.5090
When using the mean standardized logarithmic loss, more negative values indicate better
performance. Note in table 3.3, with MSLL−1 being obtained from the model proposed
and MSLL − 2 being obtained from the model presented in [54], that for most of the
temporal profiles the model presented in this work scores better than the model reported
in [? ]
Table 3.3: Comparison Table for MSLL
Time Cycle MSLL-1 MSLL-2
106 min −1.9900± 0.6331 −2.6407± 1.4065
116 min −1.9248± 0.8131 −2.2686± 1.3456
126 min −1.6305± 0.8889 −2.2773± 0.6420
136 min −0.4740± 11.4485 −2.1922± 0.9006
142 min −1.9290± 1.3701 −1.4593± 3.0310
148 min −2.0885± 0.5980 −1.0050± 2.1101
154 min −2.1341± 0.6271 −0.5361± 1.7402
160 min −2.0071± 0.5985 −0.4777± 1.4596
166 min −1.9214± 0.4489 −1.6739± 3.2525
172 min −1.4812± 0.2674 −0.0184± 1.4050
178 min −1.1592± 2.6253 0.0358± 2.1433
Mean± Std −1.7036± 1.8472 −1.0151± 1.7669
Chapter 4
Discussion
After running all experiments, discussion can be made from three different operational
perspectives and from two different applicative perspectives. With regards to the oper-
ational perspectives, discussions can be made with respect to the latent force inference
and with respect to the output regression in the spatial and temporal domain. With
regards to the applicative perspectives, discussions help tracing future work perspectives
in terms of what can or cannot be done in the near future, what can be done in terms
of integrating data, mechanistic models and biochemical networks. Following, specific
descriptions for all kinds of discussions raised are provided.
4.1 On Latent Force Inference
Inference on latent forces plays a crucial role in establishing what interactions take place
on a given biological network (gene regulatory network) [56], [14]. As mentioned in
chapter 3, we were interested in two important properties of the latent force, which are
the stability regulation and the decay rate. From all the experiments, it was very clear
that the proposed model based on integrating Gaussian processes regression and partial
differential equation with Green functions based solutions, very good approximations of
the decay rate of the excitation can achieved. With regards to the stability regulation,
there are several problems present in every experiment. Neither the model proposed in
[54] nor the model proposed in this document has the ability to reproduce with a good
degree of precision, the stability regulation period, however, with the inclusion of three
and five test points in the training process for the latent force, the stability regulation
can be reproduced to a good extent as shown in figure 3.1. When only the test point
corresponding to the initial value was included as the test point in the training process,
the model proposed departs from the value of stability regulation and decays. In con-
trast, in the model proposed in [54], there is a growth from about half of the value of
stability regulation to the value of stability regulation and then decays. This behaviour
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does not fit the theoretical expected for the stability regulation profile neither does it
track the expected decay rate.
From several available literature [3], [16], [44], [52], [57], [67] and [2] including literature
cited in [53] and in [54], it was suggested from experimental evidence, that the stability
regulation holds at a constant value and then decays. In [52] the process of formation of
Bicoid morphogen gradient is described, where it is clear that growth and decay in the
stability regulation stage is not realistic. Therefore, the model proposed compared to
the model proposed in [54], doesn’t show any growth, starts with the stability regulation
value and approximates fairly well the decay rate. The decay rate approximated with
the model proposed in [54] varies considerably with respect to the theoretical expected.
Note that strong oscillations in the latent force inference for the tree test points case are
mainly due to spacing between test points in the training process, since after reaching
a given stability regulation reference it starts decaying until reaching another stability
regulation reference.
The discussion on the importance of the stability regulation and decay rate has been
extensively approached, mainly for its biological meaning in different kinds of cells in-
cluding in bacteria [37], and specifically in the Drosophila Embryo development problem
[20]. With regards to the decay rate, in chemical reactions and even in biochemical re-
actions [1], [13], [45], [63], [64], [82] the reaction rate, which may be, the production rate
or the consumption rate is of great importance in terms of quantifying the expression,
how long it lasts and when a specific gene expresses.
In terms of the impact in biochemical instrumentation, the inference of latent force
is extremely important since the technique used to measure mRNA expression levels,
which is the DNA Micro-Array, is extremely expensive to use [98], [12].
For the specific case considered, that is, when mRNA expression level is localized in the
anterior pole, spatial measurements are useless, since measurements are only required
at x = 1µm. Therefore, if 5 test points are required to obtained a good approximation
of the latent force, 5 DNA Micro-Array measurements will be required. If the latent
force inference interpolates over 200 validation points using only 5 test points, then the
proposed method reduces the cost of measurement in a considerable way.
4.2 On the Output Regression in the Spatial Domain
Significant improvement was reached in the output regression in the spatial domain with
respect to the one obtained in [54].
It was noticed that for kernel covariance functions constructed using few kernel terms,
oscillations were present in the regression of the output [24].
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With regards to boundary conditions, at x = L, no problems were found in any of
the experiments where many kernel terms were used, however, at x = 0, only the cosine
based kernel met the conditions, which was expected since cos(0) = 1, hence, combining
a high number of kernel terms with a cosine based kernel was a good aproximation for
performing above 99.9% in the output regression in the spatial domain.
Even though the importance of this result is secondary with respect to the latent force
inference, thinking in terms of the experimental arrangements required to obtain expres-
sion data, this result is of great impact in the area of electronic instrumentation applied
to gene expression measurements.
Gene expression is usually measured using mass-spectrometry technology [73], and this
is also the most common instrumental technique to quantify the effects of mutation [34],
[51], [69], [12], but with its power to record expression data, resolution constraints must
be considered [3], [98]. For the specific case tested, a resolution of 51 points over the AP
axis was achieved, with a regression performance of almost a 100% with 100 kernel terms
and with cosine based kernels. This really means that mass-spectrometry with a lower
resolution could also be an option given the power of the proposed model to reproduce
experimental samples, in the case that the specifics of the spatial profile of the Bicoid
protein are required and equipment availability does not exceed the mid-ranges in terms
of resolution.
This alternative might seem very attractive for reducing the hardware needed in bio-
chemical instrumentation with an equivalent increase in the computational power use to
reproduce measurements using just few real samples from the process.
4.3 On the Output Regression in the Temporal Domain
Regression on the temporal profile is even more critical than the regression in the spa-
tial profile. Notice that measurement techniques such as DNA micro-array and mass-
spectrometry are spatial measurements [17], [18], [22], [30], hence, they don’t provide
measurements over time, and temporal resolution is uniquely provided by the frequency
in which experiments are performed [43]. The impact of a regression model with regards
to temporal profiles of a Bicoid protein, is in determining how many experiments and
at what time after the maternal Bicoid mRNA is provided should take place in order to
be able to reproduce the experiments for a longer period of time.
In this sense, the proposed model, outperforms the model presented in [54], reducing
the width of the confidence intervals and hence the uncertainty in the of new samples.
In terms of the performance of the regression model, in all four experiments the power
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of fitting that the model exhibit, was very similar and very good in comparison to the
model presented in [54], mainly given the reduced number of test points provided during
training.
It was observed, that the regression performance is insensitive to the kernel type (ei-
ther sin or cosine), and it is slightly sensitive to the number of kernel terms, hence, all
experiments showed a good performance for the regression in the temporal domain.
Chapter 5
Conclusions
5.1 Conclusions About the Latent Force Inference
Several experiments were performed for inferring the latent force, which is the mRNA
expression level. Based on the results found it can be observed from section 3.1 in chap-
ter 3 that using five test points in the training process for the latent force yielded in
an over performance in the latent force inference with respect to the result reported in
[54], approximating reasonably well the theoretical expected simulated in section 2.6 in
chapter 2 (See Figure 3.1).
From additional results reported in section D.1, appendix D, it can be observed that
for three test points, the stability regulation is well approximated when the points are
close together. However, the decaying stage starts well before the theoretical 144 min
(See figure D.1). In contrast, when the three training points are far away from each
other, and the third point is close to the point where the theoretical expected starts
decaying, the inference approximates the regulation stability region reasonably well, but
with noticeable oscillations (See figure D.3).
When training with only one test point, the inferred latent force decays immediately
after reaching its maximum value around the stability regulation value (See figure D.1),
however, the decay rate is still approximated with very good precision (See figure D.7).
The results generally showed that unless at least five points are used for the latent
force in the training process, the model is incapable of reproducing the stability regu-
lation level and with regards to the decay rate the results obtained exhibit a very good
approximation independent of the training samples used.
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5.2 Conclusions About the Output Regression in the Spa-
tial Domain
Results showed a very good regression performance when 120 terms were used to ap-
proximate the cosine based kernel, yielding in a very good tracking performance and
also a very good reproduction of the dynamical trends that data exhibited (See figures
3.2, 3.3, 3.4 and 3.5). Results reported in tables 3.1, 3.2 and 3.3 verify this observation,
showing an outstanding behaviour for the regression performed by the proposed model
in terms of the correlation coefficient, the standardized mean square error and the mean
standardized logarithmic loss. With regards to the result presented in [54], the model
proposed outperforms it in relation to this result according to tables 3.1, 3.2 and 3.3.
In section D.2, appendix D, it was shown that the model based in sinusoidal kernel
covariance functions failed to reproduce the boundary conditions for all spatial profiles,
as well as the data targeting where strong dynamical events were present (See figures
D.8, D.9, D.10 and D.11). This observation becomes even more evident when tables D.3
and D.4 are compared with table D.5.
5.3 Conclusions About the Output Regression in the Tem-
poral Domain
Regression in the temporal domain showed similar results for number of kernel terms
varying from 50 to 120, and for both, sine and cosine based kernels. Note in figure 3.6
the regression output for temporal profiles at x = 21µm, x = 26µm and x = 31µm.
It can be observed, that the model performs the regression over the validation samples
with outstanding precision, targeting almost every sample and exhibiting interesting
dynamical trends given the complexity of the proposed model with relation to the model
proposed in [54].
Chapter 6
Future Work
6.1 Future Work on Biochemical Networking
Future work on biochemical networking is the result of extrapolating the results obtained
into structuring the GAP GENE network,in terms of the complexity of interactions, but
not on interactions itself. Biochemical networks are abstractions that allow us to under-
stand very complex interactions within cells, or in this case, in arthropods embryos [30],
[42], which enhances the understanding of how expression affects function [59], [64], [67].
mRNA expression levels, strongly influenced function, and the stability regulation pro-
file and decay rate, controls the dynamics in gene expression, specifically speaking the
dynamics of protein expression [68], [73]. Including mRNA expression dynamics into
a biochemical network in terms of a complex model such as the PDE based reaction-
diffusion model enhances the understanding of the effect that the stability regulation
and the transient response of the mRNA expression level has over protein expression
profiles and hence over biological function itself.
The model presented in this work, quantifies the interactions between a single mRNA
expression level and a single protein expression level. The possibilities of expanding
the work done and the results obtained in terms of network interactions are very large,
including several mRNA expression levels and multiple protein expression specifically
speaking for the GAP GENE network. These inclusions could quantify interactions be-
tween single mRNA expression levels with multiple protein expression levels, interaction
between multiple mRNA expression levels and biofeedback from single protein expres-
sion level and interactions between multiple mRNA expression levels and single protein
expression levels among some other possible interactions, as proposed in [93].
In this sense, the model developed showed that the incorporation of data integrated
based reaction-diffusion partial differential equation models is suitable for enhancing
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the robustness of a biochemical network by expanding the possible interactions under
the same behavioural model.
6.2 Future Work on Modelling Transcriptional-Translational
Regulation
Reaction-diffusion model based on a partial differential equation was shown to be an
excellent approximation of the phenomena of formation of Bicoid morphogen gradient
according to theoretical simulations shown in section 2.6 in chapter 2 and results shown
in chapter 3. As mentioned in the previous section, this model can be extrapolated to
make biological networks more robust in terms of the interactions between components
of the network. However, this model can be enhanced, for example adding a velocity
term as shown in [53], including multiple inputs, including non-linear terms of the spa-
tial and temporal derivatives, and even, with the use of stochastic differential equations
as mentioned in [76], [77], [83], [90].
Adjustments to the model will automatically require a more complex framework in
terms of Gaussian processes, just as when a model for estimating single transcription
factor improved to a model for estimating multiple transcription factors [92]. Following
this idea, a framework for integrating Gaussian processes regression must be provided
within the new model, both for transcriptional regulation models [50] and for transla-
tional regulation models [54].
In terms of the estimation procedure, it will be interesting to observe under what condi-
tions the model estimates the theoretical values for the system parameters, also includ-
ing additional estimation techniques such as the EM algorithm [62], [21], [88], [89], [96]
among other novel estimation techniques including Bayesian approaches [40], [84] that
have been also used in estimating parameters of other complex systems such as charge
transport in cold plasmas [81], multi-array radio processing [58] and even in some other
complex biological network problems [72], mainly in modelling and estimating signalling
transduction.
After this discussion of what can be done in a future work in improving the model,
one might ask why is all of this worth it?
Enhancing the understanding of transcriptional-translational processes as well as en-
hancing the power of prediction of this kind of systems, helps in quantifying the effect
of mutations in terms of biological function [85], [46], [69], [46] in understanding the
genetic and cellular origins of complex diseases [17], [57], [100] and even in designing
effective mechanisms for drug action [78], [94], [98].
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A next step in systems biology and bioinformatics is biological networks re-design, and
the results presented in this document along with the model proposed set the bases for
integrating data gathered, physical models, computer approaches and dogmas in biology.
Appendix A
Regression Models
A.1 Introduction
Data modelling, is typically known as poorly mechanistic, mainly because it uses rela-
tionships between data instead of analysing the phenomena where the data comes from.
A data model tries to predict the value of an arbitrary output using a regression model
with a given set of parameters. Regression models have two different types of structures
with regards to the parameters: Parametric regression models and non-parametric re-
gression models; and with regards to the input variables they can be classify either as
linear or non-linear regression models.
Parametric regression models have the property that the number of parameters depends
strongly on the condition of the problem, what does make the problem dependence on
data a disadvantage. On the other hand, non-parametric regression models use a given
structure to reproduce data using a definite number of parameters. what is important to
achieve to integrate data and mechanistic models, is to select an appropriate structure
for data modelling that fits well into a differential equation which serves as the modelling
platform for a given phenomena. In [15], different proposed methods for fitting data to
differential equations modelling p53 gene regulatory networks are presented. Parametric
methods were evaluated, concluding that the performance of the fitting method depend
strongly on the number of parameters and available data, making strong emphasis on
the impact of selecting an appropriate cost function when performing the gradient based
parameter estimation.
Even though the complexity of the estimation algorithm has an important impact on
the overall performance, so does the number of parameters to be estimated, hence a
non-parametric approach is also an important item to be considered. To understand
the structural difference between parametric models and non parametric models let’s
consider few illustrations that might help clarifying the gap.
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A.2 Parametric Regression Models
Parametric regression models are such that can be written in several ways, depending on
the structure adopted. Let’s start with polynomial regression models. Consider a data
set given by D : {(x1, y1), (x2, y2), . . . , (xN , yN )}. Depending on data variation a given
number of parameters might generate a model that fits better the data. For example,
consider four types of polynomial distributions like the ones shown in figure A.1
Figure A.1: Data Distributions: Linear, Quadratic, Third Order and Fourth Order
To fit this data using polynomial regression, its not enough estimate the parameters of
the model, but, knowing the number of parameters required is also important. Note
that for the linear case, quadratic case, third order case and fourth order case, the
interpolation models can be written as follows:
y = θ1x+ θ0 : Linear Case
y = θ2x
2 + θ1x+ θ0 : Quadratic Case
y = θ3x
3 + θ2x
2 + θ1x+ θ0 : Third Order Case
y = θ4x
4 + θ3x
3 + θ2x
2 + θ1x+ θ0 : Fourth Order Case
Also note that data variability increases the number of parameters required for the
fit, which is a notorious disadvantage. Recalling the importance of a well define cost
function, of the above cases, the best fit lies on the basis of quadratic cost functions
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given by:
E(θ0, θ1) =
N∑
k=1
(θ1x+ θ0 − yk)2
E(θ0, θ1, θ2) =
N∑
k=1
(
θ2x
2 + θ1x+ θ0 − yk
)2
E(θ0, θ1, θ2, θ3) =
N∑
k=1
(
θ3x
3 + θ2x
2 + θ1x+ θ0 − yk
)2
E(θ0, θ1, θ2, θ3, θ4) =
N∑
k=1
(
θ4x
4 + θ3x
3 + θ2x
2 + θ1x+ θ0 − yk
)2
Note that for complicated and highly variable data arrangements, the number of parame-
ters for fitting data using the regression models will be extremely high, and in addition to
this, the cost function and the optimisation procedure will be regarded as very complex.
This conditions make polynomial regression highly ineffective for large datasets with
strong variations, however, additional parametric methods can be furthermore analysed
to evaluate their advantages and disadvantages. For example, let’s consider arithmetic
regression, particularly, let’s consider ARMA regression models that can be written in
the form:
y[k] = b0u[k]+b1u[k−1]+. . .+bMu[k−M ]−a1y[k−1]−a2y[k−2]−. . .−any[k−n] (A.1)
Or in compact form:
y[k] = φ[k − 1]θ (A.2)
Where:
θ =
[
b0 b1 b2 . . . bM a1 a2 . . . an
]
,
φ[k−1] =
[
u[k] u[k − 1] u[k − 2] . . . u[k −M ] −y[k − 1] −y[k − 2] . . . −y[k − n]
]
,
where the model parameters aj and bi are to be estimated from available data, n is the
number of data samples to make a new prediction, u[k] is a random input signal that
enables the inclusion of uncertainty in the prediction and M is the number of input
samples used in the prediction. From expression A.2, it can be seen that this type
of model makes predictions based on the past samples and on finding patterns between
them, with the aid of a white Gaussian noise u[k] that is used to model the uncertainty of
the model with regards to the target sample. This method approximates even more then
the polynomial regression method to the data modelling concept, since a new sample is
predicted based on the variability of past samples. However, the main problem that the
use of the ARMA structure faces is that the number of parameters depends strongly
on the variability of data and in the number of training samples required. This really
means, that for complex dynamical systems the required number of parameters might be
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a tremendously large. In terms of the cost function, ARMA models improve significantly
the performance of polynomial regression mainly because the cost function depends on
the difference between successive samples plus a penalty parameter posed over the model
restriction. Writing the cost function J(θ) for an ARMA regression model we obtain:
J(θ) =
1
2
‖θ(k)− θ(k − 1)‖+ λ [y[k]− φ[k − 1]θ(k)] (A.3)
Note, from expression A.3, that parameter convergence, that is, θ(k)−θ(k−1)→ 0, and
model convergence, y[k]− φ[k− 1]θ(k)→ 0 guarantees that J(θ) reaches the minimum,
hence, minimizing J(θ) also guarantees model and parameter convergence. Therefore
the following expressions must be solved:∂J(θ)∂θ = 0 and
∂J(θ)
∂λ = 0; And as a result, the
optimal values for λ and θ are given by:
λ =
y[k]− φ[k − 1]T θ(k − 1)
φ[k − 1]Tφ[k − 1] (A.4)
θ(k) = θ(k − 1) + φ[k − 1]
φ[k − 1]Tφ[k − 1]
[
y[k]− φ[k − 1]T θ(k − 1)] (A.5)
Expression A.5 is known as the orthogonal projection algorithm and is useful to compute
the set of parameters θ for the ARMA model.
After evaluating this type of parametric modelling, the most important question rises,
does an ARMA model provides a framework for fitting data to a differential equation,
given the output data but without any input samples? In addition to the already men-
tioned disadvantages such as the number of parameters, an ARMA model requires data
from the input to estimate the output, and to apply inverse problem theory to such
framework, very complex procedures must be applied. When dealing with partial dif-
ferential equations, a similar procedure can be applied, thus, after discretizing one of
the variables of a two dimensional partial differential equation, it becomes a linear state
space representation that can be treated as an ARMA model.
A generalized parametric model used in linear system inference and estimation could
be more appropriate to fit output data to a linear differential equation after discretiza-
tion, that is, Kalman Filters.
Consider a linear differential equation:
dny(t)
dtn
+ a1
dn−1y(t)
dtn−1
+ . . .+ an−1
dy(t)
dt
+ any(t) = b0u(t) (A.6)
calculating the transfer function:
H(s) =
b0
sn + a1sn−1 + . . .+ an−1s+ an
(A.7)
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Dividing by sn, expression A.7 becomes:
H(s) =
b0s
−n
1 + a1s−1 + . . .+ an−1s−(n−1) + a0s−n
(A.8)
Making Q(s):
Q(s) =
U(s)
1 + a1s−1 + . . .+ an−1s−(n−1) + a0s−n
(A.9)
Hence, q(t), can be expressed in terms of successive integrations as follows:
q(t) = u(t)−a1
∫
q(t)dt−a2
∫ ∫
q(t)dt−. . .−an−1
∫ ∫
. . .
∫
q(t)dt︸ ︷︷ ︸
n−1 integrals
−an
∫ ∫
. . .
∫
q(t)dt︸ ︷︷ ︸
n integrals
(A.10)
Making:
x1(t) =
∫
q(t)dt → x˙1(t) = q(t) (A.11)
x˙2(t) = x1(t) (A.12)
...
x˙n(t) = xn−1(t) (A.13)
Using expression A.11, expression A.10 can be re-writen as:
q(t) = u(t)− a1x1(t)− a2x2(t)− . . .− an−1xn−1(t)− anxn(t) (A.14)
Now, from expression A.7, A.8 and A.9, y(t) can be writen asfollows:
Y (s) = b0s
−nQ(s) → y(t) = b0xn(t) (A.15)
combining equations A.15, A.14, A.11, A.12 and A.13, the following matrix equation
applies:
x˙1(t)
x˙2(t)
...
x˙n(t)
 =

−a1 −a2 . . . −an−1 −an
1 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0


x1(t)
x2(t)
...
xn(t)
+

1
0
...
0
u(t) (A.16)
y(t) =
[
0 0 . . . 0 b0
]

x1(t)
x2(t)
...
xn(t)
 (A.17)
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In compact form:
X˙ = AX +Bu(t) (A.18)
y(t) = CX (A.19)
Where:
A =

−a1 −a2 . . . −an−1 −an
1 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
 ; B =

1
0
...
0
 ; C =
[
0 0 . . . 0 b0
]
; X =

x1(t)
x2(t)
...
xn(t)

Therefore, discretizing expressions A.18 and A.19 using:
Φ = L−1 (sIn×n −A)−1 (t = T ) (A.20)
Γ = (A.21)
We have:
x[k] = Φx[k − 1] + Γu[k] (A.22)
y[k] = Cx[k] (A.23)
Hence, expressions A.18 and A.19 become in the discrete time domain expressions A.22 and A.23
where T is the sampling time.
When treating this discretized differential equation with a Kalman Filter methodology, zero
mean random noise is added to expression A.22 and A.23, thus becoming:
x[k] = Φx[k − 1] + Γu[k] + ε[k] (A.24)
y[k] = Cx[k] + δ[k] (A.25)
Where:
ε[k] ∼ N (0,Qk) δ[k] ∼ N (0,Rk)
Extensively, Kalman filters have been used in system identification, multivariable system identi-
fication, automatic control, weather forecast and in general regression problems. This fact makes
Kalman filter a suitable tool for performing integration between data and mechanistic models.
With regards to parameter estimation, the parameters θ that should be estimated are as follows:
θ =
[
Φ Γ C Qk Rk
]
For example, Kalman filtering has been used in modelling time series in several contexts. Local
levels and linear local trends can be model using kalman filtering with the following structure
52 Appendix A Regression Models
for local levels:
a[k] = a[k − 1] + εa[k], εa[k] ∼ N (0,Q) (A.26)
y[k] = a[k] + εy[k], εy[k] ∼ N (0,R) (A.27)
And with the following structure for local linear trend:
a[k] = a[k − 1] + b[k − 1] + εa[k], εa[k] ∼ N (0,Qa) (A.28)
b[k] = b[k − 1] + εb[k], εb[k] ∼ N (0,Qb) (A.29)
y[k] = a[k] + εy[k], εy[k] ∼ N (0,R) (A.30)
Note Simulations for expressions A.26 and A.27 in figure A.2 for different values of Q and R; and
note simulations for expressions for expressions A.28, A.29 and A.30 in figure A.3 for different
values of Qa, Qb and R.
Figure A.2: Kalman Filter Simulation: Local Level a = 1.0
Figure A.3: Kalman Filter Simulation: Local Level a = 10.0 and b = 1.0
Observe that expressions A.28, A.29 and A.30 can be writen the following form:
z[k] = φz[k − 1] + z[k], z[k] ∼ 0,Q (A.31)
y[k] = a[k] + εy[k], εy[k] ∼ N (0,R) (A.32)
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With:
z[k] =
[
a[k]
b[k]
]
; φ =
[
1 1
0 1
]
; C =
[
1 0
]
; Q =
[
Qa 0
0 Qb
]
Now, it can be observed that data complexity comes along with an increment in the dimension
of matrix φ and C, what makes Kalman filter very sensitive to data variability in terms of the
order of the filter and therefore in the number of parameters to be estimated. On the other
hand, the methodology to integrate Kalman filters with mechanistic modelling is not clear at
all, hence, its not an appropriate nor direct tool to integrate data with differential equations,
and in addition to this, an input is required to estimate the filter parameters, so in case of
inverse problem solving required, Kalman filter will not be suitable. It seems so far that the
requirements for data integration will be best accomplished by a non parametric method.
A.3 Non Parametric Regression Models
Non parametric regression uses the concept of kernel to generate data. Kernels usually depend
only on few parameters, and this is data independent. Among the classical methods of non
parametric regression we found Support Vector Machines and Gaussian Processes. Gaussian
processes seem to be very appropriate to integrate differential equations and data, as well as the
reduced set of parameters that have to be estimated.
Gaussian processes only required two functions to generate data, and additionally, Gaussian
processes assign distributions to functions, what suits the best to combine differential equations
and data models. In addition to this, the bayesian approach can be applied to the Gaussian
process regression to compute the kernel covariance function based on prior information about
the kernel covariance function.
Kernel based non parametric regression can be compared with other kernel representations,
to have a deeply understanding of why just using few parameters, a kernel based regression can
reproduced several data representations in a given functional space.
A kernel is a set of vectors or functions that generate all vectors or functions or elements of a
given vector space or a given functional space.
For example, for representing any arbitrary vector −→v = (vx, vy, vz), where −→v ∈ R3, the kernel
of this space of vectors given by:
K =
[
ax = (1, 0, 0) ay = (0, 1, 0) az = (0, 0, 1)
]
can reproduce all vectors in R3 by just a simple linear combination given by:
−→v = vxax + vyay + vzaz
This example applies also for functional spaces. Consider a periodic function f(t) that satisfies
Dirichlet conditions and that belongs to a functional space Ω(F ). All functions in this space can
be represented by a Fourier series given by:
f(t) = a0 + a1cos(ω1t) + a2cos(ω2t) + . . .+ b1sin(ω1t) + b2sin(ω2t) + . . .
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Where the kernel of this functional space is given by:
K =
[
1 cos(ω1t) cos(ω2t) . . . sin(ω1t) sin(ω2t) . . .
]
Note that, for both the vector space and for the functional space, every element of the space can
be represented, with equally error measure, by a linear combination of the Kernel functions and
their parameters or weights.
A similar analogy can be obtained with a lineal Kernel regression model given by A.33:
y(x, ω) = ω0 +
N∑
k=1
ωkφk(x) (A.33)
A typically used kernel to reproduce the output y(x, ω) is the RBF kernel given by:
φk(x) = exp
(
− (x− µk)
TΣ−1(x− µk)
2
)
(A.34)
Where:
Σ−1 = diag(σ−2k );
Figure A.4: Marginal and Joint Kernel Functions
Note in figure A.4 the distribution of the RBF kernel for a single Gaussian variable and for a
joint Gaussian variable.
Observe that the number of parameters ωk, µk and σk depend only on the input dimension and
on the number of kernels used in the summation in expression A.33, but not on the nature of
data. This is an important property of kernel methods, that differentiate them from parametric
regression models.
In Gaussian processes regression, the kernel covariance functions, give the regression model
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the power to track data variability, and this is why the importance of selecting an appropriate
Kernel covariance function to model data [31]. Following this idea, a Gaussian process regression
model, has the power to incorporate the information provided from a differential equation in the
kernel covariance function, by computing the covariance between the output at different times,
between the input at different times and between the output and input at different times, and
hence, becoming an appropriate model for integrating data and mechanistic models [60].
A.3.1 Gaussian Process Regression
The traditional regression problem, that is, supervised learning for regression, tries in fitting
data (xj , yj) to a function f(xj) ∼= yj when f(xj) is linear, what can be written as follows::
f(xj) = mxj + b (A.35)
The optimal approach is to infer a distribution over the function given data [62], what can be
writen as follows: p(f |x, y). Then predictions can be made given new inputs for the target value
yj
p(y∗|x∗, x, y) =
∫
p(y∗|f, x∗)p(f |x, y)df (A.36)
the alternative approach and as a matter of fact the most common approach is the parametric
approach where instead of inferring P (f |D) where D
is the data, the inference is made over a set of parameters θ given the data with p(θ|D).
To do so, Gaussian process use Bayesian inference over functions themselves using P (f |D), which
is the approach that has been so called non parametric approach [65].
We have already discuss how Bayesian regression works and standard regression models, but
How does a Gaussian process for regression work?
A Gaussian process defines a prior over functions, then in the presence of data the posterior can
be calculated.
Let’s consider the function’s values over a finite domain X1, X2, ..., Xn. A Gaussian process
assumes that a set of functions f(X1), f(X2), ..., f(Xn) are Jointly Gaussian with mean µ(x)
and with kernel covariance Σ(x):
P (f(X1), f(X2), ..., f(Xn)) ∼ N (µ(x),Σ(x)) (A.37)
With:
Σjk(x) = κ(xj ,xk)
Where the kernel covariance function κ(xj ,xk) is a similarity measure between the output in
input values xj and xk, and this kernel function has to satisfy the positive definite condition.
An outstanding characteristic of this Kernel function is that if xi and xj are judge to be similar,
then the output of the function at those points is expected to be similar, as a consequence of the
definition of kernel covariance function. Now let’s start formally to work with the model. Let
the prior for a Gaussian process regression model be:
f(x) ∼ GP (µ(x), k(x,x′)) (A.38)
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Where µ(x) is the mean function and k(x,x′) is the Kernel covariance function, and they are
strictly defined by:
µ(x) = E [f(x)] (A.39)
k(x,x′) = E [(f(x)− µ(x))T (f(x)− µ(x))] (A.40)
Since the set of input points x is finite we have a Joint Gaussian given by:
p(f |x) = N (f |µ,Kij) (A.41)
Where Kij = κ(xi, xj) and µ = [m(x1),m(x2), ...,m(xn)]
Now for predictions without using noisy observations let’s assume a training setD = (xi, fi), i = 1, ..., N ;
where fi = f(xi) is the noise free observation.
The regression problem consist in predicting the function outputs f∗ for a given input space X∗
of size N∗ ×D.
Then, the actual values of the function f and the predicted values f∗ are jointly distributed as
Gaussian: [
f
f∗
]
∼ N
([
µ
µ∗
]
,
[
K K∗
KT∗ K∗∗
])
(A.42)
Where:
K = κ(x, x); K∗ = κ(x, x∗) KT∗ = κ(x∗, x) K∗∗ = κ(x∗, x∗)
dim(K) = [N ×N ] dim(K∗) = [N ×N∗] dim(KT∗ ) = [N∗ ×N ] dim(K∗∗) = [N∗ ×N∗]
Since we are interested in computing the predictive mean and the predictive kernel covariance
function, using the result for conditional gaussians from chapter 4 in [62], the predictive mean
and variance from:
p(f∗|x∗, x, f) = N (f∗|µ∗,Σ∗) (A.43)
Are given by:
µ∗(x∗|x) = µ(x∗) +KT∗ K−1(f − µ(x)) (A.44)
Σ∗ = K∗∗ −KT∗ K−1K∗ (A.45)
Appendix B
Numerical Calculations
B.1 Numerical Modelling Applied to Mechanistic Models
Numerical modelling is widely used in, both, mechanistic and data modelling, and it has two
main focuses. First, numerical modelling is widely applied in simplifying complex mathematical
procedures such as differential equations, partial differential equations or even very sophisticated
integration manipulations. These are some numerical approaches used in mechanistic modelling
for reducing complexity [35].
For example, consider the heat equation given by:
∂T (x, t)
∂t
= κ
∂2T (x, t)
∂x2
+ f(x, t) (B.1)
Numerical modelling can be used to simplify this equation, discretizing first over a spatial domain.
If we use a uniform geometry, the spatial derivative can be approximated using a finite difference
with a rectangular or square morphology. To discretize over the spatial domain, the length of
the geometry is divided into N cubes, the first cube is of dimension ∆x×∆x1 and the remaining
N − 1 cubes have dimensions of (∆x)2.
A general approximation of the spatial derivative can be written as follows [99]:
∂T (x, t)
∂x
=
T (x+ ∆x, t)− T (x, t)
∆x
(B.2)
and the second derivative can be computed as follows:
∂2T (x, t)
∂x2
=
∂
∂x
(
T (x+ ∆x, t)− T (x, t)
∆x
)
∂2T (x, t)
∂x2
=
∂
∂x
(
T (x+ ∆x, t)
∆x
)
− ∂
∂x
(
T (x, t)
∆x
)
∂2T (x, t)
∂x2
=
1
∆x
(
T (x+ ∆x+ ∆x, t)− T (x+ ∆x, t)
∆x
)
− 1
∆x
(
T (x+ ∆x, t)− T (x, t)
∆x
)
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Factorizing (∆x)2
∂2T (x, t)
∂x2
=
1
(∆x)2
(T (x+ 2∆x, t)− 2T (x+ ∆x, t) + T (x, t)) (B.3)
Defining a constant as: η0 =
1
(∆x)2 . The expression B.3 in turns to:
∂2T (x, t)
∂x2
= η0 (T (x+ 2∆x, t)− 2T (x+ ∆x, t) + T (x, t)) (B.4)
What this procedure of discretization does is allowing scalar field T (x, t) to be evaluated in N
different points in space, and the derivative can be approximated for all of those N points in
space, hence the scalar field and temporal derivative can be written in vector as follows:
T (t) =

T (∆x, t)
T (2∆x, t)
T (3∆x, t)
...
T (N∆x, t)

=

T1(t)
T2(t)
T3(t)
...
TN (t)

(B.5)
Note that the temporal derivative only depends on time:
∂T (t)
∂t
=

∂T (∆x,t)
∂t
∂T (2∆x,t)
∂t
∂T (3∆x,t)
∂t
...
∂T (N∆x,t)
∂t

=

∂T1(t)
∂t
∂T2(t)
∂t
∂T3(t)
∂t
...
∂TN (t)
∂t

(B.6)
In regards to notation, the following is adopted:
x = 0→ x1
x = ∆x→ x2
x = 2∆x→ x3
...
...
x = (N − 1)∆x→ xN
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Therefore, the spatial second derivative approximation can be writen as follows in expanded
notation:
∂2T (0, t)
∂x2
= η0 (T (2∆x, t)− 2T (∆x, t) + T (0, t)) (B.7)
∂2T (∆x, t)
∂x2
= η0 (T (3∆x, t)− 2T (2∆x, t) + T (∆x, t)) (B.8)
∂2T (2∆x, t)
∂x2
= η0 (T (4∆x, t)− 2T (3∆x, t) + T (2∆x, t)) (B.9)
... (B.10)
∂2T ((N − 1)∆x, t)
∂x2
= η0 (T ((N + 1)∆x, t)− 2T (N∆x, t) + T ((N − 1)∆x, t)) (B.11)
It is desirerable to approximate the spatial second order derivative ∂
2T (xk,t)
∂x2 around x = xk,
hence, substracting ∆x to the steeping scheme will do the work, and hence equation B.11 be-
comes:
∂2T (0, t)
∂x2
= η0 (T (∆x, t)− 2T (0, t) + T (−∆x, t)) (B.12)
∂2T (∆x, t)
∂x2
= η0 (T (2∆x, t)− 2T (∆x, t) + T (0, t)) (B.13)
∂2T (2∆x, t)
∂x2
= η0 (T (3∆x, t)− 2T (2∆x, t) + T (∆x, t)) (B.14)
... (B.15)
∂2T ((N − 1)∆x, t)
∂x2
= η0 (T (N∆x, t)− 2T ((N − 1)∆x, t) + T ((N − 2)∆x, t)) (B.16)
And in compact notation:
∂2T (0, t)
∂x2
= η0 (T (x2, t)− 2T (x1, t) + T (x−1, t)) (B.17)
∂2T (∆x, t)
∂x2
= η0 (T (x3, t)− 2T (x2, t) + T (x1, t)) (B.18)
∂2T (2∆x, t)
∂x2
= η0 (T (x4, t)− 2T (x3, t) + T (x2, t)) (B.19)
... (B.20)
∂2T ((N − 1)∆x, t)
∂x2
= η0 (T (xN+1, t)− 2T (xN , t) + T (xN−1, t)) (B.21)
Now, observe that in the boundaries, that is, where x = 0 and x = (N − 1)∆x, its imposible
to compute the second spatial derivative because access to T (x−1, t) and to T (xN , t), is not
granted since x−1 and xN are out of the geometry of study. Therefore, in order to compute the
derivatives at the boundaries, different procedures shall be used. To replace equation B.18 the
following procedure is require [87]. First of all, the spatial first derivative can be computed using
a forward finite difference with a step size of ∆x1 as follows:
∂T (x, t)
∂x
=
T (x+ ∆x1, t)− T (x, t)
∆x1
(B.22)
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Then the second spatial derivative can be writen is the form of:
∂2T (x, t)
∂x2
=
∂
∂x
(
T (x+ ∆x1, t)− T (x, t)
∆x1
)
=
∂
∂x
(
T (x+ ∆x1, t)
∆x1
)
− ∂
∂x
(
T (x, t)
∆x1
)
(B.23)
Now, approximating these derivatives with a step size ∆x using the backwards finite difference,
expression B.23 becomes:
∂2T (x, t)
∂x2
=
T (x+ ∆x1, t)− T (x+ ∆x1 −∆x, t)
∆x∆x1
− T (x, t)− T (x−∆x, t)
∆x∆x1
(B.24)
If the derivative around x = 0 is to be approximated, then replacing the condition in equation
B.24, the expression for ∂
2T (0,t)
∂x2 is written as follows:
∂2T (0, t)
∂x2
=
T (∆x1, t)− T (∆x1 −∆x, t)
∆x∆x1
− T (0, t)− T (−∆x, t)
∆x∆x1
(B.25)
Observe that for the case ∆x > ∆x1, T (∆x1 − ∆x, t) is out of the geometry, hence, T (∆x1 −
∆x, t) = 0. Also, note that T (−∆x, t) is out of the geometry, leading to T (−∆x, t) = 0.
Therefore, the approximation for ∂
2T (0,t)
∂x2 is finally given by:
∂2T (0, t)
∂x2
= η1 (T (∆x1, t)− T (0, t)) = η1 (T2(t)− T1(t)) (B.26)
Where η1 =
1
∆x∆x1
.
Now, let’s approximate the second spatial derivative at x = (N − 1)∆x, that is, ∂2T ((N−1)∆x,t)∂x2 .
Computing the first derivative using the forward difference, the second spatial derivative can be
written as follows:
∂2T (x, t)
∂x2
=
∂
∂x
(
T (x+ ∆x, t)− T (x, t)
∆x
)
=
∂
∂x
(
T (x+ ∆x, t)
∆x
)
− ∂
∂x
(
T (x, t)
∆x
)
(B.27)
Note that for x = (N − 1)∆x the derivative ∂∂x
(
T (x+∆x,t)
∆x
)
if its approximated using forward
finite difference is not defined, because x ranges from x = 0 to x = (N − 1)∆x, therefore,
expression B.27 can be writen as follows:
∂2T (x, t)
∂x2
=
(
T (x+ ∆x, t)− T (x, t)
(∆x)2
)
−
(
T (x, t)
(∆x)2
)
=
(−T (x, t)
(∆x)2
)
−
(
T (x, t)− T (x−∆x, t)
(∆x)2
)
(B.28)
Simplifying:
∂2T (x, t)
∂x2
= η0 (T (x−∆x, t)− 2T (x, t)) (B.29)
∂2T ((N − 1)∆x, t)
∂x2
= η0 (T ((N − 2)∆x, t)− 2T ((N − 1)∆x, t)) (B.30)
In some literature reviews, the first term in expression B.28 is ignored, giving:
∂2T (x, t)
∂x2
= η0 (T (x−∆x, t)− T (x, t)) (B.31)
∂2T ((N − 1)∆x, t)
∂x2
= η0 (T ((N − 2)∆x, t)− T ((N − 1)∆x, t)) (B.32)
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With these done, expression B.32 replaces expression B.21, and expression B.26 replaces expres-
sion B.18, giving as a result the following approximation for the second derivative:
∂2T (0, t)
∂x2
= η1 (T (x2, t)− T (x1, t)) (B.33)
∂2T (∆x, t)
∂x2
= η0 (T (x3, t)− 2T (x2, t) + T (x1, t)) (B.34)
∂2T (2∆x, t)
∂x2
= η0 (T (x4, t)− 2T (x3, t) + T (x2, t)) (B.35)
... (B.36)
∂2T ((N − 1)∆x, t)
∂x2
= η0 (T (xN−1, t)− 2T (xN , t)) (B.37)
Writting expressions B.34, B.35, B.36, B.37 in matrix form using the notation T (xj , t) = Tj(t):
∂2T (x, t)
∂x2
=

∂2T (0,t)
∂x2
∂2T (∆x,t)
∂x2
∂2T (2∆x,t)
∂x2
...
∂2T ((N−1)∆x,t)
∂x2

=

−η1 η1 0 0 . . . 0 0
η0 −2η0 η0 0 . . . 0 0
0 η0 −2η0 η0 . . . 0 0
...
...
...
... . . .
...
...
0 0 0 0 . . . η0 −η0


T1(t)
T2(t)
T3(t)
...
TN (t)

(B.38)
Replacing equation B.38 and equation B.6 in expression B.1, the heat partial differential equation
can be rewritten discretized in the spatial domain as follows:

∂T1(t)
∂t
∂T2(t)
∂t
∂T3(t)
∂t
...
∂TN (t)
∂t

=

−λ1 λ1 0 0 . . . 0 0
λ0 −2λ0 λ0 0 . . . 0 0
0 λ0 −2λ0 λ0 . . . 0 0
...
...
...
... . . .
...
...
0 0 0 0 . . . λ0 −λ0


T1(t)
T2(t)
T3(t)
...
TN (t)

+

f1(t)
f2(t)
f3(t)
...
fN (t)

(B.39)
Where λ0 = κη0, λ1 = κη1 and fj(t) = f(xj , t).
Note that numerical modelling provides an important simplification to avoid treating
mechanistically with the partial differential equation. This is a great deal in terms of
reducing complexity, because equation B.39 is in the form of state space representation,
what can be dealt with a lot easier.
However, its important to have in mind how is this equation solved given the parameters
λ1, λ0 and the excitation f(x, t), what has been extensively reffer to as Latent Source.
To show a numerical model for solving expression B.39, let’s write it in vector form
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(state space form):
∂
−→
T (t)
∂t
= A
−→
T (t) +
−→
F (t) (B.40)
Where:
A =

−λ1 λ1 0 0 . . . 0 0
λ0 −2λ0 λ0 0 . . . 0 0
0 λ0 −2λ0 λ0 . . . 0 0
...
...
...
... . . .
...
...
0 0 0 0 . . . λ0 −λ0

;
−→
F (t) =

f1(t)
f2(t)
f3(t)
...
fN (t)

Writting the approximation for the derivative ∂
−→
T (t)
∂t , expression B.40 becomes:
−→
T k+1 −−→T k
∆t
= A
−→
T k +B
−→
F k (B.41)
Where k = 0 : 1 : T − 1, and T is the number of time points in the spatiotemporal grid
and N is the number of space points in the spatiotemporal grid. From expression B.41
an expression for computing
−→
T k+1 can be derived as follows:
−→
T k+1 =
−→
T k + ∆tA
−→
T k + ∆t
−→
F k
−→
T k+1 = [IN×N + ∆tA]
−→
T k + ∆t
−→
F k (B.42)
In expanded form is given by:

Tk+11
Tk+12
Tk+13
.
.
.
Tk+1
N

= ∆t

−
(
λ1 − 1∆t
)
λ1 0 0 . . . 0 0
λ0 −
(
2λ0 − 1∆t
)
λ0 0 . . . 0 0
0 λ0 −
(
2λ0 − 1∆t
)
λ0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0 0 0 . . . λ0 −
(
λ0 − 1∆t
)


Tk1
Tk2
Tk3
.
.
.
TkN

+∆t

f1(t)
f2(t)
f3(t)
.
.
.
fN (t)

(B.43)
In this way, the grid Tnk of dimension N × T is built.
An important observation should be made, and is that numerical modelling simplifies
mechanistic modelling to an extend of the form Ax = b.
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B.2 Numerical Modelling Applied to Data Models
As mentioned earlier, numerical modelling is also used in data models, just in the same
way as it is used in mechanistic modelling, that is, to simplify and to approximate.
For example, when computing kernels, some untractable integrals come in, therefore
Simpsons integration methods might come in handy or even Monte Carlo integration
methods. In parameter estimation it is quite common to use numerical optimization,
gradient descent methods or sometimes random searches, however, this last technique is
not regarded as a numerical optimisation model.
Almost every single numerical model presented in this document are use for param-
eter estimation, mainly nonlinear numerical optimisation.
As discussed earlier, a general model for data fitting can be writen as follows:
y(x, ω) = ω0 +
M−1∑
k=1
ωkφk(x) (B.44)
Where the functions φk(x) are called basis functions. The basic problem to be solved by
a numerical model is to estimate the parameters ωk such that the error function given
by:
E(ω) =
1
2
N∑
k=1
rk
{
zk − ωTφ(xk)
}2
Reaches the minimum, where rk are the weights and zk are the target values of the
regression model.
The model adopted for including the uncertainty with respect to the target values in
the regression model is given by:
z = y(x, ω) + ε (B.45)
where ε is a zero mean Gaussian random variable with precision (inverse variance) β,
what gives the uncertainty property to the model derived. Therefore, it is said that the
target values are randomly distributed such that:
N (√rz|√rωTφ(x), β−1) (B.46)
When comparing with the typical gaussian distribution, the following conclusion is
drawn:
N (x|µ, σ2) =⇒ σ2 = 1
β
, µ =
√
rωTφ(x)
In such a way that:
N (√rz|√rωTφ(x), β−1) =
√
β
2pi
exp
(
− [√rz −√rωTφ(x)]2 β
2
)
(B.47)
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Assuming that each sample belongs to a different gaussian distribution, thus, we can
write:
P
(√
rz|√rω, β) = N∏
k=1
ηk(
√
rkzk|√rkωTφ(xk), β−1)
Where:
ηk(
√
rktk|√rkW Tφ(xk), β−1) =
√
β
2pi
exp
(
− [√rktk −√rkW Tφ(xk)]2 β
2
)
And P (
√
rz|√rω, β) is called the likelihood function. If this function is maximized, then
the probability that the set of parameters ωk generate amodel y(x, ω) that fits the data
is also maximized. Thus writing:
P
(√
rz|√rω, β) = N∏
k=1
Nk(√rkzk|√rkωTφ(xk), β−1) (B.48)
P
(√
rz|√rω, β) = N∏
k=1
√
β
2pi
exp
(
− [√rkzk −√rkωTφ(xk)]2 β
2
)
(B.49)
Taking the logarithm of the maximum likelihood function we have:
Ln
[
P
(√
rz|√rω, β)] = Ln( N∏
k=1
√
β
2pi
exp
(
− [√rkzk −√rkωTφ(xk)]2 β
2
))
Ln
[
P
(√
rz|√rω, β)] = N∑
k=1
(
Ln
√
β
2pi
exp
(
− [√rkzk −√rkωTφ(xk)]2 β
2
))
Ln
[
P
(√
rz|√rω, β)] = N∑
k=1
(
Ln
√
β
2pi
+ Ln
(
exp
(
− [√rkzk −√rkωTφ(xk)]2 β
2
)))
Ln
[
P
(√
rz|√rω, β)] = N∑
k=1
(
Ln
(
β
2pi
) 1
2
−
([√
rkzk −√rkωTφ(xk)
]2
β
2
))
Ln
[
P
(√
rz|√rω, β)] = N∑
k=1
1
2
Ln(β)−
N∑
k=1
1
2
Ln(2pi)−β
N∑
k=1
([√
rkzk −√rkωTφ(xk)
]2
2
)
Ln
[
P
(√
rz|√rω, β)] = N
2
Ln(β)− N
2
Ln(2pi)− β
N∑
k=1
([√
rkzk −√rkωTφ(xk)
]2
2
)
By definition:
E(ω) =
1
2
N∑
k=1
rk{zk − ωTφ(xk)}2 =
N∑
k=1
([√
rkzk −√rkωTφ(xk)
]2
2
)
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Then the logarithm of maximum likelihood function is given by:
Ln
[
P
(√
rz|√rω, β)] = N
2
Ln(β)− N
2
Ln(2pi)− βE(ω)
To perform the optimisation we compute the gradient with respect to ω:
∇ωLn
[
P
(√
rz|√rω, β)] = ∂Ln [P (√rz|√rω, β)]
∂ω
∇ωLn
[
P
(√
rz|√rω, β)] = −β∇ωE(ω) = 0
∇ωE(ω) = −
N∑
k=1
rk
[
zk − ωTφ(xk)
]
φ(xk)
T = 0
N∑
k=1
rk
[
zk − ωTφ(xk)
]
φ(xk)
T = 0
N∑
k=1
rkzkφ(xk)
T −
N∑
k=1
rkω
Tφ(xk)φ(xk)
T = 0
N∑
k=1
rkzkφ(xk)
T =
N∑
k=1
rkω
Tφ(xk)φ(xk)
T
ω = (ΦRΦ)−1 ΦTRz
Where:
Rii = ri
and:
Rij = 0
Also:
Φ =

φ0(x1) φ1(x1) φ2(x1) . . . φM−1(x1)
φ0(x1) φ1(x1) φ2(x1) . . . φM−1(x1)
φ0(x1) φ1(x1) φ2(x1) . . . φM−1(x1)
φ0(x1) φ1(x1) φ2(x1) . . . φM−1(x1)
φ0(x1) φ1(x1) φ2(x1) . . . φM−1(x1)

The term (ΦRΦ)−1 ΦT is known as the weighted Moore-Penrose Pseudoinverse.
Notice that this computation of parameters is pretty straight forward, anyhow, in some
cases, sequential learning is required for some restrictions posed over the problem and
some tolerance between the targets and the output of the regression model. Sequential
learning can be regarded as numerical modelling used for predicting future values of
process z, and one of the most common numerical models for performing such task is
the stochastic gradient descent given by:
ωτ+1 = ωτ − η∇E(ω) (B.50)
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For the specific regression problem presented:
ωτ+1 = ωτ + ηrk (zk − ωτφ(xk))φ(xk) (B.51)
The success of the sequential learning algorithm relies on the value chosen for the step
η. This parameter can be easily obtain, or at least the first approximation for it using
the following numerical model:
Consider the cost function given by:
J(θ) =
N∑
k=1
(
θT zk − σk
)2
(B.52)
Note the similarity of J(θ) with E(ω), where θ and ω are the parameters to be estimated
during the optimisation process. Approximating J(θ) using the Taylor series, we obtain:
J(θ) ≈ J(θ(k)) +∇JT (θ(k))(θ − θ(k)) + 1
2
(θ − θ(k))TH(θ(k))(θ − θ(k)) (B.53)
Or in compact notation:
J(θ) ≈ J(θk) +∇JT (θk)(θ − θk) + 1
2
(θ − θk)TH(θk)(θ − θk)
Where the Jacobian matrix and the Hessian matrix are given by:
∇J(θ) =

∂J1(θ)
∂θ1
∂J1(θ)
∂θ2
∂J1(θ)
∂θ3
. . . ∂J1(θ)∂θN
∂J2(θ)
∂θ1
∂J2(θ)
∂θ2
∂J2(θ)
∂θ3
. . . ∂J2(θ)∂θN
∂J3(θ)
∂θ1
∂J3(θ)
∂θ2
∂J3(θ)
∂θ3
. . . ∂J3(θ)∂θN
...
...
...
...
...
∂JN (θ)
∂θ1
∂JN (θ)
∂θ1
∂JN (θ)
∂θ1
. . . ∂JN (θ)∂θ1

H(θ) =

∂2J(θ)
∂θ21
∂2J(θ)
∂θ1∂θ2
∂2J(θ)
∂θ1∂θ3
. . . ∂
2J(θ)
∂θ1∂θN
∂2J(θ)
∂θ2∂θ1
∂2J(θ)
∂θ22
∂2J(θ)
∂θ2∂θ3
. . . ∂
2J(θ)
∂θ2∂θN
∂2J(θ)
∂θ3∂θ1
∂2J(θ)
∂θ3θ2
∂2J(θ)
∂θ23
. . . ∂
2J(θ)
∂θ2∂θN
...
...
...
...
...
∂2J(θ)
∂θN∂θ1
∂2J(θ)
∂θN∂θ2
∂2J(θ)
∂θN∂θ3
. . . ∂
2J(θ)
∂θ2N

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But for the specific problem, since the cost function is monocomponent, the Jacobian
matrix can be writen as:
∇J(θ) =
[
∂2J(θ)
∂θ21
∂2J(θ)
∂θ1∂θ2
∂2J(θ)
∂θ1∂θ3
. . . ∂
2J(θ)
∂θ1∂θN
]
Now, using the update rule:
θ(k + 1) = θ(k)− η(k)∇J(θ(k)) (B.54)
A new cost function given by:
Jη(θk+1) = J(θk+1)− J(θk) (B.55)
Can be derived as follows:
J(θk+1) ≈ J(θk) +∇JT (θk)(θk+1 − θk) + 1
2
(θk+1 − θk)TH(θk)(θk+1 − θk)
But as:
θ(k + 1) = θ(k)− η(k)∇JT (θ(k)) → θ(k + 1)− θ(k) = −η(k)∇J(θ(k))
J(θk+1)− J(θk) = ∇JT (θk)(−η(k)∇J(θk)) + 1
2
(−η(k)∇J(θk))TH(θk)(−η(k)∇J(θk))
Jη(θk+1) = −ηk∇JT (θk)∇J(θk) + η
2
k
2
∇JT (θk)H(θk)∇J(θk)
Optimizing with respect to ηk:
∂Jη(θ)
∂η
= −∇JT (θk)∇J(θk) + ηkJT (θk)H(θk)∇J(θk)
Then equating to zero:
∂Jη(θ)
∂η
= −∇JT (θk)∇J(θk) + ηkJT (θk)H(θk)∇J(θk) = 0
Hence obtaining an optimal value for ηk:
ηk =
∇JT (θk)∇J(θk)
JT (θk)H(θk)∇J(θk) (B.56)
Computing the second derivative of Jη(θ):
∂2J(θ)
∂η2k
= JT (θk)H(θk)∇J(θk)
Observe that this second derivative will be also positive arround the minimum of Jη(θ),
hence, ηk computed as shown in equation B.56 yields a minimum on Jη(θ) which accel-
erates convergence of the gradient descent algorithm.
Appendix C
Computing Kernel Covarinace
Functions
C.1 Linear Latent Forces and Ordinary Differential Equa-
tions
In this section the work done by Neil Lawrence et.al published in [50] is presented. This
work has been referenced as pioneer in combining mechanistic and data models [54],
[28], [43], [38], [92], [19]. The work presented in by Lawrence deals with transcription
factor activities as the excitation for gene expression regulation using a linear ordinary
differential equation model described by:
dxj(t)
dt
= Bj −Djxj(t) + Sjf(t) (C.1)
The solution of the differential equation given by (C.1) can be expressed as follows:
xj(t) =
Bj
Dj
+ kjexp(−Djt) + Sjexp(−Djt)
∫ t
0
f(τ)exp(Djτ)dτ (C.2)
Where:
• xj(t) → Gene j − th Expression Level (mRNA).
• f(t) → Transcription Factor Protein.
• Bj → Basal Transcription Rate of Gene j.
• Dj → Decay Rate of mRNA.
• Sj → Sensitivity of Gene j to Transcription Factor Protein f(t).
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The problem presented in the first part of this paper is to make inference over the latent
function f(t), which can be model by the aid of a Gaussian Process as follows:
• The initial conditions have been set such that kj = 0.
• Since the main interest is set upon the dynamics of the system, the term BjDj in
equation (C.2) is not of interest.
The terms of interest in equation (C.2) are expressed as a linear operator of as follows:
Lj [f ](t) = Sjexp(−Djt)
∫ t
0
f(τ)exp(Djτ)dτ (C.3)
Therefore, equation (C.2) can be expressed in terms of equation (C.3) in the following
form:
xj(t) =
Bj
Dj
+ Lj [f ](t) (C.4)
Now a Gaussian Process over f(t) to approximate the dynamics of this latent function
is used. The methodology is based upon assigning a gaussian process prior to f(t) as
follows:
f(t) ∼ GP (0, kff (t, τ)) (C.5)
To solve the problem that has been stated, the Gaussian process posterior for the latent
function f(t) must be derived, and has the form of:
f∗(t) ∼ GP (µ∗, k∗ff (t, τ)) (C.6)
To do so, the condition that the functions xj(t) and f(t) are jointly Gaussian must be
satisfied.
f(t)
x1(t)
...
xj(t)
...
xN (t)

∼ GP


µf (t)
µ1(t)
...
µj(t)
...
µN (t)

,

kff kfx1 . . . kfxj . . . kfxN
kx1f kx1x1 . . . kx1xj . . . kx1xN
...
...
...
...
...
...
kxjf kfx1 . . . kfxj . . . kfxN
...
...
...
...
...
...
kxNf kxNx1 . . . kxNxj . . . kxNxN


(C.7)
Note that all the terms of the covariance matrix depend on variables t and τ , and that
the marginal covariance and the marginal mean for the latent function can be expressed
in terms if the covariance matrix KXX and the mean vector µx(t) for the observations
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xj(t). Where:
KXX =

kx1x1 . . . kx1xj . . . kx1xN
kx1x1 . . . kx1xj . . . kx1xN
...
...
...
...
...
kx1x1 . . . kx1xj . . . kx1xN
...
...
...
...
...
kx1x1 . . . kx1xj . . . kx1xN

;µx(t) =

µ1(t)
µ2(t)
...
µj(t)
...
µN (t)

KXf =

kx1f
kx2f
...
kxjf
...
kxNf

;KfX =
[
kfx1 kfx2 . . . kfxj . . . kfxN
]
Now, what is next, is to compute the covariance matrix for the prior of the Gaussian
process, which is:
KXX , KXf , and KfX
Using expression (C.4) and the expression for the covariance between two random vari-
ables, the term kxjxk(t, τ) can be computed:
kxjxk(t, τ) = E [xj(t)xk(τ)] = E
[(
Bj
Dj
+ Lj [f ](t)
)(
Bk
Dk
+ Lk[f ](τ)
)]
(C.8)
However, our interest is to model the dynamics of the transcription factor concentra-
tion, hence the basal rate is not relevant for the Gaussian process model, for what the
covariance term kxjxk(t, τ) can be computed as follows:
kxjxk(t, τ) = E [xj(t)xk(τ)] = E [Lj [f ](t)Lk[f ](τ)] (C.9)
cov(Lj [f ](t), Lk[f ](τ)) = E [Lj [f ](t)Lk[f ](τ)]
cov(Lj [f ](t), Lk[f ](τ)) = kxjxk(t, τ)
Computing: E [Lj [f ](t)Lk[f ](τ)] →
Lj [f ](t)Lk[f ](τ) =(
Sjexp(−Djt)
∫ t
0
f(τ1)exp(Djτ1)dτ1
)(
Skexp(−Dkτ)
∫ τ
0
f(τ2)exp(Djτ2)dτ2
)
Lj [f ](t)Lk[f ](τ) =
SjSkexp[−(Djt+Dkτ)]
∫ t
0
f(τ1)exp(Djτ1)dτ1
∫ τ
0
f(τ2)exp(Djτ2)dτ2
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Proceeding as follows: Lj [f ](t)Lk[f ](τ) =
SjSkexp[−(Djt+Dkτ)]
∫ t
0
exp(Djτ1)
∫ τ
0
f(τ1)f(τ2)exp(Djτ2)dτ2dτ1
Next step is to compute the covariance cov(t, τ) = kxjxk(t, τ):
E [Lj [f ](t)Lk[f ](τ)] =
E
[
SjSkexp[−(Djt+Dkτ)]
∫ t
0
exp(Djτ1)
∫ τ
0
f(τ1)f(τ2)exp(Djτ2)dτ2dτ1
]
E [Lj [f ](t)Lk[f ](τ)] =
SjSkexp[−(Djt+Dkτ)]
∫ t
0
exp(Djτ1)
∫ τ
0
E [f(τ1)f(τ2)] exp(Djτ2)dτ2dτ1
Note that the expectation operator acts only on f(t) because it is the only variable
subject to uncertainty, and the auto-covariance is given by:
E [f(τ1)f(τ2)] = kff (t, τ) = exp
(−(t− τ)2
2`2
)
Therefore:
E [Lj [f ](t)Lk[f ](τ)] =
SjSkexp[−(Djt+Dkτ)]
∫ t
0
exp(Djτ1)
∫ τ
0
E [f(τ1)f(τ2)] exp(Djτ2)dτ2dτ1
E [Lj [f ](t)Lk[f ](τ)] =
SjSkexp[−(Djt+Dkτ)]
∫ t
0
exp(Djτ1)
∫ τ
0
kff (t, τ)exp(Djτ2)dτ2dτ1
Using the RBF kernel, these integrals become tractable and the covariance function,
therefore is solved giving the following result:
kxjxk(t, τ) = SjSk
pi
2
[hjk(t, τ) + hkj(τ, t)] (C.10)
Where:
hkj(τ, t) =
ωk
(
αk
[
erf
(
τ − t
`
− γk
)
+ erf
(
t
`
+ γk
)]
− βk
[
erf
(τ
`
+ γk
)
+ erf(γk)
])
ωk =
exp(γk)
Dj+Dk
, αk = exp(−Dk(τ − t)), βk = exp(−Dkτ +Dj), γk = Dk`2 The computation of KXf
requires the calculation of:
E [xj(t) · f(τ)] = kxjf (t, τ)
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E [Lj [f ](t) · f(τ)] = E
[(
Sjexp(−Djt)
∫ t
0
f(τ1)exp(Djτ1)dτ1
)
f(τ)
]
kxjf (t, τ) = E
[
Sjexp(Djt)
∫ t
0
f(τ1)f(τ)exp(Djτ1)dτ1
]
kxjf (t, τ) = Sjexp(Djt)
∫ t
0
E [f(τ1)f(τ)] exp(Djτ1)dτ1
But, since: E [f(τ1)f(τ)] = kff (t, τ)
kxjf (t, τ) = Sjexp(Djt)
∫ t
0
kff (τ1, τ)exp(Djτ1)dτ1
Using: kff (t, τ) = exp
(
−(t−τ)2
2`2
)
kxjf (t, τ) = Sjexp(Djt)
∫ t
0
exp
(−(τ1 − τ)2
2`2
)
exp(Djτ1)dτ1
Giving as a result:
kxjf (t, τ) =
√
pi`Sjexp(Dj`)
2
exp(−Dj(t− τ))
[
erf
(
τ − t
`
− γj
)
+ erf
(
t
`
+ γj
)]
(C.11)
Finally, to end the task, the parameters θ have to be estimated using maximum likelihood
procedures, where θ is given by:
θ =

Sj
Dj
Bj
`

C.2 Linear Latent Forces and Space-Discrete Partial Dif-
ferential Equations
In [54] the following model was proposed:
∂m(x, t)
∂t
= D
∂2
∂x2
m(x, t)− τ−1p m(x, t) + S0f(t) (C.12)
As a valid model for the Bicoid protein propagation along the A-P axis in the embryo development
of the drosophila melanogaster.
For the spatial discretization (Seeappendix B for details), the following variables were defined
(defined as η1 and η0 in appendix B):
df =
D
hfh
d =
D
h2
Giving as a result the following space discrete continuous time dynamical system:
∂m1(t)
∂t
= df (m2(t)−m1(t))− τ−1p m1(t) + S0f(t) (C.13)
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∂mi(t)
∂t
= d(mi+1(t) +mi−1(t)− 2mi(t))− τ−1p mi(t) (C.14)
...
∂mN (t)
∂t
= d(mN−1(t)−mN (t))− τ−1p mN (t) (C.15)
In matrix form, the system can be write as follows:
∂m(t)
∂t
= Am(t) + sf(t) (C.16)
With a state matrix defined by:
−(df + τ−1p ) df 0 . . . 0 0
d −(2df + τ−1p ) d . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . d −(d+ τ−1p )

As mentioned in the first section, one of the strengths of the proposed methodology is the
integration of data with strongly mechanistic approaches, hence writing the solution of the state
equation as follows:
m(t) = exp(tA)m(0) +
∫ t
0
exp((t− u)A)sf(u)du (C.17)
And integrating it with a gaussian process based data model given by:
f(t) ∼ N (0, kf,f (t, t′)) (C.18)
A strongly mechanistic and a strongly statistical model for describing gene expression profile of
the bicoid protein mj(t) can be obtained, having the mRNA expression denoted by f(f) as the
input of the system.
To apply a purely Bayesian approach, Liu and Niranjan assumed that the prior autocovariance
function has the form:
kf,f (t, t
′) = exp
(
− (t− t
′)2
l2
)
(C.19)
And that the gene expression profile is also a Gaussian process of the form:
m(t) ∼ N (exp(tA)m(0),Km,m(t, t′)) (C.20)
The problem described by Liu and Niranjan in terms of methodology is very similar to the one
described in the first section of this chapter, but,
having the exception of the space-discrete morphology for the mechanistic model.
Therefore, solving this problem requires the computation of the covariance functions as follows:
Km,m(t, t
′) =
∫ t
0
∫ t′
0
exp((t− u)A)s(exp((t′ − u′)A)s)T kf,f (u, u′)dudu′ (C.21)
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Km,f (t, t
′) =
∫ t
0
exp((t− u)A)skf,f (u, t′) (C.22)
To completely compute the matrices km,m(t, t
′) and Km,f (t, t′) the integrals given have to be
computed. Wei Liu show these computations in a supplementary material [55] to accompany [54].
As shown earlier, the posterior mean value is of particular interest because is the best prediction
for the unknown hidden excitation f(t),
that represents the Bicoid mRNA concentration, and can be computed using the conditional
form of the mean of a Gaussian process as follows:
h¯post∗ = Kh∗,hK
−1
h,hy (C.23)
And the conditional form of the posterior covariance function is also given by:
Kposth∗,h∗ = Kh∗,h∗ −Kh∗,hK−1h,hKh,h∗ (C.24)
With:
Kh∗,h =

Kf∗,f Kf∗,m1 Kf∗,m2 . . . Kf∗,mN
Km∗1 ,f Km∗1 ,m1 Km∗1 ,m2 . . . Km∗1 ,mN
Km∗2 ,f Km∗2 ,m1 Km∗2 ,m2 . . . Km∗2 ,mN
...
...
...
. . .
...
Km∗N ,f Km∗N ,m1 . . . . . . Km∗N ,mN

An additional item that this well presented work shows is the inclusion of noise using the model:
yi(t) = mi(t) + ei(t) (C.25)
Hence giving the following covariance function between outputs:
Ky,y = Kh,h + Σ (C.26)
Where:
Σ = diag(σ2f , σ
2
11 · · · , σ21J , · · · , σ2N1, · · · , σ2NJ) (C.27)
As its shown, the work done by Liu and Niranjan is essentially the same work that has been
developed for showing in this dissertation, with some structural variations such as the inclusion
of the green function jointly for the spatiotemporal domain, with possibility of considering a
spatiotemporal input, and that the kernel covariance function for the method being developed
includes space and temporal domains, whereas, Liu and Niranjan only considered kernel covari-
ance functions in the temporal domain given the discretization perform in the spatial domain.
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C.3 Linear Latent Forces and Continuous Time-Space Par-
tial Differential Equations
The most important section of this appendix, where all computations regarded kernel functions
construction and derivatives of the covariance functions in regards to parameter estimation will
be shown for applying to the methodology exposed in chapter 2, [6].
To start this section, let’s re-considered equation 2.3. The solution of equation 2.3 is given by
equation 2.4 considering initial and boundary conditions and the response do only to the latent
force is given by 2.7.
Recalling that the objective is to compare between the PDE model presented in [54] and the
PDE model presented in [68]:
∂mα(x, t)
∂t
= Dα
∂2mα(x, t)
∂x2
− λαmα(x, t) + ξ(t)Pα (m(x, t)α) (C.28)
∂m(x, t)
∂t
= D
∂2
∂x2
m(x, t)− τ−1p m(x, t) + S0f(t) (C.29)
∂mα(x, t)
∂t
= Da
∂2mα(x, t)
∂x2
− λamα(x, t) +
NLF∑
k=0
skαf(x, t) (C.30)
∂m(x, t)
∂t
= D
∂2
∂x2
m(x, t)− τ−1p m(x, t) + S0f(t) (C.31)
Therefore, if we use the linear latent force model and only one latent force (NLF=1), expression
and expression C.31 become equivalent with λα = τp and with α = bicoid.
Then, re-writting the solution for C.3:
m(x, t) = s
∫ t
0
∫ l
0
f(ξ, τ)G(x, ξ, t− τ)dξdτ (C.32)
That is for only one latent force (NLF=1).
As shown in the past two sections, the required computations for building the covariance matrix
for the joint Gaussian processes are the covariance matrix between outputs, the covariance ma-
trix betweenoutputs and latent forces and the covariance matrix between latent forces is assumed
as an RBF kernels as follows:
E [f(x, t)f(x′, t′)] = exp
[
− t− t
′
σ2t
]
exp
[
−x− x
′
σ2x
]
(C.33)
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C.3.1 Computation of Kmm(x, x
′, t, t′)
Hence, writing an expression for the covariance between outputs assuming Kj(x, x
′, t, t′) =
Kj(x, x
′)Kj(t, t′) we have:
E [mq(x, t),ms(x′, t′)] = E
[
sq
∫ t
0
∫ l
0
f(ξ, τ)G(x, ξ, t− τ)dξdτ ss
∫ t′
0
∫ l
0
f(ξ′, τ ′)G(x′, ξ′, t′ − τ ′)dξ′dτ ′
]
(C.34)
Then, the covariance E [mq(x, t),ms(x′, t′)] is given as
sssq
∫ t
0
∫ t′
0
∫ l
0
∫ l
0
G(x, ξ, t− τ)G(x′, ξ′, t′ − τ ′)E [f(ξ, τ)f(ξ′, τ ′)] dξ′dξdτ ′dτ (C.35)
Replacing the kernel covariances:
sqss
∫ t
0
∫ t′
0
∫ l
0
∫ l
0
G(x, ξ, t− τ)G(x′, ξ′, t′ − τ ′)Ki(ξ, ξ′)Ki(τ, τ ′)dξ′dξdτ ′dτ
Replacing the green function given by equation 2.5:
sqss
∫ t
0
∫ t′
0
∫ l
0
∫ l
0
{[
2
l
exp [−λq(t− τ)]
∑
∀n
sin (ωnx) sin (ωnξ) exp
[−Dqω2n(t− τ)]
]
×[
2
l
exp [−λs(t′ − τ ′)]
∑
∀m
sin (ωmx
′) sin (ωmξ′) exp
[−Dsω2m(t′ − τ ′)]
]}
×
exp
[
− (ξ − ξ
′)2
σ2x
]
exp
[
− (τ − τ
′)2
σ2t
]
dξ′dξdτ ′dτ
With: ωn =
npi
l and ωm =
mpi
l
Then, making:
βq = λq +Dqω
2
n βs = λs +Dsω
2
m.
The covariance expression can be split into two double integration procedures, written as follows:
sqss
{
4
l2
∑
∀n
sin (ωnx)
∑
∀m
sin (ωmx
′)
{∫ t
0
∫ t′
0
exp [−βq(t− τ)] exp [−βs(t′ − τ ′)] ×
exp
[
− (τ − τ
′)2
σ2t
]
dτ ′dτ
}{∫ l
0
∫ l
0
sin (ωnξ) sin (ωmξ
′) exp
[
− (ξ − ξ
′)2
σ2x
]
dξ′dξ
}}
For convenience, mainly with the mathematical manipulation, the covariance expression can be
written in terms of the product of two kernel functions as follows:
E [mq(x, t),ms(x′, t′)] = sqss
{
4
l2
∑
∀n
sin (ωnx)
∑
∀m
sin (ωmx
′)Kyq,ys(t, t
′, n,m)Cyq,ys(n,m)
}
(C.36)
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Where the kernel functions are; Kmq,ms(t, t
′, n,m) and Cmq,ms(n,m), which are given by:
Kmq,ms(t, t
′, n,m) =
∫ t
0
∫ t′
0
exp [−βq(t− τ)] exp [−βs(t′ − τ ′)] exp
[
− (τ − τ
′)2
σ2t
]
dτ ′dτ (C.37)
Cmq,ms(n,m) =
∫ l
0
∫ l
0
sin (wnξ) sin (wmξ
′) exp
[
− (ξ − ξ
′)2
σ2x
]
dξ′dξ (C.38)
Therefore, the covariance function that we we are seeking for is:
Kmm(x, x
′, t, t′) = sqss
{
4
l2
∑
∀n
sin (ωnx)
∑
∀m
sin (ωmx
′)Kyq,ys(t, t
′, n,m)Cyq,ys(n,m)
}
(C.39)
Now, whats left is the computation of the integration procedures to obtain Kmq,ms(t, t
′, n,m)
and Cmq,ms(n,m).
C.3.1.1 Computation of Kmq ,ms(t, t
′, n,m)
Expression C.37 can be re-writen as follows:
Kmq,ms(t, t
′, n,m) = e(−βqt−βst
′)
∫ t
0
eβqτ
∫ t′
0
eβsτ
′
e
− (τ−τ
′)2
σ2t dτ ′dτ (C.40)
Since the computation of this integral is quite long, the complete derivations are shown in a
technical report derived from [8].
Defining a dummy function, H(a, b, u, v) that enables expression C.40 to be writen as follows:
Kmq,ms(t, t
′, n,m) = e(−βqt−βst
′)H(βs, βq, t
′, t) (C.41)
And given by:
H(a, b, u, v) =
∫ v
0
ebz
B1︷ ︸︸ ︷∫ u
0
eaz
′
e−
(z−z′)2
σ2 dz′ dz,︸ ︷︷ ︸
A1
(C.42)
The kernel Kmq,ms(t, t
′, n,m) can be easily computed.
To start solving the problem, integral B1 must be calculated
1 and the result can be expressed
as follows: ∫ u
0
eaz
′
e−
(z−z′)2
σ2 dz′ =
σ
√
pi
2
exp
(aσ
2
)2
exp (az)H(a, z, u) (C.43)
where
H(ζ, υ, ϕ) = erf
(
υ
σ
+
σζ
2
)
− erf
(
υ − ϕ
σ
+
σζ
2
)
= erf
(
ϕ− υ
σ
− σζ
2
)
+ erf
(
υ
σ
+
σζ
2
)
Then replacing expression C.43 in expression C.42 and using integration tables:∫ v
0
ebz
∫ u
0
eaz
′
e−
(z−z′)2
σ2 dz′dz =
σ
√
pi
2
e(
aσ
2 )
2
∫ v
0
e(b+a)z
{
erf
(
− z
σ
+
u
σ
− σa
2
)
− erf
(
− z
σ
− σa
2
)}
dz
1use integration tables
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∫ v
0
ebz
∫ u
0
eaz
′
e−
(z−z′)2
σ2 dz′dz = C0eC1
[∫ v
0
e(b+a)z erf
(
− z
σ
+
u
σ
− σa
2
)
dz −
∫ v
0
e(b+a)z erf
(
− z
σ
− σa
2
)
dz
]
∫ v
0
ebz
∫ u
0
eaz
′
e−
(z−z′)2
σ2 dz′dz = C0eC1

∫ v
0
e(b+a)z erf
( z
σ
+
σa
2
)
dτ︸ ︷︷ ︸
B2
−
∫ v
0
e(b+a)z erf
( z
σ
− u
σ
+
σa
2
)
dz︸ ︷︷ ︸
A2

And after mathematical manipulation, H(a, b, u, v) ends up being given by:
H(a, b, u, v) =
σ
√
pi
2
[h(a, b, v, u) + h(b, a, u, v)] , (a+ b) 6= 0 (C.44)
where
h(ζ, ρ, υ, ϕ) =
e(
ζσ
2 )
2
ζ + ρ
[
e(ζ+ρ)υH(ζ, υ, ϕ)−H(ζ, 0, ϕ)
]
Notice that the expression for H(a, b, u, v) is valid as long as (a + b) 6= 0, but since βq and βs
are both positive real, the kernel function can be ultimately writen as:
Kmq,ms(t, t
′, n,m) = e(−βqt−βst
′)H(βs, βq, t
′, t) (C.45)
Then replacing expression C.44:
Kmq,ms(t, t
′, n,m) = e(−βqt−βst
′)σt
√
pi
2
[h(βs, βq, t, t
′) + h(βq, βs, t′, t)] (C.46)
=
σt
√
pi
2
{[
e(
βsσt
2 )
2
βs + βq
[
e−βs(t
′−t)H(βs, t, t′)− e(−(βst
′+βqt))H(βs, 0, t′)
]]
+
e( βqσt2 )2
βq + βs
[
e−βq(t−t
′)H(βq, t′, t)− e(−(βqt+βst
′))H(βq, 0, t)
] (C.47)
C.3.1.2 Computation of Cmq ,ms(n,m)
Now, let’s compute the kernel function Cmq,ms(n,m). This computation is similar to the compu-
tation of the kernel function Kmq,ms(t, t
′, n,m), just a little more complicated. This computation
is perform in terms of identity sin(x) = e
jx−e−jx
2j as follows:
Cmq,ms(n,m) =
∫ l
0
∫ l
0
sin (ωnξ) sin (ωmξ
′) exp
[
− (ξ − ξ
′)2
σ2x
]
dξ′dξ
Cmq,ms(n,m) =
∫ l
0
∫ l
0
[
ejωnξ − e−jωnξ
2j
][
ejωmξ
′ − e−jωmξ′
2j
]
exp
[
− (ξ − ξ
′)2
σ2x
]
dξ′dξ
This kernel function can be expresse as the sum of for integrals as follows:
Cmq,ms(n,m) =
(
1
4
)
[F1(γn, γm, σx)− F2(γn, γm, σx)− F3(γn, γm, σx) + F4(γn, γm, σx)]
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where γn = jωn and γm = jωm and integrals F1(γn, γm, σx), F2(γn, γm, σx), F3(γn, γm, σx) and
F4(γn, γm, σx) follow the same form as integral A1, and are given by:
F1(γn, γm, σx) =
∫ l
0
eγnξ
∫ l
0
eγmξ
′
e
[
− (ξ−ξ
′)2
σ2x
]
dξ′dξ
F2(γn, γm, σx) =
∫ l
0
eγnξ
∫ l
0
e−γmξ
′
e
[
− (ξ−ξ
′)2
σ2x
]
dξ′dξ
F3(γn, γm, σx) =
∫ l
0
e−γnξ
∫ l
0
eγmξ
′
e
[
− (ξ−ξ
′)2
σ2x
]
dξ′dξ
F4(γn, γm, σx) =
∫ l
0
e−γnξ
∫ l
0
e−γmξ
′
e
[
− (ξ−ξ
′)2
σ2x
]
dξ′dξ
Observe that this integrals follow the form H(a, b, u, v), Then Cyq,ys(n,m) is equal to:
Cyq,ys(n,m) =
(
−1
4
)
[H(γm, γn, l, l)−H(−γm, γn, l, l)−H(γm,−γn, l, l) +H(−γm,−γn, l, l)]
=
(
1
4
)
{[H(−γm, γn, l, l) +H(γm,−γn, l, l)]− [H(γm, γn, l, l) +H(−γm,−γn, l, l)]}
=
(
σx
√
pi
8
)
h(−γm, γn, l, l)︸ ︷︷ ︸
1
+h(γn,−γm, l, l)︸ ︷︷ ︸
2
+h(γm,−γn, l, l)︸ ︷︷ ︸
3
+h(−γn, γm, l, l)︸ ︷︷ ︸
4

−
h(γm, γn, l, l)︸ ︷︷ ︸
5
+h(γn, γm, l, l)︸ ︷︷ ︸
6
+h(−γm,−γn, l, l)︸ ︷︷ ︸
7
+h(−γn,−γm, l, l)︸ ︷︷ ︸
8

(C.48)
Carefully observe that the function H(ζ, υ, ϕ) has some natural properties when υ, ϕ ∈ R and
ζ is purely imaginary. This is the case for the implicit functions H(ζ, υ, ϕ) related in equation
(C.48). The following properties can easily be verified 2
1. H(−ζ, υ, ϕ) = H(ζ, υ, ϕ), where z indicates the complex conjugate of z.
2. H(ζ, 0, ϕ) = H(ζ, υ).
3. H(−ζ, 0, ϕ) = H(ζ, υ).
4. H(−ζ, υ) = H(ζ, υ).
And using property number 1 with erf(z) = erf(z), the following simplification applies:
H(−ζ, υ, ϕ) = erf
(
υ
σ
− σζ
2
)
− erf
(
υ − ϕ
σ
− σζ
2
)
= erf
(
υ
σ
+
σζ
2
)
− erf
(
υ − ϕ
σ
+
σζ
2
)
= erf
(
υ
σ
+
σζ
2
)
− erf
(
υ − ϕ
σ
+
σζ
2
)
=
[
erf
(
υ
σ
+
σζ
2
)
− erf
(
υ − ϕ
σ
+
σζ
2
)]
= H(ζ, υ, ϕ),
2When υ = ϕ, we write H(ζ, υ) instead of H(ζ, υ, υ) to keep a neat notation.
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Using the aforementioned properties for H(ζ, υ, ϕ), the sum of terms like h(−γm, γn, l, l) +
h(γm,−γn, l, ) in (C.48) leads to
h(−γm, γn, l, l) + h(γm,−γn, l, l) = e
(−γmσx2 )
2
−γm + γn
[
e(−γm+γn)lH(−γm, l)−H(−γm, 0, l)
]
+
e(
γmσx
2 )
2
γm − γn
[
e(γm−γn)lH(γm, l)−H(γm, 0, l)
]
=
e(
γmσx
2 )
2
γm − γn
[
e(γm−γn)lH(γm, l)−H(γm, 0, l)
]
− e
( γmσx2 )
2
γm − γn
[
e−(γm−γn)lH(−γm, l)−H(−γm, 0, l)
]
=
e(
γmσx
2 )
2
γm − γn
[
e(γm−γn)lH(γm, l)−H(γm, l)
]
− e
( γmσx2 )
2
γm − γn
[
e−(γm−γn)lH(γm, l)−H(γm, l)
]
. (C.49)
The term (γm − γn)l = j
(
m−n
l
)
pil = j(m − n)pi. Since (n − m) ∈ Z, we have e(γm−γn)l =
e−(γm−γn)l and (C.49) can be reduce to
h(−γm, γn, l, l) + h(γm,−γn, l, l) = e
( γmσx2 )
2
γm − γn
{
e−(γm−γn)l
[H(γm, l)−H(γm, l)]+ [H(γm, l)−H(γm, l)]}
=
e(
γmσx
2 )
2
γm − γn
{[
e−(γm−γn)l + 1
] [H(γm, l)−H(γm, l)]} .
(C.50)
In general H(γm, l) is a complex number, then
h(−γm, γn, l, l) + h(γm,−γn, l, l) = e
( γmσx2 )
2
l
j(m− n)pi
{
2jI [H(γm, l)]
[
1 + e(γm−γn)l
]}
=
2 le(
γmσx
2 )
2
(m− n)pi
{
I [H(γm, l)]
[
1 + ej(m−n)pi
]}
.
Clearly, the last expression depends on the value of m − n. The condition to derive this result
was that m− n 6= 0. Anyway, |m− n| might be an even number or an odd number, so that
h(−γm, γn, l, l) + h(γm,−γn, l, l) =
0 if |m− n| is odd4 le( γmσx2 )2
(m−n)pi {I [H(γm, l)]} if |m− n| is even
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The sum of terms like h(γm, γn, l, l) + h(−γm,−γn, l, ) in (C.48) leads to
h(γm, γn, l, l) + h(−γm,−γn, l, l) = e
( γmσx2 )
2
γm + γn
[
e(γm+γn)lH(γm, l)−H(γm, 0, l)
]
+
e(
−γmσx
2 )
2
−γm − γn
[
e(−γm−γn)lH(−γm, l)−H(−γm, 0, l)
]
=
e(
γmσx
2 )
2
γm + γn
[
e(γm+γn)lH(γm, l)−H(γm, 0, l)
]
− e
( γmσx2 )
2
γm + γn
[
e−(γm+γn)lH(−γm, l)−H(−γm, 0, l)
]
=
e(
γmσx
2 )
2
γm + γn
[
e(γm+γn)lH(γm, l)−H(γm, l)
]
− e
( γmσx2 )
2
γm + γn
[
e−(γm+γn)lH(γm, l)−H(γm, l)
]
. (C.51)
The term (γm + γn)l = j
(
m+n
l
)
pil = j(m + n)pi. Since (n + m) ∈ Z, we have e(γm+γn)l =
e−(γm+γn)l and (C.51) can be reduce to
h(γm, γn, l, l) + h(−γm,−γn, l, l) = e
( γmσx2 )
2
γm + γn
{
e(γn+γm)l
[H(γm, l)−H(γm, l)]+ [H(γm, l)−H(γm, l)]}
=
e(
γmσx
2 )
2
γm + γn
{[H(γm, l)−H(γm, l)] [1 + e(γm+γn)l]}
=
e(
γmσx
2 )
2
l
j(m+ n)pi
{
2jI [H(γm, l)]
[
1 + e(γm+γn)l
]}
=
2 le(
γmσx
2 )
2
(m+ n)pi
{
I [H(γm, l)]
[
1 + ej(n+m)pi
]}
. (C.52)
which leads to
h(γm, γn, l, l) + h(−γm,−γn, l, l) =
0 if n+m is odd4 le( γmσx2 )2
(m+n)pi {I [H(γm, l)]} if n+m is even
If we group the terms (1, 3),(2, 4),(5, 7) and (6, 8) in expression (C.48) and use the result obtained
for h(−γm, γn, l, l) + h(γm,−γn, l, l) and h(γm, γn, l, l) + h(−γm,−γn, l, l), we have
Cyq,ys(n,m) =
(
σx
√
pi
8
){[
2 le(
γmσx
2 )
2
(m− n)pi
{
I [H(γm, l)]
[
1 + ej|m−n|pi
]}
− 2 le
( γnσx2 )
2
(m− n)pi
{
I [H(γn, l)]
[
1 + ej|m−n|pi
]}]
−
[
2 le(
γmσx
2 )
2
(m+ n)pi
{
I [H(γm, l)]
[
1 + ej(m+n)pi
]}
+
2 le(
γnσx
2 )
2
(n+m)pi
{
I [H(γn, l)]
[
1 + ej(n+m)pi
]}]}
This expression can be further simplify applying basic relationships that m and n hold,
that is, if they are both odd, or even, or otherwise.
Simplifications can be derived from the technical report that resulted from [8], and that
can be downloaded 3.
After several simplifications, the computation of the kernel function Cyq ,ys(n,m) can be
3www.mauricioalvarez.co
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expressed as: for n 6= m,
Cyq,ys(n,m) =

(
σxl√
pi(m2 − n2)
){
ne(
γmσx
2 )
2
I [H(γm, l)]− me(
γnσx
2 )
2
I [H(γn, l)]
}
if n and m are both even or both odd
0 otherwise
(C.53)
If n = m, the following expression must be used instead
Cyq ,ys(n) =
σx
√
pi l
2
e(
γnσx
2 )
2
{
R [H(γn, l)]− I [H(γn, l)]
[
σ2xnpi
2l2
+
1
npi
]}
+
σ2x
2
[
e−(
l
σx
)2 cos(npi)− 1
]
This expressions can then be used to compute the kernel function Kmm(x, x
′, t, t′),
which is required for computing the posterior distribution of the gaussian process mod-
elling the transcriptional regulation. The other required kernel covariance function is
Kfm(x, x
′, t, t′), which will be comuted in the following section.
C.3.2 Computation of Kfm(x, x
′, t, t′)
The remaining covariance function required for the computation of the posteior distri-
bution is the covariance function between outputs m(x, t) and the latent force f(x, t).
The covariance function can then be writen as:
E [mq(x, t), f(x′, t′)] = E [sq ∫ t
0
∫ l
0
fk(ξ, τ)G(x, ξ, t− τ)dξdτf(x′, t′)
]
(C.54)
Calculating Kfm(x, x
′t, t′):
sq
∫ t
0
∫ l
0
G(x, ξ, t− τ)E [f(ξ, τ)f(x′, t′)] dξdτ (C.55)
Using the factorized form for the covariance of the latent functions, the last expression
can be written as
sq
∫ t
0
∫ l
0
G(x, ξ, t− τ)Ki(ξ, x′)Ki(τ, t′)dξdτ (C.56)
Now, the green function is express explicitly:
sq
∫ t
0
∫ l
0
{[
2
l
exp [−λq(t− τ)]
∑
∀n
sin (ωnx) sin (ωnξ) exp
[−Dqω2n(t− τ)]
]
×
exp
[
−(ξ − x
′)2
σ2x
]
exp
[
−(τ − t
′)2
σ2t
]}
dξdτ
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This expression can be separated into two different integrals, just as in the case for
computing Kmm(x, x
′, t, t′), hence:
2sq
l
∑
∀n
sin (ωnx)
{{∫ t
0
exp [−βq(t− τ)] exp
[
− (τ − t
′)2
σ2t
]
dτ
}{∫ l
0
sin (ωnξ) exp
[
− (ξ − x
′)2
σ2x
]
dξ
}}
(C.57)
Therefore, the covariance kernel function can be writen as follows:
Kfm(x, x
′, t, t′) =
2sqi
l
∑
∀n
sin (wnx)Kyq,fi(t, t
′, n)Cyq,fi(x
′, n)
Kyq,fi(t, t
′, n) =
∫ t
0
exp [−βq(t− τ)] exp
[
− (τ − t
′)2
σ2t
]
dτ (C.58)
Cyq,fi(x
′, n) =
∫ l
0
sin (wnξ) exp
[
− (ξ − x
′)2
σ2x
]
dξ (C.59)
Following a similar procedure asin the computation of Kmm(x, x
′, t, t′), expressions C.58 and
C.59 were calculated as follows:
Kyq,fi(t, t
′, n) =
σt
√
pi
2
e
(
βqσt
2
)2
e(−βq(t−t
′))H(βq, t′, t)
Cyq,fi(x
′, n) =
σx
√
pi
2
exp
(γnσx
2
)2
I [exp (γnx′)H(γn, x′, l)]
C.3.3 Comments on the Derivatives of the Covariance Functions
Derivatives of the covariance functions are required to estimate the set of parameters:
θ =
[
sq ss λq λs Dq Ds σt σx
]T
The derivatives are shown in the technical report derived from [8] and from procedures shown
in [50].
The computation is not perform in this document because it is conseidered that the reader is
strong enough in mathematics to compute these derivatives that result just from simple algebraic
manipulation. These derivatives will be used in the process called maximum likelihood estimation
which was presented in section 2.4.
C.3.4 Solving the Inverse Problem
Once computed the covariance functions and its parameters, the posterior distribution’s covari-
ance function can be writen as follows:
f̂∗(x, t) = KTfm∗(x, x
′, t, t′)
(
Kff∗(x, x′, t, t′) + σ2nI
)−1 [ fdata(x, t)
mdata(x, t)
]
(C.60)
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And the posterior mean in given by:
V ar
[
f̂∗(x, t)
]
= Kmm∗(x, x′, t, t′)−KTfm∗(x, x′, t, t′)
(
Kff∗(x, x′, t, t′) + σ2nI
)−1
Kfm∗(x, x′, t, t′)
(C.61)
Where the notation ∗ indicates new test points which are sometimes reffer to as validation points;
f̂∗(x, t) stands forthe prediction of the mean and V ar
[
f̂∗(x, t)
]
stands for the variance of the
prediction.
According to [62] and to [10], the best prediction is the mean function, hence, the latent force
f(x, t) will be approximated by its predictive mean f̂∗(x, t) given by equation C.60 and the
uncertainty of estimation will be approximate by the predictive covariance given by expression
C.61 with a confidence interval of 95%.
C.3.5 Model Comparison
As a validation strategy, the model presented which is based on expression 2.3 will be compare
with the model given by C.12. Notice that C.12 appears in [54] and also in [53], however, it is
driven by a localized source, that is, the latent force is applied only in x = 1µm, what leds to
a model whete the excitation only depends on time but not on space as the case that has been
presented. In [53], other models are also referenced, such as the diffusion-reaction-advection
model given by:
∂m(x, t)
∂t
= D
∂2
∂x2
− τpm(x, t)− V ∂m(x, t)
∂x
+ f(x, t) (C.62)
Notice the velocity term in expression C.62, which has been shown in [53] to be useless in fitting
data to expression C.12.
To establish a well done comparison between models, the latent force will only be inferred
at x = 1µm, since in [54] it was extensively discuss the fact that the Bicoid mRNA expression
is localized at the anterior end of the embryo, hence estimating f(1µm, t) = f(t). This evidence
has been appeal to in [52] where Shawn et.al suggests that establishing a Bicoid protein gradient
requires protein movement from anteriorly localized Bicoid mRNA. Other suggestions about this
fact include the ones made in [32], [86] and [33].
Appendix D
Additional Results
D.1 Additional Results on Latent Force Inference
Figure D.1: Latent Force Inference with 3 Widely Located Training Points
Figure D.2: Latent Force Inference with 3 Widely Located Training Points Uncer-
tainty Inclusive
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Figure D.3: Latent Force Inference with 3 Narrowly Located Training Points
Figure D.4: Latent Force Inference with 3 Narrowly Located Training Points Uncer-
tainty Inclusive
Figure D.5: Latent Force Inference with 1 Training Point
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Figure D.6: Latent Force Inference with 1 Training Point Uncertainty Inclusive
Figure D.7: Latent Force Inference with 1 Training Point-Showing Decay Rate Infer-
ence
D.2 Additional Results on Output Regression in the Spa-
tial Domain
Figure D.8: Output Regression in the Spatial Domain For Sin Based Kernel: 106 min,
116 min, 126 min
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Figure D.9: Output Regression in the Spatial Domain For Sin Based Kernel: 136 min,
142 min, 148 min
Figure D.10: Output Regression in the Spatial Domain For Sin Based Kernel:
154 min, 160 min, 166 min
Figure D.11: Output Regression in the Spatial Domain For Sin Based Kernel:
172 min, 178 min
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D.3 Additional Tables: Parameter Estimation
Table D.1: Parameter Estimation in Experiment 2
Trial Dα λα sα σx σt
Kernel Terms= 40 3× 10−6 [µm2seg ] 0.0116 1min −0.2569 1.4122× 103 0.0020
Kernel Terms= 60 3× 10−6 [µm2seg ] 0.0116 1min −0.2567 1.6670× 103 0.0017
Kernel Terms= 100 3× 10−6 [µm2seg ] 0.0116 1min −4.1604 5.4462× 103 0.0019
Table D.2: Parameter Estimation in Experiment 1
Trial Dα λα sα σx σt
Kernel Terms= 20 3× 10−6 [µm2seg ] 0.0116 1min −0.4409 4.7326× 103 2.2298× 10−4
Kernel Terms= 50 3× 10−6 [µm2seg ] 0.0116 1min −0.4216 2.2418× 103 1.5515× 10−4
Kernel Terms= 75 3× 10−6 [µm2seg ] 0.0116 1min −4.1604 330.5588 2.0581× 10−7
Kernel Terms= 100 3× 10−6 [µm2seg ] 0.0116 1min −0.3540 7.1921× 103 0.0023
D.4 Additional Tables: Error Metrics
Table D.3: Error Metrics Experiment 1-Trial 2 (Kernel Terms=50 and Sin Based
Kernel) MAE, MSE, SMSE, SMLL and Correlation
Time Cycle MAE MSE SMSE SMLL Correlation
106 min 0.0834± 0.2333 0.0603± 0.3778 0.0981± 0.6144 −1.0497± 2.9300 0.9069
116 min 0.0768± 0.2406 0.0627± 0.4109 0.0772± 0.5064 −1.1964± 3.2781 0.9278
126 min 0.0856± 0.1520 0.0300± 0.0966 0.0551± 0.1774 −1.2975± 0.8035 0.9712
136 min 0.0800± 0.1071 0.0177± 0.0494 0.0215± 0.0601 −1.6088± 0.6933 0.9887
142 min 0.0863± 0.3168 0.1059± 0.7091 0.1236± 0.8273 −0.8981± 5.5908 0.8867
148 min 0.0760± 0.2634 0.0738± 0.4994 0.0995± 0.6737 −1.0911± 3.9375 0.9017
154 min 0.0588± 0.2199 0.0509± 0.3460 0.0757± 0.5146 −1.2299± 2.7654 0.9283
160 min 0.0443± 0.1992 0.0409± 0.2773 0.0767± 0.5203 −1.1924± 2.1997 0.9228
166 min 0.0690± 0.2178 0.0513± 0.3485 0.0944± 0.6420 −1.1080± 2.7123 0.9077
172 min 0.1027± 0.2250 0.0602± 0.2654 0.2190± 0.9660 −0.7021± 1.7622 0.8438
178 min 0.0503± 0.0828 0.0092± 0.0317 0.0367± 0.1257 −1.0398± 0.6147 0.9792
Mean± Std 0.0739± 0.2053 0.0512± 0.3102 0.0889± 0.5117 −1.1285± 2.4807 0.9241
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Table D.4: Error Metrics Experiment 1-Trial 4 (Kernel Terms=100 and Sin Based
Kernel) MAE, MSE, SMSE, SMLL and Correlation
Time Cycle MAE MSE SMSE SMLL Correlation
106 min 0.0811± 0.2098 0.0497± 0.3022 0.0809± 0.4915 −1.1410± 2.6453 0.9239
116 min 0.0695± 0.2161 0.0506± 0.3318 0.0624± 0.4089 −1.3016± 3.0062 0.9423
126 min 0.0840± 0.1424 0.0269± 0.0756 0.0495± 0.1390 −1.3611± 0.6441 0.9784
136 min 0.0829± 0.1231 0.0217± 0.0786 0.0265± 0.0957 −1.6177± 0.9250 0.9816
142 min 0.0799± 0.2932 0.0907± 0.6075 0.1059± 0.7093 −0.9869± 5.4472 0.9045
148 min 0.0711± 0.2399 0.0615± 0.4162 0.0829± 0.5614 −1.1894± 3.7300 0.9186
154 min 0.0542± 0.1980 0.0414± 0.2782 0.0615± 0.4146 −1.3288± 2.5330 0.9425
160 min 0.0409± 0.1795 0.0333± 0.2193 0.0624± 0.4113 −1.2850± 1.9748 0.9370
166 min 0.0678± 0.1973 0.0427± 0.2844 0.0787± 0.5239 −1.1964± 2.5077 0.9244
172 min 0.0974± 0.2095 0.0525± 0.2181 0.1911± 0.7938 −0.7731± 1.6080 0.8650
178 min 0.0494± 0.0965 0.0116± 0.0500 0.0459± 0.1984 −1.0681± 0.7205 0.9685
Mean± Std 0.0707± 0.1914 0.0439± 0.2602 0.0771± 0.4316 −1.2045± 2.3402 0.9351
Table D.5: Error Metrics Experiment 2-Trial 3 (Kernel Terms=120 and a Cosine
Based Kernel)
Time Cycle MAE MSE SMSE SMLL Correlation
106 min 0.0201± 0.0274 0.0011± 0.0026 0.0019± 0.0042 −1.9900± 0.6331 0.9982
116 min 0.0622± 0.1033 0.0143± 0.0510 0.0177± 0.0628 −1.9248± 0.8131 0.9938
126 min 0.0742± 0.1212 0.0199± 0.0510 0.0366± 0.0937 −1.6305± 0.8889 0.9930
136 min 0.0945± 0.2816 0.0867± 0.5610 0.1055± 0.6832 −0.4740± 11.4485 0.8927
142 min 0.0393± 0.1220 0.0161± 0.0800 0.0189± 0.0934 −1.9290± 1.3701 0.9866
148 min 0.0378± 0.0621 0.0052± 0.0198 0.0070± 0.0267 −2.0885± 0.5980 0.9933
154 min 0.0147± 0.0245 0.0008± 0.0023 0.0012± 0.0034 −2.1341± 0.6271 0.9991
160 min 0.0150± 0.0335 0.0013± 0.0056 0.0025± 0.0105 −2.0071± 0.5985 0.9981
166 min 0.0494± 0.0583 0.0058± 0.0137 0.0106± 0.0252 −1.9214± 0.4489 0.9982
172 min 0.0551± 0.0848 0.0101± 0.0256 0.0367± 0.0933 −1.4812± 0.2674 0.9773
178 min 0.0443± 0.1494 0.0238± 0.1428 0.0945± 0.5664 −1.1592± 2.6253 0.9038
Mean± Std 0.0461± 0.0971 0.0168± 0.0868 0.0303± 0.1512 −1.7036± 1.8472 0.9758
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