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Povzetek
Naslov: Klasifikacija biomedicinskih cˇlankov z globokimi modeli
V magistrskem delu smo razvili model, ki lahko besedila s podrocˇja zna-
nosti v zˇivljenju predstavi v vektorski obliki, ki je primerna za uporabo v
strojnem ucˇenju. Nasˇa ciljna skupina besedil so bili povzetki cˇlankov iz zbirke
MEDLINE, kjer so povzetki cˇlankov oznacˇeni s pripisi iz ontologije MeSH.
Razviti model uporablja globoko nevronsko mrezˇo za napovedovanje pripi-
sov iz besedil. Za vektorsko predstavitev besedil smo uporabili predzadnji
nivo mrezˇe s 1000 nevroni. Model smo primerjali z vecˇrazredno logisticˇno
regresijo, ki pripise MeSH napove iz vektorskih predstavitev besedil od mo-
delov doc2vec. V poskusih napovedovanja pripisov MeSH na testni mnozˇici
je tocˇnost nasˇega modela boljˇsa. Prav tako so vektorske predstavitve bese-
dil od nasˇega modelom v primerjavi z vektorskimi predstavitvami besedil od
modelov doc2vec boljˇse v tocˇkovnih vizualizacijah z metodo t-SNE.
Kljucˇne besede
biomedicinska literatura, vektorska predstavitev besedil, globoko ucˇenje, na-
povedovanje pripisov MeSH

Abstract
Title: Deep Models for Classification of Biomedical Documents
In this master thesis, we developed a model that can present texts from
life sciences in the vector form that is suitable for machine learning. Our
corpus were abstracts from the MEDLINE collection, where abstracts are la-
beled with annotations from the MeSH ontology. The developed model uses
a deep neural network for predicting MeSH annotations from a text. For
the vector representation of a text, we used penultimate layer of a network
that has 1000 neurons. The model was compared to the multinomial logistic
regression, which predicts MeSH annotations from vector representations of
texts that are obtained with doc2vec. In the task of predicting MeSH anno-
tations on the test dataset, our model achieved higher accuracy. Also, vector
representations of texts obtained with our model were in comparison with
vector representations of texts obtained with doc2vec, better in point-based
visualizations using the t-SNE method.
Keywords
biomedical literature, vector representation of text, deep learning, prediction
of MeSH terms

Poglavje 1
Uvod
Uspeh tekstovnega rudarjenja je zelo odvisen od vektorske predstavitve bese-
dil, zato je obicˇajno veliko truda vlozˇeno v izlusˇcˇanje informativnih znacˇilk [3].
Tekstovni podatki so vektorsko najpogosteje predstavljeni z vrecˇo besed [10].
Ta besedilo predstavi z znacˇilkami, ki oznacˇujejo pogostost besed v besedilu.
Predstavitev je preprosta, intuitivna in ucˇinkovita, vendar ima zelo veliko
znacˇilk, saj ima vsaka beseda svojo znacˇilko. V nasprotju porazdeljena pred-
stavitev besedil [7] besedilo predstavi z manj znacˇilkami, ki predstavljajo
prikrite in izlusˇcˇene vzorce iz besedila. Predstavitev se pridobi z globokimi
modeli strojnega ucˇenja, ki uporabljajo vecˇnivojsko nevronsko arhitekturo.
Taksˇna arhitektura modelu omogocˇa oblikovanje predstavitve, ki je lahko ko-
ristna v nadaljni analizi podatkov. Oblikovano predstavitev je tezˇje tolmacˇiti
od vrecˇe besed, vendar v praksi kot kazˇe deluje zelo dobro [19, 14].
Globoki modeli so lahko nadzorovani ali nenadzorovani. Nenadzorovani se
ucˇijo podatke predstavitvi na podlagi oznacˇenih podatkov, nenadzorovani pa
na podlagi neoznacˇenih podatkov. Za porazdeljeno predstavitev besedil sta
bila v delu Le in Mikolov [19] predlagana dva zelo ucˇinkovita nenadzorovana
modela, ki se imenujeta “model s porazdeljenim spominom” (angl. Distribu-
ted Memory Model) in “model s porazdeljeno vrecˇo besed” (angl. Distributed
Bag of Words Model). Ideja obeh modelov je oblikovati predstavitev besedil,
ki je koristna za napovedovanje prisotnosti besed v besedilu. Zaradi nenad-
1
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zorovanega ucˇenja sta predstavitvi zelo splosˇni in sta posledicˇno uporabni
za razlicˇne naloge, kot so naloge napovedovanja, iskanja, ali razvrsˇcˇanja v
skupine. Predstavitvi sta se v primerjavi z vrecˇo besed in drugimi tradicio-
nalnimi predstavitvami besedil izkazali za ucˇinkovitejˇsi [18, 16, 7].
Na podrocˇju biomedicine so mnoga znanstvena in strokovna besedila in-
deksirana s pripisi MeSH (angl. Medical Subject Headings) [27], zato je
besedila smiselno predstaviti v predstavitvi, ki je koristna za napovedovanje
teh pripisov. V takem primeru je bolje uporabiti nadzorovane modele, ki za
razliko od nenadzorovanih modelov predstavitev oblikujejo glede na oznake
primerov [26]. Zato smo v nalogi razvili nadzorovani model za vektorsko
predstavitev biomedicinskih besedil, ki predstavitev oblikuje glede na pripise
MeSH. Naloga je sorazmerno tezˇka, saj je pripisov vecˇ kot 28.000. Za razliko
od modelov doc2vec, ki uporablja navadne polno povezane nivoje, smo za nasˇ
model uporabili konvolucijske nivoje, ki trenutne dosegajo najboljˇse rezultate
v raznih nalogah z razlicˇnimi tipi podatkov, med drugim v nalogah s sli-
kami [17], zvokom [11], senzorskimi meritvami [1], in besedili [14, 13, 30, 28].
V nalogi smo primerjali kvaliteto vektorske predstavitev nasˇega modela in
modelov doc2vec v napovedovanju pripisov MeSH in locˇevanju povzetkov
glede na razlicˇne pripise MeSH. Za ucˇenje predstavitev smo uporabili pov-
zetke indeksiranih znanstvenih in strokovnih cˇlankov iz zbirke MEDLINE,
ki vsebuje vecˇ kot 14,5 milijonov povzetkov. Za enostavno uporabo nasˇega
modela smo model implementirali kot komponento v programskem okolju
Orange [8].
Magistrsko delo je sestavljeno iz petih poglavij in prilog. V poglavju 2
predstavimo uporabljene podatke in predpripravo podatkov. Nato v poglavju
3 predstavimo uporabljene modele in vrednotenje njihove uspesˇnosti. V po-
glavju 4 podamo rezultate in razpravljamo o ugotovitvah. Delo zakljucˇimo s
poglavjem 5. V prilogah predstavimo uporabo modela v programskem okolju
Orange.
Poglavje 2
Podatki
V poglavju predstavimo uporabljene podatke, predpripravo podatkov in raz-
delitev podatkov na ucˇno, testno ter validacijsko mnozˇico.
2.1 Vir podatkov
Podatke smo pridobili iz obsezˇne podatkovne zbirke MEDLINE1, ki inde-
ksira znanstvene in strokovne cˇlanke s podrocˇja ved o zˇivljenju. Zbirka pri-
marno hrani bibliografske informacije, vendar ima tudi mnogo povzetkov teh
cˇlankov. Za lazˇje poizvedovanje po zbirki so cˇlanki indeksirani s slovarjem pri-
pisov MeSH, ki vsebuje vecˇ kot 28.000 pripisov. Za indeksiranje je zadolzˇena
skupina strokovnjakov, ki to pocˇne deloma rocˇno, deloma samodejno z upo-
rabo racˇunalniˇskega programa Medical Text Indexer2. Primer povzetkov in
pripisov je prikazan na sliki 2.1.
Od podatkov v zbirki smo uporabili naslove, povzetke in pripise. V nalogi
smo se ukvarjali z anglesˇkimi besedili, zato smo iz zbirke uporabili samo
podatke cˇlankov, ki so napisani v anglesˇcˇini. Teh je na dan 30. 6. 2017 bilo
14.513.202. Za vsak pripis smo zˇeleli imeti vsaj deset tisocˇ primerov, zato smo
ustrezno odstranili manjkrat uporabljene pripise. Po odstranjevanju nam je
1https://www.nlm.nih.gov/pubs/factsheets/medline.html
2https://ii.nlm.nih.gov/MTI/
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Slika 2.1: Primera indeksiranih cˇlankov iz zbirke MEDLINE. Na sliki sta
prikazana naslova, povzetka in pripisi cˇlankov. Indeksi so locˇeni s posˇevnico.
ostalo 2.890 pripisov. V slovarju pripisov so pripisi razvrsˇcˇeni v skupine,
ki so prav tako pripisi. Skupine pripisov in sˇtevilo uporabljenih pripisov
znotraj posamezne skupine je prikazano v tabeli 2.1. Cˇlanki so v povprecˇju
indeksirani z 9,5 uporabljenih pripisov.
2.2. PREDPRIPRAVA PODATKOV 5
Tabela 2.1: Skupine pripisov in sˇtevilo uporabljenih pripisov znotraj
posamezne skupine.
Skupine pripisov Sˇtevilo pripisov
Chemicals and Drugs 763
Analytical), Diagnostic and Therapeutic Techniques
and Equipment
566
Biological Sciences 503
Diseases 356
Anatomy 308
Health Care 270
Psychiatry and Psychology 162
Organisms 112
Information Science 73
Anthropology), Education), Sociology and Social
Phenomena
58
Technology and Food and Beverages 54
Physical Sciences 47
Geographic Locations 45
Persons 35
Humanities 5
2.2 Predpriprava podatkov
Besedila smo predpravili na nacˇin, priporocˇen za ucˇenje na anglesˇkih besedi-
lih [14], ki: (1) odstrani znake, ki niso cˇrke, sˇtevila ali locˇila, (2) locˇi besede
od locˇil, (3) locˇi zdruzˇene besed kot na primer “they’re”, (4) odstrani pod-
vojene presledke in odvecˇne presledke na koncema besedila, (5) ter na koncu
pretvori velike cˇrke v male. Primer predpriprave povzetka cˇlanka je prikazan
na sliki 2.2. Predpriprava besedil obicˇajno zahteva sˇe odstranitev manj po-
gostih besed, saj so sicer modeli preveliki za ucˇenje. V nasˇem primeru smo
morali odstraniti besede, ki so se pojavile manj kot 14-krat, da smo lahko
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Slika 2.2: Primer predpriprave povzetka cˇlanka, kjer so spremembe obar-
vane z modro.
modele ucˇili z nasˇimi racˇunskimi viri. Od 2.703.192 razlicˇnih besed nam je
ostalo 415.253 (15,36%) besed, od skupaj 2.165.549.630 besed uporabljenih
v besedilih pa nam je ostalo 2.159.268.084 (99,7%) besed. Po odstranjevanju
besed je mediana sˇtevila besed v besedilih znasˇala 229 besed, 99-ti centil pa
498 besed.
2.3 Razdelitev podatkov na podmnozˇice
Nasˇ korpus 14.513.202 cˇlankov oziroma njihovih povzetkov smo nakljucˇno
razdelili na ucˇno, validacijsko in testno mnozˇico. Najprej smo primere razde-
lili v ucˇno mnozˇico z 80% primerov in testno mnozˇico z 20% primerov. Vali-
dacijsko mnozˇico smo ustvarili iz 20% primerov ucˇne mnozˇice, kar je 16% vseh
primerov, pri cˇemer je ucˇni mnozˇici ostalo 64% primerov. V ucˇni mnozˇici je
tako 9.288.448 primerov, v testni mnozˇici 2.902.641 primerov in v validacijski
mnozˇici 2.322.113 primerov. Ucˇno mnozˇico smo uporabili za ucˇenje modelov.
Validacijsko mnozˇico smo uporabili za ovrednotenje uspesˇnosti modelov med
ucˇenjem in za zgodnjo prekinitev ucˇenja, cˇe se uspesˇnost modela na valida-
cijski mnozˇici ni izboljˇsevala. Testno mnozˇico smo uporabili za ovrednotenje
uspesˇnosti naucˇenih modelov.
Poglavje 3
Metode
Za porazdeljeno vektorsko predstavitev biomedicinskih besedil smo v delu
razvili globok model, ki predstavitev oblikuje na podlagi besedil oznacˇenih s
pripisi MeSH. Predstavitev novega modela smo primerjali s predstavitvama
modelov doc2vec [19], ki predstavitev oblikujeta na podlagi neoznacˇenih bese-
dil. Modela doc2vec se imenujeta “model s porazdeljenim spominom” (angl.
Distributed Memory Model) in “model s porazdeljeno vrecˇo besed” (angl.
Distributed Bag of Words Model).
3.1 Model s porazdeljenim spominom
Model s porazdeljenim spominom temelji na modelih za ucˇenje porazdeljene
vektorske predstavitve besed. Primer arhitekture teh modelov je prikazan na
sliki 3.1. Njihova naloga je napovedati besedo glede na sobesedilo. V takem
modelu je beseda wi preslikana v vektor, ki je predstavljen kot i-ti stolpec
v matriki W ∈ Rd×|V |, kjer je i indeks besede v slovarju V , d je dimenzija
vektorjev in |V | je sˇtevilo vseh besed v slovarju. Recimo, da model sprejme
besedilo kot zaporedje besed w1, w2, . . . , wT , kjer je T sˇtevilo besed v besedilu.
Cilj modela je maksimirati povprecˇno logaritmicˇno verjetnost:
1
T
T−k∑
t=k
log p(wt|wt−k, . . . , wt+k),
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kjer je k velikost okna besed in je p verjetnost napovedi modela, da se beseda
wt pojavi ob prejˇsnjih k besedah in naslednjih k besedah. Verjetnost p je
izracˇunana z vecˇrazrednim klasifikatorjem, kot je na primer softmax:
p(wt|wt−k, . . . , wt+k) = e
ywt∑T
i e
yi
,
kjer je yi nenormalizirana verjetnost napovedi modela za besedo z indeksom
i. Verjetnost yi se izracˇuna kot:
yi = b+ Uh(wt−k, . . . , wt+k;W ),
kjer sta U in b parametra klasifikatorja softmax in je h stik, povprecˇje ali
vsota vektorjev besed iz W . Sobesedila so fiksne dolzˇine in so vzorcˇena z
oknom, ki se pomika po besedilu. Vektorji besed so skupnim vsem besedilom.
Parametri modela W , U in b so pridobljeni s stohasticˇnim gradientnim spu-
stom, pri cˇemer je gradient izracˇunan z vzvratnim razsˇirjanjem napake [24].
Model v vsaki iteraciji stohasticˇnega gradientnega spusta vzorcˇi sobesedilo iz
nakljucˇnega besedila, izracˇuna gradient napake in ga uporabi za posodobitev
parametrov modela.
Slika 3.1: Arhitektura modela za ucˇenje vektorjev besed. Za napovedovanje
besede iz besedila uporabi vektorje sosednjih besed, ki so predstavljeni kot
stolpci v matriki W .
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Model s porazdeljenim spominom razsˇirja to idejo tako, da za napoved
besede uporabi tudi vektor besedila. V tem modelu je besedilo dj preslikano
v vektor, ki je predstavljen kot j-ti stolpec v matriki D ∈ Rd×|C|, kjer je
j indeks besedila v korpusu besedil C, d je dimenzija vektorjev in |C| je
sˇtevilo vseh besedil v korpusu. Model za napoved besede uporabi vektor, ki
je povprecˇje, vsota ali stik vektorjev besed in vektorja besedila. Od modelov
za ucˇenje vektorjev besed se razlikuje le v napovedovanju verjetnosti yi, da
se beseda wi pojavi ob besedah wt−k, . . . , wt+k, kjer uposˇteva tudi vektor
besedila dj:
yi = b+ Uh(wt−k, . . . , wt+k, dj;W )
Vektorji besed so skupnim vsem besedilom tako kot v prejˇsnjem modelu, med-
tem ko je posamezen vektor besedila skupen vsem sobesedilom iz besedila.
Parametri modela W , D, U in b so pridobljeni s stohasticˇnim gradientnim
spustom in vzvratnim sˇirjenjem napake. Po zakljucˇenem ucˇenju, ko model
prejme novo besedilo, zanj doda stolpec v matriko D in ga nato spremi-
nja z vzorcˇenjem sobesedil in gradientnim spustom, pri cˇemer ne spreminja
vektorjev besed in utezˇi klasifikatorja softmax.
Slika 3.2: Arhitektura modela s porazdeljenim spominom. Za napovedova-
nje besede iz besedila uporabi vektorje sosednjih besed in vektor besedila, ki
je predstavljen kot stolpec v matriki D.
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V delu smo uporabili implementacijo modela iz programske knjizˇnice gen-
sim [23]. Preizkusili smo vse tri nacˇine zdruzˇevanj vektorjev: zdruzˇevanje s
stikom, povprecˇjem in vsoto. Za napovedovanje besede smo uporabili 5 pred-
hodnih in 5 naslednjih besed tako, kot je privzeto nastavljeno v knjizˇnici. Za
vektorje besed in besedil smo izbrali iste dimenzije kot v modelu konvolucij-
ske nevronske mrezˇe.
3.2 Model s porazdeljeno vrecˇo besed
Model s porazdeljeno vrecˇo je poenostavitev prejˇsnjega modela, saj pri na-
povedovanju besede iz besedila ne uporabi sobesedilo, temvecˇ besedo napove
neposredno iz vektorja besedila. Arhitektura modela je prikazana na sliki 3.3.
Model v vsaki iteraciji stohasticˇnega gradientnega spusta vzorcˇi besede iz be-
sedila in jih nato poskusˇa napovedati. Preslikava besedil v vektorje je enaka
kot pri prejˇsnjemu modelu. Parametri so pridobljeni s stohasticˇnim gradi-
entnim spustom in vzvratnim razsˇirjanjem napake. V delu smo uporabili
implementacijo modela s porazdeljeno vrecˇa besed iz programske knjizˇnice
gensim [23]. Za vektorje besedil smo izbrali isto dimenzijo kot v modelu
konvolucijske nevronske mrezˇe.
Slika 3.3: Arhitektura modela s porazdeljeno vrecˇo besed. Model se ucˇi
napovedati besede iz besedila na podlagi vektorja besedila.
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3.3 Model konvolucijske nevronske mrezˇe
Sestavni del nasˇega modela so konvolucijski nivoji [20]. Ti nivoji se na pod-
lagi primerov ucˇijo izlusˇcˇiti atribute, ki so koristni za izbrano klasifikacijsko
nalogo. Sprva so se nivoji uporabljali v racˇunalniˇskem vidu za odkrivanje
atributov slik, kot so na primer krivulje ali obrazi, kasneje pa so se izka-
zale tudi na podrocˇju obdelave naravnega jezika v mnogih nalogah [5]. Za
izhodiˇscˇno arhitekturo smo izbrali arhitekturo iz dela Yoon Kim [14], prika-
zano na sliki 3.4, ki se je izkazala v mnogih klasifikacijskih nalogah [14, 29].
V primerjavi z drugimi arhitekturami [6, 29, 13, 28] je ta arhitektura pre-
prostejˇsa, zato jo je lazˇje optimizirati za dolocˇeno nalogo. V tej arhitekturi
model sprejme besedilo kot seznam besed dolzˇine n, kjer je n parameter mo-
dela. Cˇe ima besedilo manj kot n besed, se seznamu doda prazno indikatorsko
besedo tolikokrat, da bo dolzˇine n. V nasˇem primeru smo n nastavili na 500,
ker je 99-ti centil sˇtevila besed v besedilih iz ucˇne mnozˇice znasˇal 498 besed.
Ucˇni proces modela je sestavljen iz preslikave besed v vektorje, konvolucije,
preoblikovanja, zdruzˇevanja, klasifikacije, regularizacije in ucˇenja.
Slika 3.4: Arhitektura uporabljene konvolucijske nevronske mrezˇe. Na
vhodu so besede preslikane v vektorje besed, ki so predstavljeni kot stolpci v
matrikiW . Konvolucijski del mrezˇe je sestavljen iz enega nivoja, ki uporablja
razlicˇno velike konvolucijske filtre.
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3.3.1 Preslikava besed
Na vhodu modela je beseda wi preslikana v vektor, ki je predstavljen kot
i-ta vrstica v matriki W ∈ R|V |×d, kjer je i indeks besede v slovarju V , d
je dimenzija vektorjev besed in |V | je sˇtevilo besed v slovarju. Po preslikavi
besed iz posameznega besedila so vektorji teh besed zdruzˇeni v matriko D ∈
Rn×d tako, da je v njeni j-ti vrstici vektor za j-to besedo iz besedila.
3.3.2 Konvolucija
Konvolucijski nivo iz vsakega besedila izlusˇcˇi vzorce, ki so pogosti v ucˇnih
primerih. V nasˇem primeru izlusˇcˇi pogosta zaporedja besed. Za ta namen
uporablja konvolucijske filtre, ki se tekom ucˇenja samodejno naucˇijo, ka-
teri vzorci so pogosti. Konvolucijski filtri so uporabljeni na vseh mozˇnih
zaporedjih besed dolocˇene dolzˇine. Zaporedja so pridobljena s pomicˇnim
oknom, ki se pomika vzdolzˇ vrstic matrike besedila D. Okno definiramo kot
Di:i+h−1 ∈ Rh×d:
Di:i+h−1 =
⎡⎢⎢⎢⎢⎢⎣
− Di −
− Di+1 −
...
− Di+h−1 −
⎤⎥⎥⎥⎥⎥⎦ ,
kjer je h parameter modela in oznacˇuje sˇtevilo besed v oknu. Konvolucijski
filter je definiran kot matrika F ∈ Rh×d, ki je istih dimenzij kot okno. Priso-
tnost vzorca v oknu se izracˇuna s konvolucijo okna in konvolucijskega filtra,
kjer je konvolucija z operatorjem ∗ definirana kot:
F ∗Di:i+h−1 =
i+h−1∑
j=0
d−1∑
k=0
Fj,kDi+j,k.
Rezultat konvolucije filtra na vseh zaporedij {D1:h, D2:h, . . . , Dn−h+1:n} je
vektor c = [c1, c2, . . . , cn−h+1] v Rn−h+1, kjer je ci rezultat konvolucije filtra
in zaporedja Di:i+h−1. Rezultatom pravimo atributne preslikave. Cˇe zˇelimo
odkriti vecˇ vzorcev, moramo uporabiti vecˇ filtrov, ki so lahko razlicˇnih ve-
likosti. Filtri iste velikosti se predstavi z matriko F ∈ Rm×h×d, kjer je m
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sˇtevilo filtrov in je h velikost filtrov. Rezultat konvolucije s tako matriko
je matrika atributnih preslikav C ∈ Rm×(n−h+1). Na sliki 3.4 sta prikazani
dve skupini filtrov velikosti h1 in h2 ter pripadajocˇi matriki atributnih pre-
slikav Ch1 in Ch2 . V eksperimentih smo preizkusili razlicˇne velikosti filtrov
in razlicˇno sˇtevilo filtrov.
3.3.3 Preoblikovanje
V primeru ko je klasifikacijski problem nelinearen, moramo atribute preobli-
kovati z nelinearno funkcijo. V nasˇem primeru smo z nelinearnimi funkcijami
preoblikovali atributne preslikave. Za preoblikovanje smo preizkusili najpo-
gostejˇse nelinearne funkcije: ReLU, hiperbolicˇni tangens (tanh), sigmoidno
funkcijo [21] in softplus. Poleg tega smo preizkusili, kako se obnese model
brez uporabe nelinearnih funkcij. Po preoblikovanju so atributne preslikave
podane zdruzˇevalnemu nivoju.
3.3.4 Zdruzˇevanje
Zdruzˇevalni nivo se uporablja za zdruzˇevanje atributnih preslikavah in za
zmanjˇsanje njihovih dimenzionalnosti. Najpogostejˇsa nacˇina zdruzˇevanja
sta maksimalno in povprecˇno zdruzˇevanje. Maksimalno zdruzˇevanje izbere
najvecˇjo vrednost, medtem ko povprecˇno zdruzˇevanje izracˇuna povprecˇje
vrednosti. Zdruzˇuje se lahko tudi s k-maksimalnim zdruzˇevanjem [13], ki
je posplosˇitev maksimalnega zdruzˇevanja in namesto najvecˇje vrednosti iz-
bere k najvecˇjih vrednosti. Zdruzˇevanje na matriki atributnih preslikav
C ∈ Rm×(n−h+1) poteka po vrsticah, kjer se nahajajo preslikave posameznih
filtrov. Nasˇ model zdruzˇuje z maksimalnim zdruzˇevanje, zato zdruzˇevanje
na matriki C pridela vektor z = [max(c1),max(c2), . . . ,max(cm)]
T , kjer je
max(ci) najvecˇja vrednost v atributni preslikavi iz vrstice i. Zdruzˇevalni
nivo je zadnji nivo pred klasifikacijo, zato vektor z predstavlja koncˇno pred-
stavitev besedila. V primeru da imamo vecˇ matrik atributnih preslikav
{C1 ∈ Rm1×(n−h1+1), C2 ∈ Rm2×(n−h2+1)}, je besedilo predstavljeno kot vektor
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z = z1⊗z2 v Rm1+m2 , kjer je vektor zi pridelan iz matrike Ci in je ⊗ operator
za stolpicˇno zdruzˇevanje vektorjev.
3.3.5 Klasifikacija
Cilj ucˇenja je iskanje parametrov modela, ki na ucˇnih primerih minimizirajo
logaritmicˇno izgubo:
logloss = − 1
nm
n∑
i=1
m∑
j=1
[
z
(i)
j log y
(i)
j + (1− z(i)j ) log(1− y(i)j )
]
,
kjer je n sˇtevilo ucˇnih primerih, m je sˇtevilo razredov, y
(i)
j je verjetnost na-
povedi j-tega nevrona, da je i-ti primer oznacˇen z j-tim pripisom MeSH, in
z
(i)
j je 1, cˇe je i-ti primer oznacˇen z j-tim izrazom MeSH, sicer je 0.
3.3.6 Regularizacija
Za regularizacijo smo uporabili regularizacijo tipa L2 in zelo ucˇinkovito teh-
niko izpusˇcˇanja nevronov (angl. dropout) [25]. Tehnika izpusˇcˇanja nevronov
nevrone med ucˇenjem izpusˇcˇa z verjetnostjo p, kjer je p parameter modela.
Po zakljucˇenem ucˇenju so utezˇi w med nivojem, ki uporablja to tehniko, in
naslednjim nivojem zmanjˇsane za p: wˆ = wp. V nasˇem primeru smo tehniko
uporabili na vektorski predstavitvi besedila z v zdruzˇevalnem nivoju.
3.3.7 Ucˇenje
Ucˇenje predstavljenega modela vkljucˇuje ucˇenje vektorjev besed v presliko-
valni matriki W , ucˇenje konvolucijskih filtrov F in ucˇenje utezˇi med zdruzˇe-
valnim in izhodnim nivojem. Model smo ucˇili s stohasticˇnim gradientnim
spustom in vzvratnim sˇirjenjem napake. Za gradientni spust smo uporabil
optimizacijski algoritem Adam [15].
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3.3.8 Implementacija
V preizkusih smo arhitekturo optimizirali za klasifikacijo pripisov MeSH, pri
cˇemer smo izhajali iz arhitekture iz dela [14], ki uporablja filtre velikost 3,
4 in 5, za vsako velikost filtrov uporablja 100 filtrov in za preoblikovanje
atributnih preslikav uporablja funkcijo ReLU. Pri optimiziranju smo se zgle-
dovali po delu Zhang in sodelavci [29], kjer so raziskovalci prav tako izhajali
iz iste arhitekture. V poskusih smo izbrali velikosti konvolucijskih filtrov 1,
sˇtevilo konvolucijskih filtrov 2 in nelinearno funkcijo 3. Poleg tega smo pre-
verili ucˇinkovitost tehnike izpusˇcˇanja nevronov 4. Mrezˇo smo implementirali
v programskem jeziku Python in s pomocˇjo programske knjizˇnice Keras [4].
Implementacija mrezˇe v izhodiˇscˇni arhitekturi je prikazana v izseku kode 3.1,
kjer so nivoji in koraki mrezˇe definirani v naslednjih vrsticah:
 vhodni nivo je v 11. vrstici,
 preslikovalni nivo v 12. vrstici,
 konvolucijski nivoji s filtri velikost 3, 4 in 5 so v vrsticah od 14. do 17.,
 zdruzˇevalni nivoji so v vrsticah od 19. do 22.,
 oblikovanje vektorja besedila iz izhodov zdruzˇevalnih nivojev je v 24.
vrstici,
 regularizacija s tehniko izpusˇcˇanja nevronov je v 25. vrstici,
 regularizacija tipa L2 je v 26. vrstici,
 izhodni nivo je v 26. vrstici,
 in ucˇenje z optimizacijski algoritem Adam glede na logaritmicˇno izgubo
je v 30. vrstici.
1https://github.com/tomislijepcevic/medline_embedding#region-sizes
2https://github.com/tomislijepcevic/medline_embedding#number-of-filters
3https://github.com/tomislijepcevic/medline_embedding#activation
4https://github.com/tomislijepcevic/medline_embedding#dropout
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1 from keras.models import Model
2 from keras.layers import Input, Dense, Dropout
3 from keras.layers.embeddings import Embedding
4 from keras.layers.convolutional import Conv1D
5 from keras.layers.pooling import GlobalMaxPooling1D
6 from keras.layers.merge import concatenate
7 from keras.constraints import max_norm
8 from keras.optimizers import Adam
9
10 input_layer = Input(shape=(500,))
11 embed_layer = Embedding(415253, 300)(input_layer)
12
13 conv_layers = []
14 for conv_size in [3, 4, 5]:
15 conv_layer = Conv1D(100, conv_size, activation='relu')(embed_layer)
16 conv_layers.append(conv_layer)
17
18 pool_layers = []
19 for conv_layer in conv_layers:
20 pool_layer = GlobalMaxPooling1D()(conv_layer)
21 pool_layers.append(pool_layer)
22
23 text_vector = concatenate(pool_layers)
24 text_vector = Dropout(0.5)(text_vector)
25 output_layer = Dense(2890, activation='sigmoid',
26 kernel_constraint=max_norm(3))(text_vector)
27
28 model = Model(inputs=input_layer, outputs=output_layer)
29 model.compile(loss='binary_crossentropy', optimizer=Adam())
Koda 3.1: Implementacija konvolucijske nevronske mrezˇe z izhodiˇscˇno
arhitekturo.
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3.4 Mera tocˇnosti modela
Uporabljene modele smo ovrednotili v napovedovanju pripisov MeSH 5. Za
modela doc2vec, ki ne napovedujeta pripisov, smo uporabili vecˇrazredno logi-
sticˇno regresijo, ki pripise napove na podlagi njunih vektorskih predstavitev
besedil. Vecˇrazredno logisticˇno regresijo smo implementirali z navadno ne-
vronsko mrezˇo, ki ima polno povezan vhodni in izhodni nivo. Arhitekura
mrezˇe je strukturno enaka kot zadnji del konvolucijske nevronske mrezˇe, ki
pripise napove na podlagi vektorske predstavitve besedila iz predzadnjega
nivoja. Vecˇrazredno logisticˇno regresijo smo ucˇili z minimiziranjem loga-
ritmicˇne izgube [2] in stohasticˇnim gradientnim spustom tako kot model
konvolucijske nevronske mrezˇe.
Uspesˇnost napovedovanja za posamezni pripis MeSH smo ovrednotili s
povprecˇno tocˇnostjo [31]. Uvedimo mnozˇico Ak, v kateri je k primerov, za
katere model napove najvecˇje verjetnosti, da so oznacˇeni s pripisom. Naj bo
Pk tocˇnost, ki je izrazˇena kot delezˇ primerov v Ak, ki so pozitivni:
Pk =
|Ak ∩ pozitivni|
|Ak|
Uvedimo sˇe priklic Rk, ki je izrazˇen kot delezˇ pozitivnih v Ak:
Rk =
|Ak ∩ pozitivni|
|pozitivni|
Povprecˇna tocˇnost AP je definirana kot:
AP =
n∑
k=1
Pk(Rk −Rk−1),
kjer je n sˇtevilo testnih primerov. Za vrednotenje skupne uspesˇnosti za vse
pripise smo uporabili povprecˇje povprecˇnih tocˇnosti.
5https://github.com/tomislijepcevic/medline_embedding/blob/master/
CLASSIFICATION.md
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3.5 Ocenjevanje kvalitete vektorskih
predstavitev
Kvaliteto vektorskih predstavitev smo ovrednotili s silhuetno mero 6, ki ovre-
dnoti, kako dobro so locˇeni primeri iz razlicˇnih razredov. V nasˇem pri-
meru smo ovrednotili locˇevanje besedil z razlicˇnimi pripisi MeSH. Za pri-
merjavo smo izbrali pripise, ki so sorodni, kot so na primer razlicˇne bolezni
pljucˇ in mozˇganov, za vsak pripis pa smo izbrali tisocˇ povzetkov iz testne
mnozˇice. Vektorske predstavitve smo primerjali v dveh dimenzijah, da bi
lahko locˇevanje besedil prikazali z razsevnimi diagrami. Za zmanjˇsanje di-
menzionalnosti predstavitev smo uporabili zelo uspesˇno metodo t-Distributed
Stochastic Neighbour (t-SNE) [22], ki pri zmanjˇsanju ohrani najblizˇje sosede
iz izvornega vektorskega prostora. Silhuetna mera za vsak primer izracˇuna,
kako blizu je primerom iz istega razreda v primerjavi s primeri iz drugih ra-
zredov. Naj bo ai povprecˇna razdalja med primerom i in primeri iz istega
razreda. Uvedimo sˇe bi, ki je povprecˇna razdalja med primerom i in primeri
iz najblizˇjega razreda B, v katerem ni i. Silhueta si za primer i je definirana
kot:
si =
bi − ai
max{ai, bi} ,
in zavzame vrednosti od -1 do 1. Pozitivne vrednosti pomenijo, da je primer
i blizˇje primerom iz istega razreda kot primerom iz razreda B, sicer velja
obratno. Vrednost 0 pomeni, da je primer enako oddaljen od primerov iz
istega razreda in primerom iz razreda B. Kot koncˇno mero smo uporabili
povprecˇje silhuet si od vseh primerov.
6https://github.com/tomislijepcevic/medline_embedding/blob/master/
VISUALIZATION.md
Poglavje 4
Rezultati in razprava
V poglavju najprej porocˇamo o rezultatih poskusov, s katerimi smo izbrali
optimalno arhitekturo konvolucijske nevronske mrezˇe za napovedovanje pri-
pisov MeSH. Nato porocˇamo o uspesˇnosti modela konvolucijske nevronske
mrezˇe in modelov doc2vec v napovedovanja pripisov MeSH. Poglavje za-
kljucˇimo z vizualizacijami, ki prikazujejo, kako dobro vektorske predstavitve
modelov locˇijo besedila z razlicˇnimi pripisi.
4.1 Izbor arhitekture konvolucijske mrezˇe
V konvolucijskem nivoju mrezˇe smo preizkusili razlicˇne velikosti in konfi-
guracije konvolucijskih filtrov. Najprej smo preizkusili velikosti od ena do
sedem, pri cˇemer smo za vsako uporabili 100 konvolucijskih filtrov. Vpliv
velikosti na uspesˇnost modela je prikazan na sliki 4.1, kjer vidimo, da se je
za optimalno velikost izkazala velikost 4. Poleg tega smo preizkusili uporabo
razlicˇnih konfiguracij konvolucijskih filtrov. V tabeli 4.1 vidimo, da je izmed
konfiguracij (2, 3, 4), (3, 4, 5) in (4, 5, 6) najbolj ucˇinkovita konfiguracija (3,
4, 5), ki ima velikosti najblizˇje optimalni velikosti. Sˇe boljˇsi rezultat smo do-
bili, cˇe smo uporabili samo optimalno velikost z istim sˇtevilom konvolucijskih
filtrov (300), zato smo v nadaljevanju uporabili samo to velikost. Za neli-
nearno preoblikovanje atributnih preslikav smo preizkusili funkcijo ReLU,
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hiperbolicˇni tangens (tanh), sigmoidno funkcijo [21] in softplus [9]. Poleg
tega smo preizkusili, kako se obnese model brez preoblikovanja. Za konvo-
lucijo smo uporabili 100 filtrov velikosti 4, rezultati pa so prikazani v tabeli
4.2. Najbolje se je izkazal model s hiperbolicˇnim tangensom, skoraj enako
dobro pa se je izkazal tudi model brez preoblikovanja, kar pomeni, da modelu
zadosˇcˇajo linearne transformacije za zajem soodvisnosti med vektorji besed
in pripisi MeSH. Tehnika izpusˇcˇanja nevronov [25] na predzadnjem nivoju ni
pomagala, zato je v koncˇni arhitekturi nismo uporabili. Preverili smo tudi,
kako se uspesˇnost modela spreminja glede na sˇtevilo konvolucijskih filtrov.
Preizkusili smo od 200 do 1000 filtrov velikosti 4, rezultati pa so prikazani
na sliki 4.2. Uspesˇnost se z vecˇanjem filtrov izboljˇsuje, vendar ne toliko. Za
koncˇno arhitekturo konvolucijske mrezˇe smo izbrali arhitekturo, ki za kon-
volucijo uporablja 1000 konvolucijskih filtrov velikosti 4 in za preoblikovanje
atributnih preslikav uporablja hiperbolicˇni tangens.
Slika 4.1: Vpliv velikosti konvolucijskih filtrov na uspesˇnost modela.
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Tabela 4.1: Vpliv konfiguracij z razlicˇnimi velikostmi na uspesˇnost
modela.
Velikost filtrov
Povprecˇje povprecˇnih
tocˇnosti
2, 3, 4 0.2639
3, 4, 5 0.2661
4, 5, 6 0.2591
4 0.2681
Tabela 4.2: Vpliv nelinearne funkcije na uspesˇnost modela.
Nelinearna funkcija
Povprecˇje povprecˇnih
tocˇnosti
ReLU 0.1627
sigmoid 0.1582
softplus 0.1496
tanh 0.2159
brez 0.2154
Slika 4.2: Vpliv sˇtevila konvolucijskih filtrov na uspesˇnost modela.
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4.2 Primerjava uspesˇnosti napovedovanja
pripisov MeSH
Rezultati povprecˇne uspesˇnosti modelov v napovedovanju pripisov MeSH so
prikazani v tabeli 4.3. Napovedovanje z modelom konvolucijske nevronske
mrezˇe se je izkazala za uspesˇnejˇse od napovedovanja z vecˇrazredno logisticˇno
regresijo, ki napoveduje na osnovi vektorskih predstavitev besedil od mode-
lov doc2vec. Izmed razlicˇic modela s porazdeljenim spominom se je najbo-
lje izkazala razlicˇica, ki uporablja povprecˇje kontekstnih vektorjev, in je po
uspesˇnosti priblizˇno enaka modelu s porazdeljeno vrecˇo besed. Rezultati po
skupinah pripisov MeSH so prikazani v tabeli 4.4, kjer vidimo, da je model
konvolucijske nevronske mrezˇe v vseh skupinah boljˇsi od modelov doc2vec.
V tabeli 4.5 so prikazani rezultati za posebne pripise 1, ki se cˇlankom rutin-
sko dodajajo in zajemajo zˇivalske vrste, spol, starostne skupine, zgodovinska
obdobja ter nosecˇnost. Rezultati modelov doc2vec za te pripise so boljˇsi od
prejˇsnjih, verjetno zaradi vecˇjega sˇtevila ucˇnih primerov, vendar so vseeno
slabsˇi od rezultatov modela konvolucijske nevronske mrezˇe. V prilogah so
prilozˇeni sˇe rezultati napovedovanja za najpogostejˇse pripise iz posamezne
skupine pripisov.
Tabela 4.3: Povprecˇna uspesˇnost modelov za vse uporabljene pripise
MeSH.
Model
Povprecˇje povprecˇnih
tocˇnosti
model s porazdeljeno vrecˇo besed 0.1391
model s porazdeljenim spominom
- s povprecˇjem kontekstnih vektorjev 0.1415
- s stikom kontekstnih vektorjev 0.0556
- z vsoto kontekstnih vektorjev 0.0933
model konvolucijska nevronska mrezˇa 0.4415
1https://www.nlm.nih.gov/bsd/indexing/training/CHK_010.html
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Tabela 4.4: Povprecˇna uspesˇnost modelov za pripise MeSH iz posameznih
skupin pripisov.
Skupina pripisov MeSH DBOW DMm DMc DMs CNN
Anatomy 0.140 0.152 0.052 0.095 0.464
Organisms 0.174 0.171 0.068 0.110 0.571
Diseases 0.158 0.170 0.066 0.117 0.540
Chemicals and Drugs 0.133 0.148 0.049 0.092 0.488
Analytical), Diagnostic and Therape-
utic Techniques and Equipment
0.137 0.120 0.055 0.085 0.370
Psychiatry and Psychology 0.131 0.132 0.060 0.091 0.397
Biological Sciences 0.148 0.142 0.061 0.096 0.385
Physical Sciences 0.098 0.089 0.039 0.061 0.280
Anthropology), Education), Socio-
logy and Social Phenomena
0.109 0.120 0.050 0.078 0.358
Technology and Food and Beverages 0.148 0.142 0.049 0.092 0.431
Humanities 0.189 0.156 0.065 0.118 0.400
Information Science 0.137 0.122 0.062 0.083 0.331
Persons 0.182 0.197 0.104 0.124 0.477
Health Care 0.104 0.102 0.050 0.067 0.299
Publication Characteristics 0.084 0.082 0.029 0.036 0.542
DBOW model s porazdeljeno vrecˇo besed
DMm model s porazdeljenim spomin in povprecˇjem kontekstnih vektorjev
DMc model s porazdeljenim spomin in stikom kontekstnih vektorjev
DMs model s porazdeljenim spomin in vsoto kontekstnih vektorjev
CNN model konvolucijske nevronske mrezˇe
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Tabela 4.5: Uspesˇnost modelov za posebne pripise MeSH.
Pripis MeSH DBOW DMm DMc DMs CNN
Adolescent 0.316 0.326 0.210 0.215 0.611
Adult 0.513 0.504 0.376 0.375 0.784
Aged 0.467 0.466 0.319 0.318 0.738
Aged, 80 And Over 0.223 0.235 0.144 0.146 0.472
Animals 0.765 0.758 0.527 0.560 0.966
Cats 0.260 0.309 0.206 0.178 0.864
Cattle 0.297 0.304 0.101 0.200 0.773
Chick Embryo 0.185 0.159 0.065 0.106 0.728
Child 0.350 0.390 0.262 0.265 0.730
Child, Preschool 0.268 0.299 0.197 0.195 0.650
Dogs 0.347 0.414 0.300 0.252 0.877
Female 0.722 0.702 0.552 0.566 0.886
Guinea Pigs 0.294 0.167 0.087 0.085 0.816
History, 19Th Century 0.248 0.166 0.039 0.127 0.457
History, 20Th Century 0.263 0.179 0.056 0.142 0.437
History, 21St Century 0.041 0.035 0.013 0.026 0.089
Humans 0.934 0.917 0.799 0.817 0.989
Infant 0.246 0.277 0.171 0.185 0.608
Infant, Newborn 0.370 0.381 0.240 0.291 0.665
Male 0.697 0.679 0.556 0.562 0.880
Mice 0.483 0.458 0.302 0.300 0.887
Middle Aged 0.559 0.544 0.398 0.393 0.809
Pregnancy 0.580 0.612 0.369 0.523 0.846
Rabbits 0.253 0.216 0.217 0.114 0.786
Rats 0.511 0.457 0.282 0.298 0.929
Young Adult 0.142 0.156 0.086 0.095 0.327
DBOW model s porazdeljeno vrecˇo besed
DMm model s porazdeljenim spomin in povprecˇjem kontekstnih vektorjev
DMc model s porazdeljenim spomin in stikom kontekstnih vektorjev
DMs model s porazdeljenim spomin in vsoto kontekstnih vektorjev
CNN model konvolucijske nevronske mrezˇe
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4.3 Analiza kvalitete vektorskih
predstavitev
V tem razdelku prikazˇemo, kako dobro vektorske predstavitve modela kon-
volucijske nevronske mrezˇe in modelov doc2vec locˇijo povzetke cˇlankov z
razlicˇnimi pripisi MeSH. Locˇevanje prikazˇemo v dvodimenzionalnih projekci-
jah t-SNE [22], ki ohranijo najblizˇje sosede iz izvornega vektorskega prostora.
V primeru modelov doc2vec prikazˇemo samo projekcije, ki so najbolje locˇile
povzetke cˇlankov. V vseh primerjavah so bile to projekcije, ki so bile ustvar-
jene na osnovi vektorskih predstavitev modela s porazdeljenim spominom,
ki uporablja povprecˇje kontekstnih vektorjev. Locˇevanje smo primerjali na
povzetkih cˇlankov, zadevajo:
 razlicˇne celicˇne linije (slika 4.3),
 razlicˇne celicˇne smrti (slika 4.4),
 razlicˇne antigene (slika 4.5),
 razlicˇne encimske zaviralce (slika 4.6),
 razlicˇne bolezni mozˇganov (slika 4.7),
 razlicˇne bolezni pljucˇ (slika 4.8),
 razlicˇne hormone (slika 4.9),
 razlicˇne dusˇevne motnje (slika 4.10),
 razlicˇne ribonukleinske kisline (slika 4.11),
 in razlicˇne rane ter posˇkodbe (slika 4.12).
Pod vsako vizualizacijo je navedena silhueta, ki ovrednoti kvaliteto locˇe-
vanja. V vseh primerjavah je locˇevanje z vektorsko predstavitvijo modela
konvolucijske nevronske mrezˇe boljˇse, kar potrjujejo tudi silhuete, ki so v
vseh primerjavah vecˇje.
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Slika 4.3: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih celicˇnih linijah
na osnovi dveh razlicˇnih vektorskih predstavitev.
Slika 4.4: Projekcije t-SNE povzetkov cˇlankov o razlicˇnih celicˇnih smrti na
osnovi dveh razlicˇnih vektorskih predstavitev.
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Slika 4.5: Projekcije t-SNE povzetkov cˇlankov o razlicˇnih antigenih na
osnovi dveh razlicˇnih vektorskih predstavitev.
Slika 4.6: Projekcije t-SNE povzetkov cˇlankov o razlicˇnih encimskih zavi-
ralcih na osnovi dveh razlicˇnih vektorskih predstavitev.
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Slika 4.7: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih boleznih
mozˇganov na osnovi dveh razlicˇnih vektorskih predstavitev.
Slika 4.8: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih boleznih pljucˇ na
osnovi dveh razlicˇnih vektorskih predstavitev.
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Slika 4.9: Projekcije t-SNE povzetkov cˇlankov o razlicˇnih hormonih na
osnovi dveh razlicˇnih vektorskih predstavitev.
Slika 4.10: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih dusˇevnih mo-
tnjah na osnovi dveh razlicˇnih vektorskih predstavitev.
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Slika 4.11: Projekcije t-SNE povzetkov cˇlankov o razlicˇnih ribonukleinskih
kislinah (RNA) na osnovi dveh razlicˇnih vektorskih predstavitev.
Slika 4.12: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih ranah in
posˇkodbah na osnovi dveh razlicˇnih vektorskih predstavitev.
Poglavje 5
Sklepne ugotovitve
V magistrskem delu smo razvili model konvolucijske nevronske mrezˇe za vek-
torsko predstavitev besedil s podrocˇja ved o zˇivljenju in za napovedovanje
pripisov MeSH. Rezultati poskusov kazˇejo, da je vektorska predstavitev mo-
dela konvolucijske nevronske mrezˇe v primerjavi z vektorskimi predstavitvami
modelov doc2vec uspesˇnejˇsa v napovedovanju pripisov MeSH in v locˇevanju
besedil z razlicˇnimi pripisi.
Za vektorsko predstavitev besedil bi lahko uporabili tudi modele konvo-
lucijske nevronske mrezˇe, ki se namesto besed ucˇijo iz znakov [29, 6]. Ti
modeli dosegajo boljˇse rezultate, vendar jih je tezˇje optimizirati zaradi kom-
pleksnejˇsih arhitekturih. Lahko bi uporabili tudi globok model s klasicˇno ne-
vronsko mrezˇo [12], ki je podobna modelu s porazdeljenim spominom, vendar
na izhodu namesto besed napove razrede besedil. Model se v primerjavi z
modeli konvolucijskih nevronskih mrezˇ hitreje ucˇi in je v nekaterih primerih
tudi ucˇinkovitejˇsi.
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Dodatek A
Podrobni rezultati
napovedovanja pripisov MeSH
Za vsako skupino pripisov MeSH iz tabele 2.1 prilagamo povprecˇne tocˇnosti
modelov za najpogostejˇse pripise iz posamezne skupine. Od razlicˇic modela
s porazdeljenim spominom prilagamo samo rezultate najboljˇse razlicˇice, ki
uporablja povprecˇje kontekstnih vektorjev. V rezultatih smo model s poraz-
deljenim spomin oznacˇili kot DMm, model s porazdeljeno vrecˇa besed kot
DBOW in model konvolucijske nevronske mrezˇe kot CNN.
Tabela A.1: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Humanities.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Quality Of Life 24060 0.312 0.354 0.695
History, 20Th Century 10767 0.263 0.179 0.437
History, 19Th Century 5465 0.248 0.166 0.457
History, 21St Century 3072 0.041 0.035 0.089
Ethics, Medical 2628 0.083 0.048 0.322
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Tabela A.2: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Anatomy.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Cells, Cultured 87497 0.243 0.251 0.493
Cell Line 67073 0.175 0.168 0.392
Brain 62719 0.209 0.232 0.500
Liver 52759 0.294 0.333 0.653
Cell Line, Tumor 41202 0.353 0.304 0.573
Neurons 39709 0.279 0.294 0.564
Kidney 30924 0.217 0.247 0.487
Tumor Cells, Cultured 30714 0.160 0.154 0.393
Lung 26243 0.208 0.271 0.520
Cell Membrane 25618 0.134 0.156 0.337
Tabela A.3: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Organisms.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Humans 1911332 0.934 0.917 0.989
Animals 885550 0.765 0.758 0.966
Rats 229068 0.511 0.457 0.929
Mice 220522 0.483 0.458 0.887
Rats, Sprague-Dawley 53179 0.219 0.189 0.585
Cattle 45322 0.297 0.304 0.773
Mice, Inbred C57Bl 43241 0.228 0.216 0.543
Rats, Wistar 42227 0.164 0.152 0.521
Rabbits 40485 0.253 0.216 0.786
Escherichia Coli 38382 0.295 0.278 0.707
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Tabela A.4: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Diseases.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Disease Models, Animal 46820 0.150 0.187 0.383
Postoperative Complications 42432 0.192 0.178 0.348
Neoplasms 36961 0.099 0.132 0.601
Breast Neoplasms 35296 0.382 0.439 0.898
Chronic Disease 30157 0.076 0.087 0.399
Hypertension 26305 0.349 0.405 0.765
Body Weight 25779 0.154 0.153 0.316
Lung Neoplasms 25670 0.252 0.285 0.814
Acute Disease 24715 0.084 0.089 0.380
Recurrence 23890 0.101 0.121 0.346
Tabela A.5: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Chemicals and Drugs.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Rna, Messenger 64603 0.269 0.285 0.599
Dna 41800 0.157 0.165 0.470
Calcium 39009 0.347 0.386 0.703
Recombinant Proteins 37157 0.129 0.130 0.414
Anti-Bacterial Agents 35614 0.318 0.306 0.563
Antineoplastic Agents 34832 0.224 0.211 0.437
Biomarkers 34800 0.166 0.200 0.370
Antibodies, Monoclonal 30265 0.256 0.240 0.632
Bacterial Proteins 28067 0.255 0.214 0.500
Transcription Factors 27325 0.210 0.174 0.463
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Tabela A.6: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Analytical), Diagnostic and Therapeutic Techniques and
Equipment.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Treatment Outcome 131585 0.288 0.273 0.422
Retrospective Studies 112052 0.325 0.288 0.703
Risk Factors 109942 0.277 0.281 0.501
Follow-Up Studies 92767 0.200 0.195 0.352
Prospective Studies 80495 0.197 0.166 0.642
Surveys And Questionnaires 65081 0.293 0.278 0.514
Prognosis 62727 0.270 0.258 0.474
Reproducibility Of Results 59860 0.215 0.191 0.349
Sensitivity And Specificity 56584 0.205 0.201 0.354
Magnetic Resonance Imaging 54435 0.392 0.365 0.737
Tabela A.7: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Psychiatry and Psychology.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Smoking 19445 0.323 0.428 0.667
Pain 15979 0.152 0.204 0.425
Reaction Time 15884 0.199 0.194 0.404
Motor Activity 15381 0.149 0.137 0.387
Stress, Psychological 14782 0.145 0.221 0.490
Behavior, Animal 14777 0.166 0.183 0.320
Neuropsychological Tests 14664 0.287 0.239 0.542
Mental Disorders 14607 0.158 0.145 0.484
Health Knowledge, Attitudes, Prac-
tice
14368 0.179 0.180 0.415
Depression 13335 0.158 0.191 0.458
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Tabela A.8: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Biological Sciences.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Time Factors 166082 0.121 0.143 0.170
Pregnancy 89480 0.580 0.612 0.846
Amino Acid Sequence 82792 0.414 0.338 0.613
Base Sequence 78955 0.374 0.295 0.537
Kinetics 74987 0.259 0.232 0.411
Dose-Response Relationship, Drug 65358 0.142 0.141 0.243
Mutation 61849 0.259 0.265 0.486
Signal Transduction 60022 0.313 0.266 0.526
Sensitivity And Specificity 56584 0.205 0.201 0.354
Protein Binding 41226 0.187 0.179 0.316
Tabela A.9: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH iz
skupine Physical Sciences.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Immunohistochemistry 50751 0.249 0.224 0.410
Electrophysiology 11282 0.105 0.098 0.159
Research Design 10758 0.076 0.073 0.184
Computational Biology 9631 0.138 0.118 0.247
Outcome Assessment (Health Care) 9271 0.044 0.049 0.117
Mathematics 8948 0.045 0.044 0.140
Statistics As Topic 8893 0.013 0.014 0.032
Drug Design 7544 0.112 0.082 0.289
Evidence-Based Medicine 7523 0.058 0.057 0.256
Histocytochemistry 7492 0.076 0.071 0.225
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Tabela A.10: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH
iz skupine Anthropology), Education), Sociology and Social Phenomena.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Quality Of Life 24060 0.312 0.354 0.695
Socioeconomic Factors 19673 0.176 0.139 0.318
Exercise 12840 0.214 0.253 0.493
Health Status 11083 0.100 0.102 0.275
Age Distribution 10561 0.059 0.063 0.122
Social Support 9614 0.115 0.111 0.455
Patient Education As Topic 9250 0.070 0.087 0.281
Clinical Competence 9222 0.162 0.171 0.346
Activities Of Daily Living 9165 0.158 0.161 0.370
Sex Distribution 8762 0.052 0.052 0.109
Tabela A.11: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH
iz skupine Technology and Food and Beverages.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Polymers 11945 0.167 0.138 0.419
Biocompatible Materials 8904 0.192 0.157 0.355
Nanoparticles 8004 0.219 0.239 0.572
Polyethylene Glycols 7938 0.131 0.133 0.586
Dietary Supplements 6950 0.171 0.204 0.417
Liposomes 6769 0.227 0.300 0.728
Quality Control 6511 0.051 0.057 0.205
Milk 6441 0.239 0.274 0.680
Dietary Fats 6309 0.169 0.159 0.447
Animal Feed 6005 0.342 0.297 0.498
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Tabela A.12: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH
iz skupine Information Science.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Molecular Sequence Data 122899 0.437 0.356 0.598
Amino Acid Sequence 82792 0.414 0.338 0.613
Base Sequence 78955 0.374 0.295 0.537
Surveys And Questionnaires 65081 0.293 0.278 0.514
Prevalence 40316 0.199 0.191 0.498
Algorithms 38568 0.316 0.272 0.510
Incidence 35215 0.147 0.141 0.367
Severity Of Illness Index 35013 0.101 0.106 0.206
Computer Simulation 30830 0.208 0.190 0.369
Phylogeny 29987 0.454 0.360 0.690
Tabela A.13: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH
iz skupine Persons.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Adult 650107 0.513 0.504 0.784
Middle Aged 575125 0.559 0.544 0.809
Aged 403756 0.467 0.466 0.738
Adolescent 256854 0.316 0.326 0.611
Child 183420 0.350 0.390 0.730
Aged, 80 And Over 131569 0.223 0.235 0.472
Child, Preschool 109873 0.268 0.299 0.650
Young Adult 101411 0.142 0.156 0.327
Infant 84343 0.246 0.277 0.608
Infant, Newborn 64556 0.370 0.381 0.665
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Tabela A.14: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH
iz skupine Health Care.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
Treatment Outcome 131585 0.288 0.273 0.422
Retrospective Studies 112052 0.325 0.288 0.703
Risk Factors 109942 0.277 0.281 0.501
Follow-Up Studies 92767 0.200 0.195 0.352
Prospective Studies 80495 0.197 0.166 0.642
Surveys And Questionnaires 65081 0.293 0.278 0.514
Reproducibility Of Results 59860 0.215 0.191 0.349
Sensitivity And Specificity 56584 0.205 0.201 0.354
Age Factors 55759 0.109 0.124 0.219
Cross-Sectional Studies 42302 0.244 0.183 0.640
Tabela A.15: Povprecˇne tocˇnosti modelov za najpogostejˇse pripise MeSH
iz skupine Geographic Locations.
Pripis MeSH Sˇt. primerov DBOW DMm CNN
United States 64275 0.263 0.229 0.547
China 19076 0.257 0.233 0.721
United Kingdom 15023 0.116 0.116 0.449
Japan 14400 0.192 0.201 0.596
Germany 11479 0.133 0.117 0.476
Brazil 10832 0.252 0.160 0.740
India 10404 0.147 0.150 0.705
Italy 10097 0.121 0.088 0.534
Europe 9991 0.095 0.098 0.390
Australia 9990 0.120 0.116 0.504
Dodatek B
Dodatne projekcije t-SNE
Prilagamo dodatne projekcije t-SNE povzetkov cˇlankov, ki so zgrajene na
osnovi vektorskih predstavitev modela konvolucijske nevronske mrezˇe in mo-
dela s porazdeljenim spominom, ki uporablja povprecˇje kontekstnih vektor-
jev. Projekcije prikazujejo locˇevanje povzetkov, ki zadevajo:
 razlicˇne citokine (slika B.1),
 razlicˇne pesticide (slika B.2),
 razlicˇne koloide (slika B.3),
 razlicˇne endoskopije (slika B.4),
 in razlicˇne okoljske onesnazˇevalce (slika B.5).
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Slika B.1: Projekcije t-SNE povzetkov cˇlankov o razlicˇnih citokinih na
osnovi dveh razlicˇnih vektorskih predstavitev.
Slika B.2: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih pesticidih na
osnovi dveh razlicˇnih vektorskih predstavitev.
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Slika B.3: Projekcije t-SNE povzetkov cˇlankov o razlicˇnih koloidih na osnovi
dveh razlicˇnih vektorskih predstavitev.
Slika B.4: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih endoskopijah na
osnovi dveh razlicˇnih vektorskih predstavitev.
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Slika B.5: Projekcija t-SNE povzetkov cˇlankov o razlicˇnih okoljskih one-
snazˇevalcih na osnovi dveh razlicˇnih vektorskih predstavitev.
Dodatek C
Implementacije modelov
Prilagamo implementaciji vecˇrazredne logisticˇne regresije in konvolucijske ne-
vronske mrezˇe, ki sta napisani v programskem jeziku Python in s programsko
knjizˇnico Keras [4].
C.1 Vecˇrazredna logisticˇna regresija
Implementacija vecˇrazredne logisticˇne regresije za napovedovanje pripisov
MeSH iz besedil v vektorskih predstavitvah modelov doc2vec.
from keras.models import Model
from keras.layers import Input, Dense
from keras.constraints import max_norm
from keras.optimizers import Adam
input_layer = Input(shape=(1000,))
output_layer = Dense(2890, activation='sigmoid',
kernel_constraint=max_norm(3))(input_layer)
model = Model(inputs=input_layer, outputs=output_layer)
model.compile(loss='binary_crossentropy', optimizer=Adam())
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C.2 Konvolucijska nevronska mrezˇa
Implementacija konvolucijske nevronske mrezˇe za vektorsko predstavitev be-
sedil in napovedovanje pripisov MeSH.
from keras.models import Model
from keras.layers import Input, Dense
from keras.layers.embeddings import Embedding
from keras.layers.convolutional import Conv1D
from keras.layers.pooling import GlobalMaxPooling1D
from keras.optimizers import Adam
input_layer = Input(shape=(500,))
embed_layer = Embedding(415253, 300)(input_layer)
conv_layer = Conv1D(1000, 4, activation='sigmoid')(embed_layer)
pool_layer = GlobalMaxPooling1D()(conv_layer)
text_vector = Dense(2890, activation='sigmoid')(pool_layer)
model = Model(inputs=input_layer, outputs=text_vector)
model.compile(loss='binary_crossentropy', optimizer=Adam())
Dodatek D
Uporaba modela v
programskem okolju Orange3
Za enostavno vektorsko predstavitev besedil z modelom konvolucijske nevron-
ske mrezˇe smo razvili komponento za programsko okolje Orange1 z imenom
Text Embedding, ki je prosto dostopna v repozitoriju GitHub2. V poglavju
predstavimo dva primera uporabe komponente. V prvem primeru predsta-
vimo grucˇenje besedil, v drugem pa postopek za vizualizacijo besedil. V obeh
primerih uporabimo povzetke znanstvenih in strokovnih cˇlankov s podrocˇja
ved o zˇivljenju, ki jih pridobimo s komponento PubMed iz razsˇiritve Orange3
Text3.
D.1 Grucˇenje vektorjev besedil
V programskem okolju Orange izberemo komponento PubMed in jo nasta-
vimo tako, kot je prikazano na sliki D.1. V nastavitvenem oknu komponente
vnesemo iskalni niz in nato s pritiskom na gumb Find records pridobimo
cˇlanke, ki ustrezajo iskalnemu nizu. Zatem v istem oknu oznacˇimo, da od
cˇlankov zˇelimo pridobiti imena avtorjev in povzetke. Da pridobimo zˇelene
1https://github.com/biolab/orange3
2https://github.com/tomislijepcevic/orange3-textembedding
3https://github.com/biolab/orange3-text
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podatke je potrebno pritisniti sˇe na gumb Retrieve records. Pridobljeni cˇlanki
nimajo nujno povzetek, zato s komponento Select Rows odstranimo vse brez
povzetkov (slika D.2). Povzetke cˇlankov nato vektorsko predstavimo z novo
komponento Text Embedding. Vektorje povzetkov bomo grucˇili glede na
medsebojne kosinusne razdalje, zato s komponento Distances izracˇunamo
medsebojne razdalje in nato s komponento Hierarhical Clustering pozˇenemo
hierarhicˇno grucˇenje vektorjev. Rezultat grucˇenja je prikazan na sliki D.3.
Slika D.1: Pridobivanje znanstvenih in strokovnih cˇlankov s podrocˇja ved
o zˇivljenju s komponento PubMed.
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Slika D.2: Odstranjevanje cˇlankov brez povzetkov s komponento Select
Rows.
Slika D.3: Hierarhicˇno grucˇenje vektorjev povzetkov glede na medsebojne
kosinusne razdalje s komponento Hierhical Clustering.
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D.2 Vizualizacija vektorjev besedil
V tem primeru ustvarimo projekcijo t-SNE povzetkov cˇlankov na osnovi vek-
torske predstavitve nasˇega modela. Za povzetke enkrat uporabimo iskalni niz
cerevisiae organelle contact in drugicˇ cerevisiae biofuel lignocellulose. Prido-
bljene cˇlanke zdruzˇimo v eno podatkovno mnozˇico s komponento Concatenate
in nato s komponento Select Rows odstranimo cˇlanke brez povzetkov, tako
kot v prejˇsnjem primeru. Nato povzetke cˇlankov vektorsko predstavimo z
nasˇo komponento Text Embedding. Za izdelavo projekcije t-SNE uporabimo
komponento Manifold Learning. Na koncu uporabimo komponento Scatter
Plot, ki zgradi razsevni diagram projekcije, kot je prikazan na sliki D.4.
Slika D.4: Projekcije t-SNE povzetkov cˇlankov na osnovi vektorske pred-
stavitve nasˇega modela konvolucijske nevronske mrezˇe.
