A simulation study was carried out to investigate the effect of selection on the estimation of genetic parameters for butterfat production in dairy cattle. It was found that selection leads to a substantial overestimation of fixed effects and variance components and an underestimation of heritability estimates. This effect was attributed to the fact that all information on all animals in the analysis should be available to compensate for the effect of selection.
Introduction
Genetic variance estimates from selected individuals can be quite different from those in the unselected base population. Lynch & Walsh (1998) stated that REML yields unbiased estimates of additive genetic variance in the base population if the base population consists of unrelated, unselected and noninbred individuals, and phenotypic data are available for all selected and unselected individuals. Selection may cause bias in the estimation of genetic parameters and breeding values. Data available to animal breeders are invariably derived from herds in which artificial selection has been practiced. Consequently, the assumption of random sampling that is invoked for estimation and prediction is no longer valid (Schaeffer et al., 1998) . Simulation is the only apparent method for examining properties of estimators of variances and their ratios (Henderson, 1977) . The aim of this study was to compare the fixed effect and genetic parameter estimates for both a selection and non-selection scenario utilizing simulated data.
Material and Methods
A simulated dairy herd was used as the basis for this study. All females generated during the first four years were retained, and after this replacement procedures typical of a dairy enterprise were simulated. One hundred AI sires, all from the same genetic level, were simulated. Ten bulls were used as sires during the first year. During the second year five new bulls were added while five bulls from the previous year were retained. This pattern was continued for 20 years in order to establish strong genetic ties between years. Bulls were thus used on a random non-selected basis. Two different scenarios were simulated, viz. with or without selection. This process was repeated on an annual basis for the remaining term. For each simulated cow in the herd the following information was recorded: cow number, fixed effect level at first lactation, production measurement at first lactation, genetic component of the measurement, error component of measurement, sire and dam. In the selection scenario, animals were ranked according to the genetic component of their butterfat measurement and the lowest-performing 25% of all animals were replaced by the best-performing progeny. Cows older than six years of age were also replaced by the remaining best-performing progeny. Selection was done on a yearly basis. In the non-selection scenario, the lowest-performing 25% were replaced with animals drawn at random from the progeny, implying that no attention was given to the performance of the progeny. The comparison between these two scenarios allowed analysis of the effects of selection on the estimation of fixed effects and (co)variance components, while the second scenario also permitted cross-evaluation of the model. The model contained a fixed effect, random genetic and random error components. The fixed effect was regarded as a year or herd-year effect. The model used to simulate the sample was: y ij = f i + a ij + e ij where y ij represents butterfat, f i represents the fixed effect at level i, a ij represents the random genetic component of animal j under fixed effect i, e ij represents the random error component. )). The genetic and error components were statistically independent. This corresponds with the method used by Van Vleck (1993) to obtain pseudo-random values from a normal distribution with a mean of zero and variance of one, and is similar to a Monte Carlo simulation. Tuchscherer & Herrendörfer (1998) and Canavesi & Miglior (1999) proposed similar models to evaluate BLUP estimates. A standard desktop computer with a Linux Red Hat (version 6.0) operating system was used for the simulations, which were programmed in Fortran. The genetic and error components were obtained by generating random numbers from a normal distribution with a mean equal to zero and variances of σ a 2 and σ e 2 respectively. The genetic (σ a 2 = 293) and error variances (σ e 2 = 534) of du Toit et al. (1998) were used in the simulation. This implies that a heritability estimate of 0.35 was used.
The simulation had to be repeated several times in order to describe the randomness in the system and to determine the long-term expected effect, which was used for comparisons. Because of logistic constraints, only 50 repetitions were simulated per scenario. The data, consisting of animal number, sire, dam, fixed effect level, and production measurement were analyzed using REML procedures (Meyer, 1995) . The estimated fixed effect, predicted breeding values and estimated variance components were determined from this. These results were then compared with the true values used in the simulation.
The model that was fitted for the analysis of the data was the same as that used for the simulation. The relationship between animals was included in the covariance structure in both cases. The model used was a special case of the general model:
Where y is an n×1 vector of records, X is an n×p incidence matrix that relates data to the unknown vector of location parameters β. The vector β contains year as fixed effect. The incidence matrix Z relates the unknown random vectors of the direct breeding value a to y. The unknown vector e contains the random residuals due to environmental effects peculiar to individual records.
Results and discussion
The true and average fixed effect levels, as well as the 99% confidence interval for the true fixed effect levels calculated from fifty simulation repetitions are presented in Tables 1 (non-selection scenario) and 2 (selection scenario). The 99% confidence interval for the non-selection scenario includes the true value for years one to 20, and gives an indication of the accuracy with which fixed effect levels were estimated. It is interesting to note that the estimated fixed effects are included in the 99% confidence interval from years one to four. This is ascribed to the fact that no selection was exercised during this period. The fixed effect levels for the remaining period were substantially overestimated in the selection scenario. In the non-selection scenario, the fixed effect levels remained close to the true levels used in the simulation. These results are depicted in Figure 1 where the true fixed effect and the fixed effect in both the selection and non-selection scenarios are presented. 
Figure 1 Estimated and true fixed effect levels
There was considerable overestimation of fixed effects under the selection scenario (Table 2 and Figure 1 ). When selection was excluded from the simulation, the estimate of the fixed effect was much closer to the true fixed effect value. The decrease in years 5-6 under the non-selection scenario is ascribed to chance. Figure 2 Genetic trends for the selection and non-selection scenario Figure 2 shows genetic trends for the selection and the non-selection scenarios. The trend under the selection scenario showed a long-term increase of 312 g per year. The long-term trend for the non-selection scenario was influenced by the averages for years 5 and 6, which were excluded from the analysis since it is believed that they can be attributed to chance. No long-term trend was evident, as would be expected under a non-selection scenario.
The estimated genetic and error variances for the 50 repetitions of the two scenarios are presented in Tables 3 and 4 . The tables also include the true genetic and error variances used in the simulation as well as the 99% confidence interval. True genetic variance (293) was substantially underestimated in the selection scenario. The degree of underestimation was less in the non-selection scenario. Although the true error variance (534) was underestimated in both scenarios, the degree of underestimation was less for the selection scenario than for the non-selection scenario. Heritability estimates for the selection and non-selection scenarios are presented in Table 5 . A heritability of 35% was used in the simulation process. A substantial underestimation of heritability occurred in the selection scenario, as was the case with estimated additive variance. The heritability estimates in the non-selection scenario were more consistent with the true value used in the simulation process.
Product-moment correlation estimates between the true and predicted breeding values are presented in Table 6 . The correlations ranged from 0.47 to 0.71 with an average value of 0.61 for the fifty repetitions under the selection scenario, while the correlations ranged from 0.75 to 0.82 with an average value of 0.79 under the non-selection scenario. Van der Werf (1990) also showed that additive genetic variance decreased due to inbreeding, gametic phase disequilibruim (Bulmer, 1971) and covariance among animals after five generations of selection with data used for estimation of genetic parameters that did not include all the relationships and data. Satoh et al. (1992) also showed that the correlation increased with an increasing number of generations. Hagger (1991) showed that an increase of up to 55% can be achieved for the correlation between true and predicted breeding values during a selection experiment when more information on the daughters is included. In order to account for parental selection, the following should be available: complete pedigrees back to a base population of non-selected, non-related and non-inbred animals (Sorensen & Kennedy, 1984) , records on all candidates available for selection (Henderson, 1975; Goffinet, 1983) and knowledge of the selection process and distribution of selection criteria (Henderson, 1975; Im, 1989; Fernando & Gianola, 1990) . The first two conditions guarantee that likelihood-based inferences not accounting for selection are the same as those obtained considering selection, regardless of the translation invariance of the selection criterion or its form (linear or non linear) (Gianola & Fernando, 1986; Im, 1989; Fernando & Gianola, 1990) . In this study animals were culled before their records could be included in the analysis, as is the case in many dairy enterprises, and the second condition could therefore not be met. Even if the first and second conditions are met, an additional condition of translation invariance of selection criteria must be verified for Henderson's Mixed Model Equations to yield BLUE and BLUP, otherwise unbiasedness does not hold (Schaeffer et al., 1998) . The third condition is generally needed when data are missing. Im (1989) showed that if data are missing at random, inferences could be made using the likelihood function without accounting for the missing data process. Otherwise, the missing data process has to be described and included in the likelihood function (Schaeffer et al., 1998) .
In agreement with our results, Sorenson & Kennedy (1984) and Van der Werf & de Boer (1990) showed that estimates of genetic variance based on simulated data are unaffected by selection over generations if all data and all genetic relationships since the beginning of selection are included in the analysis. This simulation showed that under certain experimental conditions the REML variance-component estimates are influenced by selection.
Conclusion
A notable feature of the results of this experiment was the differences that existed between the true and estimated values. This appears to be a result of the process of selection the underlying assumptions of the mixed linear model. An assumption of Henderson's Mixed Model Equations is that the expected value of every element of a (vector of breeding values) is zero. If the animals under consideration are the result of a long-term selection program, then the expected value of breeding values in later generations could differ from zero. Furthermore, for the records of selected individuals, all variances are reduced and non-zero covariances are generated between previously uncorrelated effects, such as between a and e (Schaeffer et al, 1998) . A model with conditioning on selected base animals cannot be used to obtain unbiased estimates of variance components (as with this study). Conditioning on selected parents requires knowledge about the regression of parents on offspring, and therefore inference has to be made concerning the dispersion of base animals in any case of estimating variances based on their progeny (Van der Werf & Thompson, 1992) .
