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1. Introduction 
For time-invariant linear systems, the frequency response function has proved to be 
one of the most important tools in the design, analysis and control of linear systems. 
The frequency response is inherent, invariant and totally independent of the input 
signals, and therefore it is always desirable as a linear description of the underlying 
system. 
However, most physical systems are nonlinear to some extent. When the nonlinear 
nature of a system has to be taken into account, the classical linear frequency response 
description is no longer sufficient and Generalised Frequency Response Functions 
(GFRF’s) are introduced for the class of nonlinear systems that has a valid Volterra 
series representation, also called weakly nonlinear systems. As in the linear case, the 
GFRF’s can reveal important inherent insights into the operation of complex 
nonlinear behaviours that can be related back to the time domain properties and model 
terms. Unlike the linear case where the frequency response function is always 
invariant and independent of the input signals, in some situations the GFRF’s will no 
longer always remain invariant for all input signals in the frame of weak nonlinearity.  
In this paper the sensitivity to input amplitude of the GFRF’s is investigated and the 
modelling of systems which fall outside the standard GFRF invariant range is 
analysed. 
 
2. Volterra Series Modelling and Generalised Frequency Response Functions 
Volterra series modelling (Volterra, 1930) has been widely studied for the 
representation, analysis and design of nonlinear systems. The Volterra series is a 
nonlinear functional series that can be expanded as a polynomial functional series and 
is a direct generalisation of the linear convolution integral, therefore providing an 
intuitive representation in a simple and easy to apply way. For a SISO nonlinear 
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system, with )(tu and )(ty the input and output respectively, the Volterra series can be 
expressed as 
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hn n( , , )t t1 × × ×  is called the ‘nth-order Kernel’ or ‘nth-order impulse response function’. 
If n=1, this reduces to the familiar linear convolution integral. 
The discrete time domain counterpart of the continuous time domain SISO Volterra 
expression (1) is 
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Systems that can be adequately represented by a Volterra series are called weakly or 
mildly nonlinear systems. In practical problems only a finite Volterra series can be 
used, on the assumption that the contribution of the higher order kernels falls off 
rapidly. This is called the truncated Volterra series.  
For discrete-time systems the truncated, discrete-time Volterra series is given as 
Õå åå
== ==
-×××=
n
i
in
K
n
k
nn kuhky
n 11 0
1
0
)(),,()(
1
ttt
tt
L            ZÎ> kn  0,                 (3) 
A discrete time Volterra series is also called a NX (Nonlinear model with eXogenous 
inputs) model. 
The multi-dimensional Fourier transform of )(×nh yields the ‘nth-order frequency 
response function’ or the Generalised Frequency Response Function (GFRF):  
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Once the GFRF’s are available, the steady-state response of the nonlinear system, 
excited by an harmonic signal at frequencyw , is given by 
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where E  is the amplitude of the input signal. 
The generalised frequency response functions represent an inherent property of the 
underlying system, and have been proven to be an important analysis and design tool 
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for characterising nonlinear phenomena. The inherent features of the underlying 
nonlinear systems can be studied using the GFRF’s(Bedrosian and Rice, 1971; 
Bussgang, et. al., 1974), and this provides an analogous theory to linear frequency 
response analysis, which is so important for linear systems.  Many nonlinear 
phenomena have been analysed and interpreted in terms of the GFRF’s, including 
gain compression, intermodulation effects, harmonics and desensitisation (Billings 
and Tsang, 1989).  
In practice, the GFRF’s can be estimated using non-parametric or parametric methods. 
The parametric method involves mapping a nonlinear differential equation (Billings 
and Peyton Jones, 1990) or mapping a nonlinear difference equation (Peyton Jones 
and Billings, 1989) into the frequency domain using an extension of the probing 
method.   
The GFRF’s derived from the parametric continuous time or discrete time models are 
only related to the coefficients of the models, and are independent of the input signals, 
therefore they are generally considered as an invariant property of the underlying 
system. However, the field covered by the parametric GFRF’s does not necessarily 
totally overlap with the field that has a convergent Volterra series representation. The 
frequency response functions that fall outside the parametric GFRF’s capacity become 
variant, being dependent on the input amplitudes.  
 
3. Sensitivity Issues 
Consider a second order dynamic system with quadratic nonlinearity as  
            uyyyy =+++ 228.004.001.0 &&&                                       (6) 
)sin( where tEu w=      
The Response Spectrum Map(RSM), introduced by  Billings and Boaghe(2001), for 
system (6) which is excited at the frequency rad/sec 8=w , is plotted in Figure 1. 
 
Figure 1. Response Spectrum Map for the continuous time system (6) 
It can be seen from the RSM in Figure 1 that for the amplitude range )85.0,0[ÎE , 
there is a dominant fundamental frequency component w and the second order 
harmonic w2  presence in the response, suggesting the existence of a Volterra 
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representation. For ]9.0,85.0[ÎE  it can be seen that ½ order subharmonics occur, and 
these develop to ¼ order subharmonics for ]92.0,9.0[ÎE . When ]94.0,92.0[ÎE the 
response becomes chaotic, and finally for 94.0>E the system becomes unstable. It is 
well known that Volterra series can not model systems that exhibit severe nonlinear 
phenomena such as subharmonics and chaos, therefore only the amplitude range 
)85.0,0[ÎE where a valid Volterra representation is available will be investigated in 
this study. 
As explained in Section 2 the time domain Volterra series representation can be 
mapped into the frequency domain to obtain the GFRF’s, which in this example can 
be expressed using the coefficients of equation (6) as  
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Ideally the GFRF’s in equation (7) for the system (6) will cover the whole amplitude 
range )85.0,0[ÎE  where the system shows a Volterra series existence. But studies 
show that in most systems the GFRF’s obtained from the underlying system model 
can only cover part, and in some cases a quite small part, of the whole amplitude 
range.  
The GFRF’s can be derived from either continuous time or discrete time models. The 
discrete time modelling, namely NARX modelling, is capable of capturing the 
frequency domain features of weakly nonlinear systems in almost every circumstance, 
therefore the dependence or sensitivity of the original underlying system to the input 
amplitude can be illustrated by constructing the valid GFRF’s from discrete time 
modelling and comparing the results with those from the original system, against a 
varying amplitude E , as shown in Figure 2. The GFRF’s from the original system (6), 
which are constants, are shown in Figure 2 as dashed lines. Only the first two orders 
of GFRF’s are shown, these are the two most significant frequency response functions 
associated with the dominant frequency components in the response.  
 
Figure 2. Sensitivity curves 
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Figure 2 shows two lines in each comparison. The solid line represents the valid 
GFRF’s from discrete time modelling while the dashed line represents the ideal 
original GFRF’s from (6). It can be seen from Figure 2 that for the lower amplitude 
range, both )(1 ×H and )(2 ×H from the discrete time modelling overlap with the results 
from the original continuous time model (6), indicating that the GFRF’s from model 
(6) are valid and invariant over this lower amplitude range. The turning point occurs 
at E=0.58 where )(1 ×H and )(2 ×H from the discrete time modelling depart from the 
original )(1 ×H and )(2 ×H , indicating that from this point on, the original )(1 ×H and 
)(2 ×H from equation (6) will no longer be able to provide  a good frequency domain 
interpretation.  
 
4. Modelling in the time and frequency domain 
In section 3 it has been shown that the GFRF’s from the original system model are not 
always independent of the level of excitation. In this section a specific case where the 
operating input amplitude falls outside the independence zone will be explored for 
further discussion.  
The input-response data was collected by simulating the system (6) at 
rad/sec 8=w and E=0.7 using a fourth order Runge-Kutta algorithm at a sampling 
frequency 80/1=sf with zero initial conditions. From Figure 2 the amplitude value 
E=0.7 is clearly within the input dependent zone. 
First, by setting both the input-output lags as 2 and using the OLS algorithm(Billings 
et. al, 1989) to choose the first 4 most significant terms, a NARX model can be 
obtained as   
 )1(015252.0)1(0042572.0)2(95105.0)1(9358.1)( 2 -+-----= kukykykyky  (8) 
The Model Predicted Output(MPO) is shown in Figure 3, which fits perfectly to the 
real response. 
 
Figure 3. MPO by estimated model (8): Solid –real response; circle--MPO 
Model (8) can be mapped into the frequency domain to obtain the GFRF’s(Peyton 
Jones  and Billings, 1989). The resulting )(1 wH  from (8) is compared in Figure 4 
with the original )(1 wH from (6), which shows an almost perfect match. This 
therefore corresponds to the point A on the dashed line in the sensitivity curve in 
Figure 2.  
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Figure 4. Comparison of )(1 wH from (6) and (8) 
By using the recursive approach in Li and Billings(2001), an estimated continuous 
time model can be easily reconstructed from (8) in the frequency domain, as in 
equation (9), which is an unbiased estimation of the original model (6).  
uyyyy 1.0034712802.004015048.001000125.0 2 =+++ &&&                    (9) 
When the GFRF’s from either model (6) or model (9) are employed to analyse the 
response using (5), the synthesized response, however, will not converge to the real 
value even with up to 5th order GFRF’s considered. This is shown in Figure 5. This 
means that the GFRF’s are not completely valid in the frequency domain.  
 
Figure 5. (a) First order output response, (b) up to the third order response and (c) up to 
5th  order response: Solid -- original output; Dashed-- synthesized output by GFRF’s 
from model(8) 
 
Next, a new NARX model, which includes 12 most significant terms and also gives a 
perfect MPO, was built from the same pool of candidate model terms as in the 
modelling above based on the same input-response data. The new model is given in 
(10). 
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Equation (10) can be mapped into the frequency domain to generate the GFRF’s. The 
first order GFRF’s corresponds to the point B on the solid line in the sensitivity curve 
in Figure 2. Computation of the response using (5) is shown in Figure 6. 
 
Figure 6. (a) First order output response, (b) up to the second order response and (c) up 
to third  order response: Solid -- original output; Dashed-- synthesized output by 
GFRF’s from model(10) 
It can be seen from Figure 6 that the first 3 orders of  GFRF’s from (10) have already 
succeeded in providing a satisfactory analysis of the response in the frequency domain.  
In summary, two discrete time modelling tests were carried out based on the same 
input-response data. The only difference is the number of model terms forced into the 
final models. However, this difference generates a fundamental difference in terms of 
frequency domain interpretations. The first discrete time model will generate  
‘GFRF’s’ that have no real frequency domain explanation but can be used to trace 
back to the time domain expression to accomplish a physical interpretation of the 
underlying system. To this end this procedure can be regarded as time domain 
physical modelling. The second model will generate real GFRF’s that are capable of 
performing a frequency domain analysis at the cost of more complicated time domain 
expression, the loss of physical interpretation and local validity. This can therefore be 
regarded purely as frequency domain modelling.   
 
5. Conclusions 
The Volterra series has been applied widely in representing weakly nonlinear systems. 
The frequency domain transform of the Volterra kernels, known as the GFRF’s, has 
served as an important tool in the analysis and control of nonlinear systems. Ideally 
the GFRF’s should be independent of the input signals, representing the invariant and 
inherent properties of the underlying system. However, this may not always be the 
case, and this study has shown that in some circumstances the invariance of the 
GFRF’s will vanish as the amplitude of excitation increases above a certain level.  
 Due to this input amplitude sensitivity or dependency, in general invariant GFRF’s 
may only be possible over a lower range, some times quite a limited range, of input 
amplitudes. Outside this amplitude range, it is generally not possible to build a model 
that provides locally invariant GFRF’s.  
In the event that the operating condition of the system falls into the amplitude 
dependent range, two types of model can be estimated from the input-response data. 
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This study showed that a simple discrete time model, normally parsimonious, can 
preserve all the time and frequency domain features of the underlying system, but can 
fail in terms of practical frequency domain analysis. A different discrete time model, 
generally non-parsimonious, can however be estimated to accommodate the demand 
of frequency domain analysis.  The GFRF’s from the latter model, however, have 
restricted ability and applicability, due to the input amplitude dependency.   
An important time domain identification objective is to be able to build parsimonious 
models. This study suggests that the seemly redundant terms from the viewpoint of 
time domain representation may play a vital part in the system frequency domain 
representation. 
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