Abstract-This paper presents a new framework to describe individual facial expression spaces, particularly addressing the dynamic diversity of facial expressions that appear as an exclamation or emotion, to create a unique space for each person. We name this framework Facial Expression Spatial Charts (FESCs). The FESCs are created using SelfOrganizing Maps (SOMs) and Fuzzy Adaptive Resonance Theory (ART) of unsupervised neural networks. For facial images with emphasized sparse representations using Gabor wavelet filters, SOMs extract topological information in facial expression images and classify them as categories in the fixed space that are decided by the number of units on the mapping layer. Subsequently, Fuzzy ART integrates categories classified by SOMs using adaptive learning functions under fixed granularity that is controlled by the vigilance parameter. The categories integrated by Fuzzy ART are matched to Expression Levels (ELs) for quantifying facial expression intensity based on the arrangement of facial expressions on Russell's circumplex model. We designate the category that contains neutral facial expression as the basis category. Actually, FESCs can visualize and represent dynamic diversity of facial expressions consisting of ELs extracted from facial expressions. In the experiment, we created an original facial expression dataset consisting of three facial expressions-happiness, anger, and sadnessobtained from 10 subjects during 7-20 weeks at one-week intervals. Results show that the method can adequately display the dynamic diversity of facial expressions between subjects, in addition to temporal changes in each subject. Moreover, we used stress measurement sheets to obtain temporal changes of stress for analyzing psychological effects of the stress that subjects feel. We estimated stress levels of four grades using Support Vector Machines (SVMs). The mean estimation rates for all 10 subjects and for 5 subjects over more than 10 weeks were, respectively, 68.6% and 77.4%.
I. INTRODUCTION
A face sends information of various types. Humans can recognize intentions and emotions from diverse information that is exhibited through facial expressions. Especially for people with whom we share a close relation, we can feel and understand health conditions or moods directly from facial expressions. For the role of facial expressions in human communication, it is desirable to develop advanced interfaces between humans and machines in the future [1] .
In the 1970s, from a study to determine how to express emotions related to facial expressions, Ekman and Friesen defined six facial expressions shown by people feeling six basic emotions (happiness, disgust, surprise, sadness, anger, and fear) that are apparently universal among cultures. They described that these are basic facial expressions because their associated emotions are distinguishable with high accuracy. However, real expressions are blended intermediate facial expressions that often show mixtures of two or three emotions. Human beings often express various facial expressions simultaneously. For example, eyes can express crying but the mouth can express a smile when someone is moved by an extremely kind deed. Moreover, the processes of expressive facial expressions contain individual differences such as differences of face shapes among people.
Regarding this difference, Akamatsu described that human faces present diversity of two types: static diversity and dynamic diversity [2] . Static diversity is individual diversity that is configured by facial componential position, size, location, etc., consisting of the eyes, nose, mouth, and ears. We can identify a person and determine their gender and impressions using static diversity. We are able to move facial muscles to express internal emotions unconsciously and sequentially or express emotions as a message. This is called dynamic diversity. Facial expressions are expressed as a shift from a neutral facial expression to one of changed shapes of parts and overall configurations constructed with the face. For studying facial expression analysis, we must consider and understand not only static diversity but also dynamic diversity.
When dealing with dynamic diversity of facial expressions, it is necessary to describe relations between physical parameters of facial pattern changes with expressions and psychological parameters of recognized emotion. Physical parameters of facial expressions are the described facial deformations created by expression under consistent measurements of facial patterns that differ depending according to the size and shape of each person. Ekman and Friesen proposed a Facial Action Coding System (FACS) as a method to describe facial expression changes from movements on a facial surface. Viewed comprehensively, the FACS is the most popular and standard method for objective description of facial expressions. It is often used in behavioral sciences and psychology. The FACS was developed originally as a tool to measure facial expressions consisting of anatomical stand-alone Action Units (AUs). The FACS is useful to realize natural and flexible man-machine interfaces in the fields of human cognition and behavior science studies. However, special training is necessary to describe AUs as an observer. Moreover, movements of facial expressions that can not be described as AUs exist in practice because AUs are classified subjectively by an observer to examine numerous quantities of facial expressions. Parameter description methods aside from those of AUs of FACS are examined because FACS systematizes appearances of images as facial expressions, not always as suitable parameters to describe shape changes of the facial surface shown by expressions.
In contrast, psychological parameters can be acquired from tasks of cognitive judgments related to emotions indicating facial expression images to a subject as visual stimulation. Although physical parameters of facial expression patterns are unique in each person, psychological parameters of emotion are universal among humans. The emotion to be recognized shows various attributes according to the degree of physical changes of facial expression patterns such as open or closed eyes and mouth. For estimating the degree of emotion, it is necessary to relate physical variations of individual patterns of facial expressions and psychological variations according to their levels. Moreover, the feature space to describe this amount of changes is necessary to describe spaces based on the common scale in each person because emotion is universal. The fact that expressive facial expressions differ among people is associated with the fact that shapes of faces differ among people. For example, the range within which expressions on the facial surface change according to an emotion differs among people. Akamatsu described that adaptive learning mechanisms are necessary to modify models according to characteristics of expression in each person as a platform of a classification mechanism of emotion [2] .
For organizing and visualizing facial expression spaces, this paper presents a novel framework to describe the dynamic diversity of facial expressions. The framework accommodates dynamic changes of facial expressions as topological changes of facial patterns driven by facial muscles of expression. For that reason, the framework is suitable to describe the richness of facial expressions using Expression Levels (ELs). The target facial expressions are happiness, anger, and sadness from the basic six facial expressions to represent expression levels as a chart with axes of each expression quantitatively and visually. From temporal facial expression images, we use Self-Organizing Maps (SOMs) [3] that contain self-mapping characteristics to extract facial expression categories according to expressions. We also use Adaptive Resonance Theory (ART) that contains stability and plasticity that enable classification to integrate categories adaptively under constant granularity. We infer relations between categories created by Fuzzy ART and ELs based on Russell's circumplex model. This paper presents Facial Expression Spatial Charts (FESCs) to represent dynamic diversity of facial expressions as a dynamic and spatial chart. For the experiment, we created original facial expression datasets including images obtained during 7-20 weeks at one-week intervals from 10 subjects with three facial expressions: happiness, anger, and sadness. Experimental results show that our method can visualize and quantify facial expressions between subjects and temporal changes for creating FESCs in each subject. We use stress measurement sheets to assess temporal changes of stress in each subject for analyzing psychological stress, which includes the subjects that affect facial expressions. We analyze relations between FESCs and psychological stress values. Moreover, we estimate stress levels from FESCs.
This paper consists of the following. We review related work to clarify the position of this study in Section II. In Section III, we define two terms: ELs that quantitatively represent individual facial expression spaces and FESCs that we propose in this paper. In Section IV, we explain our proposed method to capture facial expression images, preprocessing, classification of facial expression patterns with SOMs, integration of facial expression categories with Fuzzy ART, and creation of FESCs based on ELs. We explain our original developed facial expression datasets in Section V. We show results of FESCs for 10 subjects in Section VI. In Section VII, we estimate stress levels using FESCs as an application of our method. Finally, we present conclusions and feature work in Section VIII.
II. RELATED WORK
Approaches dealing with facial expressions have changed from emphasis of spatial factors as an extension of pattern classification for recognition of the six basic facial expressions. Increasingly, temporal changes are analyzed to solve the problems posed by dynamic diversity of facial expressions [4] . In this section, we review related work, particularly addressing the latter approaches. As a study to address facial expression changes and its timing factors, Bassili [5] classified facial expressions using motion feature points captured by markers applied on a human face. However, the influence of motion components is not clear because their method can not control stimulations for dynamic changes of facial expressions in their visual psychological experiment.
In recent studies specifically examining dynamic diversity of facial expressions, Ohta et al. [6] proposed a method based on a model of facial structure elements. They described facial expression patterns using parameter values of construction of facial muscles matching with facial video images. They created a variable model of facial structural elements of the eyebrows, eyes, and mouth. Through comparison with a target facial pattern and pre-defined standard patterns, this model can extract expression levels to facilitate recognition of facial expressions. Using expression levels, the intervals and temporal changes can be extracted to reveal patterns in the motion of the face that are related to facial expressions. Moreover, temporal changes of expressions, duration, and termination processes can be detected from increasing and decreasing expression levels. However, setting of standard facial expression patterns is necessary for calculating expression levels. Therefore, this model can only describe the maximum level of the standard facial expression patterns. Moreover, this model includes the drawback that setting the feature points manually on the first frame of facial images is necessary.
Nishiyama et al. [7] proposed facial scores as a framework to interpret dynamic aspects of detailed facial expressions based on timing structures of movements of facial parts. They used modes that are segmented facial expressions according to expression levels as an index to describe fine differences in temporal factors of facial expression changes. After dividing a static or dynamic status of movements of facial parts traced using Active Appearance Models (AAMs), facial expression images are segmented against indicators of movements from temporal subtraction norms of feature vectors. The modes are extracted as four patterns to repeat integration of intervals based on hierarchical clustering defined by segmented sectional distances. The capability of describing facial expression degrees is low, although the temporal resolution is high for representation of timing structures from modes. Moreover, various methods have been proposed to extract facial expression intensity [8] - [16] . Similarly, the spatial resolution is as high as four levels, although the temporal resolution is also high.
The level of facial expressions differs according to mental state, context, situation, etc. We actively use the difference to take facial expression images for a long term in each subject. We are aiming at describing and quantifying individual facial expression spaces from temporal changes of long-term facial expression datasets. The degrees of expression levels differ among people and their feelings at any particular time. We consider creation of facial expression spaces in constant granularity and adaptively, thereby avoiding quantification of the maximum expression level. Moreover, we seek to obtain facial expression images under consideration of the effects of mental status.
III. AROUSAL LEVELS AND FACIAL EXPRESSION SPATIAL CHARTS
In this chapter, we explain ELs that use quantification of individual facial expression spaces and FESCs as a framework to integrate ELs.
A. Expression Levels
As described in this paper, we introduce Expression Levels (ELs) for quantifying facial expression inten- sity based on the arrangement of facial expressions on Russell's circumplex model [17] , as portrayed in Fig. 1(a) . In this model, all emotions are constellated on a two-dimensional space: the pleasure dimension of pleasure-displeasure and the arousal dimension of arousal-sleepiness. The ELs include both features of the pleasure and arousal dimensions. We extract dynamics of facial parts such as eyes, eyebrows, and the mouth as topological changes of facial expressions. Input images are categorized using extracted features of topological changes. The ELs are obtained as sorted categories according to their differences in intensity from expressions that are regarded as neutral facial expressions.
B. Facial Expression Spatial Charts
Facial Expression Spatial Charts (FESCs) are a new framework to describe facial expression spaces and patterns of ELs constituting each facial expression. Facial expression spaces are spatial configurations of each facial expression that are used to analyze semantic and polar characteristics of various emotions portrayed by facial expressions [2] . They represent a correspondence relation between the physical parameters that present facial changes expressed by facial expressions and the psychological parameters that are recognized as emotions.
Psychological parameters can be extracted from psychological experiments to take cognitive decisions related to emotions. Physical parameters must be described based on a certain standard of types and based on the facial deformity that invariably arises from expressions on different facial patterns that differ in each person, as represented by FACS.
Our target facial expressions are happiness in the first quadrant, anger in the second quadrant, and sadness in the third quadrant of Russell's circumplex model. 
IV. PROPOSED METHOD

A. Whole architecture
Akamatsu described the adaptive learning mechanisms necessary for modification according to individual char- acteristic features of facial expressions because the processes of expression differ among individuals. For example, a subject expresses facial surface changes of a certain size; the expressions and their sizes differ among individuals because the shapes of faces differ among people. Therefore, in this study, our target is intentional facial expressions of a person. We use SOMs for extracting topological changes of expressions and for normalization with compression in the direction of the temporal axis. In fact, SOMs perform unsupervised classification input data into a mapping space that is defined preliminarily. After classification by SOMs, facial images are integrated using Fuzzy ART, which is an adaptive learning algorithm with stability and plasticity. Fuzzy ART performs unsupervised classification at a constant granularity that is controlled by the vigilance parameter. Therefore, using SOMs and Fuzzy ART, time-series datasets showing changes over a long term are classified with a certain standard. Moreover, as an application of FESCs, we estimate psychological stress levels using Support Vector Machines (SVMs) [18] . Fig. 2 depicts an overview of the procedures used for our proposed method. Detailed procedures of preprocessing, category classification with SOMs, category integration with Fuzzy ART, and stress estimation with SVMs are explained below.
B. Preprocessing
For this study, we use view-based feature representation of holistic images, not feature-based representation such as AUs. Actually, feature-based representation is superior to view-based representation for detailed description of local feature changes related to expressions. In contrast, feature-based representation demands high calculation costs for the process of extracting and tracing feature points. Moreover, feature-based representation contains problems of precision and stability in cases of numerous samples being processed automatically. For our method, we use view-based representation after converting images with filters of Gabor wavelets showing similar characteristics to those of a human primary visual cortex. Our processing target is to extract ELs from pattern changes of one facial expression from neutral facial expression. Therefore, we consider that the changed parts are apparent on the feature space after converting Gabor wavelets, without tracking of feature points based on AUs The period during which images were obtained was expanded from several weeks to several months. We were unable to constrain external factors completely, e.g. through lighting variations, although we took facial expression images in constant conditions. Therefore, in the first step, brightness values are preprocessed with normalization of the histogram to the target images.
In the next step, features are extracted using Gabor wavelet filtering. In the field of computer vision and image processing, information representation of Gabor wavelets is a popular method for an information-processing model based on human visual characteristics. The information representation of Gabor wavelets that can emphasize an arbitrary feature with inner parameters shows the same characteristic of response selectivity in a receptive field.
At the final step, we applied downsampling for noise reduction and compression of the data size. In this method, we set the initial position of the template to contain facial parts for capturing facial images. We use templatematching methods to trace the region of interest of a face in real time. However, the trace results of the region of interest yield errors caused by body motion. These errors can be removed through the procedure of downsampling. The downsampling window that we set is 10 × 10 pixels. The dimension of the target images is compressed from 80 × 90 pixels to 8 × 9 pixels.
C. Classification of facial patterns with SOMs
For classification according to ELs, 200-frame images are normalized in a constant range. In this method, we used SOMs, which are unsupervised neural networks with competitive learning in neighborhood regions. Fig. 3(a) depicts a network architecture of a SOM. The network architecture of SOMs typically includes two layers: the input layer and the mapping layer. All units on the mapping layer are connected to all units of the input layer while maintaining weights between both layers. When a set of input data is propagated, a unit whose weights are the most similar to the input data is burst. Weights on the burst unit and its neighbor units are updated to be close to the input data, which is the learning of SOMs. Similarity among input data limits the features of topological saving that are reflected in the distance of the burst unit on the one-dimensional or two-dimensional units. According to the progress of learning, similar feature weights are mapped to neighbor units; other units are mapped to separate units. The SOM training algorithm is the following. 1) Let w i,j (t) be the weight from the input unit i to the Kohonen unit (n, m) at time t. The weights are initialized with random numbers. 2) Let x i (t) be the input data to the input unit i at time t. The Euclidean distance d j between x i (t) and w i,j (t) is calculated as
3) The win unit c is defined, for which d j becomes a minimum as
4) Let N c (t) be the units of the neighborhood of the unit c. The weight w i,j (t) inside N c (t) is updated using the Kohonen training algorithm as (α(t) is the training coefficient, which decreases with time.)
Training is finished when the iterations reach the maximum number.
D. Integration of facial patterns with Fuzzy ART
The input data are classified in the fixed number of units of the mapping layer. Therefore, classification results are relative. In contrast, classification under the fixed granularity is required for long-term datasets in each subject. In our method, facial expression categories are integrated with Fuzzy ART to learn weights of SOMs.
The use of ART, which was proposed by Grossberg et al., is a theoretical model of unsupervised and selforganizing neural networks forming a category adaptively in real time while maintaining stability and plasticity. Actually, ART has many variations [19] . We use Fuzzy ART [20] , into which analog values can be input. The quantities of neurons of F1 and F2 are, respectively, m and n. Actually, w i represent the weights between respective F2 neurons i and corresponding F1 neurons. All w i are initialized as one. Fuzzy ART dynamics are determined using a choice parameter a(a > 0), a learning rate parameter r(0 ≤ r ≤ 1), and a vigilance parameter p(0 ≤ p ≤ 1).
For each input x i to each unit i on the F2, the choice function T i is defined as
In addition, i c , which is the maximum value c of T i , is selected for a category as a winner. The category with the smallest index is chosen if more than one unit is maximal. When T c is selected for a category, the c-th neuron on the F2 is set to 1; other neurons are set to zero. Resonance or resetting is judged as the following equation if the selected category matches x i . For the activation value x i ∧ w c propagated from the signal of the c-th unit on F2 to F1, if the match function is
then resonance occurs at x i and c. The chosen category is decided and the weights are updated as
Therefore, c is reset if resonance does not occur. The unit to contain the next maximum value T i is chosen again. Resonance or reset is judged again. Fuzzy ART creates a new unit on F2 if all units are reset.
E. Allocation of ELs to FESCs
The facial expression categories classified by SOMs and integrated by Fuzzy ART are sorted in the order of ELs from the neutral facial expression category. For this dataset, the number of images of neutral facial expression is the maximum. The neutral facial expression category is selected to the maximum number of images. The ELs are sorted by correlation values in each category. Fig. 4 presents an example of categories corresponding to ELs. The number of ELs of happiness, anger, and sadness are, respectively, eight steps, nine steps, and six steps. This number is the same as the number of categories integrated using Fuzzy ART.
The maximum values of ELs are dipicted to an FESC. The center of an FESC is EL=0, which represents a neutral facial expression. With increasing ELs, facial expression categories are assigned to the outside of the triangle.
F. Stress Estimation with SVMs
In this study, we specifically examine the effects of psychological stress on facial expressions. We measured psychological stress values using a stress checking sheet while taking facial expression images together. As an application of our study, we estimate the stress levels using FESCs. We used SVMs [18] , which have high recognition capability, for mapping input data to a high dimensional space using kernel tricks.
Kernel function K uses the polynomial kernel, the Radial Basis Function (RBF), and the Sigmoid kernel, etc. For this study, we used RBF defined as
where λ is the variance of RBF. The property of the Kernel differs in the setting of λ. Therefore, we evaluate our method using results to change in a certain range.
V. DATASETS
For this study, we created an original dataset dealing with long-term facial expression changes. Additionally, for analyzing psychological effects of temporal changes of ELs, we measured psychological stress levels using a stress sheet after taking facial expression images each time.
A. Facial expression dataset
Human show facial expressions of two types: spontaneous facial expressions and intentional facial expressions. Taking a steady and long-term dataset without regard to a camera and a situation is a challenging task, although spontaneous facial expressions present the advantage of corresponding directly to affection or emotion. Moreover, the cause-and-effect relation of facial expressions from emotions is uncertain. In contrast, intentional facial expressions are used as a communication method to communicate something positively to other person, especially in social communication. We set a target to create an original international facial expression datasets to obtain a long-term facial expression dataset for selected subjects. Moreover, intentional facial expression datasets are suitable to keep the number of subjects as a horizontal dataset.
Open datasets of facial expression images are released from some universities and research institutes to be used generally in many conventional studies for performance comparisons of facial expression recognition or automatic analysis of facial expressions [1] . However, the specifications vary in each dataset, and among datasets. As static facial images, the dataset presented by Ekman and Friesen is a popular dataset comprising collected various facial expressions used for visual stimulation in psychological examinations of facial expression cognition. As dynamic facial images, the Cohn-Kanade dataset and the EkmanHager dataset are widely used, especially in experimental applications [21] . In recent years, the MMI Facial Expression Database presented by Pantic et al. [22] has become a widely used open dataset containing both static and dynamic images. These dynamic datasets contain a sufficient number of subjects as a horizontal dataset. However, images are taken only once for each person. No dataset exists in which the same subject has been traced over a long term.
According to the mental status, circumstances, and context of a subject, facial expression patterns differ each week, even for the same subject. We set a long term to obtain facial expression images and thereby create individual models of FESCs and for use in estimating stress levels in each subject. Existing methods created an integrated model for classification and recognition of facial expressions, although expression patterns were affected by individual differences. We create individual models in each subject to extract ELs for creating FESCs and to estimate stress levels using each FESC. For development of individual models, we create long-term facial expression datasets compiled with information gathered during periods as long as 20 weeks.
B. Target facial expressions
In our daily life, we frequently observe mixed facial expressions rather than a single facial expression. We believe that the estimation accuracy can be improved if mixed facial expression datasets are used. Considering the load for subjects, it is a challenging task to collect numerous samples of mixed facial expressions. Moreover, the mixture ratio of facial expressions remains unclear. Therefore, the target of this study is particular facial expressions of three types.
Reducing the load to subjects for taking long-term facial expression images, we selected target facial expressions from the six basic facial expressions described by Ekman. As a cultural factor of expression, Ekman reported that Japanese people express a smile even at times when they feel disgust [23] . We considered that this is a difficult facial expression used by Japanese people. Regarding fear, we received opinions that it is extremely difficult to express poses of fear because it arises only from rare situations that are not usually encountered in daily life. For surprise, many subjects, especially men, feel embarrassed, although they do not feel difficulty in expressing surprise. Moreover, mixed facial expressions with happiness are apparent. Considering these restrictions, opinions from subjects, and the assignment of facial expressions on Russell's circumplex model, we selected happiness, anger, and sadness as target facial expressions. 
C. Acquisition of facial expression images
We took images of three facial expressions with 10 subjects over a long term. The terms of taking images differed among subjects, but images were taken during 7-20 weeks at one-week intervals. Details of subjects are five females (Subjects A, B, C, and D were 19; Subject E was 21) and five males (Subjects F and J were 19; Subjects G, H, and I were 22) university students.
We began to take facial expression images when a subject became accustomed to the experimental environment after some trials. Considering generality and usability, we used a USB camera (Qcam, Logicool; Logitec Corp.). We set the environment to simulate a normal indoor condition (lighting by fluorescent lamps). We took frontal facial images to include the region containing facial components such as the eyebrows, eyes, nose, and mouth. We previously indicated to subjects to restrain the head position as much as possible. The images were fit to the constant range including the facial region. We used a method using Haar-like features and Boosting for tracking a face region to adjust the centers of images [24] . Fig. 5 depicts captured images. We set the region of interest to 80 × 90 pixels including the eyebrows, eyes, nose, mouth, cheeks, and jaw, which all contribute to the impression of a whole face as facial feature components. One set of datasets consisted of facial expression image sequences with neutral facial expression and each facial expression to be indicated. As an assumption, we instructed subjects to express an emotion 3-4 times during the image-taking time of 20 s. One set of data consisted of 200 frames with the sampling rate of 10 frames per second.
As conditions of this experiment, we previously explained to all subjects the following preferred procedures:
• show posed facial expressions to the camera; • avoid movement of the head as much as possible;
• repeat expressions three times during the acquisition time of 20 s; • make a maximum facial expression; • return to the neutral facial expression in each interval; and
• relax. Subjects were not trained using FACS. We agreed with participants that facial expression images shall not be used except for this research. We did not explain details of this study or datasets used for stress level estimation.
D. Stress measurements
For this study, we used stress measurement sheets known as the Stress Response Scale 18 (SRS-18) by Suzuki et al. [25] . The SRS-18 comprises question sheets that can measure responses related to psychological stress easily in a short time and record many that we meet in our daily life. Specific psychological stress responses are gloom, anxiety, and anger (emotional responses), lethargy and difficulty concentrating (cognitive responses), decreased efficiency of work (behavioral responses), etc. caused by stressors. This sheet can measure stress responses according to three factors: dysphoria or anxiety, displeasure or anger, and lassitude. The SRS-18 has 18 questions that can elicit answers of four types: strongly no, no, yes, and strongly yes. The scores for answers correspond respectively to zero to three points. The range of total points is 0-54 points. A high total score indicates a high level of psychological stress. Moreover, four grades of Level 1 (weak), Level 2 (normal), Level 3 (slightly high), and Level 4 (high) are classified from the points. Subjects complete this sheet before taking facial expression images to reduce the effect from stress checking results.
Depending on the subject, we consider that subjective factors affect estimation accuracy because SRS-18 is based on subjective assessments. In this study, we used a salivary amylase monitor produced by Nipro Corp. to measure stress values as inferred from activated salivary amylase. Kashiwano et al. [26] portrays the usability of stress measurements and evaluation using a salivary amylase monitor. For this measurement, subjects are prevented from eating food for two hours beforehand. During the measurement phase, subjects hold a chip in the mouth to take salivary measurements for about 30 s. The load for subjects in this study is very high. Furthermore, the salivary amylase monitor has sensitive response to temporal stress and presents a wide variation of measurement results. In contrast, SRS-18, which consists of only 18 terms as questions, can be completed in a short time. Moreover, SRS-18 can be used to assess various body responses. We consider that SRS-18 is a useful check sheet used in our experiment.
VI. EXPERIMENTAL RESULTS
In this section, we present results of each step to create an FESC to apply to one subject. Subsequently, we present results of FESCs for application to 10 subjects.
A. Results of an FESC (Subject A)
For corresponding to ELs, we extracted categories classified with SOMs and integrated with Fuzzy ART. The category that contains the maximum number of images is selected to the neutral facial expression category. For example, in Fig. ? ?, the sixth category that corresponds to 60 images is the base category. Each category is put in correspondence with ELs to calculate correlation among categories and to sort to small values of correlation. We evaluated temporal changes of ELs to verify the correspondence of ELs and facial expressions. Fig. 6 presents results of temporal changes of ELs of happiness, anger, and sadness. The horizontal axis depicts the frames that consist of 200 frames in each dataset. The vertical axis depicts ELs. We marked the dashed vertical lines to the start and terminal positions of expression. The subject showed expressions of three or four times during one dataset. In this dataset of Subject A at the ninth week, happiness is expressed three times; anger and sadness are expressed four times. Start and terminal timings of expression are represented as changes of ELs. The ELs are changed according to the expressions, although the result contains slight variation. Fig. 7 depicts some examples of FESCs. The FESCs show temporal changes of facial expression patterns that changed in each week in the same subject. We consider that the changes are attributable to psychological effects. In the next section, we will analyze these results with stress that is assessed as measured using the SRS-18.
B. Results of FESCs (10 subjects)
We created FESCs for 10 subjects. The terms of taking images differ among subjects for the 7-20 weeks. the maximum value is 9.1 in Subject J. The minimum value is 5.6 in Subject G. As facial expressions of anger, Subjects E and F respectively show the maximum and minimum ELs. As facial expressions of sadness, Subjects C and J respectively show the maximum and the minimum ELs. The triangle of the FESC of Subject J is smaller than those of other subjects.
As sexual differences, Kring et al. [27] portray that emotional expressions with facial expressions of women are richer than those of men. In our experience, most female subjects were not averse to showing intense facial expressions in front of a camera. We inferred that male subjects were shy or not good at making facial expressions. This trend appears on FESC as the size of triangles.
VII. ESTIMATION OF STRESS LEVELS
The degree of actual facial expressions is modified by various types of psychological effects, a situation, atmosphere, etc., although spontaneous and intentional facial expressions are triggered by emotional changes and intentional social restrictions, such as when one makes a fake smile. In this study, we have acquired facial expression images continually during a long period in an identical situation. The FESCs show various distributions in each week. Therefore, the ELs that show the degrees of expressions in our method differ each week. In this experiment, we specifically examine the effect between expressions and stress from psychology for estimating stress levels from FESCs.
We used SVMs [18] , which have high recognition capability, for mapping input data to a high dimensional space using kernel tricks. We evaluated estimation rates using Leave-One-Out Cross Validation (LOOCV). The estimation targets are stress evaluation values of four steps: Level 1 (weak), Level 2 (normal), Level 3 (slightly high), and Level 4 (high). Herein, the distribution of target datasets is 48.6% of Level 2, 33.6% of Level 1, 13.1% of Level 3, and 4.7% of Level 1. We used Radial Basis Functions (RBFs) as a kernel function for SVMs. We set the γ parameter, which controls the distribution of Gauss functions, to the inverse number of input vectors. Fig. 9 portrays stress estimation results of 10 subjects. The mean estimation rate is 68.6%. The highest estimation rate is 90.9% of Subject B. Subsequently, the estimation rates of Subjects G and F are, respectively, 84.6% and 81.8%. The estimation rate of Subject A, who had facial expression images taken the most times, is 80.0%. In contrast, the estimation rates of Subjects C and I are the same: 50.0%. The lowest estimation rate is 42.9% of Subject J. The data lengths of Subjects J and C are, respectively, only seven and eight weeks. We consider that this is a difficult problem for SVMs to create a classifier of four categories from such few data. Therefore, we selected the datasets of these subjects for more than 10 weeks. The mean estimation rate of Subjects A, B, F, G, H, and I is 77.4%. We consider that the estimation performance will be improved if long-term datasets of more than 10 weeks were obtained to continue to obtain vertical datasets. Using our method, we achieved efficient estimation of stress levels, although we used SVMs under the condition of disproportionate training data distribution. We evaluated all datasets using LOOCV. The number for datasets for each stress level is various. The number for datasets of Level 2 is the largest: about 50%. This rate reaches 80% when including the number of datasets of Level 1. Moreover, five patterns of datasets were produced, which correspond to four subjects; one set of data consisted of stress levels. Six patterns of five subjects produced only two samples. We used all datasets of these few samples without exception, although it is difficult to learn and to estimate these samples using conventional generalization capabilities. To collect these data evenly is a challenging task because stress distributions vary among individuals. We consider that estimation performance will be improved to increase the terms of image acquisition, enabling us to address seasonal transformations.
VIII. CONCLUSION
This paper presents FESCs as a framework to describe individual facial expression spaces based on the consideration of facial expressions created by emotion as an individual space in each person. The ELs are created by categories that are classified by SOMs and integrated with Fuzzy ART. The FESCs are created with the axes of ELs of three facial expressions (happiness, anger, and sadness) based on Russell's circumplex model. We created an original facial expression dataset of 10 subjects (five male subjects and 5 female subjects) for seven weeks. Using this dataset, our method can express individual facial expression spaces using FESCs. Moreover, we used SRS-18 for measuring the stress levels of each subject before taking images. We analyzed the effects of psychological stress using FESCs. The results show that happiness and sadness are affected by stress in most subjects.
Future studies must evaluate intentional and spontaneous facial expressions for discrimination using symmetry properties of the horizontal direction to represent facial expression rhythms created by individual patterns of time changes of ELs. Moreover, we will seek to increase the number of subjects for horizontal studies between subjects and to capture long-term datasets for vertical studies in each subject to analyze and to elucidate relations between facial expressions and stress. 
