Abstract In some diseases it is well-known that a unimodal mortality pattern exists. A clear example in developed countries is breast cancer, where mortality increased sharply until the nineties and then decreased. This clear unimodal pattern is not necessarily applicable to all regions within a country. In this paper, we develop statistical tools to check if the unimodality pattern persists within regions using order restricted inference. Break points as well as confidence intervals are also provided. In addition, a new test for checking monotonicity against unimodality is derived allowing to discriminate between a simple increasing pattern and an up-then-down response pattern. A comparison with the widely used joinpoint regression technique under unimodality is provided. We show that the joinpoint technique could fail when the underlying function is not piecewise linear. Results will be illustrated using age-specific breast cancer mortality data from Spain in the period 1975-2005. 
Introduction
The analysis of mortality and incidence trends is very informative when analyzing cancer incidence or mortality (Ruiz-Medina et al. 2014) . Changes in the (temporal) trend could be due to many reasons like an improvement in the treatment of the disease, better habits or life style in the population or just the effect of a screening program. The detection of these changes in trends is then of great interest for epidemiologists and public health researchers. In the epidemiological literature, the classical procedure used to detect trend changes is called joinpoint regression. The joinpoint regression software developed by the National Cancer Institute of the United States is widely used (Molodecky et al. 2012 , Simard et al. 2012 , De Souza et al. 2013 , Hur et al. 2013 , López-Campos et al. 2013 . The implemented method is developed by Kim et al. (2000) , although the basics of the method are older (Sprent 1961 , Hudson 1966 , Feder 1975 , Lerman 1980 . The objective of the joinpoint technique is to find not only trend changes but also its location. In many applications of regression in different fields, the response and the explanatory variable exhibit a unimodal pattern, i.e., the response variable increases up to a certain unknown point and then decreases. This up-then-down response pattern is usually called an umbrella or unimodal ordering. Unimodal regression often arises in the analysis of epidemiological data, such as dose response studies, where the response increases with the dose until a certain level and then decreases. Additional examples are given by Morton-Jones et al. (2000) , Banerjee et al. (2009) or Gunn and Dunson (2005) . Many of these applications are aimed to locate the peak and to test the null hypothesis of a simpler increasing pattern. An interesting case is the analysis of surveillance data from an epidemic (Bock et al. 2008) , where the interest relies on an early detection of the peak of the epidemic that can be accomplished with the p value of the mentioned test. Different parametric approaches can be used to estimate a unimodal relationship and the corresponding peak, such as fitting a quadratic or a joinpoint regression. Nonparametric approaches can also be used. For example, Ugarte et al. (2010) choose the peak as a simple choice of selecting the maximum of a smoothed version of the data and more recently Köllmann et al. (2012) use splines for the same goal. Both, the parametric and the nonparametric solutions have important drawbacks. The parametric approaches require a careful choice of the form of the function giving biased estimates of the location of the peak under an erroneous specification of the function. The nonparametric approaches are not easy to implement and require user-specified choices, such as bandwidth, smoothing parameters or the number and placement of knots. The adopted proposal of this paper is a semiparametric regression approach with specific advantages. It is very simple and it gives a location estimate of the peak without assuming a specific form of the regression function.
The goal of this paper is threefold. First, to propose the isotonic regression (Robertson et al. 1988 ) as a sensible tool that outperforms joinpoint regression in unimodal patterns. Second, to derive conditional tests for checking unimodality and for testing monotonicity against unimodality. Akaike Information criterion (AIC) measures are also provided and confidence intervals for the peaks are given using a parametric bootstrap approach. Third, to analyze trend changes and its location in breast cancer mortality.
Several authors have dealt with related problems using the isotonic regression for monotone regression models or for alternative shape constraints. Some representative references are Brunk (1970) , Dykstra (1983) , Hastie and Tibshirani (1986) , Bachettti (1989) , Huang (2002) , Andersson et al. (2004) , Meyer (2008) , Shively et al. (2011) and Rueda and Lombardía (2012) among many others. There has been also considerable previous work on procedures testing homogeneity against monotonicity or unimodality [see for example Basso and Salmaso (2011 ), Shi 1988 and Wolfe (2006 ], but the problem of considering testing monotonicity against unimodality has not been studied yet. This particular test will be very useful in the application considered in this paper. Although it is known that breast cancer mortality rates show a clear unimodality pattern in some developed countries (Malvezzi et al. 2012) , we are particularly interested here in testing if this unimodality pattern persists in small areas within the country. The methodology derived will be also useful to analyze data from a variety of applications in many fields whenever the interest relies on checking if the functional relationship between the response and the explanatory variable exhibit a unimodal or monotone pattern.
The rest of the paper is laid out as follows. Section 2 introduces the isotonic regression and the AIC criterion to choose between monotonicity and unimodality. In Sect. 3 the conditional tests for checking unimodality and testing monotonicity against unimodality are derived. Section 4 illustrates the methodology analyzing breast cancer mortality data in Spain and its Autonomous Regions in the period . A comparison with the results obtained using joinpoint regression is also provided. A discussion closes this paper.
Isotonic regression for fitting and testing temporal trends in mortality rates
Let Y t be the number of deaths in year t, from t ¼ t 1 ; . . .; t n in a given region. It is commonly assumed that Y t is Poisson distributed with mean l t ¼ n t r t , where r t is the unknown rate of mortality and n t is the population at risk. Once the rate is estimated at each year we could represent the mortality temporal trend in that particular region. Our interest here relies on checking if there exists a break-point in the temporal trend, and if it does, to estimate it. In what follows a brief introduction of the underlying methodology is provided. Let r ¼ ðr t 1 ; . . .; r t n Þ be the vector of rates. Let M ¼ fr 2 R n jr t 1 Á Á Á r t n g be the set representing the monotonicity of rates over the study period (this means that there is not a rate trend change over the years) and U ¼ fr 2 R n j r t 1 Á Á Á r q ! r qþ1 ! Á Á Á ! r t n ; t 1 q t n g be the set representing a temporal pattern of unimodality. To check for the presence of a unimodality pattern and therefore, the existence of a break point in the rate temporal trend r, we consider first the simple case where an initial guess for the mode or break point (w), w 0 ¼ q is given. Consider the following hypotheses
H 1q : r t 1 Á Á Á r q ! r qþ1 ! Á Á Á ! r t n ;
Two tests will be performed. The first test checks for the existence of unimodality. Namely
and the second one checks for the presence of a break-point before the end of the period under study where lðrÞ is the Poisson log-likelihood given by lðrÞ ¼ X t n t¼t 1 y t log ðr t Þ þ y t log ðn t Þ À log ðy t !Þ À r t n t ! :
In the case of w being unknown, a plug-in approach is performed. Firstly, the observed mode b w ¼ q is derived by solving
and then, it is plugged in tests (1) and (2). In the case that (5) has multiple solutions, the highest value is selected as the mode. The solution to the optimization problems (3), (4) and (5) is achieved using isotonic regression. These problems can be solved as a weighted least squares fit of the observed rates v ¼ ðv t 1 ; . . .; v t n Þ, where v t ¼ y t =n t and the weights are given by w t ¼ n t , subject to monotonicity or unimodality constraints. A convenient algorithm for carrying this out is stated by Shi (1988) and it has been implemented in the R package Iso [see Turner 2013] . Confidence intervals (CI) can be also computed. The methodology to derive CIs under restrictions has not been treated very extensively in the literature. Some interesting papers are written by Hwang and Peddada (1994) , Peddada (1997) and Pan (1997) . More recently, Strand et al. (2010) compare alternative proposals to derive CI for monotone regression pointing out the parametric bootstrap as the best choice. Parametric bootstrap has been considered in this paper to obtain CIs.
The AIC criterion and the degrees of freedom
To choose between a monotone M or a unimodal U pattern, an AIC-type criterion similar to the AIC criterion (Akaike 1973) used in linear regression is proposed. This alternative is simpler than the test approach we will derive in the next section. A general definition of this criterion for a restricted statistical model with parameter space r 2 K, where K is any subset in R n is given by AICðb 
The use of the AIC statistic in isotonic models backs to Anraku (1999) , yet posterior modifications have been introduced [see Zhao and Peng (2002) , and Liu et al. (2009)] . In this paper, the idea of Kato (2009) and Rueda (2013) proposing a penalty term equal to 2D K ðvÞ in a regression context has been applied. Although computing D K ðvÞ is straightforward in most parametric models, the restricted case is not so simple (Meyer and Woodruff 2000) . In particular, D K ðvÞ is a random quantity in this context (data-dependent). For the problem we are dealing with, the interesting AIC measures are given by using K ¼ U, called AICU, and K ¼ M, called AICM.
The conditional likelihood ratio test
In this section the conditional tests for testing (1) and (2) are derived. Initially, normal distributions with known variances are assumed. The case of unknown variances and the Poisson model as well as other exponential distributions will be considered as extensions of this simple model. Let us assume that Y t $ Nðr t ; r t Þ, where r t are known parameters. Here, the maximum likelihood estimate (MLEs) of r under H 0q and H 1q are the solutions to the optimization problems (3) and (4) respectively, where now lðrÞ is the normal log-likelihood. The MLEs are also obtained through the isotonic regression of v ¼ ðv 1 ; . . .; v t n Þ, where v t ¼ y t and w t ¼ 1=r t .
Let us consider H 0 : r 2 K 0 and H a : r 2 K a , where K 0 and K a are any subsets in R n , and the testing problem H 0 vs: H a À H 0 . For this general testing problem the likelihood ratio statistic T is defined as [see Menéndez et al. (1992) and Hu and Wright (1994) 
The conditional a level test rejects when T ! cðdÞ where
The parameter configuration r 0 has proven to be the least favorable configuration (LFC) of parameters under the null hypothesis for the likelihood ratio test (LRT) in regular testing problems. Besides, it has been shown that, asymptotically, the LFC is also r 0 for the conditional test under non oblique hypothesis [see Wollan and Dykstra (1986) and Bartholomew (1961) and Iverson and Harp (1987) ]. The standard LRT, also called chi-bar test, involves weights depending on unknown parameters that are difficult to compute. However, the conditional test is computationally much simpler and it also benefits from an increase in power [see for example, ]. The idea of using a conditional test on data-dependent degrees of freedom in the context of boundary constraints has been borrowed from ORI by Susko (2013) This paper highlights the advantages of this approach and illustrates its use in different settings.
Testing unimodality against R n
In this section testing problem (1) is considered. Let T 1q be the LR statistic, the conditional test rejects H 1q when T 1q ! cðdÞ and c(d) is defined in (6). Problem (1) is regular because the alternative is a linear subspace. Therefore, following similar arguments to those given by Iverson and Harp (1987) it can be proved that the level of the test is attained at r 0 and that the size of the test for other parameter values in the null hypothesis is asymptotically smaller than a.
Remark 1 A small practical difficulty with the conditional test just defined is the evaluation of pr r 0 ðT 1q ¼ 0Þ, which depends on w t , q, and n. It can be computed by simulation. Moreover, taking into account that prðv 2 fr t 1 Á Á Á r q ! r qþ1 ! Á Á Á ! r t n gÞ prðv 2 TOÞ, where TO is the tree order cone [see Robertson et al. (1988) ], it is easy to prove that pr r 0 ðT 1q ¼ 0Þ ! n!1 0. In particular, if w t ¼ w, pr r 0 ðT 1q ¼ 0Þ 1 ðnÀ1Þ! . Therefore, to simplify computation, in scenarios with moderate or large n, c(d) is simply defined as the 1 À a percentile of the v 2 d distribution. The loss of power is not significant for moderate or large n values.
Remark 2
(i) There is a natural extension when working with normal distributions with unknown but common variances. The conditional test is easy to formulate using the results by Menéndez et al. (1992) . The F distribution is then used instead of the chisquared distribution for the test statistic. (ii) For the case of the Poisson distribution and other exponential families, the results above are true when (n t ) is big enough. The fact that the asymptotic distribution of the LR statistic is the same as the one in the normal case [see Robertson et al. (1988) , Chap. 4] guarantees that the results are asymptotically valid in exponential families.
Testing monotonicity against unimodality
In this section testing problem (2) . Denote by P q ðrÞ the size in r of the conditional test defined for testing problem (2). Then,
Theorem 3 proves two results. Firstly, we show that the distribution of the LR statistic T 0q conditioned to D ¼ d is a v 2 d and subsequently, that the size of the conditional test for r 0 equals a. Moreover, it is also possible to prove that the size of the conditional test is smaller than a for other parameter values in the null hypothesis, using both simulation and asymptotic theoretical results .
Theorem 3 Let T 0q be the LR statistic for testing H 0q against H 1q À H 0q and P q the function defined in (7). Then, we have:
Remark 4 To use the test in practice, pr r 0 ðT 0q ¼ 0Þ needs to be computed. For given n, q, and w i it can be easily obtained by simulation (see Tables 1, 2 ).
Remark 5 There is a natural extension of these results when working with normal distributions with unknown but common variances. Moreover, results are also asymptotically valid in exponential families (Robertson et al. (1988) , Chap. 4).
Illustration
The test derived in Sect. 3 is illustrated using female breast cancer mortality data from Spain in the period . It is known [see Malvezzi et al. 2012 ] that in many developed countries like Spain, breast cancer mortality increased sharply until the nineties and then decreased. In this section we are interested in testing if this unimodality pattern persists in all the Autonomous Regions of Spain. An Autonomous Region is constituted by one single or a group of provinces and it has its own local government. The problem of checking unimodality in Autonomous Regions is of interest as they have their own health system and habits and therefore some differences may be found. Isotonic regression will be also used to find break points and confidence intervals for the regions where unimodality persists. However, the common procedure to estimate break points in epidemiology is the well-known joinpoint regression model [see for example, Statistical Research and Applications Branch, National Cancer Institute 2013], therefore, a comparison between isotonic regression and joinpoint regression will be made first, to show the reasons why isotonic regression will be used in this context. The comparison will be made analyzing both real data and simulated data under the scenario of unimodality pattern (a single break point) mimicking the real mortality data from Spain. A similar procedure is used by Turner and Wollan (1997) . These authors demonstrate that the isotonic estimator of the mode is consistent, simple to understand, and performs satisfactorily in practice. In the following we show that the isotonic estimator is working well in the epidemiological context considered here. However, the joinpoint regression method has two serious drawbacks; it could be seriously biased and it is not robust because when we slightly modify the studied period, the estimator provides a different mode, in contrast to the isotonic estimator.
Comparing isotonic regression and joinpoint regression
When studying trends in mortality or incidence data, it is often of interest to uncover break points. The well-known joinpoint regression models, also called segmented regression models, have been used for this aim. These models explain the relationship between the response and the explanatory variables by means of different lines called segments. In this particular application we know in advance the existence of a single break point. In this regard, Ugarte et al. (2010) report a sharp increase of female breast cancer mortality and then a downturn around the nineties in different age-groups (\45, 45-64, ! 65). The epidemiological literature also reported that the decline of breast cancer mortality in Spain is delayed when the age of the group is increased. The decline starts earlier in younger women probably reflecting the increasing survival of cases (Berrino et al. 2007) . Joinpoint regression finds the break point using the following model in each age-group y t $ Poissonðr t n t =100; 000Þ logðy t Þ ¼ logðn t =100;
where y t is the female mortality counts from breast cancer in a specific age-group at time t, n t is the population at risk and r t is the corresponding mortality rate (per 100,000 individuals). According to such parametrization, b 0 and b 1 are the intercept and the slope respectively of a line adjusted up to the break-point w and b 2 is the difference-inslopes. The nonlinear term in (8) has an approximate intrinsic linear representation permitting to express the model as a kind of generalized linear model (Muggeo 2003) . Given an initial guess for the break point,w, model (8) can be estimated by fitting iteratively the generalized linear model with linear predictor
where IðÁÞ À ¼ ÀIðÁÞ and c is the parameter that can be understood as a re-parametrization of w accounting for the break point estimation. The R package segmented by Muggeo (2008) offers facilities to estimate and summarize generalized linear models with segmented relationships. It uses a method that allows to estimate simultaneously all the model parameters yielding also, at the possible convergence, the approximate full covariance matrix. In our application we have fitted the model using this package. Table 3 shows estimated break points, standard errors, and confidence intervals (1 À a ¼ 0:9) of the break points computed using joinpoint and isotonic regression. Surprisingly, in the joinpoint regression the same break point is found for the first two age-groups whereas for the third age group the break point is estimated one year in advance, something unexpected by epidemiologists. However, isotonic regression provides more reasonable and comprehensive results. As reported in the epidemiological literature, the mortality decline starts earlier in the first (younger) age-group and from there on it suffers a delay. Computational code to fit both models are available from the authors under request.
Simulation study
To compare joinpoint regression and isotonic regression more formally, we made a small simulation study in the scenario of the Spanish breast cancer mortality rates. We first create a new data set simulating data from a Poisson distribution using the same population at risk as in our original data set [see Turner and Wollan (1997) ]. We then smooth the data using a generalized additive model with the mortality counts as response, the log of the population [1993, 1997] per 100,000 women as an offset, and a smooth function of the time approximated using P-splines with B-spline bases. The estimated smooth rates were considered the ''true rates''. The real value of the break point is considered to be the mode of the smoothed curve, more specifically the nearest integer was selected (see the first row of Fig. 1) . Finally, the simulation was run following the next steps.
(1) Generate 1000 samples of size n in each age-group from a Poisson distribution with mean r t ¼ n t =100; 000 Ãr t , where n t is the population at risk in year t, andr t are the estimated 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 1975 1980 1985 1990 1995 2000 2005 Fig . 1 In the first row, the true models for breast cancer mortality rates in the three age-groups. The crude rates have been smooth using a gam model. The true break points are also represented. In the second row, histograms of the estimated break points using joinpoint regression. The third row shows histograms of estimated break points using isotonic regression smooth rates. (2) Fit both a joinpoint regression and a isotonic regression to each simulated data set and obtain break points. (3) Compute the mean bias (MB) and the root mean squared error (RMSE) of the break point estimators.
MB ¼ 1 1000
whereŵ j is the break point estimate using the jth simulated sample for each age-group and w is the true value of the break point for that age-group. Results of the simulation study are given in Table 4 . Graphical representation of the results are shown in the second (joinpoint regression) and third row (isotonic regression) of Fig. 1 . Both, Table 4 and the graphical results point out a much larger bias for the joinpoint regression analysis. In this particular simulation study we find larger RMSE in two age groups for the joinpoint analysis. It is striking that coverage probabilities even reach the zero value for particular unimodal patterns (like the simulated pattern of the third age-group). Consequently, jointpoint regression should not be used when the underlying shape of the curve is not piecewise linear. The reason for the over-coverage in the isotonic case is due to the discrete nature of the mode distribution.
We have also analyzed breast cancer mortality rates (real data) for two more periods: 1975-2010 and 1980-2010 . When representing crude rates a unimodal pattern is observed too. However, while the isotonic regression model provides the same break points in all the periods, the joinpoint regression model gives different break point estimates depending on the period. In this sense, we may affirm that the isotonic regression model is robust.
Checking unimodality in Spanish regions
The interest relies on testing if the unimodality pattern observed in the 45-65 age-group in the whole of Spain is also observed by Autonomous Regions. In those regions where unimodality is present, the break point estimate will be computed using isotonic regression. As already stated, this is important as each Spanish region has its own health system, and then, we might expect to observe different break point estimates among regions. In particular, Spanish regions have implemented breast cancer screening programs in different moments and this could affect the mortality decline differently. A test for checking unimodality versus any other pattern is performed first. Results are given in column p values of Table 5 . The null hypothesis is only rejected for Castilla and León. Then, the test developed in Sect. 3 for checking monotonicity against unimodality is calculated for the rest of the regions. The null hypothesis is rejected in all the cases and then, a unimodality pattern is considered (p valuesMU in Table 5 ). We have carefully analyzed the data of Castilla and León in this period. It seems there could be a problem registering the data in 1995. There were 111 mortality cases in 1994 and the same number of cases in 1996, whereas in 1995 the number of cases increased till 165, what is a bit surprising. With a moderate change in this data, the unimodality pattern is accepted. Moreover, using the AIC criteria (see Table 5 where AICU ¼ 61:09, AICM ¼ 116:99), the unimodal pattern seems to be preferable to the monotone model also in Castilla and León. As expected, different break point estimates in the regions are observed. Whereas there are regions where the downturn starts in the mideighties like Aragón, Asturias, Extremadura, Navarra, and País Vasco, there are other regions where the decline in breast cancer mortality is delayed till mid-nineties like Castilla-La Mancha, Andalucía, Balear Islands, Galicia or Madrid.
Discussion
To look for change points when analyzing cancer mortality trends is crucial for epidemiologists and public health researchers. A decreasing trend change could mean for example disease treatment improvements or the effect of a screening program. This paper presents a new The first column gives the true break point w in each age-group methodology to test for a break point in the presence of a unimodal trend. In particular, two alternative procedures have been derived: a conditional test for checking monotonicity against unimodality and a simpler approach based on an AIC criterion. In addition, using isotonic regression we are also able to locate the break point and to derive the corresponding confidence interval by means of parametric bootstrap. The traditional method for finding trend changes and their location in the epidemiological field is joinpoint regression. However, we show in this paper that this method could fail even in the case of finding a single break point if the true shape of the mortality trend is not piecewise linear, as in the real case analyzed here. Moreover, the method is not robust because when we slightly modify the studied period the breakpoint changes, whereas isotonic regression is robust in this sense. It is important to point out the simplicity of the provided conditional tests using the chi-square distribution and the data-dependent degrees of freedom. It can be broadly applied to analyze data when the interest relies on locating a peak or testing for a monotone increasing pattern. The gain in power when the alternative is reduced can be important in some cases, specifically when analyzing break point detection. The proposed test is derived under Poisson assumptions for the application used in this paper but it can be extended for general exponential models where the normal model is a particular case. The methodology developed in this paper could be also useful for a variety of applications other than the epidemiological application considered here. In particular, it could be useful for a better understanding of the nature of an epidemic. The p-values of the conditional test could be used for an early detection of the epidemic peak. An additional interesting application is the analysis of toxicological data. The basic principle of toxicology stating that the larger the dose of a chemical substance, the greater the response in the human body, is changing. In fact, some researchers have published studies where different nonlinear relationships between dose and response, such as non-monotonicity, can possibly occur, implying that a more significant reaction could occur at a low dose as compared to the reaction observed at higher doses [see Vandenberg et al. (2012) , Lim et al. (2013) , Lagarde et al. (2015) ]. This hypothesis needs to be scientifically verified with the appropriate statistical tools as it could highly impact the regulatory approaches for evaluating toxicity. Ecologists and environmental scientists are also often interested in determining whether a response achieves a maximum at an intermediate value of some explanatory variable. The work by Thomas (2010) documents a unimodal relationship between photosynthetic capacity and stem diameter. Neuroscientists are interested as well in the estimation of peaks in unimodal patterns [see O'Connell et al. (2012) ]. 
