Introduction
Incomplete Cholesky factorisation based preconditioners have been widely used in association with the Conjugate Gradient Method (CG) as a means of improving the convergence rate of the solver. The standard incomplete Cholesky factorisation, or I C (0) factorisation, forces the Cholesky factor L (where A LL T ) to have the same sparsity as A. Whilst this is e ective in reducing the number of CG iterations required for convergence, further improvement is possible by allowing a certain amount of ll in L. In the extreme case, were the ll is unconstrained, the factorisation is exact (A = LL T ) and all that is left is essentially a direct method where CG merely provides iterative improvement.
Two main strategies exist for controlling the amount of ll; namely control based upon position (or ll level) and control based upon magnitude (or drop tolerance). The former has been widely cited 1;2 and was examined earlier in this project however, the latter has received less popular attention and is the focus of this report.
The drop tolerance based incomplete Cholesky factorisation may be written as: 
where tol is the speci ed drop tolerance. In other words, any ll at position (i; j ) is discarded or dropped if it is less than or equal to the drop tolerance in magnitude. Since the test is an absolute one, it is to be expected that the amount of ll will vary between matrices of similar sparsity. To overcome this di culty, it is instead possible This work is funded by EPSRC Grant GR/K/13028
to test the magnitude of the ll element against the corresponding diagonal entries thus:
retain a i;j if ja i;j j > tol a i;i a j;j (3) In a strict physical sense, this is dimensionally incorrect and a further re nement may be to use:
retain a i;j if ja i;j j > tol p a i;i a j;j (4) However since the square root operation is generally achieved through a library function call, this test may be less computationally appealing than (3) and a more e cient implementaion is:
2. E ect of drop tolerance on ll and CG convergence
As a starting point, the Sherman1 matrix was selected as a suitable test candidate from the Harwell-Boeing Sparse Matrix Collection 4 . This system is based on a nite di erence approximation to a p.d.e., discretized over a regular 10 10 10 grid, with 1 equation per grid point. The sparsity pattern of the resulting 1000 1000 system is shown in g. 1. Initially the absolute drop tolerance rule, given in (2), was employed and the resulting Cholesky factor used as a preconditioner for a standard CG iterative solver. In all cases in this report, the CG error tolerance was 1 10 ?3 . Fig. 2(a) illustrates the e ect of drop tolerance on ll. Although the relationship is not as linear as that seen when using position based ll 3 , the transition from incomplete to complete factorisation takes place over a useful range of drop tolerance (approximately ve orders of magnitude). The e ect on CG performance is dramatic and can be seen in g. 2(b). It is apparent that the number of CG iterations diminishes rapidly for only a small increase in ll. Clearly, increasing the amount of ll e ectively trades o solver cost against preconditioner cost so that the ultimate goal should be to minimise the aggregate cost, a least in a sequential environment. Fig. 2 (c) reveals this broader context and suggests that a drop tolerance in the range 10 ?2 ? 10 ?4 is useful whilst a value of 10 ?3 is optimal for this system. For completeness, the above experiments were repeated using the relative drop tolerance rule given in (4) . The results, shown in g. 3, are not appreciably di erent from those above and this rule was used in all subsequent experiments.
Having examined a system which had previously performed well using position based ll, the next step was to test a matrix which has previously performed poorly. BUS494 (n = 494) is again drawn from the Harwell-Boeing collection and is far more irregularly structured than Sherman1, being akin to a nested dissection ordering (see Here again the degree of ll in can be controlled over a useful range of drop tolerance values with only a small amount of ll giving near instant CG convergence. The aggregate preconditioner/solver cost is minimised by a drop tolerance of 10 ?4 and rises by only 20% at 10 ?3 . It is interesting to note that even for large amounts of ll, the aggregate cost does not rise appreciably. This is in agreement with a previous belief that the system is small enough to favour direct solution.
Comparison between drop tolerance based Cholesky and standard Cholesky factorisations
In order to judge how drop tolerance based Cholesky preconditioners perform compared with the I C (0) and full Cholesky types, a further twelve matrices were drawn from the Harwell-Boeing collection for testing. The matrices vary widely in size, order and sparsity pattern and should therefore be representative of a broad class of problems (details of the individual systems are given in Appendix A). Of the complete set of thirteen, matrices 1 and 2 did not converge within n iterations using the I C (0) preconditioner. Although convergence was achieved using the drop tolerance based preconditioners, the number of iterations required (> 0:9n) was thought to be too great for the systems to be amenable to iterative solution. For this reason, Figure 4: BUS494 sparsity pattern they are excluded from the following discussion. As in section 2, the number of CG iterations for convergence was found for each matrix in addition to the preconditioner, solver and aggregate costs. The results, shown in g. 6(a), indicate that for a drop tolerance of 10 ?3 , the preconditioner reduces the number of CG iterations to less than that of the I C (0) preconditioner in almost all cases (matrix 3 being exceptional).
The performance of the preconditioner at a drop tolerance of 10 ?2 is on the whole superior to I C (0) but less than that of the 10 ?3 drop tolerance. Note that for the complete Cholesky factorisation, CG provides only iterative improvement and convergence is always virtually instantaneous.
The preconditioner costs are, as expected, in rank order according to the amount of ll produced by the factorisation and account for only a small fraction of the aggregate costs (typically < 10%). An exception is matrix 3 where the drop tolerance = 10 ?3 preconditioner cost exceeds that of the complete Cholesky. This result may appear surprising until one considers rstly, the extra cost incurred by the coe cient dropping rule (given in (4)) and secondly, that this is a narrow bandwidth system so that the amount of ll in a full Cholesky factorisation is relatively small.
The solver costs are somewhat varied; in some instances the drop tolerance preconditioner has improved the iteration matrix condition (and hence reduced the number of CG iterations) enough to reduce the cost below that of either an I C (0) or full Cholesky preconditioner (e.g. matrices 6, 7, 11 and 12) whilst in other cases, the increase in work per iteration has increased the overall cost (e.g. matrices 3, 5 and 10). The broader pattern only becomes clear when the aggregate costs are examined.
Here the drop tolerance = 10 ?3 preconditioner produces the lowest total cost in all but two instances (matrices 3 and 4). However, when a drop tolerance of 10 ?2 is employed the total cost may exceed that of an I C (0) or full Cholesky factorisation. To summarise, it appears that correct choice of drop tolerance can give a preconditioner which reduces the overall cost, at least for a sequential implementation, to below that of either an I C (0) or full Cholesky preconditioner in the majority of cases. The choice of 10 ?3 as a relative drop tolerance seems to be a good heuristic even though it may not produce optimal results. A value greater than this reduces the number of CG iterations although the extra work per iteration may outweigh the reduction in total cost. Another useful heuristic seems to be to err on the side of caution and, if in doubt, choose a drop tolerance of < 10 ?3 (say 10 ?3 ? 10 ?4 ) so that the work load is shifted toward the preconditioner construction phase. The motivation being that for small amounts of ll, the preconditioner cost is generally much less than that of the solver.
Combining position and magnitude based ll
The results presented so far have compared drop tolerance, I C (0) and full Cholesky factorisation based preconditioners. Since the latter represent the two extremes of position based ll, neither of which may come close to the optimum in terms of aggregate cost, it is instructive to examine the e ect of combining ll based on both ll level and drop tolerance. The algorithm used here rst allows unconstrained ll up to some level k and then rejects any further ll on the basis of magnitude. It is immediately evident that reducing the drop tolerance is a far more e ective means of reducing the required number of CG iterations than increasing ll level.
The results for Sherman1 are presented in g 7. Here the contour, ll level = 0, corresponds to a factorisation based entirely on drop tolerance whilst the contour, drop tolerance = 0.1, approximates a factorisation based entirely on ll level. Fig. 7 (a) seems to suggest that any drop tolerance based ll leads to a reduction in CG iterations which outweighs the increase in ops per iteration, hence the almost monotonic decrease in solver cost for constant ll level. This is not the case when the drop tolerance is held constant however. Here the number of solver ops initially increases with ll, as the work per iteration increases, then falls again as the reduction in iteration count takes precedence. The small ridge along the drop tolerance = 10 ?4 contour is accountable by a single CG iteration increase, attributable almost certainly to round-o error.
The variation in preconditioner cost ( g. 7(b)) is at rst sight suprising. Clearly for a xed ll level the same general trend is seen as in g. 2(c); however there seems to be a net decrease in cost at high ll levels for a xed drop tolerance. The reason behind this lies in the fact that, for each ll element which is created, a magnitude based ll requires additional oating point operations to position based ll; namely those required by the additional multiply and, more signi cantly, the additional square root operations. For a low drop tolerance (say 10 ?10 ), an almost complete factorisation already exists at zero ll level so that increasing the ll level e ectively trades position and magnitude based ll. Since position based ll is acquired more`cheaply' than magnitude based ll the overall cost will therefore fall as the ll level is raised and the position based ll starts to predominate.
If the aggregate costs are examined, it is evident that the overall cost is minimised by a drop tolerance of 10 ?3 at zero ll level. At high values of drop tolerance, adding position based ll appears to be disadvantageous whilst at low values, increasing the ll level reduces the overall cost for reasons outlined above. In section 2 the e ect of using solely drop tolerance based ll in the BUS494 system factorisation was examined. Whilst the results looked promising, the question naturally arises as to whether any further performance increase may be accrued by combining position based ll. Fig. 8(a) shows that there is a monotonic decrease in CG iterations for both increasing position and increasing magnitude based ll; however the e ect is most dramatic in the latter case. As with Sherman1 there is a faint ridge, in this case along the drop tolerance = 10 ?5 contour, which amounts to a 1 iteration increase and is accountable for by round-o error. This ridge also manifests itself in the solver cost characteristics.
Whilst the preconditioner cost characteristics follow the same general trends as for Sherman1, the solver costs fall monotonically for both increasing position based ll and magnitude based ll. The aggregate cost is minimised with a drop tolerance of 10 ?4 at zero ll level with high values of ll level again only leading to a reduction in overall costs at low values of drop tolerance. 5 . Improvements in the convergence rate of re-ordered systems using drop tolerance based Cholesky preconditioners Symmetric re-ordering of systems, resulting from p.d.e. approximations, has widely been used in an attempt to increase the amount of work which can be performed in parallel during iterative solution. Unfortunately, it can sometimes be the case that the number of CG iterations required to solve the re-ordered system is far in excess of that required to solve the original system (see 5 for examples). and consequently much, if not all, of the parallel speed up is lost. To investigate whether the use of drop tolerance based preconditioners could help ameliorate this situation, experiments were performed on red-black (a.k.a. 2 colour) and symmetric minimum degree re-orderings of some of the Harwell-Boeing matrices. The drop tolerance was set at 10 ?3 and the I C (0) preconditioner was used as a bench mark.
With only a small set of systems to look at, it is perhaps inevitable that the more extreme degradations in CG convergence would not be present. In fact, by examining g. 9(a), it is clear that the re-ordered systems perform less well than the original only in the case of SAYLR4.
However what is also clear is the large reduction in iteration count gained through drop tolerance preconditioning in all cases. A corresponding reduction is also seen in the solver costs, shown in g. 9(b). The preconditioner costs are small in comparison with those of the solver and re ect merely the amount of ll produced by the factorisation. Consequently, the aggregate costs di er only slightly from those of the solver and seem to suggest that use of a drop tolerance based preconditioner can negate much of the increase in CG iterations for re-ordered systems. It appears that the number of CG iterations required for the drop tolerance based preconditioner varies far less than with I C (0) preconditioning. Therefore, in systems which converge slowly with I C (0) preconditioning, drop tolerance preconditioners can bring signi cant performance increases, however where convergence is already fast, (say < 10 iterations) the improvement is slight.
The e ect of ll on parallel implementations
Since the motivation behind re-ordering is to enhance the potential parallelism of the solver, it is clearly important to look at the e ect ll has on any possible parallel speed up. The factor which limits parallelisation in the CG algorithm are the two triangular solves implicit in applying the preconditioner M (= LL T ) thus: s ( M ?1 r A best case model of the triangular solve step was used to gain some insight into how much parallelism was achievable. The matrix is divided evenly by rows across all the processors and any inter-processor communication delay / latency is ignored. The overall speed up is therefore only limited by the amount of time processors spend waiting for data from other processors (see 6 for details).
In the case of the Sherman1 system ( g. 10), the amount of inherent parallelism is small and it is only when the number of processors divides evenly into the number of rows, leading to an even load balance, that any real parallel speed up is seen. The 2-colour re-ordering ( g. 10), however provides near perfect scaling although recall that this is a best case model. In the case of the symmetric minimum degree re-ordering ( g. 10), the scaling is not as good and the e ciency asymptotically approaches 0.4 for greater than 40 processors.
The degradation in parallel performance caused by ll in is severe, as can be judged by g. 11. Even in the case of the 2-colour re-ordering, the maximumachievable speed up is approximately 2.5. This gure is exceeded only slightly, albeit at much lower Figure 11: Theoretical maximum parallel performance using Sherman1: incomplete Cholesky factorisation with 10 ?3 drop tolerance (1) original matrix, (2) 2 colour re-reordering, (3) symmetric minimum degree re-ordering.
