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Zusammenfassung
Sind in einer statistischen Analyse mehr als eine Variationsursache zu ber

ucksichtigen, so
zerf

allt die Gesamtvariation in mehrere Komponenten. F

ur diese sind in der Regel auch
Beziehungen oder Ordnungen bekannt. Aber keine der bekannten Sch

atztheorien ist in der
Lage, diese Ordungen auch auf die Sch

atzfunktionen f

ur die theoretischen Gr

oen zu

uber-
tragen. G

angigerweise kann etwa eine einzelne Komponente durchaus wesentlich gr

oer
gesch

atzt werden als die Summe der (positiven) Komponenten. Zumindest im technischen
Bereich wird dieses Verhalten der bekannten Sch

atzfunktionen als besonders st

orend em-
pfunden, da es erhebliche Anforderungen an die Interpretation stellt. Aus diesem Grunde
werden hier f

ur die Varianz bzw. Pr

azision zweier unterschiedlicher Meverfahren, welche
jeweils das selbe Produkt aus einem Los genau einmal beurteilen (gedanklich: zerst

orende
Pr

ufung), positive Sch

atzfunktionen betrachtet, die eine spezizierte nat

urliche Ordnung
einhalten. Die Bedeutung dieses Modells liegt f

ur die Praxis in seiner Anwendung auf
typische Kontrollsituationen auch auerhalb der Technik, z. B. Gewinnsch

atzungen seitens
eines Betriebes versus Sch

atzungen seitens des Finanzamtes.
1
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1 Einleitung
In der Regel treten in einer statistischen Untersuchung mehrere kontrollierte und leider
auch unkontrollierbare Einufaktoren auf, die dann meist zudem noch bewirken, da die
resultierenden Daten auf vielf

altige Weise miteinander korreliert sind. Das der Analyse
zugrunde liegende Modell weist dann mehrere Komponenten der Gesamtvariation auf,
die es unter anderem zu sch

atzen gilt. Die bis jetzt bekannten Sch

atztheorien sind je-
doch entweder mit ausgesprochenen Defekten oder zumindest mit M

angeln behaftet. Die
im Wesentlichen nur Erwartungstreue verlangenden Sch

atzprinzipien k

onnen unsinnige,
n

amlich negative Werte f

ur positive Varianzen hervorbringen, so da man auf Null als
Sch

atzung z. B. f

ur eine Pr

azision eines Instrumentes entscheidet, von der jeder Tech-
niker wei, da dies einfach nicht sein kann; das Gleiche geschieht beim (restringierten)
Maximum-Likelihood-Sch

atzer, wenn dieser auf den Parameterraum eingeschr

ankt wird.
Hinzu kommt nun aber noch ein anderes Ph

anomen, zum Teil bedingt durch eben genann-
te Eigenschaft: Es kann n

amlich durchaus passieren, da z. B. von zwei nicht-negativen
Varianzkomponenten eine dieser Komponenten wesentlich gr

oer gesch

atzt wird als die
Summe der beiden. Die Wahrscheinlichkeit hierf

ur ist auf jeden Fall positiv und je nach
Modellgegebenheiten mitunter recht gro. Nun, dies l

at sich auch f

ur die nicht-negativen,
minimal verzerrten Sch

atzfunktionen feststellen, die von vornherein ihre Sch

atzmatrix f

ur
die quadratische Sch

atzung nur im Kegel der positive semi-deniten Matrizen bestimmen
und Sch

atzer liefern, die nur mit Wahrscheinlichkeit 0 den Wert Null annehmen.
Allgemein formuliert werden in den bekannten Sch

atztheorien Beziehungen oder Ord-
nungen, denen die Varianz-Parameter unterliegen, nicht miteinbezogen, vgl. z. B. Schee
(1959), Seely (1971), Rao (1972), Hartung (1981), Weber (1986), Elpelt (1989), Crowder
(1992), Hartung/ Elpelt/ Voet (1997), Hartung/ Elpelt/ Kl

osener (1998), Lehmann/ Ca-
sella (1998).
Aus diesem Grunde wird hier f

ur das spezische Problem der Varianzsch

atzung bzw.
Pr

azisionsbestimmung zweier unterschiedlicher Meverfahren, welche jeweils das selbe
Produkt eines Loses aus variierenden Produkten genau einmal, zumindest gedanklich ei-
ner zerst

orenden Pr

ufung gleichend, beurteilen, ein gezieltes Sch

atzkonzept vorgestellt.
Basierend auf fr

uhen

Uberlegungen in Hartung (1979), die dann jedoch nicht weiter ver-
folgt wurden, werden nun dank spezieller Anfragen von Martin (1997/98) positive Sch

atz-
funktionen eingef

uhrt, die eine pr

adestinierte nat

urliche Ordnung einhalten.
Dieses Problem der gepaarten Messungen ist deshalb von herausragender Bedeutung,
weil sich hinter der Formulierung "zwei Messverfahren" in der Praxis h

aug typische
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Kontrollsituationen verbergen, z. B. Gewinnsch

atzungen seitens eines Betriebes und Ge-
gensch

atzungen seitens des Finanzamtes f

ur meherere Perioden, oder z. B. aus der Buch-
f

uhrung hochgerechnete Angaben des Betreibers einer atomaren Anlage und physikalische
Messungen einer Kontrollbeh

orde f

ur mehrere Beh

altnisse.
2 Das Modell
Ausgangspunkt ist das Modell von Grubbs (1948) f

ur den Fall zweier Instrumente Y
und Z, sowie f

ur die Dierenzmessung D=^Y   Z, d. h. wir haben f

ur die zugeh

origen
beobachtbaren Zufallsvariablen y
i
; z
i
und d
i
in i = 1; : : : ; n; n  2 Messungen die Mo-
dellgleichungen wie folgt:
Y : y
i
= 
Y
+ x
i
+ e
iY
; i = 1; : : : ; n;
Z : z
i
= 
Z
+ x
i
+ e
iZ
; i = 1; : : : ; n; (1)
D : d
i
= 
D
+ e
iD
= (
Y
  
Z
) + (e
iY
  e
iZ
)
= y
i
  z
i
; i = 1; : : : ; n:
Hierbei sind 
Y
; 
Z
und 
D
= 
Y
  
Z
Mittelwertparameter, die wir nicht zu kennen
brauchen, x
i
; e
iY
; e
iZ
und e
iD
= e
iY
  e
iz
sind nicht direkt beobachtbare Zufallsvariablen
mit den Erwartungswerten Ex
i
= Ee
iY
= Ee
iZ
= Ee
iD
= 0 und den unbekannten Va-
rianzen Var(x
i
) = 
2
X
;Var(e
iY
) = 
2
Y
;Var(e
iZ
) = 
2
Z
und Var(e
iD
) = 
2
D
= 
2
Y
+ 
2
Z
;
i = 1; : : : ; n, welche es hier zu sch

atzen gilt. Dar

uber hinaus wird angenommen, da
in x
1
; : : : ; x
n
; e
1Y
; : : : ; e
nY
; e
1Z
; : : : ; e
nZ
alle Zufallsvariablen paarweise (stochastisch) un-
abh

angig sind.
Die Schwierigkeiten beim Sch

atzen sind nun dadurch bedingt, da y
i
und z
i

uber das ge-
meinsame x
i
miteinander korreliert sind; f

ur i 6= j, sind y
i
und z
j
unabh

angig,
i; j = 1; : : : ; n.
Die Varianzkomponenten 
2
Y
und 
2
Z
werden auch Pr

azisionen der Meverfahren genannt
und 
2
X
wird als Produktvariabilit

at bezeichnet.
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Grundlegend sind die quadratischen Formen
Q
Y
=
1
n  1
n
X
i=1
(y
i
  y:)
2
; mit y: =
1
n
n
X
i=1
y
i
;
Q
Z
und Q
D
analog, und (2)
Q
Y Z
=
1
n  1
n
X
i=1
(y
i
  y:)(z
i
  z:);
mit den Erwartungswerten
EQ
Y
= 
2
X
+ 
2
Y
; EQ
Z
= 
2
X
+ 
2
Z
EQ
D
= 
2
Y
+ 
2
Z
und EQ
XY
= 
2
X
: (3)
3 Bekannte quadratische Sch

atzfunktionen und ein Beispiel
Durch Au

osen der Erwartungswerte-Gleichungen (3) nach den Parametern, was der
Momenten-Methode entspricht, erh

alt man direkt die erwartungstreuen Grubbs-Sch

atzer,
welche auch dem MINQUE- Prinzip von Rao (1972) gen

ugen, wie folgt:
f

2
Y
= Q
Y
 Q
Y Z
;
f

2
Z
= Q
Z
 Q
Y Z
;
f

2
X
= Q
XY
;
f

2
D
= Q
D
: (4)
Die nichtnegativen minimalverzerrten Sch

atzer nach Hartung (1981) ergeben sich in die-
sem Modell zu:

2
Y
=
8
9
(Q
Y
 Q
ZY
) +
2
9
Q
Z

2
Z
=
8
9
(Q
Z
 Q
ZY
) +
2
9
Q
Y
(5)

2
X
=
4
9
Q
ZY
+
2
9
(Q
Y
+Q
Z
); sowie 
2
D
=
f

2
D
:
Es sei verwiesen auf Grubbs (1948, 1983), Jaech (1985), Hartung/ Heine (1984), Har-
tung/ Kl

osener (1987), Hartung/ Elpelt (1995, S. 736 ).
Zur Illustration des m

oglichen Verhaltens obiger Sch

atzfunktionen betrachten wir das
folgende von Martin (1997/98) an mich herangetragene reale Beispiel in Ausschnittsform,
wie es in Tabelle 3.1 wiedergegeben ist. Es handelt sich dabei um codierte Daten aus
Bestandsangaben bzw. physikalischen Ermittlungen zu Pu in n = 3 Beh

altern mit PuO
2
-
Pulver.
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Tabelle 3.1. Gepaarte Messungen (codiert) ohne Wiederholungen von Pu in n = 3
Beh

altern mit PuO
2
-Pulver.
Objekt Messungen Dierenzen
Nummer Y Z D
i y
i
z
i
d
i
1 1.004 0.913 0.091
2 1.074 1.049 0.025
3 1.053 1.220  0.167
Die Sch

atzfunktionen nach Grubbs, s. (4), und nach Hartung, s. (5), ergeben nun Werte,
wie sie in der Tabelle 3.2

ubersichtlich zum besseren Vergleich zusammengestellt sind.
Tabelle 3.2. Sch

atzwerte zum Beispiel aus Tab. 3.1 nach den Sch

atzprinzipien von
Grubbs (1948) und Hartung (1981).
Sch

atzwerte (10
 6
)
Parameter
nach Grubbs nach Hartung

2
X
3495 7099

2
Y
 2205 3298

2
Z
20169 18215

2
D
= 
2
X
+ 
2
Z
17964 17964
Wir beobachten die eingangs geschilderten Ph

anomene:
f

2
Y
wird negativ und sowohl
f

2
Z
als auch 
2
Z
fallen einzeln gr

oer aus als der Wert, den die Sch

atzfunktion
f

2
D
= 
2
D
f

ur
die Summe 
2
Y
+ 
2
Z
liefert.
Dabei ist zu erw

ahnen, da diese Sch

atzfunktion allen Optimalit

atseigenschaften gen

ugt:
sie ist sowohl unter allen quadratischen Sch

atzfunktionen f

ur 
2
D
diejenige erwartungstreue
mit minimaler Norm f

ur die Matrix in der diesbez

uglichen quadratischen Form als auch
unter den nicht-negativen quadratischen Sch

atzfunktionen. Bei Normalverteilungsannah-
me f

ur die Zufallsvariablen im Modell (1) ist
f

2
D
= 
2
D
sogar unter allen erwartungstreuen
Sch

atzfunktionen f

ur 
2
D
diejenige mit (gleichm

aig) kleinster Varianz, vgl. Seely (1971),
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Rao (1972), Hartung (1981), Elpelt (1989), Lehmann/ Casella (1998).
Wir gehen hier deshalb so explizit auf diese Sch

atzfunktion ein, weil wir ihr eine hervorge-
hobene Stellung einr

aumen und Beziehungen der anderen Parameter zu 
2
D
pr

adestinieren.
4 Ordnungserhaltende Parametersch

atzer
Wie eben genannt, stehen im Vordergrund unserer

Uberlegungen die Beziehungen

2
Y
 0 und 
2
Z
 0 (6)
sowie

2
Y
+ 
2
Z
= 
2
D
; (7)
von denen wir erstere (6) auch punktweise f

ur die entsprechenden, noch zu denierenden
Sch

atzfunktionen verlangen, w

ahrend wir die Gleichungsbeziehung (7) zuerst nur f

ur ihre
Erwartungen fordern; ihre Realisierungen, da zun

achst noch Parameter in den Sch

atz-
funktionen auftauchen, lassen sich jedoch so w

ahlen, da auch die Beziehung (7) von den
zugeh

origen Sch

atzfunktionen punktweise erf

ullt wird.
Wir gehen aus von den nicht-negativen minimal verzerrten Pr

azisionssch

atzern (5), so
da die Beziehungen (6) direkt auch punktweise erf

ullt sind, multiplizieren sie jedoch der
Einfachheit halber mit dem Faktor 9/8, was insofern keine weiteren Auswirkungen hat,
als diese im Folgenden ohnehin noch mit einem weiteren Faktor versehen werden, der dies
entsprechend korrigiert. Also denieren wir, vgl. (5),
c

2
Y
= Q
Y
 Q
ZY
+
1
4
Q
Z
;
c

2
Z
= Q
Z
 Q
ZY
+
1
4
Q
Y
; sowie
c

2
D
= Q
D
; (8)
und f

uhren als einen Adjustierungsfaktor  ein
 =
4
2
D
5
2
Y
+ 5
2
Z
+ 2
2
X
; (9)
so da wir die bez

uglich der Beziehung (7) adjustierten Sch

atzfunktionen f

ur die Pr

azi-
sionen denieren als
d

2
Y;
=  
c

2
Y
und
d

2
Z;
=  
c

2
Z
; (10)
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w
ahrend
c

2
D
=
f

2
D
= 
2
D
aufgrund der oben genannten Eigenschaften nat

urlich so un-
ver

andert beibehalten wird.
Mit den Erwartungen der Quadratformen in (3) ergibt sich jetzt
E
d

2
Y;
+ E
d

2
Z;
= 
n
E
c

2
Y
+ E
c

2
Z
o
= 

(
2
Y
+
1
4

2
X
+
1
4

2
Z
) + (
2
Z
+
1
4

2
X
+
1
4

2
Z
	
=
4
2
D
5
2
Y
+ 5
2
Z
+ 2
2
X

5
4

2
Y
+
5
4

2
Z
+
2
4

2
X
	
= 
2
D
;
(11)
so da die Beziehung (7) in der Erwartung erf

ullt ist. W

ahlt man f

ur  die Sch

atzung
^ =
4 Q
D
c

2
Y
+
c

2
Z
; (12)
so erf

ullen die so adjustierten Sch

atzer und
c

2
D
die Beziehung (7) analog auch punktweise:
d

2
Y;^
+
d

2
Z;^
=
c

2
D
: (13)
Im Beispiel aus Tab. 3.1 ergibt sich dieser Adjustierungsfaktor dann zu ^ = 0:835 und
die hiermit adjustierten Pr

azisionssch

atzer erzielen die Werte (10
 6
)
d

2
Y;^
= 2754 und
d

2
Z;^
= 15210;
welche in der Summe nat

urlich den Wert
c

2
D
= 17964 ergeben m

ussen.
Nun l

at sich der Adjustierungsfaktor auch schreiben als
 =
4(
2
Y
+ 
2
Z
)
5(
2
Y
+ 
2
Z
) + 2
2
X
=
4
5 + 2 

2
X

2
Y
+ 
2
Z
;
(14)
was als weiteren m

oglichen Sch

atzer
b

=
4
5 + 2 
c

2
X
Q
D
(15)
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nahelegt, wobei
c

2
X
eine geeignete Sch

atzung, z. B.
f

2
X
oder 
2
X
, f

ur 
2
X
darstellt; die
analoge Beziehung (7) ist f

ur die hiermit adjustierten Sch

atzer
d

2
Y;^

und
d

2
Z;^

sowie f

ur
c

2
D
in der Erwartung dann approximativ erf

ullt.
Aus (14) ersehen wir, da stets gilt
0 <  <
4
5
< 1; (16)
so da die Varianz der adjustierten Sch

atzer kleiner ausfallen mu als die der nichtadju-
stierten,
Var

d

2
Y;

= 
2
 Var

c

2
Y

<
16
25
 Var

c

2
Y

;
(17)
wobei wir bei Varianzbetrachtungen f

ur die Pr

azisionssch

atzer stets implizit die Normal-
verteilungsannahme f

ur die Zufallsvariablen im Modell (1) treen m

ussen.
F

ur die Varianz der positiven Sch

atzer l

at sich mit einigem Aufwand die Beziehung
Var

c

2
Y

=
2
n  1

E
c

2
Y

2
(18)
herleiten, so da man analog zu Hartung/ Voet (1986) f

ur die Sch

atzfunktion der Varianz
des adjustierten Pr

azisionssch

atzers die elegante Darstellung erh

alt:
d
Var

d

2
Y;

=
2
n + 1
n
d

2
Y;
o
2
: (19)
Bez

uglich der entsprechenden Sch

atzungen f

ur die Varianz der Grubbs-Sch

atzer (4) f

ur
die Pr

azisionen sei auf Hartung/ Heine (1984) hingewiesen.

Ahnlich elegant l

at sich der Bias erwartungstreu sch

atzen,
E
d

2
Y;
  
2
Y
= E

d

2
Y;
 
f

2
Y

; (20)
und da der erwartungstreue Sch

atzer
f

2
Y
aus (4) negativ werden kann, wird er ersetzt
durch
g

2
Y (+)
= max
n
0;
f

2
Y
o
; (21)
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so da wir den Bias, mangels besserer Alternative, sch

atzen durch



X
X
X
n
E
d

2
Y;
  
2
Y
o
=
d

2
Y;
 
g

2
Y (+)
: (22)
F

ur den mittleren quadratischen Fehler (MSE)
E

d

2
Y;
  
2
Y

2
= Var
 

2
Y;

+

E
d

2
Y;
  
2
Y

2
(23)
erhalten wir somit in geschlossener Form die Sch

atzfunktion in der einfachen Darstellung




X
X
X
X

E

d

2
Y;
  
2
Y

2

=
2
n + 1
n
d

2
Y;
o
2
+
n
d

2
Y;
 
g

2
Y (+)
o
2
: (24)
Von Martin (1997/98) mir dankenswerterweise zur Verf

ugung gestellte Simulationsergeb-
nisse zeigen bei extremsten Konstellationen der beteiligten Parameter f

ur die betragliche
Dierenz der Standardabweichungen j
Y
 
q
d

2
Y;^
j einen Durchschnittswert von 11,57 %
bzgl. 
Y
auf, mit einem Standardfehler von 0.44; vergleiche jedoch auch die folgenden
Abschnitte.
Zu erw

ahnen ist ebenfalls, da seine Anwendungen der adjustierten positiven Sch

atzer auf
eine groe Anzahl realer Datens

atze aus dem Kontrollbereich von EURATOM durchweg
stimmige, sachlogisch plausible Ergebnisse zeigen. Bedingt u. a. durch die in diesem Be-
reich typischerweise hohe Produktvariabilit

at im Vergleich zu einer Pr

azision f

allt nahezu
sicher der Grubbs- Sch

atzer dabei f

ur eine der beiden Pr

azisionen stets negativ aus. Aus
diesem Grunde gehen wir jetzt n

aher auf deren Einu ein.
5 Einu der Produktvariabilit

at
Man kann zwar imModell (1) zun

achst auch die Produktvariabilit

at mit herausprojizieren
und so Invarianz nicht nur bez

uglich Mittelwerttranslationen sondern auch in Hinsicht auf
die Produktvariabilit

at erreichen, aber dann lassen sich die Pr

azisionen 
2
Y
und 
2
Z
nicht
mehr getrennt identizieren; dies macht erst Sinn, wenn mindestens drei Meverfahren
simultan beteiligt sind, was schon von Grubbs (1948) ausf

uhrlich diskutiert wird. Das
hat zur Folge, da im vorliegenden Fall von nur zwei Meverfahren sowohl die Grubbs-
Sch

atzer als auch die nicht-negativen minimal verzerrten quadratischen Sch

atzer f

ur die
9
Pr

azisionen in fataler Weise von der Produktvariabilit

at abh

angen. Es gilt n

amlich, vgl.
z. B. Grubbs (1948), Hartung/ Heine (1984), f

ur die Varianz der Grubbs-Sch

atzer
lim

2
X
!1
Var

f

2
Y

=1; (25)
und mit (18)

uber (8) und (3) analog f

ur die positiven Sch

atzer
lim

2
X
!1
Var

c

2
Y

=1: (26)
Hier zeigt sich nun ein weiterer erfreulicher Eekt unserer Adjustierungsmanahme. Mit
(9), (18) und (8), (3) ist
Var

d

2
Y;

=
2
n  1

16  (
2
D
)
2
(5
2
Y
+ 5
2
Z
+ 2
2
X
)
2



2
Y
+
1
4

2
Z
+
1
4

2
X

2
=
2
n  1

16  (
2
D
)
2

5 

2
Y

2
X
+ 5 

2
Z

2
X
+ 2

2


2
Y

2
X
+
1
4


2
Z

2
X
+
1
4

2
;
(27)
so da wir f

ur die adjustierten positiven Pr

azisionssch

atzer eine bez

uglich der Produkt-
variabilit

at beschr

ankte Varianz nachweisen k

onnen:
limVar

d

2
Y;

=
2
n  1

8
>
>
>
>
>
<
>
>
>
>
:
16
25



2
Y
+
1
4

2
Z

2
f

ur 
2
X
! 0;
1
4
 
2
D
f

ur 
2
X
!1:
(28)
Um Aussagen auch f

ur den mittleren quadratischen Fehler treen zu k

onnen, m

ussen wir
jetzt noch den Bias diesbez

uglich genauer anschauen. Wir erhalten
E  
c

2
Y
  
2
Y
= E  

c

2
Y
  
2
Y

+   
2
Y
  
2
Y
=  
1
4
 

2
Z
+ 
2
X

+ (1  )
2
Y
=

2
D
 (
2
Z
+ 
2
X
)
5
2
Y
+ 5
2
Z
+ 2
2
X
+
4
2
D

2
Y
  (5
2
Y
+ 5
2
Z
+ 2
2
X
)  
2
Y
5
2
Y
+ 5
2
Z
+ 2
2
X
10
=
2
Z

2
D
+ 
2
X

2
Y
+ 
2
X

2
Z
  
2
Y

2
D
  2
2
X

2
Y
5
2
D
+ 2
2
X
=

2
D
(
2
Z
  
2
Y
) + 
2
X
(
2
Z
  
2
Y
)
5
2
D
+ 2
2
X
(29)
=
 

2
Z
  
2
Y



2
D
+ 
2
X
5 (
2
D
+ 
2
X
)  3
2
X
=
 

2
Z
  
2
Y


1
5  3 

2
X

2
D
+ 
2
X
=
 

2
Z
  
2
Y


1
5  3

1 +

2
D

2
X

 1
;
und somit

E
d

2
Y;
  
2
Y

 !
 

2
Z
  
2
Y


8
>
>
>
>
<
>
>
>
>
:
1
5
f

ur 
2
X
! 0;
1
2
f

ur 
2
X
!1;
(30)
so da wir mit (28) nun auch f

ur den mittleren quadratischen Fehler des adjustierten
Sch

atzers die Beschr

anktheit bez

uglich der Produktvariabilit

at konstatieren k

onnen:
lim

2
X
!1
E
n
d

2
Y;
  
2
Y
o
2
=
1
2(n  1)


2
Y
+ 
2
Z
	
2
+
1
4


2
Z
  
2
Y
	
2
: (31)
Desweiteren ist (29) zu entnehmen, da sich der Bias der adjustierten positiven Sch

atzer
in Hinsicht auf die beiden Meverfahren Y und Z v

ollig symmetrisch verh

alt in dem Sinne,
da n

amlich gilt
Bias

d

2
Y;

=  Bias

d

2
Z;

; (32)
wobei in der Erwartung stets der gr

oere Parameter untersch

atzt und folglich der kleinere
Parameter

ubersch

atzt wird,

2
Y
> 
2
Z
)
8
>
>
>
>
<
>
>
>
>
:
Bias

d

2
Y;

< 0;
Bias

d

2
Z;

> 0;
(33)
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mit der direkten Konsequenz der Erwarungstreue f

ur den Fall, da beide Parameter gleich
sind:

2
Y
= 
2
Z
) Bias

d

2
Y;

= Bias

d

2
Z;

= 0: (34)
Den Formeln (27), (28) f

ur die Varianz und (29), (30) f

ur den Bias ist zu entnehmen, da
wir mittels der eingef

uhrten Adjustierung den Einu der Produktvariabilit

at praktisch
eliminiert haben, was gerade f

ur die Anwendungen von wesentlicher Bedeutung ist.
6 Voradjustierung
Etwa in der Formel (31) wird aber auch deutlich, da eine Abh

angigkeit vom jeweils
anderen Pr

azisionsparameter besteht. Diese wird durch eine Voradjustierung gemindert.
Dazu dienen uns die mittleren Quadratsummen Q
Y
und Q
Z
, die ja wie Q
D
optimale
Sch

atzfunktionen darstellen, und zwar f

ur 
2
Y
+ 
2
X
bzw. f

ur 
2
Z
+ 
2
X
.
Die folgenden Vorfaktoren seien eingef

uhrt:
 
Y
=
1
1 +
1
4


2
Z
+ 
2
X

2
Y
+ 
2
X
(35)
mit der Sch

atzung
c
 
Y
=
1
1 +
1
4

Q
Z
Q
Y
; (36)
sowie entsprechend f

ur Z
 
Z
=
1
1 +
1
4


2
Y
+ 
2
X

2
Z
+ 
2
X
(37)
mit der Sch

atzung
c
 
Z
=
1
1 +
1
4

Q
Y
Q
Z
: (38)
Damit haben wir erreicht, da f

ur die mittels  
Y
adjustierten Sch

atzer
d

2
Y; 
Y
=  
Y

c

2
Y
und
g

2
X; 
Y
=  
Y

f

2
X
(39)
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in der Erwartung die folgende Beziehung besteht:
E
n
d

2
Y; 
Y
+
g

2
X; 
Y
o
=
1
1 +
1
4


2
Z
+ 
2
X

2
Y
+ 
2
X

n
E
c

2
Y
+ 
2
X
o
=
(
2
Y
+ 
2
X
)  f
2
Y
+
1
4
 (
2
Z
+ 
2
X
) + 
2
X
g

2
Y
+ 
2
X
+
1
4
 (
2
Z
+ 
2
X
)
(40)
= 
2
Y
+ 
2
X
;
in entsprechender Weise deniert man
d

2
Z; 
Z
=  
Z

c

2
Z
.
F

ur die Verzerrung ergibt sich daraus
E
d

2
Y; 
Y
  
2
Y
= 
2
X
(1   
Y
)
=

2
X
f
2
Y
+ 
2
X
+
1
4
(
2
Z
+ 
2
X
)  
2
Y
  
2
X
g

2
Y
+ 
2
X
+
1
4
(
2
Z
+ 
2
X
)
(41)
= 
2
X

1
1 + 4 

2
Y
+ 
2
X

2
Z
+ 
2
X
;
und somit f

ur die Grenzf

alle
fE
d

2
Y; 
Y
  
2
Y
g  !
8
>
>
>
>
<
>
>
>
>
:
0 f

ur 
2
Z
! 0

2
X
f

ur 
2
Z
!1;
(42)
also auf jeden Fall eine Beschr

anktheit bzgl. 
2
Z
.
F

ur die Varianz haben wir mit (18)
Var(
d

2
Y; 
Y
) =
(
2
Y
+ 
2
X
)
2
 (
2
Y
+
1
4

2
Z
+
1
4

2
X
)
2
(
2
Y
+
1
4

2
Z
+
1
4

2
X
+ 
2
X
)
2

2
n  1
bzw.
limVar

d

2
Y;psi
Y

=
2
n  1


2
Y
+ 
2
X
	
2

8
>
>
>
<
>
>
>
:
1 f

ur 
2
Z
!1;

1 +

2
X

2
Y
+
1
4

2
X

 2
f

ur 
2
Z
! 0:
(43)
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Also k

onnen wir insgesamt im mittleren quadratischen Fehler von
d

2
Y; 
Y
eine Beschr

ankt-
heit bez

uglich variierendem 
2
Z
feststellen; entsprechendes gilt nat

urlich ebenfalls f

ur
d

2
Z; 
Z
bez

uglich 
2
Y
.
7 Kombinierte Adjustierungen
In obigen Formeln ist aber auch zu ersehen, da der Sch

atzer
d

2
Y; 
Y
stark von 
2
X
abh

angt,
was er aufgrund seiner Konstruktion allerdings auch tun mu. Naheliegend ist daher, die
Adjustierung aus Abschnitt 5 zwecks Bereinigung um den 
2
X
-Einu mit der Adjustierung
aus Abschnitt 6 zwecks Bereinigung um den 
2
Z
-Einu zur simultanen Adjustierung von
c

2
Y
zu kombinieren. Dazu denieren wir zun

achst gewissermaen als Umrechnungsfaktor
 =
E
c

2
Y
+ E
c

2
Z
 
Y
 E
c

2
Y
+  
Z
 E
c

2
Z
(44)
mit dem m

oglichen kanonischen Sch

atzer
^
 =
c

2
Y
+
c

2
Z
c
 
Y

c

2
Y
+
c
 
Z

c

2
Z
: (45)
F

ur  erhalten wir die ausf

uhrliche Darstellung
 =
1
4
 (5
2
Y
+ 5
2
Z
+ 2
2
X
)

2
Y
( 
Y
+
1
4
 
Z
) + 
2
Z
( 
Z
+
1
4
 
Y
) +
1
4
 
2
X
( 
Y
+  
Z
)
; (46)
so da wir uns zwecks Absch

atzung zun

achst die  -Gr

oen genauer anschauen m

ussen.
Gilt etwa  
Y
 1=c f

ur ein c > 1, d. h.
1
c

1
1 +
1
4


2
Z
+ 
2
X

2
Y
+ 
2
X
; bzw.
(c  1)  4 

2
Z
+ 
2
X

2
Y
+ 
2
X
; oder
1 +
1
4


2
Y
+ 
2
X

2
Z
+ 
2
X
 1 +
1
16  (c  1)
;
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so folgt dann
 
Z

16  (c  1)
16  (c  1) + 1
: (47)
W

ahlen wir zun

achst c = 2, so sind entweder  
Y
und  
Z
beide jeweils gr

oer als 1=2,
oder wenn einer kleiner oder gleich 1=2 ist, so ist nach obiger Aussage (47) der andere
mindestens 16=17 , so da wir auf jeden Fall haben
 
Y
+  
Z

16
17
>
4
5
: (48)
W

ahlen wir jetzt in (47) die Gr

oe c = 4, so sind mit der gleichen Argumentation wie
eben entweder beide Gr

oen  
Y
und  
Z
gr

oer als 1=4, oder falls eine dies nicht ist, dann
ist die andere nach (47) mindestens 48=49, so da wir allenthalben erhalten
 
Y
+
1
4
 
Z

12
49
>
1
5
und  
Z
+
1
4
 
Y

12
49
>
1
5
: (49)
Andererseits ist sofort ersichtlich, da  
Y
und  
Z
jeweils kleiner als 1 sind, was direkt als
untere Absch

atzung von  ergibt
 
1
4
 (5  
2
Y
+ 5  
2
Z
+ 2  
2
X
)
5
4
 
2
Y
+
5
4
 
2
Z
+
2
5
 
2
X
= 1; (50)
und mit (48) und (49) erhalten wir f

ur  eine obere Absch

atzung, indem wir jeweils die
dort genannten untersten Schranken verwenden, wie folgt:
 
1
4
 (5  
2
Y
+ 5  
2
Z
+ 2  
2
X
)
1
5
 
2
Y
+
1
5
 
2
Z
+
1
5

2
X

1
4
 (5  
2
Y
+ 5  
2
Z
+ 2  
2
X
)
1
25
 (5  
2
Y
+ 5  
2
Z
+ 2  
2
X
) +
3
25
 
2
X

25
4

1
1 + 3 

2
X
5  
2
Y
+ 5  
2
Z
+ 2  
2
X
(51)

25
4

1
1 + 3 
1
2 + 5 

2
Y
+ 
2
Z

2
X

25
4
;
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sowie
lim

2
X
!1
 
5
2
und lim

2
Z
!1
 
25
4
; (52)
wobei wir obige Umformung deshalb soweit getrieben haben, um besser zu sehen, wie die
Ein

usse von 
2
Z
und 
2
X
hier eingeschr

ankt werden.
Der kombinierte Adjustierungsfaktor f

ur
c

2
Y
wird nun deniert als
A
Y
=      
Y
(53)
mit der m

oglichen Sch

atzung, vgl. (12), (36) und (45),
c
A
Y
=
^
  ^ 
c
 
Y
;
so da wir den kombiniert adjustierten positiven Sch

atzer schreiben k

onnen als
d

2
Y;A
Y
=
c
A
Y

c

2
Y
: (54)
Nun gilt, vgl (27),
q
Var( 
Y
  
c

2
Y
) =
r
2
n  1

(
2
Y
+ 
2
X
)  4  (
2
Y
+ 
2
Z
)  (
2
Y
+
1
4
 
2
Z
+
1
4
 
2
X
)
(
2
Y
+
1
4
 
2
Z
+
5
4
 
2
X
)  (5  
2
Y
+ 5  
2
Z
+ 2  
2
X
)
=
r
2
n  1

4 


2
Y

2
X
+ 1

0
B
B
@
1 +
0
B
@
1
4
+

2
Y
+
1
4

2
Z

2
X
1
C
A
 1
1
C
C
A


1

2
X
+ 2 
1

2
Y
+ 
2
Z

 !
r
2
n  1

8
>
<
>
:
4
10
 f
2
Y
+ 
2
Z
g f

ur 
2
X
!1;
4  f
2
Y
+ 
2
X
g f

ur 
2
Z
!1:
(55)
Hieraus erhalten wir nun f

ur die Varianz des kombinierten Sch

atzers,
Var(
d

2
Y;A
Y
) = 
2
 Var( 
Y
  
c

2
Y
);
die Grenzabsch

atzung mit (52),
lim

2
X
!1
Var(
d

2
Y;A
Y
) 
2
n  1
 f
2
Y
+ 
2
Z
g
2
; (56)
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sowie jetzt auch eine bzgl. 
2
Z
,
lim

2
Z
!1
Var(
d

2
Y;A
Y
) 
2
n  1
 25
2
 f
2
Y
+ 
2
X
g
2
: (57)
Kommen wir nun zum Bias, so bemerken wir zun

achst
E    
Y
  
c

2
Y
  
2
Y
=    
Y
 fE  
c

2
Y
  
2
Y
g+ (   
Y
  1)  
2
Y
; (58)
so da wir mit (29), (35) und (52) erhalten:
   
Y
 fE  
c

2
Y
  
2
Y
g =  
(
2
Y
+ 
2
X
)(
2
Z
  
2
Y
)

2
Y
+
1
4
 
2
Z
+
5
4
 
2
X

1
5  3 

1 +

2
D

2
X

 1
(59)
=  
0
B
B
@
1
4

1

2
X
+
1

2
Z
1 +

2
Y

2
X
1
C
C
A
 1

1 

2
Y

2
Z
5  3 

1 +

2
Y
+ 
2
Z

2
X

 1
 !
8
>
<
>
:
L
1
 5  f
2
Z
  
2
Y
g f

ur 
2
X
!1;
L
2
 5  f
2
Y
  
2
X
g f

ur 
2
Z
!1;
wobei L
1
und L
2
die Limiten bezeichnen m

ogen. Weiterhin erhalten wir f

ur den zweiten
Ausdruck in (58) mit (52)
lim(   
Y
  1)
2
Y

8
>
<
>
:
(
5
2

4
5
  1)  
2
Y
f

ur 
2
X
!1;
(
25
4
 0  1)
2
Y
f

ur 
2
Z
!1:
(60)
Insgesamt haben wir also gezeigt, da Funktionen f(
2
Y
; 
2
Z
) und g(
2
Y
; 
2
X
) derart exi-
stieren, da f

ur den mittleren quadratischen Fehler des kombiniert adjustierten Sch

atzers
gilt
Ef
d

2
Y;A
Y
  
2
Y
g
2

8
>
<
>
:
f(
2
Y
; 
2
Z
) f

ur 
2
X
!1;
g(
2
Y
; 
2
X
) f

ur 
2
Z
!1;
(61)
also eine simultane Absicherung gegen jeweils eine der beiden ung

unstigsten Situationen.
Aufgrund der Konstruktion von A
Y
ist dies aber nicht zu erwarten, wenn sozusagen beide
Katastrophen gleichzeitig eintreten. Hierf

ur ist keine L

osung in Sicht.
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Somit bleibt schlielich nur noch zu zeigen, da diese kombinierten Sch

atzer auch die
Beziehung (7) erf

ullen. Mit, vgl. (9) und (44),
   =
E
c

2
Y
+ E
c

2
Z
 
Y
 E
c

2
Y
+  
Z
 E
c

2
Z


2
D
E
c

2
Y
+ E
c

2
Z
(62)
=

2
D
 
Y
 E
c

2
Y
+  
Z
 E
c

2
Z
erhalten wir, vgl. (53), in der folgenden Form
Ef
d

2
Y;A
Y
+
d

2
Z;A
Z
g =     Ef 
Y

c

2
Y
+  
Z

c

2
Z
g
=

2
D
 
Y
 E
c

2
Y
+  
Z
 E
c

2
Z
 f 
Y
 E
c

2
Y
+  
Z
 E
c

2
Z
g (63)
= 
2
D
die gew

unschte Beziehung.
Wegen (62) l

at sich mit einer m

oglichen Sch

atzung f

ur den kombinierten Adjustierungs-
faktor der Sch

atzer in geschlossener Darstellung auch wie folgt angeben:
d

2
Y;
d
A
Y
= Q
D

0
B
B
@
1
1 +
1
4
Q
Z
Q
Y

c

2
Y
+
1
1 +
1
4
Q
Y
Q
Z

c

2
Z
1
C
C
A
 1

1
1 +
1
4
Q
Z
Q
Y

c

2
Y
(64)
= (
c
) 
c
 
Y

c

2
Y
=
c
A
Y

c

2
Y
;
analog erh

alt man f

ur den zweiten Pr

azisionssch

atzer
d

2
Z;
d
A
Z
= (
c
) 
1
1 +
1
4
Q
Y
Q
Z

c

2
Z
(65)
=
c
A
Z

c

2
Z
:
Diese Sch

atzfunktionen
d

2
Y;
d
A
Y
und
d

2
Z;
d
A
Z
sowie
c

2
D
erf

ullen die Beziehung (7) dann auch
punktweise.
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Die allgemeinen Aussagen (18) bis (24) in Abschnitt 4 zu Verzerrung, Varianz und mittle-
rem quadratischen Fehler

ubertragen sich direkt auch auf
d

2
Y;A
Y
, indem man diese Sch

atz-
funktion in den dortigen Formeln anstelle von
d

2
Y;
einsetzt.
Schlubemerkung
F

ur das Problem der Bestimmung der verfahrensspezischen Varianzen f

ur zwei Mever-
fahren, welche paarig ohne Wiederholungen, d. h. mit Produktvariabilit

at, messen, wird
in dieser Arbeit ein Prinzip der Adjustierung auf eine pr

adestinierte Ordnungsbeziehung
eingef

uhrt.
Dies hat zur Folge, da in den erzielten Sch

atzfunktionen der Einu der Produktvariabi-
lit

at im Gegensatz zu den bekannten Sch

atzprinzipien praktisch eliminiert wird, was f

ur
die Anwendungen der vorgeschlagenen Verfahren von wesentlicher Bedeutung ist.
F

ur den Fall, da zwischen den beiden verfahrensspezischen Varianzen eine groe Dis-
krepanz zu erwarten ist, wird eine diesbez

ugliche Voradjustierung empfohlen.
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