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ABSTRACT
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Acceleration and Transport of Anomalous Cosmic Rays:

investigating the spectral evolution at Voyager 1 beyond the termination shock
Interstellar neutral atoms entering the heliosphere could become ionized by
photo-ionization or charge exchange with solar-wind ions. These newly created ions
are picked up by the solar wind and carried to the termination shock (TS) where
they are believed to be accelerated by the diffusive shock acceleration process to high
energies (1-100 MeV n−1 ). The accelerated ions are known as anomalous cosmic rays
(ACRs). When NASA’s space probe, Voyager 1 crossed the TS in 2004, the measured
ACR spectra did not match the theoretical prediction of a continuous power law, and
the source of the high-energy ACRs was not observed. However, over the next few
years, in the declining phase of the solar cycle, the spectra began to evolve into the
expected power-law profile. The model developed here is based on the suggestion that
ACRs are still accelerated at the shock, but away from the Voyager crossing points.
First, we study ACR acceleration using a three-dimensional, non-spherical model of
the heliosphere that is axisymmetric with respect to the interstellar flow direction.
A semi-analytic model of the plasma and magnetic field backgrounds is developed to
permit an investigation over a wide range of parameters under controlled conditions.
The model is applied to helium ACRs, whose phase-space trajectories are stochastically integrated backward in time until a pre-specified, low-energy boundary of 0.5
iv

MeV n−1 , is reached. Next, we propose that the solar cycle had an important effect
on the evolving of the spectra in the heliosheath. To investigate this, a magnetohydrodynamic background model with stationary solar-wind inner boundary conditions
was used to model the transport of helium and oxygen ions. In addition, we developed
a charge consistent stochastic model to simulate multiply charged oxygen ACRs. It
is shown that the spectral evolution of ACRs in the heliosheath at Voyager 1 could
be explained by combining intermediate-energy particles arriving from the heliotailfacing part of the TS, an increase in the source strength, and an enhancement in
diffusion as a result of a decrease of the turbulent correlation length in the declining
phase of the solar cycle. Drift effects seem to have had a smaller effect on the evolution of the spectra. Additionally, we found that the spectrum of heavy ACRs ions,
such as oxygen, may be dominated by multiply charged ions at some characteristic
energy that depends on the diffusion coefficient.
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The remarkable feature of physical laws is that they apply everywhere, whether or not
you choose to believe in them. After the laws of physics, everything else is opinion.
—Neil deGrasse Tyson

CHAPTER 1

INTRODUCTION

Cosmic rays are interstellar travelers.
People always want to travel to the stars
and what’s so incredible about these rays is
that it’s like the stars are coming to us.
—Scott Nutter
1.1

The Heliosphere

The heliosphere is the region of space influenced by the Sun and its expanding
corona, known as “solar wind”. The solar wind flows outward from the Sun and
creates a bubble in the local interstellar medium (LISM), ultimately forming the
heliosphere. It consists of a forward blunt part toward the LISM and a comet like
heliotail behind due to the interaction with the LISM [e.g., Parker , 1961; Axford et al.,
1963]. The boundary where the pressure of the hot solar wind plasma balances the
pressure of the cold interstellar plasma is called the heliopause (HP). On the surface
of the HP, the region where the flow velocity of the solar wind goes to zero is known
as the stagnation point. The solar wind travels at a supersonic speed, which results
in a shock forming upstream of the HP. This is known as the termination shock (TS).
The TS distance from the Sun is approximately 80–90 AU [Stone et al., 2005, 2008]
in the front portion of the heliosphere (nose) and about 110-120 AU in the backward
1

Figure 1.1: The structure of the heliosphere is shown here. Blue region shows
the supersonic solar wind. Grey region is the heliosheath where solar wind becomes
subsonic after crossing the TS. LISM is the region outside of the heliosphere separated
by the HP. The direction of Voyager spacecraft are also shown in this figure. Image
credit: NASA

direction of the heliosphere (tail). After crossing the TS the solar wind is slowed to
subsonic speeds, compressed, and heated. The region downstream of the TS is known
as the heliosheath (see Figure 1.1 for an annotated drawing of the heliosphere). In
addition, there is a possibility of a bow shock (BS) beyond the HP, in the LISM.
However, recent observations by Intersteller Boundary EXplorer (IBEX) spacecraft
show that LISM flow speed is slower than the fast magnetosonic speed, questioning
the existence of the BS [McComas et al., 2012]. Nevertheless, Ben-Jaffel et al. [2013]
and Zank et al. [2013] have shown that a BS or a bow wave may still exist.
Sunspots are strong magnetic field regions on the surface of the Sun. They
appear in pairs of opposite magnetic polarity and dark in color because of their cooler
temperatures compared to the surrounding surface. During solar minimum, Sun is
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quiet and few sunspots are observed whereas, during solar maximum, Sun is more
active and a large number of sunspots are observed. The duration of a solar cycle is
roughly 11 years (from one solar minimum to another). In the solar minimum, slow
(300–400 km s−1 ) wind emanates from the equatorial region and fast wind (700–800
km s−1 ) emanates from the higher latitudes on the Sun. In comparison, during the
solar maximum, the solar wind is a mixture of fast and slow winds at all heliolatitudes.
Solar observations suggest that fast wind arises from coronal holes (inactive regions)
whereas, slow wind originates from coronal streamers (active regions) [Meyer-Vernet,
2007].
Furthermore, the Sun’s magnetic field has opposite polarity in northern and
southern hemispheres. The leading sunspots have the same polarity as the dipole
(or poloidal) magnetic field of the Sun and the trailing sunspots have the opposite
polarity. During the solar maximum, the leading sunspots migrate toward the equator
whereas, the trailing sunspots migrate toward the poles. Then, the old poloidal field
is canceled and a new poloidal field with opposite polarity is established [Babcock ,
1961]. Therefore, at each solar maximum, magnetic field polarity reverses giving
birth to the 22 year magnetic polarity cycle. The polarity difference of northern and
southern hemispheres of the Sun is usually denoted by A<0 (negative phase of the
solar cycle) or A>0 (positive phase of the solar cycle). For A<0, the radial component
of the solar magnetic field is inward toward the Sun in the Sun’s northern hemisphere,
and outward in the southern hemisphere. It is opposite for A>0.
Solar wind drags the magnetic field, that is frozen in to the highly-conductive
plasma, outward and combines with the solar rotation to form an Archemedian spiral,
3

Figure 1.2: Drawing of the 3D HCS resembling a shape of a spinning ballerina skirt.
Image credit: NASA

known as the Parker’s spiral [Parker , 1958]. The spiral angle is defined as the angle
between the radial vector from the Sun and the equatorial magnetic field. At Earth,
the spiral angle is about 45◦ [Jokipii and Thomas, 1981]. As mentioned above, Sun’s
magnetic field has opposite polarity in northern and southern hemispheres. As a
result, a heliospheric current sheet (HCS) forms near the equator across which the
field direction reverses. Even during a solar minimum, the solar rotation axis is not
aligned with the magnetic axis. The angle between the solar rotation axis and the
magnetic axis is called the tilt angle, that approaches maximum during the solar
maximum. The HCS has a wavy shape (see Figure 1.2) that resembles a spinning
ballerina’s skirt [Jokipii and Thomas, 1981].

4

1.2

Cosmic Rays

In 1912, Austrian-American physicist Victor Hess sent a balloon with electrometers on-board to an altitude of 5300 meters and discovered that the ionization
rate increases with altitude. In the November 1912 issue of the German journal
Physikalische Zeitschrift, Hess wrote: “The results of my observation are best explained by the assumption that a radiation of very great penetrating power enters
our atmosphere from above”. He received the Nobel Prize in Physics in 1936 for
his discovery. At that time, scientists believed that the radiation consisted of γ rays.
Later in 1925, Robert Millikan introduced the term “Cosmic rays”. Subsequently, Jacob Clay [Clay, 1927] found out that the sources of ionization were charged particles
deflected by the geomagnetic field. In 1948, Phyllis Frier and coworkers discovered
helium and heavier elements in cosmic rays. Presently, cosmic rays are categorized
into three main types: anomalous cosmic rays (ACRs), galactic cosmic rays (GCRs),
and solar energetic particles (SEPs). A few facts about GCRs and SEPs are discussed
below followed by a detailed discussion on ACRs.

1.2.1

Galactic Cosmic Rays
GCRs are very high-energy particles (energy extending up to 1021 eV) that

originate outside our solar system. A very high percentage of GCR nuclei are hydrogen
(∼ 90%) followed by helium and other heavy elements. The cosmic ray spectrum
measured near the Earth is shown in Figure 1.3. Within the energy range of 1010 −1015
eV, the spectrum is a power law with a slope of ∼2.7. These particles are believed
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Figure 1.3: Cosmic ray differential energy spectrum. Image credit: NASA

to be accelerated at supernova remnant (SNR) shocks. Around 1016 eV the spectral
slope becomes steeper (∼3.0) and this is known as the “knee” of the spectrum. It
is believed that SNR shocks become less efficient at these energies as a result of
particle gyroradius exceeding the shock thickness and leading to a steeper power law.
Further, the spectrum become flatter around 1019 eV and this is called the “ankle” of
the spectrum. It is likely that the source of these extremely high-energy particles are
outside our galaxy (extragalactic origin). Particles with energy less than ∼10 GeV
are subject to solar modulation (the influence of the Sun on the cosmic-ray intensity
- see Section 2.3), and therefore the spectrum observed at Earth deviated from the
power law.
6

1.2.2

Solar Energetic Particles
SEPs mostly originate from solar flares and massive bursts of solar wind that

are ejected into the interplanetary medium known as coronal mass ejections (CMEs).
These particles typically have energies ranging from several hundred MeV/nucleon to
few GeV/nucleon. The composition of SEPs are similar to GCRs. During a strong
solar storm, the flux of cosmic rays at Earth can double or triple as a result of the
increase in SEPs. This is known as a solar particle event.

1.2.3

Anomalous Cosmic Rays
Neutral atoms that have entered the heliosphere from the surrounding LISM

could become ionized by photo-ionization (interacting with the solar ultra-violet photons) or through charge exchange with the solar wind ions. The newly-created ions,
called pickup ions (PUIs) are singly charged, in contrast to the solar wind, which is
in a higher state of ionization [Fisk et al., 1974; Bame et al., 1968]. PUIs become
assimilated into the solar wind and travel toward the TS, where they are believed
to be accelerated by the diffusive shock acceleration (DSA) process [Krymskii, 1977;
Bell , 1978; Blandford and Ostriker , 1978]. DSA will be discussed in Section 2.1. By
the time the solar wind reaches the TS, it becomes entrained with PUIs, that are
accelerated and heated by the pickup process that transfers the bulk flow energy of
the solar wind to the PUIs [e.g., Richardson et al., 2008]. As a result, the solar wind
decelerates by ∼ 20% before reaching the TS [Richardson and Stone, 2009]. In the
plasma frame, PUIs have velocities of the order of the bulk speed of the solar wind,
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Figure 1.4: Anomalous cosmic rays acceleration process at the termination shock.
Image credit: NASA

that is much larger than the typical thermal speed of core solar-wind ions. Because
of their greater speeds and larger Larmor radii, PUIs are preferred to solar wind ions
by the shock acceleration process [Fisk et al., 1974]. PUIs accelerated to high (a few
MeV/n to ∼100 MeV/n) energies are known as ACRs because of their higher first
ionization energy. Figure 1.4 shows a sketch of ACR evolution sequence described
above.
Well before the discovery of ACRs, Jokipii [1968] suggested that charged particles could be accelerated at a shock-like boundary of the solar system. The detection
of ACRs was first reported by Garcia-Munoz et al. [1973] using the data taken in 1972
by the University of Chicago IMP-5 satellite. They noticed a flat energy spectrum
of cosmic-ray helium below 80 MeV per nucleon (See the Figure 1.5). For low-energy
GCRs, flux is expected to be proportional to the kinetic energy [Rygg and Earl , 1971]
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Figure 1.5: Proton and helium differential spectra measured on IMP-5 over solar
quiet times during 1972 May-July. Dashed curves labeled 65P and 65He: 1965 solar minimum proton and helium spectra, respectively, as compiled by Gloeckler and
Jokipii [1967]. A and B curves: typical calculated spectral shapes for proton and helium spectra, respectively. Reproduced from Garcia-Munoz et al. [1973] by permission
of the AAS.

and as a result, GCR models were not able to reproduce the observed spectra. Soon
after, Hovestadt et al. [1973] reported a bump in the oxygen spectrum between 2 and
8.5 MeV per nucleon in data taken by IMP-7. Pioneer 10 measurements from 19721973 showed that the intensity of oxygen and nitrogen nuclei is much higher compared
to their abundance in GCRs [McDonald et al., 1974]. They suggested these particles
are likely to be a “new extrasolar component of cosmic rays” and they called it the
‘anomalous’ component of cosmic rays. Shortly afterward, Fisk et al. [1974] proposed
that ACRs are former interstellar neutral atoms that become singly ionized and accelerated inside the “solar cavity” (i.e., the heliosphere). Later, neon [von Rosenvinge
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and McDonald , 1975], argon, small amounts of carbon [Cummings and Stone, 1987]
and hydrogen [Christian et al., 1988] ACRs were also detected. Pesses et al. [1981]
developed the first reasonably complete model of continuous ACR production by DSA
at the solar-wind TS.
He, N, O, Ne, and Ar are abundant ACR elements whose first ionization
potentials are greater than or equal to that of H [Cummings et al., 2002]. Other ACR
species such as C, Na, Mg, Si, S, and Fe [Reames, 1999; Cummings et al., 2002] have
lower first ionization potentials than that of H. These elements are mostly ionized
in the LISM [Frisch, 1998; Slavin and Frisch, 2002] and consequently, they will be
deflected by the solar magnetic field, restricting access into the heliosphere. This
implies these rare ACRs are less likely to be of interstellar origin.
Soon after the discovery of anomalous ions, Blake and Friesen [1977] predicted
that if ACRs are singly ionized they would easily penetrate deeper into the Earth’s
magnetosphere (the surrounding region of a planet where planet’s magnetic field dominates) because of their larger gyroradii. Those ions that reach low-latitudes can lose
some or all of the electrons in the upper atmosphere, decreasing their gyroradii and
becoming stably trapped in the magnetosphere. A narrow belt of interstellar matter
(trapped ACRs) was discovered [Cummings et al., 1993; Selensnick et al., 1995] within
the inner belt of the Van Allen radiation belts. This implies that ACRs are singly
ionized. In addition, Cummings et al. [1984] showed that ACRs are singly ionized by
scaling anomalous spectra of different species with appropriate energy and intensity
factors. Early ACR measurements suggested that lower energy particles were mostly
singly ionized (e.g. oxygen upto some ∼20 MeV n−1 ) [Biswas et al., 1988; Adams
10

Figure 1.6: The Voyager 1 spacecraft. Image credit: NASA

et al., 1991; Klecker , 1995]. However, later measurements by the Solar, Anomalous,
and Magnetospheric Particle Explorer (SAMPEX) spacecraft showed that anomalous
oxygen with energies greater than 20 MeV n−1 consists primarily of higher ionized
states [Mewaldt et al., 1996]. It takes a long time for a singly charged ion to accelerate
to higher energies. As a result, there is a probability for some of these ions to become
further ionized by electron stripping and produce multiply charged ACRs.

1.3

Voyager Interstellar Mission

Advanced Composition Explorer (ACE), Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics (PAMELA), and Wind are some of the spacecraft that collect cosmic-ray data near Earth at 1 AU (distance from the Sun) whereas
Voyager 1 (V1) and Voyager 2 (V2) collect cosmic-ray data at very large distances
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from Earth. Voyager observations are much more important to our work, as we are interested primarily in the cosmic-ray observations from the TS and beyond. Voyager
spacecraft, launched in 1977, are the farthest traveled man-made objects to date.
Originally designed to explore the gas giant planets, the Voyagers continued their
journey into the outer heliosphere and out of the solar system. V1 and V2 crossed
the TS in December of 2004 and September of 2007 respectively [Stone et al., 2005,
2008]. At the time of writing, V1 and V2 are at distances of 130 AU and 107 AU from
the Sun, respectively. V1 crossed the HP in August of 2012 [Burlaga et al., 2013;
Gurnett et al., 2013; Krimigis et al., 2013; Stone et al., 2013; Webber and McDonald ,
2013] and is currently in the LISM whereas, V2 is still exploring the heliosheath. The
Cosmic Ray Subsystem (CRS) instrument on board the spacecraft consist of three
telescopes: the High Energy Telescope System (HETS), the Low Energy Telescope
System (LETS), and The Electron Telescope (TET). CRS detects cosmic ray nuclei
from hydrogen through iron over an energy range of ∼1–500 MeV n−1 [Stone et al.,
1977]. Figure 1.6 shows an image of the V1 spacecraft.

1.4

Summary

In this work, we study ACRs in particular because they are formed inside the
heliosphere and they provide a wealth of information about particle acceleration process. Furthermore, they are helpful in studying the structure of the heliosphere. For
example we would be able to predict the geometry of the TS, whether it is spherical
or non-spherical. Because ACRs are born from the neutral atoms in the LISM, their
composition helps us in understanding the abundance of interstellar neutral gas, ion12

ization state of the LISM, and even the origin of GCRs [Cummings and Stone, 1987,
1990, 2007].
The rest of the dissertation is structured as follows. In Chapter 2, ACR observations and theoretical aspects are discussed and it is followed by a description
of the transport model. Then, in Chapter 3, we develop a semi-analytical plasma
background model to simulate ACRs. The spectral evolution of anomalous ions at
V1 beyond the TS is described in Chapter 4, and multiply charged anomalous oxygen simulations are presented in Chapter 5. Finally, the conclusions are given in
Chapter 6.
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CHAPTER 2

ANOMALOUS COSMIC RAYS: OBSERVATIONS, THEORY AND
MODELING

2.1

ACR Acceleration

A shock is said to be collisionless, if the shock width is much smaller than
the mean free path (due to scattering on plasma waves) of a particle. In collisionless shocks, particles interact with each other through the emission and absorption
of plasma waves. Magnetized collisionless shocks are efficient particles accelerators
in space. There are primarily two types of shocks that are categorized based on the
magnetic field direction: parallel shocks and perpendicular shocks. If the direction
of the magnetic field is parallel to the shock normal, it is a parallel shock and if the
direction of the magnetic field is perpendicular to the shock normal, it is a perpendicular shock. In general, the TS is a considered as a quasi-perpendicular (nearly
perpendicular) shock [e.g., Burlaga et al., 2009].
ACRs are believed to be accelerated by DSA at the TS and it is the most
accepted theory. Generally, the combination of the first-order Fermi acceleration and
the shock drift acceleration mechanisms is referred to as DSA. First-order Fermi acceleration mechanism was originally developed to explain cosmic-ray acceleration at
14

parallel shocks [Krymskii, 1977; Bell , 1978; Blandford and Ostriker , 1978; Fermi ,
1949]. An illustration of this theory is shown in the left panel of Figure 2.1. Upstream of the shock, the plasma flow travels at supersonic speeds (u1 ), whereas it
travels subsonic downstream (u2 ). Smaller-scale irregularities, in the form of Alfven
and magnetosonic waves (turbulence) in the large-scale magnetic field that is frozen
into the highly-conductive plasma, are capable of scattering particles in pitch angle
(the angle between the velocity and the magnetic field) and produce random walk
motion also known as diffusion. In the upstream reference frame, in which the particle
distribution is isotropic, the downstream plasma (and its scattering centers) are coming head-on at speed u1 -u2 . Similarly, from the point of view of downstream plasma,
the upstream plasma (and its scattering centers) are coming head-on at same speeds.
Therefore, each time a charged particle traverse the shock, it gains energy due to
head-on collisions with magnetohydrodynamic (MHD) waves (or scattering centers).
Wave scattering ensures that the particle distribution stays isotropic after shock crossing. The direction-averaged momentum gain for a particle scattering downstream of
the shock (a single shock crossing) is [Drury, 1983]

h∆pi =

2p ∆u
,
3 w

(2.1)

where, ∆u is the velocity difference between upstream and downstream plasma flow
and w is the particle speed. The average gain in momentum is proportional to the order of ∆u/w, which is why this mechanism is called the first-order Fermi acceleration.
It is a much more efficient acceleration mechanism compared to the original Fermi
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Figure 2.1: The left panel shows an illustration of the first-order Fermi acceleration
mechanism [Terasawa, 2001]. Copyright 2001 by Elsevier. The right panel shows an
illustration of the shock drift acceleration mechanism (Image credit: Marc Pulupa).
See text for details.

acceleration discussed in Fermi [1949] which is of second order. The above discussion can be applied to perpendicular shocks as well, albeit in a different form. In this
case, energetic particles cross the shock multiple times as a result of the perpendicular
diffusion due to magnetic field line random walk.
In addition, Jokipii [1982] discussed another possible acceleration mechanism
for a perpendicular shock known as the shock drift acceleration. The right panel
of Figure 2.1 shows an illustration of this theory. For a perpendicular shock, the
magnetic field is compressed downstream, resulting in a positive field gradient from
upstream to downstream. Therefore, energetic particles will experience gradient drift
at the shock front (see the right panel of Figure 2.1: drift direction is upward along the
shock). Note that the motional electric field Ef = −u × B is in the same direction as
the drifts. As a result, energetic particles will gain energy moving along the electric
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field. Because TS is a quasi-perpendicular shock, one would expect ACRs to be
accelerated at the TS as a result both of the above acceleration processes.
The acceleration time for a planar shock [Axford , 1981; Lagage and Cesarsky,
1983] can be written as follows,

3
τa =
un1 − un2

Z

p

pmin



κn1 κn2
+
un1 un2



dp
,
p

(2.2)

where pmin and p are the initial and the final momenta, respectively, and un , κn
are the velocity and the diffusion coefficient in the direction normal to the shock,
respectively. Here the subscript 1 and 2 refer to the upstream and the downstream
regions, respectively. In general, because the diffusion perpendicular to field lines
is much slower compared to the diffusion along the field, the acceleration time at
a perpendicular shock is much shorter than at a parallel shock. As a result, one
would expect energetic particles to be accelerated efficiently at a perpendicular shock
compared to a parallel shock. This would imply that the TS is an efficient particle
accelerator for ACRs because it is a quasi-perpendicular shock.
The momentum spectra produced by DSA at a shock are power-laws that is
dependent only on the compression ratio s with the pitch-angle-averaged phase-space
density f ∝ p−τ , where τ = 3s/s − 1. We know that the differential intensity J = p2 f
and the kinetic energy E ∝ p2 . As a result, in terms of kinetic energy, J ∝ E (2−τ )/2 .
However, the spectra also contain a rollover at high energy that is caused primarily
by deceleration of particles in the expanding solar wind [Florinski and Jokipii , 2003].
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2.2

Source of ACRs

When V1 crossed the TS in December of 2004 at 94AU [Stone et al., 2005], the
measured spectra of ACRs were not consistent with what was expected from DSA.
Lower ACR energy intensities were much less than the predicted source intensity,
indicating that there was substantial modulation of ACRs. The TS was believed to
be the source of ACRs and therefore, ACR intensities were expected to peak at the
shock with no modulation effects. Subsequently, ACR spectra began to unfold in the
heliosheath. In the period 2004-2007, the intensity of 12-22 MeV per nucleon ACR
He at V1 increased by a factor of ∼21 [Stone et al., 2005]. When V2 crossed the
TS in September of 2007 at 84AU, the observed spectra were similar except there
was an increase in ACR intensities as solar modulation decreased with declining solar
activity from 2004 to 2007 [Stone et al., 2008].
Observations at the TS led to a wide range of alternative explanations for ACR
acceleration. McComas and Schwadron [2006] proposed that a blunt TS accelerates
ACRs at the flanks and the tail of the shock. Here the flanks and the tail are connected through the heliosheath region by magnetic fieldlines that enables continuous
access to the acceleration region. Fisk and Gloeckler [2009] suggested that ACRs
are accelerated by random plasma compressions in a region near the HP and subsequently diffuse back into the heliosheath. Another mechanism proposed by Drake
et al. [2010], suggests that ACRs are accelerated in the heliosheath due to the highly
complex magnetic field structure. Magnetic reconnections lead to a complex network
of interacting magnetic islands and particles are accelerated by reflection in contract-
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ing islands. Guo et al. [2010] studied the effects of large-scale sinusoidal magnetic
field variations on DSA. They showed that the shock acceleration is suppressed at
places where field line connection points to the shock move away from each other,
whereas the region where connection points approached each other formed hotspots
that accelerated particles to high energies.
Coronal mass ejections (CMEs) are massive bursts of solar wind that are
ejected into the interplanetary medium. Global merged interaction regions (GMIRs)
are large-scale disturbances that originate from the interaction between high and low
speed solar wind streams and multiple interplanetary shocks originating from CMEs
[McDonald et al., 2000]. GMIRs sweep out cosmic-rays resulting in a rapid decrease
in cosmic rays known as a Forbush decrease [Forbush, 1937]; an effect that has been
observed near Earth. Jokipii [2012], by studying the observations of V1 20 years ago
[McDonald et al., 2000] pointed out that these observations gave crucial information
about the source of ACRs. There was a very large decrease of cosmic ray intensity
when a GMIR passed the V1 at 46.1AU. ACRs recovered within a year but GCRs
took much longer time to recover. This implies that the source location of the ACRs
was much closer to the V1 location at that time. By comparing the recovery of ACRs
and GCRs, McDonald et al. [2000] calculated the source of ACRs to be at 88.5 ±
7 AU from the Sun which agrees well with the TS distance observed by V1 [Stone
et al., 2005, 2008]. A 2D simulation of a propagating disturbance done by Jokipii and
Kota [2001] was consistent with the above observation. The above observations rule
out the other acceleration mechanisms in the heliosheath and near the HP.
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2.3

Transport Theory

The solar wind and the magnetic field frozen into the highly-conductive plasma
play a major role in propagation of ACRs within the heliosphere. First, scattering
causes them to develop bulk motion with solar wind (advection). Note that, the
advection with the solar wind across the magentic field can also be attributed to
electric field drift. Second, particles experience gradient and curvature drifts. In
addition, they diffuse as a result of interaction with turbulence. Finally, cosmic-rays
gain (lose) energy by the compression (expansion) in the solar wind. The change in
the particle number density, as a result of all of the above competing processes is
known as solar modulation.
In this work, ACR transport is described via Parker’s equation [Parker , 1965],
which is a partial differential equation of a parabolic kind. Parker’s equation describes
the evolution of the probability density for a particle to be found at a point (r, p)
in phase space. Most of the current work on cosmic-ray transport and acceleration
are based on this equation. It is a good approximation for energetic particles if the
scattering is faster than the macroscopic time scales, so that the particle distribution
is close to isotropic [Jokipii , 2012]. The Parker equation may be written as

∂f
∂
∂f
+ (ui + vd,i )
−
∂t
∂xi ∂xi



∂f
∇.u ∂f
κij
−
= 0,
∂xj
3 ∂ ln p

(2.3)

where f is the pitch-angle-averaged phase-space density, u is the plasma velocity, κ
is the diffusion tensor, and vd is the drift velocity.
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In Equation 2.3, the diffusion tensor in the solar frame is given by

κij = κ⊥ δij + (κk − κ⊥ )

Bi Bj
,
B2

(2.4)

where κk and κ⊥ are the parallel and the perpendicular diffusion coefficients, respectively. Particles diffuse parallel to the field as a result of scattering in pitch-angle,
while they diffuse perpendicular to the field due to the random walk of the field lines
themselves. Note that in perpendicular diffusion, field-line random walk dominates
scattering across field lines [Giacalone and Jokipii , 1999].
The drift term in Equation 2.3 includes gradient and curvature drifts. The
drift velocity for an isotropic distribution is given by

vd,i

∂
pcw
ijk
=
3e
∂xj



Bk
B2


,

(2.5)

where e is the electric charge of the particle, and w is the particle speed. Figure 2.2
shows the drift patterns for charged particles with a positive charge in negative (A<0)
and positive (A>0) solar cycles [Jokipii et al., 1977]. For the A<0 case, particles drift
along the TS to the equatorial plane, come toward the Sun along the HCS, and move
outward along the poles as shown in the left panel. The drift pattern is opposite
for the A>0 case (right panel). Therefore, one would expect ACRs to have higher
intensities in the equatorial plane for the A<0 and near the poles for the A>0 case
as they get accelerated moving along the TS.
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Figure 2.2: Drift patterns for positively charged particles in a negative polarity
solar cycle (left panel) and in a positive solar cycle (right panel). θ = 0◦ and θ = 90◦
represent the polar region and the equatorial plane respectively.

The energy change in Equation 2.3 is given by the velocity divergence (∇.u)
term. In general, the energy change due to drift [Jokipii , 1982] can be written as,

1
p



dp
dt


=−
drif t

∇.u⊥
.
3

(2.6)

Positive charged particles will gain (lose) energy by drifting along (opposite to) the
motional electric field direction. Thus, the total energy change is the sum of the two
terms: one involving drifts and the other is a result of expansion or compression of
plasma flow parallel to the field (−∇.uk /3).
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2.4

Stochastic Transport Model

A process that fluctuates randomly in time is known as a stochastic process.
It is a probabilistic process in the sense that even if the initial condition is known,
there are several directions in which the process could evolve. A stochastic differential
equation (SDE) is a differential equation driven by random increments at each timestep. SDEs and their applications are discussed in e.g., Gardiner [1983] and Jacobs
[2010]. Jokipii and Owens [1975] were the early adopters of the stochastic method
to solve cosmic ray transport problems in the solar wind. A similar approach based
on SDEs was used later by Chalov et al. [1995], Zhang [1999], Ball et al. [2005] and
Florinski and Pogorelov [2009].
There are mainly two types of SDEs: Ito and Stratonovich. A stochastic
integral in which the integrand is evaluated at the start of each interval is known
as an Ito stochastic integral whereas, if the integrand is evaluated at the mid point
of each interval, it is known as a Stratonovich integral. SDEs are often transformed
into SDEs of the Ito type because of the difficulty in handling the properties of the
Stratonovich integration rule [Zhang, 1999]. In our transport model we use a set of
SDEs of the Ito type. In general, an Ito SDE for a stochastic process x(t) can be
written as
dxi = ai (xi , t)dt + bij (xi , t)dWj (t),

(2.7)

where xi is the phase space coordinate, ai (xi , t) is a known vector, bij (xi , t) is a known
tensor, and dWj (t) is an increment of the Wiener process (Gaussian random walk).
According to Ito calculus, dt, dWj , and (dWj )2 are the only terms that contribute
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to the solution of a SDE. By using the Ito’s rule, one can show that (dWj )2 = dt,
and therefore the quadratic term cannot be neglected. A diffusion process could be
approximated by an Ito SDE [Gardiner , 1983], which is called Ito diffusion, and is
a reversible process. The Parker equation can be transformed into a Fokker-Planck
equation that describes the time evolution of the probability density of xi (t) ,

∂
1 ∂2
∂
P (xi , t) = −
[ai (xi , t)P (xi , t)] +
[Dij (xi , t)P (xi , t)],
∂t
∂xi
2 ∂xi ∂xj

(2.8)

where P (xi , t) is the probability density and Dij (xi , t) = bik bkj . The same equation
can be re-written as a backward Fokker-Plank equation [Gardiner , 1983],

∂
∂
1 ∂2
R(yi , t) = ai (yi , −t) R(yi , t) +
[Dij (yi , −t)R(yi , t)],
∂t
∂y
2 ∂yi ∂yj

(2.9)

where R(yi , t) = P (xi , 0|yi , −t), which is the probability density of xi at t = 0 given
the probability density of yi for t < 0.
For the SDE solver, the Parker equation (Equation 2.3) must be converted to
a backward Fokker-Planck equation,



∂κij ∂f
∂ 2f
∇.u ∂f
∂f
+ ui + vd,i −
− κij
−
= 0.
∂t
∂xj ∂xi
∂xi ∂xj
3 ∂ ln p

(2.10)

The displacement of a trajectory in the solar rest frame is computed as in Florinski and
Pogorelov [2009]. The deterministic part of the displacement dxdet
i and the logarithmic
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momentum step d ln p are given by,



∂κij
= − ui + vd,i −
dt,
∂xj
∇.u
d ln p =
dt.
3
dxdet
i

(2.11)
(2.12)

The probabilistic (or stochastic) displacement is

dxprob
= bij (xi , t)dWj (t).
i

(2.13)

For convenience, the diffusive part was transformed into the field-aligned frame, where
the diffusion tensor is diagonal. This involves aligning the magnetic field B with the
z 0 axis and rewriting Equation 2.10 only including diffusion terms as,

κ⊥ ∂
∂f
−
∂t
r ∂r



∂f
κ⊥ ∂ 2 f
∂ 2f
−
κ
= 0,
r
− 2
k
∂r
r ∂φ2
∂z 02

(2.14)

where r, φ and z 0 are in cylindrical coordinates local to the particle’s position. Assume
Z and R to be normalized displacements along the mean field and in the plane
perpendicular to the field respectively. Let the probability densities P (Z) (1-D) and
P (R) (2-D) be normally distributed with mean 0 and variance 1/2. By applying
the inverse transform method, it is possible to write Z = erf−1 (2nz − 1) and R =
p
ln(1 − nr ), where nr and nz are uniformly distributed random numbers between 0
and 1. Then, the probabilistic displacement may be written as follows,

dxprob
i

q
p
= Z(nz )2 κk dt bi + R(nr )2 κ⊥ dt ci (nφ ),
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(2.15)

where bi , ci are unit vectors in the directions of parallel and perpendicular transport,
and nφ is a uniformly distributed random numbers between 0 and 1. Finally, the total
prob
displacement is given by dxi = dxdet
. The minimum of advective (in r, θ, φ
i + dxi

directions), diffusive (in r, θ, φ directions), and momentum time steps was taken as
the time step for simulations.
In our code we integrate Equation 2.10 backward-in-time similar to Zhang
[1999], Ball et al. [2005], and Florinski and Pogorelov [2009]. The backward-in-time
integration is much more efficient compared to the forward-in-time integration because
it ensures that only particles satisfying the boundary conditions are counted [Kota,
1977; Pei et al., 2010]. In this work stochastic integration is performed in Cartesian
coordinates, whereas Pei et al. [2010] presented a method to integrate directly in
spherical coordinates.
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CHAPTER 3

ACR SIMULATIONS WITH A SEMI-ANALYTIC PLASMA
BACKGROUND

In this chapter we investigate the acceleration of ACRs at the TS using a
three-dimensional transport model that includes drift motion. We employ two axisymmetric (with respect to the the interstellar flow direction) plasma models (a)
with a spherical TS and (b) with a non-spherical TS, based on realistic heliospheric
conditions. A combination of several simple flow geometries were used to compute
the plasma velocity field analytically. Particle simulations were performed for He+
ions, where ACR features clearly stand out from the galactic cosmic-ray background
(the singly ionized He is unique for ACRs). The content of the chapter is adapted
from Senanayake and Florinski [2013].
This chapter is structured as follows. Section 3.1 describes the plasma and
magnetic field backgrounds used in our model. The energetic charged particle transport model is presented in Section 3.2. Section 3.3 reports the results of our simulations and the analysis of the ACR energy spectra and their radial intensity profiles.
Finally, Section 3.4 summarizes the results, discusses the limitations and suggests
some future improvements to the current model.
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3.1

Plasma and Magnetic Field Backgrounds

Two coordinate systems are commonly used to describe the heliospheric interface, one attached to the solar rotation axis and the other to the interstellar flow
vector. For convenience, both systems are used in our model. The background plasma
flow is derived in the coordinate frame where the z-axis points in the upwind direction (coordinate system 1 in Figure 3.1). All the equations in this chapter are written
in this coordinate frame, where they have a relatively simple form. Subsequently,
a coordinate transformation is performed into the frame where the z-axis is aligned
with the solar rotation axis (coordinate system 2 in Figure 3.1). This is essentially
the solar equatorial coordinate system that the reader is more familiar with. This
frame is used for all the figures in this chapter. The plasma flow model used here
is axisymmetric about the direction of the interstellar wind, permitting the use of
scalar potentials or stream functions that greatly simplifies the derivations. The fully
three-dimensional magnetic field is treated in a kinematic approximation, ignoring
the magnetic stresses on the plasma.
In constructing analytic models of the heliosphere, assumptions of flow incompresibility and/or potentiality are commonly used. A flow is said to be incompressible
if the density of a fluid parcel is not affected by changes in the pressure [e.g., Batchelor , 2000], and the flow velocity has a zero divergence (∇ · u = 0). A flow is called
irrotational (or potential) if the curl of its velocity, known as the vorticity, is zero
(ω = ∇ × u = 0). Parker [1961, 1963] and Suess and Nerney [1990, 1991] used the
potential flow approximation to compute the plasma velocity field in the subsonic
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Figure 3.1: Two coordinate systems discussed in the text. In coordinate system 1,
z-axis points to the interstellar flow direction whereas in system 2, z-axis is aligned
with the solar rotation axis.

region (i.e., the heliosheath), whereas Khabibrakhmanov and Summers [1996] used
the stream function approach (see below). These authors treated the heliosheath
plasma as both incompressible and irrotational. Parker [1963] estimated that the
plasma pressure behind the TS is only 15% smaller than the interstellar gas pressure.
Under these conditions the density variations in the heliosheath are small. Further,
the downstream Mach number (the speed of the plasma flow divided by the speed of
sound) is small and as a result compressibilty effects will be small. Therefore, the
downstream flow can be approximated as incompressible.
We argue that the incompressibilty condition is more important in the context
of ACR acceleration because a compressible heliosheath flow would accelerate the
particles and compete with shock acceleration, making it impossible to investigate
the effect of the shock geometry alone. Since the power law slope, τ , of the ACR
momentum spectra depends on the shock compression ratio s as τ = 3s/(s − 1),

29

satisfying the Rankine-Hugoniot (RH) conditions (see Section A.1) at the TS is of
crucial importance in our problem. Note that none of the above mentioned models
fully satisfy the RH conditions at the TS.
In the supersonic solar wind region we assume a uniform, constant radial
velocity uu = 450 km s−1 . Generally, during solar minimum conditions the slow solar
wind is prevalent at low latitudes, and the fast solar wind over the polar regions,
but this is not critical in our simulation because we are primarily interested in how
the shock geometry affects the ACR spectra. The heliosheath flow velocity may be
expressed as a curl of a Stokes’ stream function ψ eˆφ , where eˆφ is the unit vector along
the azimuthal direction. Such a flow automatically satisfies the incompressibility
condition by construction. In spherical coordinates, the velocity is expressed as

ur =

r2

1 ∂ψ
,
sin θ ∂θ

uθ = −

1 ∂ψ
,
r sin θ ∂r

(3.1)

where ψ is Stokes’ stream function. By taking the curl of Equation 3.1, one obtains
the equation for the stream function,

1 ∂
1 ∂ 2ψ
+ 3
2
r sin θ ∂r
r ∂θ



1 ∂ψ
sin θ ∂θ


= −ω,

(3.2)

where ω is in the φ̂ direction. The equation for vorticity can be derived by taking the
curl of the Euler equation,
u·∇



ω 
= 0.
r sin θ
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(3.3)

This equation is difficult, if not impossible, to satisfy, unless a finite (small) vorticity
is present in the solar wind. However, the more important incompressibility condition
is always satisfied by the stream function approach.
The expression we use for the stream function is a combination of several
simple flow patterns [see, e.g., Batchelor , 2000]. We choose

ψ=

−u0 R02

u∞2 R03
u∞4 R04
u∞1 r2
2
2
2
sin θ −
sin θ + u∞3 R0 r sin θ +
cos θ −
sin2 θ, (3.4)
2
2
r
2r

where R0 is a constant with the dimension of length. Substituting Equation 3.4 into
Equation 3.2 gives the vorticity
"
 4 #
R0
R0
2 sin θ
2u∞3
− 2u∞4
.
ω=
r
r
r

(3.5)

In Equation 3.4, the first term is a point source of strength u0 R02 placed at the origin,
the second term describes a uniform flow with speed u = u∞1 êz , the third is a
dipole flow of strength u∞2 R03 êz at the origin, the fourth is a ‘Stokeslet’ at the origin
[Batchelor , 2000], and the combination of third & fourth terms gives the Stokes flow
around a sphere [Stokes, 1851] of radius 4R0 /3 moving with velocity u = u∞3 eˆz , and
the fifth term is a vortex doublet of strength u∞4 R04 centered at the origin.
We begin with the spherical TS model. A non-spherical TS will be introduced
in the subsequent section. The spherical TS model serves as a reference against which
we compare the results for other shock geometries.
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3.1.1

Spherical termination shock
Consider a spherical shock of radius R0 and constant compression ratio s. In

order to satisfy the gas-dynamic RH conditions at a spherical TS, the tangential flow
velocity must be zero immediately downstream of the TS. Using the above generalized
stream function, this condition is satisfied if u∞1 = u∞2 = u∞3 = u∞4 = u∞ . Figure 3.2 shows the streamlines generated for each of the terms given in Equation 3.4
that satisfy the above condition. In this figure, the bottom right panel shows the
streamline pattern that is obtained by adding the five stream functions. The plasma
velocities are obtained by taking the curl of Equation 3.4,
 3
 4 #
R0 1
R0
1 R0
+ 2u∞ cos θ
− −
+
,
= u0
r
2
r
2 r
"
 3
 4 #
R0
R0
R0
= −u∞ sin θ
−1+
−
,
r
r
r


ur
uθ

R0
r

2

"

(3.6)

uφ = 0.

We remind the reader that these velocities are written in the spherical coordinate system with the z-axis pointing in the upwind direction. To match the locations
of the heliospheric boundaries, we chose u0 = 150 km s−1 (velocity downstream of
the shock), u∞ = 400 km s−1 , and R0 = 90 AU. u∞ may be interpreted as the effective velocity at infinity (i.e., in the LISM) if the density in the heliosheath and
the LISM were the same. In reality, the interstellar density is much larger, and the
velocity correspondingly smaller [e.g., Pogorelov et al., 2004], but this is of no relevance here because the ACR transport model is confined to the heliosheath region
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Figure 3.2: The corresponding streamlines for the terms given in Equation 3.4 are
shown here. Top row left column shows the source term, top right is the uniform
flow term, middle row left panel shows the dipole term, middle right panel shows
the Stokeslet term, bottom row left panel shows the vortex doublet term and finally
bottom right panel shows the addition of all the above terms.
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Figure 3.3: The magnitude of the plasma flow velocity with streamlines in the
equatorial plane for a spherical (left) and a non-spherical (right) TS. The flow is radial
upstream of the shock, but deflects toward the tail past the TS. The stagnation point
is at ∼ 157 AU in both cases. Reproduced from Senanayake and Florinski [2013] by
permission of the AAS.

(see below). The upstream solar wind velocity uu = 450 km s−1 , which yields the
shock compression ratio s = 3. Figure 3.3 (left panel) shows the velocity magnitude
(color) overplotted with the plasma flow streamlines in the equatorial plane (or any
other plane containing the z-axis). The heliosphere has a familiar comet like shape
with the stagnation point (the nose of the HP) at a distance of 157 AU from the Sun.
The flow velocity given by Equation 3.6 has non-zero vorticity, which explains the
convergence of the streamlines in the tail for this geometry.

3.1.2

Nonspherical shock
For a non-spherical TS, the plasma velocity immediately downstream of the

shock is no longer radial. Consider a surface of revolution (about the z axis) given
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Figure 3.4: A projection of the non-spherical TS on a meridional plane (the surface of the shock is rotationally symmetric about the z-axis). Note the difference
between the radial/normal and the meridional/tangential unit vectors. Reproduced
from Senanayake and Florinski [2013] by permission of the AAS.

by the function R = R(θ). The tangent vector to the surface is

ṘêR + Rêθ
dRêR + Rdθêθ
= p
,
τ̂ = √
2
2
2
dR + R dθ
Ṙ2 + R2

(3.7)

where Ṙ = dR/dθ. We can likewise express the normal vector as

RêR − Ṙêθ
n̂ = p
.
Ṙ2 + R2

(3.8)

The geometry of the shock and the unit vectors are schematically shown in Figure 3.4.
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Mass flux conservation for a stationary shock wave given by R = R(θ), with compression ratio s(θ) and upstream radial speed uu , requires that

1
u · n̂ = uu êr · n̂,
s

(3.9)

u · τ̂ = uu êr · τ̂ .

(3.10)

Writing this in component form we obtain

dR uu R
−
= 0,
dθ
s

(3.11)

dR
dR
+ uθ R − uu
= 0.
dθ
dθ

(3.12)

ur R − uθ

ur

This yields a first order ODE for R,

uθ R
dR
=
,
dθ
uu − ur

(3.13)

and an algebraic expression to find s from

s=

uu R
.
ur R − uθ (dR/dθ)

(3.14)

Because R and dR/dθ vary with θ, it is not possible to obtain a solution with a
constant compression ratio along the shock. We seek the values for the constants,
u0 , u∞1 , u∞2 , u∞3 , u∞4 that (a) yield the correct shock location at the nose, (b) produce a stagnation point on the HP that is near to that of the spherical TS model
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discussed earlier, (c) have the required elongation in the tail of the TS and (d) yield
a minimum variation of s(θ). Our solution has the nose of the TS at 90 AU, the tail
at 135 AU; the stagnation point is within ∼1% to the value for the spherical TS, and
the compression ratio deviates by only 10% from its spherical TS value of 3.0. As
before, the velocities are obtained by taking the curl of Equation 3.4,


ur = u0

"

2

R0
r
"



u∞1
R0
R0
u∞4
−
− u∞2
+
r
2
r
2
 3
 4 #
R0
R0
− u∞4
,
+ u∞2
r
r

+ 2 cos θ u∞3

uθ = − sin θ u∞3

R0
− u∞1
r

3



R0
r

4 #
,
(3.15)

uφ = 0,

where the values for the coefficients are: u0 = 150.2 km s−1 , u∞1 = 201.2 km s−1 ,
u∞2 = 169.6 km s−1 , u∞3 = 170.0 km s−1 and u∞4 = 200.2 km s−1 . Using equation
Equation 3.15, Equation 3.13 can be integrated to obtain the shape of the TS as


R = Ra

C − 2B
C − 2B cos θ

A/2B
,

(3.16)

where Ra = 90 AU, A = (u∞3 − u∞1 + u∞2 − u∞4 ), B = (u∞3 − u∞1 /2 − u∞2 + u∞4 /2),
and C = (uu − u0 ). The left panel of Figure 3.5 shows the shape of the TS obtained
using Equation 3.16 compared with a spherical TS of radius 90 AU. Near the nose the
two shocks overlap, however toward the flanks and the tail, the nonspherical shock is
more elongated. The right panel shows the calculated compression ratio values using
Equation 3.14. Compression ratios are about 10% higher in the flanks, compared to
the nose and the tail of the TS. A velocity magnitude plot in the equatorial plane
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Figure 3.5: Left panel shows the nonspherical shock comparison with a spherical
shock of radius 90 AU. Right panel shows the variation of shock compression ratio
(s) with the the angle θ.

for the non-spherical TS is shown in Figure 3.3 (right panel). The stagnation point
distance is almost the same as for the spherical TS model. The TS shows significant
elongation toward the tail, where its distance R = 135 AU. Compared to the spherical
model, the tail is wider here because the vorticity is significantly smaller in this case.

3.1.3

Magnetic field
In the solar wind the standard Parker field [Parker , 1958] is a valid zeroth

order approximation. More complicated analytic magnetic field configurations in the
solar wind may be found in Scherer et al. [2010]. For the heliosheath we calculate
the field by solving the steady-state induction equation ∇ × (u × B) = 0 along the
streamlines, similar to Nerney et al. [1991, 1995]. Because ∇ · u = 0 and ∇ · B = 0,
one obtains from the induction equation

(u · ∇)B = (B · ∇)u,
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(3.17)

or, in spherical coordinates, using dl = (dr2 + r2 dθ2 )1/2 ,
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(3.18)

where Ḃi = dBi /dl and u = (ur 2 + uθ 2 )1/2 . The magnetic field at a given grid
point is calculated by integrating backward along the streamlines using a 4th order
Runge-Kutta method until the latter reaches the termination shock. Using the Parker
field in the upstream solar wind region, the value downstream of the shock is found
from the RH conditions. We take advantage of the principle of superposition of
linear equations (any linear combination of solutions is itself a solution). Two initial
guesses are required, one for each component of the magnetic field, to solve the coupled
equations for Br and Bθ . The φ component is computed separately using a single
initial guess. Suppose the initial position of integration along the streamline is l0 and
the final position is lf . The exact solution for the field at the starting point can be
written as,

Br (l0 ) = αBr1 (l0 ) + βBr2 (l0 ),
Bθ (l0 ) = αBθ1 (l0 ) + βBθ2 (l0 ),
Bφ (l0 ) = ζBφ1 (l0 ),
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(3.19)

where the numerical subscripts refer to the two trial starting values. Then, using the
computed values at the endpoints (lf ) in Equation 3.19, we obtain

α = (Br Bθ2 − Bθ Br2 )/(Br1 Bθ2 − Bθ1 Br2 ),
β = (Br Bθ1 − Bθ Br1 )/(Br2 Bθ1 − Bθ2 Br1 ),

(3.20)

ζ = Bφ /Bφ1 .

The magnetic field components without a subscript are taken at lf , where they are
already known. Once the coefficients α, β and ζ are found from Equation 3.20, the
exact solution at the initial point l0 is computed from Equation 3.19.
A flat heliospheric current sheet was used in our model to account for the drift
effect during a solar minimum. The negative magnetic cycle (A < 0) conditions were
used with the solar magnetic field pointing out of the Sun in the southern hemisphere,
and inward in the northern hemisphere. Note that the magnetic field is weak in the
polar regions, which could result in very large transport coefficients. To control the
magnitudes of the diffusion and drift coefficients (see below), another term, Bm , was
added to the total magnitude of the magnetic field similar to Jokipii and Kota [1989]
and Florinski et al. [2003]. Here we assume that the fluctuating field only has a φ
component and we set Bm = 0.2Br at the inner boundary similar to Florinski et al.
[2003]. The total magnetic field is calculated as

2
B 2 = Br2 + Bθ2 + Bφ2 + Bm
.
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(3.21)

Figure 3.6: Magnetic field magnitude with a single spiral field line in the equatorial
plane (left panel) and a three-dimensional view of the spiral field lines (right panel)
in the heliosphere with a non-spherical TS. The magnetic field first decreases in the
solar wind with a subsequent jump at the TS. The field continues to increase into
the heliosheath. The LISM magnetic field is not computed, and its value was set to
zero to produce this figure. Reproduced from Senanayake and Florinski [2013] by
permission of the AAS.

Figure 3.6 shows the magnetic field magnitude with a single spiral field line
plotted in the equatorial plane (left panel) and a three-dimensional view of several
selected field lines (right panel) for the non-spherical TS model. From the left panel
one can see that the magnetic connection region, where the energetic particles can
revisit the acceleration sites at the flanks and the tail along these field lines, spans
about 5 AU in radial distance. McComas and Schwadron [2006] suggested a much
wider connection region (20-30 AU), which is not reproduced in our model, or in other
heliospheric MHD models [e.g., Pogorelov et al., 2006]. Because the LISM region is
not part of the simulation, the magnetic field is not computed there.
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3.1.4

Simulation parameters
The computer simulations reported here were performed on a spherical grid

with 500 × 180 × 120 cells in the r, θ and φ directions, respectively. In our chosen
coordinate system, the x-axis was directed along the LISM inflow direction and the
z-axis was parallel to the solar rotation axis. The inner boundary was placed at
rmin = 5 AU and the outer boundary at rmax = 500 AU. The cell size in the radial
direction was constant at 0.4 AU from the inner boundary up to 140 AU and gradually
increasing with radial distance afterward.

3.2

Transport Model
In this work κk was taken to be proportional to p4/3 , which corresponds to the

non-relativistic limit in the Kolmogorov inertial turbulent range (turbulence spectrum
is discussed in Chapter 4), and inversely proportional to the magnetic field:


κk = κ0

p
p0

κ⊥ = bκk ,

4/3 

B0
B


,

(3.22)
(3.23)

where κ0 = 6.8 × 1022 cm2 s−1 , B0 = 35 µG is the radial magnetic field at 1 AU,
p0 = mc is the rest momentum, and b is a constant varied between 0.01 and 0.05.
With these parameters, the parallel mean free path of a 0.5 MeV n−1 He+ ion is
about 9.5 AU just upstream of the TS. For numerical reasons, for the lowest energy
particles, the diffusion length should satisfy the condition Llow = κrr (pmin )/ur > ∆r
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just upstream of the shock, where ∆r is the radial grid size. The high-energy cutoff in
the spectrum is determined by the balance between the rate of acceleration and the
rate of adiabatic cooling in the solar wind [Florinski and Jokipii , 2003], which implies
that the diffusion length at near-cutoff momentum pcut is Lhigh = κrr (pcut )/ur ∼ R.
We assume a background of pre-accelerated helium PUIs below a fixed value
of momentum pmin , corresponding to the energy Emin = 0.5 MeV n−1 . The rate of
injection is taken to be uniform along the shock. We then integrate along phase-space
trajectories backward-in-time until pmin is reached. The HP and the spherical inner
boundary are treated as absorbing boundaries for the energetic particles. Achieving
pmin requires some sort of pre-acceleration. A number of pre-acceleration mechanism
have been proposed in the literature. For example, Zank et al. [2001] proposed that the
PUIs undergo multiple reflections, an acceleration mechanism known as shock surfing,
before the onset of DSA. Giacalone and Decker [2010] suggested that standard shock
drift acceleration could accelerate low energy PUIs.
Stochastic numerical models are generally simpler and faster compared with
traditional grid-based energetic particle transport models [Florinski and Pogorelov ,
2009]. Another advantage of the SDE approach is that the sampled trajectories and
propagation histories of the “particles” are available to deduce transport times, entry
or exit points, and acceleration sites. Figure 3.7 shows two representative stochastic
trajectories in the non-spherical model with final energies of 2 MeV n−1 and 10 MeV
n−1 . The 2 MeV n−1 trajectory (red line) started in the equatorial plane in the “nose”
direction at 100 AU whereas the 10 MeV n−1 trajectory (blue line) started at a latitude
of 45◦ in the tailward direction at 148 AU. The starting points are marked by the
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Figure 3.7: Trajectories of two helium particles with final energies of 2 MeV n−1
(red) and 10 MeV n−1 (blue), both injected at 0.5 MeV n−1 . The plus sign represents
the start of a trajectory in a backward simulation (the detection point) and the circle
the end point (the injection site). Here the positive x direction is into the interstellar
wind. Reproduced from Senanayake and Florinski [2013] by permission of the AAS.

‘+’ signs and the endpoints by the filled circles. Since this is a backward simulation
the starting point is actually the position where ACRs are observed and the endpoint
is where the PUIs were first injected into the DSA (so the endpoints always lie on
the TS). The figure shows that particles move primarily along the field lines owing
to parallel diffusion; they can also switch between field lines due to perpendicular
diffusion (field line meandering).

3.3

Simulation Results

We have performed rigorous testing of the SDE model that was found to be
sensitive to spatial resolution and time stepping. Below, the SDE model results are
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compared with the output from a conventional PDE solver for a simple test problem.
Next, anomalous helium spectra at different locations on the shock and in the sheath
are discussed for the two reference TS geometries. Finally, radial intensity profiles
are computed for the heliospheric plasma background with a nonspherical TS.

3.3.1

Accuracy of the SDE model
To assess the accuracy of our SDE transport code we picked a simple problem

with a spherical shock placed at 90 AU with compression ratio s = 3. The background
flow was strictly radial, with ur = const upstream and ur ∼ r−2 (i.e., incompressible)
downstream, between the shock and the spherical outer boundary. For simplicity the
magnetic field was taken to be radial as well. The diffusion coefficient was proportional
to p2 and independent of B. A uniform radial grid spacing ∆r = 0.4 AU was used,
with the reflective inner boundary placed at 0.4 AU and the outer absorbing boundary
at 120 AU. In the SDE code, particle motion was restricted to the equatorial plane and
the drifts were switched off in order to eliminate any possible latitudinal effects from
a polar grid. The “perpendicular” (i.e., azimuthal) diffusion coefficient was varied
within a broad range, from zero to about 100 times the parallel diffusion coefficient
(for the radial magnetic field the directions of the parallel and perpendicular diffusive
motions are reversed compared with the primarily azimuthal Parker field).
Output spectra from the SDE model were compared with the results from the
spherical model of Florinski and Jokipii [2003], which solves the transport equation
using an alternating direction implicit (ADI) scheme in the r and p coordinates. Figure 3.8 compares the spectra at the shock computed using these two very different
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Figure 3.8: Energy spectrum of He+ ions at a shock from the test problem (see
text for details). The results from the spherical PDE model are plotted with solid
lines. Circles are energy spectra calculated with the SDE model for different ratios
of perpendicular to parallel diffusion Ω = κ⊥ /κk . The left panel compares the two
models for a constant diffusion coefficient, while the right panel shows the same for
the case of κ decreasing across the shock. Reproduced from Senanayake and Florinski
[2013] by permission of the AAS.

numerical techniques. In the left panel the diffusion coefficient was constant throughout the simulation domain, whereas in the right panel it dropped across the shock
by the shock compression ratio. The second scenario is a more difficult test for the
code (Achterberg and Schure [2011] argued that a more accurate numerical scheme
may be needed if there is a decrease in diffusivity across a shock). The SDE model
results match very well with the PDE model results, even for the extreme cases of
perpendicular diffusion: zero perpendicular diffusion and 100 times the parallel coefficient. The spectra consist of a power law region at low energies and a rollover
at high energy caused primarily by deceleration of particles in the expanding solar
wind [Florinski and Jokipii , 2003], as well as by their escape through the external
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boundary. The power law slope expected for a planar shock with a compression ratio
of 3.0 is plotted in the figure for comparison. These results suggest that the model is
accurate enough without the corrections due to Achterberg and Schure [2011].

3.3.2

ACR energy spectra
In this section we examine the spectral features of anomalous helium ion distri-

butions at several representative locations in the heliosphere. The ACR differential
intensity J = f p2 was calculated for A < 0 solar minimum conditions by running
time-backward simulations of 10 million stochastic trajectories and binning the results into 30 bins in kinetic energy per nucleon, spaced logarithmically between 0.5
MeV n−1 and 100 MeV n−1 . In the following simulations we used κ⊥ = 0.01κk .
Figure 3.9 was produced with the drift term set to zero, to verify the directional
uniformity of the solution (that is, to show that the spectra do not depend on the
azimuthal angle). The figure shows spectra at the shock in the equatorial plane for
the spherical TS heliosphere in the nose direction (red) and the tail direction (black).
The power law slope at low energies agrees well with the theoretical value. The broad
exponential rollover appears to start at about 5–10 MeV n−1 . The efficiency of shock
acceleration drops rapidly with momentum, and the very high energy spectrum is
not well resolved here. Note that the two spectra are nearly identical, which is to be
expected for a spherical shock in the absence of drifts.
We next examine the effects of gradient and curvature drifts within the framework of the same spherical-shock model heliosphere. Figure 3.10 compares spectra
for the spherical TS in the equatorial plane and the polar region with and without
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Figure 3.9: Energy spectra of He ACRs for A<0 conditions at a spherical TS obtained without the drift terms in the nose and tail directions. The spectra consist of a
power law region at lower energies and a high energy rollover. The dashed line shows
the power law slope expected for an s = 3 shock. Reproduced from Senanayake and
Florinski [2013] by permission of the AAS.

the drift term. In the absence of drifts, spectra are virtually identical, similar to
Figure 3.9. With drifts switched on, latitudinal differentiation of the spectra becomes
evident. In this sense our results agree with the standard drift paradigm, which predicts the intensity maximum (for positively charged ions) to be near the equatorial
plane for A < 0 solar-minimum conditions [e.g., Jokipii , 1986; Steenkamp and Moraal ,
1995; Florinski et al., 2004]. During the negative magnetic polarity cycles positively
charged particles drift along the TS from high to low latitudes. Because the ions
are further accelerated along the way, one observes harder spectra in the equatorial
plane compared to a softer spectrum at higher latitudes. As a result, ACR helium
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Figure 3.10: Energy spectra of He ACRs for A<0 conditions at a spherical TS in
the equatorial and the polar regions with and without drift effects. In the presence
of drifts, the intensities in the equatorial region are enhanced because of latitudinal
transport of ions from high latitudes along the surface of the TS. Reproduced from
Senanayake and Florinski [2013] by permission of the AAS.

intensities at the TS at ∼ 10 MeV n−1 may differ by an order of magnitude between
high and low latitudes.
We now consider the non-spherical TS, again comparing the simulations with
and without the drift term. The left panel of Figure 3.11 shows the energy spectra at
different locations along the shock in the equatorial plane, with drift effects switched
off. The spectrum is much softer in the nose region. One can see a moderate increase
in ACR intensities toward the flanks, and a significant increase in the tail direction.
This implies that the tailward part of the TS is the preferred ACR acceleration site.
This result can be explained using the concept proposed by Guo et al. [2010]. The
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authors suggested that the particles are trapped and accelerated at places where the
magnetic field line connection points to the shock converge toward each other. It is
evident from Figure 3.6 (left panel) that field lines connection points are moving away
from each other in the upwind (nose) direction. In contrast, in the direction of the
heliotail, the connection points are approaching each other. Here, the particles are
trapped between the field line connection points to the shock. As the field lines are
convected downstream, the trapped particles are accelerated in the region where field
line connection points are moving toward each other. In the tail region, one can see
a “hump” at ∼ 10 MeV n−1 , and the cutoff appears to be shifted to a higher energy.
Figure 3.11 (right panel) shows the same spectra with drift motions taken into
account. These results appear qualitatively similar to those without drifts but contain
an enhancement in intensities, and the cutoff in the tail region extends to ∼ 50 MeV
n−1 . Evidently, the enhancement is due to the drifting of particles along the TS from
the polar regions toward the equatorial plane [see also, Jokipii , 1986; Steenkamp and
Moraal , 1995; Florinski et al., 2004]. In general, spectral humps are produced by
a combination of drift effects, spherical geometry effects, and modified shock effects
[Florinski and Jokipii , 2003]. The above result suggests that the unfolding of spectra
observed by V1 and V2 may have been affected by the drift. As the amount of
solar modulation decreased with declining solar activity, drifts started to play a more
prominent role, transporting more particles to lower latitudes, closer to the Voyagers’
trajectories.
Figure 3.12 shows the intensities of 10 MeV n−1 ACR He ions along the surface of the TS in the equatorial plane. The figure clearly shows that the efficiency
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Figure 3.11: Energy spectra of He ACRs in the equatorial plane for A<0 condition at
a non-spherical TS without the drifts (left panel) and with drift motion included (right
panel). Here φ is the azimuth angle in the solar equatorial coordinate frame measured
from the direction of the nose. ACR intensities increase along the flanks (φ = π/2)
and the tail (φ = π) for all cases. The drift case shows an enhancement as discussed
in the text. Reproduced from Senanayake and Florinski [2013] by permission of the
AAS.

of acceleration by the TS increases monotonically from nose to tail. 10 MeV n−1
intensities differ by a factor of up to 30 between the two extremes. This result is
again consistent with the earlier work of Kóta and Jokipii [2008].
In Figure 3.13 we show spectra of anomalous He in the heliosheath along the
trajectory of V1 for the case without drifts (left panel) and with drifts included
(right panel). Because the Voyagers are moving approximately in the upwind (nose)
direction, the spectra are similar to those in the nose direction shown in Figure 3.11.
The spectra unfold in the heliosheath with increasing distance from the TS. We saw
earlier that the particles are accelerated more efficiently in the tail region of the TS.
The unfolding appears to be a result of Voyager sampling field lines connected to
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Figure 3.12: Model intensities at several positions on the non-spherical TS in the
equatorial plane for 10 MeV n−1 ACR helium ions. Here the positive x axis is in the
nose direction. Reproduced from Senanayake and Florinski [2013] by permission of
the AAS.

progressively more tailward portions of the TS, given the small perpendicular diffusion coefficient used here. The unfolding effect is qualitatively similar to the observed
unfolding of the spectra by the Voyagers, but the magnitude of the effect is much
smaller in the simulations. As mentioned earlier, Voyager spectra were measured
over the complete declining phase of the solar cycle, with drift effects becoming progressively more important on approach to the solar minimum. In effect, one has to
“combine” the two panels in Figure 3.13 to understand the evolution of the spectra
in the heliosheath with both time and distance. A more accurate treatment of the
problem would include a time-varied tilt of the current sheet to account for the drift
effects during different phases of the solar cycle. Such a model is outside the main
scope of this work. Drift effects will be further studied in Chapter 4.
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Figure 3.13: Energy spectra of He ACRs along the V1 trajectory with the drift
disabled (left panel) and enabled (right panel). The enhancement in intensities in the
right figure is due to additional acceleration experienced by the ions as a result of their
latitudinal transport along the surface of the shock. Reproduced from Senanayake
and Florinski [2013] by permission of the AAS.

3.3.3

ACR radial profiles
In order to understand the spatial variations of ACRs in the heliosheath, we

computed the intensities at several representative energies as a function of heliocentric
distance along the trajectory of V1, which is close to the nose direction. The simulations were performed with 1–10 million (depending on energy) stochastic trajectories,
and the results were binned into 20 uniformly spaced radial intervals ranging from 70
AU to 170 AU. Figure 3.14 (left panel) shows the radial intensity profiles for 0.5 MeV
n−1 , 1 MeV n−1 , 2 MeV n−1 , 5 MeV n−1 and 10 MeV n−1 He+ ions computed using
κ⊥ = 0.01κk for the non-spherical TS model, with the drift effects switched off. An
exponential precursor is evident upstream of the TS, shown with a vertical dashed
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line. The TS is a source of particles, and their behavior in the precursor is a well
known modulation effect (a balance between inward diffusion and outward convection
with the plasma flow). The precursor broadens as the diffusion length increases with
energy.
In Table 3.1, e-folding distances for each energy according to the simulations
are compared with the theoretical values, showing good agreement. In the theoretical
calculations for a non-spherical shock we had to include the shock-normal dependence
on longitude. The diffusion length is then the ratio of the normal components of the
diffusion coefficient and the velocity. The e-folding distances from the simulations
were estimated with the help of Figure 3.14 by calculating the distance by which the
intensity drops by a factor of e from its value at the shock. More importantly, past
the TS there is an increase in intensities by a factor of 2 at 5 MeV n−1 and a factor
of 3 at 10 MeV n−1 , with a subsequent decrease on approach to the HP, where the
ions are lost to the LISM. Like the shock precursor, this decrease is a consequence of
the diffusive behavior of the particles.

Table 3.1: Diffusion length comparison for κ⊥ = 0.01κk
Energy (MeV n−1 )

Theoretical (AU)

Simulated (AU)

0.5
1.0
2.0
5.0
10.0

1.0
1.6
2.6
4.7
7.5

0.9
1.5
2.7
4.7
7.4
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Figure 3.14: Simulated radial profiles of the ACR He intensities with energies of 0.5
MeV n−1 , 1 MeV n−1 , 2 MeV n−1 , 5 MeV n−1 and 10 MeV n−1 along the trajectory
of V1 for κ⊥ = 0.01κk (left) and κ⊥ = 0.05κk (right). The TS was at ∼93 AU and
the HP at ∼165 AU along the V1 direction in this simulation. Reproduced from
Senanayake and Florinski [2013] by permission of the AAS.

The right panel of Figure 3.14 is similar to the left panel, but here the results
were obtained with κ⊥ = 0.05κk . In this case the intensities appear nearly constant
in the heliosheath almost all the way to the HP. This is a consequence of enhanced
radial transport reducing the contrast between the field lines connected to forward
and backward portions of the shock. Evidently, diffusive transport must be strongly
field aligned to produce a measurable effect on the intensities in the heliosheath.
The implication is that the heliosheath plasma must be weakly turbulent, which also
follows from Voyager observations [Burlaga et al., 2011].
Finally, we performed a preliminary comparison between the radial profiles
observed by V1 in the heliosheath and our simulation results. Figure 3.15 (left
panel) shows the radial profile of 4–6 MeV n−1 ACR helium ions measured by V1.
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Figure 3.15: The radial profile of 4–6 MeV n−1 He ACR ions measured by Voyager
1, available at http://voyager.gsfc.nasa.gov/HP/data.html (left panel) and the simulated radial profile for 5 MeV n−1 (right panel). Reproduced from Senanayake and
Florinski [2013] by permission of the AAS.

The right panel shows the simulated intensity of 5 MeV n−1 ions for comparison.
The rapid initial increase in the data between the TS and about 100 AU was likely
a temporal effect due to the decreasing level of solar modulation [Cummings et al.,
2008]. After 100 AU, the intensity increased by a factor ∼ 3 before starting to go
down again. The final drop at a heliocentric distance of 122 AU is known as the
“heliocliff” [Krimigis et al., 2013; Stone et al., 2013; Webber and McDonald , 2013]
that was interpreted as the HP crossing [Gurnett et al., 2013; Swisdak et al., 2013;
Florinski et al., 2013a]. Such an unexpectedly early encounter of the HP was contrary
to most MHD models predictions, where its distance typically is in the range of 140–
150 AU [Pogorelov et al., 2004; Opher et al., 2006; Borovikov et al., 2011]. Similarly,
in our plasma background model the HP is located significantly farther than 122 AU.
For this reason the two figures are not quantitatively comparable. However, the total
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change in intensity from the end of the strong modulation period to the intensity
maximum is similar in the data and the simulations.

3.4

Discussion

In this work we modeled theoretically the spectral features of anomalous helium in the heliosheath using a three-dimensional, semi-analytic model for plasma and
magnetic field background, and a series of stochastic simulations of ACR phase-space
trajectories. In agreement with the published results [Jokipii , 1986; Steenkamp and
Moraal , 1995; Florinski et al., 2004], our results show that during the A < 0 minimum conditions, characteristic of the solar minimum of cycles 23/24, ACRs dominate
at lower latitudes. Contrary to the model with a spherical shock, our non-spherical
shock results show that more efficient acceleration of ACRs occurs on the heliotail
facing part of the TS. The effect appears to be a consequence of the converging motion of magnetic field line connection points to the shock in the tail region, causing
the particles to be trapped and accelerated at those locations [Guo et al., 2010].
Further, our results suggest that the Voyagers may have observed an enhancement in intensities in the heliosheath due to a drift effect. As the amount of solar
modulation decreased with declining solar activity, more particles would be drifting
toward the equatorial plane, closer to the Voyager trajectories. Model derived radial
intensity profiles in the direction of V1 travel at a fixed time show a modest enhancement in mid-energy ACRs for small values of the perpendicular diffusion coefficient
(1% of κk ). This degree of enhancement is consistent with the count rate increase
measured by V1 between ∼ 102 AU and ∼ 115 AU. A fully time dependent calcu57

Relative Probability of reaching 5 MeV/n

0.5

obs: nose
obs: tail

0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
0

20

40

60

80

100

120

140

160

180

φ

Figure 3.16: The relative probability of reaching 5 MeV n−1 as a function of injection
location in the equatorial plane. Here φ is the azimuth angle measured from the LISM
flow direction. The detection points are on the nose (solid line) and the tail (dashed
line) of the termination shock. Reproduced from Senanayake and Florinski [2013] by
permission of the AAS.

lation including the effect of the declining phase of the solar cycle (not performed
here) is expected to also reproduce the enhancement between 94 AU and 102 AU.
One could place an upper limit on the total increase in intensity by subtracting the
no-drift spectrum at the shock from the drift-enabled result computed for the middle
of the heliosheath (left and right panels in Figure 3.13, respectively). This gives a
factor of 3 increase at 5 MeV n−1 , which is consistent with the increase measured
by V1 between ∼ 102 AU and ∼ 115 AU. Spectra computed in the V1 direction of
travel some 30 AU past the TS are essentially power laws without any breaks or other
features below the high-energy rollover, again qualitatively consistent with the recent
observations [Cummings, 2011].
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It is instructive to perform some statistical analysis of particle trajectories
using our model. Figure 3.16 shows the relative probability to reach 5 MeV n−1 as
a function of injection point location in the equatorial plane. We considered two
detection locations, one on the nose and the other on the tail of the TS. As is evident
from this figure, the probability to reach ACR energies is higher for particles injected
into the DSA closer to the location of the observer. In contrast, the simulations of
Kóta [2012] showed that PUI injection is more efficient in the nose region, because
the particles injected there have a better chance to reach ACR energies having had
more time for acceleration at the shock.
Next, we calculated the acceleration times to reach 5 MeV n−1 as a function
of heliographic latitude, along nose, flank, and tail directions. We performed simulations with 5 million stochastic trajectories and binned the results into 20 equally
spaced latitude intervals ranging from 0◦ to 90◦ along different directions. The average acceleration times in each latitude bin were then computed and compared with
the standard theoretical prediction for a planar shock (Equation 2.2). Figure 3.17
shows the acceleration time dependence on heliolatitude. The theoretical curves and
the simulated results suggest that the acceleration times at the flanks are longer compared to the nose and the tail. In the latter two directions the normal component
of the field Bn is equal to the radial field component Br . At the flanks, Br is no
longer perpendicular to the shock, and Bn is larger because of the contribution from
the (large) azimuthal magnetic field component Bφ . Consequently, κn is also larger,
which results in longer acceleration times. Note that in the simulations, particles are
accelerated everywhere along the TS, sampling regions of different κn . Equation 2.2
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[2013] by permission of the AAS.

also does not take drift and adiabatic cooling in the expanding solar wind into account. For these reasons, we do not expect the simulation results to closely match the
theoretically predicted acceleration times, although their dependence on heliolatitude
is qualitatively similar.
The above probability and the acceleration time calculations support our explanation of the ACR acceleration mechanism as follows. McComas and Schwadron
[2006] proposed that in the nose region, field line shock connection time is insufficient
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to allow PUIs to become accelerated to ACR energies; whereas in the flank and tail
directions there is ample time to convert PUIs to ACRs. However, as we showed
above, the acceleration time at the nose is much smaller and the ACRs observed at
the tail were mostly injected near the tail region. This suggests that acceleration time
is not the real cause for the difference in ACR intensities in the nose-tail directions;
rather it is a result of the global magnetic field line topology discussed earlier.
McComas and Schwadron [2012] suggested that V1 entered a new region that
is magnetically disconnected from the most distant parts of the TS, based on the
dropouts in the ACR intensities observed prior to the heliocliff. In our model, the
width of the region where field lines are connected directly to the flanks and the
tail of the shock is much smaller (∼5 AU) compared to ∼20–30 AU suggested in
their paper. For smaller diffusion coefficients, our results show continued increase in
intensity well beyond the connection region. No rapid decreases in the heliosheath are
present in our results and the eventual decrease on the approach to the HP is gradual.
The rapid drop of intensities observed by V1 at the “magnetic highway” boundary
suggests that the perpendicular diffusion is small in the heliosheath. The Voyager 1
heliocliff encounter did not have all the signatures of the HP crossing [Burlaga et al.,
2013; Krimigis et al., 2013; Stone et al., 2013; Webber and McDonald , 2013], but
the V1 plasma instrument observations suggested that V1 is in the interstellar space
[Gurnett et al., 2013].
Our current model has a number of limitations. It is time-independent and
has a flat current sheet geometry, which is a highly idealized scenario. In reality, the
tilt angle is not zero even at the solar minimum; it also varies with the solar cycle.
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Our current results therefore have only a qualitative similarity to V1 observations.
By using a magnetohydrodynamic plasma background with realistic time-dependent
boundary conditions, one may be able to match Voyager observations more closely.
Despite these limitations, our non-spherical model provides important clues to the
interpretation of the unexpected Voyager ACR observations in the heliosheath. Our
results indicate that very small perpendicular diffusive mean free paths are required
to obtain a measurable intensity enhancement with distance from the TS in the heliosheath. This agrees with the theoretical model of Zank et al. [2004], which suggests
that κ⊥ /κk ∼0.001–0.01 in the distant heliosphere. Small perpendicular diffusion implies weaker turbulence, which appears to be consistent with the observations of
magnetic field fluctuations in the heliosheath [Burlaga et al., 2011].
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CHAPTER 4

SPECTRAL EVOLUTION OF ACRS BEYOND THE TERMINATION
SHOCK

In this chapter we consider V1 observations in early 2005 (1 month after
the TS crossing) and in early 2012 (7 months before the HP). The solar cycle 23
reached its maximum in 2001, and the cycle 23/24 minimum was in 2008 (http://
solarscience.msfc.nasa.gov/predict.shtml). The Sun remained quiescent until
2010, which marked the beginning of a weak solar cycle 24 [Jian et al., 2011; Russell
et al., 2013]. Solar wind takes about a year to reach the TS, and the conditions at
V1 in 2005 were only ∼40% of the maximum solar activity (maximum sunspots).
By 2012 January, V1 was near the HP, where the solar-wind time delay is about
4–5 years [Zank and Müller , 2003]. Consequently, one would expect minimum solar
activity at V1 in 2012.
During the period from 2005 to 2012, the polarity of the heliospheric magnetic
field remained negative (A < 0), causing positively charged particles to drift along the
TS from high to low latitudes and toward the Sun along the heliospheric current sheet
(HCS). Near the solar maximum, the tilt angle is large and consequently, the particles’ transport along the warped HCS is less efficient. Another important factor that
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Figure 4.1: A schematic illustration of the turbulence power spectrum. Here, kb is
the bend over scale and kd is the dissipation scale.

affects transport is the spectrum of interplanetary magnetic turbulence. A schematic
of the turbulence power spectrum is shown in Figure 4.1. It consists of three distinct regions: (i) energy containing region at larger scales (or small wave numbers),
(ii) inertial range where energy in turbulent fluctuations is transferred from larger to
smaller scales, (iii) finally, turbulence lose energy through dissipation at very smaller
scales. Higher energy particles that resonate with fluctuations in the energy range of
the turbulent spectrum have a steeper rigidity dependent diffusion coefficients compared to the lower energy particles that interact with inertial range fluctuations. The
correlation length (length scale for spatial decorrelation of turbulence) corresponds,
approximately, to the bend over scale of the turbulence (lb ), i.e., the transition between the energy and inertial ranges. In addition, the wave number that represents
the transition between the inertial range and the dissipation range is known as the
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dissipation scale (kd ). Wicks et al. [2009, 2010] showed that the correlation length of
magnetic field fluctuations is larger during solar maximum than at solar minimum.
Because of the decrease in the turbulent correlation length with declining solar activity, lower energy particles will move into the energy range yielding a steeper rigidity
dependence of diffusion coefficient.
In the previous chapter we examined ACR acceleration along a non-spherical
TS using a semi-analytical model for the plasma and magnetic field backgrounds.
We found that the tail region of the TS was the preferred acceleration site for these
particles, provided the perpendicular diffusion coefficient in the heliosheath was very
small. Similar conclusions were earlier reached by McComas and Schwadron [2006],
Kóta and Jokipii [2008],Guo et al. [2010], and Kóta [2010]. All these papers were
either based on a flat current sheet model, or did not include the HCS at all. In
addition, none of them discussed the effects of the solar cycle on energetic particles
accelerated on the tail part of the TS and transported to Voyagers along the field lines.
Our previous results were generally in a qualitative agreement with V1 observations,
but did not match them on the quantitative level. The content of the chapter is
adapted from ?.
In this chapter, we investigate the evolution of ACR spectra during the A < 0
solar cycle along the V1 direction at the TS and in the heliosheath, taking into account
the solar cycle effects such as changes in the HCS tilt angle, the diffusion coefficients,
and the ACR source intensity. Three different diffusion models were used to explain
the V1 observations (see below). We employed a magnetohydrodynamic (MHD)
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plasma background with constant solar wind inner boundary conditions. Particle
simulations were performed for singly ionized helium and oxygen ions.
The rest of this chapter is organized as follows. The next section gives a brief
description of the plasma background and the particle transport model. Section 4.2
describes the methods that were used to estimate the rigidity dependence of the
diffusion coefficient. In Section 4.3 our simulation results are compared with V1 CRS
observations. The results are discussed and summarized in Section 4.4.

4.1

Plasma background and transport model

A global three-dimensional MHD model with a single population of neutral
hydrogen was used to obtain the plasma background of the entire heliosphere and
the nearby local interstellar medium (LISM). All simulations were performed on a
geodesic grid (see Florinski et al. [2013b] for the description of the plasma model).
A level 6 geodesic grid (10242 faces) with 512 radial points was used, with the inner
boundary r0 = 5 AU and the outer boundary at 900 AU. The simulation cell size
in the radial direction was 0.4 AU between the inner boundary and 140 AU, and
gradually increasing with radial distance afterward. The standard global heliospheric
coordinate system (GHCS) was used, where the positive z-axis is aligned with the
solar rotation axis [Beck and Giles, 2005], the negative x-axis is a projection of the
interstellar helium flow vector [Lallement et al., 2005] onto the heliographic equator,
and the y-axis completes the right-handed coordinate system. The LISM velocity was
23.2 km s−1 [McComas et al., 2012] and the LISM magnetic field was taken to be
4 µG in magnitude, and directed at 32.6◦ to the LISM flow vector in the hydrogen
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deflection plane formed by the interstellar helium and hydrogen velocity vectors. The
LISM flow was assumed to have a proton density of 0.04 cm−3 , neutral hydrogen
density of 0.2 cm−3 , and temperatures of each component equal to 6300 K.
The following conditions were imposed at 1 AU: density 4.07 cm−3 , radial
velocity 581 km s−1 , and temperature 3.412 × 105 K. These values were then extended
to 5 AU using the standard polytropic solution for the solar wind [Parker , 1960].
The plasma velocities measured by ACE (http://www.srl.caltech.edu/ACE/ASC/
level2/index.html) and Ulysses [Ebert et al., 2009] spacecraft in early 2004 were
∼(500–650) km s−1 ; we used a value that is close to the average during this time.
The magnetic field was a Parker spiral [Parker , 1958] with a radial component of 37.5
µG at 1 AU. The above parameter set resembles solar activity in the beginning of
2004 in the inner heliosphere (beginning of 2005 at V1 ). The TS is located at 90 AU
in the V1 direction, which is close to the actual distance (94 AU) during the shock
encounter in late 2004. However, the distance to the HP in the model was much
larger (∼160 AU) in the same direction. This is a known problem with today’s global
models of the heliosphere [Pogorelov et al., 2004; Opher et al., 2006; Borovikov et al.,
2011]. For simplicity we assumed that the plasma background remained unchanged
during the period of time covered by the ACR simulations.
In this work, we used the HCS tilt ξ = 55◦ to represent a period near the
solar maximum and a flat current sheet for the solar minimum. The surface of the
current sheet was traced kinematically after performing the MHD simulation with a
unipolar magnetic field to maintain accuracy in the regions that contain the HCS.
This was done by following streamlines backward in time until the inner boundary
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was reached. Points mapped above the location of the magnetic neutral line received
the negative, or inward, polarity, and points below the positive, or outward, polarity,
as appropriate for the A < 0 magnetic polarity cycle. The latitude of the magnetic
equator Θ0 , given the azimuthal angle φ, was computed as [Pogorelov et al., 2007]
"
Θ0 = sin−1

#

sin ξ sin φ
1/2

| cos φ| (cos2 ξ + tan2 φ)

,

(4.1)

where φ = φ0 + Ω (ttrace − tsim ), φ0 is the azimuthal angle of the trace endpoint at
the inner boundary, Ω is the angular velocity of solar rotation, tsim is the total MHD
simulation time, and ttrace is the advection time for the trace to reach the inner
boundary from a given cell center.
Figure 4.2 shows the magnitude of the drift velocity in the meridional plane
for the two values of the HCS tilt angles used in our simulations, ξ = 55◦ (left panel)
and ξ = 0 (right panel). Note that to resolve the sector structure in the heliosheath
(for the tilted HCS), Ω had to be reduced by a factor of 5 (only at the HCS tracing
stage, the magnetic field itself was calculated with the correct Ω). We can estimate
the effect of this reduction by performing two otherwise identical simulations with Ω
and Ω/5, but not including drift effects in the heliosheath where the HCS cannot be
reliably traced if the actual solar rotation rate is used. The resulting ACR spectra
in the equatorial plane were then compared. We found that a reduction of the drift
coefficient by a factor of 2 in the simulation with slower rotation resulted in a good
agreement with the reference results. This reduction factor is used throughout this
paper.
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Figure 4.2: Left panel: drift velocity magnitude in the meridional plane for the HCS
tilt angle ξ = 55◦ . Here the solar rotation rate was reduced by a factor of 5 (see text
for details). Right panel: same for a flat HCS, using the actual solar rotation rate.
Reproduced from Senanayake et al. [2015] by permission of the AAS.

We chose diffusion coefficients assuming that the rigidity dependence of the
diffusion coefficient changes for particles with energy greater than some characteristic
energy (see Section 4.2). Two different expressions for the diffusion coefficients were
used in this paper. For the first, we adapted the diffusion model from our chapter as
follows:

κk1 =


 γ1


w

κ01 c PP0

B0
B


 γ1 


κ01 w PE0
c

P0

κ⊥1 = a1 κk1 ,

; E ≤ E0
(4.2)
P
PE0

γ2

B0
B

; E ≥ E0
(4.3)

where B0 = 37.5 µG is the magnetic field at 1 AU, w is the particle speed, P is the
rigidity of the particle, P0 = 1 GV, E is the particle’s energy per nucleon, E0 is the
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energy per nucleon where the rigidity dependence changes, PE0 is the rigidity at E0 ,
a1 = 0.01, γ1 and γ2 are chosen by comparing V1 anomalous helium and oxygen data
at the TS and in the heliosheath (see below), and κ01 is a constant given below (see
Table 4.1).
In the second method, the choice of parallel diffusion coefficient was motivated
by quasi-linear theory (QLT) [Jokipii , 1966, 1971], where it depends on the spectrum
of turbulent magnetic fluctuations. The turbulent magnetic field variance hδB 2 i was
assumed to be proportional to the solar wind plasma density upstream of the TS
and hδB 2 i ∼ B 2 along the streamlines extending from the TS into the heliosheath
similar to Florinski and Pogorelov [2009]. The perpendicular diffusion coefficient was
taken to be proportional to κk times the total (slab plus two-dimensional) magnetic
variance [le Roux et al., 1999],

κk2 =


 γ1



κ02 wc PP0

B2
hδB 2 i


 γ1 


κ02 w PE0
c

κ⊥2 = a2 κk2

P0

P
PE0

; E ≤ E0
(4.4)
γ2

B2
hδB 2 i

; E ≥ E0

hδB 2 i
,
B2

(4.5)

where κ02 is a constant (see Table 4.1), and a2 is a constant chosen to be 0.01 in the
solar wind region and 10−4 in the heliosheath. We used the standard expression for
the drift velocity vd,i , multiplied by the drift reduction coefficient, if required.
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4.2

Methods to estimate the rigidity dependence of the diffusion coefficient

In this section, we will discuss two techniques that were used to estimate
the rigidity dependence of the diffusion coefficient (γ). The first method is the more
conventional approach used by most authors. The possibility of separating anomalous
spectrum into two components at the TS crossing will be discussed in this method.
The second method is a new technique which assumes that the entire ACR spectrum is
a single component, and the changes in rigidity dependence of the diffusion coefficient
(from γ1 to γ2 ) occur at the same rigidity (or gyroradius) for all the species. Once
the above rigidity value is found, it is possible to obtain an approximate value for
the correlation length of the turbulence spectrum. Note that, at least two species
are required to apply this method and if γ1 = γ2 , the correlation length cannot be
estimated.

4.2.1

Method 1
Voyager observations during the solar minimum conditions near the end of

1977 showed that different anomalous species peaked at different energies. The location of the maxima, or indeed any other prominent spectral feature, can be used
to deduce the rigidity dependence of the diffusion coefficient, provided the spectral
features occur at the same values of κ for each species. For κ ∝ (w/c)P γ the location
of the maxima in the non-relativistic limit depends on atomic mass number A as (see
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Section B.1 for derivation)

Emax ∝ A−2γ/(γ+1)

(4.6)

[see Cummings et al., 1984; Cummings and Stone, 2008]. By using an appropriate
energy scaling factor and an intensity scaling factor (to account for the differences in
source strengths), it is possible to overlay the spectra of different species on top of
each other and estimate the coefficient γ. Here we apply a similar method to helium
and oxygen ion data from V1 to determine the rigidity dependence of the diffusion
coefficient κk .
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Figure 4.3: GCR corrected spectra of helium ions (red circles) and oxygen ions (blue
circles) measured by Voyager 1 at the TS (left panel) and in the heliosheath (right
panel). In the left panel, oxygen energy scaling factor and the intensity scaling factor
are 3, 1.95 respectively up to 12 MeV n−1 and 5, 1.66 respectively for higher energies
whereas in the right panel they are equal to 5, 1.71 respectively for all energies.
Reproduced from Senanayake et al. [2015] by permission of the AAS.
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Figure 4.3 shows V1 ACR spectrum from the time just after the TS crossing
(early 2005, left panel), featuring a prominent hump at intermediate energies, and the
evolved spectrum in early 2012 (right panel) for He (red circles) and O (blue circles)
anomalous species. The spectra have been corrected for GCRs based on the observed
carbon energy spectrum, which lacks a significant anomalous component. Oxygen
data points were scaled in energy (using Equation 4.6) and intensity to match the
helium data. By overlaying the spectra of helium and oxygen, we found the oxygen
intensity and energy scaling factors that give the best fit (see Section B.2). For the
2005 spectra, we found that the energy factor is about 3 (∼ γ = 0.66) between 1
and 12 MeV/n and it is about 5 (∼ γ = 1.4) at higher energies. The corresponding
intensity factors are 1.95 and 1.66 respectively. Therefore, we adopted E0 as 12 MeV
n−1 for He and 4 MeV n−1 for O. The difference in energy and intensity scaling factors
suggests that the anomalous spectrum may be separated into two components. The
low-energy particle population (<12 MeV n−1 for He and <4 MeV n−1 for O) may
be referred to as the termination shock particles (TSPs) [Stone et al., 2005, 2008;
Cummings, 2011] whereas the higher energies are the ACRs. For the spectra in 2012,
the best-fit energy factor is about 5 (∼ γ = 1.4) at all energies. In this case, the
oxygen intensities were multiplied by a factor of 1.71. As a result of the unrolling
ACRs, here it is difficult to distinguish between TSPs and ACRs. Note that, in our
simulations (see Section 4.3), we do not separate TSPs from ACRs as a different
population.
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4.2.2

Method 2
The main purpose of this method is to estimate the rigidity dependence (γ),

such that if there is a change in γ, it occurs at the same rigidity (or gyroradius) for
every particle species. As we discussed earlier, the break in the diffusion coefficient
(or change in γ) occur at a specific gyroradius rg∗ for all the particle species. This
rg∗ value is approximately equal to lb where, lb is the wavelength for slab turbulence
at the break point in the power spectrum. Then, the correlation length (lc ) can be
computed as lc = 0.79lb for the power spectrum given in le Roux et al. [1999].
Assuming κ ∝ (w/c)P γ , for He and O particles that have the same diffusion
coefficient, one can obtain the value of γ as (see Section B.3 for the derivation),

γ=

ln(AO /AHe )
− 1,
ln(PO /PHe )

(4.7)

where A∗ and P∗ are the atomic mass numbers and the rigidity of oxygen and helium
particles. Therefore it is possible to estimate γ using Equation 4.7, if the (PO /PHe )
ratio is known. The next step is to use the He and O data from 2005 and 2012 to
estimate this ratio.
In the top panels of the Figure 4.4, helium data were fit with a polynomial and
then a selected set of oxygen data points (8 points) were multiplied by an intensity
factor of 1.65 and 1.43 for data from 2005 (left panel) and 2012 (right panel) respectively to match similar spectral features in the He spectrum. For each of the above
oxygen data points the corresponding helium rigidity that gives the same intensity
was found. Then, the ratio PO /PHe was calculated as a function of PO as shown by
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the solid lines in the bottom two panels. In the bottom left panel, this ratio is nearly
constant up to around ∼1.25 GV, then there is a gradient until ∼2.1 GV followed by
another plateau. Estimating γ values for this case is not straight-forward; this will
be discussed in the next paragraph. In the right panel, the ratio is nearly constant
with a mean of 1.78. Note that, in this case, we chose the intensity factor that gave
the minimum standard error because there are no prominent spectral features here
as in the left panel. Using this ratio in Equation 4.7 gives γ = 1.4, which is the same
value we obtained for the data from 2012 in Method 1.
One can redefine Equation 4.4 and Equation 4.5 as follows, assuming that the
change in γ occurs at rigidity Pb for both He and O:

κk3 =


 γ1



κ03 wc PP0

B2
hδB 2 i


 γ1  γ2


P
κ03 w Pb
c

κ⊥3 = a2 κk3

P0

Pb

; P ≤ Pb
(4.8)
B2
hδB 2 i

; P ≥ Pb ,

hδB 2 i
,
B2

(4.9)

where κ03 is a constant. Next, the ratio PO /PHe was calculated as a function of PO
using the following equations (see Section B.4 for the derivation):


1/(1+γ1 )


AO



 AHe


 

  (γ1 −γ2 ) 1/(1+γ1 )
PO
AO
PO
=
AHe
Pb

PHe






1/(1+γ2 )


 AO
AHe
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; PO ≤ P b
; Pb ≤ P O ≤ P t
; PO ≥ P t ,

(4.10)
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Figure 4.4: The top two panels show the He and O data aligned in intensity (to
match spectral features) plotted as a function of rigidity at the TS (left panel) and
in the heliosheath (right panel). Red lines show the polynomial fits to He data. The
bottom two panels show the rigidity ratio between O and He at the same (scaled)
intensity as a function of the rigidity of O. The solid lines were calculated using V1
data, and the dashed line (bottom left) was obtained from the Equation 4.10 (see
text). Reproduced from Senanayake et al. [2015] by permission of the AAS.

where Pt = Pb



AO
AHe

1/(1+γ2 )

.

Next, the appropriate γ1 , γ2 , and Pb , were chosen to match the solid line
in the bottom left panel. We applied γ1 = 0.7, γ2 = 1.47, and Pb = 1.25 GV in
Equation 4.10 to obtain the dashed line in the bottom left panel. In quasi-linear terms,
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the P γ dependence in the diffusion coefficient entails a power-law turbulent spectrum
∼ k γ−2 , where k is the wavenumber. Therefore, γ values of 0.7 and 1.47 yield the
turbulence power-law slopes of -1.3 and -0.53 respectively. According to this method
the break in the diffusion coefficient (Pb ) occurs at 1.25 GV, which corresponds to
lc = 0.2AU with a 1.05 µG magnetic field just behind the TS according to our plasma
background. The change in γ to 1.4 for all energies in 2012 could be related to a
decrease in the turbulence correlation length during this time period. Therefore, this
method predicts a larger correlation length in 2005 (moderate solar activity), than in
2012 (low solar activity), as discussed above.
Generally, the two methods produce similar power-law slopes. The first method
gives clues for the existence of two separate ACR populations at the TS, whereas the
second method suggests that, the spectral shape may have changed from 2005 to 2012
as a result of a decrease in the turbulent correlation length.

4.3

Simulated results and Voyager 1 observations
The spectra of He+ and O+ ions were computed using the numerical transport

code for the three diffusion models described by Equations 4.2, 4.3, 4.4, 4.5, 4.8
and 4.9. The diffusion coefficient’s free parameters were chosen such as to provide
the best agreement with V1 observations at the TS and in the heliosheath. Two sets
of simulations were performed, one for moderate solar maximum conditions, (HCS
tile angle of 55◦ ) and the other for the solar minimum with a flat HCS. The first and
second diffusion models are based on the method described in Section 4.2.1 while the
third model is based on Section 4.2.2. Therefore, in models 1 and 2, the diffusion
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coefficients were calculated with γ1 = 0.66 and γ2 = 1.4, with the break between the
two at 12 MeV n−1 for helium and 4 MeV n−1 for oxygen for first set of simulations.
For the second set we used γ = 1.4 at all energies. In diffusion model 3, γ1 and γ2
were set to 0.7 and 1.47 respectively with the break at 1.25 GV (50.7 MeV n−1 for
helium and 3.25 MeV n−1 for oxygen) for the first set. The second set of simulations
in model 3 is equivalent to the ones in model 2 (γ = 1.4). Therefore, no simulations
were run for the second set in diffusion model 3.

4.3.1

Diffusion model 1
This model is based on Equation 4.2 and Equation 4.3. The list of relevant

parameters is provided in Table 4.1. The values of κ01 were chosen based on the
criterion that the diffusion coefficients are the same at the minimum energy (0.5 MeV
n−1 ) in both simulations.

Table 4.1: Parameters in model fits in Figure 4.7, Figure 4.8, Figure 4.9, Figure 4.10,
Figure 4.11
Period

Figure

Prior1
Sunspot
Number

2005/1-52
2005/1-52
2005/1-52
2005/1-52
2012/1-52
2012/1-52
2012/1-52
2012/1-52
2012/1-52
2012/1-52

6
6
8
10
7
7
7
9
9
9

∼45
∼45
∼45
∼45
∼0
∼0
∼0
∼0
∼0
∼0

Diffusion
κ0i
Model
(cm2 s−1 )
1
1
2
3
1
1
1
2
2
2
1 2005:

6.24 × 1022
6.24 × 1022
3.54 × 1024
3.84 × 1024
2.90 × 1023
2.90 × 1023
2.90 × 1023
1.65 × 1025
1.65 × 1025
1.65 × 1025

γ1 /γ2

E0 (He/O)
(MeV n−1 )

HCS
Tilt

Injection
Region

Injection
Rate

Acceptable
Fit?

0.66/1.4
0.66/1.4
0.66/1.4
0.7/1.47
1.4
1.4
0.66/1.4
1.4
1.4
0.66/1.4

12/4
12/4
12/4
50.7/3.25
–
–
12/4
–
–
12/4

55◦
55◦
55◦
55◦
0◦
55◦
55◦
0◦
55◦
55◦

polar
nose
uniform
uniform
polar
polar
polar
uniform
uniform
uniform

1
1
1
1
4
4
4
8
8
8

X

9 months earlier, 2012: 4 years earlier

We were unable to achieve a good match between data and simulation results,
especially at higher energies, for this diffusion model and a uniform source along the
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X
X
X
X
X
X

shock. However, the strength of the source (i.e., the rate of injection into the DSA)
is unlikely to be the same everywhere along the TS. It is often assumed that the
PUI injection efficiency is higher in the regions where the angle between the magnetic
field and the shock normal, θBN , is small [Zank et al., 2006]. To see whether this is
of relevance to the TS, which after all is believed to be a nearly perpendicular shock,
we calculated θBN using the model background plasma velocity to compute the shock
normal vector similar to Abraham-Shrauner [1972] and Li et al. [2008]. Figure 4.5
shows the calculated θBN as a “Mollweide” projection in the left panel and the region
near the north pole in the right panel (a “stereographic” projection). It is evident
that θBN = 80◦ − 90◦ everywhere except very close to the poles, where it drops to
40◦ . These results are in contrast with Scherer and Fahr [2009], who argued that the
shock normal angle can be as low as 65◦ on the flanks of the TS.

Figure 4.5: Left: color map of the shock normal angle θBN at the TS. The nose of
the heliosphere is at the center of the map. Right: θBN viewed from above the north
pole. Reproduced from Senanayake et al. [2015] by permission of the AAS.
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At first glance the above result might suggest that ACRs are born only near the
poles. However, Schwadron et al. [1999] suggested that PUIs are enhanced at highlatitude compression regions. Also, according to Schwadron and McComas [2003], the
mixing of fast and slow solar wind produces shear regions where the solar magnetic
field is radial at latitudes close to V1, and in those regions PUI injection would be
much more efficient. Others have shown that even at a perpendicular shock, PUIs
can be accelerated to sufficiently high energies [Giacalone et al., 1994; Zank , 1999].
Because it was difficult to obtain even a qualitative fit to the observations by limiting
injection to a few degrees from the poles, we used a wider region extending down to
60◦ from the polar axis as shown by the shaded region in the left panel of Figure 4.6.
It is essential that the V1 direction (56◦ ) lies inside the shaded area or the lower
energy part of the spectrum could not be reproduced. We have also investigated a
second scenario where injection occurred only inside the rectangular region shown in
the right panel of Figure 4.6. From here onward, we will call the injection regions in
the left and right panels as the “polar injection” and the “nose injection” respectively.
We now turn to the simulation results. Figure 4.7 shows differential intensities
of the two ACR species as a function of kinetic energy per nucleon from the model and
V1 observations. Here the red lines show the simulated spectra at the TS near solar
maximum conditions along the V1 direction for He (left panel) and O (right panel),
obtained with the first source scenario. The red circles are from V1 data recorded in
early 2005, soon after its crossing of the TS. The dashed line is the “expected” powerlaw for a shock with a compression ratio 3.2. The actual spectra (red lines) consist
of a power-law-like region up to the break point energy E0 (see Section 4.1) (12 MeV
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Figure 4.6: Left: The PUI injection region used in the first scenario (shaded),
“polar injection”. Right: the injection region in the second scenario, “nose injection”.
See text for further details. The direction toward V1 is identified in each panel.
Reproduced from Senanayake et al. [2015] by permission of the AAS.

n−1 for He and 4 MeV n−1 for O) followed by a “hump” and a gradual rollover beyond
that. The black lines show the spectra from the simulation with injection limited to
the region shown in the right panel of Figure 4.6. Note that the injection region in
the right panel is a subset of the left panel. The red lines overlap with the black lines
at lower energies (up to 5 MeV n−1 for helium and 2 MeV n−1 for oxygen). Therefore,
the low-energy anomalous spectrum can be reproduced by limiting the injection to
the region near the V1 location. This is consistent with the idea of TSPs that are
believed to be accelerated at the TS near the spacecraft. The first source model gives
a better agreement with both TSP and ACR parts (as described in Section 4.2.1) of
the observed spectrum compared to the second source model.
Figure 4.8 shows the simulated spectra of anomalous helium (left panel) and
oxygen (right panel) in the heliosheath (TS + 30 AU) during solar minimum condi-
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Figure 4.7: Left: ACR helium spectra at the TS (near solar maximum) using diffusion model 1. Spectra shown with red (black) lines were obtained with the polar
(nose) injection scenario. V1 observations during this time period are shown with
red circles. The dashed line is the power-law for a shock with a compression ratio
of 3.2. Right: same for ACR oxygen. Reproduced from Senanayake et al. [2015] by
permission of the AAS.

tions, using the source model 1. This is compared with the “unrolled” ACR spectra
observed by V1 at the beginning of 2012. For this period the injection rate was enhanced by a factor of 4 compared to the simulation shown in Figure 4.7, which was
required to fit V1 spectra in the heliosheath. The blue lines show the spectra using a
flat current sheet with γ = 1.4, while the green colored lines show the spectra for the
HCS tilt of 55◦ with γ = 1.4. The two are quite similar, which implies that drifts have
a weaker influence on the unfolding spectra at the V1 latitude. The cutoffs occur at
∼25 MeV n−1 for helium and ∼7.5 MeV n−1 for oxygen ions.
Also shown in Figure 4.8 are simulations using moderate solar maximum conditions (similar to Figure 4.7) as the magenta lines. These spectra do not agree with
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Figure 4.8: Simulated spectra in the heliosheath using diffusion model 1, with injection restricted to high latitudes, of anomalous helium (left panel) and oxygen (right
panel), compared with the spectra observed by V1 in early 2012 (blue circles). The
blue lines are spectra obtained for a flat current sheet and γ = 1.4, the green lines are
for a warped HCS (55◦ ) and γ = 1.4, and the magenta lines are for a warped HCS
(55◦ ) and the same γ as in the solar maximum case. Reproduced from Senanayake
et al. [2015] by permission of the AAS.

the observations at all. However, the agreement with the solar minimum simulations
is reasonable for helium, although the measured oxygen spectrum is still harder than
the simulated spectrum.

4.3.2

Diffusion Model 2
The second diffusion model is based on Equation 4.4 and Equation 4.5, and

the list of relevant parameters is again given in Table 4.1. Note that κ02 is much larger
than κ01 . This is because in the first diffusion model the parallel diffusion coefficient
is inversely proportional to the magnetic field, whereas in the second model it is
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proportional to the square of the field. Note that for this model a uniform source was
assumed along the shock in contrast to the previous subsection.
Figure 4.9 shows the simulated spectra at the TS under high solar activity
condition for He (left panel) and O (right panel) ions using the second diffusion
model. Compared with the first model (Figure 4.7), the higher energy part of the
anomalous helium spectrum (> 10 MeV n−1 ) agrees better with the observational
data. The oxygen TS spectrum appears to be very similar to that obtained with
diffusion model 1.
4

4

10

10

3

10

Intensity (m−2 s−1 ster−1 MeV−1 nuc)

Intensity (m−2 s−1 ster−1 MeV−1 nuc)

10
3

2

10

1

10

ACR He − TS (tilt = 55°)
V1 He (2005/1−52)
Slope = −1.18

0

10

1

10

0

10

−1

10

ACR O − TS (tilt55°)
V1 O (2005/1−52)
Slope = −1.18

−2

10

−1

10

2

10

−3

−1

10

0

1

10
10
Energy (MeV/nuc)

10

2

10

−1

10

0

1

10
10
Energy (MeV/nuc)

2

10

Figure 4.9: Simulated energy spectra (red lines) using diffusion model 2 and a
uniform source at the TS for helium (left panel) and oxygen (right panel) ions, plotted
alongside V1 observations (red circles). Reproduced from Senanayake et al. [2015]
by permission of the AAS.

Figure 4.10 plots the spectra calculated for the heliosheath using the second
diffusion model. In this case the intensities were multiplied by a factor of 8 to match
the data. The meaning of the different color lines is the same as in Figure 4.8. Again,
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we see that blue and green lines give a better agreement with the observations than
the magenta lines. In contrast to model 1, this model produces no hump in the
spectra. Instead, there is a long power-law-like region followed by an exponential
rollover. In general, diffusion model 2 spectra in the heliosheath agree better with
the V1 observation data than diffusion model 1 spectra.
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Figure 4.10: Same as Figure 4.8, but for diffusion model 2 with a uniform source.
Reproduced from Senanayake et al. [2015] by permission of the AAS.

4.3.3

Diffusion Model 3
For the third diffusion model, Equation 4.8 and Equation 4.9 were applied. (see

Table 4.1 for the relevant parameters used). Figure 4.11 shows the simulated spectra
at the TS using this model for He (left panel) and O (right panel). In comparison
with Figure 4.9, the anomalous He spectrum does not show the same rollover after
∼10 MeV n−1 in this case, whereas the O spectrum appears to be similar. In diffusion
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model 2 the diffusion dependence on rigidity becomes steeper after 12 MeV n−1 for
helium (γ = 0.66 to γ = 1.4), while in model 3 γ = 0.7 up to 50.7 MeV n−1 .
As a result, one would not expect the dip to occur at the same energy in the two
models. For oxygen, the break energy and the γ values are similar in both models 2
and 3. Therefore, oxygen spectra near the TS are nearly identical in Figure 4.9 and
Figure 4.11. The heliosheath spectra in this model would produce exactly the same
spectra as in Figure 4.10. Therefore, no simulations are needed for this case.
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Figure 4.11: Same as Figure 4.9, but for diffusion model 3 with a uniform source
Reproduced from Senanayake et al. [2015] by permission of the AAS.

In conclusion, we were able to obtain a reasonable fit to V1 helium spectra
both at the TS and in the heliosheath using all three diffusion models. However, we
were unable to obtain a good fit at high energies (> 20 MeV n−1 ) for oxygen using
the same parameters. One possible cause of this disagreement is that higher energy
oxygen ions have a significant multiply charged component [Jokipii , 1996; Mewaldt
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et al., 1996] which was not included in our model (see Section 4.4). Furthermore,
the larger population of GCRs present at these energies may have an effect on the
spectra although our data were corrected for GCRs. It also appears that drifts do not
contribute significantly to the process of “unfolding” of the spectra in the heliosheath.

4.3.4

Radial intensity profiles
To help understand the spatial variation of low-energy ACRs in the heliosheath,

we computed intensities of 5 MeV n−1 helium ions as a function of radial distance.
The second diffusion model was used, which was in a better agreement with observations in the heliosheath. Our simulation results were compared with 4.6–5.4 MeV
n−1 V1 ACR He data from early 2004 to the end of 2012.
A time-independent heliospheric background was used to model time-dependent
solar cycle variations. In our simulations, about 6 months is needed for ACRs to reach
the energy of 5 MeV n−1 starting from 0.5 MeV n−1 (see Section 3.4). Therefore, one
could assume that during a trajectory lifetime, the solar conditions do not change. We
used fixed diffusion coefficients and source intensities corresponding to the trajectory
end points (i.e., detection points). For simplicity, the HCS tilt angle was maintained
at 55◦ regardless the phase of the solar cycle. This is a reasonable assumption because, as our earlier results suggest, drift effects are not significant at the latitude of
V1. Here, three cases were considered. First, we used a fixed diffusion coefficient and
source intensity. In the second set of simulations, we varied both the diffusion and
the source strength depending on the trajectory end points (see below for details).
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In the third case we fixed diffusion and varied only the source strength to determine
which is more important for low-energy ACRs.
In the first method, we used the “solar maximum” rigidity dependence of the
diffusion coefficient with E0 = 12 MeV n−1 and a constant source intensity. The
second method was an attempt to incorporate solar cycle variations in the diffusive
mean free paths and source intensities into a model that is based on a steady state
background. To model ACR intensities between the TS and the HP measured by V1
(that were recorded during the period when the solar-wind conditions were changing from moderate solar maximum conditions to a solar minimum), we performed
a series of 30 simulations, each with a diffusion coefficient fixed at the solar cycle
phase corresponding to the end of the trajectory. For the endpoints inside the TS,
solar maximum conditions were used and for those beyond 120 AU, solar minimum
conditions were applied. For the endpoints lying in between (90 < r < 120 AU),
we assumed that the TS source intensity increased linearly, from 1.0 for the detector
at 90 AU to 6.0 for the detector at 120 AU 7 years later. The value of E0 was set
to 12 MeV n−1 at 90 AU and decreased linearly to 0.5 MeV n−1 at 120 AU. In the
third method we varied only the source intensities, with E0 = 12 MeV n−1 for all
trajectories.
The results of this comparison are shown in Figure 4.12. In the data (left
panel), intensities were steadily increasing after the TS crossing, up to about 110
AU. They remained steady between 110 and 120 AU followed by a rapid drop at the
heliocliff. As mentioned in Section 4.1, the distance to the HP in the MHD model
(160 AU) greatly exceeds the actual distance (122 AU in 2012). Most of the current
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MHD models predict a HP stand-off distance of about 140–150 AU [Pogorelov et al.,
2004; Opher et al., 2006; Borovikov et al., 2011]. In our model this distance is about
10–20 AU larger compared to the above models because of a relatively fast plasma
velocity that was used at the inner boundary. On the other hand, the TS in the
V1 direction was at 90 AU, which is close to the actual shock crossing distance. As
mentioned in Section 4.1, V1 crossed the TS during near solar maximum conditions
in the inner heliosphere. Consequently, one would expects a larger distance to the
HP at this time because of high dynamic pressure of the solar wind. V1 crossed the
HP during an unusually weak solar cycle, and it is likely that the actual HP was so
much closer to the Sun than in the simulations because of the low dynamic pressure
of the solar wind.
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Figure 4.12: Radial profiles of 4.6–5.4 MeV n−1 He+ ions measured by V1 (left
panel) and the simulated 5 MeV n−1 anomalous He intensity (right panel). In the
right panel, lines colored black, magenta, and green show the results obtained with
variable injection and diffusion, variable injection and fixed diffusion, and fixed injection and diffusion, respectively (see text for details). The vertical dashed lines
mark the locations where the spectra were plotted earlier (for example, in Figure 4.7
and Figure 4.8 spectra are plotted at positions given by red and blue dashed lines
respectively). Reproduced from Senanayake et al. [2015] by permission of the AAS.
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In the right panel of Figure 4.12, green, black, and magenta lines show the
simulated intensities of 5 MeV/n anomalous helium along the V1 trajectory for the
three scenarios described previously. The steady-state simulation (green line) shows
an increase in intensity between 90 AU and 120 AU by a factor of ∼3. Much of this
enhancement is from arrival of the particles accelerated at the tailward part of the
shock as we showed in Chapter 3 [McComas and Schwadron, 2006; Kóta and Jokipii ,
2008; Guo et al., 2010; Kóta, 2010]. The increase is quite modest compared with the
measured increase during this time period. When combined with solar cycle effects,
including a source increase and the changes in the rigidity dependence of the diffusion
coefficients (black line), a factor of ∼ 20 increase is seen between the same distances,
similar to the observation shown in the left panel. The magenta line shows the results
obtained by only including a source increase. The black and magenta lines essentially
coincide up to 115 AU which suggests that up to this point diffusion changes do not
have much impact on 5 MeV n−1 particles. Afterward, as a result of the increase in
diffusion (E0 becoming less than 5 MeV n−1 ), from 115 AU to 145 AU, the black line
overshoots the magenta line. However, on approach to the HP, black line intensity
starts to decrease earlier compared to the magenta line. This is a result of faster
diffusion for the case shown in black line compared to the magenta line. Because of
larger diffusion, ions reach the LISM faster, producing an earlier drop in intensity.
Note that V1 intensities remained almost unchanged from 110 AU (mid 2010)
until the crossing of the HP at 122 AU. Indeed, there was little change in solar
activity during this period, because the minimum between cycles 23 and 24 lasted
much longer compared with the previous solar cycles [Jian et al., 2011; Russell et al.,
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2013]. This is reproduced in our simulations by using solar-minimum-like conditions
for trajectory endpoints lying beyond 120 AU. Because the HP is located much farther
in the simulations, the results should not be directly compared with the observations
at such large distances. However, our simulation results do provide important insights
into the ACR behavior in the heliosheath. It is evident that lower energy anomalous
ions became enhanced in the heliosheath mainly because of an increase in the source
intensity between 2005 and 2012.

4.4

Discussion

The Voyager observations of anomalous cosmic rays at the termination shock
were puzzling, and the shape of the spectra could not be explained by steady diffusive shock acceleration. The observed spectra consisted of a power-law-like region
at low energies with a dip at intermediate energies. Lower energy intensities started
to increase as the spacecraft traveled deeper into the heliosheath and eventually the
intermediate energy part of the spectrum recovered. To explain this recovery we
adapted our earlier model (discussed in Chapter 3) where ACR acceleration occurred
primarily in the tail region of the TS, and we varied the transport coefficients and
the source intensities to model the solar cycle effects. Two types of simulations were
performed. In the first scenario, moderate solar maximum conditions were used to
model V1 spectra at the TS in early 2005. The second scenario used solar minimum
conditions in an attempt to reproduce V1 data from early 2012. For the solar maximum case, a warped HCS with a tilt of 55◦ was used; a flat HCS was used during the
solar minimum. The rigidity dependence of the diffusion coefficient was estimated by
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comparing He and O spectra from V1 in 2005 and 2012 using two different methods. In method 1 (Section 4.2.1), characteristic spectral features of different species
are overlayed to estimate the γ values whereas, in method 2 (Section 4.2.2), γ was
estimated by comparing the rigidity ratios of different species. Both methods showed
similar spectral slopes during the two periods.
We developed three different diffusion models to explain V1 observations at
the TS and in the heliosheath. We also investigated the effect of varying the source
region on the spectra along the V1 trajectory. The helium spectra obtained with
either models agree reasonably well with the spectra measured at the TS and near
the HP using the diffusion coefficients appropriate for the phase of the solar cycle
when the measurements were done. Our simulations of the radial profile of 5 MeV/n
helium reproduced a large (factor of 20) gradual enhancement measured during V1
journey through the heliosheath. Although we do not discuss V2 observations here,
they could be modeled using the same approach.
The inclusion of solar cycle effects was done in a simplified fashion, by “freezing” the turbulence conditions at the end of the particle’s trajectory (i.e., at the time
the observation was performed). A more accurate (and a much more complicated)
approach could use a fully time-dependent plasma background of the heliosphere over
a solar cycle. Nonetheless, our simpler models give important clues to understanding
the spectral changes of anomalous ions along the V1 trajectory.
We also found that is was difficult to reconcile simulated anomalous oxygen
spectra with the observations, especially at higher energies (>20 MeV n−1 ). The
high-energy oxygen ions contains a higher percentage of GCRs. Although our data
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were corrected for GCRs, there could be some uncertainties. Moreover, high-energy
oxygen ACRs contain a significant fraction of multiply charged O ions [Jokipii , 1996;
Mewaldt et al., 1996], that may affect the oxygen spectra. A better match could have
been obtained for anomalous oxygen if multiply charged O ACRs were taken into
account. This will be investigated in Chapter 5.
The steeper rigidity dependence of the diffusion coefficient at low-energy ACRs
(<12 MeV n−1 for He and <4 MeV n−1 for O) in 2012 can be described in two
ways. The first is to assume that ACRs and TSPs are two separate populations (see
Section 4.2.1). Then, if one assumes the TSP spectrum did not vary much over time
[Stone et al., 2008], the rigidity dependence in the TSP region became steeper as a
result of unfolding ACRs, producing a harder spectrum at low energies. According to
our simulations (Figure 4.7), it appears that low-energy ACRs (or TSPs) are injected
and accelerated close to the spacecraft location. However, we do not distinguish
TSPs and ACRs as two different populations in this work. The other approach is to
assume the entire spectrum is a single population (see Section 4.2.2). This requires, as
discussed in Section 4.1, that the turbulence correlation length would have decreased
from 2005 to 2012, resulting in a steeper rigidity dependence for the latter period.
Nevertheless, at much lower energies (e.g. 5 MeV n−1 for He), it is likely that the
intensity increase (a factor ∼ 20) was a combination of a source strength increase (a
factor ∼ 6) and also particles coming from the tail (a factor ∼ 3).
In Section 4.2.2, we were able to estimate the correlation length during the
moderate solar maximum conditions in early 2005 at the TS. Our method yields the
value of about 0.2 AU during this period. The turbulence model of Isenberg et al.
93

[2010] suggests that the correlation length is about 0.2 AU near the TS. Other models
predict it to be within the range (0.05 – 0.15) AU near the TS [Breech et al., 2008;
Usmanov et al., 2011; Adhikari et al., 2014]. Note that, in our simulations we assumed
that correlation length remains the same during a particle trajectory. In reality, it
changes with time as well as the distance from the Sun.
Because of the higher global solar wind flux in solar maximum, PUI flux is
expected to be higher than the flux in solar minimum [e.g. Rucinski et al., 2003].
Then, one would expect more ACR source particles in solar maximum compared to
minimum. However, from 2005 (moderate maximum) to 2012 (minimum), lower energy ACR He+ (∼1.0 MeV n−1 ) and O+ intensities (∼1.5 MeV n−1 ) have increased by
a factor of ∼8. It is out of scope of this model to explain these observations as we do
not study the injection problem here. Nevertheless, it is likely that the transport and
acceleration of these low energy ions were much more efficient during solar minimum
conditions compared to maximum conditions. In order to fit the observations, intensities had to be multiplied by an appropriate factor (see Table 4.1). However, the
intensity of high energy He+ (>50 MeV n−1 ) does not vary appreciably during this
period (see the data points in the left panels of Figure 4.7 and Figure 4.8). This would
imply that the acceleration time scales are much longer for these energies compared
to the source strength variation time scales from solar maximum to minimum. As a
result of longer acceleration times, solar cycle variations are smoothed out at highest
energies. Further, our simulation results suggest that diffusion coefficients were larger
during 2012 compared to 2005 at V1. This agrees with Cummings and Stone [2001,
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2003] and Hill et al. [2002] who showed that the scattering mean free path is much
larger during the solar minimum than during the solar maximum.
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CHAPTER 5

SIMULATING MULTIPLY CHARGED OXYGEN ACRS

Early measurements showed that, ACR oxygen with energy below ∼20 MeV
n−1 is mostly singly ionized [Biswas et al., 1988; Adams et al., 1991]. However,
later measurements by the SAMPEX spacecraft revealed that, anomalous Oxygen
with energies greater than 20 MeV n−1 consists primarily of higher ionized states
[Mewaldt et al., 1996], as discussed in Section 1.2.3. In the previous chapter, ACR
oxygen simulation results did not agree well with the V1 observations. Therefore, in
this chapter, we will investigate how the multiply charged oxygen ions would impact
the anomalous oxygen energy spectra and check whether we could obtain a better
agreement with the observations.
When the charge of an ion increases, its rigidity decreases. Therefore, diffusion
coefficients are smaller for ions with a multiple charge compared with a singly charged
ion. We know that the acceleration time is proportional to the diffusion coefficient
(see Equation 2.2). As a result, multiply charged ions need less time to be accelerated
to high energies. In other words, multiple charged ions have a faster acceleration rate
compared to singly charged ions. In addition, particles with higher charges interact
more strongly with the electromagnetic fields which leads to more acceleration and
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they gain more energy at the TS because of their higher electrostatic potential energy
in the U × B electric field [Jokipii , 1996]. However, multiply charged ions drift slower
than singly charged ions. As a result, the intensity of multiply charged ACRs is
determined by all of the competing effects mentioned above.
Charge consistent ACR acceleration models (simultaneous acceleration and
possibility for ions to change their charge) have been discussed previously by Jokipii
[1996], Stovpyuk and Ostryakov [2001a], and Ostryakov et al. [2004]. Jokipii [1996]
showed that the multiply charged ACRs dominate at some characteristic higher energy and the simulation results showed good agreement with the observations at
Earth [Mewaldt et al., 1996]. In this chapter, a charge-consistent numerical model is
developed based on the stochastic model used in Chapter 4 to study multiply ionized
anomalous oxygen. Here we only study O+2 and O+3 , because higher ionization state
simulations are time consuming and require billions of particle to obtain reasonable
statistics. In the next section, we describe the numerical model. This is followed by
results and conclusions in Section 5.2.

5.1

Numerical Model

Here, we develop a charge consistent stochastic transport model which is an extension of our three-dimensional model that was used to model singly-ionized ACRs in
the previous two chapters. We start with a backward Chapman-Kolmogorov equation
[Gardiner , 1983] that includes the jump term and derive a backward Fokker-Planck
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equation that can handle charge transitions:



∂fq
∂κq,ij ∂fq
∂ 2 fq
∇.u ∂fq
+ u + vd,q,i −
− κq,ij
−
∂t
∂xj
∂xi
∂xi ∂xj
3 ∂ ln p
+Sq (fq − fq+1 ) + αq (fq − fq−1 ) = 0,

(5.1)

where fq is the pitch-angle-averaged phase-space density for charge q, u is the plasma
velocity, κq,ij is the diffusion tensor, vd,q,i is the drift velocity, Sq = N vion σqq+1 is
the electron stripping rate, and αq = N vion σqq−1 is the electron capture rate. Here
σqq+1 , σqq−1 are the corresponding cross sections, N is the neutral hydrogen density,
and vion is the ion speed.
In order to model the charge transition, Equation 5.1 can be re-written as a
backward Master equation [Gardiner , 1983] for charge transition by only including
the time derivative and the jump (sources and sinks) terms,

∂fq
= Sq (fq+1 − fq ) + αq (fq−1 − fq ).
∂t

(5.2)

For fast oxygen ions with energies ∼ 1-200 MeV n−1 electron capture cross sections are
smaller compared to stripping cross sections [Bakaldin et al., 2000]. Therefore, electron capture was neglected (i.e. αq = 0) and assuming fq+1 = 0 at t = 0 Equation 5.2
becomes,

∂fq
= −Sq fq .
∂t
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(5.3)

Then, by assuming Sq to be a constant within a time interval ∆t, the probability that
the charge remains constant can be calculated as Pconst = exp(−Sq ∆t). Then, the
probability for an oxygen ion to lose an electron is Pion = 1 − exp(−Sq ∆t). In order
to simulate the charge of a particle, a random number between 0 & 1 was generated
at each time step in a sample path; if the number was greater than Pconst , the charge
was decreased by +1 and if not, charge remained unchanged. Note that, as this is
a backward simulation, instead of increasing the charge when the random number
is greater than Pconst , the charge must decrease. A similar approach was used by
Stovpyuk and Ostryakov [2001b, 2003] and Ostryakov et al. [2004] to calculate the
probability of charge transitions.
Cross sections for stripping an electron by hydrogen atoms, σqq+1 (in units of
cm2 ) were calculated using the expression given by Bakaldin et al. [2000],

2

σqq+1 (E) = 10a1 +a2 log10 (E)+a3 log10 (E) ,

(5.4)

where E is the kinetic energy per nucleon for oxygen ions and ai are the approximation
coefficients. Table 5.1 shows the values of ai that were used for O+1 and O+2 . Using

Table 5.1: Approximation coefficients (ai ) of cross sections for stripping of oxygen
ions by hydrogen atoms
Ion

a1

a2

a3

O+1
O+2

-16.88
-16.94

-0.4012
-0.4730

-0.07731
-0.1080
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Figure 5.1: Cross sections for stripping of oxygen ions by hydrogen atoms where
blue line is for O+1 and red line is for O+2 .

the above expression and the above coefficients, cross sections for O+1 (blue) and
O+2 (red) were calculated as shown in Figure 5.1. The cross sections are similar at
low energies for the two ions. However, at 100 MeV n−1 , the cross section for O+1 is
about twice that of O+2 .
The simulation procedure for multiply charged ACRs is described below. Initially (at the observer location), a pseudo particle was introduced in a higher charge
state (+2 or +3). Then, phase-space trajectories were integrated backward in time
using the charge-consistent stochastic model until the pre-specified low-energy boundary of 0.5 MeV n−1 was reached. Particles that changed into +1 charge state after
reaching the minimum energy were not counted. This means that, in this model, all
injected anomalous ions were singly charged. This is a reasonable assumption because
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the abundance of multiply charged pickup oxygen is expected to be very small [Geiss
et al., 1995; Mewaldt et al., 1996].

5.2

Results & Conclusions

In Chapter 4, we found that anomalous oxygen spectra could not be fit to the
observations well at high energies and predicted that the multiply charged ACRs may
have an effect on the spectra. The main goal of this work is to test our hypothesis.
We used the diffusion model 2 for these simulations (see Section 4.3.2). Here, first
we investigated the spectra of multiply ionized ions at the TS and in the heliosheath
along the V1 direction and compared them with singly charged ion spectra. Next,
acceleration time scales were calculated for each one of the three populations. Finally,
radial intensity profiles beyond the TS of O+2 and O+3 were studied.
Figure 5.2 shows the spectra of O+1 (black), O+2 (blue), O+3 (red), and the
combined spectrum of all the ions (green) at the TS (left panel) and in the heliosheath
(right panel). Further, the spectra are compared with V1 observations as in Chapter 4
(green circles). Lower energy particles do not have enough time to lose an electron
(become ionized). As a result, the intensities are much smaller at low energies for
multiply ionized ACRs. Singly charged O ions dominate the spectrum at the TS up to
70 MeV n−1 , whereas in the heliosheath, multiply charged spectra starts to dominate
around 20 MeV n−1 . In the left panel, the combined spectra is almost the same as the
singly charged spectra until about 60 MeV n−1 . V1 ACR O data points are limited
to about 60 MeV n−1 because, above this energy GCRs dominate the spectrum. Note
that the spectra for +2 and +3 ions at these high energies (> ∼50 MeV n−1 ) are not
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Figure 5.2: Energy spectra of anomalous O+1 (black), O+2 (blue), O+3 (red), and
the combined spectrum of all the ions (green) compared with the V1 observations
(green circles) at the TS (left panel) and in the heliosheath (right panel).

that reliable because of limited statistics. However, in the right panel, the combined
spectrum shows better agreement with the observations at high energies.
Multiply ionized ACRs can reach higher energies more easily as their acceleration rate is much faster compared to singly ionized ACRs. Therefore, past some
energy E 0 (∼70 MeV n−1 in the left panel and ∼20 MeV n−1 in the right panel),
multiply charged ACRs dominate the ACR spectrum. Note that, in this model, the
diffusion coefficients are much larger for the heliosheath spectra compared to the
TS spectra (see Table 4.1). Therefore, one would expect an earlier cutoff for singly
charged oxygen in the right panel compared to the left panel. Indeed, E 0 is about 3
times smaller in the right panel.
The left panel in Figure 5.3 shows the total time for oxygen ions to be accelerated to 10 MeV n−1 and observed at the TS (left bar - TS) or in the heliosheath
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Figure 5.3: Comparison of total time taken by each ion to accelerate to 10 MeV n−1
(left panel), 20 MeV n−1 (right panel) and reach the TS (left bar) and the heliosheath
(right bar) locations. The time spent as O+1 , O+2 , and O+3 are shown with red,
yellow, and blue colors.

(right bar - HS). The right panel shows the same time for 20 MeV n−1 O. In this
figure, red, yellow, and blue color bars represent the time spent as O+1 , O+2 , and O+3
respectively. By examining the TS time scales, we see that it takes about 2 years for
a singly charged oxygen particle to become accelerated to 10 MeV n−1 and reach the
TS at the V1 latitude. Further, it takes another year for O+2 to reach the shock and
two additional years for O+3 .
As expected, the time scales to reach the heliosheath location are much longer
compared with TS timescales. The total time to accelerate to 10 MeV n−1 for O+1
and O+2 ions are almost the same. The same feature can be seen in 20 MeV n−1
timescales. There is a ∼1.5 year time difference between O+2 and O+3 for 10 MeV
n−1 , whereas for 20 MeV n−1 ions, it is about 0.5 years. In general, O+3 observers
(ions that are detected as O+3 at TS and HS locations) spent nearly equal times as
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Figure 5.4: Radial profiles of 10 MeV n−1 O+1 (black solid line), 20 MeV n−1 O+1
(black dashed-line), 10 MeV n−1 O+2 (blue solid line), and 20 MeV n−1 O+2 (blue
dashed-line). The diffusion coefficients in the left and right panels are same as the
ones that were used in the left and right panels of Figure 5.2. The TS location is
shown with a red dashed-line.

ions with charges +1, +2 and +3. However, the TS O+2 observers spent less times
with +2 charge than +1 and vice versa for the heliosheath O+2 observers.
Lastly, we study and compare the radial profiles of O+1 and O+2 as shown in
Figure 5.4. The diffusion coefficients used in the left and right panels of Figure 5.4
are the same as those used in the left and right panels of Figure 5.2 respectively.
In the left panel, singly charged oxygen intensities remain constant beyond the TS
until midway in the heliosheath and start to drop close to heliosheath. In contrast,
doubly charged 10 and 20 MeV n−1 ions increase their intensity by a factor of 2 and
6 respectively. Singly charged ion intensities are initially much higher compared to
the doubly charged ions, but the difference become smaller close to the HP.
In comparison to the left panel, all of the intensity profiles have a downward
trend in the right panel. Singly charged oxygen intensities are higher compared to the
doubly charged oxygen for 10 MeV n−1 particles, similar to the left panel. However,
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20 MeV n−1 O+2 intensities are appreciably higher than the O+1 intensities all the
way up to the HP. The pattern we see in these radial profiles is similar to the one we
saw earlier in Figure 5.2. The diffusion coefficients used in the left panel are much
smaller than the ones used in the right panel. As a result, O+1 ions are accelerated
to much higher energies in the left panel compared to the right panel because of the
faster acceleration rate. In the right panel, owing to faster diffusion, O+1 ions have
an early cutoff close to 20 MeV n−1 . In comparison to O+1 , O+2 ions have a faster
acceleration rate and therefore a higher cutoff energy. This is why 20 MeV n−1 O+2
ion intensities dominate in the right panel.
Until early 90’s, ACRs were presumed to be primarily singly ionized. Subsequently, the observations of SAMPEX spacecraft suggested that, higher energy ACRs
(≥ 20 MeV n−1 oxygen) are mostly multiply charged. As we found out in this work,
the energy where multiply charged ACRs start to dominate the spectrum depends
on the diffusion coefficient. If the diffusion coefficient is smaller, singly charged ions
dominate up to highest ACR energies. As diffusion becomes faster, the energy where
multiply charged ions dominate the spectrum decreases. As we predicted in Chapter 4, the anomalous oxygen heliosheath spectra showed better agreement with V1
observations after the inclusion of +2 and +3 ions. However, ACR spectra at the
TS was dominated by singly charged ions as a result of smaller diffusion coefficients.
In conclusion, studies of heavy ACR elements such as O, Ne, etc. should incorporate higher charge states, because most of the current ACR simulations only consider
singly charged ions.
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CHAPTER 6

CONCLUSIONS

Despite significant development in the past eight years, the Voyagers’ ACR
observations at the TS and in the heliosheath are still not fully understood. Spectra
at the TS appeared modulated at low energies in both V1 and V2 data; subsequently
these spectra began to unfold in the heliosheath. The main purpose of this work is
to understand and explain the puzzling Voyager observations.
Our first goal was to find a suitable plasma background for the heliosphere
without using a MHD simulated background to run ACR simulations. None of the
previous analytic models for heliosphere [Parker , 1961, 1963; Suess and Nerney, 1990,
1991; Khabibrakhmanov and Summers, 1996] satisfied the RH conditions at the TS.
We were able to derive a three-dimensional, semi-analytic model for plasma (analytic) and magnetic field (traced numerically) background with the aid of stream
functions. We believe that our analytic plasma model will serve as a simple but effective heliospheric background model for particle simulations. Further, it could save a
significant amount of computer time that would be required to obtain a steady-state
MHD background numerically. In order to study the effects of shock geometry on
ACRs, a spherical and a non-spherical TS models were used. Our results confirmed
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that during A<0 conditions, ACRs have higher intensities at lower latitudes [Jokipii ,
1986; Steenkamp and Moraal , 1995; Florinski et al., 2004]. Drift effects were studied in detail by switching drift terms on and off. The results show that the spectra
with drifts turned on produced appreciably higher intensities compared to the spectra
without drifts. In contrast to a spherical shock, we found that for a non-spherical
shock, ACRs are accelerated more efficiently on the tailward portion compared to the
nose of the TS, similar to previous studies [McComas and Schwadron, 2006; Kóta and
Jokipii , 2008; Guo et al., 2010; Kóta, 2010]. It appears that the converging magnetic
field line connection points to the shock, trap and accelerate particles in the tail region
as discussed by Guo et al. [2010]. Our model spectra agreed with V1 observations on
a qualitative level.
The intensity variations in the heliosheath were studied by simulating radial
profiles from the TS to the HP along the V1 trajectory. They showed a modest
enhancement at mid ACR energies for small perpendicular diffusion (1% of κk ), implying weaker turbulence in the heliosheath, which is consistent with the observations
[Burlaga et al., 2011]. We found a similar degree of enhancement (a factor of ∼ 3)
in V1 measurements for 5 MeV n−1 between ∼102 AU and ∼115 AU. However, the
observed intensity increased by a factor of ∼ 20 from the TS crossing to the HP crossing. We argued that the rest of this enhancement (a factor of ∼ 6) is a consequence
of diminishing solar activity during the period.
In the next phase of our project we used a MHD plasma background and several
different diffusion models to match the V1 observations quantitatively and explain
the spectral evolution in the heliosheath. V1 helium and oxygen data were analyzed
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at two time periods: one month after the TS crossing (2005/01), and 6 months before
the HP crossing (2012/01). The rigidity dependence of the diffusion coefficients were
found using two different methods. We were able to reproduce observed V1 spectra
just behind the TS and close to the HP. On the contrary, oxygen spectra did not
agree well with the simulations, and we speculated that this may be a result of GCRs
and multiply charged O ions. In addition, we found out that drift variations do not
have a profound effect on the unfolding spectra. We investigated the radial profiles of
low energy anomalous ions in the heliosheath and found that the intensity variation
was primarily due to an increase in the source intensity.
For the TS spectra, we had to use diffusion coefficients with a shallow rigidity
slope for the low energies and steeper slope for high energies. However, the unfolded
spectra (just behind HP) could be matched with a constant slope for all energies. Two
different concepts were discussed for the origin of the change in the rigidity slope. The
first concept assumed that low energy and high energy ACRs are separate populations.
Low energy ions may be referred to as TSPs, which are probably accelerated at the TS
close the spacecraft, while high energy ACRs are accelerated in the tail direction of
the shock. Assuming the TSP spectrum at the TS did not vary much over this period,
the rigidity dependence in the TSP region became steeper as a result of unfolding
ACRs, producing a harder spectrum at low energies. The second idea is to assume
that the entire spectrum is a single component. During the TS crossing, the two
different rigidity slopes observed in spectra may be a result of low energy particles
resonating with the inertial range of the turbulent spectrum producing a shallow
rigidity slope whereas high energy ions resonating with the energy range producing
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a steeper rigidity slope. As a result of decreasing solar activity from 2005 to 2012,
one would expect turbulent correlation length to decrease to a point where particles
with all ACR energies resonate with the energy range of the turbulence spectrum and
produce energy spectra with a single steep rigidity slope.
In addition to the work discussed above, we investigated the effects of multiply
charged oxygen ACRs. We found out that the energy where multiply charged oxygen
starts to dominate the ACR spectrum depends on the diffusion coefficient. If the
diffusion coefficient is small, the acceleration rate is faster even for singly charged
ions. Therefore, one would expect singly charged spectrum to dominate over all ACR
energies. As diffusion becomes faster, multiply charged ACRs start to dominate
spectrum at lower energies. Further, the results showed that the inclusion of multiply
charged ions would give a better match to the unfolded oxygen ACR spectra observed
by V1.
In summary, the spectral recovery of ACRs in the heliosheath at Voyager 1 can
be explained through a combination of intermediate-energy particles arriving from the
tail of the TS [McComas and Schwadron, 2006; Kóta and Jokipii , 2008; Guo et al.,
2010; Kóta, 2010], an increase in the source strength, and a decrease in turbulence
correlation length resulting in longer diffusive mean free paths as the solar activity
declined from 2005 to 2012. However, it is important to note that enhancement in
low energy ions is almost entirely due to an increase in the source strength. Gradient
and curvature drifts do not appear to have a profound effect on the spectral evolution
at Voyager 1. Further, multiply charged ACR oxygen is likely to dominate the ACR
spectrum at high energies.
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APPENDIX A

MAGNETOHYDRODYNAMIC SHOCKS

A.1

Rankine-Hugoniot Conditions

The Rankine-Hugoniot (RH) conditions describes the relationship between upstream and downstream of a shock wave. They are named after Scottish engineer and
physicist William John Macquorn Rankine and French engineer Pierre Henri Hugoniot. The RH conservation laws across a thin planar shock are shown below.

1. Conservation of mass flux

ρ1 un1 = ρ2 un2

(A.1)

2. Conservation of the normal component of momentum flux

ρ1 u2n1

B2
+ P1 + 1
2µ0



=
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ρ2 u2n2



B22
+ P2 +
2µ0

(A.2)

3. Conservation of the tangential component of momentum flux

ρ1 ut1 un1 −

Bt1 Bn1
Bt2 Bn2
= ρ2 ut2 un2 −
µ0
µ0

(A.3)

4. Conservation of total energy flux



γ
B2
1
ρ1 u21 +
P1 + t1
2
γ−1
µ0




un1 =

1
γ
B2
ρ2 u22 +
P2 + t2
2
γ−1
µ0


un2

(A.4)

5. Conservation of the normal component of the magnetic field

Bn1 = Bn2

(A.5)

6. Conservation of the tangential component of the electric field

Bn1 ut1 − un1 Bt1 = Bn2 ut2 − un2 Bt2

(A.6)

Here, the subscripts 1, 2 refer to upstream and downstream of the shock, t is tangential
to the shock surface, and n is perpendicular to the shock surface.
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APPENDIX B

FURTHER ANALYSIS ON SECTION 4.2

B.1

Derivation of Equation 4.6
Let us assume a diffusion coefficient of the form κ ∝ (w/c)P γ where, w is the

particle speed and P is the rigidity. We know that, P ∝ (A/Z)E (1/2) and w ∝ E (1/2) ,
where E is the energy per nucleon, A is atomic mass number, and Z is the charge
number. This implies that,
 γ
A
κ∝
E (γ+1)/2 .
Z

(B.1)

Then, for singly charged He and O ions with same κ,

EHe
=
EO



AHe
AO

−2γ/(γ+1)
,

(B.2)

Finally, it is possible to obtain an expression for γ as shown below


−1
2 ln(AHe /AO )
γ =− 1+
.
ln(EHe /EO )

113

(B.3)

B.2

Data Analysis for Section 4.2.1

In our initial study of V1 data, we found that 2005 data could not be scaled
with a single set of energy and intensity factors. Therefore, we separated He spectra
into two regions as TSPs (<12 MeV n−1 ) and ACRs (>12 MeV n−1 ). In contrast,
it was possible to overlay 2012 data with a single set of scaling factors. The best-fit
overlapping O energy scaling and intensity factors were found as follows. First, He
data were fit with a polynomial. Then, for a selected set of O energy scaling factors,
the intensity factor that gives the minimum χ2 (see Equation B.4) value was found.
Finally, the energy scaling factor that gives the minimum χ2 was chosen together
with the corresponding intensity factor as the best-fit scaling factors.

2

χ =

X  yi − f (xi ) 2
N

σi

,

(B.4)

where yi is the O intensity at point xi , f (xi ) is the He intensity at xi , and σi is the
the standard error of each O data point.
In Figures B.1, B.2 and B.3, the top left panel shows the polynomial fit for the
He data. The top right and bottom panels shows the O intensity factors and χ2 as a
function of energy scaling factors. Our analysis shows that, for 2005 TSP data, the
best-fit O energy scaling factor is about 3 (minimum χ2 ), while for ACR data it is 5.
The corresponding O intensity factors are 1.95 and 1.66 respectively. Furthermore,
for the data in 2012, the best-fit energy factor is approximately 5 for all energies and
the intensity factor is 1.71.
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Figure B.1: The top left panel shows the 2005 He TSP data and the polynomial fit.
The O intensity factors and the χ2 values, as a function of O energy shift factors are
shown in the top right and the bottom panels respectively.
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Figure B.2: Same as Figure B.1, but for 2005 ACR data.
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Figure B.3: Similar to Figure B.1 and Figure B.2, but for 2012 data (TSP + ACR
combined).
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B.3

Derivation of Equation 4.7
Assume a diffusion coefficient of the form κ ∝ (w/c)P γ . For the diffusion

coefficients to be equal for He and O, we must have



wO
wHe



γ

PO
PHe

= 1.

(B.5)

For singly charged ions w = P e/(Amc). Therefore, Equation B.5 can be rewritten
as,



AHe
AO



PO
PHe

γ+1
= 1,
γ =

B.4

(B.6)

ln(AO /AHe )
− 1.
ln(PO /PHe )

(B.7)

Derivation of Equation 4.10

Assume that the rigidity dependence changes from γ1 to γ2 at rigidity Pb for
both He and O. From Equation 4.8 it follows that,

κk3,He =



γ1


w PHe

κ03
c

P0

B2
hδB 2 i


 γ1 
γ2


PHe
κ03 w Pb
c

κk3,O =

P0

Pb


 γ1



κ03 wc PPO0
P0

(B.8)
B2
hδB 2 i

B2
hδB 2 i


 γ1  γ2


PO
κ03 w Pb
c

; PHe ≤ Pb

Pb
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; PHe ≥ Pb ,
; PO ≤ P b
(B.9)
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Figure B.4: The diffusion coefficient just behind the TS along the V1 direction, as
a function of rigidity for He (red) and O (blue) using Equations B.8 and B.9. The
dashed line and the dot-dashed lines mark the rigidity values Pb and Pt respectively.
The dotted lines separate three rigidity regions, the region 1: PO ≤ Pb , the region 2:
Pb ≤ PO ≤ Pt , and the region 3: PO ≥ Pt . Reproduced from Senanayake et al. [2015]
by permission of the AAS.

Figure B.4 shows the plot of diffusion coefficients as a function of rigidity for
He (red line) and O (blue line). They were calculated just behind the TS, along the V1
direction using the plasma background. The change in γ occurs at rigidity Pb for both
He and O. Now compare rigidity ranges of He and O where the diffusion coefficients
are the same using Equations B.8 and B.9. Our goal here is to obtain the rigidity
ratio between O and He as a function of the rigidity of O. As shown in Figure B.4,
there are three regions that should be investigated. In region 1, both species have
the same slope therefore, the rigidity ratio is a constant. However, in region 2, O has
a steeper slope compared with the He and as a result, the rigidity ratio is a function
of PO . At Pt , the rigidity slopes of the species become same again. Hence, again the
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rigidity ratio is a constant in region 3. The rigidity ratios for different regions are
calculated below.
For the region PO ≤ Pb :

w
κ03
c



PHe
P0

γ1

 γ
B2
w PO 1 B 2
= κ03
,
c P0
hδB 2 i
hδB 2 i


1/(1+γ1 )

AO
PO
=
.
PHe
AHe

(B.10)
(B.11)

Then, for the region Pb ≤ PO ≤ Pt :

w
κ03
c



PHe
P0

γ1

 γ  γ
w Pb 1 PO 2 B 2
B2
= κ03
,
c P0
Pb
hδB 2 i
hδB 2 i
"


  (γ1 −γ2 ) #1/(1+γ1 )
PO
AO
PO
=
.
PHe
AHe
Pb

(B.12)
(B.13)

Next, for the region PO ≥ Pt :

w
κ03
c



Pb
P0

γ1 

PHe
Pb

γ2

 γ  γ
w Pb 1 PO 2 B 2
B2
= κ03
,
c P0
Pb
hδB 2 i
hδB 2 i



1/(1+γ2 )
AO
PO
=
.
PHe
AHe

(B.14)
(B.15)

Finally, the rigidity value Pt can be found by equating Equation B.13 with Equation B.15 at PO = Pt :
"

AO
AHe



Pt
Pb

(γ1 −γ2 ) #1/(1+γ1 )

Pt
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1/(1+γ2 )
AO
=
,
AHe

1/(1+γ2 )
AO
= Pb
.
AHe


(B.16)
(B.17)

The ratio for the entire rigidity ranges can be expressed as follows:


1/(1+γ1 )


AO



 AHe


 

  (γ1 −γ2 ) 1/(1+γ1 )
PO
PO
AO
=
AHe
Pb

PHe





1/(1+γ2 )


 AO
AHe

where Pt = Pb



AO
AHe

1/(1+γ2 )

.
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; PO ≤ P b
; Pb ≤ P O ≤ P t
; PO ≥ P t ,

(B.18)
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