Summary. A novel approach for the solution of the viscous incompresible and/or compressible BiGlobal eigenvalue problems (EVP) in complex open cavity domains is discussed. The algorithm is based on spectral multidomain spatial discretization, decomposing space into rectangular subdomains which are resolved by spectral collocation based on Chebyshev polynomials. The eigenvalue problem is solved by Krylov subspace iteration. Here particular emphasis is placed on aspects of the parallel developments that have been necessary, on account of the high computing demands placed on the solver, as ever more complex "T-store" congurations are addressed.
A Chebyshev spectral expansion of the function u(x) is considered on the Gauss-Lobatto nodes, u N (x) = N X j=0 h j (x)u(x j ) (1) being h j (x) the Lagrange interpolation functions. The unknowns become the values of u(x) at the grid points. Dierentiation is introduced by using the interpolation polynomial which permits expressing derivatives as U = hU; U (p) = h (p) U (2) Using this technique, the solution of an eigenvalue problem is reduced to constructing the matrix v of the dierential operator and manipulate it properly in order to impose boundary conditions. The extension of this one-dimensional idea to several Cartesian spatial dimensions is straightforward.
BiGlobal Theory
Linear stability analysis in the BiGlobal framework involves the substitution of a decomposition of any of the independent ow variables into the equations of motion [1] . All quantities are considered to be composed of an O(1) steady twodimensional basic state and O() unsteady three-dimensional perturbations, according to the BiGlobal Ansatz q(x; y; z; t) = q(x; y) + q(x; y) exp i(z t) (3) for the determination of the complex eigenvalue . r `fg represents a frequency and i afg is the amplication/damping rate of the disturbance, while barred and hatted quantities denote basic and disturbance ow, respectively. Discretization of the linearized equations of motion leads to the two-dimensional BiGlobal eigenvalue problem (EVP) Ax = Mx:
Multidomain spatial discretization divides the space into rectangular subdomains each resolved by spectral collocation. Once the two-dimensional BiGlobal eigenvalue problem has been formed for each domain boundary and interface conditions are imposed in order to form the global matrix discretizing the eigenvalue problem. There are several choices in the eigenvalue recovering algorithm. The storage of the matrix elements, and the use of dierent parallel machines determines the nal algorithm, as schematically shown in gure 1. A key requirement for the numerical solution of the BiGlobal EVP is the availability of sucient resolution, for the eigenvector structures to be resolved adequately, which translates into large memory requirements. In addition, the multidomain spectral collocation technique generates matrices in which sparsity is an special feature. This property may be exploited by making use of specialized formats for storing and handling the data Compressed Column Format (CCF) has been chosen, due to its compatibility with most of the libraries employed for parallel solution of linear systems. CCF stores the sparse matrix in three arrays: Figure 2 shows a typical "T-store" conguration, in which a relatively complex object is placed in the oor of the open cavity. Accordingly, spectral multidomain is used to rene selectively areas of the ow. The memory requirement associated with such an EVP, if stored in dense format, is 8 Gb. By contrast, using CCF only 0:5 Gb is required; this has been a strong motivation for the sparse-path of EVP solution to be followed, as shown in gure 1.
Parallel approach
Once the matrix discretizing the EVP is stored in the CCF, it is solved by Krilov subspace iteration in two stages. First the matrix is LU-decomposed using SuperLU [2] , which is a general purpose library for the direct solution of large, sparse, nonsymmetric systems of linear equations on high performance parallel machines. The library routines also perform an LU decomposition with partial pivoting and triangular system solves through forward and back substitution. This LU-decomposition is fed into an Arnoldi iteration to recover the leading eigenvalues. However, storing the LU-decomposition is itself demanding in memory; that associated with the T-store conguration shown in gure 2 requires an additional 2 Gbytes. Consequently, in all but the lowest Reynolds numbers 1 , the LU decomposition must be performed in parallel. 3 show that the theoretical linear speed-up is achieved, as long as sections of the matrix are kept in the (shared) memory of each computing node. This tendency stops as long as the number of processors increases beyond two and communication amongst nodes becomes the determining factor; gure 3 shows this result in graphical form. These results for the solution of the linear system have led to the conclusion that use of sparse linear solvers on distributed-memory machines may not be as competitive as their counterparts on shared-memory architectures. Eorts are currently underway to develop a new version of the EVP solver for the BiGlobal instability problem in shared-memory parallel machines, such as the one indicated in table 1. 
