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ABSTRACT
In this thesis we consider concentration inequalities and the concentration of measure
phenomenon from a variety of angles. Sharp tail bounds on the deviation of Lipschitz
functions of independent random variables about their mean are well known. We consider
variations on this theme for dependent variables on the Boolean cube. In particular we
classify the concentration of the Hamming metric for any measure µ on the Boolean cube.
In recent years negatively associated probability distributions have been studied as
potential generalizations of independent random variables. Results on this class of distri-
butions have been sparse at best, even when restricting to the Boolean cube. We consider
the class of negatively associated distributions topologically, as a subset of the general class
of probability measures. Both the weak (distributional) topology and the total variation
topology are considered, and the simpler notion of negative correlation is investigated.
The concentration of measure phenomenon began with Milman’s proof of Dvoretzky’s
theorem, and is therefore intimately connected to the field of high-dimensional convex
geometry. Recently this field has found application in the area of compressed sensing.
We consider these applications and in particular analyze the use of Gordon’s min-max
inequality in various compressed sensing frameworks, including the Dantzig selector and
the matrix uncertainty selector.
Finally we consider the use of concentration inequalities in developing a theoretically
sound anomaly detection algorithm. Our method uses a ranking procedure based on KNN
graphs of given data. We develop a max-margin learning-to-rank framework to train limited
v
complexity models to imitate these KNN scores. The resulting anomaly detector is shown
to be asymptotically optimal in that for any false alarm rate α, its decision region converges
to the α-percentile minimum volume level set of the unknown underlying density.
vi
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Chapter 1
Introduction
In this thesis we consider concentration inequalities and the concentration of measure phe-
nomenon from a variety of angles. The notion of a concentration inequality is central
to the theory of probability, as it by definition gives the probability that a function of
many random variables deviates from its mean. One may recall the law of large numbers
which, described from the most primitive of probabilistic viewpoints, describes the limiting
behavior of the average number of heads appearing in a long sequence of coin flips. Specif-
ically, given (integrable) independent random variables x1, . . . , xn distributed according to
a common probability measure P, with common mean Eµxi = α, we have
x1 + · · ·+ xn
n
→ α, (1.1)
almost surely, as n → ∞. Such a result is asymptotic, but through a simple yet powerful
inequality, known as Markov’s inequality one may quantify the rate of convergence of (1.1).
Specifically, Markov’s inequality says that if X is a (non-negative) random variable with
finite mean E(X) and a > 0, then
P(X ≥ a) ≤ EX
a
. (1.2)
It follows that
P(|X −EX| ≥ a) = P(|X −EX|2 ≥ a2) ≤ E|X −EX|
2
a2
(1.3)
2which is known as Chebyshev’s inequality. Applying this to the setting X = 1n(x1+· · ·+xn),
assuming E(xi −Exi)2 = σ2 <∞ for each i = 1, . . . , n we obtain
P(|X − µ| ≥ a) ≤ σ
2
na2
. (1.4)
Thus we say that the sample mean X concentrates about its mean value.
The rate of convergence in (1.4) is of order O(1/n). Can this rate be improved? Indeed,
a landmark result in the theory of probability is the central limit theorem, which says that
any random quantity which may be realized as the sum of a large number of independent
effects is distributed very much like a Gaussian random variable. Consider again the coin
tossing experiment, but this time label the two sides by ±1. Let x1, . . . , xn denote the
outcomes of n independent tosses. Then the normalized sum
Sn =
1√
n
n∑
i=1
xi
lies in an interval I of the real line with probability very close to
1√
2pi
∫
I
e−t
2/2 dt.
The normalization factor of 1
√
n ensures that Sn has variance 1 for all n ≥ 1, which is
certainly necessary if the Sn are to share a common distribution.
The central limit theorem is a powerful result, but keeping the theme of concentration,
in many cases one really wants to know whether or not the sum can be large (or far from
its average) much more often than an appropriate Gaussian random variable. We present
such a result by the name of Hoeffding’s inequality [34, 2]. Consider the simplest case
where x1, . . . , xn are independent Bernoulli random variables (±1-valued). Let a1, . . . , an
be real numbers satisfying
∑
a2i = 1. Then Hoeffding’s inequality states that
P
(∣∣∣∣∣
n∑
i=1
aixi
∣∣∣∣∣ > t
)
≤ 2e−t2/2,
3which compares well with the probability of finding a standard Gaussian outside the interval
[−t, t]:
2√
2pi
∫ ∞
t
e−s
2/2 ds.
The proof of this theorem is based on a variation of Markov’s inequality. The events
(∣∣∣∣∣
n∑
i=1
aixi
∣∣∣∣∣ > t
)
and (
eλ|
∑n
i=1 aixi| > eλt
)
are equivalent for all λ > 0. Thus by Markov’s inequality,
P
(
n∑
i=1
aixi > t
)
≤ e−λtEeλ
∑n
i=1 aixi .
for all λ > 0, and so we need only bound the exponential moment generating function, and
then optimize in λ. By independence,
Eeλ
∑n
i=1 aixi =
n∏
i=1
Eeλaixi .
For each i, the expectation is
Eeλaixi =
eλai + e−λai
2
≤ eλ2a2i /2.
Hence
Eeλ
∑n
i=1 aixi ≤
n∏
i=1
eλ
2a2i /2 = eλ
2/2.
The result now follows upon optimizing in λ (and considering the negative version to obtain
the absolute value).
Such are basic versions of concentration inequalities. On the other hand, the concentra-
tion of measure phenomenon as it is now known, is rather different. The concentration of
4measure phenomenon originated with Milman in his proof of Dvoretzky’s theorem [43, 44].
There are various levels to its formulation, but let us consider a geometric one. One may
begin with a result of P. Le´vy, who considered the isoperimetric problem on the sphere
Sn−1, equipped with the unique Haar (rotation-invariant) probability measure σ, and the
geodesic distance. He proved that the spherical caps enlarge to a smallest measure. If
the measure of the set A is 1/2, then upon comparing A with the -neighborhood of any
hemisphere (spherical cap of measure 1/2), one obtains the bound, σ(A) ≥ 1− e−n2/2 (a
purely computational fact, outlined in the appendix of this thesis [43, 2]). That is, almost
the entire sphere (in a measure-theoretic sense) lies within a distance  of A.
From Le`vy’s inequality on the sphere, one may pass to a Gaussian concentration in-
equality on Rn. We outline how this may be done. The unique Haar probability measure
on the sphere Sn−1 is also commonly referred to as the uniform measure on Sn−1. It turns
out that the standard Gaussian measure in finite dimensions can be expressed as the lim-
iting distribution of projected uniform distributions on spheres of radius
√
n, as n tends to
infinity. We give a proof of this claim now [35]. Denote by
√
nSn−1 the sphere of radius
√
n centered at the origin in Rn, and set σ
√
n
n−1 to be the uniform probability measure on
the sphere
√
nSn−1. For any n ≥ d, we consider the projection map,
Πn,d :
√
nSn−1 −→ Rd
(x1, . . . , xn) 7−→ (x1, . . . , xd),
which induces a probability measure on Rd, namely
Πn,d(σ
√
n
n−1) := σ
√
n
n−1 ◦Π−1n,d.
The key observation in connecting the Gaussian distribution with the uniform distribution
on the sphere is that the uniform (probability) distribution on the sphere is uniquely
determined by the property that it is rotation invariant. But any Gaussian random vector
5x := (x1, . . . , xn) ∈ Rn is rotation invariant, and thus so to is the normalized Gaussian
vector (
x1
|x| , . . . ,
xn
|x|
)
.
Thus
(
x1
|x1| , . . . ,
xn
|xn|
)
is distributed uniformly on the sphere Sn−1. It follows that Πn,d(σ
√
n
n−1)
is distributed as the random Gaussian vector
√
n
|x| (x1, . . . , xd).
In a clever fashion, we note that by the law of large numbers,
|x|2
n
−→ 1, as n→∞, a.s.
and thus √
n
|x| (x1, . . . , xd) −→ (x1, . . . , xd) as n→∞, a.s.
from which it follows that the sequence of measures Πn,d(σ
√
n
n−1), n ≥ d, converges weakly
to the canonical Gaussian measure on Rd. Of course, more work needs to be done to
extend Le`vy’s spherical isoperimetric inequality to Gauss space, but this gives hints that
it is possible.
From the geometric formulation of the concentration of measure follows the, perhaps
more “useful,” Lipschitz formulation. Intuitively, it says that “nice” functions of many
variables are almost constant. Of course this statement depends on the space in question.
For example, it was proved by Talagrand [63], that “nice functions” on a product prob-
ability space equipped with a product probability measure are essentially constant, when
the number of variables is very large. Talagrand proved versions of this result for both the
Hamming distance and a more general “combinatorial” distance (yielding the result for
the Euclidean distance on Rn). It is also known, for example, that Rn equipped with the
standard euclidean metric, and any (product) standard Gaussian γn = γ1×· · ·×γ1 satisfies
6the concentration of measure phenomenon. Thus, both the geometric and function-based
formulation holds: subsets of measure 1/2 enlarge to subsets of measure close to one when
n is large, and “nice” functions of many variables are almost constant. We also note an
elegant argument of Maurey and Pisier proves the concentration of Lipschitz functions of
independent Gaussian random variables without the use of isoperimetry [43]. Specifically
they show that
P(|F (x1, . . . , xn)−EF (x1, . . . , xn) > c) ≤ 2 exp
(−2c2
pi2σ2
)
where x1, . . . , xn are independent, mean zero Gaussian variables.
Other well-known concentration inequalities and methods include McDiarmid’s inequal-
ity and more broadly the martingale method [43], and Talagrand’s method of induction on
product spaces equipped with a product probability measure [63]. It is safe to say, however,
that the frontier of the research in the concentration of measure phenomenon lies in study-
ing the behavior of well-behaved functions of not necessarily independent random variables.
Which brings us to the first two chapters of this thesis. In the first chapter specifically, we
develop a notion of the concentration of measure phenomenon on the Boolean cube, and
prove concentration bounds for non-product distributions.
The second chapter of this thesis has been inspired by the recent conjecture on the con-
centration of Lipschitz functions of negatively associated variables (on the Boolean cube).
The notion of negative association is a formulation of a particular type of dependence
among random variables. Intuitively, it describes variables that are dependent in a “neg-
ative” way: if one subset of the variables is “high” then a disjoint subset of the variables
is “low”. A basic example of this notion is seen in the “balls in bins” experiment (multi-
nomial distribution). Though we do not prove the conjecture, we add to the literature
on this topic by considering the topological properties of this family of probability distri-
butions, and derive an asymptotic comparison between the class of negatively associated
distributions and the class of negatively correlated distributions on the Boolean cube.
7Since the concentration of measure phenomenon began with Milman’s proof of Dvoret-
zky’s theorem, it is intimately connected to the field of high-dimensional convex geometry
[43]. Recently this field has found application in the area of compressed sensing. We
consider these applications now [66, 11, 23].
The support of a vector x ∈ RN is the index set of its nonzero entries, i.e.,
supp(x) := {j ∈ [N ] : xj 6= 0}
The vector x ∈ RN is called s-sparse if at most s of its entries are nonzero, i.e., if
‖x‖0 := card(supp(x)) ≤ s.
The compressed sensing problem is the problem of reconstructing a sparse vector x ∈ RN
from underdetermined measurements y = Ax ∈ Rm, m < N . A very popular method
towards this end is known as basis pursuit, or `1-minimization, which consists in finding
the minimizer of the problem
min ‖z‖1 subject to Az = y. (1.5)
Since the `1-norm is a convex function, this optimization problem can be solved efficiently.
Possible generalizations of the basis pursuit algorithm are as follows. The idea of spar-
sity can be seen as a notion of simplicity. But this notion can be abstracted. Specifically,
by a simple model, we mean a collection of vectors x ∈ Rp which can be written as a
nonnegative combination of a few elements from an “atomic” set A:
x =
k∑
i=1
ciai, ai ∈ A, ci ≥ 0. (1.6)
We assume k to be relatively small.
As in the general compressed sensing problem, we have a linear map Φ : RN → Rm,
8where m < N , and assume we have the linear information y = Φ(x∗). The goal is then to
reconstruct x given y. When A is the set of one-sparse vectors, we have already seen that
a method of choice is to use the `1 norm to induce sparse solutions:
min‖x‖1 subject to y = Φ(x).
To generalize this heuristic, we abstract the essential invariants of the problem. We
note that the convex hull of (unit-Euclidean-norm) one-sparse vectors is the unit ball of
the `1 norm, or the cross-polytope. The convex hull of the (unit-Euclidean-norm) rank-one
matrices is the nuclear norm ball in which the sum of the singular values is less than or
equal to one. This norm has recently been used as a convex surrogate for solving rank
minimization problems subject to various affine constraints. Under suitable conditions the
convex hull conv(A) defines the unit ball of a norm, which is (sometimes) called the atomic
norm [11] induced by the atomic set A:
‖x‖A = inf{t > 0 : x ∈ t conv(A)}.
We can then minimize the atomic norm subject to measurement constraints, which results
in a convex programming heuristic for recovering simple models given linear measurements:
xˆ = arg min
x
‖x‖A s.t y = Φ(x). (1.7)
This formulation can be suitably modified in the case of access to inaccurate, noisy infor-
mation. Given noisy measurements y = Φ(x∗)+ω, we solve the SOCP (“second order cone
program”),
xˆ = arg min
x
‖x‖A s.t ‖y − Φ(x)‖ ≤ δ, (1.8)
where δ is an upper bound on the size of the noise ω.
We say that we have exact recovery in the noise-free case if xˆ = x∗, and robust recovery
9in the noisy case if the error ‖xˆ− x∗‖ is small.
An elegant solution to these recovery problems arises when we assume Φ is a random
matrix with standard iid Gaussian entries. It turns out that the key ingredient towards a
solution in this setting, is a high probability lower bound on the quantity,
min
x∈S
‖Φx‖2, (1.9)
where S is a subset of the sphere. Geometrically, (1.9) is bounded away from zero if the
null-space of Φ intersects S trivially. Thus enters the theory of high-dimensional convex
geometry, and in particular the theory of Gaussian processes. Re-writing (1.9) as,
min
x∈S
‖Φ(x)‖2 = min
x∈S
max
y∈Sn−1
〈Φx, y〉,
we see that the RHS is a Gaussian process indexed by the two sets S and (the sphere) Sn−1.
A comparison inequality from the theory of Gaussian processes — known as Gordon’s min-
max lemma — and its corollary provide an elegant solution to bounding (1.9) from below.
Thus tools from Gaussian processes have been successfully used in analyzing such prob-
lems as (1.7) and (1.8). However we propose an analogue of this approach to study the
well-known Dantzig selector and its variants [9]. Changing notation slightly assume we
have observations y = Xβ + z, where β ∈ RN is a parameter vector of interest, X is a
data matrix, and z is standard normal N(0, I). To estimate β, the Dantzig selector is the
solution to the `1 -regularization problem
min
β˜∈RN
‖β˜‖1, ‖XT r‖∞ ≤
√
2 log p,
where r is the residual vector, y − Xβ˜. We propose a method to analyze such recovery
problems (when X is random Gaussian) based on Gordon’s comparison inequality [25, 23].
10
It turns out in this case the key is a high probability lower bound on the quantity
min
x∈S
‖XTXx‖2.
The distribution of the entries of the matrix XTX are no longer Gaussian but χ2, thus
it is not as immediate how to use the Gaussian comparison inequalities such as Gordon’s
min-max result. However we prove by investigating the singular values of these matrices
that such an approach is possible.
After studying applications in the field of compressed sensing, we move to, broadly, the
field of machine learning, considering particular applications of concentration inequalities.
Let us outline the theoretical thrust of “learning theory” [14]. (This is a rather broad
subject area, and the theoretical notion of “learning theory” is but one branch of machine
learning in general.)
The object of learning theory is an unknown target function f : X → Y , which is to
be recovered from a data set describing f . In this overview, we will describe two different
scenarios. The first is when Y is a two-point space. The unknown function f is then
thought of as a classifier (for example classifying email documents as spam or not). The
next set-up is when Y = R, and this is known as regression estimation. In both cases,
however, “learning” an arbitrary function from limited information, in a deterministic
sense, is hopeless. Thus enters the theory of probability. The right question is therefore
not whether we can reproduce an unknown function f , but whether or not a subset of
examples
D = {(x1, f(x1)), . . . , (xn, f(xn))}
tells us something likely about the target function outside of D. The key (theoretical)
assumption we will make is that the data set is picked randomly according to some prob-
ability distribution (sounds like statistics). Let us see the implications of this assumption
in the learning problem.
11
Fix a probability measure P on Z = X × Y governing random samples,
D = ((x1, y1), . . . , (xN , yN )) ∈ ZN .
The set D is sometimes called the training set, with the elements (xi, yi), i = 1, . . . N ,
the training examples. In order to measure how well a proposed function h estimates the
desired f , we need to define some notion of error. What’s more, “learning processes do
not take place in a vacuum” [14]. Some structure needs to be in place before the process
begins. This is commonly modeled through a class of functions H. The goal is then to
obtain the best estimate of f from the class H. It is common in the literature to call H
the hypothesis space.
We begin by considering classification, that is we assume Y is a two-point space. We
define the notion of an in-sample error by,
ED = (fraction of D where y and h disagree)
=
1
N
N∑
n=1
L(yn, h(xn)),
where we set
L(y, h(x)) :=

1 if y 6= h(x)
0 if y = h(x).
We call L(y, h(x)) the loss function. In different settings, one will find different loss func-
tions, and in the general learning problem, the loss function is simply an integrable function
with respect to the joint probability measure P, for any h ∈ H. We note that L(y, h(x))
can be thought of as a local error; averaging over all (x, y) pairs we have what is known as
the generalization error (or risk functional):
E(h) = EP(h) =
∫
L(y, h(x)) dP(x, y).
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This may be though of as the probability of “misclassification”.
The problem of learning is to minimize the functional E over the hypothesis space H,
where the distribution P is unknown, but an i.i.d. sample is given. We can approach this
problem in two stages:
1. Can we get ED close enough to E?
2. Can we make ED small enough?
Learning with the function which minimizes the in-sample error ED is known as the Em-
pirical risk minimization principle (ERM).
We study the first item above through Hoeffding’s inequality [34], which can be used
to relate the in-sample error with the generalization error:
P[|ED(h)− E(h)| > ] ≤ 2e−22N ∀ > 0.
Note that the in-sample error ED is a random variable on ZN , so it depends on the sample
D. The generalization error E is unknown but deterministic. Also keep in mind that this
bound is for a fixed hypothesis function h ∈ H.
Now if we are to develop a sound learning theory, it will do us no good to concentrate
on simply one function. But this is a start, and the next easiest case is when the hypothesis
space is finite: H = {h1, . . . , hM}. We can define in-sample and generalization errors for
each of these M hypotheses, and corresponding Hoeffding inequalities. We then obtain a
union bound on the events [|ED(h1)− E(h1)| > ], . . . , [|ED(hM )− E(hM )| > ]:
P[|ED(g)− E(g)| > ] ≤ 2Me−22N , (1.10)
where g is any one of the M hypotheses in H.
Let us summarize. To tackle the question on the feasibility of learning we have adopted
a probabilistic framework. The only assumption we make in this model is that the examples
in D are generated independently and identically. Under this assumption, the most basic
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of concentration inequalities – Hoeffding’s inequality – allows us to say that indeed, the
training set D does tell us something outside of D, in regards to a particular hypothesis
function, or even a finite hypothesis set. In particular, we don’t even insist on a particular
probability distribution, or even knowing which is used; the Hoeffding inequality gives us
a distribution free bound. However, we still must be consistent and insist that whatever
distribution we use to generate the random sample, we must also use in evaluating how
well g approximates y, that is, in the generalization error E(g).
Now suppose we allow the target function to take on any real value (known as regression
estimation). We define a new loss function, L(y, f(x)) = (y − f(x))2, in which case the
generalization error becomes the least-squares error:
E(f) =
∫
Z
(f(x)− y)2 dP(x, y).
Given a sample
D = ((x1, y1), . . . , (xm, ym)) ∈ Zm
generated according to P, we define the corresponding in-sample error (in this setting) as
ED(f) = 1
m
m∑
i=1
(f(xi)− yi)2.
To each x ∈ X we denote by P(y|x) the conditional probability measure on Y , and
PX the marginal probability measure on X. Their relationship is given by the following
decomposition: ∫
X×Y
f(x, y) dP =
∫
X
(∫
Y
f(x, y)dP(y|x)
)
dPX .
Define the regression function fP to be the average of the y-coordinate with respect to
the measure P(y|x) (for some fixed input x ∈ X):
fP(x) =
∫
Y
y dP(y|x).
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We have the following proposition:
Proposition 1. For every f : X → Y ,
E(f) =
∫
(f(x)− fP(x))2 dPX +
∫
(y − fP(x))2 dP. (1.11)
The second term in (1.11) is independent of f , so f = fP minimizes the error E over
all f : X → Y .
In general, however, a class of functions H (hypothesis space) will be specified before
hand, from which the estimate of y will be chosen. In this setting, we will assume H is
a compact subset of the space of continuous functions C(X), ,endowed with the uniform
(supremum) norm.
It is not always the case that fP will lie in H, so we will consider the target function,
fH := min
f∈H
∫
(f(x)− y)2 dP(x)
Using Proposition 1, we see that fH is also satisfies
fH = min
f∈H
∫
(f(x)− fP (x))2 dP(x).
Given then a sample
D = {(x1, y1), . . . , (xm, ym)}
generated according to P, we will estimate fH via
fD := min
f∈H
1
m
m∑
i=1
(f(xi)− yi)2.
We move on to a result which shows how well the estimator fD approximates fH. We
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consider high probability (sub-Gaussian) upper bounds on the event
sup
f∈H
|E(f)− ED(f)|.
Once again recall that H ⊂ C(X) is a compact subset. Denote the number N (H, s) to be
the minimal ` ∈ N such that there exists ` disks in H with radius s covering H. As H is
compact, this number is finite. We have the following Theorem [14]:
Theorem 2. Let H be a compact subset of C(X). Assume that for all f ∈ H, |f(x)−y| ≤
M almost everywhere. Then for all  > 0,
P{D ∈ Zm : sup
f∈H
|ED(f)− E(f)| ≤ } ≥ 1−N
(
H, 
8M
)
2e
− m2
4(2σ2+13M
2) .
Here σ = σ2(H) = supf∈h σ2(f2Y ).
This particular approach – developing uniform concentration bounds using the topology
of the hypothesis space – was used to prove the consistency of the support vector machine
[62], for example, and we utilize it as well in this thesis.
Chapter 2
Classifying the Concentration of the Boolean
Cube for Dependent Distributions
2.1 Abstract
A metric probability space (Ω, d) obeys the concentration of measure phenomenon if subsets
of measure 1/2 enlarge to subsets of measure close to 1. In this paper we consider the
concentration of the space itself, namely the concentration of the metric d(x, y) for a fixed
y ∈ Ω. For any y ∈ Ω, the concentration of d(x, y) is guaranteed for product distributions
in high dimensions n, as d(x, y) is a Lipschitz function in x. In fact, in the product setting,
the rate at which the metric concentrates is of the same order in n for any fixed y ∈ Ω. The
same thing, however, cannot be said for certain dependent (non-product) distributions. For
the Boolean cube In (a widely analyzed simple model), we show that, for any dependent
distribution, the rate of concentration of the Hamming distance dH(x, y), for a fixed y,
depends on the choice of y ∈ In, and on the variance of the conditional distributions
µ(xk | x1, . . . , xk−1), 2 ≤ k ≤ n. We give an inductive bound which holds for all probability
distributions on the Boolean cube, and characterize the quality of concentration by a certain
positive (negative) correlation condition. Our method of proof is advantageous in that it
is both simple and comprehensive. We consider uniform bounding techniques when the
variance of the conditional distributions is negligible, and show how this basic technique
applies to concentration of the entire class of Lipschitz functions on the Boolean cube.
17
2.2 Introduction
The concentration of measure phenomenon as it is now known originated with Milman
in his proof of Dvoretzky’s theorem [43, 44]. The so-called Gromov-Milman formulation
[37, 44] of the concentration of measure phenomenon begins with a (Polish) metric space
(Ω, d) provided with a Borel probability measure µ. The ideas are based on the principle
that to develop good tail bounds on the deviation of a general Lipschitz function on Ω
about its median, one needs only prove that sets of measure at least 1/2 enlarge to (are
metrically close to) sets of measure close to one. Specifically, the (−) enlargement of a
set A is defined by A = {x ∈ Ω : d(x,A) ≤ }. One may then define the concentration
function [44] α(Ω, ), for any  > 0, by
α(Ω, ) = 1− inf{µ(A) : A ⊂ Ω Borel with µ(A) ≥ 1/2}. (2.1)
With respect to a family (Ωn, dn, µn), n ≥ 1 of metric probability spaces, we have the
notion of concentration about one point if for every  > 0,
α(Ωn,  diam Ωn)→ 0, (n→∞), (2.2)
and we have normal concentration if
α(Ωn, ) ≤ c1 exp(−c22n), (2.3)
for some constants c1, c2. Typically bounds like (2.3) describe the tail behavior (in the
variable x ∈ Ωn = Rn) of an n-dimensional probability distribution as n becomes large.
This is perhaps the most general formulation of the concentration of measure phenomenon,
but a specialization of this definition is of great importance in modern probability theory
and its applications.
Suppose we are given a continuous real-valued function f ∈ C(Ωn). Denote its modulus
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of continuity by ωf () = sup{|f(x) − f(y)| : d(x, y) ≤ }. We will assume the function is
“well-behaved,” meaning that ωf () is small. Let Mf denote the median of f (assume it
exists), defined by simultaneously satisfying
µ{x ∈ Ωn : f(x) ≤Mf} ≥ 1/2
and
µ{x ∈ Ωn : f(x) ≥Mf} ≥ 1/2.
The ramifications of definition (2.1) and property (2.3) can be seen in considering the set
A := {x ∈ Ωn : f(x) = Mf}. One may show that [44]
µ(A) ≥ 1− 2α(Ωn, ).
In particular, if (Ωn, µ) has normal concentration (2.3), we have
µ(A) ≥ 1− 2c1 exp(−c22n). (2.4)
Now if we assume that ωf () ≤ δ is small, then (2.4) states that the values of f are very
close to Mf on almost all of the space. Indeed, given x ∈ A, there exists y ∈ A such
that d(x, y) ≤ . Then |f(x) − f(y)| ≤ ωf (), and since y ∈ A, |f(x) −Mf | ≤ ωf (). We
conclude the distribution of f satisfies the concentration of measure phenomenon:
µ{x ∈ Ωn : |f(x)−Mf | ≤ ωf ()} ≥ µ(A)
≥ 1− 2α(Ωn, )
≥ 1− 2c1 exp(−c22n).
(We note that one may interchange the median for the mean if f is Lipschitz.)
We have passed from an initial geometric formulation of the concentration of measure
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phenomenon involving -neighborhoods of subsets of measure at least 1/2, to a purely prob-
abilistic one involving tail bounds of Lipschitz functions about their mean. The geometric
formulation has its roots in the study of isoperimetric inequalities or Rn: among bodies of
a given volume, Euclidean balls have the least surface area [2]. Since the idea of comparing
volumes of a set and its neighborhoods makes sense in any metric probability space (Ω, d),
one may pose the following more abstract question: for which sets A of measure α do
the -neighborhoods A have the smallest measure? This is known as the isoperimetric
problem. An initial answer to this question, which relates to present day understanding
of the concentration of measure phenomenon, was given by P. Le´vy. He considered the
isoperimetric problem on the sphere Sn−1, equipped with the Haar (rotation-invariant)
probability measure σ, and the geodesic distance. He proved that in this case it was spher-
ical caps that solve the isoperimetric problem. Thus, if A is a subset of the sphere of the
same measure as a spherical cap, then its -neighborhood is at least as large in measure
as that of the -neighborhood of the cap. If the measure of the set A is 1/2, then upon
comparing A with the -neighborhood of a hemisphere (spherical cap of measure 1/2), one
obtains the bound σ(A) ≥ 1−e−n2/2 (a purely computational fact, though rather difficult
[43, 2]). Thus almost the entire sphere (measure-theoretically) lies within a distance  of
A.
As Talagrand highlighted in [63], the general probabilistic notion of the concentration
of measure describes the tail behavior of random variables which depend in a “smooth” way
on many (perhaps independent) random variables, in a way that generalizes the central
limit theorem. This was studied in great detail by Talagrand [63] on an abstract product
probability space (Ωn,P), with P a product measure. There is a natural metric on any
product space, namely the Hamming distance
dH(x, y) = card{i ≤ n : xi 6= yi},
so it is reasonable to begin with this to study concentration phenomena on product prob-
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ability spaces. In this setting Talagrand proved
∫
Ωn
etdH(x,A) dP(x) ≤ 1
P(A)
et
2n/4, (2.5)
which, by an application of Markov’s inequality, gives bounds on the probability that a
point lies outside or inside an -neighborhood of A. Remarkably, Talagrand was able to
prove a similar inequality for the Euclidean distance d on R2n (actually a more general
“combinatorial” distance), proving
∫
Rn
e
1
4
d2(A,x) dP(x) ≤ 1
P(A)
. (2.6)
For both (2.5) and (2.6) Talagrand’s argument exploited the inductive nature (in n) of the
product measure along with the inductive nature of the particular distance.
However, such an approach seems particular to the product distribution. Other meth-
ods have been developed to deal with non-product distributions, many of which depend on
bounding the dependencies of the variables in terms of various types of mixing coefficients
[40, 42, 41, 57]. Other research on the concentration of non-product distributions can be
found for example in [31, 47].
In this paper we develop a method of induction to deal with non-product distributions
to study a simplified version of the concentration of measure phenomenon that retains
a geometric appeal. We consider the concentration of the metric-induced function, x 7→
d(x, y), y ∈ Ω, i.e., the distribution of distances about a fixed y. That is we consider the
concentration of the probability space itself. Our results are specialized to the Boolean
cube In := {0, 1}n, equipped with Hamming distance dH , as well as Euclidean distance.
The Boolean cube is a standard simple model on which concentration phenomena have
been studied [63, 1]; often phenomena in this setting have implied similar ones on more
general spaces. This was the case, for example, in [63]. The space is finite, so measure-
theoretic subtleties are of no concern, but it has enough structure to provide non-trivial
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problems. A similar rich source of questions regarding concentration inequalities comes
from the theory of random graphs [1].
For a given y ∈ In, the Hamming distance function, x 7→ dH(x, y), is Lipschitz with
respect to the Hamming distance itself. In fact it is a sum of bounded random variables,
dH(x, y) =
n∑
i=1
|xi − yi|.
Therefore the idea that x 7→ dH(x, y) concentrates about its mean is not a novel notion,
at least in the situation when x has independent components.
But suppose x is not independent in each component. An initial observation is that
the concentration of dH fails if the measure µ “separates mass”. For example take µ =
1
2δ(0,...,0) +
1
2δ(1,...,1), which separates mass evenly between the two points (0, . . . , 0) and
(1, . . . , 1). For any y ∈ In we have EµdH(x, y) = n/2; however the single point (0, . . . , 0)
has measure 1/2, and therefore dH(x, 0) is zero on a subset of measure 1/2, at all dimensions
n ≥ 1. Thus dH(x, 0) cannot concentrate about n/2.
We note that in this case, µ(x) = 0 for a majority of the points on In. However,
supposing that µ(x) > 0 for all x ∈ In, one can ask whether concentration can hold under
this further constraint. If we fix  > 0 sufficiently small and consider the distribution
µ =
(
1
2
− 
)
δ(0,...,0) +
1
2
δ(1,...,1) +

2n − 2
∑
x 6=0,1
δx
where 0 = (0, . . . , 0), 1 = (1, . . . , 1). This distribution still separates mass between 0 and 1,
but now an  amount is evenly distributed to the remaining points. Thus we have µ(x) > 0
for all x ∈ In. Given any y ∈ In with k ones among its components, we see that the mean
value of dH(x, y) with respect to µ is
EµdH(x, y) =
(
1
2
− 
)
k +
1
2
(n− k) + 
2n − 2
∑
x 6=0,1
dH(x, y)
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=
n
2
− k+ 
2n − 2
∑
x 6=0,1
dH(x, y).
In particular, if y = 0 then its mean is rather close to n/2, but dH(x, 0) is zero on a subset
of measure 1/2− . Thus dH cannot concentrate about its mean with respect to µ.
Now instead of demanding that dH(x, y) concentrate about its mean for all y ∈ In, we
rather consider a fixed y ∈ In. The above examples show that the quality of concentration
can depend on the choice of y. In section 2.3.2 we will in fact see that this is very much
the case for all dependent distribution µn on the Boolean cube. It is only with respect to
(close to) independent distributions that one obtains a uniform upper bound of the form
(usually going by the name of “Hoeffding’s inequality” [34]),
∫
In
et(dH(x,y)−EµndH(x,y)) dµn(x) ≤ ent2/2
for all y ∈ In. The key difference in the dependent case is that the conditional distributions
µ(xk | x1, . . . , xk−1), 2 ≤ k ≤ n,
are random quantities, in that they depend on the random variables x1, . . . , xk−1. However,
we can consider their mean values
Eµk−1µ(xk | x1, . . . , xk−1) = µ(k)(xk),
where µ(k), 1 ≤ k ≤ n, denote the one-dimensional marginal distributions of µn ( distribu-
tion of the variable xk, 1 ≤ k ≤ n), and µk denotes the joint distribution of x1, . . . , xk. The
above conditional distributions being random quantities, it is in fact useful to quantify how
far the full measure µn is from being independent by defining the (mean zero) variables
x′,yk , x
′ = (x1, . . . , xk), given by
µ(xk = yk | x1, . . . , xk−1) = µ(k)(xk = yk) + x′,yk ,
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with the left side containing a conditional probability that xk = yk, and the right side
the marginal probability of the same event. These essentially measure the deviation from
independence on the introduction of the kth component xk to the first k − 1 components.
When we change yk, the sign of x′,yk changes. It turns out that this subtle yet simple
property will dictate the sign of an “error-term” in a bound we derive in Theorem 3:
∫
In
et(dH(x,y)−EµndH(x,y)) dµn(x) ≤ ent2/2 + (error), t > 0. (2.7)
Specifically, the “error” term we derive is inductive, and of the form
error =
n−1∑
k=1
e(n−k−1)t
2/2Ek,x′,y′,t
where
Ek,x′,y′,t = e
−tµ(k+1)(xk+1 6=yk+1)(1− et)
∫
Ik
et(dH(x
′,y′)−EdH(x,y))x′,yk+1 dµk(x
′).
We see then that the correlation between et(dH(x
′,y′)−EdH(x,y)) and x′,yk+1 dictates the sign
of this error-term. In particular, if we have positive correlation with respect to yk+1, then
we must have negative correlation with respect to 1 − yk+1. And therefore the quality of
concentration will depend on the choice of y. A simple consequence of this is that, for
any distribution on the Boolean cube In, there will always exists a y ∈ In for which the
function x 7→ dH(x, y) (perhaps trivially) concentrates about its mean. In the worst case,
when for each k ≥ 1 we have Ek,x′,y′,t > 0, there is a rather elegant product formula for
(2.7). It takes a form which in this paper is Theorem 8,
∫
In
et(dH(x,y)−EdH(x,y)) dµ(x) ≤ et2/2
n∏
j=2
(bj + e
t2/2), t > 0,
where bj := e
−tµ(j)(xj 6=yj)(et − 1)‖x′,yj‖∞. In particular it highlights in a simple fashion
how the variance of the conditional distributions, or equivalently the size of x′,yk , affects
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the concentration bound.
An outline of this paper is as follows. In section 2, broadly, we develop our induction
method and prove an error bound for concentration (that is a bound on the exponential
moment generating function about ent
2/2). In section 2.3.2.2 we introduce a positive corre-
lation condition on the coordinates of the point y ∈ In (fixed in x 7→ dH(x, y)) which will
dictate the sign of the error term, and thus the quality of concentration. We then show, in
section 2.3.2.3, how the error bound simplifies elegantly in the worst case, deriving what
we call the small-variance bound. Finally, in section 2.4 we demonstrate how the small-
variance bound generalizes to the entire class of Lipschitz functions on the Boolean cube.
2.3 The Concentration of Hamming Distance
2.3.1 Preliminaries on the Boolean Cube
Let x1, . . . , xn denote 0-1 valued random variables with joint distribution µn. Thus the
vector (x1, . . . , xn) may be viewed as an element in the Boolean cube In = {0, 1}n, and
the distribution µn a probability measure on In. The distribution of each variable xi,
i = 1, . . . , n, is denoted by µ(i), these are the one-dimensional marginal distributions of µn.
For any fixed x1, . . . , xk−1, 2 ≤ k ≤ n, we have
µk(x1, . . . , xk−1, 0) + µk(x1, . . . , xk−1, 1) = µk−1(x1, . . . , xk−1).
Thus there exist 0 ≤ cx1,...,xk−1 ≤ 1 such that
µk(x1, . . . , xk−1, 0) = cx1,...,xk−1µk−1(x1, . . . , xk−1), (2.8)
and
µk(x1, . . . , xk−1, 1) = (1− cx1,...,xk−1)µk−1(x1, . . . , xk−1). (2.9)
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That is,
cx1,...,xk−1 = µ(xk = 0|x1, . . . , xk−1).
Moreover, we see from (3.2) (or from the fact that cx1,...,xk−1 = µ(xk = 0|x1, . . . , xk−1))
that
Eµk−1cx1,...,xk−1 = µ
(k)(0) ∀k = 2, . . . n.
Note that all the expectations above and below are with respect to the variable x ∈ In,
while y ∈ In is fixed. Now fix y ∈ In. Noting that dH(x, y) =
∑n
i=1 |xi − yi|, we have
EµndH(x, y) =
n∑
i=1
Eµ(i) |xi − yi| =
n∑
i=1
µ(i)(|1− yi|). (2.10)
Note that without abuse of notation, we will write µ(i)(xi = |1 − yi|) ≡ µ(i)(|1 − yi|), i.e.
the variable x will be omitted from the arguments of µ when possible. We will also use the
notation, µ(i)(|1− yi|) = µ(i)(xi 6= yi). We will moreover need a subtle yet powerful lemma
known as Hoeffding’s lemma [34]:
Lemma 1. Let f be integrable with respect to a probability distribution P, and assume
E[f ] = 0. Then
E[etf ] ≤ e
t‖f‖∞ + e−t‖f‖∞
2
≤ et2‖f‖2∞/2.
2.3.2 A Classification of the Concentration of the Hamming Distance
It is known that for independent measures on the Boolean cube, standard concentration
inequalities for Lipschitz functions on the measure space hold, but these do not extend
in known ways to more general Boolean cube measures. Here we show that in fact such
results can be extended, using the present notion of concentration.
For a given y ∈ In the Hamming distance dH(x, y) is Lipschitz (with Lipschitz constant
one). At a more basic level, it is actually a sum of bounded random variables:
dH(x, y) =
n∑
i=1
|xi − yi|.
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Thus when the vector (x1, . . . , xn) has independent components, concentration is well
known, and usually goes by the name of Hoeffding’s inequality (as above) [34]:
∫
In
et(dH(x,y)−EdH(x,y)) dµ(x) ≤ ent2/2 (2.11)
for any µ that decomposes as a product of its one-dimensional marginals. Thus by Markov’s
inequality (setting t = c/n and using the symmetry in t),
µ{x ∈ In : |dH(x, y)−EdH(x, y)| ≥ c} ≤ 2e−c2/2n. (2.12)
In particular, the “observable diameter” of the Boolean cube is of order
√
n. That is, for
any fixed y ∈ In and n large, dH(x, y) lies within a distance of
√
n of its mean on a subset of
measure converging to one in a sub-Gaussian fashion (set c =
√
n). The bound in (2.11) is
quite optimal in that it produces sub-Gaussian tail bounds (2.12). But much is unknown as
to whether, or when, such bounds hold for dependent distributions, i.e. dependent vectors
(x1, . . . , xn) and their distributions.
In this section, for a given y ∈ In, we classify the concentration of the Hamming
distance, dH(x, y), about its mean, with respect to arbitrary distributions µn on the Boolean
cube. We will see that the quality of concentration depends on essentially two factors.
These are the point y ∈ In chosen and the variance of the conditional distributions µ(xk |
x1, . . . , xk−1), 2 ≤ k ≤ n. (These variances can be thought of as how far µ is from being
independent.)
2.3.2.1 An Inductive Error Bound Detailing Concentration
Fix 2 ≤ k ≤ n, yk ∈ {0, 1}, and consider µ(xk = yk | x1, . . . , xk−1). The mean value of this
random variable is
Eµk−1µ(xk = yk | x1, . . . , xk−1) = µ(k)(xk = yk). (2.13)
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Thus
µ(xk = yk | x1, . . . , xk−1) = µ(k)(xk = yk) + x1,...,xk−1,yk (2.14)
and
µ(xk 6= yk | x1, . . . , xk−1) = µ(k)(xk 6= yk) + x1,...,xk−1,1−yk (2.15)
where Eµk−1x1,...,xk−1,yk = 0. Since 1 − µ(xk = yk | x1, . . . , xk−1) = µ(xk 6= yk |
x1, . . . , xk−1), and 1− µ(xk = yk) = µ(xk 6= yk), we have the important relation,
x1,...,xk−1,yk = −x1,...,xk−1,1−yk . (2.16)
The variables x1,...,xk−1,yk define the spread of the distribution of µ(xk = yk | x1, . . . , xk−1)
over all (x1, . . . , xk−1) ∈ Ik−1, and therefore the variance of this distribution, and so how
far the distribution is from being independent of (x1, . . . , xk−1).
For a given 2 ≤ k ≤ n, define x′ = (x1, . . . , xk), y′ = (y1, . . . , yk), and (again for fixed
y)
ak−1(x′, y′, t) := et(d(x
′,y′)−Eµk−1d(x′,y′)). (2.17)
Theorem 3. For any probability distribution µn on the Boolean cube, with y fixed and
expectations over x,
∫
In
et(dH(x,y)−EdH(x,y)) dµn(x) ≤ ent2/2 +
n−1∑
k=1
e(n−k−1)t
2/2Ek,x′,y′,t (2.18)
where
Ek,x′,y′,t := e
−tµ(k+1)(xk+1 6=yk+1)(1− et)
∫
Ik
ak(x
′, y′, t)x′,yk+1 dµk(x
′).
Proof We proceed by induction. The case of n = 1 is Hoeffding’s lemma, so assume the
result in dimension n − 1. Let y = (y1, . . . , yn) ∈ In be fixed, and consider the following
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decomposition,
∫
In
et(dH(x,y)−EµndH(x,y)) dµn(x) =
(∫
Iynn
+
∫
I1−ynn
)
et(dH(x,y)−EµndH(x,y)) dµn(x), (2.19)
where Iynn denotes all x = (x1, . . . , xn) ∈ In such that xn = yn, and I1−ynn denotes all x ∈ In
such that xn 6= yn. Let x′ = (x1, . . . , xn−1) and an−1(t, x′, y′) = et(dH(x′,y′)−Eµn−1dH(x′,y′))
as above. We have
∫
Iynn
et(dH(x,y)−EµndH(x,y)) dµn(x) =
∑
x∈Iynn
et(dH(x,y)−EµndH(x,y))µn(x)
=
∑
x′∈In−1
an−1(x′, y′, t)e
t(|yn−yn|−Eµ(n) |xn−yn|)µn(x′, yn)
=
∑
x′∈In−1
an−1(x′, y′, t)et(−µ
(n)(xn 6=yn))µn(x′, yn)
=
∑
x′∈In−1
an−1(x′, y′, t)e−tµ
(n)(xn 6=yn)µn(xn = yn | x′)µn−1(x′)
Using that µn(xn = yn | x′) = µ(n)(xn = yn) + x′,yn , for all x′ ∈ In−1, we may re-write
this last expression as
∑
x′∈In−1
an−1(x′, y′, t)e−tµ
(n)(xn 6=yn)µ(n)(xn = yn)µn−1(x′)+
∑
x′∈In−1
an−1(x′, y′, t)e−tµ
(n)(xn 6=yn)x′,ynµn−1(x
′).
Considering now the integral over I1−ynn , we have,
∫
I1−ynn
et(dH(x,y)−EµndH(x,y)) dµn(x) =
∑
x∈I1−ynn
et(dH(x,y)−EµdH(x,y))µn(x)
=
∑
x′∈In−1
an−1(x′, y′, t)e
t(|(1−yn)−yn|−Eµ(n) |xn−yn|)µn(x′, 1− yn)
=
∑
x′∈In−1
an−1(x′, y′, t)et(1−µ
(n)(xn 6=yn))µn(x′, 1− yn)
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=
∑
x′∈In−1
an−1(x′, y′, t)et(1−µ
(n)(xn 6=yn))µn(xn 6= yn | x′)µn−1(x′)
Note that the third equality above uses the fact that |(1 − yn) − yn| = |1 − 2yn| = 1 for
yn = 0, 1. Since µn(xn = yn | x′) = µ(n)(xn = yn) + x′,yn , we see that µn(xn 6= yn | x′) =
1 − µ(n)(xn = yn) − x′,yn = µ(n)(xn 6= yn) − x′,yn . Thus the last expression in the above
string of equalities may be re-written as
∑
x′∈In−1
an−1(x′, y′, t)et(1−µ
(n)(xn 6=yn))µ(n)(xn 6= yn)µn−1(x′)−
∑
x′∈In−1
an−1(x′, y′, t)et(1−µ
(n)(xn 6=yn))x′,ynµn−1(x
′).
Thus, using these results in (2.19), we find that
∫
In
et(dH(x,y)−EµndH(x,y)) dµn(x) can be
written as
∑
x′∈In−1
an−1(x′, y′, t)e−tµ
(n)(xn 6=yn)(µ(n)(xn = yn) + etµ(n)(xn 6= yn))µn−1(x′)+
∑
x′∈In−1
an−1(x′, y′, t)e−tµ
(n)(xn 6=yn)x′,yn(1− et)µn−1(x′).
Note that e−tµ(n)(xn 6=yn)(µ(n)(xn = yn) + etµ(n)(xn 6= yn)) can be re-written as an integral,
and then bounded above using the one-dimensional version of Hoeffding’s lemma 1, i.e.
using the identity
∫
I1
e
t(dH(xn,yn)−Eµ(n)dH(xn,yn)) dµ(n)(xn) ≤ et2/2
(note that this is a one-dimensional integral in xn). This uses the fact that e
−tE
µ(n)
dH(xn,yn) =
e−tµ(n)(xn 6=yn), and also that µ(n)(xn = yn) + etµ(n)(xn 6= yn) =
∫
I1
etdH(xn,yn)dµ(n)(xn).
Thus
∫
In
et(dH(x,y)−EµdH(x,y)) dµ(x) is bounded above by (changing back to integral nota-
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tion),
et
2/2
∫
In−1
an−1(x′, y′, t) dµn−1(x′) + En−1,x′,y′,t
where
En−1,x′,y′,t = e−tµ
(n)(xn 6=yn)(1− et)
∫
In−1
an−1(x′, y′, t)x′,yn dµn−1(x
′).
Using the induction step (2.18) in dimension n− 1, we have
et
2/2
∫
In−1
an−1(x′, y′, t) dµn−1(x′) + En−1,x′,y′,t
≤ ent2/2 +
(
n−2∑
k=1
e(n−k−1)t
2/2Ek,x′,y′,t
)
+ En−1,x′,y′,t
= ent
2/2 +
n−1∑
k=1
e(n−k−1)t
2/2Ek,x′,y′,t.
The result follows.

2.3.2.2 A Positive Correlation Condition for Concentration
The error bound given in Theorem 3 (last term in (2.18) seems hard to unravel, but there
is a key observation that allows it to be better understood:
Proposition 4. For a fixed 1 ≤ k ≤ n − 1, the sign of the error-term, Ek,x′,y′,t, depends
on the choice of yk+1.
Proof Fix 1 ≤ k ≤ n− 1. Then
Ek,x′,y′,t = e
−tµ(k+1)(xk+1 6=yk+1)(1− et)
∫
Ik
ak(x
′, y′, t)x′,yk+1 dµk(x
′) ≤ 0
if and only if, ∫
Ik
ak(x
′, y′, t)x′,yk+1 dµn−1(x
′) ≥ 0 (2.20)
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since 1− et < 0 for all t > 0. Since x′,yk+1 = −x′,1−yk+1 , for all x′ ∈ Ik, we see that (2.20)
is equivalent to ∫
Ik
ak(x
′, y′, t)x′,1−yk+1 dµn−1(x
′) ≤ 0.
Thus for fixed k the sign of the error term Ek,x′,y′,t is opposite for the two choices of yk+1.

In light of Proposition 4, for a given 2 ≤ k ≤ n, we make the following definition:
Definition 1. For a given 2 ≤ k ≤ n, we say that yk ∈ {0, 1} satisfies the positive
correlation condition if
∫
Ik−1
ak−1(x′, y′, t)µ(xk = yk | x′) dµk−1(x′) ≥
∫
Ik−1
ak−1(x′, y′, t) dµk−1(x′)
∫
Ik−1
µ(xk = yk | x′) dµ(x′) (2.21)
Since
∫
Ik−1
µ(xk = yk | x′) dµ(x′) = µ(k)(xk = yk), we may equivalently write (2.21) as,
∫
Ik−1
ak−1(x′, y′, t)x′,yk dµk−1(x
′) ≥ 0. (2.22)
We say that this is a positive correlation condition, because (2.21) states that the
variables X := ak−1(x′, y′, t) and Y := µ(xk = yk | x′) are positively correlated.
Since µ(xk = yk | x′) = 1 − µ(xk 6= yk | x′), (2.21) implies the following negative
correlation condition for 1− yk:
Lemma 2. If yk satisfies the positive correlation condition (2.21), then 1− yk satisfies the
following negative correlation condition:
∫
Ik−1
ak−1(x′, y′, t)µ(xk 6= yk | x′) dµk−1(x′) ≤
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∫
Ik−1
ak−1(x′, y′, t) dµk−1(x′)
∫
Ik−1
µ(xk 6= yk | x′) dµ(x′). (2.23)
Since
∫
Ik−1
µ(xk 6= yk | x′) dµ(x′) = µ(k)(xk 6= yk), the negative correlation condition (2.23)
may be equivalently written,
∫
Ik−1
ak−1(x′, y′, t)x′,1−yk dµk−1(x
′) ≤ 0. (2.24)
For example, if yn = 1 and we have the positive correlation condition
∫
In−1
an−1(x′, y′, t)x′,1 dµn−1(x′) ≥ 0
then necessarily we have the negative correlation condition for yn = 0,
∫
In−1
an−1(x′, y′, t)x′,0 dµn−1(x′) ≤ 0
Proposition 4 shows that the positive and negative correlation conditions above dictate
the quality of concentration for a given y ∈ In. In particular, the best concentration occurs
when y is such that the positive correlation condition (2.21) holds for all k:
Theorem 5. Suppose y = (yk)
n
k=1 ∈ In is such that the positive correlation condition
(2.21) holds for all k ≥ 2. Then
∫
In
et(dH(x,y)−EµdH(x,y)) dµ(x) ≤ ent2/2.
Proof It suffices to show that the error terms Ek,x′,y′,t are at most zero for all k ≥ 2. We
have
Ek,x′,y′,t = e
−tµ(k+1)(xk+1 6=yk+1)(1− et)
∫
Ik
ak(x
′, y′, t)x′,yk+1 dµk(x
′) ≤ 0
if and only if, ∫
Ik
ak(x
′, y′, t)x′,yk+1 dµk(x
′) ≥ 0 (2.25)
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since 1− et < 0 for all t > 0. Since (2.25) is exactly the positive correlation condition, the
result follows.

If the error terms Ek,x′,y′,t in Theorem 3 are proportional at all levels, in the sense that
e(n−k−1)t
2 |Ek,y′,x′,t|, k = 1, . . . , n− 1,
is constant in k, then the sum
n−1∑
k=1
e(n−k−1)t
2/2Ek,x′,y′,t (2.26)
will be approximately bounded above by zero for a large number of y ∈ In. specifically it
will hold for those y for which more coordinates yk satisfy the positive correlation condition
(2.21) than the negative correlation condition. We state this more precisely as a theorem.
Theorem 6. Suppose µ is a probability distribution on the Boolean cube satisfying
µ(i)(0) = 1/2, i = 1, . . . , n.
Moreover suppose that
e(n−k−1)t
2 |Ek,y′,x′,t|
is constant in k, 1 ≤ k ≤ n − 1. Then there exists 2n−dn−12 e( ndn−1
2
e
)
vectors y ∈ In, with
respect to which the function x 7→ dH(x, y) satisfies,
∫
In
et(dH(x,y)−EdH(x,y)) dµ(x) ≤ ent2/2.
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Proof Denote Ek,yk = Ek,x′,y′,t, so
Ek,yk = e
−tµ(k+1)(xk+1 6=yk+1)(1− et)
∫
Ik
ak(x
′, y′, t)x′,yk+1 dµk(x
′).
We already know that x′,yk+1 = −x′,1−yk+1 , so Ek,yk is approximately −Ek,1−yk . But with
the added assumption that µ(i)(0) = 1/2 for each i = 1, . . . , n, we have exact equality:
Ek,yk = −Ek,1−yk
for each k = 1, . . . , n− 1. And since
e(n−k−1)t
2 |Ek,y′,x′,t|
is constant in k, 1 ≤ k ≤ n− 1, the function x 7→ dH(x, y) will satisfy
∫
In
et(dH(x,y)−EdH(x,y)) dµ(x) ≤ ent2/2,
if Ek,yk+1 ≤ 0 for at least half the coordinates of y (since the negative error terms will cancel
the positive error terms in (2.26)). So if we choose
(
n
dn−1
2
e
)
coordinates yk, constraining
them so that they satisfy Ek,yk+1 ≤ 0, then the rest are free. This gives a count of
2n−d
n−1
2
e( n
dn−1
2
e
)
y ∈ In with resepct to which
∫
In
et(dH(x,y)−EdH(x,y)) dµ(x) ≤ ent2/2.
This completes the proof.

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2.3.2.3 The Small Variance Case
In this section we further analyze the upper bound provided in Theorem 3. We will observe
that the form of the upper bound may be significantly simplified upon putting absolute
values around the “error-terms” Ek,x′,y′,t. As these may be negative, the bound we derive
in this section will be worse than the bound in Theorem 3. However, the bound is appealing
due to its simplicity, and it is well-suited for distributions which are approximately product
distributions, i.e. ones whose conditional distributions (2.14) have a small variance.
We begin with a lemma.
Lemma 3. For any sequence bj ∈ R, j ≥ 2, we have
n∏
j=2
(bj + e
t2/2) = e(n−1)t
2/2 + e(n−2)t
2/2b2 +
n−1∑
k=2
e(n−k−1)t
2/2bk+1
k∏
j=2
(bj + e
t2/2). (2.27)
Proof We proceed by induction. For the base case, n = 2, the left and right hand side
are both b2 + e
t2/2.
Now assume (2.27) for some n > 2. We have
n+1∏
j=2
(bj + e
t2/2) = (bn+1 + e
t2/2)
n∏
j=2
(bj + e
t2/2)
= bn+1
n∏
j=2
(bj + e
t2/2) + et
2/2
n∏
j=2
(bj + e
t2/2).
By the induction hypothesis, et
2/2
∏n
j=2(bj + e
t2/2) is
ent
2/2 + e(n−1)t
2/2b2 +
n−1∑
k=2
e(n−k)t
2/2bk+1
k∏
j=2
(bj + e
t2/2).
It follows that
n+1∏
j=2
(bj + e
t2/2) = ent
2/2 + e(n−1)t
2/2b2 +
n∑
k=2
e(n−k)t
2/2bk+1
k∏
j=2
(bj + e
t2/2),
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as desired.

We apply this lemma to the error bound given in Theorem 3. To simplify notation, for
any j ≥ 2 and t > 0 we set
bj := e
−tµ(j)(xj 6=yj)(et − 1)‖x′,yj‖∞.
Recall the definition of En,x′,y′,t, which we denote here by En, n ≥ 1:
En = En,x′,y′,t = e
−tµ(n+1)(xn+1 6=yn+1)(1− et)
∫
In
an(x
′, y′, t)x′,yn+1 dµn(x
′).
Proposition 7. We have
|En| ≤

bn+1e
t2/2
∏n
j=2(bj + e
t2/2), n ≥ 2
b2e
t2/2, n = 1
Proof The n = 1 case is immediate from Hoeffding’s lemma, so assume the result for all
2 ≤ k ≤ n− 1. We have
|En| ≤ bn+1
∫
In
|an(x, y, t)| dµn(x) ≤ bn+1
(
ent
2/2 +
n−1∑
k=1
e(n−k−1)t
2/2|Ek|
)
using Theorem 3 in the last inequality. Using the induction hypothesis, this is bounded
above by
bn+1e
t2/2
e(n−1)t2/2 + e(n−2)t2/2b2 + n−1∑
k=2
e(n−k−1)t
2/2bk+1
k∏
j=2
(bj + e
t2/2)
 .
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Lastly, by Lemma 3, this is
bn+1e
t2/2
n∏
j=2
(bj + e
t2/2).
This completes the proof.

In a similar fashion, we have our “small-variance” bound,
Theorem 8. For any t > 0,
∫
In
et(dH(x,y)−EµndH(x,y)) dµn(x) ≤ et2/2
n∏
j=2
(bj + e
t2/2).
Proof We have
∫
In
et(dH(x,y)−EµndH(x,y)) dµn(x) ≤ ent2/2 +
n−1∑
k=1
e(n−k−1)t
2/2|Ek|
≤ et2/2
n∏
j=2
(bj + e
t2/2),
using Theorem 3 in the first inequality, and Lemma 3 and Proposition 7 in the second
(exactly as in the proof of Proposition 7).

2.4 Extending the Small Variance Bound to the Class of Lipschitz Func-
tions on In
In this section we consider generalizations of the “small-variance” bound, Theorem 8, to
the general class of Lipschitz functions. Again we denote by µn the joint distribution of
the vector (x1, . . . , xn) ∈ In. We assume a uniform bound on the conditional distributions
38
of µn, denoted by µ(xk | x1, . . . , xk−1), namely
µ(xk | x1, . . . , xk−1) ≤ ck ≤ 1 (2.28)
with ck decreasing to 1/2 as k →∞. Assume that µ1(0) = 1/2.
Theorem 9. Let A ⊂ In be a non-empty set and let µn denote the joint distribution of the
vector (x1, . . . , xn) ∈ In, satisfying (2.28) and µ1(0) = 1/2. Then for all t > 0,
∫
In
etd(x,A) dµn ≤ 1
µn(A)
(
1
2
+
et + e−t
4
)( n∏
k=2
c2k
)(
2 + et + e−t
)n−1
≤ 1
µn(A)
(
4n−1
n∏
k=2
c2k
)
et
2n/4
Proof We proceed by induction, closely following the work of Talagrand [63]. When
n = 1, if A consists of one point, then µ1(A) = 1/2 and
∫
I1
etd(x,A) dµ1(x) =
1
2
+
1
2
et ≤ 2
(
1
2
+
et + e−t
4
)
.
If A consists of two points, then µ1(A) = 1 and
∫
I1
etd(x,A) dµ1(x) = 1 ≤ 1
2
+
et + e−t
4
.
Suppose n > 1 and assume the result for n − 1. Define I1n to be the set of all x ∈ In
with a one in the last coordinate, and similarly define I0n to be the set of all x ∈ In with
a zero in the last coordinate. Then of course I0n and I
1
n partition the space In. Moreover,
given A ⊂ In, we define
A0 = {x ∈ In−1 : (x, 0) ∈ A}
and
A1 = {x ∈ In−1 : (x, 1) ∈ A}.
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Note that A = A0 × {0} ∪A1 × {1}, and
µn(A) =
∑
x∈A0
µn(x, 0) +
∑
x∈A1
µn(x, 1)
≤
∑
x∈A0
cnµn−1(x) +
∑
x∈A1
cnµn−1(x)
= cnµn−1(A0) + cnµn−1(A1).
Given x ∈ In, let x′ ∈ In−1 denote x with its last coordinate omitted. Then
d(x,A) = min{d(x′, A0), d(x′, A1) + 1}, x ∈ I0n (2.29)
and
d(x,A) = min{d(x′, A1), d(x′, A0) + 1}, x ∈ I1n. (2.30)
We now consider
∫
In
etd(x,A) dµn =
∫
I0n
etd(x,A) dµn +
∫
I1n
etd(x,A) dµn
Define Cn =
∏n
k=2 c
2
k. Using (2.29) we have
∫
I0n
etd(x,A) dµn =
∫
I0n
exp(min{td(x′, A0), td(x′, A1) + t}) dµn
=
∫
I0n
min{exp(td(x′, A0)), et exp(td(x′, A1))} dµn
=
∑
x′∈In−1
min{exp(td(x′, A0)), et exp(td(x′, A1))}µn(x′, 0)
≤ cn
∑
x′∈In−1
min{exp(td(x′, A0)), et exp(td(x′, A1))}µn−1(x′)
= cn
∫
In−1
min{exp(td(x′, A0)), et exp(td(x′, A1))} dµn−1(x′)
≤ cn min
{∫
In−1
exp(td(x′, A0)) dµ(x′),
∫
In−1
et exp(td(x′, A1)) dµ(x′)
}
≤ cn min
{
Cn−1c(t)n−1
µn−1(A0)
, et
Cn−1c(t)n−1
µn−1(A1)
}
.
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Here the first inequality follows from (2.28), the second inequality follows since the inte-
gral of the minimum does not exceed the minimum of the integrals, and finally the third
inequality follows from the induction hypothesis (and in the second to last line note that
µ = µn−1). Note that we similarly derive
∫
I1n
etd(x,A) dµn ≤ cn min
{
Cn−1c(t)n−1
µn−1(A1)
, et
Cn−1c(t)n−1
µn−1(A0)
}
,
and therefore
∫
In
etd(x,A) dµn ≤ cn min
{
Cn−1c(t)n−1
µn−1(A0)
, et
Cn−1c(t)n−1
µn−1(A1)
}
+cn min
{
Cn−1c(t)n−1
µn−1(A1)
, et
Cn−1c(t)n−1
µn−1(A0)
}
.
Write the right hand side as
Cn−1c(t)n−1
µn(A)
(
cn min
{
µn(A)
µn−1(A0)
, et
µn(A)
µn−1(A1)
}
+ cn min
{
µn(A)
µn−1(A1)
, et
µn(A)
µn−1(A0)
})
Now denote
a0 =
µn−1(A0)
µn(A)
, a1 =
µn−1(A1)
µn(A)
.
From the inequality µn(A) ≤ cn(µn−1(A0) + µn−1(A1)), we see that a0 + a1 ≥ 1cn . To
complete the proof we deduce the maximum value of
cn min{a−10 , eta−11 }+ cn min{a−11 , eta−10 }
where a0 +a1 ≥ 1cn . (These minimization problems are not independent from one another.)
We first assume that a0 + a1 =
1
cn
. Set c(t) := 2 + et + e−t. We split the maximization
into cases:
• If a0 = 0, then a1 = 1cn and the value is c2n + etc2n ≤ c2nc(t)
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• Assume that a0, a1 > 0. If a1 = a0 = 12cn , the value is 2c2n + 2c2n = 4c2n. We have
4c2n ≤ c2nc(t), since 2 ≤ et + e−t.
• Assume that a0, a1 > 0 and a0 6= a1. Without loss of generality assume that a0 > a1,
so a0 =
1
2cn
+b, a1 =
1
2cn
−b, for some 0 < b < 12cn . Then a−10 < eta−11 . If a−11 < eta−10 ,
the value is
cn(1/2cn + b)
−1 + cn(1/2cn − b)−1 = 11
4c2n
− b2 .
Increasing b slightly we increase the value, a contradiction. A similar calculation
reveals a contradiction if a−11 > e
ta−10 . Thus at the maximum point we must have
a−11 = e
ta−10 . This says that b =
et−1
2cn(1+et)
, and therefore
a0 =
et
cn(1 + et)
and
a1 =
1
cn(1 + et)
.
This gives a value of
cna
−1
1 + cna
−1
0 = 2c
2
n + c
2
n(e
t + e−t) = c2nc(t).
Finally, when a0 + a1 ≥ 1/cn, we must have a0 + a1 = 1b for some b < cn, and running
the above argument through again gives a maximum value of 2b2 + b2(et + e−t) < 2c2n +
c2n(e
t+e−t). Thus the maximum is achieved when a0 +a1 = 1/cn, and the maximum value
is c2nc(t).
It follows that,
∫
In
etd(x,A) dµn(x) ≤ 1
µn(A)
(
1
2
+
et + e−t
4
)( n∏
k=2
c2k
)(
2 + et + e−t
)n−1
.
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Lastly, noting that
1
2
+
et + e−t
4
≤ et2/4,
which is clear upon power series expansion, we have
(2 + et + e−t)n−1 ≤ 4n−1et2(n−1)/4,
and therefore ∫
In
etd(x,A) dµn(x) ≤ 1
µn(A)
(
4n−1
n∏
k=2
c2k
)
et
2n/4.
The proof is complete.

Chapter 3
The Topology of Negatively Associated
Distributions
3.1 Abstract
We consider the sets of negatively associated (NA) and negatively correlated (NC) distribu-
tions as subsets of all probability distributions on Rn in terms of their relative topological
structures. We prove that the class of NA distributions has a non-empty interior with
respect to the total variation distance. We show however that this is not the case in the
weak topology (i.e. the topology of convergence in distribution), unless the underlying
probability space is finite. We consider both the convexity and the connectedness of these
classes of probability measures, and study the two classes on the Boolean cube. We con-
clude by comparing these classes on the Boolean cube, showing that the notion of strict
negative association is asymptotically equivalent to negative correlation.
3.2 Introduction
In recent years negatively associated probability distributions have been studied as poten-
tial generalizations of independent random variables [28, 17]. However, the characterization
of such probability measures on Rn has been elusive. In many cases just the specializa-
tion of such a characterization to Boolean cube measures, i.e. probability measures whose
marginals are simple variations of Bernoulli measures, has generated a great deal of interest
[46, 6]. The characterization of the set of negatively associated measures on Rn can involve
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even simpler questions regarding the topological structure of this set within the space of
all measures. This question may have different answers under different topologies on the
space of measures, which include the total variation topology and the standard weak (dis-
tributional) topology. Simple versions of this question include whether the space of such
distributions is connected, convex, closed, and whether it has an interior with respect to a
given topology.
Denote by M(Rn) the set of all Borel probability measures on Rn. A probability
measure µ ∈M(Rn) is said to be negatively correlated (NC) if
∫
Rn
xixj dµ(x) ≤
∫
Rn
xi dµ(x)
∫
Rn
xj dµ(x), ∀1 ≤ i 6= j ≤ n. (3.1)
We say that µ is strictly NC if strict inequality holds in (3.1). We denote the class of NC
distributions by MNC or MNC(Rn).
We now introduce the notion of negative association. We say that a function f : Rn →
R is non-decreasing if f(x) ≥ f(y) whenever x ≥ y. We say that f : Rn → R is non-
increasing if f(x) ≤ f(y) whenever x ≤ y. We denote subsets of the index set {1, . . . , n}
by I, J , and define xI ∈ R|I| to be the restriction of x ∈ Rn to the index set I. Moreover,
we denote by µ(I) the marginal distributions of µ:
µ(I)(A) :=
∫
A
∫
R−I
dµ(x), (3.2)
where R−I denotes all x = (xi)i/∈I . Then µ is said to be negatively associated (NA) if for
every disjoint I, J ⊂ {1, . . . , n} and every non-decreasing and integrable f : R|I| → R,
g : R|J | → R, we have
∫
Rn
f(xI)g(xJ) dµ(x) ≤
∫
Rn
f(xI) dµ(x)
∫
Rn
g(xJ) dµ(x), (3.3)
or equivalently
Covµ(f(xI), g(xJ)) ≤ 0, (3.4)
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where Covµ : L
1(Rn, µ) × L1(Rn, µ) → R denotes the covariance operator. Note that if
f or g is constant, then we have trivial equality in (3.3). With that said, we say that
µ is strictly NA if strict inequality holds in (3.3) for all (µ-almost surely) non-constant
f(xI) and g(xJ) and disjoint I, J ⊂ {1, . . . , n}. Since the space of real-valued continuous
functions with compact support, Cc(R
n), is dense in L1(Rn), it will suffice (to check
strict negative association or correlation) to assume that distributions are supported on a
compact subset of Rn for most of this paper. We denote the class of NA distributions by
MNA or MNA(Rn). It is clear that (3.1) is weaker than (3.3).
The notion of dependence among random variables is central to all of probability theory.
In light of the fact that independent random variables are uncorrelated, it is natural to
consider the other sides of this equality, namely when the covariance is positive and when
it is negative. This gives the notions of positive and negative correlation. More general
notions of dependencies among random variables certainly exist, and negative association
is one of them, with other versions appearing in [5, 19, 29, 30]. A concept closely related to
NA, known as positive association (PA), sheds some light on the class of NA distributions.
The definition of positive association was introduced into the statistical literature prior
to negative association, in [21]. We say that µ is positively associated if Covµ(f, g) ≥ 0,
for all pairs of non-decreasing, real-valued functions f and g. We note that we no longer
assume that f and g are defined on disjoint subsets of variables, as we did with negative
association. Remarkably (or not), significantly greater progress has been made in the
theory of positive association than in the theory of negative association. This, in part, is
due to an elegant result known as the FKG inequality [22], which gives a sufficient criterion
for PA. At its most basic level, the FKG inequality is known as Chebyshev’s inequality
[18] (distinct from the standard Chebyshev’s inequality in elementary probability). This
theorem states that if X is a random variable on R (as opposed to Rn, and f, g : R→ R
are both non-decreasing, then
E(f(X)g(X)) ≥ Ef(X)Eg(X). (3.5)
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This holds for any probability distribution on the real line, so long as f and g are non-
decreasing (or non-increasing). The proof of (3.5) is straightforward, and follows from the
basic point-wise inequality
(f(x)− f(y))(g(x)− g(y)) ≥ 0, (3.6)
which holds for all non-decreasing (or non-increasing) f, g : R → R. Indeed, assuming x
and y are independent and identically distributed, upon expanding (3.6) we obtain Cheby-
shev’s inequality (3.5).
The FKG inequality is essentially a generalization of (3.5) to the product setting, Rn
equipped with the product ordering (i.e., that x = (x1, . . . , xn) ≤ y = (y1, . . . , yn) iff
xi ≤ yi ∀i). To state the result, we first define the functions ∧ (meet or greatest lower
bound) and ∨ (join or least upper bound) by,
x ∧ y := max{z ∈ Xn : z ≤ x, z ≤ y}
x ∨ y := min{z ∈ Xn : z ≥ x, z ≥ y}.
Then the FKG theorem states that if a probability measure µ on Xn satisfies
µ(x ∨ y)µ(x ∧ y) ≥ µ(x)µ(y) (3.7)
then µ is positively associated.
Unfortunately, a criterion as simple as (3.7) does not (yet) exists for negative associa-
tion. As pointed out by Pemantle in [46], the notion of negative association is not nearly
as “robust” as positive association. Since any random variable is positively associated with
itself (by Jensen’s inequality, for example) we cannot incorporate every non-decreasing
function in the definition of negative association, but rather non-decreasing functions de-
fined on disjoint coordinate subsets. And again, as noted in Pemantle [46], there is a bound
on how far Exixj can lie below ExiExj , due to the inequality Var (
∑
xi) =
∑
Covxixj ≥ 0.
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This latter point explains, in part, the results proven in Section 3.4 of this paper.
The study of the class of negatively associated random variables dates back to [28],
where basic properties of NA random variables are derived, and examples of NA random
variables are given: multinomial, convolution of unlike multinomials, multivariate hyper-
geometric, Dirichlet, and Dirichlet compound multinomial variables. Though the notion
of negative association has existed for some time, the literature on these distributions is
still quite sparse [28, 17, 46, 6]. But interest in them is growing, due in part to the ease
with which sums of NA (even NC) random variables satisfy sub-Gaussian tail bounds.
Specifically, if µ is negatively correlated on Rn, then
µ
(
x ∈ Rn :
∣∣∣∣∣
n∑
i=1
xi −Eµ
n∑
i=1
xi
∣∣∣∣∣ ≥ λ
)
≤ Ce−cλ2 ,
for some absolute constants c, C > 0. It is conjectured that the same may be true for the
replacement of sums
∑
i xi by more general Lipschitz functions of such variables; the only
work on this question seems to come from [47]. (The notion that Lipschitz functions on a
probability space concentrate about their mean, in the sense that there tails are (in the best
case) sub-Gaussian, is called the concentration of measure phenomenon [34].) The work
in [47] seems to be inspired by the recent article [6], in which the authors develop a novel
notion of negative dependence known as the strong Rayleigh property. Their approach is
via the geometry of associated generating polynomials, and they prove several conjectures
put forth in this area of research.
We emphasize here, however, that nowhere in the literature has the structure of the
space of negatively associated or negatively correlated distributions been studied. It is
therefore natural to ask about the topological or geometric properties of the space of NA,
or even NC distributions. This question is the major impetus behind our work.
We consider these two classes of measures (NA and NC) broadly, from a topological
perspective. We view them as subsets of the general space of measuresM(Rn) = C0(Rn)∗
(the dual of the space of continuous real-valued functions which vanish at infinity) endowed
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with the weak topology. This is the weakest topology ensuring the continuity of the maps
f 7→ ∫Rn f dµ for f ∈ C0(Rn), and coincides with the standard topology of convergence
in distribution for measures. Thus we say that a sequence of distributions µn converges
weakly to a distribution µ if, ∫
Rn
f dµn →
∫
Rn
f dµ,
for all f ∈ C0(Rn). When X ⊂ Rn is compact in the subspace topology, we may define
the weak topology onM(X) as follows. A basic open set in the weak topology is given by
[45, 51]
Vµ(f1, . . . , fk; 1, . . . , k) :=
{
ν ∈M(X) :
∣∣∣∣∫ fi dν − ∫ fi dµ∣∣∣∣ < i, i = 1 . . . , k} (3.8)
where f1, . . . , fk are continuous real-valued functions on X. The family of sets obtained
by varying µ, k, f1, . . . , fk, 1, . . . , k form a basis for the weak topology, i.e. a collection of
sets whose unions form all open sets. Thus a sequence of distributions µn converges weakly
to a distribution µ if and only if
∫
X
f dµn →
∫
X
f dµ
for every f ∈ C(X) (now bounded due to compactness).
We may in addition view the NC and NA families as subsets of the space of all measures
M(Rn), but now endowed with the total variation topology. This topology is induced from
the total variation distance:
‖µ− ν‖TV := sup
|f |≤1
∣∣∣∣∫
Rn
f dµ−
∫
Rn
g dν
∣∣∣∣ .
In particular, in the setting of a discrete probability space (i.e. with support on a countable
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number of points), the total variation distance may be expressed as
‖µ− ν‖TV =
∑
x∈Rn
|µ{x} − ν{x}|. (3.9)
An outline of the paper is as follows. We begin by showing that the general class of NA
distributions on a compact subspace of Rn has a non-empty interior in the total variation
topology, but not in the weak topology. We next specialize to the subspace of measures
concentrated on In = {0, 1}n, the Boolean cube, and consider the interior and boundary of
these distributions. This simple case affords intuitive arguments and constructive proofs.
But it is still of great interest, and much is unknown about negative association on the
Boolean cube [46, 47].
Next we address the question of the convexity of the spaces of negatively associated
and negatively correlated distributions. We show that these spaces are not convex for
distributions on Rn, and they are similarly non-convex when restricted to the Boolean
cube. We then address whether or not these spaces are connected in the weak or total
variation topology.
Finally we compare the classes of negatively correlated and negatively associated distri-
butions on the Boolean cube using a polynomial representation of functions f : {0, 1}n →
R. We show that in very high dimensions, the notion of strict negative association reduces
to negative correlation in the following sense. In Theorem 23, we show that if µ is a strictly
NA distribution on the Boolean cube, and I ⊂ {1, . . . , n} is an index set of cardinality at
least two, then
Cov
∏
i∈I
xi,
∏
j∈J
xj
→ 0, as n→∞, (3.10)
for every index set J ⊂ {1, . . . , n} disjoint from I. Now by our polynomial representation
of functions f : {0, 1}n → R, given in Proposition 22, (3.10) shows that for any two non-
decreasing functions f, g : {0, 1}n → R defined on disjoint subsets of variables, Cov(f, g) ≤
0 if and only if Cov(xi, xj) ≤ 0 for all 1 ≤ i, j ≤ n, as n → ∞. Thus strict negative
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association reduces to negative correlation in the limit (on the Boolean cube).
3.3 The Topology of MNC and MNA
3.3.1 The Interior of MNC(Rn) and MNA(Rn)
The interior of the space of negatively correlated distributions is intimately connected to
the notion of strict negative correlation, and similarly the interior of the space of negatively
associated distributions is connected to the notion of strict negative association. Recall that
a distribution µ on Rn is strictly NC if
Covµ(xi, xj) < 0
for all 1 ≤ i < j ≤ n, and a distribution µ on Xn is strictly NA if
Covµ(f(xI), g(xJ)) < 0
for all strictly non-decreasing (not almost surely constant) f, g and disjoint I, J ⊂ {1, . . . , n}.
If a distribution µ is strictly NA then it must be strictly NC. We prove the existence of
strictly NA distributions on the Boolean cube {0, 1}n (and therefore, by extension, on Rn).
We note that here and elsewhere, the notion of a strictly non-decreasing function f
means by implication that f is strictly non-decreasing, i.e. that it is not essentially constant
with respect to the measure µ under consideration. We define the total variation of a non-
decreasing function f with respect to a measure µ to be max f −min f , where max denotes
essential max (i.e. modulo sets of measure 0) and min denotes essential min.
Lemma 4. There exist strictly NA distributions on {0, 1}n such that for all non-decreasing
f(xI), g(xJ) (with I, J disjoint sets of indices) having total variation 1 on {0, 1}n, there is
an  > 0 such that ∫
fgdµ ≤
∫
fdµ
∫
gdµ− .
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Consequently, there exist strictly NA distributions on Rn satisfying the above equation
(using the same measure µ supported on {0, 1}n viewed as a subset of Rn).
Proof Let In,1 denote the collection of vectors (x1, . . . , xn) ∈ {0, 1}n such that
∑
i xi = 1,
and let µ be any probability distribution supported on In,1. Thus for some  > 0, we have
µ(x) >
√
 for all x ∈ In. We claim that µ is strictly NA. To prove this claim, we first note
that to check the condition
Covµ(f(xI), g(xJ)) < 0,
it suffices to assume that f(0, . . . , 0) = 0 and g(0, . . . , 0) = 0. Indeed, we may re-
place f(xI) with f(xI)− f(0, . . . , 0) and g(xJ) with g(xJ)− g(0, . . . , 0) without changing
Covµ(f(xI), g(xJ)). It follows that
Eµ[f(xI)g(xJ)] = 0,
since
∑
i xi = 1 and so we must have xI = (0, . . . , 0) or xJ = (0, . . . , 0). On the other hand,
since f and g are strictly non-decreasing, zero at the zero vector, and of total variation 1,
each must equal one at at least one vector in the support of our measure, i.e., in In. Thus
Eµ[f(xI)] >
√
 and Eµ[g(xJ)] >
√
, and so
Eµ[f(xI)g(xJ)] = 0 < (
√
)2 =  ≤ Eµ[f(xI)]Eµ[g(xJ)].
Therefore µ is strictly negatively associated satisfying the lower -bound in the statement
of the theorem. We note that since µ satisfies this bound as a measure on the cube In,
it also satisfies this bound when viewed as a measure on Rn (that is concentration on
In ⊂ Rn).

We now move to the main results of this section. We begin by considering the weak
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interior (i.e. interior in the weak topology on measures) of the space of negatively associated
distributions on Rn or on any fixed open open subset G ⊂ Rn. The following Proposition
shows that the weak interior of the NA distributions on G is in fact empty.
Proposition 10. Consider the space of probability distributions supported on a fixed open
set G ⊂ Rn (or all of Rn). If µ is strictly NA on G, then every weak neighborhood of µ
contains a non-NA distribution ν.
Proof Let µ be strictly NA and let  and continuous f1, . . . , fk be given. Then ν
′ will be
in the weak neighborhood Vµ(; f1, . . . , fk) if and only if
∣∣∣∣∫ fi dµ− ∫ fi dν∣∣∣∣ ≤ 
for every i = 1 . . . , k. We construct a non-negatively associated distribution ν ′ in the weak
neighborhood Vµ(; f1, . . . , fk).
Let ν be a positively associated distribution such that
∫
fk+1fk+2 dν −
∫
fk+1 dν
∫
fk+2 dν > 0,
for some non-decreasing fk+1, fk+2. Assume without loss of generality that f1, . . . , fk+1, fk+2,
fk+1fk+2 are linearly independent. For each x consider the vector
fx = (f1(x), . . . , fk(x), fk+1(x), fk+2(x), fk+1(x)fk+2(x)) ∈ Rk+3.
The collection {fx} spans Rk+3. Thus we can find α1, . . . , αk+3 and x1, . . . , xk+3 so that
(µ(f1), . . . , µ(fk), ν(fk+1), ν(fk+2), ν(fk+1fk+2)) =
k+3∑
j=1
αjfxj
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where µ(fi) :=
∫
fi dµ. Therefore
µ(fi) =
k+3∑
j=1
αjfi(xj)
for each i = 1, . . . , k,
ν(fk+1) =
k+3∑
j=1
αjfk+1(xj),
ν(fk+2) =
k+3∑
j=1
αjfk+2(xj),
and
ν(fk+1fk+2) =
k+3∑
j=1
αjfk+1(xj)fk+2(xj).
So the discrete distribution ν ′ =
∑k+3
j=1 αjδxj is in the weak neighborhood Vµ(; f1, . . . , fk),
but it is not negatively associated.

The study of the interior of the set of negatively associated distributions is complicated
by the fact that the covariance condition for negative association must be checked on
infinitely many functions (in order to establish negative association for a single measure).
This situation can however be avoided when the distribution is supported on a finite subset
of Rn (by a compactness argument in section 3.3.2 below). On a finite product probability
space Xn, the space of probability distributions is finite dimensional, and we may conclude
as will be done in section 3.3.2 that the interior of the collection of NA distributions is
non-empty. Note that since the set of distributions on a finite space is finite dimensional,
the two topologies (weak and total variation) discussed here coincide.
On the other hand, a probability measure is negatively correlated (on Rn) if finitely
many covariance conditions are satisfied (3.1). Because of this, we may prove that the
weak interior of the class of NC distributions is non-empty in the space of distributions
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supported on a fixed compact set X ⊂ Rn.
Proposition 11. Let X ⊂ Rn be a compact subset. Then MNC(X) ⊂ M(Rn) has a
non-empty interior in the weak topology.
Proof Given a strictly negatively correlated distribution µ, we need to show that there
exists a weak neighborhood of µ consisting entirely of NC distributions. SinceX is compact,
the functions fij(x) = xixj , 1 ≤ i, j ≤ n, and fk(x) = xk, 1 ≤ k ≤ n are bounded. Thus
we may consider their corresponding weak neighborhood, Vµ(fij , fk; ). By construction
for small enough  > 0, any ν ∈ Vµ(fij , fk; ) is strictly NC. Indeed, it suffices to show that∫
xixjdµ−
∫
xidµ
∫
xjdµ is continuous in µ, which follows from the boundedness of xi, xj
and consequently xixj , ∀i, j.

This result however does not hold when we consider the class of negatively correlated
distributions supported on all of Rn.
Proposition 12. The collection of negatively correlated distributions on Rn have no in-
terior in the total variation topology (and hence in the weak topology).
Proof Let µ be a negatively correlated distribution. Consider the distribution νc =
1
2(δ−c1 + δc1) (a sum of point masses at two points), where c > 0 is large and 1 =
(1, 1, . . . , 1). We claim that for any neighborhood V of µ (in the TV metric), there is
a distribution in V that is positively correlated, of the form µα,c = αµ+(1−α)vc, for some
α ∈ (0, 1) close to 1 and c > 0.
The idea here is that the distribution vc has a positive correlation that is arbitrarily
large as c becomes large, so that adding only a small multiple (1− α)vc (if c is large) will
cause a distribution to become positively correlated.
Note first that
‖µ− µα,c‖TV = ‖(1− α)µ+ (α− 1)νc‖TV
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≤ (1− α)‖µ‖TV + (1− α)‖ν‖TV = 2(1− α)
which is arbitrarily small for α close to 1 (uniformly in c). Hence, uniformly in c, the
measure µα,c is in V for α sufficiently close to 1, which we assume is the case. To show
that there is a positively correlated distribution in V , note that since the collection of
all functions fi above is uniformly bounded we may assume (without loss of generality)
‖f‖∞ ≤ 1. It follows that
∣∣∣∣∫ fi(dµ− dµα,c)∣∣∣∣ = ∣∣∣∣∫ fi[(1− α)dµ+ (α− 1)dνc]∣∣∣∣
≤ (1− α)
∣∣∣∣∫ fidµ∣∣∣∣+ 12(1− α) |fi(−c1) + fi(c1)|
≤ 2(1− α)
which is arbitrarily small for α close to 1 (uniformly in c). Hence, uniformly in c, the
measure µα,c is in V for α sufficiently close to 1, which we assume is the case. However for
this value of α, we now allow c to grow larger. Note that the covariance
∫
xixjdµα,c =
∫
xixjd[αµ+ (1− α)νc]
= α
∫
xixjdµ+
1
2
(1− α)
∫
xixjd[δ−c1 + δc1]
= α
∫
xixjdµ+
1
2
(1− α)[c2 + c2],
which for sufficiently large c is clearly positive. Thus any TV neighborhood V of µ has a
positively correlated distribution in it.

If the interior of the space of negatively associated measures is empty in the weak
topology, then it is natural to consider a stronger topology and inquire if the interior is
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still empty. We do so now with respect to the total variation topology.
Remark It is not hard to show that if ‖µ−ν‖TV < , then |Covµ(f, g)−Covν(f, g)| ≤ 3
for every f, g satisfying ‖f‖∞, ‖g‖∞ ≤ 1. This fact will be used in the following proposition.

We use this remark to prove that on a compact subset of Rn, the interior of the
family of NA distributions is non-empty in the total variation topology: We already know
(Proposition 10) that MNA(G) has an empty weak interior for any open set G (including
G = Rn).
Also as a consequence of Proposition 12 we have
Proposition 13. The space MNA on all of Rn has an empty interior with respect to both
the TV and weak topologies.
However, on a compact set X ⊂ Rn, the spaceMNA(X) has a non-empty TV interior,
as is shown here.
Proposition 14. Let X ⊂ Rn be a compact subset. Then MNA(X) has a non-empty
interior with respect to the total variation metric.
Proof According to Lemma 4, let µ be strictly NA so that Covµ(f, g) < − for every
strictly non-decreasing f(xI), g(xJ) of total variation 1 defined on disjoint index subsets
I, J ⊂ {1, . . . , n}, and some  > 0. Choose µ′ such that ‖µ− µ′‖TV < /6. Then
Covµ′(f, g) < /2 + Covµ(f, g) < −/2 < 0. (3.11)
For general f and g (not of total variation 1) (3.11) holds by multiplying these by constants,
without changing the negative covariance. This completes the proof.

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For a compact X, sinceMNA(X) ⊂MNC(X), it immediately follows that the interior
of the collection of NC distributions is non-empty in the total variation topology (this also
follows from the fact that it is non-empty in the weak topology):
Corollary 15. For a compact X ⊂ Rn, MNC(X) has a non-empty interior with respect
to the total variation metric.
3.3.2 MNC and MNA on the Boolean Cube
In this section we consider the interior and the boundary of both the spaces of NC and
NA distributions on the Boolean cube. We will elaborate on definitions of NC (3.1) and
NA (3.3) as they apply on the Boolean cube. We will also give reformulations of both
definitions as polynomial inequalities in the 2n coordinates of a distribution on the Boolean
cube In. We will consider the collection of strictly negatively correlated distributions and
also the collection of strictly negatively associated distributions. Since every function on
the Boolean cube is in fact a polynomial, we apply a compactness argument to once again
gain another perspective on the notions of NC and NA.
Denote by µ(i), i = 1, . . . , n, and µ(i,j), 1 ≤ i, j ≤ n, respectively, the one and two-
dimensional marginals of µ. On the Boolean cube In = {0, 1}n we have Exi = µ(i)(1), for
each i = 1, . . . , n, and Exixj = µ
(i,j)(1, 1), for each 1 ≤ i, j ≤ n. The condition for negative
correlation reduces to,
µ(i,j)(1, 1) ≤ µ(i)(1)µ(j)(1), ∀1 ≤ i, j ≤ n. (3.12)
Any probability measure µ on the Boolean cube may be specified by a vector of length 2n,
µ = (µ1, µ2, . . . , µ2n), such that
∑
i µi = 1. Thus equation (3.12) may be written in the
form
pµ(µ1, . . . , µ2n) ≤ 0, (3.13)
where pµ a polynomial in µ1, . . . , µ2n .
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Now consider definition (3.3) of negative association, specialized to the Boolean cube.
Denote by I and J disjoint subsets of indices in {1, . . . , n}, and by xI , xJ vectors restricted
to the indices of I and J respectively. Further we let µ(I), µ(J) denote the respective
marginal distributions as defined in (3.2). Then the condition for negative association may
be written ∑
xI ,xJ
f(xI)g(xJ)µ(xI , xJ) ≤
∑
xI ,xJ
f(xI)g(xJ)µ
(I)(xI)µ
(J)(xJ)
or ∑
xI ,xJ
f(xI)g(xJ)
(
µ(xI , xJ)− µ(I)(xI)µ(J)(xJ)
) ≤ 0. (3.14)
As in (3.13), equation (3.14) may be re-formulated as
pf,g(µ1, . . . , µ2n) ≤ 0, (3.15)
where pf,g(µ1, . . . , µ2n) is a polynomial in µ1, . . . , µ2n dependent on f and g.
Equation (3.12) must hold for 1 ≤ i, j ≤ n, which is a finite number of constraints.
Equation (3.14) must hold for every non-decreasing f and g, and disjoint index sets I and
J – an infinite number of constraints. Let us however restrict our attention to the set of
all strictly NA distributions, i.e. those µ for which strict inequality holds in (3.14):
Covµ(f(xI), g(xJ)) < 0,
for all monotone f and g. Multiplying (3.14) by a constant, we may assume such f and g
are uniformly bounded. Note also that every function f : {0, 1}n → R is a polynomial of
degree at most 2n. Consider the space of non-decreasing, uniformly bounded polynomials
of degree at most 2n (in the space of continuous functions C({0, 1}n) equipped with the
∞-norm). This space is equicontinuous because all norms on a finite dimensional space
are equivalent. Since polynomials are a finite dimensional space, the supremum norm on
this space is equivalent to the supremum norm on the coefficients which is equivalent to
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equicontinuity. Thus by the Arzela´-Ascoli thoerem, this space is compact in the ∞-norm.
Combining this with the fact that the covariance operator is continuous, there exists  > 0
and finitely many f1, . . . , fm and g1, . . . , gm such that
Covµ(f(xI), g(xJ)) < 0
∀ f, g non-decreasing, if
Covµ(fi(xI), gi(xJ)) < −
∀ i, j = 1, . . . ,m, or in the language of (3.15),
pfi,gi(µ1, . . . , µ2n) < −, i = 1, . . . ,m. (3.16)
From the viewpoint of (3.12) and (3.16), the conditions of strict negative correlation
and strict negative association on the Boolean cube are continuous in the parameters
µ1, . . . , µ2n of a given distribution µ. That is the condition will still be satisfied under
small perturbations of µ1, . . . , µ2n .
Now that we have a better formulation of the conditions for negative correlation and
negative association on the Boolean cube, we will consider the interior and boundary sets
of the classes of negatively correlated and of negatively associated distributions. The space
of probability measures on the Boolean cube is a finite dimensional space, and all Hausdorff
vector topologies on a finite dimensional space are equivalent. Thus one may choose the
basic open sets defined by (3.8) or by (3.9). Or, equivalently, one may choose the Euclidean
topology induced by the coordinate system µ = (µ1, . . . , µ2n). As the conditions defining
both the class of NC and NA distributions are continuous in this Euclidean topology, we
moreover obtain,
Theorem 16. Let MNC and MNA denote the spaces of NC and NA distributions on the
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Boolean cube. We have
∂MNC ⊂ {µ ∈MNC : µ(i,j)(1, 1) = µ(i)(1)µ(j)(1) for some i, j}
and
∂MNA ⊂ {µ ∈MNA : ∃f, g non-constant, non-decreasing, Covµ(f(xI), g(xJ)) = 0},
where I and J are disjoint subsets of {1, . . . , n}. Moreover, the interior of MNC and the
interior of MNA are non-empty.
3.3.3 Connectedness and Convexity
Now that we have briefly studied the notions of negative correlation and negative associa-
tion on the Boolean cube, we return to the general setting, and consider a basic topological
property, the connectedness of these sets of negatively correlated and negatively associated
distributions. The question of the connectedness of the spaces of negatively correlated
and negatively associated distributions is rather unintuitive. On the Boolean cube, the
condition for negative correlation is a collection of
(
n
2
)
inequalities,
µ(i,j)(1, 1) ≤ µ(i)(1)µ(j)(1), 1 ≤ i < j ≤ n.
In the coordinates µ = (µ1, . . . , µ2n), these inequalities are quadratic, and in fact hyper-
bolic. The intersection of these inequalities with the hyperplane µ1 + · · ·+ µ2n = 1 defines
the set of negatively correlated probability distributions on the Boolean cube, but the
geometry of this set is not immediately apparent.
The question of convexity however is rather straightforward; we begin by considering
this.
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3.3.3.1 Convexity Properties of the Space of Negatively Associated Distribu-
tions
Theorem 17. The space of negatively associated distributions is not convex on Rn.
Proof We consider strictly negatively associated distributions µ and ν, which exist by
Lemma 4. Given increasing f and g defined on disjoint index sets, there exist 1 and 2
such that ∫
fg dµ =
∫
f dµ
∫
g dµ− 1
and ∫
fg dν =
∫
f dν
∫
g dν − 2.
Setting A :=
∫
f dµ, B :=
∫
f dν, C :=
∫
g dµ, and D :=
∫
g dν, it follows that
∫
fg d(λµ+ (1− λ)ν) = λ
∫
fg dµ+ (1− λ)
∫
fg dν
= λ
∫
f dµ
∫
g dµ+ (1− λ)
∫
f dν
∫
g dν − (λ1 + (1− λ)2)
= λAC + (1− λ)BD − (λ1 + (1− λ)2).
Further we have
∫
f d(λµ+ (1− λ)ν)
∫
g d(λµ+ (1− λ)ν) = (λA+ (1− λ)B)(λC + (1− λ)D)
= λ2AC + λ(1− λ)AD + λ(1− λ)BC + (1− λ)2BD.
To guarantee convexity, we must therefore have
λAC + (1− λ)BD− (λ1 + (1− λ)2) ≤ λ2AC + λ(1− λ)AD+ λ(1− λ)BC + (1− λ)2BD
for 0 ≤ λ ≤ 1. Simplifying, we obtain
λ2(A−B)(C −D)− λ(A−B)(C −D) ≥ −(λ1 + (1− λ)2).
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Upon setting C˜ = (A−B)(C −D) this becomes
C˜λ2 − C˜λ ≥ −(λ1 + (1− λ)2). (3.17)
If C˜ < 0, then the quadratic C˜λ2− C˜λ is bounded below by zero for all 0 ≤ λ ≤ 1. We
consider now the case of C˜ > 0. This case is non-empty since there exists increasing f and
g such that A =
∫
f dµ > B =
∫
f dν, and C =
∫
g dµ > D =
∫
g dν (one may translate µ
or ν to make this true – see the proof of corollary 18). In this case the quadratic C˜λ2− C˜λ
is bounded above by 0 for all 0 ≤ λ ≤ 1, and its minimum value is attained at λ = 1/2. If
convexity is to hold, then (3.17) must be valid when λ = 1/2. Setting λ = 1/2 in (3.17)
we obtain
C˜
4
≤ 1
2
(1 + 2).
But this fails for 1 and 2 small enough. (By translating µ or ν, we may change C˜ without
affecting 1 and 2 – see the proof of corollary 18.)

3.3.3.2 Non-Convexity of MNC(Rn)
Define the sets
Ep1,...,pn := {µ ∈MNC(Rn) : Eµxi = pi, i = 1, . . . , n}. (3.18)
Corollary 18. The space of negatively correlated distributions is not convex on Rn. How-
ever, for any fixed p1, . . . , pn ∈ R, the collection of measures
Ep1,...,pn = {µ ∈MNC(Rn) : Eµxi = pi, i = 1, . . . , n}
is convex.
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Proof The proof of non-convexity follows as in the proof of theorem 17. Specifically,
given strictly negatively correlated distributions µ and ν, fix i, j and note that
∫
xixj dµ =
∫
xi dµ
∫
xj dµ− 1
for some 1 > 0, and ∫
xixj dν =
∫
xi dν
∫
xj dν − 2
for some 2 > 0. Set A =
∫
xi dµ, B =
∫
xi dν, C =
∫
xj dµ, and D =
∫
xj dν. Then if
convexity is to hold, we once again must have
λAC + (1− λ)BD− (λ1 + (1− λ)2) ≤ λ2AC + λ(1− λ)AD+ λ(1− λ)BC + (1− λ)2BD
for 0 ≤ λ ≤ 1. Now with C˜ = (A−B)(C −D) this simplifies to
C˜λ2 − C˜λ ≥ −(λ1 + (1− λ)2). (3.19)
If we can show that there exist NC distributions µ and ν such that C˜ > 0, then upon
setting λ = 1/2 in (3.19), we will arrive at the condition
C˜
4
≤ 1
2
(1 + 2)
which will fail for small enough 1, 2, if we can make C˜ large.
Thus we must show that there exist NC µ and ν such that C˜ > 0, and such that 1 and 2
are sufficiently small. That is
∫
xi dµ >
∫
xi dν and
∫
xj dµ >
∫
xj dν, for i 6= j. Given real
numbers p1, . . . , pn we can translate the mean of a probability measure µ in each variable
by pi without changing the covariance structure of µ. Specifically, map µ 7→ µ◦T−1, where
the transformation T : Rn → Rn is defined by
T (x1, . . . , xn) = (xi + pi)i=1,...,n = (yi)i=1,...,n.
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By the change of variables formula, for any integrable f ,
∫
Rn
f(y) d(µ ◦ T−1)(y) =
∫
Rn
f(Tx) dµ(x)
In particular, ∫
Rn
yi d(µ ◦ T−1)(y) =
∫
Rn
xi dµ(x) + pi.
Thus Covµ◦T−1(yi, yj) = Covµ(xi, xj). Thus given NC distributions µ and ν, we may
always translate µ until its mean values in each coordinate, i.e.
∫
xi dµ(x), dominate the
mean values of ν in each coordinate. This does not change the covariance structure of µ,
and therefore preserves negative correlation, and in particular 1 and 2.
We now prove that the collection
Ep1,...,pn = {µ ∈MNC(Rn) : Eµxi = pi, i = 1, . . . , n}
is convex for each fixed p1, . . . , pn ∈ R. This follows from equation (3.19). Indeed if
C˜ = 0 then certainly (3.19) holds for each 0 ≤ λ ≤ 1, and therefore the collection of NC
distributions which satisfy C˜ = 0 for each 1 ≤ i < j ≤ n will be convex. We have C˜ = 0
whenever
∫
xi dµ =
∫
xi dν, and therefore if
∫
xi dµ =
∫
xi dν = pi for each i = 1, . . . , n,
then their convex combination λµ + (1 − λ)ν will be NC for each 0 ≤ λ ≤ 1. The result
follows.

3.3.3.3 Non-Convexity of MNC(In)
Corollary 19. The space of negatively correlated distributions on the Boolean cube In is
non-convex. However, for any fixed p1, . . . , pn ∈ R, the collection of measures
Ep1,...,pn = {µ ∈MNC(In) : µ(i)(1) = pi, i = 1, . . . , n}
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is convex.
Proof Note that Eµxi = µ
(i)(1) and Eµxixj = µ
(i,j)(1, 1) on the Boolean cube. Thus
given strictly negatively correlated distributions µ and ν, fix i, j and note that
µ(i,j)(1, 1) = µ(i)(1)µ(j)(1)− 1
for some 1 > 0, and
ν(i,j)(1, 1) = ν(i)(1)ν(j)(1)− 2
for some 2 > 0. Set A = µ
(i)(1), B = ν(i)(1), C = µ(j)(1), and D = ν(j)(1). Then if
convexity is to hold, we once again must have
λAC + (1− λ)BD− (λ1 + (1− λ)2) ≤ λ2AC + λ(1− λ)AD+ λ(1− λ)BC + (1− λ)2BD
for 0 ≤ λ ≤ 1. Now with C˜ = (A−B)(C −D) this simplifies to
C˜λ2 − C˜λ ≥ −(λ1 + (1− λ)2),
which will once again fail for C˜ > 0 and 1 and 2 chosen small enough independent of C˜.
It therefore remains to prove that we can find C˜ > 0 independent of 1, 2. We proceed
as follows. One may specify two independent distributions µ and ν by specifying their
one dimensional marginals. Do so and define µ so that µ(i)(1) > ν(i)(1). Now perturb
both µ and ν so they are negatively correlated. This can be done since the collection
of independent distributions lies in the boundary of the space of negatively correlated
distributions. This would yield a larger C˜ > 0 – the distance between one dimensional
marginals – in comparison to 1 and 2 – the level of negative correlation.

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3.3.3.4 Non-Convexity of MNA(In)
Corollary 20. The space of negatively associated distributions on the Boolean cube In is
non-convex.
Proof Following once again the proof of Theorem 17, we set A :=
∫
In
f dµ, B :=
∫
In
f dν,
C :=
∫
In
g dµ, and D :=
∫
In
g dν, and obtain the same inequality dictating convexity:
λ2(A−B)(C −D)− λ(A−B)(C −D) ≥ −(λ1 + (1− λ)2)
for all 0 ≤ λ ≤ 1. Upon setting C˜ = (A−B)(C −D) this becomes
C˜λ2 − C˜λ ≥ −(λ1 + (1− λ)2).
This condition is satisfied whenever C˜ = 0 or C˜ < 0, and fails when C˜ > 0 for small enough
 > 0. Thus, as in the previous corollaries, to prove that the space is not convex, it suffices
to show that there exists C˜ > 0. This follows from the existence of C˜ > 0 for the space
of negatively correlated distributions on the Boolean cube, as the coordinate functions,
xi, i = 1, . . . , n, are in particular, non-decreasing.

3.3.3.5 Connectedness Properties of the Spaces of Negatively Correlated and
Negatively Associated Distributions
Theorem 21. The space of negatively correlated and the space of negatively associated
distributions on the Boolean cube, and on Rn, are path connected in the weak topology.
Proof For any negatively associated measure µ, consider the family of measures µt such
that for any set A, µt(A) = µ(A/t); here 0 < t ≤ 1. For t = 0 we define µ0 to be the point
mass at the origin. We have defined A/t to be the set of all points in A divided by the
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constant t. As we scale t from 1 to 0, this effectively concentrates the measure µ through
this scaling into a point mass at the oriign, while preserving negative association in the
process. This provides a path connecting any two negatively associated distributions to
the point mass at 0, proving that the family is path connected.

3.4 A comparison of MNC(In) and MNA(In)
The goal of this section is to develop an asymptotic comparison between the class of nega-
tively correlated and negatively associated distributions on the Boolean cube In. We show
that in particular in high dimensions the notions of negative association and negative cor-
relation on the Boolean cube are essentially equivalent. Our method relies on a polynomial
representation of functions f : {0, 1}n → R,
f(x1, . . . , xn) =
∑
α∈{0,1}n
aαx
α, xα = xα11 · · ·xαnn .
When two multi-indices α, β ∈ {0, 1}n share no ones in a common coordinate, that is they
satisfy αi = βi ⇐⇒ αi = βi = 0, then the functions fα(x) = xα and fβ(x) = xβ are
non-decreasing and defined on disjoint index sets. Therefore, for such α and β, by the
defining condition of negative association (3.4), we have
Covµ(x
α, xβ) ≤ 0. (3.20)
We note this fact now as it will be of use when comparing the classes of negatively associated
and negatively correlated distributions.
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3.4.1 Two Binary Random Variables
It is known that two binary random variables are negatively correlated if and only if they
are negatively associated. An easy way of seeing this is to note that every function f :
{0, 1} → R depends on only two values, f(0) and f(1), and is therefore linear. Specifically,
f(x) = a0 + a1x, where a0 = f(0) and a1 = f(1) − f(0). Note that every non-decreasing
f has a polynomial representation, f(x) = a0 + a1x, with a1 ≥ 0. Conversely any such
polynomial a0+a1x satisfying a1 ≥ 0 is non-decreasing. Given two non-decreasing functions
f, g on {0, 1}, write f(x) = a0 + a1x, and g(y) = b0 + b1y. Thus
Cov(f(x), g(y)) = a1b1Cov(x, y) ≤ 0 ⇐⇒ Cov(x, y) ≤ 0,
showing that negative correlation and negative association are equivalent.
3.4.2 Four Binary Random Variables
To examine this relationship in higher dimensions, we develop the polynomial representa-
tion of a function f : {0, 1}n → R. Let us first consider the case n = 2. We have
f(x, y) = a0 + a1x+ a2y + a3xy
where
a0 = f(0, 0)
a1 = f(1, 0)− f(0, 0)
a2 = f(0, 1)− f(0, 0)
a3 = (f(1, 1)− f(0, 1))− (f(1, 0)− f(0, 0)).
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In particular, when f is non-decreasing we see that a1, a2 ≥ 0 and a3 ≥ max{−a2,−a1}.
The converse is in fact true, giving a bijection between
{f : {0, 1}2 → R non-decreasing}
and
{a0 + a1x+ a2y + a3xy : a1, a2 ≥ 0, a3 ≥ max{−a2,−a1}}.
Consider then the condition Cov(f(x1, x2), g(x3, x4)) ≤ 0, where f and g are non-
decreasing. Writing
f(x1, x2) = a0 + a1x1 + a2x2 + a3x1x2
and
g(x3, x4) = b0 + b1x3 + b2x4 + b3x3x4,
we have
Cov(f(x1, x2), g(x3, x4)) =a1b1Cov(x1, x3) + a1b2Cov(x1, x4) + a2b1Cov(x2, x3)
+ a2b2Cov(x2, x4) + a1b3Cov(x1, x3x4) + a2b3Cov(x2, x3x4)
+ a3b1Cov(x3, x1x2) + a3b2Cov(x4, x1x2) + a3b3Cov(x1x2, x3x4).
Assuming that the probability distribution on the Boolean cube In is negatively associ-
ated, by (3.20), all the covariance terms in this expansion are at most zero. Because
a1, a2, b1, b2 ≥ 0 for every non-decreasing f and g, the first four “linear” terms are always
non-positive:
a1b1Cov(x1, x3) + a1b2Cov(x1, x4) + a2b1Cov(x2, x3) + a2b2Cov(x2, x4) ≤ 0.
However, a3 and b3 can be either negative or positive, in which case choosing a3 < 0 and
b3 > 0 we see that the linear combination of (a majority of) the “higher-order” covariance
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terms will be non-negative:
a2b3Cov(x2, x3x4) + a3b2Cov(x4, x1x2) + a3b3Cov(x1x2, x3x4) ≥ 0.
Since the overall covariance is negative, i.e. Cov(f(x1, x2), g(x3, x4)) ≤ 0, there is therefore
a restriction on how negative these “higher-order” covariance terms can be. In particular,
as the dimension grows, we will see that the restriction becomes more pronounced, since
the number of such terms will overwhelm the number of “linear” terms.
3.4.3 Many Binary Random Variables
Given α ∈ {0, 1}n we define αi by replacing the ith one in α with a zero; we define
αij by replacing the ith and jth ones each with zeros, and so on. For example, given
α = (0, 0, 1, 1, 0, 1), we have α3 = (0, 0, 0, 1, 0, 1) and α34 = (0, 0, 0, 0, 0, 1). Then the
polynomial representation is as follows:
Proposition 22. Any function f : {0, 1}n → R can be expressed as a polynomial in the
form
f(x1, . . . , xn) =
∑
α∈{0,1}n
aαx
α, (3.21)
where xα = xα11 · · ·xαnn , and
aα = f(α)−
kα∑
i=1
f(αi) +
∑
1≤i<j≤kα
f(αij)− · · ·+ (−1)kαf(0, . . . , 0), (3.22)
where kα denotes the number of ones among the coordinates of α. In particular, when f is
non-decreasing
aα ≥ 0, if kα = 1,
but we may find a non-decreasing f such that either
aα < 0 if kα ≥ 2 (3.23)
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or
aα > 0 if kα ≥ 2. (3.24)
Proof Such a polynomial representation exists because f depends on only 2n values.
Thus we may assume (3.21), and move onto proving (3.22). The constant coefficient, aα
with α = (0, . . . , 0), is just f(α) = f(0, . . . , 0). We also see that
f(1, 0, . . . , 0) = a(0,...,0) + a(1,0,...,0),
so a(1,0,...,0) = f(1, 0, . . . , 0)− f(0, 0, . . . , 0). Similarly, for any α ∈ {0, 1}n with exactly one
1 among its coordinates, we have
aα = f(α)− f(0, . . . , 0), ∀α = (1, 0, . . . , 0), . . . , (0, 0, . . . , 1).
In particular, since α ≥ (0, . . . , 0) for all such α, these (linear) coefficients are non-negative
whenever f is non-decreasing.
Now to describe the higher-order coefficients, define the subsets Ai = {α ∈ {0, 1}n : α ≤
αi}, i = 1, . . . , n, where αi = (1, 1, . . . , 1, 0, 1, . . . , 1, 1) is the vector containing exactly one
zero, which is in the ith coordinate. Similarly define αij to the be the vector with exactly
two zeros, which are in the ith and jth coordinates respectively. Then Ai∩Aj = {α ≤ αij}.
Moreover, by construction we see that
f(αi) =
∑
α∈Ai
aα
and
f(αij) =
∑
α∈Ai∩Aj
aα,
and so on. Indeed, if we plug αi into (3.21) then any term aαx
α = aαx
α1
1 · · ·xαii · · ·xαnn
with an appearing xi variable will be zero on the RHS. The variable xi will appear in aαx
α
if and only if αi = 1, thus if α ≤ αi the variable xi will not appear, and therefore the term
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will be non-zero.
We claim that
a(1,...,1) =
∑
α∈{0,1}n
aα −
n∑
i=1
∑
α∈Ai
aα +
∑
1≤i<j≤n
∑
α∈Ai∩Aj
aα − · · ·+ (−1)na(0,...,0)
and therefore
a(1,...,1) = f(1, . . . , 1)−
n∑
i=1
f(αi) +
∑
1≤i<j≤n
f(αij)− · · ·+ (−1)nf(0, . . . , 0).
The claim is simply the principle of inclusion-exclusion. Indeed, it suffices to prove that
∑
α 6=(1,...,1)
aα =
n∑
i=1
∑
α∈Ai
aα −
∑
1≤i<j≤n
∑
α∈Ai∩Aj
aα + · · ·+ (−1)n+1a(0,...,0). (3.25)
To do so we need only show that every aα, α 6= (1, . . . , 1), appears exactly once on the
right-hand side of equation (3.25). Fix α∗ 6= (1, . . . , 1) and let Ai1 , . . . , Ait denote the sets
among A1, . . . , An containing α
∗. Then the number of aα∗ contributed on the right-hand
side of (3.25) is
|{α∗ ∈ Aij : 1 ≤ j ≤ t}|−|{α∗ ∈ Aik∩Ai` : 1 ≤ k < ` ≤ t}|+· · ·+(−1)t+1|{α∗ ∈ Ai1∩· · ·∩Ait},
and this is (
t
1
)
−
(
t
2
)
+ · · ·+ (−1)t+1
(
t
t
)
= 1.
This proves (3.22) when α = (1, 1, . . . , 1). However, the general case follows the same line
of reasoning, so we conclude the proof of (3.22).
It remains to prove that we can find non-decreasing f satisfying either (3.23) or (3.24).
Without loss in generality, consider
a(1,...,1) = f(1, . . . , 1)−
n∑
i=1
f(αi) +
∑
1≤i<j≤n
f(αij)− · · ·+ (−1)nf(0, . . . , 0). (3.26)
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We re-write (3.26) in the form
(f(1, . . . , 1)− f(α1))− (f(α2)− f(α12))− · · · − (f(αn)− f(α1n)) + (f(α22)− f(α123) + · · ·
(3.27)
going from left to right pairing each term with a plus sign with the next term with a minus
sign, and vice versa pairing each term with a minus sign with the next term with a plus
sign. We note that
f(1, . . . , 1) ≥ f(α1), f(α2) ≥ f(α12), . . . , f(αn) ≥ f(α1n), . . .
Now the number of terms carrying a plus sign in (3.26) equals the number of terms carrying
a minus sign. Indeed, if f is identically 1 in (3.26), then this sum is 1− (n1)+ (n2)− (n3)+
· · ·+ (−1)n(nn) = 0. Thus we may write
a(1,...,1) =
∑
α,β
(f(α)− f(β))−
∑
α′,β′
(f(α′)− f(β′)) (3.28)
where the two sums have the same number of summands, for when they have the same
number of summands the number of plus signs will match the number of minus signs in
the expansion. Moreover, following the logic of (3.27) we may assume that f(α) ≥ f(β)
and f(α′) ≥ f(β′). By controlling the size of the gaps between f(α) and f(β) and f(α′)
and f(β′), we will be able to control whether or not a(1,...,1) is positive or negative.
Based on (3.28), it is now clear that we can find f satisfying either (3.23) or (3.24) for
a(1,...,1), and analogously in general.

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3.4.4 Comparing NC and NA
We now apply the polynomial representation in comparing the classes of negatively cor-
related and negatively associated probability distributions on the Boolean cube. Recall
(3.20), which says that if µ is a negatively associated distribution on the Boolean cube,
then
Covµ
∏
i∈I
xi,
∏
j∈J
xj
 ≤ 0
for any disjoint index sets I and J . In the following theorem we ask, what would happen
if strict inequality were to hold over all I, J?
Theorem 23. Let µn be a negatively associated probability distribution on the Boolean
cube {0, 1}n such that
Covµn
∏
i∈I
xi,
∏
j∈J
xj
 < 0 (3.29)
for all disjoint index sets I, J ⊂ {1, . . . , n}. Then if I is an index set of cardinality at least
two, we have
Covµn
∏
i∈I
xi,
∏
j∈J
xj
→ 0, as n→∞, (3.30)
for every index set J ⊂ {1, . . . , n} disjoint from I.
Proof Let f, g : {0, 1}n → R be increasing with polynomial representations
f(x) =
∑
α∈{0,1}n
aαx
α = a0 + a1x1 + · · ·+ anxn + (higher-order terms)
and
g(y) =
∑
β∈{0,1}n
bβy
β = b0 + b1y1 + · · ·+ bnyn + (higher-order terms).
Since f and g are increasing it follows from Proposition 22 that the linear coefficients are
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positive: ai, bi ≥ 0 for all i = 1, . . . , n. Assume that f is chosen such that
aα < 0,
whenever α contains at least two ones among its coordinates, and g is chosen such that
bβ > 0
whenever β contains at least two ones among its coordinates (again by Proposition 22).
Now given a negatively associated distribution µ on {0, 1}2n, x, y ∈ {0, 1}n, we have
0 ≥ Cov(f(x), g(y))
=
∑
i,β
aibβCov(xi, y
β) +
∑
α′,β
aα′bβCov(x
α′ , yβ)
where α′ in the second sum contains at least two ones among its coordinates. Recall by
(3.20) that Cov(xi, y
β) ≤ 0 and Cov(xα′ , yβ) ≤ 0, for all i, α′, β. Thus the first sum,
∑
i,β
aibβCov(xi, y
β), (3.31)
has n2n terms, all of which are negative, while the second sum,
∑
α′,β
aα′bβCov(x
α′ , yβ) (3.32)
has 22n−n2n terms, all of which are positive. Now we may find constants C1, C2 > 0 such
that,
−C1
∑
i,β
|Cov(xi, yβ)|+ C2
∑
α′,β
|Cov(xα′ , yβ)| ≤ 0
by noting that we may assume 0 < |aα|, |bβ| ≤ 1, for all α, β ∈ {0, 1}n, and by our
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assumptions on the signs of the terms. Now assuming (3.29), we have
0 < |Cov(xα, yβ)| < 1, ∀α, β ∈ {0, 1}n
(less than 1 since x and y are 0-1 vectors), and so there exists another constant C˜ > 0 such
that
min
α′,β
|Cov(xα′ , yβ)| = C˜ max
α′,β
|Cov(xα′ , yβ)| =: C˜Bα′,β
where we have denoted Bα′,β = maxα′,β |Cov(xα′ , yβ)|. It follows that
−C1n2n + C2C˜Bα′,β(22n − n2n) ≤ 0.
Thus
Bα′,β ≤ C1n2
n
C2C˜(22n − n2n)
which approaches 0 as n→∞. This completes the proof.

Recall that we say that a distributions µ is strictly negatively associated if strict in-
equality holds in the definition of negative association (3.3). We have the following simple
corollary of Theorem 23:
Corollary 24. If µn is a strictly negatively associated distribution on the Boolean Cube
In, then it is asymptotically equivalent to a negatively correlated distribution.
Proof Let f, g : {0, 1}n → R be increasing with polynomial representations
f(x) =
∑
α∈{0,1}n
aαx
α = a0 + a1x1 + · · ·+ anxn + (higher-order terms)
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and
g(x) =
∑
β∈{0,1}n
bβx
β = b0 + b1y1 + · · ·+ bnyn + (higher-order terms).
For any disjoint index sets I, J ⊂ {1, . . . , n}, denote by xI = x and xJ = y. Then by the
bilinearity of the covariance operator,
Covµn(f(xI), g(xJ)) =
∑
i,j
aibjCovµn(xi, yj) +
∑
α,β
aαbβCovµn(x
α, yβ)
where α or β contains more than one 1 among its coordinates. Thus in the limit, by
Theorem 23, ∑
α,β
aαbβCovµn(x
α, yβ)→ 0.
Since f and g are non-decreasing, we have ai, bj ≥ 0 for each i, j = 1, . . . , n by Proposition
22. Thus the asymptotic notion of strict negative association reduces to checking whether
or not the variables are negatively correlated. This completes the proof.

Chapter 4
On Gordon’s Escape Phenomenon with
Applications in Compressed Sensing
4.1 Abstract
Gordon’s well-known min-max comparison lemma and its corollaries for doubly indexed
Gaussian processes [25] have been an elegant tool for analyzing structured linear inverse
problems with convex constraints. We give an overview of its use in compressed sensing,
and present two new applications to the Dantzig selector and the Matrix Uncertainty
selector.
4.2 Introduction
It is a great truth in all of mathematics and the sciences that simplicity is unexpectedly
powerful. Indeed, what is intuition but a simple thought, and what is a powerful theory
but a leap in intuition? We see many instances in mathematics where simplicity is directly
correlated with “beauty.” The concept of linearity, orthogonality, bases (Fourier series,
vector space bases, topological bases), prime numbers, the triangle inequality, the process
of abstraction, geometric principles, (probabilistic) independence, and so on are all simple
notions and principles, but which underlie much of modern day mathematics.
The concept of simplicity is at the heart of the recently discovered field of compressed
sensing [10, 16]. In this exposition we consider this field, and its (still) developing mathe-
matical theory [23, 66, 11]. From an abstract point of view, compressed sensing is based
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on two simple principles:
• If A is a surjective linear map, A : RN → Rm (i.e. N > m), then the system of
equations, y = Ax, x ∈ RN , has infinitely many solutions.
• If A : RN → Rm is a surjective linear map, but the components of an unknown
vector x ∈ RN are mostly zero (in some basis), then we may be able to solve the
linear system y = Ax, for x.
The second item above describes the notion of sparsity, which is at the core of compressed
sensing. Formally, we define the support of a vector x ∈ RN (relative to some basis on
RN ) as the index set of its nonzero entries, i.e.,
supp(x) := {j ∈ [N ] : xj 6= 0}.
We then say that a vector x ∈ Rn is s-sparse if at most s of its entries are nonzero, i.e., if
‖x‖0 := card(supp(x)) ≤ s.
Thus if s-sparse vectors can be recovered from linear information, y = Ax, A ∈ Rm×N ,
via an appropriate algorithm, then what are the conditions on m, i.e. the “number of
measurements?” If we knew where the non-zero coordinates of x were, then we would have
m = s. Of course this is not the case, and if it were, then the theory of compressed sensing
would be reduced to a problem in a linear algebra textbook. We thus define the notion
of effective dimension to be the value m for which we can reconstruct s-sparse vectors
from linear information. One of the aims of this paper is to connect the notion of effective
dimension to the theory of aysmptotic convex geometry [44, 66].
Compressed sensing has its origins in signal processing, with examples including im-
age processing, analog-to-digital conversion, and sensor technology. The mathematical
language describing the process of “reconstructing a signal,” is, in many cases, Fourier
analysis. Let us give a brief overview. By a continuous-time signal, we simply mean an
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integrable function, f ∈ L1(R) (i.e. ∫R |f(t)| dt <∞). Then the Fourier transform of such
a signal is defined by,
fˆ(ξ) :=
∫
R
f(t)e−2piitξ dt, ξ ∈ R.
The bandwidth of a signal f is simply the maximum absolute value of its Fourier transform,
‖fˆ‖∞ = sup
ξ∈R
|fˆ(ξ)|.
Thus we say that a signal f is bandlimited with bandwidth B if fˆ is supported in [−B,B].
The conventional approach to sampling signals or images is based on a celebrated theorem
of Claude Shannon, known as the Shannon sampling theorem. The notion of sampling a
signal is simply the process of converting the signal into a numeric sequence (a function
of discrete time). The Shannon sampling theorem states that a bandlimited signal f with
bandwidth B can be reconstructed from the discrete set of samples {f(k/2B), k ∈ Z}
through the formula
f(t) =
∑
k∈Z
f
(
k
2B
)
sinc(2piBt− pik),
where the sinc function is defined by
sinc(t) :=

sin t
t if t 6= 0
1 if t = 0.
However, this set-up becomes more manageable when we consider smooth, periodic
functions in a finite-dimensional subspace of L1(R). Specifically, we consider trigonometric
polynomials of maximal degree B:
f(t) =
B∑
k=−B
xke
2piikt, t ∈ [0, 1]. (4.1)
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And our notation is not a coincidence: |e2piikt| = 1, so
|f(t)| ≤ (2B + 1)‖xk‖∞,
and thus B here is proportional to the usual notion of bandwidth defined above.
Now the collection of functions of the form (4.1) forms a real-vector space of dimension
2B + 1, and so we expect to be able to reconstruct f from N = 2B + 1 samples. And
indeed this is the case. However, if M is large then this can be unrealistic in practical
settings. Therefore a notion of sparsity could be of great use. If the coefficients x = (xk),
k = −B, . . . , B, of f in (4.1) (the Fourier coefficients) are sparse, then we expect to be
able to reconstruct f from fewer than 2B + 1 samples. Given such a sample {t1, . . . , tm},
y = {f(tj)}mj=1, the problem reduces to solving
y = Ax (4.2)
where A ∈ Cm×N is a Fourier-type matrix with entries
Aj,k = e
2piiktj , j = 1, . . . ,m, k = −B, . . . , B.
This formulation (4.2), where the information acquisition process is linear, the dimensions
m and N of the matrix A satisfy N > m, and the unknown vector of interest x is sparse,
is the basic set-up of the compressed sensing problem.
From this brief overview we pass to two questions which must be answered if the theory
of compressed sensing is to be at all useful. The first is, how should one design the matrix A?
Above we considered a Fourier-type matrix, but this has limited use (and limited success).
The second is, how should one design an algorithm to recover x from the underdetermined
system y = Ax? This tutorial is based on the following two answers to these questions:
• We assume the measurement matrix A ∈ Rm×N is random. Specifically, the entries
of A will be independent standard Gaussian random variables.
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• We will consider the now well-understood method of basis pursuit, also known as
`1-minimization:
min‖z‖1 subject to Az = y. (4.3)
Moreover we will consider generalizations of basis pursuit which replace the `1-norm
in (4.3), with the Minkowski functional associated to any centrally symmetric convex
set C (in which case it defines a norm [11, 66]). We define the Minkowski functional
of a vector x ∈ RN by
‖x‖C := inf{λ > 0 : λ−1x ∈ C}.
In regards to our assumption that the matrix A is random, we note a fundamental result on
the number of measurements m needed to recover any s-sparse vector x ∈ RN . The result
states that, with high probability on the random draw of an m × N Gaussian matrix A,
all s-sparse vectors x can be reconstructed from y = Ax using, for example, basis pursuit,
provided
m ≥ Cs ln(N/s) (4.4)
where C is an absolute constant. We can therefore say that m = O(s ln(N/s)) is the
effective dimension of the problem of recovering s-sparse vectors from linear information,
via `1 minimization. What’s astounding is that (4.4) can be described through the lens
of convex geometry. This brings us to the generalization of basis pursuit in terms of the
Minkowski functional – the second item above.
Suppose C denotes the `1-unit ball. Then for any x ∈ RN we have,
‖x‖C = ‖x‖1.
It turns out that we can interpret basis pursuit geometrically in terms of C. Specifically,
what we are doing in the minimization procedure (4.3) is “blowing up” C by a factor of
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λ (which, as a set is λC), until it touches the affine subspace {z ∈ RN : Az = y}. This
point of intersection will yield the minimum norm solution to (4.3). And this geomet-
ric understanding of `1-minimization obviously generalizes to other (centrally symmetric)
convex subsets C ⊂ RN (in a precise way via the Minkowski functional associated to C).
This simple observation is the entry point for the theory of asymptotic convex geometry
in compressed sensing [66, 44, 2, 25, 11].
For a rather broad overview of the use of convex geometry in linear inverse problems,
we refer the reader to [66]. For a general introduction to the subject of convex geometry
we refer the reader to [2], and for a more rigorous treatment to [44]. In this exposition we
will focus on the work of Y. Gordon and applications of his escape through a mesh theorem
in compressed sensing [25]. Before we get into the details of his work, let us isolate a key
notion that not only shows up in his escape through a mesh theorem, but will turn out to
be of great use in connecting (4.4) to the geometry of the `1-ball. This is the notion of the
Gaussian width of a bounded subset of Euclidean space.
Fixing a direction vector η of unit length, one may define the width of a bounded set
K in Rn by,
sup
u,v∈K
〈η, u− v〉 = sup
z∈K−K
〈η, z〉.
Taking the average over η uniformly distributed on the sphere SN−1 (i.e. η is distributed
according to the unique rotation invariant probability measure on SN−1 [44]), we obtain
what is known as the spherical mean width of K:
ω˜(K) =
∫
SN−1
sup
z∈K−K
〈η, z〉 dσN−1(z),
where σN−1 denotes the uniform distribution on the sphere SN−1. Given a standard
Gaussian random vector g in RN−1, due to its rotation invariance, the normalized vector
g/‖g‖2 is uniformly distributed on the sphere SN−1. Thus it is natural to define the
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Gaussian width of K by,
ω(K) =
∫
RN
sup
z∈K−K
〈g, z〉 dγN (g),
where γN denotes the standard Gaussian distribution on R
N . We see that
ω(K) = E‖g‖2 · ω˜(K).
We have described the width of a bounded subset K of RN as a measure of the size
of K. We will see in section 4.5 that these notions of width can also be considered as
measurements of the effective dimension of the set in question.
4.3 Gordon’s Escape Phenomenon
Let S be a subset of RN and 1 ≤ m < N . The title of this section refers to a result of
Y. Gordon [25], who found conditions on m-codimensional subspaces which miss S, with
probability close to 1. The main ingredient in this work is a result, also of Y. Gordon,
comparing doubly indexed Gaussian processes. This result is as follows,
Theorem 25. Let {Xij} and {Yij}, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, be two centered Gaus-
sian processes which satisfy the following inequalities for all choices of indices:
• E|Xij −Xik|2 ≤ E|Yij − Yik|2,
• E|Xij −X`k|2 ≥ E|Yij − Y`k|2, if i 6= `.
Then, E mini maxj Xij ≤ E mini maxj Yij.
Now for x ∈ S and y ∈ Sm−12 , define Gaussian processes
Xx,y = ‖x‖2〈g, y〉+ 〈h, x〉 (4.5)
and
Yx,y = 〈Gx, y〉, (4.6)
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where G = {gij}, h = {hi} and g = {gj} are independent sets of standard Gaussian random
variables (viewing G as a Gaussian random matrix). It can be shown that such processes
satisfy the conditions of Theorem 25 (which extends to such index sets), and consequently
one obtains
E(min
x∈S
‖Gx‖2) = E(min
x∈S
max
y∈Sm−12
〈Gx, y〉) ≥ E(min
x∈S
max
y∈Sm−12
(‖x‖2〈g, y〉+ 〈h, x〉)
= E(min
x∈S
{‖x‖2‖g‖2 + 〈h, x〉})
≥ E(‖g‖2) min
x∈S
‖x‖2 −E(max
x∈S
〈h, x〉)
= am min
x∈S
‖x‖2 − ω(S)
where in the last line we have defined am := E‖g‖2, and ω(S) := E maxx∈S〈h, x〉. The
quantity ω(S) is known as the Gaussian width of S. Let us record this for future use:
E(min
x∈S
‖Gx‖2) ≥ am min
x∈S
‖x‖2 − ω(S). (4.7)
The escape phenomenon referred to in the title of this section is then an easy conse-
quence of this inequality, which is summarized in the following theorem [25]:
Theorem 26. Let S ⊂ RN be a compact subset, 1 ≤ m < N and G ∈ Rm×N a random
matrix with iid standard Gaussian entries.
1. E minx∈S‖Gx‖2 > 0 iff there exists a subspace of codimension m which misses S.
2. If S ⊂ SN−12 and am > ω(S) = E(maxx∈S
∑N
1 xihi), then E minx∈S‖Gx‖2 > 0.
Proof Let G be defined on a probability space Ω , and ω ∈ Ω and element of this space.
Then the subspace Eω = G(ω)
−1(0) has codimension m a.e. because the determinant of
any m ×m minor is non-zero a.e. Hence if E minx∈S‖G(ω)(x)‖2 > 0, then Eω0 misses S
for some ω0, and so there exists a subspace of codimension m which misses S. Conversely,
every m-codimensional subspace has the form Eω and if Eω0 misses S, then compactness
of S implies that Eω misses S, i.e. minx∈S‖G(ω)(x)‖2 > 0, on a set of positive measure.
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This proves the first assertion, and the second follows from inequality (4.7).

4.4 A Novel Proof of Theorem 25
We present a non-centered version of Theorem 25. In the sense that the series of lemmas
below are for non-centered Gaussian vectors, this section and its proofs are somewhat
novel. For example, the author has never seen a non-centered Gaussian integration by
parts formula, along with the abstract comparison lemmas that follow, in the literature.
See [23] for the usual proof of Theorem 25. We begin with a non-centered version of the
Gaussian integration by parts formula. We say that a function F : Rn → R is of moderate
growth if for each β > 0,
lim
‖x‖2→∞
F (x) exp(−β‖x‖22) = 0.
Lemma 27. Let F : Rn → R be a differentiable function such that F and all its first-order
partial derivatives are of moderate growth.
1. Let g ∈ R be a Gaussian random variable with mean µ and variance τ2. Then
EgF (g) = τ2EF ′(g) + EgEF (g).
2. Let g = (g1, . . . , gm) and g˜ ∈ R (not necessarily independent of g) be such that (g˜, g)
is a Gaussian random vector. Then
Eg˜F (g) =
m∑
j=1
E(g˜gj)E[∂jF (g)] + Eg˜EF (g).
Proof For the first item,
EgF (g) =
1√
2piτ
∫
R
(t− µ) exp
(−(t− µ)2
2τ2
)
F (t) dt
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+
1√
2piτ
∫
R
µ exp
(−(t− µ)2
2τ2
)
F (t) dt
=
1√
2piτ
∫
R
(t− µ) exp
(−(t− µ)2
2τ2
)
F (t) dt+ µEF (g)
=
−τ2√
2piτ
∫
R
d
dt
(
exp
(−(t− µ)2
2τ2
))
F (t) dt+ µEF (g)
=
τ2√
2piτ
∫
R
exp
(−(t− µ)2
2τ2
)
F ′(t) dt+ µEF (g)
= τ2EF ′(g) + µEF (g).
For the second, let µ denote the mean of g˜. Consider the random variables g′j =
gj − g˜ Egj g˜Eg˜2−µ2 + µ
Egj g˜
Eg˜2−µ2 + Eg
′
j . Multiplying both sides by g˜ and taking expected values,
we obtain
Eg′j g˜ = Egj g˜ −Egj g˜
(
Eg˜2 − µ2
Eg˜2 − µ2
)
+ Eg′jEg˜ = Eg
′
jEg˜.
Therefore the Gaussian random vector g′ = (g′1, . . . , g′m) is independent of g˜. Note that
gj = g
′
j + g˜
Egj g˜
Eg˜2 − µ2 − µ
Egj g˜
Eg˜2 − µ2 −Eg
′
j .
Now apply the one dimensional Gaussian integration by parts formula after conditioning
on g′. We have Eg˜F (g) equals,
Eg˜F
(
g′1 + g˜
Eg1g˜
Eg˜2 − µ2 − µ
Eg1g˜
Eg˜2 − µ2 −Eg
′
1, . . . , g
′
m + g˜
Egmg˜
Eg˜2 − µ2 − µ
Egmg˜
Eg˜2 − µ2 −Eg
′
m
)
which becomes
(Eg˜2 − µ2)
m∑
j=1
Egj g˜
Eg˜2 − µ2 E∂jF (g1, . . . , gm) + Eg˜EF (g) =
m∑
j=1
E(g˜gj)E[∂jF (g)] + Eg˜EF (g).
This completes the proof.

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With this result in hand, we now move onto the key lemma:
Lemma 28. Let F : Rm → R be a differentiable function such that F and all its
partial derivatives of first order are of moderate growth. Let X = (X1, . . . , Xm) and
Y = (Y1, . . . , Ym) be two Gaussian vectors. For 0 ≤ θ ≤ pi/2 we define a new random
vector Z(θ) = (cos θ)X + (sin θ)Y . Then the function
φ(θ) = EF (Z(θ))
has derivative
φ′(θ) =
m∑
i=1
E
[
Z ′i(θ)∂iF (Z(θ))
]
.
If, in addition, F is twice differentiable with all partial derivatives of second order of
moderate growth, then φ′(θ) equals
(cos θ)(sin θ)
m∑
i,j=1
(EYiYj −EXiXj)E[∂i∂jF (Z(θ))]
+(cos θ)(sin θ)
m∑
i=1
(EYi −EXi)E∂iF (Z(θ)).
Proof We may assume X and Y are independent. Note that
d
dθ
F (Z(θ)) =
m∑
i=1
Z ′i(θ)∂iF (Z(θ)),
where
Z ′i(θ) = −(sin θ)Xi + (cos θ)Yi.
One may verify the technical condition that
E sup
θ∈I
|F ′(Z(θ))| <∞
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in which case we may swap integration with differentiation. Thus
φ′(θ) =
m∑
i=1
E
[
Z ′i(θ)∂iF (Z(θ))
]
=
m∑
i=1
(− (sin θ)E[Xi∂iF (Z(θ))] + (cos θ)E[Yi∂iF (Z(θ))]).
Using Gaussian integration by parts (after conditioning on X and Y , respectively)
E[Xi∂iF (Z(θ)] = (cos θ)
m∑
j=1
E[XiXj ]E[∂i∂jF (Z(θ))] + EXjEF (Z(θ))
E[Yi∂iF (Z(θ)] = (sin θ)
m∑
j=1
E[YiYj ]E[∂i∂jF (Z(θ))] + EYjEF (Z(θ)).
Consequently φ′(θ) equals
(cos θ)(sin θ)
m∑
i,j=1
(EYiYj −EXiXj)E[∂i∂jF (Z(θ))]
+(cos θ)(sin θ)
m∑
i=1
(EYi −EXi)E∂iF (Z(θ)).

In view of lemma 28, define sets of indices
A = {(i, j) : E[XiXj ] < E[YiYj ]}
B = {(i, j) : E[XiXj ] > E[YiYj ]}
C = {i : EXi < EYi}.
D = {i : EXi > EYi}.
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As a corollary of lemma 28, we have the following abstract comparison theorem:
Theorem 29. Let X,Y ∈ Rm be Gaussian random vectors. Let F : Rm → R be any
C2 function all of whose partial derivatives up to second order have subgaussian growth.
Assume that
∂i∂jF ≥ 0 ∀ (i, j) ∈ A
∂i∂jF ≤ 0 ∀ (i, j) ∈ B
∂iF ≥ 0 ∀ i ∈ C
∂iF ≤ 0 ∀ i ∈ D.
Then
EF (X) ≤ EF (Y ).
Proof The conditions of the theorem ensure that φ′(θ) from lemma 28 is nonnegative.
Hence EF (X) = φ(0) ≤ φ(pi/2) = EF (Y ).

We present a second abstract comparison theorem. We say that a function F has
positive distributional derivative if, for all nonnegative twice differentiable functions g with
compact support, ∫
Rd
F (x)∂i∂jg(x) dx ≥ 0.
Theorem 30. Let F : Rm → R be a Lipschitz function with Lipschitz constant L. Let X =
(X1, . . . , Xm) and Y = (Y1, . . . , Ym) be Gaussian vectors. Assume that (in the distributional
sense)
(E|Xi −Xj |2 −E|Yi − Yj |2)∂i∂jF ≥ 0
(EYi −EXi)∂iF ≥ 0
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for all i, j ∈ [m], and
F (x+ te) = F (x) + ct (4.8)
for all x ∈ Rm, where e = (1, 1, . . . , 1) ∈ Rm and c is a constant. Then
EF (X) ≤ EF (Y ).
Proof The Lipschitz assumption implies that F is of moderate growth.
First assume that F is twice continuously differentiable such that its derivatives up to
second order are of moderate growth. We note that (4.8) implies that
m∑
j=1
∂i∂jF (x) = 0
for all i ∈ [m], x ∈ Rm. This in turn gives ∂i∂jF = −
∑m
j=1,j 6=i ∂i∂jF , and we obtain (see
p. 233 of [23])
m∑
i,j=1
(EYiYj − EXiXj)∂i∂jF = 1
2
m∑
i,j=1
(E|Xi −Xj |2 −E|Yi − Yj |2)∂i∂jF
and so the derivative φ′(θ) from lemma 28 is nonnegative and EF (X) ≤ EF (Y ).
In the general case we approximate F by twice continuously differentiable functions
(see p. 234 of [23]).

We observe that when EYi = EXi, the condition (EYi − EXi)∂iF ≥ 0 in Theorem 30
is null, and so the proof of the following version of Gordon’s Theorem 25 goes through as
in [23]:
Theorem 31. Let {Xij} and {Yij}, i ∈ [n], j ∈ [m] be two finite families of Gaussian
random variables with EXij = EYij for all i, j. If
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• E|Xij −Xik|2 ≤ E|Yij − Yik|2,
• E|Xij −X`k|2 ≥ E|Yij − Y`k|2, if i 6= `.
then,
E min
i
max
j
Xij ≤ E min
i
max
j
Yij . (4.9)
We conclude by elaborating on inequality (4.7):
Theorem 32. Let T ⊂ Rm and S ⊂ RN be bounded subsets. Then
E min
x∈S
max
y∈T
〈Gx, y〉 ≥ E min
x∈S
max
y∈T
(〈g, x〉+ 〈h, y〉‖x‖2) (4.10)
Proof For x ∈ S and y ∈ T define the Gaussian processes
Xx,y := 〈Gx, y〉 =
m∑
`=1
N∑
j=1
G`jxjy`
and
Yx,y := 〈g, x〉‖y‖2 + 〈h, y〉.
Let x, x′ ∈ S and y, y′ ∈ T . Using that the A`j are independent and of variance 1, we have
E|Xx,y −Xx′,y′ |2 = E
∣∣∣∣∣∣
m∑
`=1
N∑
j=1
A`j(xjy` − x′jy′`)
∣∣∣∣∣∣
2
=
m∑
`=1
N∑
j=1
(xjy` − x′jy′`)2
=
m∑
`=1
N∑
j=1
(x2jy
2
` + (x
′
j)
2(y′`)
2 − 2xjx′jy`y′`)
= ‖x‖22‖y‖22 + ‖x′‖22‖y′‖22 − 2〈x, x′〉〈y, y′〉.
Using the independence and isotropicity of the standard Gaussian distribution, we have
for Yx,y,
E|Yx,y − Yx′,y′ |2 = E|〈g, x‖y‖2 − x′‖y′‖2〉+ 〈h, y − y′〉|2
= E|〈g, x‖y‖2 − x′‖y′‖2〉|2 + E|〈h, y − y′〉|2
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=
∥∥x‖y‖2 − x′‖y′‖2∥∥22 + ‖y − y′‖22
= ‖x‖22‖y‖22 + ‖x′‖22‖y′‖22 − 2‖y‖2‖y′‖2〈x, x′〉+ ‖y‖22 + ‖y′‖22 − 2〈y, y′〉.
We obtain
E|Yx,y − Yx′,y′ |2 −E|Xx,y −Xx′,y′ |2 = ‖y‖22 + ‖y′‖22 − 2‖y‖2‖y′‖2〈x, x′〉
− 2〈y, y′〉(1− 〈x, x′〉)
≥ ‖y‖22 + ‖y′‖22 − 2‖y‖2‖y′‖2〈x, x′〉
− 2‖y‖2‖y′‖2(1− 〈x, x′〉)
= (‖y‖22 − ‖y′‖22)2 ≥ 0.
Equality holds if and only if ‖y‖2 = ‖y′‖2. Therefore, we have shown that
E|Xx,y −Xx′,y′ |2 ≤ E|Yx,y − Yx′,y′ |2,
E|Xx,y −Xx′,y|2 = E|Yx,y − Yx′,y|2.
The result now follows from Gordon’s comparison Theorem 25.

4.5 Gordon’s Escape Phenomenon and Compressed Sensing
4.5.1 Compressed Sensing Framework
The support of a vector x ∈ RN is the index set of its nonzero entries, i.e.,
supp(x) := {j ∈ [N ] : xj 6= 0}
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The vector x ∈ RN is called s-sparse if at most s of its entries are nonzero, i.e., if
‖x‖0 := card(supp(x)) ≤ s.
The compressed sensing problem is the problem of reconstructing a sparse vector x ∈ RN
from underdetermined measurements y = Ax ∈ Rm, m < N . A very popular method is
basis pursuit or `1-minimization, which consists in finding the minimizer of the problem
min ‖z‖1 subject to Az = y. (4.11)
Since the `1-norm is a convex function, this optimization problem can be solved efficiently.
Producing measurement matricesA which are provably optimal in a compressive sensing
setting is an open problem. But if we assume that A is random, then it turns out that
much can be said about the success of `1-minimization. A simple example is a Gaussian
matrix whose entries consist of independent random variables following a standard normal
distribution. A fundamental result states that, with high probability on the random draw
of an m×N Gaussian matrix G, all s-sparse vectors x can be reconstructed from y = Gx
using a variety of algorithms (such as basis pursuit) provided
m ≥ Cs ln(N/s). (4.12)
A common characterization of exact recovery via `1-minimization involves tangent cones
to the `1-ball. The basic idea is as follows. The s-sparse vector x ∈ RN is fixed before
the measurement matrix A ∈ Rm×N is chosen. We take y = Ax. It is quite clear that we
can eliminate the equality constraints in (4.11) and arrive at the equivalent optimization
problem,
min
d
‖x+ d‖1 subject to d ∈ null(A).
Then x is the unique optimal solution if and only if ‖x+d‖1 > ‖x‖1 for all d ∈ null(A)\{0}.
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The complement of this set leads us to the tangent cone to the scaled unit `1-ball at x:
T (x) = cone{d ∈ RN : ‖x+ d‖1 ≤ ‖x‖1}
= cone{z − x : z ∈ RN , ‖z‖1 ≤ ‖x‖1}.
We arrive at the following lemma:
Lemma 33. For A ∈ Rm×N , a vector x ∈ RN is the unique minimizer of ‖z‖1 subject to
Az = Ax if and only if null(A) ∩ T (x) = {0}.
Thus given a random A ∈ Rm×N , if the event minz∈T (x)∩SN−12 ‖Az‖2 > 0 holds with
high probability, then we obtain successful recovery of x as a solution to `1- minimization
(4.11) with high probability.
Moreover, more general structured minimization problems can be handled with this
approach. The idea is that for any particular norm we may define the tangent cone T (x)
with respect to the unit ball for this norm. Specifically,
TC(x) = cone{z − x : z ∈ RN , ‖z‖C ≤ ‖x‖C}.
Conversely, for any centrally symmetric convex set C, we can define a norm (Minkowski
functional), ‖·‖C , with respect to which C is the unit ball. Then the minimization problem
min
z∈RN
‖z‖C subject to y = Az (4.13)
is the natural generalization of basis pursuit. This approach leads to more structured
linear inverse problems [66, 11]. In this paper we pay particular attention to `1-norm
minimization and its variants, but we will see how easily they generalize to (4.13).
Lemma 33 is the gateway for Gordon’s inequality (4.7) in the compressed sensing
problem. We recall that am := E‖g‖2, g ∈ Rm a standard Gaussian vector. Define
T := T (x) ∩ SN−12 . Now assume that am − ω(T ) −  ≥ 0, where  > 0 is arbitrary. Then
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for A = G a standard random Gaussian matrix as above,
P(min
z∈T
‖Gz‖2 > 0) ≥ P(min
z∈T
‖Gz‖2 ≥ am − ω(T )− )
≥ P(min
z∈T
‖Gz‖2 ≥ E min
z∈T
‖Gz‖2 − )
using Gordon’s (4.7) in the last line. Now the map G 7→ minz∈T ‖Gz‖2 defines a 1-Lipschitz
function with respect to the Frobenius norm. And so by the concentration phenomenon
for Gaussian random variables,
P(min
z∈T
‖Gz‖2 > 0) ≥ 1− e−2/2. (4.14)
This proves that if am ≥ ω(T ), then with high probability under a random draw of a
Gaussian G, x is recovered under `1-minimization. Since am is approximately
√
m, we
require the number of measurements m to satisfy m ≥ ω(T )2. The Gaussian width ω(T )
has been estimated in the literature [23, 11], and the result is ω(T )2 ≤ 2s ln(eN/s). This
recovers (4.12).
This also shows that in the general setting of (4.13), to exactly recover a given x ∈ RN
from (noiseless) linear measurements, m ≥ O(ω(TC(x))2) measurements will suffice. We
therefore intuitively think of the Gaussian width as measuring the effective dimension of a
subset of Euclidean space [66].
4.5.2 Exact and Noisy Recovery
Gordon’s work can also be used to analyze recovery problems with noise. Given noisy
measurements y = Ax + e, we consider two algorithms for recovery. The first being the
quadratically constrained `1-minimization problem [23]
min‖z‖1 subject to ‖Az − y‖2 ≤ η. (4.15)
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The second is the Dantzig Selector [9]
min‖z‖1 subject to ‖AT (Az − y)‖∞ ≤ λ. (4.16)
The two key lemmas which allow us to use Gordon’s escape phenomenon in both (4.15)
and (4.16) are as follows:
Lemma 34. For A ∈ Rm×N , let x ∈ RN and y = Ax+ e ∈ Rm with ‖e‖2 ≤ η. If
inf
v∈T (x),‖v‖2=1
‖Av‖2 ≥ τ
for some τ > 0, then a minimizer xˆ of ‖z‖1 subject to ‖Az − y‖2 ≤ η satisfies
‖x− xˆ‖2 ≤ 2η
τ
(4.17)
Lemma 35. For A ∈ Rm×N , let x ∈ RN and y = Ax+e ∈ Rm with ‖AT (y−Ax)‖∞ ≤ λ.
If
inf
v∈T (x),‖v‖2=1
‖Av‖2 ≥ τ
for some τ > 0, then a minimizer xˆ of ‖z‖1 subject to ‖AT (Az − y)‖∞ ≤ λ satisfies
‖x− xˆ‖2 ≤ 2λ‖x− xˆ‖1
τ‖x− xˆ‖2 (4.18)
For the proof these lemmas see section 4.7 (actually lemma 34 is given in previous
literature, such as [11]).
4.6 Basic Variants of Gordon’s Escape Phenomenon
Let A ∈ Rm×N be a fixed matrix. For any x ∈ RN we have,
‖Ax‖22 = 〈x,ATAx〉 ≤ ‖x‖p‖ATAx‖q (4.19)
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where 1p +
1
q = 1. If x ∈ SN−12 and p = 2, we have,
‖Ax‖22 ≤ ‖ATAx‖2.
This immediately implies
Lemma 36. Let G ∈ Rm×N be a random matrix with i.i.d. standard Gaussian entries.
For any S ⊆ SN−12 we have the inequality
E inf
x∈S
‖GTGx‖2 ≥ E inf
x∈S
‖Gx‖22. (4.20)
In particular,
E inf
x∈S
‖GTGx‖2 ≥ (E inf
x∈S
‖Gx‖2)2.
Proof We present an alternative proof which illuminates the geometry of the situation.
Let G = UΣV be the singular value decomposition of G, where U ∈ Om and V ∈ ON are
random orthogonal matrices, and Σ ∈ Rm×N the random singular value matrix. U, V and
Σ are jointly independent. We see that (4.20) is equivalent to
EV EΣ inf
x∈S
‖ΣTΣV x‖2 ≥ EV EΣ inf
x∈S
‖ΣV x‖22.
Since V (S) is also a subset of the sphere SN−12 , by independence it is enough to prove
EΣ inf
x∈S
‖ΣTΣx‖2 ≥ EΣ inf
x∈S
‖Σx‖22
for every S ⊆ SN−12 .
We fix a realization of G. If the rank of G is r (actually the rank of G is min(m,N)
almost surely), and σ1 ≤ σ2 ≤ · · · ≤ σr denote the nonzero singular values of G, then (after
removing the possible zero entries, which are irrelevant to the norm calculations)
Σx = (σ1x1, . . . , σrxr)
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and
ΣTΣx = (σ21x1, . . . , σ
2
rxr).
We have
‖ΣTΣx‖2 =
√
σ41x
2
1 + · · ·+ σ4rx2r
=
√
σ41x
2
1 + · · ·+ σ4rx2r + 0x2r+1 + · · ·+ 0x2N
≥ σ21x21 + · · ·+ σ2rx2r
= ‖Σx‖22
where in the third line we have used that x21 + · · ·+x2N = 1, and the concavity of the square
root function to employ Jensen’s inequality. It follows that for any subset S of the unit
sphere SN−12 , we have
inf
x∈S
‖ΣTΣx‖2 ≥ inf
x∈S
‖Σx‖22. (4.21)
Taking expected values of both sides completes the proof.

Now let h ∈ Rm, g ∈ RN be independent standard Gaussian random vectors, and
S ⊆ SN−12 . Then we have the immediate variant of Gordon’s escape phenomenon (4.7) for
Wishart-type matrices:
Corollary 37. For any compact subset S of the sphere SN−12 ,
E min
x∈S
‖GTGx‖2 ≥ (am − ω(S))2.
As already noted, the map G 7→ infx∈S‖Gx‖2 defines a 1-Lipschitz function with respect
to the Frobenius norm (the `2-norm after identifying R
m×N with RmN ). It follows from
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the concentration phenomenon for Gaussian random variables that
P( inf
x∈S
‖Gx‖2 ≤ E inf
x∈S
‖Gx‖2 − t) ≤ e−t2/2.
Equivalently,
P(( inf
x∈S
‖Gx‖2)2 ≤ (E inf
x∈S
‖Gx‖2 − t)2) ≤ e−t2/2.
Which implies, by (4.21),
P( inf
x∈S
‖GTGx‖2 ≤ (E inf
x∈S
‖Gx‖2 − t)2) ≤ e−t2/2.
And by Gordon’s inequality (4.7), this gives
Lemma 38. For any subset S of the unit sphere SN−12 ,
P( inf
x∈S
‖GTGx‖2 ≤ (am − ω(S)− t)2) ≤ e−t2/2.
Given τ > 0, t ≥ 0, assume a subset S of SN−12 is chosen such that
am − ω(S)− τ − t ≥ 0 (4.22)
Then
P( inf
x∈S
‖Gx‖2 ≥ τ) ≥ P( inf
x∈S
‖Gx‖2 ≥ am − ω(S)− t)
≥ 1− e−t2/2
Analogously, assuming S again satisfies (4.22), we have
P( inf
x∈S
‖GTGx‖2 ≥ τ2) ≥ P( inf
x∈S
‖Gx‖22 ≥ τ2)
≥ P( inf
x∈S
‖Gx‖22 ≥ (Em − ω(S)− t)2)
≥ 1− e−t2/2.
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We record this result as a lemma:
Lemma 39. Given τ > 0, t ≥ 0, assume a subset S of Sn−12 is chosen such that
am − ω(S)− τ − t ≥ 0.
Then
P( inf
x∈S
‖GTGx‖2 ≥ τ2) ≥ 1− e−t2/2.
In particular, for any  ∈ (0, 1), by setting t = √2 ln(−1), we have
P( inf
x∈S
‖GTGx‖2 ≥ τ2) ≥ 1− .
Corollary 37 is a variant of Gordon’s escape phenomenon for Wishart-type matrices.
We also have a variant for matrices of the form HTG, where H is independent of G of
arbitrary distribution:
Lemma 40. Let G ∈ Rm×N be a random matrix with iid standard gaussian entries, and
let H ∈ Rm×N be independent of G of arbitrary distribution. Let S ⊂ RN and T ⊂ RN be
compact subsets. Then
E min
x∈S
max
y∈T
〈HTGx, y〉 ≥ E min
x∈S
max
y∈T
(〈HTh, y〉‖x‖2 + 〈g, x〉).
Proof We note that the Gaussian processes defined in (4.5) and (4.6) can just as well be
defined for arbitrary bounded subsets S ⊂ RN and T˜ ⊂ Rm, for which we obtain
E min
x∈S
max
y∈T˜
〈Gx, y〉 ≥ E min
x∈S
max
y∈T˜
(〈h, y〉‖x‖2 + 〈g, x〉).
Now let H ∈ Rm×N be deterministic and set T˜ = H(T ). Then
E min
x∈S
max
y∈T
〈HTGx, y〉 = E min
x∈S
max
y∈T˜
〈Gx, y〉
102
≥ E min
x∈S
max
y∈T˜
(〈h, y〉‖x‖2 + 〈g, x〉)
= E min
x∈S
max
y∈T
(〈HTh, y〉‖x‖2 + 〈g, x〉).
Taking expected values of both sides over H gives the lemma.

4.7 Applications to the Dantzig Selector
Now consider (4.19) with p = 1, and q =∞. We have
‖Ax‖22 ≤ ‖x‖1‖ATAx‖∞. (4.23)
This inequality will allow us to prove an error bound for the Dantzig selector.
We have observations y = Gx + e, where x ∈ RN is a parameter vector of interest, G
drawn as a random Gaussian matrix with standard independent entries, and e is N(0, I),
i.e. standard Gaussian random noise. The Dantzig selector estimates a given x ∈ RN
through the solution to the `1-regularization problem,
min
z∈RN
‖z‖1, ‖GT r‖∞ ≤
√
2 log n =: λn, (4.24)
where r is the residual vector y −Gx.
Denote by xˆ the solution to (4.24), and ∆ := x− xˆ. By the triangle inequality and the
feasibility condition,
‖GTG∆‖∞ ≤ ‖GT (y −Gx)‖∞ + ‖GT (y −Gxˆ)‖∞ ≤ 2λn.
Now recall by (4.23),
‖GTGx‖∞ ≥ ‖Gx‖
2
2
‖x‖1 .
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Thus, given τ > 0,
‖GTG∆‖∞ ≥ 1‖∆‖1 ‖G∆‖
2
2 ≥ ‖∆‖22
τ
‖∆‖1 (4.25)
with high probability according to Gordon’s lemma. To elaborate, we have ∆ = x − xˆ ∈
T (x), as ‖xˆ‖1 ≤ ‖x‖1 by construction. Thus ∆/‖∆‖2 ∈ T (x) ∩ SN−12 , and so Gordon’s
(4.14) may be used in (4.25) – using the linearity of G. Combining these two inequalities
gives
‖∆‖2 ≤ 2λn‖∆‖1
τ‖∆‖2 .
In fact, this proves lemma 35.
Let us make precise the inequality in (4.25). Given τ > 0, t ≥ 0, let τ˜ = τ/‖∆‖1, and
assume a subset S of Sn−12 is chosen such that
am − ω(S)− τ − t ≥ 0 (4.26)
Then
P( inf
x∈S
‖GTGx‖∞ ≥ τ˜) ≥ P( inf
x∈S
‖Gx‖22 ≥ τ)
≥ P( inf
x∈S
‖Gx‖22 ≥ am − ω(S)− t)
≥ 1− e−t2/2.
We record this as a lemma:
Lemma 41. Given τ > 0, t ≥ 0, assume a subset S of Sn−12 is chosen such that
am − ω(S)− τ − t ≥ 0.
Set τ˜ = τ/‖∆‖1, where ∆ = x− xˆ is the error vector in the Dantzig selector. Then
P(‖GTG∆‖∞ ≥ τ˜) ≥ P( inf
x∈S
‖GTGx‖∞ ≥ τ˜) ≥ 1− e−t2/2.
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In particular, for any  ∈ (0, 1), by setting t = √2 ln(−1), we have
P(‖GTG∆‖∞ ≥ τ˜) ≥ P( inf
x∈S
‖GTGx‖∞ ≥ τ˜) ≥ 1− .
Thus assuming the condition
am − ω(S)− τ − t ≥ 0.
we have successful recovery, i.e.
‖∆‖2 ≤ 2λn‖∆‖1
τ‖∆‖2
with probability 1− .
4.8 On the Matrix Uncertainty Selector and Gordon’s Escape Phe-
nomenon
We consider the noisy compressed sensing model, but with noise also in the measurement
matrix [53]:
y = Gx+ e, Ω = G+W (4.27)
Here the random vector y ∈ Rm and the random m×N matrix Ω are observed. We take
G ∈ Rm×N to be a random Gaussian matrix with zero-mean entries of variance 1. W is
an m×N random noise matrix with rows of independent zero-mean sub-gaussian random
vectors with variance bounded by σ2∗. The noise term e ∈ Rm is an independent zero-mean
sub-gaussian random vector with variance bounded by σ2.
Tsybakov and Rosenbaum propose solving (4.27) as follows. Recall the Dantzig selector:
min‖z‖1 subject to ‖ 1
m
ΩT (y − Ωz)‖∞ ≤ λ.
The true x to be recovered must satisfy the constraint inequality with high probability,
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which with noise in the measurement matrix is,
‖ 1
m
(G+W )T (y − (G+W )x‖∞ ≤ λ
or equivalently,
‖ 1
m
(G+W )T (e−Wx)‖∞ ≤ λ.
We have
• ‖ 1m(G+W )T e‖∞ = O
(√
logN
m
)
with high probability.
• ‖ 1mGTWx‖∞ ≤ c‖x‖2
√
logN
m with high probability.
• But ‖ 1mW TWx‖∞ is not small.
The problem is that the diagonal elements
1
m
m∑
i=1
W 2ij , j = 1, . . . , N
are not small. But they concentrate near their mean values
σ2j :=
1
m
m∑
i=1
E(W 2ij), j = 1, . . . , N.
With that said, we assume that σ2j can be estimated from the data by σˆ
2
j . Set
Dˆ := diag(σˆ2j ).
Then if σˆ2j is close to σ
2
j , we have that Dˆ is close to the diagonal of
1
mW
TW . Adding Dˆ
into the feasibility condition, the true x satisfies with high probability
‖ 1
m
ΩT (y − Ωx) + Dˆx‖∞ ≤ µ‖x‖2 + τ
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where µ ∼
√
logN
m , τ ∼
√
logN
m . The compensated matrix uncertainty selector is then
min‖z‖1, z ∈ T (4.28)
where
T :=
{
z ∈ RN : ‖ 1
m
ΩT (y − Ωz) + Dˆz‖∞ ≤ µ‖x‖1 + τ
}
.
Now let xˆ be a solution to (4.28), and let x be the true signal to be recovered. Set
∆ := xˆ− x. It can be shown that [54]
‖ 1
m
GTG∆‖∞ ≤ µ1‖x‖2 + µ2‖∆‖1 + τ1
where µj ∼
√
logN
m , τ1 ∼
√
logN
m , with high probability. On the other hand, given τ > 0,
‖GTG∆‖∞ ≥ 1‖∆‖1 ‖G∆‖
2
2 ≥ ‖∆‖22
τ
‖∆‖1
with high probability according to Gordon’s lemma. We thus have the high probability
error bound,
‖∆‖2 ≤ (µ1‖x‖2 + µ2‖∆‖1 + τ1) ‖∆‖1
τ‖∆‖2
= O
(
‖∆‖1
‖∆‖2
√
logN
m
)
under the Gaussian width assumption, as in lemma 41.
Chapter 5
Gordon’s Comparison Inequality for Infinitely
Divisible and Stable Random Vectors
5.1 Abstract
It was shown in [56] that there exists a Slepian-type inequality for a general class of
symmetric infinitely divisible random vectors. We extend this work to a Gordon-type
inequality for such random vectors.
5.2 Introduction
Gordon’s comparison inequality was Theorem 25, and Slepian’s inequality is in fact a
special case:
Theorem 42. Let X = (X1, . . . , Xd) and Y = (Y1, . . . , Yd) be zero-mean Gaussian random
vectors, such that for every i, j = 1, . . . , d,
E(Xi −Xj)2 ≥ E(Yi − Yj)2. (5.1)
Then
E max
1≤i≤d
Xi ≥ E max
1≤i≤d
Yi.
Let us restate Gordon’s comparison inequality here:
Theorem 43. Let {Xij} and {Yij}, be two centered Gaussian processes which satisfy the
following inequalities for all choices of indices:
108
• E|Xij −Xik|2 ≤ E|Yij − Yik|2,
• E|Xij −X`k|2 ≥ E|Yij − Y`k|2, if i 6= `.
Then,
E min
i
max
j
Xij ≤ E min
i
max
j
Yij .
Both inequalities above are stated in terms of the covariance structures of the variables,
and thus are specific to Gaussian random vectors. Nevertheless, such inequalities are so
important that attempts have been made to generalize them to other vectors and processes.
A random vector X = (X1, . . . , Xd) is called α-stable, 0 < α < 2, if for any A > 0,
B > 0 there is a D ∈ Rd such that
AX(1) +BX(2)
d
= (Aα +Bα)1/αX + D,
where X(1), X(2) are independent copies of X. An α-stable random vector is called strictly
α-stable if D = 0 for every A and B. An α-stable random vector X satisfying X
d
= −X is
called symmetric α-stable (Sα S). A zero-mean Gaussian is S2S, and conversely as well. Of
course, one cannot use covariances or the L2 distance in the SαS case, because E|X|p <∞
only when p < α, but one can try to mimic (5.1) by regarding it as a comparison between
scale parameters of Xi − Xj and Yi − Yj respectively. Scale parameters do make sense
in the stable case too, and the scale parameter of an SαS random variable X is equal to
c(p, α)(EXp)1/p, 0 < p < α, where c(p, α) is a finite positive constant. Therefore one might
guess that the condition
E|Xi −Xj |p ≥ E|Yi − Yj |p
for all i, j = 1, . . . , d implies the conclusion of Theorem 42 in the stable case. Unfortunately,
this is not likely to be true, because in the SαS case, the scale parameters of the above
differences give very little information on the actual distribution of the vectors X and Y.
In fact, in contrast to the Gaussian case, a multivariate stable law cannot be specified
in general by a finite number of numerical parameters, because every SαS random vector
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X has characteristic function of the form
φX(θ) = E exp i
 d∑
j=1
θjXj
 = exp(−∫
Sd
|θ1s1 + · · ·+ θdsd|αΓ(ds)
)
, (5.2)
where Γ is a finite symmetric measure on Borel subsets of the unit sphere Sd in R
d, called
the spectral measure of X. Relation (5.2) defines a one-to-one correspondence between SαS
laws in Rd and finite symmetric measures Γ on Sd. Since it is the spectral measure Γ that
specifies the SαS law, it is in terms of the spectral measures that one should try to compare
two different stable random vectors.
Although the original motivation did come from the stable case, it turns out that a
similar approach works for a more general class of infinitely divisible random vectors, the
so-called G vectors, introduced by Marcus [38], using a series representation of these vectors
given by Rosinski [55].
A random vector X = (X1, . . . Xd) is infinitely divisible (without Gaussian compone-
nent), or simply i.d., if there exists a σ-finite measure ν on the Borel subsets of Rd \ 0,
called the Le´vy measure of X, satisfying
∫
Rd(1 ∧ |x|2)ν(dx) < ∞, and a vector b in Rd
such that the characteristic function of X has the form
φX(θ) = exp
(∫
Rd\{0}
(
ei(θ,x) − 1− i(θ,x)
1 + |x|2
)
ν(dx) + i(θ,b)
)
. (5.3)
5.3 Stochastic Ordering
Let X = (X1, . . . , Xd) and Y = (Y1, . . . , Yd) be random vectors in R
d. We say that X
dominates stochastically Y (denoted X
st≥ Y) if there is a random vector on R2d such that
(Z1, . . . , Zd)
d
= X,
(Zd+1, . . . , Z2d)
d
= Y,
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Zi ≥ Zi+d a.s, i = 1, . . . , d.
A set A in Rd is called increasing if x ∈ A and y ≥ x (componentwise) implies y ∈ A. We
have the following fundamental result:
Theorem 44. The following are equivalent:
• X st≥ Y.
• For any function f : Rd → R+, nondecreasing in each argument, E(f(X)) ≥
E(f(Y)).
• For any increasing Borel set A in Rd, P{X ∈ A} ≥ P{Y ∈ A}.
In the case of an infinitely divisible random vector the information commonly available
is the Le´vy measure of the vector (the distribution functions are computable only in very
few cases, even when d = 1). So consider an i.d. random vector X whose Le´vy measure ν
satisfies ∫
Rd
(1 ∧ |x|)ν(dx) <∞. (5.4)
In this case the characteristic function of X can be written in the form
φX(θ) = exp
(∫
Rd\{0}
(ei(θ,x) − 1)ν(dX) + i(θ,b)
)
(5.5)
after changing the shift vector b in (5.3). In particular, all positive i.d. vectors are of this
form, as well as all α-stable random vectors with α < 1.
The following theorem gives criteria for X
st≥ Y [56]:
Theorem 45. Let X and Y be two i.d. random vectors satisfying (5.4), and let (νX,bX)
and (νY,bY) be the corresponding parameters of their characteristic functions given in the
form (5.5). Assume that νX and νY are concentrated on R
d
+ = {x ∈ Rd : xi ≥ 0, i =
1, . . . , d}. If
νX(A) ≥ νx(B) for ever increasing Borel set A in Rd,
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and
bX ≥ bY componentwise
then
X
st≥ Y.
5.4 Gordon inequality for type G infinitely divisible random vectors
Define maps
T : Rnm −→ Rnm2
(xij) 1≤i≤n
1≤j≤m
7−→ (|xij − xik|2) 1≤i≤n
1≤j≤m
1≤k≤m
and
S : Rnm −→ Rnm2(n−1)
(xij) 1≤i≤n
1≤j≤m
7−→ (|xij − x`k|2) 1≤i≤n
1≤j≤m
i 6=`
1≤k≤m
.
Theorem 46. Let X = (Xij) and Y = (Yij) be SαS random vectors in R
nm, 1 < α < 2
with Le´vy measures νX and νY respectively. If for every increasing Borel set A in R
nm2
+ ,
νY(x ∈ Rnm : Tx ∈ A) ≥ νX(x ∈ Rnm : Tx ∈ A) (5.6)
and for every increasing Borel set B in R
nm2(n−1)
+ ,
νX(x ∈ Rnm : Sx ∈ B) ≥ νY(x ∈ Rnm : Sx ∈ B) (5.7)
then
E min
1≤i≤n
max
1≤j≤m
Xij ≤ E min
1≤i≤n
max
1≤j≤m
Yij .
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Proof Set ρ(du) := Cu−(α+2)/2, C an absolute constant, and define
R(x) := inf{u > 0 : ρ((u,∞)) ≤ x}, x > 0, (5.8)
Let λX and λY be probability measures on R
nm such that ηX  λX and ηY  λY, and
let
hX =
dηX
dλX
, hY =
dηY
dλY
.
Then X admits the following series representation,
X
d
=
∞∑
n=1
ZXn R
(
ΓXn
hX(Sn,X)
)
Sn,X (5.9)
where {ZXn }∞n=1, {ΓXn }∞n=1, and {Sn,X}∞n=1 are independent sequences. The sequence
{ZXn }∞n=1 is a sequence of i.i.d. standard normal random variables; ΓXn , n = 1, 2, . . . , are
the points of a unit rate Poisson process on (0,∞); and, {Sn,X}∞n=1 is a sequence of i.i.d.
random variables in Rnm with the common law λX. Using similar notation,
Y
d
=
∞∑
n=1
ZYn R
(
ΓYn
hY(Sn,Y)
)
Sn,Y (5.10)
Let FX and FY be the σ-algebras generated on the corresponding sample spaces by
{ΓXn }∞n=1 and {Sn,X}∞n=1 and by {ΓYn }∞n=1 and {Sn,Y}∞n=1 respectively, and let X˜ and Y˜
denote the right hand sides of (5.9) and (5.10) respectively. Note that the regular condi-
tional distributions of X given FX and Y given FY are zero mean Gaussian. Moreover,
denoting by EFX (EFY) the conditional expectation given FX (FY), we have for 1 ≤ i ≤ n
and 1 ≤ j, k ≤ m,
EFX(X˜ij − X˜ik)2 =
∞∑
n=1
R2
(
ΓXn
hX(Sn,X)
)
(Sijn,X − Sikn,X)2 (5.11)
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and
EFY(Y˜ij − Y˜ik)2 =
∞∑
n=1
R2
(
ΓYn
hY(Sn,Y)
)
(Sijn,Y − Sikn,Y)2, (5.12)
where X˜ = (X˜ij) and Sn,X = (S
ij
n,X), and analogously, for 1 ≤ i, ` ≤ n, 1 ≤ j, k ≤ m, i 6= `,
EFX(X˜ij − X˜`k)2 =
∞∑
n=1
R2
(
ΓXn
hX(Sn,X)
)
(Sijn,X − S`kn,X)2 (5.13)
and
EFY(Y˜ij − Y˜`k)2 =
∞∑
n=1
R2
(
ΓYn
hY(Sn,Y)
)
(Sijn,Y − S`kn,Y)2. (5.14)
Consider now two nonnegative random variables in Rnm
2
, ∆1X,∆
1
Y, whose compo-
nents are given by (5.11) and (5.12) respectively, and two nonnegative random variables
in Rnm
2(n−1), ∆2X,∆
2
Y, whose components are given by (5.13) and (5.14) respectively. We
claim that (5.6) implies
∆1Y
st≥ ∆1X (5.15)
and that (5.7) implies
∆2X
st≥ ∆2Y. (5.16)
Before proving this let us show that (5.15) and (5.16) imply the conclusion of the theorem.
Suppose that (5.15) and (5.16) hold. The idea is to condition on FX (respectively
on FY), view ∆1X, ∆2X and ∆1Y, ∆2Y as conditional variances of X˜ and Y˜ and then to
apply Gordon’s inequality for Gaussian vectors. We first generate ∆1X, ∆
2
X and ∆
1
Y,
∆2Y on the same probability space such that ∆
1
Y ≥ ∆1X and ∆2X ≥ ∆2Y a.s.. We then
construct the sequences {Sn,X}∞n=1, {ΓXn }∞n=1, {Sn,Y} and {ΓYn }∞n=1 on that space. This
is possible because we can regard all four sequences as a random variable taking values
in (R∞)2nm+2, which is a Polish space, and so there exist regular conditional probabili-
ties of these random variables given ∆1X,∆
2
X and ∆
1
Y,∆
2
Y, and then generate {Sn,X}∞n=1,
{ΓXn }∞n=1, {Sn,Y} and {ΓYn }∞n=1 from these corresponding conditional probabilities. We
now have ∆1X,∆
2
X,∆
1
Y,∆
2
Y, {Sn,X}∞n=1, {ΓXn }∞n=1, {Sn,Y} and {ΓYn }∞n=1 defined on the same
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probability space. Since ∆1Y ≥ ∆1X and ∆2X ≥ ∆2Y a.s., by Gordon’s theorem, with proba-
bility 1,
E
(
min
1≤i≤n
max
1≤j≤m
X˜ij | {Sn,X}∞n=1, {ΓXn }∞n=1, {Sn,Y}, {ΓYn }∞n=1
)
≤ E
(
min
1≤i≤n
max
1≤j≤m
Y˜ij | {Sn,X}∞n=1, {ΓXn }∞n=1, {Sn,Y}, {ΓYn }∞n=1
)
so that
E min
1≤i≤n
max
1≤j≤m
Xij = E min
1≤i≤n
max
1≤j≤m
X˜ij ≤ E min
1≤i≤n
max
1≤j≤m
Y˜ij = E min
1≤i≤n
max
1≤j≤m
Yij .
It remains, therefore, to show that (5.15) and (5.16) hold.
Theorem 2.4 of Rosinski [55] ensures that the random vectors ∆1X,∆
2
X,∆
1
Y, and ∆
2
Y
are infinitely divisible. Let ν∆1X
, ν∆2X
and ν∆1Y
, ν∆2Y
be their respective Le´vy measures.
We need only prove that for every increasing Borel set A in Rnm
2
+ ,
ν∆1Y
(A) ≥ ν∆1X(A) (5.17)
and for every increasing Borel set B in R
nm2(n−1)
+ ,
ν∆2X
(B) ≥ ν∆2Y(B). (5.18)
We prove (5.17) and note that (5.18) is completely analogous. We compute first the
Le´vy measures ν∆1X
and ν∆1Y
. Define a probability measure λ˜X on R
nm2
+ by λ˜X = λX ◦T−1
and let η˜X = ηX ◦T−1. As ηX  λX, it is clear that η˜X  λ˜X. Let h˜X := dη˜X/dλ˜X. Then
a version of h˜X is given by
h˜X(y) =
∫
Rnm
hX(x)θ
(y)
X (dx), (5.19)
where θ
(·)
X is the regular conditional distribution of the probability law λX given the σ-
algebra FT generated by the transformation T .
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We now use Theorems 2.4 and 3.2 of Rosinski [55]. Let H : (0,∞)×Rnm → Rnm2+ be
given by
H(u,v) = {H(i,j),(i,k)(u,v), 1 ≤ i ≤ n, 1 ≤ k, j ≤ m},
where
H(i,j),(i,k)(u,v) = R
2
(
u
hX(v)
)
(vij − vik)2, u ≥ 0, v = (vij). (5.20)
Define a measure on Borel sets Rnm
2
+ by
F (A) =
∫ ∞
0
∫
Rnm
IA\{0}(H(u,v))duλX(dv). (5.21)
Let Qv : (0,∞)→ (0,∞), v ∈ Rnm, be given by
Qv(u) = R
2
(
u
hX(v)
)
, u > 0.
Let mv := Leb ◦Q−1v . Then for every a > 0
mv((a,∞)) = Leb{u : R2
(
u
hX(v)
)
> a} = Leb{u : ρ((a,∞)) > u
hX(v)
}
= hX(v)ρ((a,∞)).
Therefore, mv(du) = hX(v)ρ(du), and thus
F (A) =
∫
Rnm
(∫ ∞
0
IA\{0}
(
R2
(
u
hX(v)
)
Tv
)
du
)
λX(dv)
=
∫
Rnm
(∫ ∞
0
IA\{0}(uTv)mv(du)
)
λX(dv)
=
∫
Rnm
(∫ ∞
0
IA\{0}(uTv)hX(v)ρ(du)
)
λX(dv)
=
∫ ∞
0
(∫
Rnm
IA\{0}(uTv)hX(v)λX(dv)
)
ρ(du).
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Note that (5.19) implies that for every u > 0,
∫
Rnm
IA\{0}(uTv)hX(v)λX(dv) =
∫
Rnm
2
+
IA\{0}(uy)h˜X(y)λ˜X(dy).
It follows that
F (A) =
∫ ∞
0
(∫
Rnm
2
+
IA\{0}(uy)h˜X(y)λ˜X(dy)
)
ρ(du)
=
∫ ∞
0
∫
Rnm
2
+
IA\{0}(uy) η˜X(dy)ρ(du).
It is straightforward to check that
∫
Rnm2
(1∧ |x|)F (x) <∞. Therefore, by Theorem 3.2 of
Rosinski [55] we conclude that
ν∆1X
(A) = F (A) =
∫ ∞
0
∫
Rnm
2
+
IA\{0}(uy) η˜X(dy)ρ(du).
Similarly ,
ν∆1Y
(A) =
∫ ∞
0
∫
Rnm
2
+
IA\{0}(uy) η˜Y(dy)ρ(du).
We conclude that for every increasing Borel set A ∈ Rnm2+ ,
ν∆1X
(A) =
∫ ∞
0
∫
Rnm
2
+
IA\{0}(uy) η˜X(dy)ρ(du)
=
∫
Rnm
∫ ∞
0
IA\{0}(uTv)ρ(du)ηX(dv)
=
1
2
∫
Rnm
∫ ∞
−∞
IA\{0}(u2Tv)ρ(d(u2))ηX(dv)
=
1
2
∫
Rnm
∫ ∞
−∞
IA\{0}(T (uv))ρ(d(u2))ηX(dv)
=
1
2
∫
Rnm
∫ ∞
−∞
IT−1(A\{0})(uv)ρ(d(u2))ηX(dv)
=
1
2
νX(T
−1A) =
1
2
νX(x ∈ Rnm : Tx ∈ A)
≤ 1
2
νY(x ∈ Rnm : Tx ∈ A) = νY(T−1A)
= ν∆1Y
(A),
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thus proving (5.17). Moreover, (5.18) follows in the same fashion with T replaced by S.
The proof of the theorem is now complete.

Chapter 6
Learning Minimum Volume Sets and Anomaly
Detectors from KNN-Graphs
6.1 Abstract
We propose a non-parametric anomaly detection algorithm for high dimensional data. We
first rank scores derived from nearest neighbor graphs on n-point nominal training data.
We then train limited complexity models to imitate these scores based on the max-margin
learning-to-rank framework. A test-point is declared as an anomaly at α-false alarm level
if the predicted score is in the α-percentile. The resulting anomaly detector is shown to be
asymptotically optimal in that for any false alarm rate α, its decision region converges to
the α-percentile minimum volume level set of the unknown underlying density. In addition,
we test both the statistical performance and computational efficiency of our algorithm on
a number of synthetic and real-data experiments. Our results demonstrate the superiority
of our algorithm over existing K-NN based anomaly detection algorithms, with significant
computational savings.
6.2 Introduction
In this chapter of the thesis we consider applications of concentration inequalities in ma-
chine learning (anomaly detection specifically). In particular, besides the utilization of
standard inequalities – Hoeffding’s inequality, McDiarmid’s inequality – we develop a uni-
form concentration bound in a reproducing kernel Hilbert space using topological consid-
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erations (compactness). This particular inequality is comparable to work done in [14].
Anomaly detection involves detecting statistically significant deviations of test data
from expected behavior. Such expected behavior is characterized by a nominal distribution.
In typical applications the nominal distribution is unknown and generally cannot be reliably
estimated from nominal training data due to a combination of factors such as limited data
size and high dimensionality.
We propose an adaptive non-parametric method for anomaly detection based on a score
function mapping the data set into the interval [0, 1]. Our score function is derived from a
K-nearest neighbor graph (K-NNG), which orders the n-point nominal data set according
to their individual K-nearest neighbor distances. Anomaly is declared whenever the score
of a test sample falls below α (the desired “false alarm” error). The efficacy of our method
rests upon its close connection to multivariate p-values. In statistical hypothesis testing,
a p-value is any transformation of the feature space to the interval [0, 1] that induces a
uniform distribution on the nominal data. When test samples with p-values smaller than
α are declared as anomalous, the false alarm error is less than α.
We develop a novel notion of p-values based on measures of level sets of likelihood
ratio functions. Our notion provides a characterization of the optimal anomaly detector.
More specifically, it is uniformly the most powerful test for a specified false alarm level
for the case when the anomaly density is a mixture of the nominal and a known density.
We show that our score function is asymptotically consistent, namely, it converges to the
multivariate p-value as data length approaches infinity. Motivated by this approach, in aim
of computational savings, we train limited complexity models to imitate these scores based
on the max-margin learning to-rank framework. We prove consistency in this setting as
well.
Anomaly detection has been extensively studied. It is also referred to as novelty detec-
tion [8, 39], outlier detection [50], one-class classification [67] and single-class classification
[20] in the literature. Approaches to anomaly detection can be grouped into several cat-
egories. In parametric approaches [3] the nominal densities are assumed to come from a
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parametrized family and generalized likelihood ratio tests are used for detecting deviations
from nominal. It is difficult to use parametric approaches when the distribution is un-
known and data is limited. A K-nearest neighbor (K-NN) anomaly detection approach is
presented in [50, 69]. There an anomaly is declared whenever the distance to the K-th
nearest neighbor of the test sample falls outside a threshold. In comparison our anomaly
detector utilizes the global information available from the entire K-NN graph to detect
deviations from the nominal. In addition it has provable optimality properties. Learning
theoretic approaches attempt to find decision regions, based on nominal data, that separate
nominal instances from their outliers. These include one-class SVM of Scholkopf et. al.
[59] where the basic idea is to map the training data into the kernel space and to separate
them from the origin with maximum margin. While these approaches provide impressive
computationally efficient solutions on real data, it is generally difficult to precisely relate
tuning parameter choices to desired false alarm probability.
Scott and Nowak [60] derive decision regions based on minimum volume (MV) sets,
which does provide Type I and Type II error control. They approximate (in appropriate
function classes) level sets of the unknown nominal density from training samples. Related
work by Hero [26] based on geometric entropic minimization (GEM) detects outliers by
comparing test samples to the most concentrated subset of points in the training sample.
This most concentrated set is the K-point minimum spanning tree (MST) for n-point
nominal data and converges asymptotically to the minimum entropy set (which is also the
MV set). Nevertheless, computing K-MST for n-point data is generally intractable. To
overcome these computational limitations [26] proposes heuristic greedy algorithms based
on leave-one out K-NN graphs, which while inspired by the K-MST algorithm is no longer
provably optimal. Our approach is related to these latter techniques, namely, MV sets of
[60] and GEM approach of [26]. We develop score functions on K-NNG which turn out to
be the empirical estimates of the volume of the MV sets containing the test point. The
volume, of course a real number, is a sufficient statistic for ensuring optimal guarantees.
In this way we avoid explicit high-dimensional level set computation. Yet our algorithm
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leads to statistically optimal solutions with the ability to control false alarm and miss
error probabilities. This paper extends our preliminary work [49] by developing a more
systematic and in depth approach.
The rest of the chapter is organized as follows. In section 2 we introduce the problem
setting and motivation. In section 3 we define the p-value and provide a brief explanation
as to why and how it is used to derive the uniformly most powerful test for anomaly
detection. Section 4 is devoted to score functions which imitate the p-value, and a proof of
consistency. In section 5 we show how we imitate these scores while preserving consistency.
We give a proof of the consistency of our algorithm is given and a finite sample bound is
derived. In section 6 we present our algorithm in detail and synthetic and real experiments
are also reported.
6.3 Problem Setting & Motivation
Let S = {x1, x2, ..., xn} be a given set of nominal d-dimensional data points in the unit
cube [0, 1]d. We assume each data point xi to be sampled i.i.d from an unknown density
f0 supported on [0, 1]
d. The problem is to assume a new data point, η ∈ Rd, is given, and
test whether η follows the distribution of S. If f denotes the density of this new (random)
data point, then the set-up is summarized in the following hypothesis test:
H0 : f = f0 vs. H1 : f 6= f0.
We look for a functional D : Rd → R such that D(η) > 0 =⇒ η nominal. Given such
a D, we define its corresponding acceptance region by A = {x : D(x) > 0}. We will see
below that D can be defined by the p-value.
Given a prescribed significance level (false alarm level) α ∈ (0, 1), we require the prob-
ability that η does not deviate from the nominal (η ∈ A), given H0, to be bounded below
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by 1− α. We denote this distribution by P0 :
P0(A) = P(not H1|H0) =
∫
A
f0(x) dx ≥ 1− α.
Said another way, the probability that η does deviate from the nominal, given H0, should
fall under the specified significance level α:
1−P0(A) = P(H1|H0) ≤ α.
At the same time we would like to minimize the probability of predicting η to be nominal,
when in fact it is anomalous. This is described by the event η ∈ A, given H1, with
probability: ∫
A
f(x) dx.
This is sometimes known as the false negative. The complement of this event is then to be
maximized, and this is known as the detection power:
1−
∫
A
f(x) dx.
We assume f to be bounded above by a constant C, in which case
∫
A f(x) dx ≤ C ·λ(A),
where λ is Lebesgue measure on Rd. The problem of finding the most suitable acceptance
region, A, can therefore be formulated as finding the following minimum volume set:
U1−α := arg min
A
{
λ(A) :
∫
A
f0(x) dx ≥ 1− α
}
. (6.1)
In words, we seek a set A which captures at least a fraction 1− α of the probability mass,
of minimum volume. In this case our decision rule, D(η) > 0 =⇒ η nominal, is said to
the be the uniformly most powerful test at the prescribed significance level α.
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6.4 The p-value
Assuming the existence of a functional D : Rd → R, we have shown how the problem of
anomaly detection can be formulated as one of finding a minimum volume set. We now
describe the desired functional, namely the p-value.
The set-up is the same as above, except now we specify the test point η to come from
a mixture distribution, namely f(η) = (1− pi)f0(η) + pif1(η), where f1 is a mixing density
supported on [0, 1]d.
Definition 2. Given a measure space (X,µ), and a measurable function f : X → R, we
say that f has no non-zero flat spots on X if for any x ∈ X and σ > 0,
µ{y : |f(y)− f(x)| < σ} < Mσ,
for some constant M .
Definition 3. Let P0 be the nominal probability measure and f1 a P0 -measurable func-
tion. Suppose the likelihood ratio f1(x)/f0(x) has no non-zero flat spots on any open ball
in [0, 1]d. Then we define the p-value of a point η ∈ [0, 1]d as
p(η) := P0
(
x :
f1(x)
f0(x)
≥ f1(η)
f0(η)
)
.
The p-value is a P0 - measurable map, and the distribution of p(η) under H0 is uniform
on [0, 1]. To build intuition about the transformation and its utility, consider the following
example. When the mixing density is uniform, namely, f1(η) = U(η) where U(η) is the
uniform density over [0, 1]d, note that Ωα = {η : p(η) ≥ α} is a density level set at level α:
the collection of η such that
p(η) = P0 (x : f0(x) ≤ f0(η)) =
∫
{x:f0(x)≤f0(η)}
f0(x) dx ≥ α.
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In this case, it is not hard to see that
P0{η : p(η) ≥ α} = 1− α,
confirming that p(η) is indeed uniformly distributed under H0. It follows that for a given
significance level α, the functional D(η) := p(η) − α defines the minimum volume set in
(6.1):
U1−α = {x : p(x) ≥ α}.
The generalization to arbitrary f1 is described next.
Theorem 47. The uniformly most powerful test for testing H0 : pi = 0 versus the al-
ternative (anomaly) H1 : pi > 0 at a prescribed level α of significance P0(H1 : H0) ≤ α
is
φ(η) =

H1, p(η) ≤ α
H0, otherwise.
Proof We provide the main idea for the proof. First, measure theoretic arguments
are used to establish that p(X) is a random variable over [0, 1] under both nominal and
anomalous distributions. Next when X ∼ f0, the random variable p(X) ∼ U([0, 1]). When
X ∼ f = (1 − pi)f0 + pif1 with pi > 0 we have p(X) ∼ g, where g is a monotonically
decreasing PDF supported on [0, 1]. Consequently, the uniformly most powerful test for a
significance level α is to declare p-values smaller than α as anomalies.

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6.5 Score Functions Based on K-NNG and Consistency
6.5.1 Score Functions
We have shown, assuming technical conditions on the density f0, that the p-value defines
the minimum volume set:
U1−α = {x : p(x) ≥ α}.
Thus if we know p, we know the minimum volume set, and we can declare anomaly simply
by checking whether or not p(η) < α. However, p is based on information from the unknown
density f0, hence we must estimate p.
Set d(x, y) to be the Euclidean metric on Rd. Given a point x ∈ Rd, we form its
associated K nearest neighbor graph (K-NNG), relative to S, by connecting it to the K
closest points in S \{x}. Let RS(x) denote the distance from x to its Kth nearest neighbor
in S \ {x}. We also define the related quantity, NS(x), which is the number of points in
S \ {x} within a distance  of x. Said another way, NS(x) counts the number of data
points from S within the ball of radius , centered at x, not including x. This quantity is
associated with the  nearest neighbor graph (-NNG) which connects all points from the
data set to its neighbors within a distance of .
Associated to these two notions, we define two score functions:
pˆK(η) :=
1
n
n∑
i=1
I{RS(η)≤RS(xi)} (6.2)
and
pˆ(η) =
1
n
n∑
i=1
I{NS(η)≥NS(xi)} (6.3)
These functions measure the concentration of the point η relative to the training set.
Intuitively, the larger the value of the density f0(η) at the point η, the smaller we expect
RS(η) to be; analogously, the larger the value of the density f0(η) at the point η, the larger
126
we expect NS(η) to be. Assuming then that f1 is uniform, one expects
lim
n→∞ pˆ(η) = p(η) a.s. (6.4)
and similarly for pˆK(η):
lim
n→∞ pˆK(η) = p(η) a.s. (6.5)
We develop the proof of these claims now.
6.5.2 Theory: A Proof of Consistency
To begin, we may assume η ∈ [0, 1]d is fixed. Indeed, η is drawn independent of S, hence
we may as well condition on η and obtain (6.4) and (6.5), then undo the conditioning.
Such arguments will be used freely in what follows.
As defined, RS(η) and RS(xi) are correlated because the neighborhoods of η and xi
might overlap. To overcome this difficulty, we split the data set in two. Assume n = 2m+1
(say), and divide S as
S = S1 ∪ S2 = {x0, x1, . . . , xm} ∪ {xm+1, . . . , x2m}.
We modify our two score functions as
pˆ(η) =
1
m
∑
xi∈S1
I{NS2 (η)≥NS1 (xi)}
and
pˆK(η) =
1
m
∑
xi∈S1
I{RS2 (η)≤RS1 (xi)}.
Now RS2(η) and RS1(xi) are independent.
We will also require the density f0 to satisfy the following regularity conditions:
• f0 is C2 with ‖∇f0(x)‖ ≤ λ, and
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• the Hessian matrix H(x) of f0(x) is always dominated by a matrix with largest
eigenvalue λM .
We organize our result in the following theorem:
Theorem 48. Consider the set-up above with training data S = {x1, . . . , xn} generated
i.i.d. from f0. Let η ∈ [0, 1]d be an arbitrary test sample. It follows that for a suitable
choice of K = Kn, under the above regularity conditions,
lim
n→∞ pˆK(η) = p(η) a.s.
For the proof of this theorem we proceed in three steps:
1. We show that the expectation ES1,S2 [pˆ(η)]→ p(η).
2. This result is then extended to pˆK(η).
3. Finally we show that pˆK(η) concentrates about its mean, ES1,S2 [pˆK(η)].
This is the content of the next three lemmas.
Lemma 49. Let S = S1 ∪ S2 as above. We have
ES1,S2 [pˆ(η)] = Ex1 [P
x1
S1,S2
(NS2(η) ≥ NS1(x1))]
where Px1S1,S2 denotes the probability over S1, S2, conditioned on x1. Moreover,
`m(η, x1) ≤ Px1S1,S2(NS2(η) ≥ NS1(x1)) ≤ um(η, x1)
where both `m(η, x1) and um(η, x1) converge to I{f0(η)≥f0(x1)} as m→∞, and thus
ES1,S2 [pˆ(η)]→ p(η).
Proof
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By interchanging the expectation with the summation,
ES1,S2 [pˆ(η)] = ES1,S2
 1
m
∑
xi∈S1
I{NS2 (η)≥NS1 (xi)}

=
1
m
∑
xi∈S1
ES1,S2
[
I{NS2 (η)≥NS1 (xi)}
]
= ES1,S2
[
I{NS2 (η)≥NS1 (x1)}
]
= Ex1 [P
x1
S1,S2
(NS2(η) ≥ NS1(x1))].
In the third line we have used that NS2(η)−NS1(xi) is of equal distribution for each xi ∈ S1,
and in the fourth line we have denoted the conditional probability with respect to x1 by
Px1 .
We must show that
Px1S1,S2(NS2(η) ≥ NS1(x1))→ I{f0(η)≥f0(x1)}.
To prove this, first condition on S2 and note that NS1(x1) is a binomial random variable
with success probability
q(x1) =
∫
B
f0(x1 + t) dt (6.6)
on m trials. Hence by the Chernoff bound,
Px1S1(NS1(x1)−mq(x1) ≥ δ) ≤ exp
( −δ2
2mq(x1)
)
.
This implies,
Px1,S2S1 (NS2(η) ≥ NS1(x1)) ≥ I{NS2 (η)≥mq(x1)+δx1} − exp
( −δ2x1
2mq(x1)
)
. (6.7)
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We choose δx1 = q(x1)m
γ (γ will be specified later), and reformulate equation (6.7) as
Px1,S2S1 (NS2(η) ≥ NS1(x1)) ≥ I{ NS2 (η)
mVol(B)
≥ q(x1)
Vol(B)
(
1+ 1
m1−γ
)} − exp(−q(x1)m2γ−1
2
)
. (6.8)
To incorporate f0(x1) into this equation, we use the smoothness conditions to approximate
(6.6) by its Taylor approximation:
∣∣∣∣∣
∫
B
f0(x1 + t) dt
Vol(B)
− f0(x1)
∣∣∣∣∣ ≤ λVol(B)
∫
B
‖t‖ dt+ 1
2
λM
Vol(B)
∫
B
‖t‖2 dt
=
d
d+ 1
λ+
d
2(d+ 2)
λM 
2.
With this equation (6.8) becomes,
Px1,S2S1 (NS2(η) ≥
NS1(x1)) ≥ I{ NS2 (η)
mVol(B)
≥
(
f0(x1)+
d
d+1
λ+ d
2(d+2)
λM 2
)(
1+ 1
m1−γ
)} − exp(−q(x1)m2γ−1
2
)
.
Taking expected values of both sides (with respect to S2), we obtain
Px1S1,S2(NS2(η) ≥ NS1(x1)) ≥ (6.9)
PS2
(
NS2(η)
mVol(B)
≥
(
f0(x1) +
d
d+ 1
λ+
d
2(d+ 2)
λM 
2
)(
1 +
1
m1−γ
))
−
exp
(−q(x1)m2γ−1
2
)
.
Applying the Chernoff bound to NS2(η), with δη = q(η)m
γ ,
PS2
(
NS2(η)
mVol(B)
≥ q(η)
Vol(B)
(
1− 1
m1−γ
))
≥ 1− exp
(−q(η)m2γ−1
2
)
. (6.10)
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Using the Taylor expansion in (6.10),
PS2
(
NS2(η)
mVol(B)
≥
(
f0(η)− d
d+ 1
λ− d
2(d+ 2)
λM 
2
)(
1− 1
m1−γ
))
≥ (6.11)
1− exp
(−q(η)m2γ−1
2
)
.
It follows that ,
Px1S1,S2(NS2(η) ≥ NS1(x1)) ≥ (6.12)
I{(
f0(η)− dd+1λ− d2(d+2)λM 2
)(
1− 1
m1−γ
)
≥
(
f0(x1)+
d
d+1
λ+ d
2(d+2)
λM 2
)(
1+ 1
m1−γ
)}
− exp
(−q(η)m2γ−1
2
)
− exp
(−q(x1)m2γ−1
2
)
=: `m(η, x1).
Indeed, if we have the inequality
(
f0(η)− d
d+ 1
λ− d
2(d+ 2)
λM 
2
)(
1− 1
m1−γ
)
≥
(
f0(x1) +
d
d+ 1
λ+
d
2(d+ 2)
λM 
2
)(
1 +
1
m1−γ
)
then from (6.11), we have with probability (with respect to PS2) at least
1− exp
(−q(η)m2γ−1
2
)
,
that
NS2(η)
mVol(B)
≥
(
f0(x1) +
d
d+ 1
λ+
d
2(d+ 2)
λM 
2
)(
1 +
1
m1−γ
)
.
Using this in (6.9), (6.12) follows.
A similar upper bound follows analogously. Briefly, if NS1(x1) ≥ δη +mq(η), then
Px1,S1S2 (NS2(η) ≥ NS1(x1)) ≤ exp
(
−δ2η
2mq(η)
)
.
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It follows that
Px1,S1S2 (NS2(η) ≥ NS1(x1)) ≤ I{NS1 (x1)≤δη+mq(η)} + exp
(
−δ2η
2mq(η)
)
= I{ NS1 (x1)
mVol(B)
≤ q(η)
Vol(B)
(
1+ 1
m1−γ
)} + exp(−q(η)m2γ−1
2
)
≤ I{ NS1 (x1)
mVol(B)
≤
(
f0(η)+
d
d+1
λ+ d
2(d+2)
λM 2
)(
1+ 1
m1−γ
)}
+ exp
(−q(η)m2γ−1
2
)
.
Taking expected values with respect to S1, and applying the Chernoff/ Taylor bound
PS1
(
NS1(x1)
mVol(B)
≤
(
f0(x1)− d
d+ 1
λ− d
2(d+ 2)
λM 
2
)(
1− 1
m1−γ
))
≤
exp
(−q(x1)m2γ−1
2
)
,
we obtain
Px1S1,S2(NS2(η) ≥ NS1(x1)) ≤ (6.13)
I{(
f0(η)+
d
d+1
λ+ d
2(d+2)
λM 2
)(
1+ 1
m1−γ
)
≥
(
f0(x1)− dd+1λ− d2(d+2)λM 2
)(
1− 1
m1−γ
)}
+ exp
(−q(η)m2γ−1
2
)
+ exp
(−q(x1)m2γ−1
2
)
=: um(η, x1).
(6.13) should be read: if we have the inequality
(
f0(η) +
d
d+ 1
λ+
d
2(d+ 2)
λM 
2
)(
1 +
1
m1−γ
)
≤
(
f0(x1)− d
d+ 1
λ− d
2(d+ 2)
λM 
2
)(
1− 1
m1−γ
)
then
Px1S1,S2(NS2(η) ≥ NS1(x1)) ≤ exp
(−q(η)m2γ−1
2
)
+ exp
(−q(x1)m2γ−1
2
)
.
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Putting (6.12) and (6.13) together, we have
`m(η, x1) ≤ Px1S1,S2(NS2(η) ≥ NS1(x1)) ≤ um(η, x1)
Choosing  = m → 0 in m, and γ = 5/6, we obtain
Px1S1,S2(NS2(η) ≥ NS1(x1))→ I{f0(η)≥f0(x1)}
as m→∞. By the dominated convergence theorem, ES1,S2 [pˆ(η)] = Ex1 [Px1S1,S2(NS2(η) ≥
NS1(x1))]→ p(η), as desired.

We now extend this result to pˆK(η). The objective is to show that
Px1S1,S2(RS2(η) ≤ RS1(x1))→ I{f0(η)≥f0(x1)}.
Lemma 50. Set K = pi
d/2
Γ(d/2+1)(1−2m−1/6)m2/5(f0(η)−∆1), with ∆1 = dd+1λ+ d2(d+2)λM 2,
and  = m−
3
5d . Then with this choice of K = Km and  = m, we have
Px1S1,S2(RS2(η) ≤ RS1(x1))→ I{f0(η)>f0(x1)}.
Proof Let K = Km,  = m and consider the event {NS2(η) ≥ K} ∩ {NS1(x1) ≤ K}, or
equivalently
{NS2(η)− q(η)m ≥ K − q(η)m} ∩ {NS1(x1)− q(x1)m ≤ K − q(x1)m}.
Using the Chernoff bound, the probability of the above two events both converge to one
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exponentially fast if
K − q(η)m < 0 and K − q(x1)m > 0.
By the Taylor approximation,
q(η)
Vol(B)
≤ f0(η) + ∆1
q(η)
Vol(B)
≥ f0(η)−∆1
where ∆1 =
d
d+1λ+
d
2(d+2)λM 
2. So it will suffice if
K −mVol(B)(f0(η)−∆1) < 0
K −mVol(B)(f0(x1) + ∆1) > 0
where Vol(B) =
pid/2
Γ(d/2+1)
d. Choosing  = m−
3
5d (say), this is satisfied if
K − pi
d/2
Γ(d/2 + 1)
m2/5(f0(η)−∆1) < 0
K − pi
d/2
Γ(d/2 + 1)
m2/5(f0(x1) + ∆1) > 0
Set K = pi
d/2
Γ(d/2+1)(1−2m−1/6)m2/5(f0(η)−∆1) and ∆2 = 2m−1/6. Then the first condition
on K is satisfied, and for the second we must have
(1−∆2)(f0(η)−∆1) > f0(x1) + ∆1.
Putting this all together, first note that for any K = Km and  = m,
{NS2(η) ≥ Km}m ∩ {NS1(x1) ≤ Km}m = {RS2(η) ≤ m}Km ∩ {RS1(x1) ≥ m}Km
⊆ {RS2(η) ≤ RS1(x1)}Km ,
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where we have used the subscript notation in {NS2(η) ≥ Km}m ∩ {NS1(x1) ≤ Km}m ,
for example, to carefully indicate that this event depends on the radius, m, of the ball
within which the m neighbors are being counted. Similarly, the event {RS2(η) ≤ m}Km
is dependent on Km being specified. In some sense then, these two variables are inversely
related (once a choice of K and  has been specified). With our choice of  = m and
K = Km, we therefore have,
Px1S1,S2(RS2(η) ≤ RS1(x1)) ≥ Px1S1,S2({NS2(η) ≥ K} ∩ {NS1(x1) ≤ K})
≥ I{K−q(η)m<0,K−q(x1)m>0} − exp(wm)
≥ I{(1−∆2)(f0(η)−∆1)>f0(x1)+∆1} − exp(wm)
→ I{f0(η)>f0(x1)}
where exp(wm)→ 0 as m→∞.
It remains to show that for f0(η) < f0(x1),
Px1S1,S2(RS2(η) ≤ RS1(x1))→ 0.
The proof is by contradiction. If not, then there exists m and Km such that
Px1S1,S2({RS2(η) ≤ m}Km ∩ {RS1(x1) ≥ m}Km)→ c > 0.
Or equivalently,
Px1S1,S2({NS2(η) ≥ Km}m ∩ {NS1(x1) ≤ Km}m)→ c > 0
This contradicts the result from Part 1, since {NS2(η) ≥ Km}m ∩ {NS1(x1) ≤ Km}m ⊆
{NS2(η) ≥ NS1(x1)}m , and we know the probability of the later event converges to zero
for f0(η) < f0(x1).

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We now verify that pˆK(η) satisfies the requirements of McDiarmid’s inequality, i.e.
has bounded differences. Set F (x1, . . . , xm) = pˆK(η) =
1
m
∑
xi∈S1 I{RS2 (η)≤RS1 (xi)}. Using
corollary 11.1 in [15] we have
|F (x1, . . . , xi, . . . , xm)− F (x1, . . . , x′i, . . . , xm)| ≤
Kγd
m
where γd is a constant and is defined as the minimal number of cones centered at the origin
of angle pi/6 that cover Rd. We have thus shown the following lemma:
Lemma 51. With K = cm2/5 we have
PS1,S2(|ES1,S2 [pˆK(η)]− pˆK(η)| > δ) ≤ 2e
− 2δ2m1/5
c2γ2
d .
Theorem 48 now follows from the combination of Lemma 50 and Lemma 51 and a
standard application of the first Borel-Cantelli lemma.
6.6 Score Functions Imitating K-NNG and Consistency
6.6.1 Altering the Score Function
The consistency result of Theorem 48 is attractive from a statistical viewpoint, however
the test-time complexity of the K-NN distance statistic grows as O(dn). This can be
prohibitive for real-time applications. Thus we are compelled to learn a score function
respecting the K-NN distance statistic, but with significant computational savings. This
is achieved by mapping the data set S into a reproducing kernel Hilbert space (RKHS),
H, with kernel k and inner product 〈·, ·〉. We denote by Φ the mapping Rd → H, defined
by Φ(xi) = k(xi, ·). We then optimally learn a function gˆ ∈ H respecting the ordering
{(i, j) : RS(xi) > RS(xj)}
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and construct the scoring function as
Rˆn(η) :=
1
n
n∑
i=1
I{〈gˆ,Φ(η)〉<〈gˆ,Φ(xi)〉}. (6.14)
It will turn out that Rˆn is an asymptotic estimator of the p-value and thus we will say a
test point η is anomalous if Rˆn(η) ≤ α.
Theorem 52. With K = O(n2/5), as n→∞, Rˆn(η)→ p(η) a.s.
The difficulty in this theorem arises from the fact that the score function Rˆn(η) is based
on the KNN-distance statistic RS , which is learned from data with high-dimensional noise.
Moreover, the noise is distributed according to an unknown probability measure.
For the proof of this theorem, we begin with the law of large numbers. Suppose a
function G is found such that f0(xi) < f0(xj) ⇐⇒ G(xi) < G(xj) for all xi, xj in the data
set {x1, . . . , xn} as n→∞. By our assumptions on f0, given a test point η, there exists a
point xi in the nominal data set such that d(xi, η) is arbitrarily small. Thus we have the
almost sure equality
{f0(x1) < f0(η)} = {G(x1) < G(η)}.
Therefore by the law of large numbers
1
n
n∑
i=1
I{G(xi)<G(η)} → E0(I{G(x1)<G(η)}) = p(η).
Of course the KNN-distance statistic reverses the ordering of the density, in which case
1
n
n∑
i=1
I{G(xi)>G(η)} → E0(I{G(x1)>G(η)}) = p(η).
We must therefore show that gˆ respects the ordering of the density f0.
We begin by proving that gˆ is consistent in the sense of [62]. Fix an RKHS H on the
input space X ⊂ Rd with RBF kernel k. We denote by L the hinge loss. We may write gˆ
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as the solution to the following regularized minimization problem,
gˆ = arg min
f∈H
RL,T (f) + λn‖f‖2H , (6.15)
where
RL,T (f) = 1
n2
∑
i,j
L(f(xi)− f(xj)).
T denotes the pairs from the sample S = {x1, . . . , xn}, so this is a loss with respect to the
empirical measure. The expected risk is denoted
RL,P (f) = ES [RL,T (f)].
Then consistency means that, under appropriate conditions as λn → 0 and n → ∞ , we
have
ES [RL,T (gˆ)]→ min
f∈H
RL,P (f). (6.16)
The proof of this claim requires a concentration of measure result relating RL,T (f) to its
expectation, RL,P (f), uniformly over f ∈ H. The argument follows closely that made in
[14].
Finally it is shown that if gˆ satisfies (6.16), then it ranks samples according to their
density: f0(xi) > f0(xj) ⇐⇒ gˆ(xi) > gˆ(xj). This is proposition 56, and finishes the proof.
From proposition 56 we also deduce a global concentration inequality. Suppose we alter
the data set S = {x1, . . . , xn} at one point to Si = {x1, . . . , x′i, . . . , xn}. Then the solution
gˆ to the regularized minimization problem (6.15) with S will rank the data according to
the density; and the solution gˆi of (6.15) with S
i will rank the data Si according to the
density. Thus the two estimators
Rˆn(η) :=
1
n
n∑
j=1
I{〈gˆ,Φ(η)〉<〈gˆ,Φ(xi)〉}.
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and
Rˆn,i(η) :=
1
n
n∑
j=1
I{〈gˆi,Φ(η)〉<〈gˆi,Φ(xi)〉}.
will differ in at most one summand, and thus by at most 1/n. This is a uniform estimate,
so
F (x1, . . . , xn) := Rˆn(η)
has bounded differences with constant 1/n. Moreover, as already noted, proposition 56
also implies that ES [Rˆn(η)] = p(η). We now conclude from McDiarmid’s inequality the
following theorem.
Theorem 53. With K = O(n2/5) we have
PS(|Rˆn(η)− p(η)| ≥ ) ≤ e−2n2 .
6.6.2 Proof of Theorem 52
We fix an RKHS H on the input space X ⊂ Rd with an RBF kernel k. We abstract the
set-up as follows. Let S = {x1, . . . , xn} be a set of objects to be ranked in Rd with labels
r = {r1, . . . , rn} (e.g. RS(xi) = ri). Here ri denotes the label of xi, and ri ∈ R. We assume
the variables in S to be distributed according to P , and r deterministic. Throughout L
denotes the hinge loss.
The following notation will be useful in the proof of Theorem 52. Take T to be the set
of pairs derived from S and define the L-risk of f ∈ H as
RL,P (f) := ES [RL,T (f)]
where
RL,T (f) =
∑
i,j:ri>rj
D(ri, rj)L(f(xi)− f(xj))
and D(ri, rj) is some positive weight function, which we take for simplicity to be 1/|P|,
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P = {(i, j) : ri > rj}. RL,T (f) is the empirical L-risk of f , with respect to the empirical
distribution over the pairs of samples. The smallest possible L-risk in H is denoted
RL,P := inf
f∈H
RL,P (f).
The regularized L-risk is
RregL,P,λ(f) := λ‖f‖2 +RL,P (f), (6.17)
λ > 0.
For simplicity we assume the preference pair set P contains all pairs over these n
samples. Let gS,λ be the optimal solution to our algorithm. We have,
gS,λ = arg min
f∈H
RL,T (f) + λ||f ||2 (6.18)
Let Hn denote a ball of radius O(1/
√
λn) in H. Let Ck := supx,t |k(x, t)| with k the rbf
kernel associated to H. Given  > 0, we let N(H, /4Ck) be the covering number of H by
disks of radius /4Ck . We first show that with appropriately chosen λ, as n→∞, gS,λ is
consistent in the following sense.
Proposition 54. Let λn be appropriately chosen such that λn → 0 and logN(Hn,/4Ck)nλn → 0,
as n→∞. Then we have
ES [RL,T (gS,λn)]→ RL,P = min
f∈H
RL,P (f), n→∞.
Proof Let us outline the argument. In [62], the author shows that there exists a fP,λ ∈ H
minimizing (6.17):
• For all Borel probability measures P on X ×X and all λ > 0, there is an fP,λ ∈ H
with
RregL,P,λ(fP,λ) = inff∈HR
reg
L,P,λ(f)
such that ‖fP,λ‖ = O(1/
√
λ). (If P is the empirical distribution over data T , then
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we denote this minimizer by fT,λ.)
Next, a simple argument shows that
• limλ→0RregL,P,λ(fP,λ) = RL,P .
Finally, we will need a concentration inequality to relate the L-risk of fP,λ with the
empirical L-risk of fP,λ. We then derive consistency using the following argument:
RL,P (fT,λn) ≤ λn‖fT,λn‖2 +RL,P (fT,λn)
≤ λn‖fT,λn‖2 +RL,T (fT,λn) + δ/3
≤ λn‖fP,λn‖2 +RL,T (fP,λn) + δ/3
≤ λn‖fP,λn‖2 +RL,P (fP,λn) + 2δ/3
≤ RL,P + δ
where λn is an appropriately chosen sequence → 0, and n is large enough. The second
and fourth inequality hold due to Concentration Inequalities, and the last one holds since
limλ→0RregL,P,λ(fP,λ) = RL,P .
We now prove the appropriate concentration inequality [14]. Recall H is an RKHS with
smooth kernel k; thus the inclusion Ik : H → C(X) is compact, where C(X) is given the
‖·‖∞-topology. That is, the “hypothesis space” H := Ik(BR) is compact in C(X), where
BR denotes the ball of radius R in H. We denote by N(H, ) the covering number of H
with disks of radius . We prove the following inequality:
Lemma 55. For any probability distribution P on X ×X,
P n{T ∈ (X ×X)n : sup
f∈H
|RL,T (f)−RL,P (f)| ≥ }
≤ 2N(H, /4Ck) exp
( −2n
2(1 + 2
√
CkR)2
)
,
where Ck := supx,t |k(x, t)|.
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Proof SinceH is compact, it has a finite covering number. Now supposeH = D1∪· · ·∪D`
is any finite covering of H. Then
P{sup
f∈H
|RL,T (f)−RL,P (f)| ≥ } ≤
∑`
j=1
P{ sup
f∈Dj
|RL,T (f)−RL,P (f)| ≥ }
so we restrict attention to one of the disks Dj in H of radius .
Suppose ‖f − g‖∞ ≤ . We want to show that the difference
|(RL,T (f)−RL,P (f))− (RL,T (g)−RL,P (g))|
is also small. Rewrite this quantity as
|(RL,T (f)−RL,T (g))− ES [RL,T (g)−RL,T (f)]|.
Since ‖f − g‖∞ ≤ , for  small enough we have
max{0, 1− (f(xi)− f(xj))} −max{0, 1− (g(xi)− g(xj))}
= max{0, (g(xi)− g(xj)− f(xi) + f(xj))}
= max{0, 〈g − f, φ(xi)− φ(xj)〉}.
Here φ : X → H is the feature map, φ(x) := k(x, ·). Combining this with the Cauchy-
Schwarz inequality, we have
|(RL,T (f)−RL,T (g))− Ex[RL,T (g)−RL,T (f)]| ≤ 2n2 (2n2‖f − g‖∞Ck) ≤ 4Ck,
where Ck := supx,t |k(x, t)|. From this inequality it follows that
|RL,T (f)−RL,P (f)| ≥ (4Ck + 1) =⇒ |(RL,T (g)−RL,P (g))| ≥ .
We thus choose to cover H with disks of radius /4Ck, centered at f1, . . . , f`. Here ` =
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N(H, /4Ck) is the covering number for this particular radius. We then have
sup
f∈Dj
|(RL,T (f)−RL,P (f))| ≥ 2 =⇒ |(RL,T (fj)−RL,P (fj))| ≥ .
Therefore,
P{sup
f∈H
|RL,T (f)−RL,P (f)| ≥ 2} ≤
n∑
j=1
P{|RL,T (fj)−RL,P (fj)| ≥ }
The probabilities on the RHS can be bounded using McDiarmid’s inequality.
Define the random variable g(x1, . . . , xn) := RL,T (f), for fixed f ∈ H. We need to
verify that g has bounded differences. If we change one of the variables, xi, in g to x
′
i, then
at most n summands will change:
|g(x1, . . . , xi, . . . , xn)− g(x1, . . . , x′i, . . . , xn)| ≤
1
n2
2n sup
x,y
|1− (f(x)− f(y))|
≤ 2
n
+
2
n
sup
x,y
|f(x)− f(y)|
≤ 2
n
+
4
n
√
Ck‖f‖.
Using that supf∈H‖f‖ ≤ R, McDiarmid’s inequality thus gives
P{sup
f∈H
|RL,T (f)−RL,P (f)| ≥ } ≤ 2N(H, /4Ck) exp
( −2n
2(1 + 2
√
CkR)2
)
.

We are now ready to prove Theorem 2. Take R = ‖fP,λ‖ and apply this result to fP,λ:
P{|RL,T (fP,λ)−RL,P (fP,λ)| ≥ } ≤ 2N(H, /4Ck) exp
( −2n
2(1 + 2
√
Ck‖fP,λ‖)2
)
.
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Since ‖fP,λn‖ = O(1/
√
λn), the RHS converges to 0 so long as
nλn
logN(H, /4Ck) → ∞ as
n→∞. This completes the proof of Theorem 2.

We now establish that under mild conditions on the surrogate loss function, the solution
minimizing the expected surrogate loss will asymptotically recover the correct preference
relationships given by the density f .
Proposition 56. Let L be a non-negative, non-increasing convex surrogate loss function
that is differentiable at zero and satisfies L′(0) < 0. If
gˆ = arg min
g∈H
ES [RL,T (g)] ,
then gˆ will correctly rank the samples according to their density, i.e. ∀xi 6= xj , f(xi) >
f(xj) =⇒ gˆ(xi) > gˆ(xj).
Proof Our proof follows similar lines of Theorem 4 in [32]. Assume that g(xi) < g(xj),
and define a function g′ such that g′(xi) = g(xj), g′(xj) = g(xi), and g′(xk) = g(xk) for all
k 6= i, j. We have RL,P (g′)−RL,P (g) = ES(A(S)), where
A(S) =
∑
k:rj<ri<rk
[D(rk, rj)−D(rk, ri)][L(g(xk)− g(xi))− L(g(xk)− g(xj))]
+
∑
k:rj<rk<ri
D(ri, rk)[L(g(xj)− g(xk))− L(g(xi)− g(xk))]
+
∑
k:rj<rk<ri
D(rk, rj)[L(g(xk)− g(xi))− L(g(xk)− g(xj))]
+
∑
k:rj<ri<rk
[D(rk, rj)−D(rk, ri)][L(g(xk)− g(xi))− L(g(xk)− g(xj))]
+
∑
k:rj<ri<rk
[D(ri, rk)−D(rj , rk)][L(g(xj)− g(xk))− L(g(xi)− g(xk))]
+(L(g(xj)− g(xi))− L(g(xi)− g(xj)))D(ri, rj).
144
Using the requirements of the weight function D and the assumption that L is non-
increasing and non-negative, we see that all six sums in the above equation for A(x)
are negative. Thus A(S) < 0, so RL,P (g′) − RL,P (g) = ES(A(S)) < 0, contradicting the
minimality of g. Therefore g(xi) ≥ g(xj).
Now we assume that g(xi) = g(xj) = g0. Since RL,P (g) = infh∈H RL,P (h), we have
∂`L(g;x)
∂g(xi)
∣∣∣∣
g0
= A = 0, and
∂`L(g;x)
∂g(xj)
∣∣∣∣
g0
= B = 0, where
A =
∑
k:rj<ri<rk
D(rk, ri)[−L′(g(xk)− g0)] +
∑
k:rj<rk<ri
D(ri, rk)L
′(g0 − g(xk)) +∑
k:rk<rj<ri
D(ri, rk)L
′(g0 − g(xk)) +D(ri, rj)[−L′(0)].
B =
∑
k:rj<ri<rk
D(rk, rj)[−L′(g(xk)− g0)] +
∑
k:rj<rk<ri
D(rk, rj)L
′(g0 − g(xk)) +∑
k:rk<rj<ri
D(rj , rk)L
′(g0 − g(xk)) +D(ri, rj)[−L′(0)].
However, using L′(0) < 0 and the requirements of D we have
A−B ≤ 2L′(0)D(ri, rj) < 0,
contradicting A = B = 0.

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6.6.3 A Finite-Sample Generalization Result and Minimum Volume Set Re-
gion Convergence
Recall that the anomaly detection problem was reformulated as a minimum volume set
estimation problem in (6.1):
U1−α = arg min
A
{
λ(A) :
∫
A
f0(x) dx ≥ 1− α
}
,
λ denoting Lebesgue measure on Rd. Moreover we concluded that the so-called p-value
– based on the unknown nominal and anomalous probability distributions – defines the
minimum volume set:
U1−α = {x : p(x) ≥ α}.
In our work in section 6.6 we construct a score function Rˆn based on a sample {x1, . . . , xn}
of the nominal density f0, and prove
• Rˆn(η)→ p(η) a.s.
• P0(|Rˆn(η)− p(η)| ≥ ) ≤ e−2n2 .
Thus if x ∼ f0, the random set
Rα = {x : Rˆn(x) ≥ α}
converges to U1−α almost surely as the data size n → ∞. In this section we, con-
sider the non-asymptotic estimate of P0(Rα), and study how well it satisfies P0(Rα) =∫
Rα
f0(x) dx ≥ 1− α.
Recall our notation. We learn a ranker gˆ = gn, and compute the values gn(x1),. . . ,gn(xn).
Let g
(1)
n ≤ g(2)n ≤ · · · ≤ g(n)n be the ordered permutation of these values. For a test point η,
we evaluate gn(η) and compute Rˆn(η). For a prescribed false alarm level α, we define the
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decision region for claiming anomaly by
Rcα = {x : Rˆn(x) ≤ α}
= {x :
n∑
j=1
1{gn(x)≤gn(xj)} ≤ αn}
= {x : gn(x) ≥ g(bn−αn+1c)n }.
We give a finite-sample bound on the probability that a newly drawn nominal point
η lies in Rα. In the following Theorem, F denotes a real-valued function class of kernel
based linear functions equipped with the `∞ norm over a finite sample x = {x1, . . . , xn}:
‖f‖`x∞ = maxx∈x |f(x)|.
Note that F contain solutions to an SVM-type problem, so we assume the output of our
rankAD algorithm, gn, is an element of F . We let N (γ,F , n) denote the covering number
of F with respect to this norm.
Theorem 57. Fix a distribution P on Rd and suppose X = {x1, . . . , xn} are gener-
ated iid from P . For g ∈ F let g(1) ≤ g(2) ≤ · · · ≤ g(n) be the ordered permutation
of g(x1), . . . , g(xn). Then with probability 1 − δ over such an n-sample, for any g ∈ F ,
1 ≤ m ≤ n and sufficiently small γ > 0,
P
{
x : g(x) < g(m) − 2γ
}
≤ m− 1
n
+ (n, k, δ), (6.19)
where (n, k, δ) = 2n(k+ 1 + log
n
δ ), k = dlogN (γ,F , 2n)e. Similarly, with probability 1− δ
over an n-sample, for any g ∈ F and small γ > 0,
P
{
x : g(x) > g(m) + 2γ
}
≤ n−m
n
+ (n, k, δ) (6.20)
where  = 2n(k + 1 + log
n
δ ).
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Take the second inequality (6.20), for example. Set m = bn − αn + 1c. Then the left
hand side is precisely the probability that a test point drawn from the nominal distribution
has a score below the α percentile. We see that this probability is bounded from above by
αn− 1
n
+ (n, k, δ)
which converges to α as n→∞. This theorem is true irrespective of α and so we have shown
that we can simultaneously approximate multiple level sets, and furthermore minimum
volume sets. We record this corollary as a theorem:
Theorem 58. Given a sample {x1, . . . , xn} generated iid from an unknown nominal dis-
tribution P0, let gˆ = gn be the solution to the rankAD minimization step (6.21). Given
γ > 0 small, define the induced decision region for claiming anomaly by
Rcα,γ := {x : gn(x) ≥ g(bn−αn+1c)n + 2γ}.
Then with probability 1− δ over any such n-sample, for any small γ > 0,
P0{x : x ∈ Rα,γ} ≥ 1− αn− 1
n
− (n, k, δ)
where  = 2n(k + 1 + log
n
δ ). In particular, in the limit,
P0{x : x ∈ Rα,γ} ≥ 1− α, as n→∞.
Moreover, since Rˆn(η)→ p(η) almost surely, we conclude that Rα,γ converges to the min-
imum volume set (6.1) (with the proper adjustment for γ).
For the proof of 57 we need the following lemma [65]:
Lemma 59. Let X be a set and S a system of sets in X , and P a probability measure on
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S. For X ∈ X n and A ∈ S, define νX(A) := |X ∩A|/n. If n > 2/, then
Pn
{
X : sup
A∈S
|νX(A)− P (A)| > 
}
≤ 2P 2n
{
XX′ : sup
A∈S
|νX(A)− νX′(A)| > /2
}
.
Proof of Theorem 7 Consider lemma 59 with
A = {x : f(x) < f (m) − 2γ}.
Then with γ small enough
νX(A) = |{xj ∈ X : f(xj) < f (m) − 2γ}|/n = m− 1
n
.
Then
Pn
{
X : sup
A∈S
|P (A)− νX(A)| > 
}
= Pn(J).
where
J :=
{
X ∈ X n : ∃f ∈ F , P (A) > m− 1
n
+ 
}
(Actually we have removed the absolute value, since lemma 59 still holds.) J is the com-
plement of the event (6.19), so we must show that Pn(J) ≤ δ for  = (n, k, δ). By lemma
59, we have
Pn(J) ≤ P 2n
{
XX′ : ∃f ∈ F , |{x′j ∈ X′ : f(x′j) < f (m) − 2γ}| > (m− 1) + n/2
}
.
Now consider a γk-cover U of F with respect to the pseudo-metric `XX′∞ , where the
existence of
γk = min{γ : N(γ,F , 2`) ≤ 2k}
is shown in [58] lemma 10. Suppose for some f ∈ F ,
|{x′j ∈ X′ : f(x′j) < f (m) − 2γ}| > (m− 1) + n/2
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We can find fˆ ∈ U with ‖f− fˆ‖`XX′∞ ≤ γk ≤ γ and so f(x) < f
(m)−2γ implies fˆ(x) < fˆ (m).
Therefore,
|{x′j ∈ X′ : fˆ(x′j) < fˆ (m)}| > (m− 1) + n/2
This gives the upper bound
Pn(J) ≤ 2P 2n
{
XX′ : ∃fˆ ∈ U, |{x′j ∈ X′ : fˆ(x′j) < fˆ (m)}| > (m− 1) + n/2
}
.
And since U has at most 2k elements, the union bound gives
Pn(J) ≤ 2 · 2kP 2n
{
XX′ : |{x′j ∈ X′ : fˆ(x′j) < fˆ (m)}| > (m− 1) + n/2
}
.
The probability on the right can be bounded using a standard swapping permutation
argument. Specifically, let Γ2n denote the set of all permutations on [2n] = {1, . . . , 2n}
which swap some of the elements in the first half with the corresponding elements in the
second half. Then |Γ2n| = 2n and
P 2n
{
XX′ : |{x′j ∈ X′ : fˆ(x′j) < fˆ (m)}| > (m− 1) + n/2
}
≤
sup
XX′
 1
2n
∑
σ∈Γ2n
I
(
|{x′j ∈ σ(X′) : fˆ(x′j) < fˆ (m)}| > m− 1 + n/2
)
where σ(X′) = {x′σ(1), . . . , x′σ(n)} and σ is swapping to the data set X, so for example
x′σ(1) = x1 or x
′
1. Since X already contains m − 1 data points satisfying fˆ(xj) < fˆ (m),
given any double sample XX′ the maximum number of permutations which leave the event
true is 2n−n/2. Thus the ratio is 2−n/2, so
Pn(J) ≤ 2 · 2k · 2−n/2 = 2k+1−n/2.
Setting the right hand side equal to δ/n and solving for , we get  = 2n(k + 1 + log
n
δ ).
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The proof of the second inequality follows analogously, taking A = {x : f(x) > f (m) +
2γ} and
J :=
{
X ∈ X n : ∃f ∈ F , P{x : f(x) > f (m) + 2γ} > n−m
n
+ 
}
.
Then
Pn(J) ≤ 2k+1−n/2.
And so  = 2n(k + 1 + log
n
δ ).

6.7 Rank-Based Anomaly Detection Algorithm
In this section we describe our main algorithm for anomaly detection, and discuss several
of its properties and advantages.
6.7.1 Anomaly Detection Algorithm
We present detailed steps of our rank-based anomaly detection algorithm as follows.
Algorithm 1: Ranking Based Anomaly Detection (rankAD)
1. Input:
Nominal training data S = {x1, x2, ..., xn}, desired false alarm level α, and test point η.
2. Training Stage:
(a) Calculate Kth nearest neighbor distances RS(xi), and calculate pˆK(xi) for each nominal
sample xi, using Eq.(6.2).
(b) Quantize {pˆK(xi), i = 1, 2, ..., n} uniformly into m levels: rq(xi) ∈ {1, 2, ...,m}. Gen-
erate preference pairs (i, j) whenever their quantized levels are different: rq(xi) > rq(xj).
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(c) Set P = {(i, j) : rq(xi) > rq(xj)}. Solve:
min
g,ξij
:
1
2
||g||2 + C
∑
(i,j)∈P
ξij (6.21)
s.t. 〈g, Φ(xi)− Φ(xj)〉 ≥ 1− ξij , ∀(i, j) ∈ P
ξij ≥ 0
(d) Let gˆ denote the minimizer. Compute and sort: gˆ(·) = 〈gˆ,Φ(·)〉 on S = {x1, x2, ..., xn}.
3. Testing Stage:
(a) Evaluate gˆ(η) for test point η.
(b) Compute the score: Rˆn(η) =
1
n
∑n
i=1 1{gˆ(η)<gˆ(xi)}. This can be done through a binary
search over sorted {gˆ(xi), i = 1, ..., n}.
(c) Declare η as anomalous if Rˆn(η) ≤ α.
Remark 1:
The standard learning-to-rank setup [27] is to assume non-noisy input pairs. Our algorithm
is based on noisy inputs, where the noise is characterized by an unknown, high-dimensional
distribution. Yet we are still able to show the asymptotic consistency of the obtained ranker
in Sec.6.6.2.
Remark 2:
For the learning-to-rank step Eq.(6.21), we equip the RKHS H with the RBF kernel
k(x, x′) = exp
(
−‖x− x
′‖2
σ2
)
. The algorithm parameter C and RBF kernel bandwidth
σ can be selected through cross validation, since this step is a supervised learning pro-
cedure based on input pairs. We use cross validation and adopt the weighted pairwise
disagreement loss (WPDL) from [32] for this purpose.
Remark 3:
The number of quantization levels, m, impacts training complexity as well as performance.
When m = n, all
(
n
2
)
preference pairs are generated. This scenario has the highest training
complexity. Furthermore, large m tends to more closely follow rankings obtained from
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K-NN distances, which may or may not be desirable. K-NN distances can be noisy for
small training data sizes. While this raises the question of choosing m, we observe that
setting m to be 3 ∼ 5 works fairly well in practice. We fix m = 3 in all of our experiments.
m = 2 is insufficient to allow flexible false alarm control, as will be demonstrated next.
Remark 4:
Let us mention the connection with ranking SVM. Ranking SVM is an algorithm for the
learning-to-rank problem, whose goal is to rank unseen objects based on given training
data and their corresponding orderings. Our novelty lies in building a connection between
learning-to-rank and anomaly detection:
1. While there is no such natural “input ordering” in anomaly detection, we create this
order on training samples through their K-NN scores.
2. When we apply our detector on an unseen object it produces a score that approx-
imates the unseen object’s p-value. We theoretically justify this linkage, namely,
our predictions fall in the right quantile (Theorem 57). We also empirically show
test-stage computational benefits.
6.7.2 False alarm control
In this section we illustrate through a toy example how our learning method approximates
minimum volume sets. We consider how different levels of quantization impact level sets.
We will show that for appropriately chosen quantization levels our algorithm is able to
simultaneously approximate multiple level sets. In Section 6.6.2 we show that the normal-
ized score Eq.(6.14), takes values in [0, 1], and converges to the p-value function. Therefore
we get a handle on the false alarm rate. So null hypothesis can be rejected at different
levels simply by thresholding Rˆn(η).
Toy Example:
We present a simple example in Fig. 1 to demonstrate this point. The nominal density f ∼
0.5N ([4; 1] , 0.5I) + 0.5N ([4;−1] , 0.5I). We first consider single-bit quantization (m = 2)
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using RBF kernels (σ = 1.5) trained with pairwise preferences between p-values above and
below 3%. This yields a decision function gˆ2(·). The standard way is to claim anomaly
when gˆ2(x) < 0, corresponding to the outmost orange curve in (a). We then plot different
level curves by varying c > 0 for gˆ2(x) = c, which appear to be scaled versions of the orange
curve. While this quantization appears to work reasonably for α-level sets with α = 3%,
for a different desired α-level, the algorithm would have to retrain with new preference
pairs. On the other hand, we also train rankAD with m = 3 (uniform quantization) and
obtain the ranker gˆ3(·). We then vary c for gˆ3(x) = c to obtain various level curves shown
in (b), all of which surprisingly approximate the corresponding density level sets well. We
notice a significant difference between the level sets generated with 3 quantization levels in
comparison to those generated for two-level quantization. In the appendix we show that
gˆ(x) asymptotically preserves the ordering of the density, and from this conclude that our
score function Rˆn(x) approximates multiple density level sets (p-values). Also see Section
6.6.2 for a discussion of this. However in our experiments it turns out that we just need
m = 3 quantization levels instead of m = n (
(
n
2
)
pairs) to achieve flexible false alarm
control and do not need any re-training.
6.7.3 Time Complexity
For training, the rank computation step requires computing all pair-wise distances among
nominal points O(dn2), followed by sorting for each point O(n2 log n). So the training
stage has the total time complexity O(n2(d + log n) + T ), where T denotes the time of
the pair-wise learning-to-rank algorithm. At test stage, our algorithm only evaluates gˆ(η)
on η and does a binary search among gˆ(x1), . . . , gˆ(xn). The complexity is O(ds + log n),
where s is the number of support vectors. This has some similarities with one-class SVM
where the complexity scales with the number of support vectors [58]. Note that in contrast
nearest neighbor-based algorithms, K-LPE, aK-LPE or BP-K-NNG [70, 48, 61], require
O(nd) for testing one point. It is worth noting that s ≤ n comes from the “support
pairs” within the input preference pair set. Practically we observe that for most data sets
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(b) Level curves (m = 3)
Figure 6.1: Level curves of rankAD for different quantization levels. 1000 i.i.d. samples are
drawn from a 2-component Gaussian mixture density. Left figure(a) depicts performance
with single-bit quantization (m = 2). To learn rankAD we quantized preference pairs at 3%
and σ = 1.5 in our RBF kernel. Right figure(b) shows rankAD with 3-levels of quantization
and σ = 1.5. (a) shows level curves obtained by varying the offset c for gˆ2(x) = c. Only the
outmost curve (c = 0) approximates the oracle density level set well while the inner curves
(c > 0) appear to be scaled versions of outermost curve. (b) shows level curves obtained by
varying c for gˆ3(x) = c. Interestingly we observe that the inner most curve approximates
peaks of the mixture density.
s is much smaller than n in the experiment section, leading to significantly reduced test
time compared to aK-LPE, as shown in Table.1. It is worth mentioning that distributed
techniques for speeding up computation of K-NN distances [4] can be adopted to further
reduce test stage time.
6.8 Experiments
In this section, we carry out point-wise anomaly detection experiments on synthetic and
real-world data sets. We compare our ranking-based approach against density-based meth-
ods BP-K-NNG [61] and aK-LPE [48], and two other state-of-art methods based on ran-
dom sub-sampling, isolated forest [36] (iForest) and massAD [64]. One-class SVM [58] is
included as a baseline. Other methods such as [50, 7] are not included because they are
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claimed to be outperformed by above approaches.
6.8.1 Implementation Details
In our simulations, the Euclidean distance is used as distance metric for all candidate
methods. For one-class SVM the lib-SVM codes [12] are used. The algorithm parameter
and the RBF kernel parameter for one-class SVM are set using the same configuration as in
[64]. For iForest and massAD, we use the codes from the websites of the authors, with the
same configuration as in [64]. For aK-LPE we use the average k-NN distance Eq.(??) with
fixed k = 20 since this appears to work better than the actual K-NN distance of [70]. Note
that this is also suggested by the convergence analysis in Thm 1 [48]. For BP-K-NNG, the
same k is used and other parameters are set according to [61].
For our rankAD approach we follow the steps described in Algorithm 1. We first
calculate the ranks Rn(xi) of nominal points according to Eq.(3) based on aK-LPE. We
then quantize Rn(xi) uniformly into m=3 levels rq(xi) ∈ {1, 2, 3} and generate pairs (i, j) ∈
P whenever rq(xi) > rq(xj). We adapt the routine from [13] and extend it to a kernelized
version for the learning-to-rank step Eq.(6.21). The trained ranker is then adopted in Eq.(4)
for test stage prediction. We point out some implementation details of our approach as
follows.
1. Resampling: We follow [48] and adopt the U-statistic based resampling to compute
aK-LPE ranks. We randomly split the data into two equal parts and use one part as
“nearest neighbors” to calculate the ranks (Eq.(??, 6.2)) for the other part and vice
versa. Final ranks are averaged over 20 times of resampling.
2. Quantization levels & K-NN For real experiments with 2000 nominal training points,
we fix k = 20 and m = 3. These values are based on noting that the detection per-
formance does not degrade significantly with smaller quantization levels for synthetic
data. The k parameter in K-NN is chosen to be 20 and is based on Theorem ?? and
results from synthetic experiments (see below).
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3. Cross Validation using pairwise disagreement loss: For the rank-SVM step we use a
4-fold cross validation to choose the parameters C and σ. We vary
C ∈ {0.001, 0.003, 0.01, . . . , 300, 1000},
and the RBF kernel parameter σ ∈ Σ = {2iD˜K , i = −10,−9, . . . , 9, 10}, where D˜K
is the average 20-NN distance over nominal samples. The pair-wise disagreement
indicator loss is adopted from [32] for evaluating rankers on the input pairs:
L(f) =
∑
(i,j)∈P
1{f(xi)<f(xj)}
All reported AUC performances are averaged over 5 runs.
6.8.2 Synthetic Data sets
We first apply our method to a Gaussian toy problem, where the nominal density is:
f0 ∼ 0.2N ([5; 0] , [1, 0; 0, 9]) + 0.8N ([−5; 0] , [9, 0; 0, 1]) .
Anomaly follows the uniform distribution within {(x, y) : −18 ≤ x ≤ 18,−18 ≤ y ≤ 18}.
The goal here is to understand the impact of different parameters (k-NN parameter and
quantization level) used by RankAD. Fig.2 shows the level curves for the estimated ranks
on the test data. As indicated by the asymptotic consistency (Thm.2) and the finite sample
analysis (Thm.3), the empirical level curves of rankAD approximate the level sets of the
underlying density quite well. We vary k and m and evaluate the AUC performances of our
approach shown in Table 6.1. The Bayesian AUC is obtained by thresholding the likelihood
ratio using the generative densities. From Table 6.1 we see the detection performance is
quite insensitive to the k-NN parameter and the quantization level parameter m, and for
this simple synthetic example is close to Bayesian performance.
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Figure 6.2: Level sets for the estimated ranks. 600 training points are used for training.
Table 6.1: AUC performances of Bayesian detector, aK-LPE, and rankAD with different
values of k and m. 600 training points are used for training. For test 500 nominal and
1000 anomalous points are used.
AUC k=5 k=10 k=20 k=40
m=3 0.9206 0.9200 0.9223 0.9210
m=5 0.9234 0.9243 0.9247 0.9255
m=7 0.9226 0.9228 0.9234 0.9213
m=10 0.9201 0.9208 0.9244 0.9196
aK-LPE 0.9192 0.9251 0.9244 0.9228
Bayesian 0.9290 0.9290 0.9290 0.9290
6.8.3 Real-world data sets
Table 6.2: Data characteristics of the data sets used in experiments. N is the total number
of instances. d the dimension of data. The percentage in brackets indicates the percentage
of anomalies among total instances.
data sets N d anomaly class
Annthyroid 6832 6 classes 1,2
Forest Cover 286048 10 class 4 vs. class 2
HTTP 567497 3 attack
Mamography 11183 6 class 1
Mulcross 262144 4 2 clusters
Satellite 6435 36 3 smallest classes
Shuttle 49097 9 classes 2,3,5,6,7
SMTP 95156 3 attack
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We conduct experiments on several real data sets used in [36] and [64], including 2
network intrusion data sets HTTP and SMTP from [68], Annthyroid, Forest Cover Type,
Satellite, Shuttle from UCI repository [24], Mammography and Mulcross from [52]. Table
6.2 illustrates the characteristics of these data sets.
Table 6.3: Anomaly detection AUC performance and test stage time of various methods.
Data Sets rankAD 1-class svm bpKnng aKLPE iFor. m.AD
AUC
Annthyroid 0.844 0.681 0.823 0.753 0.856 0.789
Forest Cover 0.932 0.869 0.889 0.876 0.853 0.895
HTTP 0.999 0.998 0.995 0.999 0.986 0.995
Mamography 0.909 0.863 0.886 0.879 0.891 0.701
Mulcross 0.998 0.970 0.994 0.998 0.971 0.998
Satellite 0.885 0.774 0.872 0.884 0.812 0.692
Shuttle 0.996 0.975 0.985 0.995 0.992 0.992
SMTP 0.934 0.751 0.902 0.900 0.869 0.859
test time
Annthyroid 0.338 0.281 2.171 2.173 1.384 0.030
Forest Cover 1.748 1.638 8.185 13.41 7.239 0.483
HTTP 0.187 0.376 2.391 11.04 5.657 0.384
Mamography 0.237 0.223 0.981 1.443 1.721 0.044
Mulcross 2.732 2.272 8.772 13.75 7.864 0.559
Satellite 0.393 0.355 0.976 1.199 1.435 0.030
Shuttle 1.317 1.318 6.404 7.169 4.301 0.186
SMTP 1.116 1.105 7.912 11.76 5.924 0.411
We randomly sample 2000 nominal points for training. The rest of the nominal data
and all of the anomalous data are held for testing. Due to memory limit, at most 80000
nominal points are used at test time. The time for testing all test points and the AUC
performance are reported in Table 6.3.
We observe that while being faster than BP-K-NNG, aK-LPE and iForest, and compa-
rable to one-class SVM during test stage, our approach also achieves superior performance
for all data sets. The density based aK-LPE and BP-K-NNG has somewhat good perfor-
mance, but its test-time degrades with training set size. massAD is very fast at test stage,
but has poor performance for several data sets.
one-class SVM Comparison The baseline one-class SVM has good test time due to the
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similar O(dS1) test stage complexity where S1 denotes the number of support vectors.
However, its detection performance is pretty poor, because one-class SVM training is in
essence approximating one single α-percentile density level set. α depends on the parameter
of one-class SVM, which essentially controls the fraction of points violating the max-margin
constraints [58]. Decision regions obtained by thresholding with different offsets are simply
scaled versions of that particular level set. Our rankAD approach significantly outperforms
one-class SVM, because it has the ability to approximate different density level sets.
aK-LPE & BP-K-NNG Comparison: Computationally RankAD significantly outper-
forms density-based aK-LPE and BP-K-NNG, which is not surprising given our discussion
in Sec.4.3. Statistically, RankAD appears to be marginally better than aK-LPE and BP-K-
NNG for many datasets and this requires more careful reasoning. To evaluate the statistical
significance of the reported test results we note that the number of test samples range from
5000-500000 test samples with at least 500 anomalous points. Consequently, we can bound
test-performance to within 2-5% error with 95% confidence (< 2% for large datasets and
< 5% for the smaller ones (Annthyroid, Mamography, Satellite) ) using standard extension
of known results for test-set prediction [33]. After accounting for this confidence RankAD
is marginally better than aK-LPE and BP-K-NNG statistically. For aK-LPE we use re-
sampling to robustly ranked values (see Sec. 6.1) and for RankAD we use cross-validation
(CV) (see Sec. 6.1) for rank prediction. Note that we cannot use CV for tuning predictors
for detection because we do not have anomalous data during training. All of these argu-
ments suggests that the regularization step in RankAD results in smoother level sets and
better accounts for smoothness of true level sets (also see Fig 6.8.2) in some cases, unlike
NN methods. We plan to investigate this in our future work.
6.9 Conclusions
In this paper, we propose a novel anomaly detection framework based on RankAD. We com-
bine statistical density information with a discriminative ranking procedure. Our scheme
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learns a ranker over all nominal samples based on the k-NN distances within the graph
constructed from these nominal points. This is achieved through a pair-wise learning-to-
rank step, where the inputs are preference pairs (xi, xj). The preference relationship for
(xi, xj) takes a value one if the nearest neighbor based score for xi is larger than that
for xj . Asymptotically this preference models the situation that data point xi is located
in a higher density region relative to xj under nominal distribution. We then show the
asymptotic consistency of our approach, which allows for flexible false alarm control dur-
ing test stage. We also provide a finite-sample generalization bound on the empirical false
alarm rate of our approach. Experiments on synthetic and real data sets demonstrate our
approach has state-of-art statistical performance as well as low test time complexity.
Chapter 7
Appendix: On the Concentration of Measure
Phenomenon and Dvoretzky’s Theorem
7.1 Introduction
We saw in Chapter 4 that one could recast the compressed sensing existence problem using
the null space of the sensing matrix, A, and the tangent cone of the `1-ball at the vector
x to be recovered (lemma 33). Insisting that the entries of A be random shifts the com-
pressed sensing problem to the field of high-dimensional convex geometry. This subject
is intimately related with the concentration of measure phenomenon; in fact it was Mil-
man who originated the concentration of measure phenomenon in his proof of Dvoretzky’s
theorem [44]. This appendix is devoted to an exposition of these very topics.
7.2 Haar Measure
We follow the exposition given in [44]. Let (M,ρ) be a compact metric space and G a group
acting on M via isometries, i.e. ρ(gs, gt) = ρ(s, t) for all g ∈ G. We have the following
theorem,
Theorem 60. There exists a regular measure µ on the Borel subsets of M which is in-
variant under the action of G, i.e. µ(A) = µ(gA) for all A ⊂ M , g ∈ G. Alternatively,∫
f(t)dµ(t) =
∫
f(gt)dµ(t) for all g ∈ G and f ∈ C(M). (C(M) denote space of continu-
ous, R-valued functions on M .)
Proof We outline the (outline) of the proof given in [44]. Given  > 0, let N be a
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minimal -net in M , i.e. ⋃
t∈N
B(t, ) = M
and n = |N| is minimal among all sets with this property.
For f ∈ C(M) define the positive linear functional µ(f) := n−1
∑
t∈N f(t). The set
{µ}>0 is a uniformly bounded set of linear functionals on C(M), therefore is contained
in some ball in the dual space C(M)∗. Giving this space the weak-* topology, we know
from Alaoglu’s theorem that balls in C(M)∗ are compact. Hence there exists a sequence
i → 0 such that
µi(f)→ µ(f) ∀f ∈ C(M),
where µ is a positive linear function on C(M) with µ(1) = 1. By the Riesz-representation
theorem, µ uniquely determines a regular Borel probability measure given by (with abuse
of notation)
∫
fdµ = µ(f). It remains to show that this construction of µ is independent
of -net and µ is invariant under G. See [44].

In all the examples we will be considering, we will assume that the action of G on M
is transitive: for every t, s ∈M there exists g ∈ G such that gt = s. In this case the Haar
probability measure is unique. A compact metric space (M,ρ) with a transitive action by
G is called a homogeneous space of G.
We now give some examples of homogeneous spaces of the group On of orthogonal
transformations on Rn. Fixing an inner product on Rn we can identify On with the set of
n-tuples (e1, . . . , en) of orthonormal vectors .
• Sn−1 = {(x1, . . . , xn) ∈ Rn :
∑
x2i = 1} with either the Euclidean or geodesic metric.
(The geodesic metric between two unit vectors x, y is the angle ρ(x, y) = arccos〈x, y〉.)
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• The Stiefel Manifolds. For 1 ≤ k ≤ n
Wk,n = {e = (e1, . . . , ek) : ei ∈ Rn, 〈ei, ej〉 = δi,j , 1 ≤ i, j,≤ k}
with metric ρ(e, f) =
(∑k
i=1 d(ei, fi)
2
)1/2
, d being either the Euclidean or geodesic
metric. Note that Wn,n = On, Wn,1 = S
n−1, and Wn,n−1 = SOn.
• The Grassman Manifolds Gn,k, 1 ≤ k ≤ n consists of all k-dimensional subspaces of
Rn with the metric (distance between unit balls)
ρ(E,H) = sup
x∈Sn−1∩H
d(x, Sn−1 ∩ E).
Here are some interesting consequences of the uniqueness of the Haar measure:
1. For every A ⊂ Sn−1 , xo ∈ Sn−1, we have µ{T ∈ On : Tx0 ∈ A} = µ(A). Said
another way, given fixed x0 ∈ Sn−1, the random variable T 7→ Tx0 on the probability
space On equipped with the Haar probability measure, has the same distribution as
the random variable x 7→ T0x for fixed T0 ∈ On and x distributed according to the
Haar measure on the sphere.
2. The gaussian distribution on Rn is invariant under the action of On. Hence by
uniqueness of Haar measure, if x is a standard Gaussian random variable in Rn,
x/‖x‖ is uniformly distributed on the sphere.
7.3 Concentration on the Sphere
We define a spherical cap as a ball in the geodesic metric on Sn−1:
Ba(r) = {x ∈ Sn−1 : ρ(x, a) ≤ r}.
Given any A ⊂ Sn−1 and t > 0, denote by At the t − neighborhood, At = {x ∈ Sn−1 :
ρ(x,A) ≤ t}. We prove concentration on the sphere as a corollary of the isoperimetric
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inequality:
Theorem 61. Let A ⊂ Sn−1 be a closed set and let B = Ba(r) ⊂ Sn−1 be a spherical cap
such that µ(A) = µ(B). Then
µ(At) ≥ µ(Bt) = µ(Ba(r + t)).
Before we prove our corollary let us make some observations. If B ⊂ Sn−1 is a spherical
cap such that µ(B) = 1/2, then the radius of B is pi/2, so B = Ba(pi/2) for some a.
Moreover,
Ba(pi/2 + t) = S
n−1 \B−a(pi/2− t),
so
µ(Ba(pi/2 + t)) = 1− µ(B−a(pi/2− t)).
The following corollary is proved by estimating the measure of the spherical cap of radius
pi/2− t, for 0 ≤ t ≤ pi/2.
Corollary 62. If A ⊂ Sn+1 with µ(A) ≥ 1/2, then µ(At) ≥ 1−
√
pi/8e−t2n/2.
Proof We may rotate the cap (without changing the measure) so that (1, 0, . . . , 0) is
the center. Note that the hyperplane ξ1 = cosφ cuts the n-dimensional sphere into an
n-dimensional sphere of radius sinφ. For example, in R2 we have S1 ∩ {ξ1 = cosφ} =
{(cosφ, sinφ), (cosφ,− sinφ)} which is the sphere of radius sinφ in R. Now the n-dimensional
sphere of radius r has area rn|Sn|. Integrating this area with r = sinφ over 0 ≤ φ ≤ pi/2−t,
and normalizing by |Sn+1| we obtain µ(B):
µ(B) =
|Sn|
|Sn+1|
∫ pi/2−t
0
sinn φdφ =
2pi
n+1
2
Γ
(
n+1
2
) Γ (n+22 )
2pi
n+2
2
∫ pi/2
t
cosn φdφ
=
Γ
(
n+2
2
)
Γ
(
n+1
2
)√
pi
√
n
∫ pi√n/2
t
√
n
cosn(ψ/
√
n)dψ
165
Use the inequality
cosα ≤ e−α2/2 for 0 ≤ α ≤ pi/2
and some more tricks with Stirling’s formula to obtain the desired result.

We apply this corollary to continuous functions on the sphere. Given f ∈ C(Sn+1),
denote its modulus of continuity by ωf () = sup{|f(x)−f(y)| : ρ(x, y) ≤ }. Let Mf denote
the median of f , defined by simultaneously satisfying
µ{x ∈ Sn+1 : f(x) ≤Mf} ≥ 1/2
and
µ{x ∈ Sn+1 : f(x) ≥Mf} ≥ 1/2.
One can take Mf = inf{M : µ{x ∈ Sn+1 : f(x) ≤M} ≥ 1/2}. We have Levy’s Lemma:
Corollary 63. Let f ∈ C(Sn+1) and let A = {x : f(x) = Mf}. Then µ(A) ≥ 1 −√
pi/2e−2n/2.
Proof Note that A = (f ≤Mf ) ∩ (f ≥Mf ). Now union bound the complement using
the corollary above.

Assume that ωf () ≤ δ is small. Then the content of this corollary is that the values of
f are very close to Mf on almost all of the space. Indeed, given x ∈ A, there exists y ∈ A
such that ρ(x, y) ≤ . Then |f(x) − f(y)| ≤ ωf (), and since y ∈ A, |f(x) −Mf | ≤ ωf ().
We conclude f satisfies the concentration of measure phenomenon:
|f(x)−Mf | ≤ ωf () ≤ δ ∀x in a subset of measure ≥ 1−
√
pi/2e−
2n/2 (7.1)
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If f is Lipschitz, we may replace its median with its mean—see lemma (8).
7.4 Concentration of Measure on Sections of Sn+1
By a k-dimensional section, or slice, of the sphere we mean an intersection of the sphere
by a subspace E ⊂ Rn+2 of dimension k: E ∩ Sn+1. Above we showed how well-behaved
functions on Sn+1 concentrate about their median on subsets of large measure. We now
show a similar phenomenon on sections of large dimension of Sn+1. We have the following
theorem:
Theorem 64. For , θ > 0 and an integer n let k(, θ, n) = 2n/(2 log(4/θ)). If f ∈
C(Sn+1), then for all , θ > 0, there exists a subspace E ⊂ Rn+2 with dim E = k ≥ k(, θ, n)
and a θ-net N in S(E) = Sn+1 ∩ E such that
1. |f(x)−Mf | ≤ ωf () ∀x ∈ N
2. |f(x)−Mf | ≤ ωf () + ωf (θ) ∀x ∈ E ∩ Sn+1.
Part 2 follows from part 1 via the triangle inequality. The proof of the theorem consists
in a choosing minimal θ-net, N , of the sphere, and showing that there exists a random
orthogonal map T ∈ On+2 such that TN ⊂ A. TN will be a θ-net of a random section.
The dimension of E is tied with the cardinality of the -net. Specifically, we have the
following two lemmas:
Lemma 5. For any N ⊂ Sn+1 with |N | ≤ √2/pie2n/2, there exists T ∈ On+2 such that
TN ⊂ A. Consequently, for all x ∈ TN , |f(x)−Mf | ≤ ωf ().
Proof For a fixed x ∈ Sn+1,
µ{T ∈ On+2 : Tx ∈ A} = µ(A) ≥ 1−
√
pi/2e
2n/2.
Apply the union bound to the complement.

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Lemma 6. For every normed space X with dim X = k there exists a θ-net N in S(X) =
{x ∈: ‖x‖ = 1} with |N | ≤ (1 + 2/θ)k ≤ ek log(3/θ).
Proof A minimal θ-net is the same as a maximal packing. That is, if {xi}Ni=1 ⊂ S(X)
is a set of maximal cardinality satisfying the property, ‖xi − xj‖ ≥ θ, then {xi}Ni=1 is a
minimal θ-net of S(X). The balls centered at xi of radius θ/2 are all disjoint, and at the
same time, their union is contained in a ball of radius 1 + θ/2.

7.5 Dvoretzky’s Theorem
Dvoretzky’s theorem is essentially a much refined version of Theorem 64, applied to the
function f(x) = ‖x‖. Specifically, let X = (Rn+2, ‖·‖) be an (n + 2)-dimensional normed
space and let | · | be a Euclidean norm (i.e. arising from an inner product) on Rn+2
satisfying
a−1|x| ≤ ‖x‖ ≤ b|x|.
Our goal is to produce a high-dimensional subspace E on which ‖·‖ is “almost Euclidean”.
That is, for every  > 0,
(1− )M |x| ≤ ‖x‖ ≤M(1 + )|x| ∀x ∈ E. (7.2)
Dividing through by |x|, (7.2) is equivalent to
(1− )M ≤ ‖x‖ ≤M(1 + ) ∀x ∈ E ∩ Sn+1.
The notion of “almost constant” on a sphere is exactly what we studied above, i.e. con-
centration of measure of well-behaved (Lipschitz) functions on (sections of) Sn+1. Thus
we expect the M above to be the median of the norm function.
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Alternatively, we may interpret equation (7.2) geometrically. Denote by Y = (Rn+2, |·|)
the normed space equipped with the Euclidean norm | · |. Let B(X) be the unit ball in
X = (Rn+2, ‖·‖), and similarly define B(Y ). The inequality
(1− )M |x| ≤ ‖x‖
says that B(X) ⊂ (1− )MB(Y ). And the inequality
‖x‖ ≤M(1 + )|x|
says that B(X) ⊃ 1(1+)MB(Y ). Thus
1
(1 + )M
B(Y ) ⊂ B(X) ⊂ (1− )MB(Y ).
Multiplying through by (1 + )M we have
B(Y ) ⊂ ϕ(B(X)) ⊂ (1− )2M2B(Y ) (7.3)
where ϕ is the obvious linear transformation. (7.3) defines what is known as the Banach-
Mazur distance between the two normed spaces X = (Rn+2, ‖·‖) and Y = (Rn+2, | · |). We
refer to any general reference for more details on this notion of distance.
Finally, this geometric interpretation can be presented, devoid of any reference to
normed spaces, by noting that there is a one-to-one correspondence between symmetric
convex bodies and finite dimensional normed spaces. Indeed, the unit ball is a symmetric
convex body, and conversely, given a symmetric convex body, K, the Minkowski function
‖x‖K = inf{t > 0 : x ∈ tK} defines a norm, with unit ball K. Thus Dvoretzky’s theorem
can also be thought of as “almost ellipsoidal sections” of symmetric convex bodies (the
unit ball of a Euclidean norm is an ellipse).
Here is one statement of Dvoretzky’s theorem:
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Theorem 65. There is a positive number c such that, for every  > 0 and every natural
number n, every symmetric convex body K of dimension n has a slice, K∩E, of dimension
k = dim(E) ≥ c
2
log(1 + −1)
log n
satisfying E ∩ E ⊂ K ∩ E ⊂ (1 + )(E ∩ E) for some ellipsoid E.
We now present some of the details of the proof. Recall the setting:
a−1|x| ≤ ‖x‖ ≤ b|x|. (7.4)
Set r(x) = ‖x‖ and note that ωr() ≤ b. Part 2. of Theorem 64 follows from the triangle
inequality. This inference of 1. =⇒ 2. can be made more precise in the case at hand:
Lemma 7. Assume |r(x)−Mr| ≤ b for all x in a θ-net N of E ∩ Sn+1 for some subspace
E of Rn+2. Then,
1− 2θ
1− θ Mr −
b
1− θ ≤ ‖x‖ = r(x) ≤
1
1− θMr +
b
1− θ
for all x ∈ E ∩ Sn+1.
A combination of Theorem 64 and the above lemma gives the following estimate on
the dimension of a subspace of Rn+2 on which the norm ‖·‖ is almost a multiple of the
Euclidean norm. This theorem is sometimes referred to as the General Dvoretzky’s theorem:
Theorem 66. For any δ > 0 there exists a c(δ) > 0 such that for any n and any norm ‖·‖
on Rn+2 satisfying (7.4), there exists a subspace E of Rn+2 such that
k = dim E ≥ c(δ) · n · (Mr/b)2 (7.5)
and
(1− δ)Mr|x| ≤ ‖x‖ ≤ (1 + δ)Mr|x| for x ∈ E.
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Proof By Theorem 64, there exists a subspace E ⊂ Rn+2 with dim E ≥ 12 
2n
log(4/θ) and a
θ-net N in E ∩ Sn+1 such that
|‖x‖ −Mr| ≤ b ∀x ∈ N.
Thus, if r(x) = ‖x‖ is to be almost constant on this sphere, we must choose  proportional
to Mr/b. So set  =
′Mr
b . Then
dim E ≥ 1
2
2n
log(4/θ)
= c(δ)
M2r n
b2
.
We then define θ and ′ > 0 in such a way that we have
(1− δ)Mr|x| ≤
(
1− 2θ
1− θ Mr −
b
1− θ
)
|x| ≤ ‖x‖ ≤
(
1
1− θMr +
b
1− θ
)
|x| ≤ (1 + δ)Mr|x|.

We must therefore bound the quantity Mr/b from below. It is much easier to bound
the average
Ar =
∫
Sn−1
‖x‖dµ(x).
And we are justified in doing so according to the following lemma:
Lemma 8. There exists a constant C such that if (7.4) holds with b ≤ √n then
|Ar −Mr| < C.
If a · b ≤ √n then
1/2 ≤M−1r ·Ar ≤ C.
The same conclusions hold with r replaced by any Lipschitz function.
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Proof By (7.1),
µ{x ∈ Sn−1 : |‖x‖ −Mr| > b · t} ≤
√
pi/2e−t
2n/2.
So if b ≤ √n,
µ{|‖x‖ −Mr| > s} ≤
√
pi/2e−s
2/2
and (using Fubini’s theorem to rewrite the expectation),
|Ar −Mr| ≤
∫
Sn−1
|‖x‖ −Mr|dµ(x) ≤
√
pi/2
∫ ∞
0
e−s
2/2ds = pi/2.

In fact, in computing the mean of ‖x‖, we may replace (Sn−1, µ) with the Gauss space
(Rn, ν). Let’s see how this is done, and also estimate how “Euclidean” the `∞ norm is.
7.6 Euclidean sections of `∞
We use | · | = ‖·‖2 as our Euclidean norm. Then b = 1 in (7.4), that is, ‖x‖∞ ≤ ‖x‖2. We
show that Mr ≥ c · (log n/n)1/2, in which case the “Dvoretzky dimension” of `∞ is at least
c log n by Theorem (66). This is proved in the following elegant lemma:
Lemma 9. For 1 ≤ m ≤ n,
∫
Sn−1
max
1≤i≤m
|xi|dµ(x) ≥ c ·
(
logm
n
)1/2
for some absolute constant c > 0. In particular, for r(x) = max1≤i≤n |xi| ≤ 1, Ar ≥
c · (log n/n)1/2.
Proof The Gaussian probability measure ν on Rn is invariant under isometries of `n2 ,
i.e. under On. If f is an integrable function, define fˆ(t) = ‖t‖2f
(
t
‖t‖2
)
in Rn \ {0}. The
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variable t/‖t‖2 is invariant under the On action, hence it is uniformly distributed over the
sphere. We may then invoke Fubini’s theorem and the uniqueness of Haar measure to
obtain ∫
Rn
fˆ(t)dν(t) = λn
∫
Sn−1
f(t)dµ(t),
where
λn =
∫
Rn
‖t‖2dν(t) ≤ C ·
√
n
for some absolute constant C. This reduces the problem to estimating
∫
Rn
max
1≤i≤m
|ti|dν(t)
from below .
For any α > 0,
ν{ max
1≤i≤m
|ti| < α} =
∫ α
−α
· · ·
∫ α
−α
exp
(
pi
m∑
i=1
t2i
)
dt1 . . . dtn =
(∫ α
−α
e−pit
2
dt
)m
=
(
1− 2
∫ ∞
α
e−pit
2
dt
)m
≤ (1− 2e−piα2)m.
Choose α = 
√
logm with  such that this last quantity is ≤ 1/2. We then have
ν{ max
1≤i≤m
|ti| ≥ 
√
logm} ≥ 1/2
and so ∫
Rn
max
1≤i≤m
|ti|dν(t) ≥ 1/2 ·  ·
√
logm.
Finally, we conclude
∫
Sn−1
max
1≤i≤m
|xi|dµ(x) = λ−1n
∫
Rn
max
1≤i≤m
|ti|dν(t) ≥ c(logm/n)1/2.
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
The remaining two ingredients in the proof of Dvoretzky’s theorem come from John’s
theorem and the Dvoretzky-Roger’s lemma. John’s theorem says that, given an n-dimensional
Banach space (Rn, ‖·‖), we can always find a Euclidean norm such that
n−1/2|x| ≤ ‖x‖ ≤ |x|.
Said another way, if K is a symmetric convex body (unit ball in some Banach space) in
Rn and E is its maximal ellipsoid (a ball in a Euclidean space), then
K ⊂ √nE .
For the Dvoretzky-Roger’s lemma, we refer to any standard reference.
7.7 Isoperimetric Inequalities and the Brunn-Minkowski Inequality
Let us conclude these notes by briefly discussing the Brunn-Minkowski inequality and how
we can derive isoperimetric inequalities as a consequence. For a nice exposition of this
topic, see the article of Ball [2]. Throughout vol denotes the Lebesgue measure in the
appropriate dimension.
To begin, consider a basic convex set in the plane, such as as a disk lying above the
x-axis. Suppose we slice the disk by a family of parallel lines, each parallel to the y-axis.
For each such line x = r, we observe the area of the slice, as a function of r. This function
is evidently concave, with its maximum value occurring at the central slice of our disk.
More generally, we have the following theorem of Brunn:
Theorem 67. Let K be a convex body in Rn, let u be a unit vector in Rn, and for each
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r let Hr be the hyperplane
{x ∈ Rn : 〈x, u〉 = r}.
Then the function
r 7→ vol(K ∩Hr)1/(n−1)
is concave on its support.
From this we derive the Brunn-Minkowski inequality:
Theorem 68. If A and B are nonempty compact subsets of Rn then
vol((1− λ)A+ λB)1/n ≥ (1− λ)vol(A)1/n + λvol(B)1/n.
The one-dimensional version of this is quite trivial. Indeed, suppose A and B are
nonempty compact subsets of the real line. Denote by | · | the Lebesgue measure on R. By
translation invariance, we may assume that supA = 0 and inf B = 0. Then (1− λ)A and
λB are disjoint and (1−λ)A+λB ⊃ (1−λ)A∪λB. So |(1−λ)A+λB| ≥ (1−λ)|A|+λ|B|.
We prove the classical isoperimetric inequality in Rn:
Theorem 69. Among bodies of a given volume, Euclidean balls have the least surface area.
Proof Fix a compact subset C of Rn with volume equal to that of the unit ball Bn2 . The
surface area of C is
vol(∂C) = lim
→0
vol(C + Bn2 )− vol(C)

.
Let C ′ be such that (1 − )C ′ = C. Note that (1 − )nvol(C ′) = vol(C). Then by the
Brunn-Minkowski inequality
vol(C + Bn2 )
1/n ≥ (1− )vol(C ′)1/n + vol(Bn2 )1/n
= vol(C)1/n + vol(Bn2 )
1/n.
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Using this and the binomial theorem,
vol(C + Bn2 ) ≥ (vol(C)1/n + vol(Bn2 )1/n)n
≥ vol(C) + nvol(C)(n−1)/nvol(Bn2 )1/n.
Thus vol(∂C) = nvol(C)(n−1)/nvol(Bn2 )1/n = nvol(Bn2 ) = vol(∂Bn2 ). We use here that n
times the volume of the ball is the surface area of its sphere.

One usually proves the Brunn-Minkowski inequality by proving a generalization, known
as the Prekopa-Leindler Inequality:
Theorem 70. If f, g and m are nonnegative measurable functions on Rn, λ ∈ (0, 1), and
for all x and y in Rn,
m((1− λ)x+ λy) ≥ f(x)1−λg(y)λ
then ∫
m ≥
(∫
f
)1−λ(∫
g
)λ
.
We use this theorem to prove an elegant version of Corollary 2 for the Gauss space
(Rn, ν):
Theorem 71. Let A ⊂ Rn be measurable and let ν be the standard Gaussian measure on
Rn. Then ∫
ed(x,A)
2/4dν ≤ 1
ν(A)
.
Consequently, if ν(A) = 1/2,
ν(A) ≥ 1− 2e−2/4.
Proof The first assertion is a direct deduction from the Prekopa-Leindler inequality with
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λ = 1/2 and
f(x) = ed(x,A)
2/4γ(x), g(x) = χA(x)γ(x), m(x) = γ(x)
where γ(x) = (2pi)−n/2e−|x|2/2.
For the second assertion,
∫
ed(x,A)
2/4dν ≥ e2/4µ(d(x,A) ≥ ),
by Markov’s inequality. At the same time , by the first assertion
∫
ed(x,A)
2/4dν ≤ 2
assuming ν(A) = 1/2. So
ν(d(x,A) ≥ ) ≤ 2e−2/4,
as desired.

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