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Abstract
An anticoloring of a graph is a coloring of some of the vertices, such that no two adjacent vertices are colored in distinct colors.
We deal with the anticoloring problem with two colors, in the particular cases of graphs which are strong products of two paths or
two cycles, and provide an explicit optimal solution.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
An anticoloring of a graph is a coloring of some of the vertices, such that no two adjacent vertices are colored
in distinct colors. In the basic anticoloring problem we are given an undirected graph G and positive integers
B1, . . . , Bk , and have to determine whether there exists an anticoloring of G such that B j vertices are colored in
color j , j = 1, . . . , k.
The anticoloring problem with k = 2 is the Black-and-White Coloring (BWC) problem. Formally, given a graph
G = (V, E), a BWC of G is a function
C : V → {black,white, uncolored}
such that there is no edge between a black and a white vertex.
We usually refer to the optimization version of the BWC problem, in which we are given a graph G and a positive
integer B, and have to color B of the vertices in black, so that there will remain as many vertices as possible which
are non-adjacent to any of the B vertices. These latter vertices are to be colored in white. In general, when the set
of vertices colored in black is given, we shall implicitly assume that the all vertices, not adjacent to any of them,
are colored in white. Thus, when referring to a coloring C , it suffices to refer to its black vertices only. We denote
by W the maximum possible number of white vertices. The problem of maximizing the number of white vertices is
equivalent to the problem of minimizing the set of uncolored vertices of the coloring.
I An abbreviated version of the results in this paper is contained in a paper which appeared in the Proceedings of the Conference on Analysis of
Algorithms (Spain, June 2005).
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The problem was originated by Berge, who suggested a special instance (see [7]): Given positive integers n and B,
place B black and W white queens on an n× n chessboard, so that no black queen and white queen attack each other,
and with W as large as possible. The complexity of the queens problem is still open.
The BWC problem has been introduced and proved to be N P-complete by Hansen, Hertz and Quinodoz [7]. In
the same paper, an O(n3) algorithm for trees was given. Kobler, Korach and Hertz [8] gave a polynomial algorithm
for partial k-trees with a fixed k. Yahalom [10] investigated an analogous problem to that suggested by Berge, using
rooks instead of queens, and gave a sublinear algorithm to this problem. For special cases, in which the ratio between
the sides of the board is an integer or close to an integer, it derived an explicit formula for the optimal solution.
One application of the BWC problem is to the problem of storing chemical products, where certain pairs of places
cannot contain different products.
Another application is solved explicitly in this paper: Items of two data types, D1 and D2, are stored in a two-
dimensional table. A person would like to retrieve data of type D1 or of type D2, but not of both. When retrieving
data, we would like to allow a one-unit error in each of the table’s indexes. In case of an error, we do not want a
person trying to retrieve an element of type D1 to extract an element of type D2. An additional goal is to populate the
elements of type D1 in a way that will maximize the number of places left in the table for the elements of type D2.
Wemention in passing that the BWC problem is actually closely related to the vertex-separation problem on graphs,
where one of the separated sets has a specified size. For other variations of the separation problem see [9,1,5,4,6].
In this paper we consider the special instance of the BWC problem, obtained by replacing queens by kings in
Berge’s problem.
Problem 1.1. Given positive integers m, n and B, place B black and W white kings on an m× n toroidal chessboard,
so that no black king and white king attack each other, and with W as large as possible.
Note that Problem 1.1 is in fact the BWC problem for the strong product CmCn of two simple cycles. (Recall that
the strong product G  H of two graphs G = (VG , EG) and H = (VH , EH ) is the graph G = (VG × VH , E), where
for each g, g′ ∈ VG and h, h′ ∈ VH , we have ((g, h), (g′, h′)) ∈ E if and only if either g = g′ and (h, h′) ∈ EH , or
(g, g′) ∈ EG and h = h′, or (g, g′) ∈ EG and (h, h′) ∈ EH (cf. [3]).) In the paper, we also discuss the BWC problem
on a non-toroidal chessboard, which is in fact the strong product Pm  Pn of two simple paths. Such graphs were also
discussed in [2].
In Section 2 we present our main results. Section 3 is devoted to the proof in the toroidal case. The proof in the
non-toroidal case is very similar, and we review it briefly in Section 4. In Section 5 we discuss briefly the rough
asymptotics of our problem in the “natural” case, namely where the board is square, and B andW are (approximately)
equal, for all chess pieces. The question has been suggested by the referee, and we are grateful to him for it and for
his other comments.
2. Main results
In our main theorem, we provide an algorithm for coloring the vertices of an m × n toroidal board, solving our
optimality problem. In what follows we shall assume without loss of generality that m ≥ n. The rows of the board
are enumerated, from top to bottom, by the numbers 1, 2, . . . , n, and the columns, from left to right, by the numbers
1, 2, . . . ,m. The vertex at row i and column j is denoted by (i, j). It turns out that the optimal coloring behaves
differently depending on the size of B. For small B (up to n2/4 approximately), an optimal coloring may be obtained
by coloring an almost square region. For intermediate B (from n2/4 up to mn − n2/4 approximately), an optimal
coloring may be obtained by coloring an almost rectangular region, consisting of about B/n adjacent full columns.
For large B, the optimal coloring is almost the complement of a square. For this case, it will be convenient to denote
B = mn − B.
More formally, we shall prove
Theorem 2.1. Consider Problem 1.1, where m ≥ n ≥ 1. An optimal solution may be constructed, depending on the
size of B, as follows:
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Fig. 1. (a) Small B (b) Intermediate B (c) Large B.
(1) B ≤ ( n2 − 1)2:
Let
a =
⌈√
B
⌉
, r = B − (a − 1)
⌈
B
a
⌉
.
Color in black the set {1, . . . , a − 1} × {1, . . . , d Ba e} ∪ {a} × {1, . . . , r}. (See Fig. 1(a).)
(2) ( n2 − 1)2 < B ≤ mn − ( n2 + 1)2 − 2:
Let
a =
⌈
B
n
⌉
, r = B − (a − 1)n.
Color in black the set {1, . . . , n} × {1, . . . , a − 1} ∪ {1, . . . , r} × {a}. (See Fig. 1(b).)
(3) mn − ( n2 + 1)2 − 2 < B:
Let
a =
⌈√
B
⌉
, r = a ·
⌈
B
a
⌉
− B.
Color in black the set {a + 1, . . . , n} × {1, . . . ,m} ∪ {1, . . . , a} × {d Ba e + 1, . . . ,m} ∪ {a} × {1, . . . , r}. (See
Fig. 1(c).)
In most specific cases, only the construction which corresponds to one of the cases in the theorem yields an optimal
solution. However, in some borderline cases, two of the constructions may be optimal. For example, if B = ( n2 − 1)2
and B ≡ 0 (mod n), then both the first and the second constructions are optimal. Similarly, if B = mn− ( n2 + 1)2− 2
and B 6≡ 0,−1 (mod n), then both the second and the third constructions are such.
In what follows, it will be convenient to employ the following notations:
S =
0, B ≡ 0 (mod n),1, B ≡ −1 (mod n),2, B 6≡ 0,−1 (mod n).
t =
 B⌈√B ⌉
 , R =
⌊
r
t − 1
⌋
.
Remark 2.2. The theorem enables us to provide an explicit formula for Wopt – the largest possible W – in terms of
B, as follows. For n ≤ 3 and B ≥ 1, we have Wopt = 0, and for n ≥ 4:
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Wopt = B −

2
⌈
2
√
B
⌉
+ 4, 1 ≤ B ≤
(n
2
− 1
)2
,
2n + S,
(n
2
− 1
)2
< B ≤ mn −
(n
2
+ 1
)2 − 2,
2
⌈√
4B − 2
⌉
− 4− R, mn −
(n
2
+ 1
)2 − 2 < B ≤ mn − 9,
B, mn − 9 < B ≤ mn.
(1)
More explicitly,
Wopt = B −

4a + 2, (a − 1)2 < B ≤ (a − 1)a, 1 ≤ a ≤ n
2
− 1,
4a + 4, (a − 1)a < B ≤ a2, 1 ≤ a ≤ n
2
− 1,
2n + 2,
(n
2
− 1
)2
< B ≤ mn −
(n
2
+ 1
)2 − 2, B 6≡ 0,−1 (mod n),
2n + 1,
(n
2
− 1
)2
< B ≤ mn −
(n
2
+ 1
)2 − 2, B ≡ −1 (mod n),
2n,
(n
2
− 1
)2
< B ≤ mn −
(n
2
+ 1
)2 − 2, B ≡ 0 (mod n),
4a − 4, mn − a2 ≤ B < mn − (a − 1)a − 1, 2 ≤ a ≤ n
2
+ 1,
4a − 5, B = mn − (a − 1)a − 1, 2 ≤ a ≤ n
2
+ 1,
4a − 6, mn − (a − 1)a ≤ B < mn − (a − 1)2 − 1, 3 ≤ a ≤ n
2
+ 1,
4a − 7, B = mn − (a − 1)2 − 1, 3 ≤ a ≤ n
2
+ 1,
B, B = mn − a, 0 ≤ a ≤ 2.
(2)
Now consider the case where our m × n board is not toroidal. We have a very similar result for this kind of
graph.
Theorem 2.3. Consider Problem 1.1, where m ≥ n ≥ 1 and the board is non-toroidal. An optimal solution may be
constructed, depending on the size of B, as follows:
(1) B ≤ ( n−12 )2:
Let
a =
⌈√
B
⌉
, r = B − (a − 1)
⌈
B
a
⌉
.
Color in black the set {1, . . . , a − 1} × {1, . . . , d Ba e} ∪ {a} × {1, . . . , r}.
(2) ( n−12 )
2 < B ≤ mn − ( n+12 )2:
Let
a =
⌈
B
n
⌉
, r = B − (a − 1)n.
Color in black the set {1, . . . , n} × {1, . . . , a − 1} ∪ {1, . . . , r} × {a}.
(3) mn − ( n+12 )2 < B:
Let
a =
⌈√
B
⌉
, r = a ·
⌈
B
a
⌉
− B.
Color in black the set {a+1, . . . , n}×{1, . . . ,m}∪{1, . . . , a}×{d Ba e+1, . . . ,m}∪{a}×{d Ba e−r+1, . . . , d Ba e}.
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The theorem enables us to provide an explicit formula for Wopt in case n ≥ 4, namely,
Wopt = B −

⌈
2
√
B
⌉
+ 1, 1 ≤ B ≤
(
n − 1
2
)2
,
n + S′,
(
n − 1
2
)2
< B ≤ mn −
(
n + 1
2
)2
,⌈√
4B − 2
⌉
− 1, mn −
(
n + 1
2
)2
< B ≤ mn − 4,
B, mn − 4 < B ≤ mn,
(3)
where
S′ =
{
0, B ≡ 0 (mod n),
1, B 6≡ 0 (mod n).
More explicitly,
Wopt = B −

2a, (a − 1)2 < B ≤ (a − 1)a, 1 ≤ a ≤ n
2
− 1,
2a + 1, (a − 1)a < B ≤ a2, 1 ≤ a ≤ n
2
− 1,
n + 1,
(
n − 1
2
)2
< B ≤ mn −
(
n + 1
2
)2
, B 6≡ 0 (mod n),
n,
(
n − 1
2
)2
< B ≤ mn −
(
n + 1
2
)2
, B ≡ 0 (mod n),
2a − 1, mn − a2 ≤ B < mn − (a − 1)a, 2 ≤ a ≤ n
2
+ 1,
2a − 2, mn − (a − 1)a ≤ B < mn − (a − 1)2, 3 ≤ a ≤ n
2
+ 1,
B, B = mn − a, 0 ≤ a ≤ 2.
(4)
The following proposition is very simple, but it will be useful for the proof of our theorems (and might be useful also
for other kinds of graphs).
Denote by N (B) the minimal possible number of uncolored vertices for an anticoloring with B black vertices.
(With the terminology to be introduced in the beginning of the next section, N (B) may be defined as the minimal
N (C) over all C’s with B black vertices.)
Proposition 1. Given a graph G = (V, E) and a number 0 ≤ B ≤ |V |, we have N (|V | − B − N (B)) ≤ N (B).
Proof. Let us take an anticoloring C with B black and N (B) uncolored vertices. Color in black the |V | − B − N (B)
white vertices of C . Now, the set of the uncolored vertices of the new anticoloring is contained in the set of the
uncolored vertices of C . Therefore, N (|V | − B − N (B)) ≤ N (B). 
3. Proof of Theorem 2.1
3.1. Auxiliary lemmas
To avoid trivialities, we shall always assume that n ≥ 2. A row (or column) is full if all its vertices are black, is
almost full—if all but one of its vertices are black, is empty – if none of its vertices is black, and is almost empty –
if exactly one of its vertices is black. Denote by N (C) the number of uncolored vertices in a coloring C . Recall that
only neighbors of black vertices are left uncolored.
Lemma 3.1. Given any coloring C, there exists a coloring C ′, which is obtained from C by a permutation of rows
(resp. columns), such that all full and almost full rows (resp. columns) are placed in a single block and N (C ′) ≤ N (C).
The change discussed at the above lemma is shown in Fig. 2. In what follows it will be convenient to refer to
columns and rows of a coloring C ′ according to their original locations in C . Thus, it will be easy to identify changes.
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Fig. 2. The effect of putting the (almost) full rows together.
Proof. Let us assume that C contains at least two separated blocks of full and almost full rows. We will show that, by
moving the second block next to the first one, we do not add uncolored vertices. Assume that the first block consists of
rows k, k+1, . . . , l and the second of rows p, p+1, . . . , q , where p ≥ l+2. (We assume that rows k−1, l+1, p−1
and q + 1 contain at most m − 2 black vertices each.) The permutation moves each row i , for l + 1 ≤ i ≤ p − 1, to
row i +q− p+ 1, and each row i , for p ≤ i ≤ q , to row i − p+ l+ 1. (Recall that we refer to the original location of
a row. For example, after the permutation, row q + 1 immediately follows row p− 1.) Now, the only rows which may
be influenced in terms of the number of uncolored vertices they contain, are rows p − 1 and q + 1. (Note that, both
before and after the permutation, all entries in row l + 1, which are not black, must be uncolored.) In rows p − 1 and
q + 1, all entries, which are not black before the permutation, must be uncolored, so that the number of white entries
may only increase. The same proof applies when rows are replaced by columns. 
Lemma 3.2. Given any coloring C with an almost full row (resp. column), by replacing the uncolored vertex at that
row (resp. column) with any black vertex we get a new coloring C ′ satisfying N (C ′) ≤ N (C).
Proof. There is only one vertex which may become uncolored. On the other hand, the original uncolored vertex which
became black, reduced the number of uncolored vertices by 1. Hence, N (C ′) ≤ N (C). 
In view of Lemmas 3.1 and 3.2, we shall assume throughout the rest of this paper that the anticoloring in question
has the property that all its full and almost full columns and rows are placed at one block. Furthermore, we can assume
that either the anticoloring does not contain any almost full row or that it contains only full rows and one almost full
row (where all the other rows are empty).
Denote by br the number of black vertices in row r .
Lemma 3.3. For any coloring C, if max{bk+1, 1} ≤ bk ≤ m − 2, then row k + 1 contains at least bk − bk+1 + 2
uncolored vertices.
Proof. We know that bk ≤ m − 2. Therefore, the bk black vertices of row k have at least bk + 2 adjacent vertices in
row k + 1. For each such vertex, if it is not black, then it must be left uncolored. There exist at least bk − bk+1 + 2
non-black vertices at row k + 1, and we are done. 
Lemma 3.4. Suppose that a coloring contains B ≤ mn− ( n2 +1)2−2 black vertices, and that rows n− f +1, . . . , n
are full, where f ≤ n − 2, but no other rows are such. Then there exist two rows, r1 and r2, such that br1 + br2 ≤
2(m − f − 3).
Proof. The average number of black vertices per row in the first n − f rows is AVG = B− f mn− f . A routine calculation
gives
m − f − 2− B − f m
n − f ≥ m − f − 2−
mn − ( n2 + 1)2 − 2− f m
n − f
=
(
f − ( n2 − 1))2 + 2
n − f
≥ 2
n − f . (5)
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Therefore,
AVG ≤ m − f − 2− 2
n − f .
In particular,
b1 + b2 + b3 + · · · + bn− f ≤ (n − f )(m − f − 2)− 2. (6)
Let r1 and r2 be the rows with the minimal numbers of black vertices. Clearly, br1 + br2 ≤ 2(m − f − 2) − 2 =
2(m − f − 3). This implies the lemma. 
Remark 3.5. If one of the f rows is only almost full, then the same proof gives br1 + br2 ≤ 2(m − f − 2)− 1.
Lemma 3.6. If a coloring C with B ≤ mn − ( n2 + 1)2 − 2 contains a full column, then N (C) ≥ 2n + S.
Proof. We split the proof into several cases.
Case 1: Each row of C contains at most m − 2 black vertices.
Each row contains at least two uncolored vertices, and altogether we have N (C) ≥ 2n. This settles the case
B ≡ 0 (mod n). In particular, we may assume henceforth that not all bi ’s are equal. Distinguish between two subcases.
Subcase 1.1: All but one of the rows contain the same number of black vertices.
Let r ′ be the exceptional row. If br < br ′ for every r 6= r ′, then by Lemma 3.3 we have at least one additional
uncolored vertex at row r ′ − 1 and at least one at row r ′ + 1. Hence we have N (C) ≥ 2n + 2 and we are done. If
br = br ′+1 for every r 6= r ′, then, according to Lemma 3.3, we have one additional uncolored vertex at row r ′. In this
case, N (C) ≥ 2n+ 1. Since B ≡ −1 (mod n), this inequality implies the lemma for this case. Finally, if br ≥ br ′ + 2
for each r , we have at least two additional uncolored vertices at row r ′ and hence N (C) ≥ 2n + 2.
Subcase 1.2: No n − 1 rows contain the same number of black vertices.
Obviously, there exist at least two rows r satisfying br < br−1 or br < br+1. According to Lemma 3.3, each such
row contains at least three uncolored vertices, and together we have N (C) ≥ 2n + 2.
Case 2: There exists at least one full or almost full row.
Denote the number of full rows by f . According to the discussion preceding Lemma 3.3 and since there is a full
column, there are no almost full rows. Recall that all full rows are adjacent to each other. Let us assume, say, that these
are rows n − f + 1, n − f + 2, . . . , n.
If f ≥ n− 2, then no vertex may be white. Hence we have B ≥ ( n2 + 1)2+ 2 ≥ 2n+ 2 uncolored vertices, and we
are done. Assume therefore that f ≤ n− 3. Let r1 and r2 be the rows with the least numbers of black vertices, where,
say, r1 < r2.
According to Lemma 3.4, there exists some d such that br1 ≤ m − f − 3 − d and br2 ≤ m − f − 3 + d. Hence,
the number of uncolored vertices between rows 1 and r1 is at least∑
1≤k<r1
bk≥bk+1
(bk − bk+1 + 2)+ (b0 − b1) = 2(r1 − 1)+
∑
0≤k<r1
bk≥bk+1
(bk − bk+1)
≥ 2(r1 − 1)+
∑
0≤k<r1
(bk − bk+1)
= 2r1 − 2+ b0 − br1
≥ 2r1 − 2+ m − (m − f − 3− d)
= 2r1 + f + 1+ d,
(where we recall that b0 ≡ bn = m).
In an analogous way we can show that the number of uncolored vertices between rows r2 and n − f is at least
2(n − f − r2 + 1)+ f + 1− d . Finally, each of the rows r1 + 1, . . . , r2 − 1 contains at least two uncolored vertices.
Altogether, we have
N (C) ≥ 2r1 + f + 1+ d + 2(n − f − r2 + 1)+ f + 1− d + 2(r2 − r1 − 1)
= 2n + 2. 
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Fig. 3. Uncolored vertices due to an almost full row.
Lemma 3.7. If a coloring C with B ≤ mn − ( n2 + 1)2 − 2 contains an almost full column, then N (C) ≥ 2n + S.
Proof. If B = n−1, namely, C contains a single almost full column and no additional black vertices, then C contains
2n uncolored vertices at the two adjacent columns and another uncolored vertex at the same column, and we are done.
Otherwise, fix some almost full column. Clearly, C has at least one black vertex outside this column. By Lemma 3.2,
we may replace the uncolored vertex at our almost full column with any black vertex from another column. We now
have a full column and, according to Lemma 3.6, N (C) ≥ 2n + S. 
Lemma 3.8. If a coloring C with B ≤ mn− ( n2 + 1)2− 2 contains a full or an almost full row, then N (C) ≥ 2n+ S.
Proof. If C contains a full or an almost full column, then, according to Lemmas 3.6 and 3.7, N (C) ≥ 2n + S, and
we are done. Otherwise, C contains no full or almost full column. If m = n, then replace rows with columns, and by
Lemma 3.6 we are done. Otherwise, m > n. Since C contains a full or an almost full row, each column of C contains
at least two uncolored vertices. (See Fig. 3.) Therefore, N (C) ≥ 2m ≥ 2(n + 1) = 2n + 2. 
Lemmas 3.6–3.8 imply
Corollary 2. If a coloring C with B ≤ mn− ( n2 + 1)2 − 2 contains less than 2n+ S uncolored vertices, then each of
its non-empty rows and columns contains at least two uncolored vertices.
Lemma 3.9. If a coloring C with B ≤ mn − ( n2 + 1)2 − 2 contains no three adjacent empty columns (or rows), then
N (C) ≥ 2n + S.
Proof. By Lemmas 3.6–3.8, we may assume that C contains no full or almost full column or row.
Since C contains no three adjacent empty columns, each empty column is adjacent to a non-empty column, and
therefore contains at least three uncolored vertices. According to Corollary 2, each non-empty column contains at
least two uncolored vertices. Denoting by x the number of empty columns in C , we get that N (C) ≥ 3x + 2(m − x).
If m > n or x ≥ 2, then this implies N (C) ≥ 2n + 2.
Assume therefore that m = n and x ≤ 1. Consider first the case where x = 1. As we have seen earlier, the empty
column contains at least three uncolored vertices. If one of the columns which are adjacent to the empty one contains
more than one black vertex, then the empty column contains at least four uncolored vertices and we are done. If there
exists a non-empty column j such that b j < b j−1 or b j < b j+1, then by Lemma 3.3, column j contains at least
three uncolored vertices and we are done. If no such column exists, then for every non-empty column j we have
b j = 1 and therefore B = n − 1 ≡ −1 (mod n) and we are done. Now let x = 0. If all columns contain the same
number of black vertices, then B ≡ 0 (mod n) and we are done. Otherwise, if there exist two columns containing
each less black vertices than one of the adjacent columns, then we have at least two additional black vertices and
therefore N (C) ≥ 2n + 2 and we are done. Assume therefore that there is only one column j such that b j < b j ′
where j = ( j ′ ± 1)mod n. If b j = b j ′ − 1, then B ≡ −1 (mod n) and we are done. In the remaining case, column j
contains at least four uncolored vertices, and hence N (C) ≥ 2n + 2.
The same proof applies when columns are replaced by rows. 
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Fig. 4. The effect of putting the empty columns together.
Lemma 3.10. Suppose that a coloring C contains three empty columns (rows, resp.), of which two are adjacent,
say columns j, m − 1, m (rows i, n − 1, n, resp.). The coloring C ′, obtained from C by moving columns
j + 1, j + 2, . . . ,m − 2 (rows i + 1, i + 2, . . . , n − 2, resp.) one place to the left (up, resp.) and column j
immediately to their right (row i immediately under them, resp.), satisfies N (C ′) ≤ N (C). (See Fig. 4.)
Proof. We shall prove the lemma for columns. The same proof applies to rows.
Denote by Nk(C) and Nk(C ′) the number of uncolored vertices in column k of C and column k of C ′, respectively.
Let us count the uncolored vertices of C ′. Clearly, if 1 ≤ k ≤ m, and k 6= j − 1, j, j + 1, m − 1, then,
Nk(C ′) = Nk(C).
It is easy to show that Nm−1(C ′) = 0 and N j (C ′) = Nm−1(C). All uncolored vertices in columns j − 1 and j + 1
of C remain uncolored in C ′. Furthermore, some of the white vertices in those two columns may become uncolored
in C ′. If (i, j − 1) or (i, j + 1) is one of those new uncolored vertices, then (i, j) was uncolored in C . Likewise, only
one of the two vertices (i, j − 1) and (i, j + 1) might be a new uncolored vertex. Thus, the number of all the new
uncolored vertices in both columns j − 1 and j + 1 together, is at most N j (C). Therefore,
N j−1(C ′)+ N j+1(C ′) ≤ N j−1(C)+ N j (C)+ N j+1(C),
and hence
N j−1(C ′)+ N j (C ′)+ N j+1(C ′)+ Nm−1(C ′) ≤ N j−1(C)+ N j (C)+ N j+1(C)+ Nm−1(C),
which implies the required inequality. 
Lemma 3.11. Suppose that a coloring C contains (among others) two black vertices (i1, j1) and (i2, j2). Then:
(1) If (i1, j1) and (i2, j2) are diagonally adjacent, i.e., (i2, j2) = (i1±1 (mod n), j1±1 (modm)), then, by coloring in
black one of their two common neighbors (if it is not already black), we obtain a coloring C ′ with N (C ′) ≤ N (C).
(2) If (i1, j1) and (i2, j2) are placed at the same column or row at a distance of 2, i.e., (i2, j2) = (i1± 2 (mod n), j1)
or (i2, j2) = (i1, j1 ± 2 (mod m)), then, by coloring in black the vertex between them (if it is not already black),
we obtain a coloring C ′ with N (C ′) ≤ N (C)− 1.
(3) If (i1, j1) and (i2, j2)may be reached from each other by a chess knight move, i.e., (i2, j2) = (i1±2 (mod n), j1±
1 (mod m)) or (i2, j2) = (i1 ± 1 (mod n), j1 ± 2 (mod m)), then, by coloring in black one of their two common
neighbors (if it is not already black), we obtain a coloring C ′ with N (C ′) ≤ N (C).
The proof of all parts is straightforward (Fig. 5). For example, take the third case with (i1, j1) and (i2, j2) =
(i1+1 (mod n), j1+2 (modm)) colored in black. By coloring in black one of its two common neighbors, for example
(i1+ 1 (mod n), j1+ 1 (mod m)), the only vertex which may change from white to uncolored is (i1+ 2 (mod n), j1).
However, by coloring (i1 + 1 (mod n), j1 + 1 (mod m)) we subtract one uncolored vertex. Thus, N (C ′) = N (C)− 1
or N (C ′) = N (C).
Lemma 3.12. If a coloring C contains exactly c non-empty columns, which are all adjacent, and exactly r non-empty
rows, which are also adjacent, where 1 ≤ c ≤ m − 2 and 1 ≤ r ≤ n − 2, then N (C) ≥ 2c + 2r + 4.
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Fig. 5. The effect of changes in parts 1–3 of Lemma 3.11.
Fig. 6. A union of rectangles.
Proof. The idea is to construct a coloringC ′ for which we can show that both N (C) ≥ N (C ′) and N (C ′) ≥ 2c+2r+4.
To build C ′, we use Lemma 3.11. For every pair of black vertices in one of the three positions described in the
lemma, we color in black the vertices indicated there. Continue the process until the coloring has no pair of points in
one of the three positions of Lemma 3.11. Let C ′ be the coloring generated by this process. Note that C ′ still has c
non-empty columns and r non-empty rows. According to Lemma 3.11 we have N (C ′) ≤ N (C). The black vertices in
C ′ consist of a union of rectangles (see Fig. 6).
These rectangles have no common neighbors, except perhaps for vertices neighboring simultaneously the corners
of two rectangles (such as the vertex marked by X in Fig. 6). Suppose that C ′ contains K rectangles, of sizes
c1 × r1, c2 × r2, . . . , ck × rk . When counting the uncolored vertices in C ′, we may count all 2ci + 2ri neighbors of
each ci × ri rectangle along the edges (marked by + in Fig. 6), and the 4 corners neighbors of at least one rectangle
(as the vertices marked by − in Fig. 6). Clearly, for 1 ≤ i ≤ K
K∑
i=1
ci ≥ c,
K∑
i=1
ri ≥ r
and therefore
N (C ′) ≥ 2c1 + 2r1 + 2c2 + 2r2 + · · · + 2cK + 2rK + 4
= 2
K∑
i=1
ci + 2
K∑
i=1
ri + 4 ≥ 2c + 2r + 4. 
3.2. Conclusion of the proof for small B
In this subsection we complete the proof of the first part of Theorem 2.1. Denote by C0 the square configuration
of the theorem. Suppose that there exists a strictly better coloring C , i.e.with the same number of black vertices and
N (C) < N (C0).
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By the construction of C0, we have N (C0) = 2d2
√
Be + 4 ≤ 2(n − 2) + 4 = 2n. Therefore, according to
Lemmas 3.6–3.8, C does not contain any full or almost full column or row.
According to Lemma 3.9, C contains at least three adjacent empty columns and at least three adjacent empty rows,
say, columns m−2, m−1, m and rows n−2, n−1 and n. Applying Lemma 3.10 consecutively to combine all empty
columns (and rows) into one block, C may be assumed to be contained in a c×r rectangle, where c ≤ m−3, r ≤ n−3,
and each of the c columns and r rows contains at least one black vertex. By Lemma 3.12 we have N (C) ≥ 2c+2r+4.
Since cr ≥ B, we get
N (C) ≥ 2c + 2r + 4 = 4 · c + r
2
+ 4 ≥ 2 ⌈2√cr ⌉+ 4 ≥ 2⌈2√B ⌉+ 4 = N (C0),
which contradicts our assumption. 
3.3. Conclusion of the proof for intermediate B
Here we complete the proof of the second part of Theorem 2.1. Denote by C0 the rectangle configuration of the
theorem. Suppose that there exists a strictly better coloring C .
By the construction of C0, we have N (C0) = 2n + S. Therefore, as in the case of small B, the coloring C may be
assumed to be contained in a c × r rectangle, where c ≤ m − 3, r ≤ n − 3, and each of the c columns and r rows
contains at least one black vertex. Furthermore, N (C) ≥ 2c + 2r + 4. Now,
c + r
2
≥ √cr ≥ √B > n
2
− 1.
Therefore,
c + r
2
≥ n − 1
2
,
and hence
2c + 2r + 4 = 4 · c + r
2
+ 4 ≥ 2n + 2.
We get that
N (C) ≥ 2c + 2r + 4 ≥ 2n + 2 ≥ N (C0),
in contradiction to our assumption. 
3.4. Conclusion of the proof for large B
Denote by C0 the co-square configuration of the theorem. Suppose that there exists a strictly better coloring C . By
the construction of C0, we have N (C0) = 2d
√
4B − 2 e − 4− R.
Denote W = B − N (B). According to Proposition 1 we have N (W ) ≤ N (B).
The theorem is trivial for B = mn. Assume therefore that B ≤ mn − 1. Clearly, N (B) ≥ 1, and therefore
0 ≤ W ≤ B − 1 ≤
(n
2
+ 1
)2
. (7)
Assume first that W > ( n2 − 1)2. By part (2) of the theorem, N (W ) ≥ 2n. From (7) we obtain,
2
⌈
2
√
B
⌉
− 4 ≤ 2(n + 2)− 4 = 2n.
Now,
N (W ) ≥ 2n ≥ 2
⌈
2
√
B
⌉
− 4
≥ 2
⌈√
4B − 2
⌉
− 4− R = N (C0) > N (B),
which yields a contradiction.
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We may assume therefore that W ≤ ( n2 − 1)2. It will be convenient to distinguish between four cases.
Case 1: mn − a2 ≤ B < mn − (a − 1)a − 1, where 2 ≤ a ≤ n2 + 1.
In this case W = B − N (B) < a2. By the construction of C0, we have N (C0) = 4a − 4. As C0 is assumed to be
non-optimal, this implies N (B) ≤ 4a − 5. We get that
W ≥ (a − 1)a + 2− (4a − 5) = a2 − 5a + 7 > (a − 3)(a − 2).
As 2 ≤ a ≤ n2 + 1, in the range [a2 − 5a + 7, a2] the function N is non-decreasing. By the first case in the theorem
(more precisely, by the second case in (2)), applied to W instead of B,
N (W ) ≥ N (a2 − 5a + 7) ≥ 4(a − 2)+ 4 > N (B),
which contradicts our assumption.
Case 2: B = mn − (a − 1)a − 1, where 2 ≤ a ≤ n2 + 1.
In this case W < (a − 1)a + 1. This time N (C0) = 4a − 5, and hence N (B) ≤ 4a − 6. Therefore
W ≥ (a − 1)a + 1− (4a − 6) = a2 − 5a + 7.
Similarly to the preceding case,
N (W ) ≥ 4(a − 2)+ 4 > N (B),
in contradiction to our assumption.
Case 3: mn − (a − 1)a ≤ B < mn − (a − 1)2 − 1, where 3 ≤ a ≤ n2 + 1.
In this case W < (a − 1)a. Now, N (C0) = 4a − 6, and thus, N (B) ≤ 4a − 7. Consequently,
W ≥ (a − 1)2 + 2− (4a − 7) = a2 − 6a + 10 > (a − 3)2.
Again, the function N is non-decreasing in the relevant range, so the first case of (2) yields
N (W ) ≥ N (a2 − 6a + 10) ≥ 4(a − 2)+ 2 > N (B),
leading to a contradiction.
Case 4: B = mn − (a − 1)2 − 1, where 3 ≤ a ≤ n2 + 1.
Here W ≤ (a − 1)2 + 1. We have N (C0) = 4a − 7, and therefore N (B) ≤ 4a − 8. Hence
W ≥ (a − 1)2 + 1− (4a − 8) = a2 − 6a + 10,
and as in Case 3,
N (W ) ≥ 4(a − 2)+ 2 > N (B),
which is a contradiction. 
4. Proof of Theorem 2.3
The proof of Theorem 2.3 is very similar to that of Theorem 2.1. Most lemmas from Section 3.1 need few
modifications, which we will not mention. The proof of Lemma 3.6 requires many modifications, and thus we shall
provide it anew. For the same reason, we provide here also the analog of the conclusion of the proof in the various
cases (Sections 3.2–3.4).
4.1. Proof of Lemma 3.6 in the non-toroidal case
We split the proof into several cases.
Case 1: Each row of C contains at most m − 1 black vertices.
Each row contains at least one uncolored vertex, and altogether we have N (C) ≥ n. This settles the case
B ≡ 0 (mod n). In particular, we may assume that not all bi ’s are equal. Take row r with br < br−1 or br < br+1.
According to Lemma 3.3 applied to the non-toroidal case, this row contains at least two uncolored vertices, and
together we have N (C) ≥ n + 1.
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Case 2: There exists at least one full row.
Denote the number of full rows by f . According to the discussion preceding Lemma 3.3 and since there is a full
column, there are no almost full rows. Recall that all full rows are adjacent to each other.
If f ≥ n − 1, then no vertex may be white. Hence we have B ≥ ( n+12 )2 + 1 ≥ n + 1 uncolored vertices, and we
are done. Assume therefore that f ≤ n − 2.
Subcase 2.1: The f full rows are placed at one end of the board.
Assume, say, that the full rows are n − f + 1, n − f + 2, . . . , n. According to Lemmas 3.3 and 3.4, applied to the
non-toroidal case, the number of uncolored vertices is at least∑
1≤k≤n− f
bk+1>bk
(bk+1 − bk + 1)+
∑
1≤k≤n− f
bk+1≤bk
1 ≥ m − min
1≤i≤n− f bi + n − f
≥ m − (m − f − 2)+ n − f
= n + 2.
Subcase 2.2: The f full rows are not placed at one end of the board.
Assume that the full rows are p, p+ 1, . . . , p+ f − 1, where 1 < p ≤ p+ f − 1 < n. According to Lemmas 3.3
and 3.4, applied to the non-toroidal case, the number of uncolored vertices is at least∑
1≤k<p
bk+1>bk
(bk+1 − bk + 1)+
∑
1≤k<p
bk+1≤bk
1+
∑
p+ f−1≤k<n
bk>bk+1
(bk − bk+1 + 1)+
∑
p+ f−1≤k<n
bk≤bk+1
1
=
∑
1≤k<p
bk+1>bk
(bk+1 − bk)+
∑
p+ f−1≤k<n
bk>bk+1
(bk − bk+1)+ n − f
≥ m − min
1≤i<p bi + m − minp+ f−1<i≤n bi + n − f.
By Lemma 3.4, applied to the non-toroidal case, at least one of the minimums is at most m − f − 2, and because we
have no almost full rows, the other minimum is at most m − 2. Therefore, the number of uncolored vertices is at least
m − (m − f − 2)+ m − (m − 2)+ n − f = n + 4. 
4.2. Conclusion of the proof for small B
Denote by C0 the square configuration of the first part of Theorem 2.3. Suppose that there exists a strictly better
coloring C .
By the construction of C0, we have N (C0) = d2
√
Be+1 ≤ n. Therefore, according to the analogs of Lemmas 3.6–
3.8, C does not contain any full or almost full column or row.
According to the analog of Lemma 3.9, C contains at least two adjacent empty columns and at least two adjacent
empty rows. (Note that these columns/rows are not necessarily placed at one end of the board.) Apply the analog of
Lemma 3.10 consecutively to combine all empty columns (and rows) into one block. C contains c ≤ m−2 non-empty
columns and r ≤ n − 2 non-empty rows. By the analog of Lemma 3.12, we have that N (C) ≥ c + r + 1.
Since cr ≥ B, we get that
N (C) ≥ c + r + 1 = 2 · c + r
2
+ 1 ≥ d2√cr e + 1 ≥ d2√B e + 1 = N (C0),
which contradicts our assumption. 
4.3. Conclusion of the proof for intermediate B
Denote by C0 the rectangle configuration of the second part of Theorem 2.3. Suppose that there exists a strictly
better coloring C .
By the construction of C0, we have N (C0) = n+ S′. As in the case of small B, the coloring C contains c ≤ m − 2
non-empty columns and r ≤ n− 2 non-empty rows, where all the empty columns/rows are adjacent to each other. By
the analog of Lemma 3.12, we have N (C) ≥ c + r + 1.
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Now,
cr ≥ B >
(
n − 1
2
)2
,
and therefore
c + r
2
≥ √cr > n − 1
2
.
We get that
N (C) ≥ c + r + 1 ≥ n + 1 ≥ N (C0),
in contradiction to our assumption. 
4.4. Conclusion of the proof for large B
Denote by C0 the co-square configuration of part three of Theorem 2.3. Suppose that there exists a strictly better
coloring C . By the construction of C0, we have N (C0) = d
√
4B − 2 e − 1.
Denote W = B − N (B). According to Proposition 1 we have N (W ) ≤ N (B).
The theorem is trivial for B = mn. Assume therefore B ≤ mn − 1. Clearly, N (B) ≥ 1, and therefore
0 ≤ W ≤ B − 1 <
(
n + 1
2
)2
− 1. (8)
Assume first that W > ( n−12 )
2. By part (2) of the theorem, N (W ) ≥ n. From (8) we obtain,⌈√
4B − 2
⌉
− 1 ≤ n.
Hence,
N (W ) ≥ n ≥
⌈√
4B − 2
⌉
− 1 = N (C0) > N (B),
which yields a contradiction.
We may assume therefore that W ≤ ( n−12 )2. It will be convenient to distinguish between two cases.
Case 1: mn − a2 ≤ B < mn − (a − 1)a, where 2 ≤ a ≤ n2 + 1.
In this case, W = B − N (B) < a2. By the construction of C0, we have N (C0) = 2a − 1. As C0 is assumed to be
non-optimal, this implies N (B) ≤ 2a − 2. Consequently,
W ≥ (a − 1)a + 1− (2a − 2) = a2 − 3a + 3 > (a − 2)(a − 1).
As 2 ≤ a ≤ n2 + 1, in the range [a2 − 3a + 3, a2] the function N is non-decreasing. By the first case in the theorem
(more precisely, by the second case in (4)), applied to W instead of B,
N (W ) ≥ N (a2 − 3a + 3) ≥ 2(a − 1)+ 1 > N (B),
which contradicts our assumption.
Case 2: mn − (a − 1)a ≤ B < mn − (a − 1)2, where 3 ≤ a ≤ n2 + 1.
In this case W < (a − 1)a. Now N (C0) = 2a − 2, and thus N (B) ≤ 2a − 3. Consequently,
W ≥ (a − 1)2 + 1− (2a − 3) = a2 − 4a + 5.
Again, the function N is non-decreasing in the relevant range, so the first case of (4) yields
N (W ) ≥ N (a2 − 4a + 5) ≥ 2(a − 1) > N (B),
leading to a contradiction.
This completes the proof of Theorem 2.3. 
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5. Maximal balanced anticolorings
Consider the following
Problem 5.1. Given a graph G, find a BWC of G with min{B,W } as large as possible.
In this section we briefly consider this problem for the graphs arising from (non-toroidal) chessboards with m = n,
where vertices are adjacent if a certain chess piece can move from one to the other. (Pawns are excluded, as their
allowed move do not yield a graph.)
• Kings: For odd n, we place n2−n2 black kings at columns 1, . . . , n−12 and may place then n
2−n
2 white kings at
columns n+32 , . . . , n. For even n, we place
n2
2 − n black kings at columns 1, . . . , n2 − 1 and n2 − 1 additional black
kings at the topmost vertices of column n2 . We may then place
n2
2 − n white kings at columns n2 + 2, . . . , n and n2
additional white kings at the lowest vertices of column n2 + 1. This solution gives B = W = n
2−n
2 for odd n and
B = n2−n2 − 1, W = n
2−n
2 for even n. By Theorem 2.3, these values of W give optimal BWC’s for the specified
values of B. Obviously, the value of W in an optimal BWC is non-increasing as a function of B. For odd n, assume
that there is an optimal solution for Problem 5.1 with min{B,W } > n2−n2 . In such a solution we have B > n
2−n
2 .
By the previous observation, when increasing B, the value of W cannot increase, and therefore W ≤ n2−n2 , in
contradiction to the assumption about min{B,W }. Similarly, the proposed solution is optimal also for even n.
• Rooks: For even n, we place n24 black rooks at all vertices (i, j), 1 ≤ i, j ≤ n2 , and n
2
4 white rooks at all vertices
(i, j), n2 < i, j ≤ n. For odd n, we have a similar solution in which n
2−1
4 black rooks are placed on an
n+1
2 × n−12
rectangle, and n
2−1
4 white rooks are placed on another
n−1
2 × n+12 rectangle. By [10], the above colorings provide
optimal BWC’s for B = n24 or B = n
2−1
4 . Similarly to the reasoning for kings, we show that these solutions are
optimal for Problem 5.1.
• Bishops: By placing the black bishops at the black vertices of the board and the white bishops at the white vertices
of the chessboard, we obtain a BWC with
min{B,W } =

n2
2
, n is even,
n2 − 1
2
, n is odd.
Obviously, this solution is optimal.
• Knights: For even n, we place n22 − n black knights at columns 1, . . . , n2 − 1 and n
2
2 − n white knight at columns
n
2 + 2, . . . , n. For odd n, we place n
2−3n
2 black knights at columns 1, . . . ,
n−3
2 and
n−1
2 additional black knights
at the topmost vertices of column n−12 . We may then place
n2−3n
2 white knights at columns
n+5
2 , . . . , n and
n−1
2
additional white knights at the lowest vertices of column n+32 . This solution gives B = W = n
2
2 − n for even n and
B = W = n2−2n−12 for odd n.
We conjecture that this provides an optimal solution of Problem 5.1 for this graph. It seems that, to prove it, one
needs to develop an analog of the proof of Theorem 2.3 in the case of intermediate B for our situation.
• Queens: Since the set of possible moves of a queen contains that of a rook, the analysis for rooks yields
min{B,W } ≤ n24 . For odd n and for two integers a, b ≥ 0 with a + b ≤ n2 , consider the coloring in which
the black queens are placed at all vertices of the set {(i, j)|a + b + 1 ≤ i ≤ n+12 , 1 ≤ j ≤ i − a} ∪ {(i, j)| n+32 ≤
i ≤ n − a − b, 1 ≤ j ≤ n − i − a + 1} and the white queens are placed at all vertices of the set
{(i, j)|1 ≤ i ≤ a + b, n − i − a + 2 ≤ j ≤ n} ∪ {(i, j)|n − a − b + 1 ≤ i ≤ n, i − a + 1 ≤ j ≤ n} (see
Fig. 7). We now search for the approximate optimal values of a, b for large boards. Denote α = an , β = bn . Notice
that α ∈ [0, 12 ] and β ∈ [0, 12 − α]. A simple calculation gives Bn2 ≈ (1−2α)
2
4 − β2 and Wn2 ≈ (3α + β)(α + β).
Similarly to the case of kings, for the solution to be optimal we must have (1−2α)
2
4 − β2 ≈ (3α + β)(α + β).
This gives β ≈ −α +
√
2−8α
4 , and min{ Bn2 , Wn2 } ≈ α2
√
2− 8α − α2 + 18 . For these expressions to be well defined
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Fig. 7. A feasible solution of Problem 5.1 for queens.
and non-negative, we must have 0 ≤ α ≤
√
3−1
4 . A routine calculation shows that the maximum is attained for
α = 5−
√
7
36 ≈ 0.0654. Therefore, β ≈ 0.2384, and min{B,W } ≥ 0.132n2. We believe that the exact asymptotics is
much closer to this lower bound of 0.132n2 than to the above upper bound of n
2
4 .
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