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1. Introduction
Given matrices A, B ∈ Rm×n and matrix constrained space S ⊂ Rn×n, we consider the following constrained matrix
equation
AX = B, X ∈ S (1.1)
and its corresponding least squares problem (the S-constrained balanced Procrustes problem)
min
X∈S ‖AX − B‖F (1.2)
when (1.1) is not consistent,whereS possesses special structures such as symmetric orthogonality, symmetric idempotence,
and their corresponding P-commuting constraints with a given symmetric matrix P .
Eq. (1.1) with different constraints, together with its corresponding least squares problem (1.2), has evoked interest in
the past decades [1–6]. More and more people have been attracted to this research field [7–11]. For Eq. (1.1) with spe-
cial constraints such as symmetric orthogonality, skew-symmetric orthogonality, reflexivity and so on, many scholars have
obtained some well-known conclusions by the special structure of the constrained space S and matrix decompositions
including singular value decompositions (SVDs) and CS decompositions [12–14]. With the inherent properties of the con-
straint, some authors transformed the reflexive constrained equation to two independent unconstrained ones, with which
they obtained the existence condition and the detailed structure of constrained solutions [14]. For the symmetric or-
thogonal constrained equation, the necessary and sufficient conditions for the existence of a solution is presented by
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BBT = AAT , BAT = ABT , and the general solution is constructed in terms of four times singular value decompositions
(SVDs) and one eigenvalue decomposition of related matrices [13]. Similar strategy has also been used for Eq. (1.1) with a
skew-symmetric orthogonal constraint by several real Schur decompositions in [12].
Actually, Eq. (1.1) is the special case of the balanced Procrustes problem (1.2). If Eq. (1.1) is consistent, then its solutions
must be included in those of (1.2) with zero residual. Therefore, we only consider the S-constrained balanced Procrustes
problem (1.2). Since
‖AX − B‖2F = trace(ATAXXT − 2ATBXT )+ ‖B‖2F ,
then {
X : X = argmin
X∈S ‖AX − B‖F
}
=
{
X : X = argmin
X∈S trace(A
TAXXT − 2ATBXT )
}
. (1.3)
Note that, Golub & Van Loan have presented a simple method for the orthogonal balanced Procrustes problem: with the
particularity of the constraint, the equivalent form (1.3) of the problem (1.2) can be transformed to minimize a trace
composed by a linear mapping of unknown matrix X , and the solutions can be obtained by one time SVD explicitly [15].
Motivated by this novel idea, we focus on the problem (1.2). Our ideas base on the following facts: (1) for the special
constraints such as symmetric orthogonality and symmetric idempotence, the quadratic function in (1.3) can be simplified
as a linear one; (2) the solutions to the linear equivalent form are obtained by one time eigenvalue decomposition of the
matrix product generated by A and B. That method can also be generalized to the corresponding P-commuting symmetric
orthogonal or symmetric idempotent constrained least squares problems with a given symmetric matrix P . Compared
with the method in [13] for Eq. (1.1) with a symmetric orthogonal constraint, our algorithm only involves one eigenvalue
decomposition and the representation formula of the constrained solution implies its symmetry and orthogonality will be
not sensitive, so it is more efficient (One can turn to Example 4.1 for details). We point out that this approach is not suitable
for the problem (1.2) with skew-symmetric orthogonal constraint since its solution should be constructed by real Schur
decomposition, however, it can beused to solve the least squares problemof the extendedmatrix equationsAX = B, XC = D
with the same special constraints.
The rest of paper is organized as follows. We consider the problem (1.2) with a symmetric orthogonal constraint in
Section 2, where we also solve the corresponding P-commuting symmetric orthogonal constrained problem and generalize
the conclusion to the extended equations AX = B, XC = D with symmetric orthogonal or P-commuting symmetric
orthogonal constraints. The symmetric idempotent or P-commuting symmetric idempotent least squares solutions to the
balanced Procrustes problem or equations AX = B, XC = D are discussed in Section 3. Numerical examples are given in
Section 4 to display the efficiency of the algorithms.
Notation. In this paper, Rm×n denotes the space of real m × n matrix. For any matrix X = (xij) ∈ Rm×n, trace(X) is its
trace, ‖ · ‖F is the Frobenius norm of matrix. If X is a square matrix with order n, then sym(X) stands for the symmetric part
sym(X) = 12 (X +XT ), DX = diag(x11, . . . , xnn) is the diagonal matrix composed by the diagonal elements of X . For matrices
X1, X2, . . . , Xn, diag(X1, X2, . . . , Xn) is the block diagonal matrix with blocks X1, X2, . . . , Xn. We also denote by ORn, In the
orthogonal matrix space and identity matrix with order n, respectively. And Om×n is m × n zero matrix, On is n × n zero
matrix, sign(.) refers to the sign function. And besides, XS is denoted by the S-constrained solutions set of the problem
(1.2), that is,
XS =
{
X : X = argmin
X∈S ‖AX − B‖F
}
.
2. Solutions to the balanced Procrustes problem with a symmetric orthogonal constraint
Let constrained space be symmetric orthogonal, that is,
S = {X : XT = X, X ∈ ORn},
then
XS =
{
X : X = argmax
X∈S
trace(ATBX)
}
.
Denote byW = ATB, together with the fact that a trace of the product of two matrices is commuting,
trace(XW ) = trace(XW T ) = 2trace(Xsym(W )).
So
XS =
{
X : X = argmax
X∈S
trace(Xsym(W ))
}
.
Let an eigenvalue decomposition of the matrix sym(W ) be
sym(W ) = Q
(
Λ
On−r
)
Q T , (2.1)
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where
Q ∈ ORn, Λ = diag(λ1, . . . , λr), r = rank(W ), λi 6= 0, i = 1, . . . , r.
Set X˜ = Q TXQ ,
XS =
{
X : X = Q X˜Q T , X˜ = argmax
X˜∈S
trace
(
X˜
(
Λ
On−r
))}
.
Partition
X˜ =
(
X11 X12
X21 X22
)
, X11 ∈ Rr×r , X22 ∈ R(n−r)×(n−r),
so
max
X˜
trace
(
X˜
(
Λ
On−r
))
= max
X11
trace(X11Λ). (2.2)
Since X˜ = (x˜ij) is also orthogonal, then
−1 ≤ x˜ij ≤ 1, i, j = 1, . . . , n.
Hence
DX11 = sign(Λ). (2.3)
Above equality implies
X11 = sign(Λ), X12 = Or×(n−r), X21 = O(n−r)×r ,
and X22 is an arbitrary symmetric orthogonal matrix. Thus, we have the following theorem.
Theorem 2.1. Denote by W = ATB, suppose an eigenvalue decomposition of sym(W ) is
sym(W ) = Q
(
Λ
On−r
)
Q T ,
where
Q ∈ ORn, Λ = diag(λ1, . . . , λr), r = rank(W ), λi 6= 0, i = 1, . . . , r.
Then the general solution of the problem (1.2) with a symmetric orthogonal constraint is
X = Q
(
sign(Λ)
G
)
Q T , (2.4)
where G ∈ R(n−r)×(n−r) is arbitrary symmetric orthogonal.
Given A, B ∈ Rm×n, C, D ∈ Rn×p, if we set
A˜ =
(
A
CT
)
, B˜ =
(
B
DT
)
,
and replace A, B in Theorem 2.1 by A˜ and B˜, then the least squares solutions to the equations AX = B, XC = D with the
symmetric orthogonal constraint can be constructed simply. So we have the following corollary.
Corollary 2.2. Denote by W = ATB+ CDT , suppose an eigenvalue decomposition of sym(W ) is
sym(W ) = Q
(
Λ
On−r
)
Q T ,
where
Q ∈ ORn, Λ = diag(λ1, . . . , λr), r = rank(W ), λi 6= 0, i = 1, . . . , r.
Then the least squares solution to AX = B, XC = D with a symmetric orthogonal constraint is
X = Q
(
sign(Λ)
G
)
Q T , (2.5)
where G ∈ R(n−r)×(n−r) is arbitrary symmetric orthogonal.
For a symmetric matrix P , let an eigenvalue decomposition of P be
P = V diag(λ¯1Ik1 , . . . , λ¯pIkp)V T , (2.6)
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where V ∈ ORn, ki is the multiples of eigenvalues λ¯i satisfying∑pi=1 ki = n. Denote P-commuting symmetric orthogonal
constrained space by SP , that is SP = {X : XT = X, PX = XP, X ∈ ORn}. So
SP = {X : X = V diag(X1, . . . , Xp)V T , XTi = Xi, Xi ∈ ORki×ki , i = 1, . . . , p}. (2.7)
Denote byW = ATB and W˜ = V TWV , we partition W˜ conforming to (2.7) by (Wij)withWij ∈ Rki×kj , then
XSP = {X : X = V diag(X1, . . . , Xp)V T }
with
(X1, . . . , Xp) = arg max
Xi=XTi , Xi∈ORki i=1,...,p
p∑
i=1
trace(XiWii).
Together with {Xi}pi=1 are symmetric and independent, then
Xi = arg max
Xi=XTi , Xi∈ORki
trace(Xisym(Wii)), i = 1, . . . , p.
In terms of Theorem 2.1, the following corollary holds.
Corollary 2.3. Denote by W˜ = V TWV with W = ATB, and partition the matrix W˜ = (Wij) conforming to (2.7), where
Wij ∈ Rki×kj . Let an eigenvalue decomposition of the matrix sym(Wii) be
sym(Wii) = Qi
(
Λi
Oki−ri
)
Q Ti , (2.8)
where
Qi ∈ ORki , Λi = diag(λ(i)1 , . . . , λ(i)ri ), ri = rank(sym(Wii)), i = 1, . . . , p,
the general solution to the problem (1.2) with a P-commuting symmetric orthogonal constraint is
X = V diag(X1, . . . , Xp)V T
with
Xi = Qi
(
sign(Λi)
Gki−ri
)
Q Ti , i = 1, 2, . . . , p,
where Gki−ri ∈ ORki−ri is symmetric.
For the P-commuting symmetric orthogonal least squares solutions to AX = B, XC = D, we also have the following
corollary.
Corollary 2.4. Denote by W˜ = V TWV with W = ATB + CDT , and partition the matrix W˜ = (Wij) conforming to (2.7), where
Wij ∈ Rki×kj . Let an eigenvalue decomposition of the matrix sym(Wii) be
sym(Wii) = Qi
(
Λi
Oki−ri
)
Q Ti , (2.9)
where
Qi ∈ ORki , Λi = diag(λ(i)1 , . . . , λ(i)ri ), ri = rank(sym(Wii)), i = 1, . . . , p,
the least squares solution to AX = B, XC = D with a P-commuting symmetric orthogonal constraint is
X = V diag(X1, . . . , Xp)V T
with
Xi = Qi
(
sign(Λi)
Gki−ri
)
Q Ti , i = 1, 2, . . . , p,
where Gki−ri ∈ ORki−ri is symmetric.
3. Solutions to the balanced Procrustes problem with a symmetric idempotent constraint
In this case, S = {X : X2 = X, XT = X, X ∈ Rn×n}, then
XS =
{
X : X = argmin
X∈S trace(Xsym(W ))
}
(3.1)
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withW = ATA− 2ATB. Let an eigenvalue decomposition of the symmetric matrix sym(W ) be
sym(W ) = Q diag(λ1Il1 , . . . , λt Ilt )Q T , (3.2)
where
Q ∈ ORn, λ1 < · · · , λs−1 < λs(=0) < λs+1 < · · · < λt ,
t∑
j=1
lj = n.
Denote by X˜ = Q TXQ ,
XS =
{
X : X = Q X˜Q T , X˜ = argmin
X˜∈S
trace(X˜ diag(λ1Il1 , . . . , λt Ilt ))
}
. (3.3)
Set nj =∑ji=1 li, and partition X˜ as
X˜ =
X11 X12 X13XT12 X22 X23
XT13 X
T
23 X33

with X11 ∈ Rns−1×ns−1 , X33 ∈ R(n−ns)×(n−ns), and X22 ∈ Rls×ls , then
trace(X˜ diag(λ1Il1 , . . . , λt Ilt )) = trace(diag(λ1Il1 , . . . , λs−1Ils−1)X11)+ trace(diag(λs+1Ils+1 , . . . , λt Ilt )X33). (3.4)
Note that X˜ = (x˜ij) is also symmetric idempotent,
0 ≤ x˜ii ≤ 1, i = 1, . . . , n.
With (3.4),
DX11 = Ins−1 , DX33 = On−ns , (3.5)
and X22 is an arbitrary symmetric matrix. The first equality of (3.5) leads to
X11 = Ins−1 , X12 = Ons−1×ls , X13 = Ons−1×(n−ns),
and the last one implies
X23 = Ols×(n−ns), X33 = On−ns .
Therefore, the following theorem holds.
Theorem 3.1. Denote by W = ATA− 2ATB, let an eigenvalue decomposition of sym(W ) be
sym(W ) = Q diag(λ1Il1 , . . . , λt Ilt )Q T ,
where
Q ∈ ORn, λ1 < · · · , λs−1 < λs(=0) < λs+1 < · · · < λt ,
t∑
j=1
lj = n.
Then the general solution of the problem (1.2) with a symmetric idempotent constraint is
X = Q
(Ins−1
Gls
On−ns
)
Q T , (3.6)
where nj =∑ji=1 li, Gls ∈ Rls×ls is arbitrary symmetric idempotent.
Similarly, for the P-commuting symmetric idempotent Procrustes problem, and the symmetric idempotent or
P-commuting symmetric idempotent least squares solutions to AX = B, XC = D, we have the following corollaries.
Corollary 3.2. Denote by W = ATA+ CCT − 2(ATB+ CDT ), let an eigenvalue decomposition of sym(W ) be
sym(W ) = Q diag(λ1Il1 , . . . , λt Ilt )Q T ,
where
Q ∈ ORn, λ1 < · · · , λs−1 < λs(=0) < λs+1 < · · · < λt ,
t∑
j=1
lj = n,
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the least squares solution to AX = B, XC = D with a symmetric idempotent constraint is
X = Q
(Ins−1
Gls
On−ns
)
Q T , (3.7)
where nj =∑ji=1 li, and Gls ∈ Rls×ls is arbitrary symmetric idempotent.
Corollary 3.3. Denote by W˜ = V TWV with W = ATA− 2ATB, and partition the matrix W˜ = (Wij) conforming to (2.7), where
Wij ∈ Rki×kj . Let an eigenvalue decomposition of the matrix sym(Wii) be
sym(Wii) = Qi diag(λ(i)1 Il(i)1 , . . . , λ
(i)
ti Il(i)ti
)Q Ti , (3.8)
where Qi ∈ ORki , λ(i)1 < · · · , λ(i)si−1 < λ(i)si (=0) < λ(i)si+1 · · · < λ(i)ti , ki =
∑ti
j=1 l
(i)
j , i = 1, . . . , p, the least squares solution to the
problem (1.2) with a P-commuting symmetric idempotent constraint is
X = V diag(X1, . . . , Xp)V T
with
Xi = Qi

In(i)si−1
Gl(i)si
Oki−n(i)si
Q Ti , i = 1, . . . , p,
where Gl(i)si
∈ Rl(i)si ×l(i)si is arbitrary symmetric idempotent, and n(i)j =
∑j
t=1 l
(i)
t .
Corollary 3.4. Denote by W˜ = V TWV with W = ATA+ CCT − 2(ATB+ CDT ), and partition the matrix W˜ = (Wij) conforming
to (2.7), where Wij ∈ Rki×kj . Let an eigenvalue decomposition of the matrix sym(Wii) be
sym(Wii) = Qi diag(λ(i)1 Il(i)1 , . . . , λ
(i)
ti Il(i)ti
)Q Ti , (3.9)
where Qi ∈ ORki , λ(i)1 < · · · , λ(i)si−1 < λ(i)si (=0) < λ(i)si+1 · · · < λ(i)ti , ki =
∑ti
j=1 l
(i)
j , i = 1, . . . , p, the least squares solution to the
equations AX = B, XC = D with a P-commuting symmetric idempotent constraint is
X = V diag(X1, . . . , Xp)V T
with
Xi = Qi

In(i)si−1
Gl(i)si
Oki−n(i)si
Q Ti , i = 1, . . . , p,
where Gl(i)si
∈ Rl(i)si ×l(i)si is arbitrary symmetric idempotent, and n(i)j =
∑j
t=1 l
(i)
t .
4. Numerical example
In this section, we present some numerical examples to illustrate the efficiency of our algorithms. All examples are
performed by MATLAB 7.3 on a personal computer of the Intel Core2 Duo CPU T7250 with 2GB memory.
Example 4.1. In this example, we compare the algorithms based on Theorem 2.1 and that in [13] known as Algorithm Hu,
for Eq. (1.1) with a symmetric orthogonal constraint. The test matrices A and B are constructed as follows:
A = U0 diag(σ1, . . . , σr)V T0 , B = U0 diag(σ1, . . . , σr)([V0, V˜0]G0)T , (4.1)
where U0 ∈ Rm×r , V0 ∈ Rn×r , G0 ∈ Rn×r are column orthogonal, V˜0 is the orthogonal complement of V0, the principle
submatrix with order r of G0 is symmetric. It is not difficult to verify: Eq. (1.1) has a symmetric orthogonal solution if A and
B are set by (4.1), that is, the residual error ‖AX − B‖F of an optimal constrained least squares solution to Eq. (1.1) should be
zero. The singular values σi, i = 1 : r are random in the interval (0, 1), and numbers m = n are variant from 100 to 1000,
r = 50. Algorithm Hu can be summarized as follows: firstly, obtain the SVDs of A, B:
A = H diag(Σ,O1)UT , B = H diag(Σ,O1)V T ,
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Table 4.1
Comparison of the algorithms based on Theorem 2.1 and that in [13] for Eq. (1.1) with a symmetric orthogonal constraint, where τ = 10−07 .
n = m Algorithm CPU (s) ‖AX − B‖F ‖XT − X‖F ‖X2 − I‖F
100 Theorem 2.1 0.016 2.81× 10−13 0 3.09× 10−14
Algorithm Hu 0.047 3.63× 10−13 1.10× 10−13 5.15× 10−09
200 Theorem 2.1 0.094 6.49× 10−13 0 5.87× 10−14
Algorithm Hu 0.234 2.59× 10−13 3.56× 10−13 6.65× 10−09
300 Theorem 2.1 0.265 4.93× 10−13 0 9.80× 10−14
Algorithm Hu 0.749 1.41× 10−14 1.85× 10−13 9.57× 10−09
500 Theorem 2.1 0.998 7.02× 10−13 0 1.48× 10−13
Algorithm Hu 4.525 1.33× 10−13 4.13× 10−13 9.21× 10−09
700 Theorem 2.1 3.16 2.50× 10−13 0 1.48× 10−13
Algorithm Hu 13.65 1.51× 10−13 4.13× 10−13 8.33× 10−09
1000 Theorem 2.1 9.08 4.31× 10−13 0 3.05× 10−13
Algorithm Hu 37.22 2.72× 10−13 4.11× 10−13 4.18× 10−09
Table 4.2
Comparison of the algorithms based on Theorem 2.1 and that in [13] for Eq. (1.1) with a symmetric orthogonal constraint, where τ = 10−10 .
n = m Algorithm CPU (s) ‖AX − B‖F ‖XT − X‖F ‖X2 − I‖F
100 Theorem 2.1 0.063 1.34× 10−11 0 3.20× 10−14
Algorithm Hu 0.143 4.91× 10−13 1.95× 10+00 1.92× 10+00
200 Theorem 2.1 0.125 9.77× 10−12 0 7.05× 10−14
Algorithm Hu 0.328 5.52× 10−15 2.41× 10−10 6.11× 10−14
300 Theorem 2.1 0.422 9.07× 10−13 0 1.02× 10−13
Algorithm Hu 1.05 5.75× 10−14 3.09× 10+00 7.81× 10+00
500 Theorem 2.1 1.89 4.22× 10−12 0 1.68× 10−14
Algorithm Hu 5.39 8.89× 10−13 4.21× 10−10 1.05× 10−13
700 Theorem 2.1 5.12 1.31× 10−12 0 2.41× 10−13
Algorithm Hu 15.66 7.71× 10−13 3.15× 10+00 3.13× 10+00
1000 Theorem 2.1 15.31 9.99× 10−13 0 3.52× 10−13
Algorithm Hu 46.91 9.74× 10−13 1.41× 10+00 1.42× 10+00
where H ∈ ORm, U, V ∈ ORn, Σ = diag(σ1, σ2, . . . , σr), and O1 ∈ O(m−r)×(n−r); secondly, partition Z = V TU by(
Z11 Z12
Z21 Z22
)
with Z11 ∈ Rr×r , Z22 ∈ R(n−r)×(n−r), and compute the eigenvalue decomposition: Z11 = H1 diag(C1, J1)HT1
with C1 = diag(c1, c2, . . . , cr1), J1 = diag(j1, j2, . . . , jr−r1) and H1 ∈ ORr , where
|ci| < 1, i = 1, 2, . . . , r1, |ji| = 1, i = 1, 2, . . . , r − r1;
thirdly, decompose Z12 and Z21 by
Z12 = H1 diag(S1,O2)UT1 , Z21 = V1 diag(S1,O3)HT1 ,
where S1 = (Ir1 − C21 )1/2, U1, V1 ∈ ORn−r , O2 ∈ O(r−r1)×(n−r−r1), O3 ∈ O(n−r−r1)×(r−r1); finally, set V T1 Z22U1 = diag(C1,W0),
the general solution is constructed byX = U diag(Ir ,Q1)V T , whereQ1 = U1 diag(Ir1 ,GW T0 )V T1 andG ∈ ORn−r−r1 is arbitrary.
For Algorithm Hu, we use a small positive number τ to separate C1 and J1, that is,
|ci| < 1− τ , i = 1, 2, . . . , r1; |ji| > 1− τ , i = 1, 2, . . . , r − r1.
By computing again and again, we find that the sensitivity of Algorithm Hu depends on the selection of τ : it can work well
when τ is larger than 10−09, otherwise both the orthogonality and symmetry of the constrained solution X will be lost.
However, Theorem 2.1 does not have this restriction. In Tables 4.1 and 4.2, we compare their numerical effectiveness by
setting τ = 10−07 and τ = 10−10 respectively. When τ = 10−07, for different n, the residual error ‖AX − B‖F in both
algorithms can reach 10−13, the symmetry error ‖XT − X‖F and orthogonality error ‖X2 − I‖F of Algorithm Hu can reach
10−13 and 10−09, but those of Theorem 2.1 are zero and 10−14 respectively, and the CPU time of Algorithm Hu is almost 3
times as that of Theorem 2.1. When we set τ = 10−10, the orthogonality and symmetry of the constrained solution X by
Algorithm Hu are lost completely, however, those of Theorem 2.1 remain unchanged almost.
Example 4.2. In this example, we consider the problem (1.2)with a symmetric idempotence constraintwhen the coefficient
matrix A has different condition numbers. Supposem > n, the test matrix A is constructed as follows:
[Utemp, temp] = qr(1− 2rand(m)); UA = Utemp(:, 1 : n); [VA, temp] = qr(1− 2rand(n));
dA = [1+ rand(9n/10, 1); 10−a(rand(n/10, 1)+ 0.1)]; A = UA diag(dA)V TA ;
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Table 4.3
Variant condition numbers for symmetric idempotent balanced Procrustes problem,m = 600, n = 500.
cond(A) CPU (s) ‖AX − B‖F ‖XT − X‖F ‖X2 − X‖F
1.75× 102 2.13 1.38× 10−12 0 8.58× 10−14
1.78× 103 2.15 1.30× 10−12 0 7.76× 10−14
1.98× 104 2.18 2.21× 10−12 0 8.45× 10−14
1.79× 105 2.11 1.29× 10−12 0 8.56× 10−14
1.18× 106 2.16 1.19× 10−12 0 7.76× 10−14
1.31× 107 2.14 1.18× 10−12 0 6.87× 10−14
1.32× 108 2.17 1.08× 10−12 0 6.13× 10−14
1.67× 109 2.10 1.37× 10−12 0 7.45× 10−14
1.25× 1010 2.19 1.38× 10−12 0 8.32× 10−14
1.57× 1011 2.16 1.41× 10−12 0 6.42× 10−14
Table 4.4
P-commuting symmetric orthogonal solution to the least squares problem of the equations AX = B, XC = D,m = 400, n = 400.
CPU (s)
∥∥∥∥ AX − BCTXT − DT
∥∥∥∥ ‖XT − X‖F ‖X2 − I‖F ‖PX − XP‖F
0.64 3.56× 10−14 8.34× 10−14 1.31× 10−13 4.45×10−13
0.61 5.69× 10−14 7.56× 10−14 1.24× 10−13 4.44×10−13
0.68 2.16× 10−14 9.38× 10−14 9.83× 10−14 4.54×10−13
0.59 3.38× 10−14 4.13× 10−14 8.86× 10−14 4.43×10−13
0.63 5.33× 10−14 5.46× 10−14 1.19× 10−13 4.41×10−13
where a > 0 is a constant that determines the magnitudes of the condition numbers of A. And, the matrix B is constructed
by the following rule:
c = rand(n, 1) > 0.5; [UX∗ , temp] = qr(1− 2rand(n));
X∗ = UX∗diag(c)UTX∗; B = AX∗.
In Table 4.3, we list the numerical results for m = 600, n = 500. When the condition number of A is bigger, the CPU time
almost remains unchanged, the symmetry error is zero always. Moreover, the residual error and idempotence error can
reach 10−12 and 10−14, respectively.
Example 4.3. Finally we test the least squares solutions to the equations AX = B, XC = Dwith a P-commuting symmetric
orthogonal constraint by Corollary 2.4. The symmetric matrix P with two different eigenvalues is generated as follows:
[H, temp] = qr(1− 2rand(n)); d = [repmat(1, [1, n/2]), repmat(4, [1, n/2])];
P = H diag(d)HT .
The matrices A, B, C, D ∈ Rn×n are constructed as follows:
[UA, temp] = qr(1− 2rand(n)); [VA, temp] = qr(1− 2rand(n)); A = UA diag(d)V TA ;
[UC , temp] = qr(1− 2rand(n)); [VC , temp] = qr(1− 2rand(n)); C = UC diag(d)V TC ;
B = AX∗, D = X∗C
with
X∗ = H diag(X1, X2)HT ,
where Xi, i = 1, 2 are two symmetric orthogonal matrices generated as follows:
[UX1 , temp] = qr(1− 2rand(n/2)); d1 = 1− 2rand(n/2, 1); X1 = UX1 diag(sign(d1))UTX1;
[UX2 , temp] = qr(1− 2rand(n/2)); d2 = 1− 2rand(n/2, 1); X2 = UX2 diag(sign(d2))UTX2 .
The numerical results showed in Table 4.4 are similar to that of Example 4.2.
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