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El ((Cloud Computing)) (((Computacio´n en la Nube))) se ha convertido en
el nuevo paradigma tecnolo´gico de la de´cada. Las ventajas son palpables
-optimizacio´n de los recursos, diversificacio´n de los servicios, independencia
real entre hardware y software, adaptacio´n en tiempo real a las demandas
de capacidad y la flexibilidad...- y han hecho que esa cosa conocida como
((la nube)) se este´ convirtiendo en el lugar en el que muchos proveedores
almacenan sus datos y desde el que ofrecen sus servicios.
Este proyecto se sumerge de lleno en ((la nube)) y explora tanto el a´mbito
de aplicacio´n -publico/privado-, como los diferentes servicios para los que se
utiliza: software como servicio ((SaaS)), plataforma como servicio ((PaaS)), in-
fraestructura como servicio ((IaaS)). Centra´ndose en este u´ltimo, se estudian
algunas de las aplicaciones software que hacen posible la IaaS, es decir, que
posibilitan la utilizacio´n de diversos recursos f´ısicos (procesadores, memo-
rias, discos duros) por mu´ltiples clientes (sistemas operativos, programas...):
OpenStack, Eucalyptus, VMware y, ma´s en profundidad, OpenNebula.
De la mano de esta u´ltima, revisamos las soluciones de virtualizacio´n
(hipervisores) ma´s populares y que permiten la utilizacio´n del hardware por
mu´ltiples sistemas operativos al mismo tiempo. Centrara´n nuestra atencio´n
KVM, XEN, VMware y, sobre todo, VirtualBox.
El grueso de nuestro trabajo estara´ en el desarrollo de un ((driver)) de Vir-
tualBox para OpenNebula. Mediante este driver, OpenNebula sera´ capaz de
crear, monitorizar, administrar y migrar ma´quinas virtuales que funcionan
sobre VirtualBox.
El driver de VirtualBox, escrito en Ruby e integrado a modo de ((plugin)),
sera´ totalmente independiente de OpenNebula y fa´cilmente instalable. Toman-
do como base las descripciones en XML de ma´quinas virtuales generadas por
OpenNebula, interactuara´ directamente con VirtualBox a trave´s de la inter-
faz de l´ınea de comandos que ofrece. Evitaremos as´ı la utilizacio´n de capas
intermedias (como libvirt), y procuramos un mayor control sobre las acciones
que se realizan.
De esta manera, conseguimos ampliar las posibilidades de utilizacio´n de
OpenNebula con una caracter´ıstica demandada por su comunidad de usuar-
ios, aumentando su versatilidad y habilitando a VirtualBox como una opcio´n
ma´s de virtualizacio´n dentro del campo de la ((IaaS)).
Palabras clave: VirtualBox, virtualizacio´n, OpenNebula, IaaS, infraestruc-
tura, servicio, cloud, computing, driver.
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0.2. Abstract
Cloud Computing has become the new technological paradigm of the
decade. The advantages are real (resource optimization, diversification of
services, real independence between hardware and software, real-time re-
sponse to the capacity and flexibility demands) and have made that many
providers keep their data and offer their services from that thing known as
“The Cloud”.
This project dives into The Cloud, and explores both the public/private
use case and the different services supported: Software As A Service (SaaS),
Platform As A Service (PaaS), Infrastructure As a Service (IaaS). Pay-
ing attention to the latter, some of the applications making IaaS possbile
are studied. These applications allow the use of several physical resources
(processors, memories, storage) by multiple clients (operating systems, soft-
ware...). OpenStack, Eucalyptus, VMware and OpenNebula, in which we
will go in depth, are some of them.
Hand in hand with OpenNebula, we will explore the most popular vir-
tualization solutions (hypervisors) which allow the use of a single piece of
hardware by several operating systems at the same time, together with the
management and assignment of its resources. We will mention KVM, XEN,
VMware and above all, VirtualBox.
Our work will be focused on the development of a VirtualBox driver for
OpenNebula. Using this driver, OpenNebula will be able to create, monitor,
manage and migrate virtual machines running on VirtualBox.
The VirtualBox driver, written in Ruby and pluggable to the OpenNebula
installation, will be totally independent and will come with an easy setup.
Taking the XML virtual machine’s descriptions generated by OpenNebula
as the starting point, the driver will communicate directly with VirtualBox
through its command line interface. This way, we will avoid using extra
layers (such as libvirt) and gain greater control over the actions that are
runned.
By making VirtualBox one more option for IaaS virtualization, we will
manage to increase OpenNebula’s versatility and use cases and give answer
to a feature which was requested by its user community.
Keywords: VirtualBox, virtualization, OpenNebula, IaaS, infrastructure,




Este proyecto de Sistemas Informa´ticos consiste en la realizacio´n de un
((driver)) para OpenNebula que permite a la aplicacio´n la gestio´n de ma´quinas
virtualizadas utilizando el hipervisor VirtualBox.
Se enmarca, por tanto, en el a´mbito del ((Cloud Computing)) (((Computacio´n
en la nube))), concepto relativamente nuevo, de moda en la actualidad y que
posiblemente se convierta en una tecnolog´ıa clave del avance de la com-
putacio´n durante al menos toda una de´cada, como lo fueron anteriormente
los conceptos de ((mainframe)) o los microprocesadores en los pasados an˜os.
La carrera por ofrecer ma´s y mejores capacidades esta´ dejando paso a
un concepto que aboga, ante todo, por el aprovechamiento ma´ximo de los
recursos existentes, pero tambie´n por la flexibilidad, la simplicidad y la co-
existencia de diferentes sistemas operativos sobre un mismo hardware. Esto
se consigue gracias a una capa de software que virtualiza los recursos f´ısicos,
y que es capaz de gestionarlos y ofrecerlos simulta´neamente a varios sistemas
hue´sped.
Gracias a la virtualizacio´n, es posible exprimir las capacidades del hard-
ware, pero tambie´n de ser completamente independientes de e´l. As´ı, un
servicio puede ahora ejecutarse en mu´ltiples ma´quinas, de muy diferentes
caracter´ısticas, en convivencia con otros servicios y al mismo tiempo ser
totalmente estanco y ajeno a este hecho. Au´n mejor, es posible, trasladar
este servicio desde una ma´quina f´ısica a otra, incluso en ejecucio´n (((live
migrate)), ((VMotion))...), sin que ello suponga una reconfiguracio´n, recom-
pilacio´n o reinicio del servicio.
La “nube”, y de ah´ı su nombre, permite olvidarnos de do´nde se ejecutan
los servicios. Y por servicios, se puede entender desde sistemas operativos,
a aplicaciones varias (cortafuegos, servidores) o simple almacenamiento de
datos. Lo importante para el usuario exterior es que esta´n ah´ı, en la ”nube”.
Por su lado, lo importante para el administrador es que aprovecha sus re-
9
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cursos al ma´ximo y puede adaptarse fa´cilmente a los cambios de demanda
que le sean necesarios.
Desde esta perspectiva, la lo´gica que asignaba un servidor a un servicio ya
no es va´lida. Los ma´s avezados en este campo, como Amazon, ofrecen todo
lo necesario para que todo tipo de clientes aprovechen una infraestructura
f´ısica compartida entre todos (((nube pu´blica))) y en la que, previo pago,
pueden adquirir la potencia o capacidad necesaria en cada momento. Las
((nubes h´ıbridas)) o ((nubes privadas)) ofrecen recursos que no esta´n per se
disponibles para un pu´blico general, pero siguen el mismo principio.
El e´xito del ((Cloud Computing)) se demuestra con la proliferacio´n tanto
de empresas dedicadas a facilitar su uso a sus clientes en sus mu´ltiples for-
mas, como en su implantacio´n para ofrecer los propios servicios, como en el
aumento de herramientas de software que hacen posible que la nube sea una
realidad, en sus diferentes niveles.
En este proyecto trabajaremos con dos herramientas clave. La primera,
OpenNebula, una aplicacio´n de co´digo abierto desarrollada en la Universidad
Complutense y que hace realidad un tipo de nube en la que el servicio
ofrecido es la la propia infraestructura (((IaaS))). OpenNebula es una navaja
suiza del ((Cloud Computing)). Permite administrar ma´quinas f´ısicas, redes, e
ima´genes (almacenamiento). Con todo ello, es capaz de ejecutar y gestionar
ma´quinas virtuales, debidamente configuradas, monitorizando sus recursos
y, a trave´s de las pol´ıticas de emplazamiento adecuadas, decidiendo sobre
que´ hardware real van a funcionar.
OpenNebula destaca por su flexibilidad para adaptarse a mu´ltiples esce-
narios. Parte de esta flexibilidad se consigue permitiendo la utilizacio´n de
varios sistemas de virtualizacio´n o hipervisores como KVM, XEN o VMware.
La estructura modular y orientada a plugins de OpenNebula nos permite
extender sus caracter´ısticas y dar soporte a un hipervisor ma´s, VirtualBox,
antiguo proyecto de Sun Microsystems y propiedad de Oracle en la actuali-
dad.
Con este trabajo respondemos a una de las demandas de la activa co-
munidad de usuarios de OpenNebula y ofrecemos una solucio´n que, ma´s
alla´ de estar en papel, esperamos sea utilizada, probada y mejorada por los
usuarios.
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1.2. Objetivos
Este proyecto tiene por objetivo el desarrollo de un ((driver)) que permita
la utilizacio´n del hipervisor VirtualBox con OpenNebula con las siguientes
caracter´ısticas:
• El ((driver)) debera´ ser independiente de la distribucio´n original de
OpenNebula e integrarse a modo de ((plugin)).
• Siguiendo la estructura de los ((drivers)) existentes, estara´ compuesto
por un gestor de informacio´n (im mad) que sea capaz de monitor-
izar las caracter´ısticas de las ma´quinas f´ısicas (memoria, cpu), y de
un gestor de ma´quinas virtuales (vmm mad) capaz de realizar las op-
eraciones comunes sobre ma´quinas virtuales (despliegue, salvaguarda,
borrado, migracio´n, pausa).
• Se utilizara´ una descripcio´n XML de las ma´quinas generadas por Open-
Nebula y se traducira´n los para´metros especificados para configurar las
ma´quinas en VirtualBox.
• Se debera´ documentar apropiadamente el ((driver)) para facilitar su uso
y mejora por parte de la comunidad de usuarios de OpenNebula.
Aprovechamos, en la memoria de este proyecto, para colocar el ((driver))
en un contexto apropiado repasando el concepto de ((Cloud Computing)), las
aplicaciones ((IaaS)) ma´s populares, con especial atencio´n a OpenNebula y
los hipervisores que hacen posible la virtualizacio´n.
1.3. Organizacio´n de la memoria
La memoria se organiza en los siguientes apartados:
• ((Cloud Computing)): En este apartado se realiza un repaso al con-
cepto de Computacio´n en la Nube. Se comentan los diferentes tipos
de nubes (SaaS, PaaS, IaaS) y se describen algunas aplicaciones de
administracio´n de nubes IaaS similares a OpenNebula.
• Virtualizacio´n: En este apartado se revisa el concepto de virtualizacio´n
y se comentan algunos de los hipervisores ma´s utilizados, con especial
mencio´n a VirtualBox.
• Arquitectura OpenNebula: Esta seccio´n repasa el funcionamiento in-
terno de OpenNebula y su organizacio´n.
• Desarrollo: Este cap´ıtulo explica con detenimiento el desarrollo del
((driver)) de VirtualBox para OpenNebula, su organizacio´n y la forma
en la que se desarrollan las acciones y co´mo utilizarlo.
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• Conclusiones: Cierran esta memoria algunas conclusiones sobre el tra-
bajo realizado y el futuro del ((driver)).





Para entender que´ es el ((Cloud Computing)) es necesario estudiar las dis-
tintas definiciones que han ido surgiendo desde que aparecio´ en escena, dado
que, al ser un concepto novedoso, ni siquiera los expertos del sector encuen-
tran un punto en comu´n:
“El ((Cloud computing)) ser´ıa la tendencia a basar las aplicaciones en
servicios alojados de forma externa, en la propia web.”
“Podemos entender ((Cloud Computing)) como un nuevo concepto
tecnolo´gico que se basa en que las aplicaciones software y los equipos
hardware esta´n ubicados en un ((Datacenter)) que permite a los usuarios
acceder a los aplicaciones y servicios disponibles a trave´s de Internet de
una forma sencilla y co´moda.”
“((Cloud computing)) es un paradigma que permite ofrecer servicios de
computacio´n a trave´s de Internet”
A la vista de estas definiciones, se puede concluir que es un nuevo mod-
elo de prestacio´n de servicios y tecnolog´ıa, ofrecidos a trave´s de Internet y
alojados de manera externa a la computadora del propio usuario.
13
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¿Es el ((cloud computing)) algo realmente novedoso actualmente? En los
an˜os 90, podemos encontrar los primeros indicios de uso de este tipo de
tecnolog´ıa, por ejemplo los cajeros automa´ticos, donde los usuarios pod´ıan
realizar operaciones y obtener servicios desde cualquier terminal, utilizando
un software y un hardware externos a ellos. Ma´s recientemente, encontramos
ma´s ejemplos como el correo personal, pa´ginas de alojamiento de ima´genes
y ficheros... y un largo etce´tera.
Entonces, ¿Por que´ se produce este ((boom)) ahora? Para entenderlo, vamos
a analizar las ventajas e inconvenientes de su uso, aplicado a un contexto
econo´mico actual donde priman las dificultades de las empresas, que ven en
este modelo de negocio una oportunidad.
2.2. Ventajas e inconvenientes
2.2.1. Ventajas
• Facilidad de integracio´n. Al no existir diferentes versiones del software
y estar todo ma´s centralizado permite que a la hora de integrar dis-
tintos componentes se tenga una mayor facilidad para llevarlo a cabo.
• Prestacio´n de servicios a nivel mundial, con una recuperacio´n de de-
sastres completa. Al prestarse estos servicios a trave´s de Internet, el
acceso a los mismos esta´ universalizado.
• Contribuye al uso eficiente de la energ´ıa. En una estructura ((Cloud
Computing)) cada usuario paga o utiliza los recursos que necesita y no
ma´s, esto permite un aprovechamiento de los recursos, que en definitiva
se traduce en un ahorro de energ´ıa.
• Implementacio´n ra´pida y con menos riesgos, con actualizaciones au-
toma´ticas. Al estar todo ma´s centralizado, todas las operaciones se
pueden realizar desde un mismo punto, y programar actualizaciones
de una manera ma´s eficiente.
• Simplicidad, traducida a un menor coste, ya que una estructura 100%
((Cloud Computing)) (tanto la infraestructura como las aplicaciones se
encuentras alojadas en servidores externos en su totalidad y se accede
a todo ello a trave´s de Internet) no requiere instalar ningu´n tipo de
hardware.
• Escalabilidad. Permite incorporar a la estructura ((Cloud)) nuevos ele-
mentos sin que el funcionamiento general se vea por ello perjudicado.
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2.2.2. Inconvenientes
• Dependencia de los proveedores de servicios, debido a la centralizacio´n
de los datos. Si estos proveedores fallan, toda la estructura del cliente
alojada en sus servidores se vera´ afectada en gran medida.
• Dependencia de acceso a Internet para acceder a dichos servicios. Ac-
tualmente se trabaja en mejorar en este aspecto, de tal manera que
el usuario pueda trabajar sobre una copia de seguridad de sus datos
realizada con anterioridad.
• Vulnerabilidad a la sustraccio´n de los datos debido a que la informacio´n
no se aloja en los servidores propios del usuario o de la empresa. En
el caso de nubes pu´blicas, podr´ıan alojarse en una misma ma´quina
datos de distintas empresas o clientes y de esta manera afectar a la
seguridad. De hecho, es uno de los grandes problemas actualmente, ya
que los clientes necesitan saber do´nde se encuentran sus datos para
sentirse ma´s seguros.
• Seguridad. La informacio´n recorre muchos nodos donde cada uno de
ellos puede representar un riesgo. Si se usan protocolos de seguridad
como HTTPS disminuye la velocidad por la sobrecarga producida.
Es de esperar que al ser una tecnolog´ıa reciente, existan desventajas im-
portantes, pero cabe destacar que se esta´ avanzando notablemente en estos
aspectos consiguiendo reducir su impacto.
2.3. Tipos de nubes
Encontramos tres tipos de nubes: pu´blica, privada, e h´ıbrida, las cuales se
diferencian por el tipo de cliente que las utiliza o do´nde se encuentra alojada
la informacio´n.
2.3.1. Nube pu´blica
En este tipo de nube, la informacio´n se encuentra totalmente alojada ex-
ternamente al usuario, el cua´l puede acceder a los servicios de forma gratuita
o de pago.
Su principal ventaja reside en el hecho de que el usuario no se tiene que
preocupar de su mantenimiento, coste, actualizaciones...etc y el coste de
su adquisicio´n es bastante bajo, pero tiene un inconveniente importante:
el acceso y salvaguarda de la informacio´n por parte de entidades ajenas y
dependencia total del acceso a Internet.
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Adema´s, en el apartado econo´mico, se gana capacidad de procesamiento
y almacenamiento sin tener que instalar nada, por lo que toda la carga de
las operaciones realizadas recae sobre el hardware y software del proveedor.
De esta forma, la inversio´n inicial es bastante menor y puede ser interesante
para muchos clientes que no necesiten almacenar datos sensibles.
Muchas empresas en la actualidad, a pesar de las ventajas econo´micas que
ofrecen, son reacias a utilizar este tipo de nubes, al no ser posible tener un
control sobre do´nde se almacenan sus datos.
2.3.2. Nube privada
A diferencias de las pu´blicas, el despliegue de este tipo de tecnolog´ıa se
encuentra propiamente dentro de las instalaciones del usuario, por lo que
en raras ocasiones se depende de terceros. Por tanto, existe un menor riesgo
en la seguridad de la informacio´n, cuyo precio se paga en forma de manten-
imiento, actualizaciones e instalacio´n de la estructura.
Es lo´gico que una empresa haya hecho una inversio´n inicial moderada
empezando con nubes h´ıbridas, para luego poco a poco, segu´n vaya creciendo
la demanda y las posibilidades econo´micas aumenten, pasarse a la nube
privada.
Las nubes privadas dan la posibilidad de conocer do´nde se almacenan
f´ısicamente los datos. Esto, a pesar de no tener porque ser necesario para
la operabilidad, permite ajustarse a aquellas legislaciones que obligan un
control estricto sobre datos sensibles con el requerimiento, por ejemplo, de
que los datos este´n dentro del territorio nacional.
2.3.3. Nube h´ıbrida
En este tipo de nubes se intenta aprovechar las ventajas econo´micas de
una nube pu´blica como las ventajas en cuestio´n de seguridad de las nubes
privadas. Por ejemplo, muchas empresas han visto que es ma´s econo´mico usar
un ((IaaS)) (Infrastructure As A Service), como por ejemplo ((Amazon Simple
Storage Service (S3))), para almacenar ima´genes, v´ıdeos y documentos al
tiempo que mantienen datos sensibles en su propia infraestructura.
El modelo h´ıbrido tambie´n se presta a un enfoque incremental, ya que se
parte de una inversio´n moderada y se pueden trasladar aplicaciones desde
servidores externos a servidores propios del usuario segu´n convenga.
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Tiene la ventaja principal de una inversio´n inicial moderada y a la vez
contar con SaaS, PaaS y IaaS segu´n el cliente vaya necesitando. Si a la hora
de querer ampliar la capacidad de la empresa, se encuentra con necesidades
que permanecera´n a lo largo del tiempo, quiza´s puede ser interesante pasar
estas nuevas capacidades a la nube propia, mientras que si es algo puntual,
puede ser trasladado a la nube pu´blica.
2.4. Capas o modelos de servicio
Una nube puede ofrecer distintos modelos de servicio, representados en
distintas capas, analizando de esta manera la infraestructura del ((Cloud)).
Nos encontramos principalmente con tres tipos de capas o modelos de
servicio, ((SaaS))(Software As A Service), ((PaaS))(Platform As A Service),
((IaaS))(Infraestructure As A Service).
2.4.1. SaaS
((SaaS)) es un modelo de distribucio´n del software que proporciona a los
clientes el acceso al mismo a trave´s de la red (generalmente Internet), de
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manera que les “aparta” del mantenimiento de las aplicaciones, de sus ac-
tualizaciones y de su soporte.
Las aplicaciones distribuidas en la modalidad ((SaaS)) pueden llegar a
cualquier lugar. Se trata de un modelo que une el producto (software) al
servicio, de esta manera el usuario puede optimizar sus recursos y su coste
obteniendo una solucio´n completa.
En este modelo, los usuarios pasan a ser “suscriptores” de este servicio,
pagando si procede por su uso. Estos servicios se ofrecen de una manera
pu´blica de manera que puedan acceder a ellos multitud de clientes. De es-
ta forma, se convierte en un modelo descentralizado de uso del software
permitiendo una escalabilidad ilimitada.
Pero, ¿que´ gana el usuario con ((SaaS))?
• El usuario puede despreocuparse de los aspectos te´cnicos de los servi-
cios que utiliza.
• Esto supone a su vez un menor coste e inversio´n inicial, al no tener
que mantener infraestructura alguna.
• Alta escalabilidad asegurada
• La respuesta ante los cambios es muy ra´pida.
Los servicios ((SaaS)) se podr´ıan agrupar en cuatro categor´ıas:
• Soluciones de ((Back Office)) para agilizar tareas cotidianas o establecer
mecanismos de control de actividades
• Soluciones de mensajer´ıa, de gestio´n de correos electro´nicos, tratamien-
to de ((SPAM)), proteccio´n frente a virus, etc.
• Aplicaciones ((CRM)), para gestionar la relacio´n con los clientes, poder
obtener informacio´n para productos de mercado, etc.
• Soluciones de integracio´n para gestio´n de datos.
Algunos ejemplos de ((SaaS)) podr´ıan ser ((SalesForce)) o ((BaseCamp)),
((Gmail))...
2.4.2. PaaS
Sigue la misma idea que el ((SaaS)) pero aplicado al hardware, es decir,
intenta abstraer el hardware f´ısico al cliente pero permitiendo tener acceso
a los servicios que ofrece.
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El modelo ((PaaS)) intenta abarcar el ciclo completo para el desarrollo de
aplicaciones y su implantacio´n en Internet. Para ello, aporta facilidades al
cliente como las de prototipar, analizar, desarrollar, testear, documentar y
poner en funcionamiento aplicaciones en un so´lo proceso.
Para conseguirlo, ((PaaS)) da servicio de integracio´n a bases de datos,
seguridad, escalabilidad, almacenaje,copias de seguridad, control de ver-
siones,... y todo ello a trave´s de la red.
Dicho modelo debe tener dos caracter´ısticas principales, como son la ar-
quitectura multiusuario y el soporte para desarrollo colaborativo.
Con la arquitectura multi-usuario se pretende asegurar la escalabilidad
del sistema al desarrollador mientras que con el soporte para el desarrollo
colaborativo se pretende implementar y compartir co´digo fuente entre varios
desarrolladores que se puedan encontrar en diferentes puntos geogra´ficos.
¿ Por que´ contratar un servicio ((PaaS))?
• De cara al propio desarrollador:
Para implementar software se necesitan: BBDD, servidores, redes,
y herramientas de desarrollo. Adema´s, se necesita personal para man-
tener todo esto. Con ((PaaS)) permite olvidar esta parte y centrarse en
innovar y desarrollar.
• De cara a los clientes de las aplicaciones del desarrollador:
Los clientes se benefician tambie´n de este servicio ya que no se ven
obligados a adquirir nuevo hardware o software, ni preocuparse de las
licencias. Adema´s, pueden tener acceso desde cualquier dispositivo en
cualquier momento siempre que tengan conexio´n a Internet.
2.4.3. IaaS
Infraestructura como servicio se basa en proporcionar una infraestruc-
tura de computacio´n a trave´s de la cual puede obtenerse la posibilidad de
adquirir la plataforma necesaria para montar servidores, capacidades para
desplegar aplicaciones, manejo de recursos, satisfacer las necesidades de al-
macenamiento o incluso proporcionar equipamiento de red, todo ello virtu-
alizado.
Por tanto IaaS nos permite abstraer algunas de las restricciones que puede
llegar a imponer el hardware f´ısico.
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El usuario de ((IaaS)) puede aumentar y reducir el nu´mero de ma´quinas que
utiliza a voluntad, es decir, es posible proporcionar los recursos en funcio´n
de las necesidades particulares de cada momento.
Normalmente esta modalidad es de pago. Es decir, el usuario paga por
la cantidad de recursos de almacenamiento y so´lo e´stos. De esta manera, el
resto de recursos los podra´ dedicar a lo que realmente le importa al cliente
en su empresa.
Principales ventajas de ((IaaS)):
• Consolidacio´n mediante virtualizacio´n.
• Ventajas econo´micas. So´lo se utilizan y pagan los recursos que demande
el cliente.
• Dedicacio´n de los recursos ”sobrantes” a otros aspectos del negocio.
• Olvidarse del hardware f´ısico y su costoso mantenimiento.
• Todo el aprovisionamiento de estos servicios se hace a trave´s de la red.
Principales desventajas de ((IaaS)):
• Al realizarse todo aprovisionamiento del servicio a trave´s de redes, se
depende de la conexio´n para poder acceder a los recursos.
• Si la gestio´n de la infraestuctura esta´ en manos de terceros, se cre-
an dependencias fuertes con los proveedores del servicio. Fallos en la
gestio´n pueden suponer problemas graves como la no operabilidad, la
pe´rdida de datos, etc.
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Llegados a este punto, vamos a pasar a analizar algunos ejemplos de tec-
nolog´ıas ((IaaS)) que esta´n en funcionamiento en la actualidad, como son
((OpenStack)), ((Eucalyptus)), ((VMware)) y ((OpenNebula)).
OpenStack
OpenStack es una tecnolog´ıa ((IaaS)) de co´digo abierto. De esta forma,
se consigue estandarizar y abrir la nube, evitando la privatizacio´n de las
soluciones que ofrece el ((Cloud Computing)), que ayuda a fragmentar el
mercado y ofrecen poca transparencia.
Se basa en las implementaciones ((cloud)) de ((RackSpace)) y el co´digo Nebu-
la de la NASA, las cuales comparten la filosof´ıa del software libre. OpenStack
surge debido a su necesidad de manejar grandes cantidades de datos.
OpenStack esta´ dirigido a aquellas compan˜´ıas que quieran usar los servi-
cios de almacenamientos, gestio´n de recursos, gestio´n de redes... olvida´ndose
del hardware f´ısico, y tambie´n a aquellas compan˜´ıas cuyas caracter´ısticas les
previene de usar la nube pu´blica.
Hasta la fecha, ma´s de 53 compan˜´ıas han contribuido a su desarrollo en
mayor o menor medida. Podemos destacar, ademas de las ya comentadas
((RackSpace)) y la NASA, otras como Dell, Intel o Cisco.
Eucalyptus
Al igual que OpenStack, Eucalyptus es una tecnolog´ıa ((IaaS)) de co´digo
abierto para implementar nubes privadas.
Su nombre proviene de ((Elastic Utility Computing Architecture for Link-
ing Your Programs To Useful Systems)). Una de sus principales caracter´ısti-
cas es que su actual interfaz es compatible con la interfaz de la nube de
((Amazon Web Services)).
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Eucalyptus nacio´ a partir de un proyecto universitario en los laborato-
rios ((MAYHEM)) en Santa Ba´rbara. Dichos laboratorios tienen una amplia
experiencia en computacio´n ((Grid)), HPC y sistemas de alta escalabilidad,
siendo un entorno ideal para el crecimiento de este software.
A partir de 2009 surgio´ como compan˜´ıa. Actualmente, existen dos ver-
siones, Eucalyptus ( de co´digo abierto) y Eucalyptus EE ( ((Enterprise Edi-
tion))), que es la versio´n comercial del mismo.
Una pequen˜a muestra del e´xito de esta tecnolog´ıa es su integracio´n en
Ubuntu como herramienta ((cloud computing)) por defecto. Este e´xito es
debido en gran parte a su alta escalabilidad, su fa´cil instalacio´n y un man-
tenimiento poco costoso.




• Soporta hipervisores ((KVM)) y ((Xen)). Adema´s, en su edicio´n ((Enterprise))
tambie´n se soporta ((VMware)).
CAPI´TULO 2. ((CLOUD COMPUTING)) 23
VMware
VMware ofrece soluciones a nivel de ((IaaS)), como su software ((vCloud
Express)).
Los servicios de centros de datos de VMware ((vCloud)) aprovechan mod-
elos de infraestructura, administracio´n y seguridad coherentes de manera
global, lo que permite a los clientes empresariales trasladar ra´pidamente y
sin dificultades cargas de trabajo entre la infraestructura virtualizada inter-
na y una nube externa, en ambos sentidos.
Dicha iniciativa fue lanzada en septiembre de 2008, y desde entonces ha
consguido ser usada por ma´s de 1000 proveedores de servicios, como Terre-
mark, BlueLock, Hosting.com, Logica y Melbourne IT.
OpenNebula
OpenNebula es un software de co´digo abierto desarrollado por la Univer-
sidad Complutense de Madrid desde finales de julio de 2008 que permite
controlar y gestionar distintas ma´quinas virtuales en la nube.
La flexibilidad que ofrece para poder operar sobre distintas redes, unidades
de almacenamiento o hipervisores, permite crear una infraestructura ((cloud))
ra´pidamente, ya sea a nivel pu´blico, privado o h´ıbrido.
En cuanto a sus capacidades, mencionar su gran adaptabilidad para ((data-
centers)), su escalabilidad, una destacable interoperabilidad por hacer uso de
los esta´ndares y de las API’s cloud ma´s populares adema´s de dar soporte a
los hipervisores ma´s conocidos.
La participacio´n en grandes proyectos y su desarrollo ((open-source)), ha
propiciado que distintas empresas y proyectos de renombre hagan a dia de
hoy uso de los servicios que ofrece. Como ejemplos, podemos mencionar em-
presas del sector de la comunicacio´n como Telefonica I+D o China Mobile,
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servicios de consultor´ıa financiera como ((KPMG)), centros de supercom-





La virtualizacio´n es una tecnolog´ıa cada vez ma´s presente en nuestro am-
biente de trabajo, ya que permite separar el hardware del software, lo cual
posibilita ejecutar en una misma ma´quina simulta´neamente varios sistemas
operativos, aplicaciones o plataformas de co´mputo, aunque lo ma´s comu´n en
este campo es el uso de una aplicacio´n software para permitir que nuestro
propio sistema operativo sea capaz de autorizar el manejo de varias ima´genes
de sistemas operativos diferentes.
Por tanto, se puede decir que la virtualizacio´n es una te´cnica que trabaja
sobre las caracter´ısticas f´ısicas de la ma´quina para ocultarlas al usuario, lo
que implica que un mismo recurso f´ısico pueda ser a la vez varios recursos
lo´gicos, o incluso que varios recursos f´ısicos pueden aparecer a su vez como
un u´nico recurso lo´gico.
Se puede clasificar la virtualizacio´n en dos grupos:
3.1.1. Virtualizacio´n de plataforma
El objetivo principal de la virtualizacio´n de plataforma es la creacio´n
de ma´quinas virtuales para poder ejecutar sobre una u´nica ma´quina f´ısica
diversos sistemas operativos.
A su vez, hay varios tipos de virtualizacio´n de plataforma:
• Emulacio´n del hardware:
Se basa en virtualizar todo el hardware presente en una ma´quina real e
instalar sobre e´ste el sistema operativo elegido. Es la tecnolog´ıa menos
eficiente y ma´s costosa ya que es necesario crear todos los componentes
de un ordenador y traducir todas las peticiones de uso del hardware
que haga el sistema invitado al hardware real.
• Virtualizacio´n con hipervisor:
Este tipo de virtualizacio´n de plataforma es el que ma´s e´xito ha alcan-
zado, ya que permite que los sistemas operativos invitados se ejecuten
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en algunos casos igual que si estuvieran instalados de forma nativa. Se
basa en la implementacio´n de una capa intermedia entre el hardware
y el sistema operativo anfitrio´n denominada hipervisor.
• Virtualizacio´n a Sistema Operativo:
Se genera un entorno dentro de un sistema operativo en el cual se
virtualizan aplicaciones.
• Virtualizacio´n a nivel de librer´ıas:
Se crea un entorno virtual en el que las aplicaciones pueden ser eje-
cutadas. ((Wine)) es el referente en este tipo de virtualizacio´n y actu´a
como una ((API)) de Windows para GNU/Linux.
3.1.2. Virtualizacio´n de recursos
Esta permite agrupar varios dispositivos, generalmente medios de alma-
cenamiento para que sean vistos como uno solo, o dividir un recurso en
mu´ltiples recursos independientes.
Una forma muy conocida de este tipo de virtualizacio´n son las redes pri-
vadas virtuales o VPN, una tecnolog´ıa de red que permite una extensio´n
de la red local sobre una red pu´blica o no controlada, como por ejemplo
Internet.
Ba´sicamente existen tres arquitecturas de conexio´n VPN: de acceso remo-
to, punto a punto y overLAN.
La arquitectura VPN de acceso remoto consiste en el hecho de que varios
usuarios se conectan a un mismo punto desde diferentes lugares a trave´s de
Internet, autentifica´ndose en el mismo.
La arquitectura punto a punto permite a varias oficinas conectarse con
una sede central, la cual acepta sus conexiones entrantes estableciendo as´ı un
tu´nel VPN.
Por u´ltimo, la arquitectura ((overLAN)) es quiza´s la menos utilizada, pero
muy potente dentro de una empresa, ya que permite conectarse entre dis-
tintos puntos de una misma empresa a trave´s de su red local en lugar de
hacer uso de Internet.
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3.2. Ventajas y desventajas
3.2.1. Ventajas
• Ahorro de costes: nos permite adquirir un so´lo servidor , aunque ma´s
potente, y a partir de ah´ı generar varias ma´quinas virtuales.
• Crecimiento flexible: la instalacio´n de un nuevo servidor es mucho ma´s
sencillo y ra´pido que trata´ndose de un servidor f´ısico.
• Administracio´n simplificada: toda gestio´n de recursos se puede realizar
desde el gestor de ma´quinas virtuales, centralizando todas estas opera-
ciones.
• Aprovechamiento de las aplicaciones antiguas: se puede modernizar el
software del usuario sin miedo a dejar de poder ejecutar aplicaciones
antiguas, al poder correr estas sobre ma´quinas virtuales de sistemas
operativos anteriores.
• Centralizacio´n de tareas de mantenimiento: se pueden realizar copias
de seguridad de todas las ma´quinas virtuales desde un mismo punto.
• Disminucio´n de tiempos de parada: las tareas comentadas anterior-
mente se pueden realizar en un breve espacio de tiempo.
• Mejor gestio´n de los recursos: se puede aumentar la memoria o almace-
namiento de la ma´quina hue´sped para aumentar los recursos de todas
las ma´quinas virtuales a la vez.
• Balanceo de recursos: se puede hacer uso una aplicacio´n que haga un
balanceo de los mismos, otorgando ma´s memoria, recursos de la CPU,
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almacenamiento o ancho de banda de la red a la ma´quina virtual que
lo necesite.
3.2.2. Desventajas
• Rendimiento inferior: un sistema operativo virtualizado nunca alcan-
zara´ las mismas cotas de rendimiento que si estuviera instalado de
forma nativa.
• No es posible utilizar hardware que no este´ gestionado o soportado por
el hipervisor.
• La aver´ıa del servidor anfitrio´n de virtualizacio´n afecta a todas las
ma´quinas virtuales alojadas en e´l: a la hora de centralizar todas las
tareas, se crea una mayor dependencia con el servidor anfitrio´n.
Ahora pasaremos a desarrollar las caracter´ısticas de varios hipervisores
conocidos, como Xen, KVM y VirtualBox.
3.3. Xen
El hipervisor Xen es una capa software que se ejecuta sobre el hardware del
ordenador, permitiendo ejecutar de esta manera varios sistemas operativos
sobre uno ya instalado concurrentemente.
Es soportado por varios tipos de procesadores, entre los que se encuentran
x86, x86-64, Itanium, Power PC y ARM y soportado a su vez por varios sis-
temas operativos como Linux, NetBSD,FreeBSD, Solaris y Windows. Dicho
hipervisor tiene adema´s licencia GNU.
Una ma´quina ejecutando el hipervisor de XEN, tiene tres componentes:
• Hipervisor XEN
• ((Domain)) 0, una ma´quina virtual con privilegios de acceso directo al
hardware. De esta manera se evita la ((traduccio´n)) de las operaciones
hardware hacie´ndola correr ma´s ra´pidamente.
• Otros ((Domains)), los cuales no tienen los privilegios anteriormente
comentados.
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XEN nacio´ como un proyecto de investigacio´n en la Universidad de Cam-
bridge liderado por Ian Pratt (fundador de XenSource). La primera versio´n
pu´blica de este software nacio´ en el an˜o 2003. En el an˜o 2007, XenSource fue
adquirida por Citrix Systems, una multinacional fundada en 1989 destina-
da a promover la virtualizacio´n de escritorio, ((SaaS)) y tecnolog´ıas ((Cloud
Computing)).
3.4. Kvm
KVM (((Kernel-based Virtual Machine))) es un hipervisor de co´digo abier-
to con el cual se puede hacer correr mu´ltiples ma´quinas virtuales sobre un
mismo sistema operativo. Cada ma´quina virtual tiene su propio hardware
virtualizado como puede ser una tarjeta de red, un disco, adaptadores gra´fi-
cos, etc.
Esta´ basado en hardware x86 para Linux. Consiste en un mo´dulo del
kernel que proporciona el nu´cleo de la infraestructura virtual y un mo´dulo
espec´ıfico para el procesador, Intel o AMD. Todos estos componentes esta´n
incluidos en Linux desde la versio´n 2.6.20.
3.5. VirtualBox
VirtualBox esta´ disen˜ado para arquitecturas x86. Fue creado inicialmente
por la empresa Innotek GmbH y ma´s tarde desarrollado por Sun Microsys-
tems, aunque actualmente forma parte de Oracle.
La primera versio´n de VirtualBox surgio´ el 15 de Enero de 2007. Fue
una de las primeras soluciones de virtualizacio´n de co´digo abierto. A finales
de 2008 sacaron la versio´n 2.0 con cambios significativos, entre los cuales
destacaron la creacio´n de ma´quinas de 64 bits y una interfaz de Max OS X
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nativa. Durante el primer semestre de 2009 no se realizaron cambios signi-
ficativos, pero fue en el mes de Junio cuando salio´ la versio´n 3.0, en la cual
se introdujeron cambios importantes en los que se refiere a ((SMP)) (Sym-
metrycal Multiprocessing). Bastante ma´s tarde, en Mayo de 2010, salio´ la
versio´n 3.2, con abundantes pequen˜as mejoras.
Este proyecto esta´ realizado para la versio´n 4.0 de VirtualBox, que fue
publicada en el mes de Diciembre del 2010, con importantes cambios en lo
que se refiere a tratamientos de los discos, capacidad de soportar ma´s RAM
en host de 32-bits, nuevo hardware virtual y otras pequen˜as funcionalidades.
Una de las caracter´ısticas que diferencian a VirtualBox de otros hipervi-
sores es que ofrece un gestor de ima´genes, es decir, discos que pueden ser
usados en varias ma´quinas virtuales y que existen de manera independiente
a e´stas.
En este proyecto, hemos tenido que aprender a manejarnos con las fun-
cionalidades que nos brinda VirtualBox para poder as´ı generar las ma´quinas
virtuales. Trabajando de esta manera sobre creacio´n de ma´quinas virtuales,
modificacio´n de sus para´metros referentes a discos, redes, gra´ficos, y manejo
de las ima´genes de los sistemas operativos invitados, ya sea para ejecutarlas,
pararlas, migrarlas, cancelarlas...
Cap´ıtulo 4
Arquitectura y Drivers de
OpenNebula
Este cap´ıtulo esta´ dedicado a repasar co´mo esta´ formado OpenNebula,
que´ estructura sigue y cua´les son las funciones de sus componentes.
4.1. Arquitectura interna de OpenNebula
Podemos dividir OpenNebula en tres grandes segmentos:
((Tools)): Contiene las herramientas de gestio´n que ofrecen el nu´cleo.
((Core)): Componente principal de OpenNebula. Este mo´dulo se encar-
ga de gestionar las ma´quinas y redes virtuales y los nodos de nuestra
infraestructura.
((Drivers)): Contiene las tecnolog´ıas necesarias para la virtualizacio´n,
almacenamiento y monitorizacio´n de los servicios ((cloud)).
4.1.1. Capa ((Tools))
Esta capa se divide a su vez en el CLI (((Command Line Interface))),
((scheduler)) (planificador) y una serie de herramientas como la implementacio´n
de APIs populares.
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CLI
Dirigido a los administradores de la nube. Ofrece manipular manual-
mente la infraestructura virtual, agregando nuevos nodos f´ısicos, creando
nuevas ma´quinas virtuales, etc.
El uso de CLI como sistema de acceso al hipervisor otorga grandes ven-
tajas a los administradores de sistemas, ya que posibilita la realizacio´n de
((scripts)) para efectuar tareas de gestio´n, pudiendo configurarse cada uno de
los comandos de manera detallada y segu´n las exigencias de cada uno.
((Scheduler))
Una de las ventajas de OpenNebula antes mencionada es su gran flexibil-
idad a distintas condiciones. Esto se debe en gran parte a la implementacio´n
modular y el planificador hace uso de ello. Es una entidad completamente in-
dependiente a la arquitectura OpenNebula, pudiendo adpatarse o cambiarse
sin afectar al sistema. Como opciones de configuracio´n, podemos encontrar:
- Puerto de conexio´n a oned (por defecto, 2633).
- Tiempo de separacio´n entre dos acciones de planificacio´n (por defecto,
30).
- Nu´mero limite de ma´quinas gestionadas en cada accio´n de planificacio´n
(por defecto, 300).
- Nu´mero ma´ximo de ma´quinas virtuales con las que comunicamos en
cada accio´n de planificacio´n (por defecto, 30).
- Nu´mero ma´ximo de ma´quinas virtuales atendidas para un host indi-
cado en cada accio´n de planificacion (por defecto, 1).
4.1.2. Capa ((Core))
El nu´cleo lo constituyen todos los componentes encargados de monitorear
maquinas y redes virtuales, el almacenamiento y los hosts. Podemos clasificar
sus componentes en seis mo´dulos funcionales:
((Request Manager))
Es el encargado de administrar las solicitudes de los clientes, ofrecien-
do una interfaz XML-RPC para llamar internamente a un componente. El
XML-RPC disgrega la mayor´ıa de las funcionalidades del nu´cleo de Open-
nebula a partir de componentes externos como el planificador.
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((Virtual Machine Manager))
Encargado de la gestio´n y monitorizacio´n de las ma´quinas virtuales, dan-
do una vista uniforme del conjunto de recursos. Los tres pilares que integran
el administrador son la virtualizacio´n, la creacio´n de redes y la gestio´n de
ima´genes.
((Transfer Manager))
Encargado de todas las transferencias de archivos necesarias para que las
implementaciones de las ma´quinas virtuales y las migraciones entre distintos
nodos en fr´ıo sean correctas.
((Virtual Network Manager))
Encargado de gestionar las direcciones IP y MAC para permitirnos crear
redes virtuales entre los distintos nodos. La estructura de datos sera´ un
conjunto de redes, donde cada una podra´ ser pu´blica o privada y dentro de
cada una, un grupo de direcciones IP y MAC.
((Host Manager))
Administra y supervisa los nodos f´ısicos del sistema. Este gestor, al igual
que el resto de infraestructuras posee gran flexibilidad y nos permite incluir
cualquier atributo del host.
((Database))
Base de datos persistente que almacena los distintos datos de OpenNeb-
ula. Este componente otorga a OpenNebula la escalabilidad y fiabilidad que
requiere un sistema de gestio´n de ma´quinas virtuales. Soporta tanto MySQL
como SQLite3.
4.1.3. Capa ((Drivers))
OpenNebula ofrece distintos mo´dulos que permiten interactuar con mid-
dleware espec´ıfico, como hipervisores de virtualizacio´n (por ejemplo Virtu-
alBox) o servicios en la nube (como Amazon EC2), entre otros.
Cabe destacar que esta capa se encuentra en continua expansio´n gracias
al ecosistema de OpenNebula, con una muy activa comunidad de usuarios
que ofrece un amplio cata´logo de extensiones, herramientas y ((plugins)) para
el hipervisor, todo ello en co´digo abierto.
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4.2. Infraestructura de OpenNebula
OpenNebula esta´ formado por un ((front-end)) que ejecutara´ tanto el sis-
tema como los servicios del ((cluster)), y un conjunto de nodos en los que
ejecutaremos las distintas ma´quinas virtuales. Estas dos partes se inter-
conectara´n por, al menos, una red que configuraremos previamente. Dentro
del ((fron-end)) podemos distinguir tres componentes:
Repositorio de ima´genes: Directorio que contendra´ las ima´genes
virtuales base.
Demonio OpenNebula (ONED): Responsable de manejar todas las
solicitudes entrantes, tanto del CLI como de la API, y comunicarse con otros
procesos cuando sea necesario.
Drivers: Usados por el core como interfaz para un hipervisor o sistema
de almacenamiento. Segu´n su funcionalidad, distinguimos:
• ((VMM driver)) (((Virtual Machine Manager))): Gestio´n de los hipervi-
sores.
• ((IM drivers)) (((Image Manager))): Monitorizacio´n.
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En este cap´ıtulo repasamos el disen˜o del driver, la organizacio´n seguida y
la forma en la que se desarrollan las operaciones para monitorizar y controlar
las ma´quinas virtuales, adema´s del ((plugin)) para Sunstone, la interfaz web
de OpenNebula.
5.1. El ((driver)) de VirtualBox
5.1.1. Funcionamiento general
El ((driver)) de VirtualBox para OpenNebula consiste en una serie de
((scripts)) escritos en lenguajes Ruby y, en menor medida, Shell. Como el
resto de drivers de OpenNebula, se divide en dos partes. La primera se ocu-
pa de recabar informacio´n sobre las ma´quinas en las que se van a ejecutar
las ma´quinas virtuales. Se trata del ((im mad)), o administrador de informa-
cio´n. La segunda parte se ocupa de realizar las operaciones necesarias con
las ma´quinas virtuales, y se denomina el ((vmm mad)).
Estas dos partes forman los ((scripts remotos)). Se denominan as´ı porque
son copiados a cada ma´quina gestionada a trave´s de OpenNebula, en el
momento en el que son an˜adidas. Mediante su ejecucio´n remota permiten a
OpenNebula extraer informacio´n de las ma´quinas y realizar las operaciones
necesarias sobre ellas en cuanto a la gestio´n de ma´quinas virtuales.
5.1.2. Monitorizacio´n de ma´quinas
El ((im mad)) es un conjunto de ((scripts)) bastante simples para obtener
informacio´n de las ma´quinas. Para ello utilizamos herramientas del sistema
(’uname’, ’top’) y parte de la informacio´n que ofrece el hipervisor de Virtu-
alBox sobre el sistema en el que se ejecuta.
La informacio´n se devuelve en forma de pares CLAVE=VALOR por la sal-
ida esta´ndar. Estos pares son entonces procesados por OpenNebula y la in-
formacio´n que contienen incluida en la descripcio´n detallada de las ma´quinas
que controla. Algunos valores, como la memoria, son de especial importan-
cia, ya que son tenidos en cuenta a la hora de decidir en que´ ma´quina realizar
el despliegue de una nueva ma´quina virtual.
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5.1.3. Administracio´n de ma´quinas virtuales
La parte correspondiente a la gestio´n de ma´quinas virtuales (((vmm mad)))
es la que ocupa el grueso del co´digo realizado. VirtualBox tiene algunas
caracter´ısticas que lo diferencian de otros hipervisores populares como KVM
o XEN, por lo que la estrategia a seguir ha sido completamente diferente.
All´ı donde la ejecucio´n de una operacio´n sobre la ma´quina virtual, como
crear una nueva, significa un comando simple (ya sea a trave´s de libvirt o
de algu´n comando del hipervisor), en VirtualBox supone una serie de pasos
bien diferenciados. Todos ellos se realizan a trave´s de la interfaz de l´ınea de
comandos ofrecida por el hipervisor.
Este proceder esta´ condicionado por la caracter´ıstica de VirtualBox de
tener definidos un conjunto de discos que pueden ser utilizados por cualquier
ma´quina virtual, mientras que en KVM o XEN los discos van asociados desde
un principio a una ma´quina.
Adema´s, OpenNebula ofrece soporte nativo para KVM, XEN y VMware,
lo que significa que se generan ficheros de configuracio´n comprensibles para
estos hipervisores. No es el caso para VirtualBox. OpenNebula va a generar
para nosotros un fichero XML con la descripcio´n de la ma´quina virtual y
sera´ nuestro driver el que lo traduzca e interprete para realizar las opera-
ciones necesarias.
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En el siguiente gra´fico podemos observar un diagrama que muestra co´mo
se estructura el ((vmm mad)):
Veamos en detalle co´mo se realizan estos procesos.
Procesando la configuracio´n
La configuracio´n de una ma´quina virtual creada a trave´s de una plantilla
de OpenNebula llega a nuestro ((driver)) en formato XML en el momento
de la creacio´n. Contamos con un ((script)) (xml-parser.rb) que es capaz de
parsear este XML y de ah´ı sacar los argumentos necesarios para los comandos
que realizan operaciones en el hipervisor.
Es importante sen˜alar que para nosotros es necesario guardar este fichero
de configuracio´n y conocer su localizacio´n no so´lo en el momento de la
creacio´n de la ma´quina virtual (como en otros drivers), sino tambie´n cuando
se realizan operaciones como la salvaguarda o el apagado. Esto se debe a
que a veces necesitamos conocer toda la informacio´n sobre los medios de al-
macenamiento (discos...), ya que para borrar o migrar una ma´quina virtual
hay que desenchufarlos y desregistrarlos primero.
Esto nos obliga a almacenar en un fichero auxiliar una relacio´n entre los
nombres de ma´quinas virtuales y la localizacio´n de sus ficheros de configu-
racio´n. Esta localizacio´n puede ser cambiada en la configuracio´n de Open-
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Nebula y so´lo se conoce en la creacio´n, por tanto no podemos fiarnos de que
vaya a estar siempre en el lugar por defecto.
Ejecutando los comandos
Los comandos sobre el hipervisor se ejecutan con los argumentos extra´ıdos
de la configuracio´n en XML de las ma´quinas. Esta ejecucio´n esta´ controlada
por otro script (actions.rb). Varios comandos encadenados de este tipo
componen las operaciones que puede realizar OpenNebula. Algunos, como la
migracio´n fr´ıa de ma´quinas virtuales, requieren operaciones ma´s complicadas
que veremos en detalle.
La ejecucio´n de estos comandos es observada por si se produce algu´n error.
En estos casos se vuelcan los mensajes sobre la salida de error, de manera que
OpenNebula pueda informar al usuario de cua´l ha sido el problema. Tambie´n
se dispone de un modo ((debug)) en el que se vuelcan todas la salidas a un
fichero para su posterior revisio´n.
Operaciones de OpenNebula
Pasamos a detallar co´mo se realizan las operaciones de OpenNebula sobre
VirtualBox.
• Despliegue (deploy)
El despliege de una ma´quina virtual (VM) consiste en su creacio´n y
puesta en ejecucio´n a trave´s del hipervisor correspondiente. En Virtu-
alBox es un proceso que consiste en varios pasos:
1. Registrar la VM: Se le asigna un nombre a la ma´quina virtual y
se crea en el hipervisor.
2. Modificar la VM: De acuerdo a la plantilla que define las car-
acter´ısticas de la VM (memoria, interfaces de red...), se ejecuta
el comando de VirtualBox con los argumentos correspondientes
para configurar la ma´quina creada en el paso 1.
3. Clonacio´n de discos: VirtualBox trata los discos de manera in-
dependiente a las VM que tiene registradas. Cada disco, tiene
un UUID u´nico. Esto significa que no es posible an˜adir el mismo
disco dos veces para ser, por ejemplo, utilizado por dos VM difer-
entes. Por ello, antes de utilizar un disco es necesario clonarlo de
manera que obtenga un nuevo UUID u´nico. Este paso hace uso
de un script bash auxiliar para realizar la operacio´n de clonado
y que sustituye el disco original por su clon.
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4. An˜adir controladores: El siguiente paso es an˜adir los controladores
de discos necesarios. Por ejemplo, si tenemos discos IDE, hay que
an˜adir un controlador IDE. Lo mismo para SATA y otros tipos
de buses disponibles.
5. Enchufar discos: Una vez completados los pasos anteriores, los
discos (tambie´n llamados ima´genes), pueden ser enchufados a
nuestra VM. Al an˜adirlos se estipula el bus al que se conectan
y el orden.
6. Lanzar la ma´quina: La VM esta´ configurada, con su almace-
namiento conectado y lista para funcionar. En este paso se decide
si se desea mostrar la salida gra´fica a trave´s de una ventana SDL,
o activar la salida VRDP para poder conectarse remotamente a
ella (a modo de VNC).
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• Cancelacio´n (cancel)
La cancelacio´n de una ma´quina virtual (VM) consiste en su des-
enchufado y borrado completo del sistema. So´lo se utiliza cuando por
alguna razo´n no es posible apagar una ma´quina de manera ordenada (a
trave´s de una sen˜al ACPI). En VirtualBox el proceso es pra´cticamente
inverso al de creacio´n y consiste en:
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1. Desenchufar la VM: La ma´quina es apagada de manera abrupta.
2. Desconectar los discos: Los medios de almacenamiento conectados
a la VM se desacoplan.
3. Cerrar los discos: Una vez desacoplados, se cierran los medios de
almacenamiento asociados a la VM (y se borran f´ısicamente).
4. Borrar la VM: La ma´quina virtual se borra del hipervisor sin que
quede rastro de ella.
• Apagado (shutdown)
El apagado es la manera ordenada de cerrar y borrar una ma´quina
virtual (VM). La diferencia con respecto a la cancelacio´n de una VM
es que el apagado se realiza mediante el env´ıo de una sen˜al ACPI.
T´ıpicamente, la VM estara´ preparada para recibir este tipo de sen˜ales
y comenzara´ un proceso de apagado en el que el sistema operativo
termine los procesos y desmonte los discos de manera controlada.
Sin embargo, hay casos en los que el apagado ACPI no funciona. El
((script)) de apagado espera durante un intervalo de tiempo y comprue-
ba de manera perio´dica si la ma´quina ha alcanzado el estado ((power
off)) de manera satisfactoria. Si se alcanza un l´ımite de tiempo (config-
urable al principio del ((script))), se procede a desenchufar la ma´quina
de manera abrupta.
El resto del proceso es el mismo que en la cancelacio´n de una VM,
por lo que no lo detallamos.
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• Salvaguarda (((save)))
La salvaguarda de una ma´quina virtual (VM) significa su congelacio´n.
El estado en el momento de la orden es conservado en un fichero llama-
do ((checkpoint)) y debe poder permitir la restauracio´n de esa ma´quina
en el momento exacto y en las condiciones correspondientes al momen-
to que fue guardada.
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La salvaguarda, junto con la restauracio´n, son dos procesos muy im-
portantes ya que permiten la migracio´n en fr´ıo de una VM: la ma´quina
se guarda en un lugar, se copia a otro, y se restaura. Esto sirve para
balancear la carga entre los diferentes nodos f´ısicos existentes.
El proceso de salvaguarda en VirtualBox no es inmediato como en
otros hipervisores, ni esta´ soportado de manera esta´ndar. Por ello,
hemos seguido una serie de pasos de manera que sea posible ejecutarlo:
1. Salvar estado: VirtualBox permite cerrar una ma´quina virtual
salvando su estado, y ese es el primer paso.
2. Empaquetado del estado: VirtualBox crea un fichero .sav que con-
tiene la informacio´n del estado de la ma´quina, para restaurarla
en cualquier momento. Sin embargo, no esta´ disen˜ado pensando
que esa ma´quina puede ser restaurada en otro lugar diferente.
Por ello, nuestro ((driver)) copia el fichero de configuracio´n origi-
nal de la VM y el fichero de estado y los empaqueta en un fichero
TAR. Este paso se hace mediante un ((script)) bash auxiliar (pack-
State.sh).
3. Cancelacio´n: Una vez empaquetado todo lo necesario para la
restauracio´n de la VM, se desenchufa completamente y se can-
cela (desconectar discos, etc.), de manera que lo u´nico que queda
atra´s es un fichero ((checkpoint)) cuya localizacio´n se devuelve a
OpenNebula.
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• Restauracio´n (restore)
La restauracio´n de una ma´quina virtual (VM) es el proceso inverso
a la salvaguarda: a partir de un fichero ((checkpoint)) se relanza la VM
en el punto en el que se hab´ıa guardado. Aqu´ı cobra sentido el haber
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empaquetado el fichero de configuracio´n original en el fichero, ya que
VirtualBox no salva la configuracio´n de la ma´quina ni la informacio´n
de los discos asociados.
El proceso seguido para restaurar una VM consiste en desempaque-
tar el fichero de ((checkpoint)) y realizar el despliegue de la ma´quina
como si fuese nueva a partir del fichero de configuracio´n. La diferencia
con el despligue original es que el lanzamiento de la ma´quina no se re-
aliza. En su lugar, se copia el fichero .sav creado por VirtualBox a su
lugar original (dentro de las carpetas de configuracio´n del hipervisor)
y entonces se adopta el estado. La VM continu´a tal y donde estaba
antes de guardarla, pero sin enterarse de que ha sido completamente
borrada y recreada, que tal vez ha cambiado de nodo f´ısico y de que
sus nuevos discos son so´lo copias de los originales.
• Consulta (poll)
Esta es la u´nica orden que se procesa de forma sencilla y en un
u´nico paso, aprovechando que VirtualBox, como otros hipervisores,
ofrece informacio´n detallada sobre una ma´quina virtual registrada.
5.1.4. Ficheros
Ofrecemos a continuacio´n una relacio´n breve de los directorios y ficheros
que componen el driver, con una pequen˜a descripcio´n de las funciones de
cada uno. Los directorios principales son:
• etc: Contiene ficheros necesarios para establecer los valores de config-
uracio´n por defecto de las ma´quinas virtuales soportadas por Virtual-
Box.
• remotes: Contiene las mayor parte de las fuentes espec´ıficas del driver:
los ficheros que se copian en los nodos para monitorizar y controlar las
ma´quinas virtuales que se despliegan en ellos:
• Carpeta im (((Information Manager))): Contiene algunos scripts
para obtener informacio´n ba´sica de un host: memoria total, memo-
ria disponible, velocidad y tipo de CPU...
• Carpeta vmm (((Virtual Machine Manager))): Contiene los scripts
para controlar las ma´quinas virtuales.
• xml-parser.rb ((Script)) de Ruby encargado de generar los
argumentos para la l´ınea de comandos de VirtualBox a partir
de la descripcio´n XML que genera OpenNebula para config-
urar una ma´quina virtual.
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• actions.rb ((Script)) de Ruby encargado de realizar “las ac-
ciones”, es decir, las llamadas a la l´ınea de comando de Virtu-
alBox. Obtiene los argumentos necesarios para esas llamadas
del “xml-parser.rb”. que sera´ almacenado en el directorio
/tmp/vbox.log.
• deploy, cancel, shutdown, poll, restore, save ((Scripts))
de Ruby encargados de la ejecucio´n de las operaciones de
OpenNebula sobre ma´quinas virtuales. Hacen uso de una o
varias acciones del “actions.rb”.
• cloneDisk.sh ((Script)) de Shell encargado de clonar los dis-
cos de manera que se les asigne un UUID u´nico, y as´ı poder
utilizar varias veces el mismo disco en la misma ma´quina con
VirtualBox.
• packState.sh/unpackState.sh ((Scripts)) de Shell empaque-
tan y desempaquetan los checkpoints que permiten la salva-
guarda, migracio´n y restauracio´n de una ma´quina virtual.
• vboxrc.rb Fichero que incluye constantes configurables uti-
lizadas en diferentes ((scripts)).
• share/examples/vbox: Contiene ficheros de ejemplo: una ima´gen de
ttylinux, un ejemplo de plantilla, un esquema de plantilla, y un oned.conf
con los valores configurados para usar el ((driver)) de VirtualBox.
• sunstone/vbox-plugin.js: Plugin para Sunstone de OpenNebula.
Permite utilizar la interfaz gra´fica Sunstone con el plugin de Virtu-
alBox.
• install.sh: ((Script)) de instalacio´n. Copia los ficheros del driver en
la instalacio´n de OpenNebula para poder usarlos.
5.2. El ((plugin)) para Sunstone
OpenNebula lanzo´ su ((Sunstone Cloud Operations Center)) con su versio´n
2.2 a finales de Marzo de 2011. Sunstone es una interfaz web que permite el
manejo de OpenNebula de manera gra´fica y sencilla.
A pesar de no estar contemplado en las carater´ısticas iniciales del proyecto,
y al observar que la versio´n planeada de Sunstone 3.0 tiene una arquitec-
tura orientada a plugins, decidimos aprovecharla y desarrollar un plugin que
permita la utilizacio´n de nuestro driver desde la interfaz gra´fica.
El plugin de VirtualBox para OpenNebula Sunstone realiza modificaciones
relevantes en los plugins por defecto, de manera que:
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• Sea posible an˜adir un ((host)) desde Sunstone eligiendo VirtualBox co-
mo IM y VMM, de la misma manera que se pueden elegir los drivers
de KVM o XEN.
• Sea posible crear una ma´quina virtual con las caracter´ısticas sopor-
tadas por VirtualBox. Esto se ha conseguido an˜adiendo un formulario
de creacio´n de ma´quinas virtuales espec´ıfico para VirtualBox. El for-
mulario facilita mucho la creacio´n de ma´quinas virtuales, comprobando
que los para´metros obligatorios esta´n incluidos, pudiendo an˜adir redes
e ima´genes predefinidas, etc.
Este plugin sera´ pionero pues, al estar la versio´n 3.0 de Sunstone to-
dav´ıa en desarrollo, sera´ el primer plugin externo a la distribucio´n oficial




Describimos brevemente la configuracio´n y uso del ((driver)). Este apartado
se ampl´ıa de manera pra´ctica en los anexos, do´nde se incluye una gu´ıa de
configuracio´n orientada a usuarios y un ejemplo de uso pra´ctico.
6.1. Configuracio´n de OpenNebula
El primer paso es la instalacio´n del ((driver)). Esta se realiza fa´cilmente
gracias al ((script)) “install.sh”. El ((script)) copia los ficheros dentro de la
instalacio´n de OpenNebula, de manera que sean accesibles y usables.
A continuacio´n, es necesario especificar que se desea utilizar el ((driver)) de
VirtualBox en el archivo de configuracio´n /etc/oned.conf de OpenNebula.
Se distribuye junto al ((driver)) un archivo de configuracio´n listo para utilizar.
Los cambios consisten en configurar las variables de IM MAD y VMM MAD de
manera que se utilicen los ((scripts)) proporcionados por nosotros. Adema´s,
hay que especificar que el tipo de formato deseado para el VM MAD (para la
configuracio´n de las ma´quinas virtuales) es XML.
Nuestro driver no requiere configuracio´n espec´ıfica adicional. Su funcionamien-
to dependera´ ahora de que la instalacio´n general de OpenNebula sea sat-
isfactoria y este´ bien configurada, segu´n se indica en la documentacio´n del
producto.
6.1.1. Configuracio´n de Sunstone
No es necesaria configuracio´n adicional del ((plugin)) de Sunstone. El ((script))
de instalacio´n lo coloca en la carpeta adecuada y Sunstone lo carga de man-
era automa´tica (al menos esta´ previsto que lo haga en la 3.0).
6.2. Uso de OpenNebula
• A trave´s de la interfaz de l´ınea de comandos: El uso de OpenNebula
no difiere con nuestro driver. Las operaciones se realizan de la misma
manera que con cualquier otro, con la excepcio´n de que al an˜adir un
((host)) hay que especificar “im vbox” y “vmm vbox”. Cabe tener en
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cuenta que VirtualBox no soporta ((live migration)), por lo que si se
intenta realizar esta operacio´n, se producira´ un error.
• A trave´s del centro de operaciones Sunstone: El ((plugin)) de VirtualBox
para Sunstone adapta las facilidades de Sunstone a VirtualBox, sin que
haya que mencionar ninguna particularidad en cuanto a usabilidad. En
la creacio´n de ((hosts)), VirtualBox esta´ seleccionado automa´ticamente.
Y en la creacio´n de ma´quinas virtuales, el ((wizard)) de VirtualBox es el
u´nico disponible, por lo que se minimiza cualquier riesgo de confusio´n.
Se incluye en los anexos un ejemplo de uso que amplia la informacio´n
aqu´ı contenida de manera pra´ctica.
Cap´ıtulo 7
Conclusiones
El ((driver)) de VirtualBox para OpenNebula supone una nueva funcional-
idad para un software de administracio´n de ((clouds)) IaaS que puede pre-
sumir de una gran versatilidad para adaptarse a mu´ltiples escenarios. Al
estar escrito bajo una licencia de co´digo abierto (Apache), el co´digo queda
disponible para que la comunidad siga trabajando sobre e´l.
Precisamente, el hecho de que nuestro trabajo pueda ser [re]utilizado en
el mundo real ha supuesto una gran motivacio´n a la hora de llevarlo ade-
lante. Hemos ampliado por ello los horizontes del plan inicial incluyendo
un ((plugin)) para la interfaz web de OpenNebula (Sunstone) que facilite el
uso y complete su capacidad de integracio´n. Se han redactado adema´s, in-
strucciones detalladas de instalacio´n y uso (ver anexos) para alcanzar este
objetivo.
Otro de los aspectos a los que se ha prestado especial atencio´n es a la
compatibilidad de nuestro driver con la versiones existentes del software con
el que trabaja. En un an˜o hemos visto pasar a OpenNebula de la versio´n
1.4, a la 2.0, la 2.2 y la 3.0 (Julio 2011). Intimamente ligado a esta evolucio´n
esta´ OpenNebula Sunstone, que ni siquiera exist´ıa. De igual manera, Virtu-
alBox ha dado el salto de la versio´n 3 a la 4, y el uso de Ruby 1.9.2 (Agosto
2010) se ha generalizado frente a la versio´n 1.8.7. Esta ra´pida evolucio´n
de las herramientas con las que trabajamos nos ha obligado a adaptarnos
constantemente. Por ello podemos afirmar que el ((driver)) funciona con las
u´ltimas versiones de estos programas.
El trabajo realizado abre a su vez muchos caminos al desarrollo y mejora
del propio ((driver)). Ser´ıa muy interesante explorar, por ejemplo, si Open-
Nebula ser´ıa capaz de proporcionar las condiciones requeridas para una mi-
gracio´n ((en caliente)) de ma´quinas virtualizadas con VirtualBox (va ma´s
alla´ de las capacidades de un ((plugin)) como tal). Tambie´n ser´ıa una posibil-
idad dar soporte a muchas ma´s opciones de VirtualBox, ahora que OpenNeb-
ula 3.0 permite la declaracio´n de atributos personalizados en las plantillas de
ma´quinas virtuales. Igualmente, se podr´ıa buscar una solucio´n para integrar
un cliente RDP en OpenNebula Sunstone, de la misma manera que se ha
integrado uno VNC, para poder visualizar las ma´quinas lanzadas.
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Esperamos que este proyecto, que nos ha permitido conocer y sumergirnos
en el a´rea del ((Cloud Computing)), sea de utilidad y ayude a OpenNebula
a seguir creciendo, progresando y dando a la Facultad de Informa´tica de la
UCM el renombre internacional que se merece.
Cap´ıtulo 8
Glosario
Cloud Computing:modelo que ofrece servicios de computacio´n a trave´s
de Internet.
Driver: Controlador de un dispositivo, que permite hacer una abstraccio´n
del hardware proporcionando una interfaz para hacer uso del recurso.
IaaS: Infraestructure As A Service. Servicio de insfraestructura cloud
para manejo de software, servidores, redes y tareas relacionadas con los
mismos.
Infraestructura: Conjunto de elementos o servicios que se consideran
necesarios para la creacio´n y funcionamiento de una organizacio´n.
OpenNebula: Herramienta opensource para manejar infraestructuras en
la nube. Capaz de construir nubes pu´blicas, privadas e h´ıbridas.
Servicio: Conjunto de herramientas destinadas a satisfacer las necesi-
dades del pu´blico o de una entidad pu´blica o privada.
VirtualBox: Software de virtualizacio´n. Con e´l es posible instalar sis-
temas operativos calificados de invitados dentro sistemas operativos conoci-
dos como anfitriones, cada uno con su ambiente virtual.
Virtualizacio´n: Abstraccio´n de lo recursos de una ma´quina. Crea una
capa entre el software y el hardware de la ma´quina para poder adaptar varios
recursos al mismo hardware.
Checkpoint: Checkpoint es un punto de control, en nuestro contexto es
un punto en que guardamos el estado de la ma´quina para luego posterior-
mente poder ser restaurada a partir de ah´ı.
KVM: Software para implementar virtualizacio´n completa con Linux so-
bre hardware x86. Permite ejecutar ma´quinas virtuales utilizando ima´genes
de disco que contienen sistemas operativos sin modificar.
53
CAPI´TULO 8. GLOSARIO 54
XEN: Monitor de ma´quina virtual de co´digo abierto que permite contro-
lar los recursos, garantizar calidad de servicio y migrar ma´quinas virtuales
en caliente.
Domain: Nombre de identificacio´n que permite distinguir entre distintos
host o, en nuestro caso, ma´quinas virtuales.
SaaS: Modelo de servicio de cloud que permite al cliente hacer uso de
software a trave´s de Internet, sin necesidad de preocuparse del soporte, de
la instalacio´n ni del mantenimiento.
PaaS: Modelo de servicio de cloud que proporciona a los clientes la ca-
pacidad de trabajar en todos los aspectos de desarrollo de un software, todo
ello a trave´s de Internet.
PaaS: Modelo de servicio de cloud que proporciona a los clientes la ca-
pacidad de trabajar en todos los aspectos de desarrollo de un software, todo
ello a trave´s de Internet.
Hipervisor: Monitor de ma´quina virtual (VMM) que permite aplicar
te´cnicas de control para virtualizar varios sistemas operativos al mismo tiem-
po.
SunStone: GUI que pretende facilitar tantos a usuarios como admin-
istradores de OpenNebula, la posibilidad de realizar operaciones sobre in-
fraestructuras cloud privadas e h´ıbridas sin necesidad de hacer uso de CLI.
Ma´quina Virtual: Software que emula a una ma´quina sobre los cuales se
pueden realizar las mismas operaciones que si fuese sobre una ma´quina real.
Los procesos que ejecutan esta´n limitados por los recursos proporcionados
por ellas.
Host: Ma´quina conectada a una red, que proveen y utilizan servicios de
la misma, como la transferencia de ficheros, conexio´n remota, servidores...
Cluster: Conjunto de ma´quinas cuyas componentes hardware son co-
munes a todas ellas y que en su globalidad actu´an como si fuesen una u´nica
computadora.
Ruby: Lenguaje de programacio´n interpretado, reflexivo y orientado a
objetos, creado por Yukihiro Matz. Su implementacio´n oficial es distribuida
bajo licencia de software libre.
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Este anexo incluye una gu´ıa que explica de manera detallada co´mo se
configura e instala el ((driver)) de VirtualBox. Se trata de la traduccio´n de
la gu´ıa escrita como elemento de documentacio´n que acompan˜a al ((driver))
de cara a la comunidad de OpenNebula.
A.1. Caracter´ısticas
Los ((drivers)) de VirtualBox para OpenNebula (one-vbox) soportan la
creacio´n de ((hosts)) y lanzamiento de Ma´quinas Virtuales usando su hiper-
visor.
La monitorizacio´n y tratamiento de las Ma´quinas Virtuales se realiza a
trave´s de la interfaz de la l´ınea de comandos de VirtualBox e implementa
gran parte de las operaciones relacionadas con VM presentes en OpenNebula.
Dicho ((driver)) soporta migracio´n en fr´ıo. Esto quiere decir que la VM es
guardada, y seguidamente copiada en otro ((host)) y finalmente restaurada
a partir de esa imagen guardada. No soporta migracio´n en caliente hoy en
d´ıa.
A.2. Requisitos
• Los nodos ((cluster)) debera´n tener instalado VirtualBox (actualmente
es soportada la versio´n 4.0). VirtualBox debe estar disponible para el
uso del usuario de OpenNebula (usualmente oneadmin), lo que sig-
nifica que este usuario debe pertenece al grupo de VirtualBox y los
permisos de los ejecutables de VirtualBox deben de ser configurados
correctamente.
• Una versio´n de ((Ruby)) (1.8.7 o 1.9.2) debe de estar instalada en el
nodo remoto.
• Se necesita ((GNU tar)) en el nodo remoto para salvar, restaurar y
migrar ma´quinas virtuales.
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A.3. Archivos del ((driver))
El paquete del ((driver)) one-vbox contiene los siguientes ficheros. Ten
en cuenta de que son referenciados usando la variable de entorno $ONE
LOCATION como base del directorio, lo que quiere decir que OpenNebula
estar´ıa instalado en modo ((self-contained)).
• $ONE_LOCATION/etc/vmm_ssh/vmm_ssh_vbox.conf
Fichero de configuracio´n que define los valores por defectos de las
definiciones de los ((domains)) de VirtualBox.
• $ONE_LOCATION/lib/remotes/vmm/vbox y
$ONE_LOCATION/lib/remotes/var/vbox
Scripts utilizados para llevar a cabo las operaciones de las ma´quinas
virtuales. Los ficheros de remotes/lib son una copia de los ficheros
en remotes/var. Estos ficheros en var, son copiados al ((host)) remoto.
• $ONE_LOCATION/lib/remotes/im/vbox.d
((Scripts)) utilizados para extraer informacio´n de los ((host)) remotos.
Es ah´ı donde se copian estos ((scripts)).
• $ONE_LOCATION/share/examples/vbox
Algunos ficheros u´tiles de VirtualBox: una imagen ttylinux de Virtu-
alBox, una plantilla esta´ndar, un ejemplo de oned.conf con el ((driver))
de one-vbox activado, y una plantilla esquema indicando los atributos
soportados para las plantillas de VirtualBox.
A.4. Instalacio´n
Para instalar el ((plugin)) de VirtualBox, descarga´rselo, descomprimirlo
y ejecutar el ((script)) install.sh como onedamin (o como propietario de la
instalacio´n de OpenNebula). Ten en cuenta que es necesario tener la variable
de entorno ONE LOCATION definida.
El ((script)) de instalacio´n copiara´ los ficheros del driver y los ((examples))
al directorio de instalacio´n de OpenNebula.
Si esta´s usando una instalacio´n en modo ((system-wide)) de OpenNebula,
tendra´s que copiar manualmente los ficheros en el directorio de instalacio´n
del mismo.
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A.5. Configuracio´n
Para habilitar el ((driver)) de one-vbox, es necesario modificar adecuada-
mente el fichero oned.conf. Esto se consigue estableciendo las opciones de










type = "xml" ]
El nombre del ((driver)) necesita ser proporcionado a la hora de an˜adir un
nuevo ((host)) a OpenNebula, por ejemplo:
onehost create hostname im_vbox vmm_vbox tm_ssh
((Executable)) apunta al ((path)) del fichero ejecutable del ((driver)).
((Default)) apunta al fichero de configuracio´n del ((driver)).
((Type)) identifica el hecho de que este ((driver)) usa el formato XML en el
fichero del dominio pasado desde OpenNebula al ((driver)) de VirtualBox.
APE´NDICE A. INSTALACIO´N Y CONFIGURACIO´N 59
A.6. Plantillas
Un esquema de una plantilla one-vbox para una ma´quina virtual:
# --------------------------------------
# ATRIBUTOS DE LA VM PARA ONE-VBOX
# --------------------------------------
#---------------------------------------
# Nombre de la VM
#---------------------------------------
NAME = "vm-ejemplo" # Opcional




CPU = "Cantidad_de_CPU_requerida" # No soportado
MEMORY = "Cantidad_de_MEM_requerida" # Opcional
VCPU = "Numero de CPUs virtuales" # Opcional
#---------------------------------------




kernel = "Ruta_al_SO_kernel", #
initrd = "Ruta_a_imagen_initrd", #
kernel_cmd = "Linea_de_comandos_kernel", #
root = "Disp. que se montara como root" #
boot = "Disp. desde el que iniciamos" ] #
#---------------------------------------
# Caracteristicas del hipervisor
#---------------------------------------
FEATURES = [
pae = "yes|no", # Opcional
acpi = "yes|no" ] # Opcional






source = "Ruta a la imagen de disco", #Oblig
size = "tamano_en_GB", #No soportado
target = "device_to_map_disk", #Obligatorio
bus = "ide|scsi|sata|floppy|sas", #Oblig
readonly = "yes|no", #Opcional
clone = "yes|no", #No soportado
save = "Ruta al archivo de imagen de disco" ]
#No soportado
#---------------------------------------
# Interfaces de red
#---------------------------------------




ip = "Direccion_IP", #No soportado
bridge = "name_of_bridge_to_bind_if", #Oblig
target = "Nombre disp. para mapear",
#No soportado






INPUT = [ #No soportado
type = "mouse|tablet",
bus = "usb|ps2|xen" ]
GRAPHICS = [ #Opcional
type = "vrdp", #Obligatorio
listen = "IP-a-escuchar", #Obligatorio
port = "puerto", #Opcional
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passwd = "password" ] #No soportado
#---------------------------------------
# Atributos del hipervisor RAW
#---------------------------------------




# Contexto de la maquina virtual








CONTEXT = [ #Opcional
var_1 = "valor_1",
var_n = "valor_n",
files = "space-separated list of paths to include
in context device",
target= "device to attach the context device" ]
#---------------------------------------
# Planificador












En este anexo recogemos un par de ejemplos de uso simplificados. Para ello
utilizaremos tanto la interfaz de l´ınea de comandos de OpenNebula, como el
centro de operaciones Sunstone. La topolog´ıa de nuestra nube esta´ formada
por un ((front-end)) y un nodo (de nombre “www”) sobre el que desplegare-
mos las ma´quinas virtuales. E´stas lanzara´n una imagen de ((ttylinux)).
B.1. Interfaz de l´ınea de comandos
La interfaz de l´ınea de comandos es la forma ma´s ba´sica, pero ma´s com-
pleta, de manejar OpenNebula. Veamos paso a paso co´mo lanzar y cancelar
una ma´quina virtual:
1. Iniciar OpenNebula: Para iniciar OpenNebula ejecutamos:
oneadmin@hector:-> one start
Este comando prepara y lanza el demonio de OpenNebula junto con el
((scheduler)). Los drivers de VirtualBox, configurados en el “oned.conf”
se cargan en este momento.
2. Registrar un host: Para an˜adir nuestro nodo a OpenNebula, ejecu-
tamos el comando:
oneadmin@hector:-> onehost create www im_vbox
vmm_vbox tm_nfs
Tras unos momentos es posible comprobar que el nodo se ha an˜adido
y se monitoriza correctamente:
oneadmin@hector:-> onehost list
ID NAME CLUSTER RVM TCPU FCPU ACPU




APE´NDICE B. EJEMPLO DE USO 63










MAX MEM : 889892
USED MEM (REAL) : 454396
USED MEM (ALLOCATED) : 0
MAX CPU : 0
USED CPU (REAL) : 0
USED CPU (ALLOCATED) : 0


















pentium(r) 4 cpu 3.20ghz
PROCESSOR_0_SPEED=3200 mhz
PROCESSOR_1_DESCRIPTION=Mobile intel(r)
pentium(r) 4 cpu 3.20ghz
PROCESSOR_1_SPEED=3200 mhz
PROCESSOR_COUNT=2














Podemos registrar esta plantilla fa´cilmente con:
oneadmin@hector:-> oneimage register vbox_image.one
Y comprobamos que se ha registrado correctamente (estado ((ready))):
oneadmin@hector:-> oneimage list
ID USER NAME TYPE
0 oneadmin ttylinux_vbox OS
REGTIME PUB PER STAT #VMS
Jun 11, 2011 11:49 No No rdy 0
3. Instanciar una ma´quina virtual: En este momento estamos listos
para instanciar una ma´quina virtual utilizando VirtualBox. Para ello,
hemos escrito una plantilla “vbox vm.one” para describirla. En esta
plantilla indicamos a OpenNebula que debe utilizar la imagen previ-







acpi = "yes" ]








type = "sdl" ]
Para crear la ma´quina ejecutamos:
oneadmin@hector:-> onevm create vbox_vm.one
El ((scheduler)) de OpenNebula se encargara´ de buscar un nodo do´nde
instanciar esta ma´quina virtual. Se realizara´n las operaciones nece-
sarias (copiar la imagen al nodo por ejemplo) y, si todo va bien, el
estado de la ma´quina virtual pasara´ a ((RUNNING)):
oneadmin@hector:-> onevm list
ID USER NAME STAT CPU MEM
11 oneadmin vbox-tes runn 0 0K
HOSTNAME TIME
www 00 00:01:25
Observamos que en el nodo remoto aparece una ventana SDL con la
salida de video de la ma´quina virtual (tener en cuenta que hay que
tener una instancia del servidor X lanzada, proporcionar acceso al
usuario oneadmin a esta instancia y tener definida la variable display
para que funcione).
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4. Cancelar una ma´quina virtual: Finalmente, podemos cancelar la
ma´quina virtual con:
oneadmin@hector:-> onevm cancel 11
Con esta orden se apagara´ la ma´quina y se eliminara´ de OpenNebula.
B.2. Interfaz gra´fica Sunstone
El centro de operaciones Sunstone ofrece una interfaz web para la uti-
lizacio´n de OpenNebula de manera fa´cil y sencilla. Con ayuda del plugin
para VirtualBox desarrollado, vamos a observer co´mo lanzar una ma´quina
virtual, salvaguardarla y restaurarla. Finalmente la apagaremos:
1. Iniciar Sunstone: Para iniciar Sunstone es necesario, una vez Open-
Nebula esta´ funcionando, ejecutar el comando:
oneadmin@hector:-> sunstone-server -p 9292 start
sunstone-server started
Seguidamente es posible acceder al interfaz a trave´s de nuestro explo-
rador en el puerto especificado:
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2. Registrar un host: Para registrar un nuevo host hay que ir a la
pestan˜a de ((Host & Clusters)), hacer click en “+ New” y completar el
formulario. El host aparecera´ en la lista tras ser creado:
3. Registrar una imagen: En la pestan˜a de ((Images)) podemos regis-
trar la imagen que usaremos para nuestra ma´quina virtual:
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4. Instanciar una ma´quina virtual: Para crear una ma´quina virtual
so´lo tenemos que rellenar el formulario para VirtualBox en la pestan˜a
de ((Virtual Machines)) y pulsar el boto´n crear. Hemos seleccionado la
imagen que hemos definido antes. A los pocos segundos podemos obser-
van que nuestra ma´quina virtual ha pasado ha estado ((RUNNING)).
Adema´s, en el host ha aparecido la ventana SDL de ttylinux, tal y
como hab´ıa pasado en el ejemplo de la l´ınea de comandos:
5. Salvaguardar una ma´quina virtual: Salvaguardar una ma´quina
virtual es tan fa´cil como seleccionarla y hacer click en la accio´n ((stop))
el desplegable de acciones. La ma´quina pasa a estado ((stopped)) cuando
ha finalizado la transferencia de los discos y el estado al ((frontend)):
6. Restaurar una ma´quina virtual: Seleccionarla de nuevo y hacer
click en la accio´n de ((resume)) la devolvera´ a estado ((PENDING)),
lista para ser instanciada de nuevo en el host que este´ disponible y
ejecuta´ndose en el mismo punto en el que fue salvaguardada.
APE´NDICE B. EJEMPLO DE USO 69
7. Apagar una ma´quina virtual: Por u´ltimo, la accio´n shutdown nos
permite apagar la ma´quina virtual, que recibira´ una sen˜al acpi de
apagado y desaparecera´ de la lista cuando se haya completado:
