Introduction.
The mathematical and physical significance of the six Painlevé transcendents has been well established. Their mathematical importance originates from the work by Painlevé [7, 8] and Garnier [2] . Their physical significance follows their applicability to a wide range of important physical problems, such as nonlinear waves in quantum field theory and statistical mechanics [6] . There have been many results on the asymptotics of the Painlevé transcendents. In 1980, Hastings and McLeod [4] developed a method and applied it to the second Painlevé equation. In their paper, they rigorously proved the existence of a group of asymptotics to the second Painlevé equation and obtained a connection formula of the asymptotics. In 1997, Abdullayev [1] further developed the ideas used by Hastings and McLeod, "linearized" a special case of the fourth Painlevé equation and proved the existence of a group of its asymptotics. In [5] , we studied the general fifth Painlevé equation (PV)
and developed several groups of asymptotics of its negative solutions. In this note, we apply Abdullayev's idea to (PV) and prove the following theorem. 
It is important to notice that this theorem does not only show the existence of the solutions, but also shows the differentiability of the asymptotics.
Because we are studying (PV)s with the parameter δ > 0, and δ can be scaled to any positive number when it is positive, we simply prove the theorem for δ = 2. In order to "linearize" (PV), we first use the transformation
to transform (PV) into the equation Corresponding to the asymptotics of y(x) in the theorem, we now seek formally a solution of (1.4) in the form
2. Proof of Theorem 1.1. First, we set
and "linearize" each term in the right-hand side of (1.4). Using the power series of the trigonometric functions, we get
where
. Substituting (2.1) and (2.2) into (1.4), we can get a "linearized" form of the equation
To further "linearize" the equation, we need the following transformation:
Substituting this transformation into (2.3), we obtain the equation
To apply the successive approximation to (2.5), we first need to solve the equation
where f (x) is the function defined above.
Lemma 2.1. Equation (2.7) has a fundamental system of solutions with the following asymptotics representations:
Proof. Harris Jr. and Lutz [3] and Abdullayev [1] have proved some results on similar equations. We use their ideas in this proof. First, we use the transformation
, and ψ = x − 2a 2 ln x, to transform (2.7) into the following system of linear equations:
The first matrix in the right-hand side clearly causes some problems because φ−ψ = a 2 ln x + φ 0 . We solve this problem by diagonalizing this matrix first. Let
Then,
To deal with the second matrix whose elements are only conditionally integrable up to infinity, we apply the transformation , and convert (2.14) to an integral equation
It is clear now that (2.17) has solutions
. Thus, we obtain a solution matrix cos ψ sin ψ −ψ sin ψ ψ cos ψ
and complete the proof of the lemma. Now, we continue the proof of our main theorem. With the fundamental system of solutions of (2.7) we have found, we can change (2.5) to its corresponding integral form:
(2.20)
We pay attention to the first equation of (2.19). Noticing that g 0 (x) = (2/3)a 3 x −1 cos 3φ
where Φ 2 = 3τ − a 2 ln τ + 4φ 0 and Ψ 2 = 3τ − 5a 2 ln τ + 2φ 0 , we can conclude
To apply the successive approximation method, we define the sequence 
and let M 0 be another constant such that |V 0 (x)| < M 0 for all x ≥ x 0 and q < M 0 . Then,
Assume that 
