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FINITE CRYSTALLIZATION AND WULFF SHAPE EMERGENCE FOR IONIC
COMPOUNDS IN THE SQUARE LATTICE
MANUEL FRIEDRICH AND LEONARD KREUTZ
Abstract. We present two-dimensional crystallization results in the square lattice for finite particle
systems consisting of two different atomic types. We identify energy minimizers of configurational ener-
gies featuring two-body short-ranged particle interactions which favor some reference distance between
different atomic types and contain repulsive contributions for atoms of the same type. We first prove
that ground states are connected subsets of the square lattice with alternating arrangement of the two
atomic types in the crystal lattice, and address the emergence of a square macroscopic Wulff shape
for an increasing number of particles. We then analyze the signed difference of the number of the two
atomic types, the so-called net charge, for which we prove the sharp scaling O(n1/4) in terms of the
particle number n. Afterwards, we investigate the model under prescribed net charge. We provide a
characterization for the minimal energy and identify a critical net charge beyond which crystallization in
the square lattice fails. Finally, for this specific net charge we prove a crystallization result and identify
a diamond-like Wulff-shape of energy minimizers which illustrates the sensitivity of the macroscopic
geometry on the net charge.
1. Introduction
The question whether the ground states of particle systems for certain configurational energies arrange
themselves into crystalline order is referred to as the crystallization problem [6]. Due to its paramount
theoretical and applicative relevance, this mathematical issue has attracted a great deal of attention
over the last decades and has led to various mathematically rigorous crystallization results for ensembles
consisting of one single atomic type. For particle systems with different types of atoms, however, rigorous
results appear to be scarce. The goal of this paper is to contribute to these fundamental mathematical
questions by presenting a study of crystallization in the two-dimensional square lattice for finite particle
systems consisting of two different atomic types.
Microscopically, crystallization can be seen as the result of interatomic interactions governed by quan-
tum mechanics. At zero or very low temperature, atomic interactions are expected to depend only on the
geometry of the atomic arrangement. In this case, configurations can be identified with the respective
positions of identical atoms {x1, . . . , xn}. Then the crystallization problem consists in considering the
minimization of a configurational energy E({x1, . . . , xn}) and in proving or disproving the periodicity of
ground-state configurations of E .
Various such crystallization results for different choices of the energy E comprising classical interaction
potentials have been derived over the last decades. Here, among the vast body of literature, we only
mention some of the relevant works, and refer the reader to the recent review [6] for a general perspective.
Concerning results in one dimension we mention [19, 20, 29, 34], and we refer to [11, 21, 24, 26, 28, 35]
for studies in dimension two for a finite number of identical particles. In particular, we highlight the
work by Mainini, Piovano, and Stefanelli [24] where a comprehensive analysis of crystallization in
the square lattice is performed. Besides crystallization, the authors also provide a fine characterization
of ground-state geometries by proving the emergence of a square macroscopic Wulff shape for growing
particle numbers. (We also refer to [2, 9, 10, 25] for similar studies for different lattices.) Under less
restrictive assumptions on the potentials, various results have been obtained in the thermodynamic limit
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[3, 12, 13, 33], i.e., as the number of particles tends to infinity. In particular, we highlight the recent
work by Be´termin, De Luca, and Petrache [3] where, for a wide class of pair-interaction potentials,
crystallization in the square lattice has been obtained. The crystallization problem in three dimension
seems to be very difficult and only few rigorous results [15, 16, 22, 32] are available.
For particle systems involving different types of atoms, simulations are abundant, but rigorous results
seem to be limited to [4, 7, 17, 30]. To the best of our knowledge, the recent work [17] by the authors
represents a first rigorous mathematical crystallization result for two-dimensional dimers, i.e., molecular
compounds consisting of two atomic types. This result is inspired by problems for systems of identical
particles and follows the classical molecular-mechanical frame of configurational energy minimization:
configurations of n particles are identified with their respective positions {x1, . . . , xn} ⊂ R2 and addi-
tionally with their types {q1, . . . , qn} ∈ {−1, 1}n. The goal is to determine minimizers of a corresponding
interaction energy E({(x1, q1), . . . , (xn, qn)}) and to characterize their geometry.
More precisely, the energy E = Ea + Er is assumed to consist of two short-ranged two-body interaction
potentials Ea and Er, where Ea represents the interactions between atoms of different type and Er encodes
the energy contributions of atoms having the same type. The potential Ea is attractive-repulsive and
favors atoms sitting at some specific reference distance, whereas Er is a pure repulsive term. The main
result of [17] is that, for specific quantitative assumptions on the potentials, global minimizers of the
configurational energy are essentially connected subsets of the regular hexagonal lattice with the two
atomic types alternating. The first main goal of the present article is to show that weaker short-ranged
repulsive terms favor crystallization in the square lattice, which illustrates the sensitivity of the ground-
state geometry on the precise assumptions on the potentials.
Let us mention that the choice of the interaction potentials is motivated by the modelling of ions in
ionic compounds. In fact, one can interpret the two interaction energies as a (very simplified) model for
the bonding of ions capturing the essential features to describe the formation of ionic crystalline solids.
The shape of Ea is due to electrostatic forces between ions of opposite charge as well as a small additional
force due to van der Waals interactions, resulting in a long ranged attraction. The short ranged repulsive
force can be explained by the Pauli exclusion principle when a pair of ions comes close enough such that
their outer electron shells overlap. The balance between these forces leads to a potential energy landscape
with a minimum energy when the nuclei are separated by a specific equilibrium distance. On the other
hand, the repulsive energy Er between ions of same charge models a simplified Coulomb repulsive force.
We will often refer to the atomic types {q1, . . . , qn} ∈ {−1, 1}n as positive or negative charges. In this
context, it is interesting to consider the net charge
∑n
i=1 qi, i.e., the (signed) difference of the number of
the two atomic types.
In [17], the free net charge problem has been addressed, i.e., the net charge is not preassigned but a
fundamental part of the minimization problem. It has been shown that
∑n
i=1 qi is ‘almost neutral’, with
a deviation from zero of order O(n1/4), where the scaling in terms of the particle number n is sharp.
Similar problems of charge distributions and net charge on Bravais lattices have been recently studied
in [5]. Besides extending the results of the free net charge problem to the present setting, the second
main goal of this article is to complement the aforementioned analysis by studying the prescribed net
charge problem, i.e., the net charge is a given constraint in the minimization problem. This corresponds
to a model of a closed physical system containing a certain number of positively and negatively charged
atoms.
We now give an overview of the main results of this article representing a comprehensive analysis of
finite crystallization for dimers in the two-dimensional square lattice, see Section 2.3 for details.
(1) We first address the free net charge problem. Under suitable assumptions on the attractive and
the repulsive potentials, we characterize the ground-state energy and geometry of finite particle
configurations of ions in dimension two. In particular, we prove that each global minimizer of
the configurational energy is essentially a connected subset of the square lattice with alternating
arrangement of the two atomic types in the crystal lattice. This characterization holds except for
possibly one atom at the boundary of the configuration. Similar to [24], we identify the emergence
of a square macroscopic Wulff shape for growing particle numbers.
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(2) We provide a fine asymptotic characterization for the net charge as the number of atoms n grows.
More specifically, we show that the fluctuation of the net charge around zero can be at most of
order O(n1/4), i.e., |∑ni=1 qi| ≤ cn1/4 for some constant c > 0 independent of n. By providing
an explicit construction we further prove that this scaling is sharp.
(3) We consider the prescribed net charge problem and provide a characterization of the minimal
energy in dependence of the net charge. We identify a critical net charge, the so-called saturation
net charge qsat, which corresponds to the case that all atoms of the less frequent atomic type are
bonded to exactly four other atoms. By way of example, see Fig. 5, we show that qsat is critical
in the sense that beyond this specific net charge we cannot expect that atoms arrange themselves
in a regular lattice.
(4) We investigate the geometry of energy minimzers for prescribed net charge qsat and show that also
in this case optimal configurations are (essentially) subsets of the square lattice. Our interest in
this specific case is twofold: (i) this problem together with the free net charge problem (which by
(2) essentially corresponds to the problem with prescribed net charge zero) constitute the extreme
cases for which crystallization results can be shown. (ii) for qsat, we identify a macroscopic
diamond-like Wulff-shape, which illustrates the dependence of the macroscopic geometry on the
prescribed net charge.
Our general proof strategy for the free net charge problem follows the induction method on bond-graph
layers developed in [21, 24, 26, 28]. Let us mention that our problem is particularly related to [24], where
crystallization for identical particles in the square lattice has been investigated under three-body angular
potentials. Actually, the ground-state energy in the present context coincides with the one obtained there.
A crucial point in the induction step is the derivation of a boundary energy estimate. The presence of
repulsive instead of angular terms calls for a novel definition of the boundary energy, complementing the
approach in [24] from a technical point of view, see Remark 5.2.
To prove the emergence of a square Wulff shape and the sharp scaling O(n1/4) for the net charge, we
use the fact that in ground states the two atomic types are alternately arranged in the square lattice.
This allows us to apply the n3/4-law in [24] which states that ground states differ from a square shape
by at most O(n3/4) atoms, or equivalently, by at most O(n1/4) in Hausdorff distance.
Concerning the proof of the results for the prescribed net charge problem, in principle we follow the
same induction method on bond-graph layers as for the free net charge problem. The actual realization,
however, is much more delicate. In fact, as a preliminary step for a crystallization result in the square
lattice, a fine characterization of the saturation net charge qsat is needed. Then, it turns out that the
geometry of optimal configurations under prescribed net charge qsat is quite flexible: by way of explicit
constructions (see, e.g., Fig. 6 and Fig. 9), we observe that optimal configurations are possibly not
connected or regions at the boundary are not contained in the square lattice. Fine geometric arguments
are necessary to ensure that these degenerate parts consist of a controlled number of atoms only. For
the identification of the global diamond-like Wulff-shape, we identify the charge of configurations with
the ∞-perimeter of specific interpolations, and then, following an idea inspired by [8], we apply the
quantitative isoperimetric inequality to obtain a bound on the deviations from a diamond.
The article is organized as follows. In Section 2 we introduce the precise mathematical setting and
present the main results about the free and prescribed net charge problem. In Section 3 we construct
explicitly some configurations in order to provide sharp upper bounds for the ground-state energy and
the net charge. Moreover, we establish an upper bound for the saturation net charge qsat. These explicit
constructions already give the right intuition for the microscopic and macroscopic geometry of optimal
configurations. In Section 4 we discuss elementary geometric properties of energy minimizers. In Section
5 we give the lower bound for the ground-state energy and provide a fine characterization of the geometry
of ground states. Here, we also prove the n1/4-law for the net charge of ground states. Finally, Section 6 is
devoted to the prescribed net charge problem. We first provide a lower bound for qsat matching the upper
bound derived in Section 3. Afterwards, we characterize the geometry of qsat-optimal configurations.
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2. Setting and main results
In this section we first introduce our model and give some basic definitions. Afterwards, we present
our main results.
2.1. Configurations and interaction energy. We consider particle systems in two dimensions con-
sisting of two different atomic types. We model their interaction by classical potentials in the frame of
Molecular Mechanics [1, 18, 23]. Let n ∈ N. We indicate the configuration of n particles by
Cn = {(x1, q1), . . . , (xn, qn)} ⊂
(
R
2 × {−1, 1})n ,
identified with the respective atomic positions Xn = (x1, . . . , xn) ∈ R2n together with their types Qn =
(q1, . . . , qn) ∈ {−1, 1}n. By referring to a model for ionic dimers, we will often call Qn the charges of
the atoms, q = 1 representing cations and q = −1 representing anions. Our choice of the empirical
potentials (see below) is indeed inspired by ions in ionic compounds, which are primarily held together
by their electrostatic forces between the net negative charge of the anions and the net positive charge of
the cations [27].
Va(r)
r
+∞
1
−1
r0
Vr(r)
r
+∞
1
√
2
Figure 1. The potentials Va and Vr.
By following the setting in [17], we define the energy E : (R2×{−1, 1})n → R of a given configuration
{(x1, q1), . . . , (xn, qn)} ∈ (R2 × {−1, 1})n by
E(Cn) = 1
2
∑
i6=j
qi=qj
Vr(|xi − xj |) + 1
2
∑
i6=j
qi 6=qj
Va(|xi − xj |), (2.1)
where Vr, Va : [0,+∞) → R are a repulsive potential and an attractive-repulsive potential, respectively.
The factor 1/2 accounts for the fact that every contribution is counted twice in the sum. The two
potentials are pictured schematically in Fig. 1. Let r0 ∈ [1, (2 sin(pi7 ))−1) and note that r0 <
√
2. The
attractive-repulsive potential Va satisfies
[i] Va(r) = +∞ for all r < 1,
[ii] Va(r) = −1 if and only if r = 1 and Va(r) > −1 otherwise,
[iii] Va(r) ≤ 0 for all r ≥ 1 with equality for all r > r0.
The distance r = 1 represents the (unique) equilibrium distance of two atoms with opposite charge.
The choice of Va reflects a balance between a long-ranged Coulomb attraction and the short-ranged
Pauli repulsion acting when a pair of ions comes too close to each other. Assumption [iii] restricts the
interaction range and guarantees that the bond graph is planar, see Section 2.2.
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The repulsive potential Vr satisfies
[iv] Vr(r) = +∞ for all r < 1 and 0 ≤ Vr(r) < +∞ for all r ≥ 1,
[v] Vr is non-increasing and convex for r ≥ 1,
[vi] Vr
(
2r0 sin
(π
5
))
> 6,
[vii] Vr(r) = 0 if and only if r ≥
√
2.
The natural assumption [v] is satisfied for example for repulsive Coulomb interactions. We emphasize
that some quantitative requirements of the form [vi] and [vii] are necessary to obtain a crystallization
result in the square lattice. Other quantitative assumptions on the repulsive potential will favor, e.g.,
that the atoms arrange themselves in a hexagonal lattice, see [17].
Finally, we require the following slope conditions
[viii] V ′r,−(
√
2) < − 16√
2π
,
1
r − 1(Va(r) − Va(1)) > −
1
2
V ′r,+(1) for all r ∈ (1, r0],
where the functions V ′r,−, V ′r,+ denote the left and right derivative, respectively. (They exist due to
the convexity of Vr.) These conditions are reminiscent of the soft-interaction assumption by Radin
[28] and the slope condition for an angular potential by Mainini, Piovano, and Stefanelli [24].
Assumption [viii] is only needed in Lemma 5.3 where the energy contribution of atoms at the boundary
of the configuration is estimated. For a more detailed discussion on the assumptions on Va and Vr we
refer the reader to [17, Section 2.1].
2.2. Basic notions. In this subsection we collect some basic notions. Consider a configuration Cn ∈(
R
2 × {−1, 1})n with finite energy consisting of the positions Xn = (x1, . . . , xn) ∈ R2n and the charges
Qn = (q1, . . . , qn) ∈ {−1, 1}n.
Neighborhood, bonds, angles: For each xi ∈ R2, i ∈ {1, . . . , n}, we define the neighborhood by
N (xi) = (Xn \ {xi}) ∩ {x ∈ R2 : |x− xi| ≤ r0}, (2.2)
where r0 is defined in [iii]. If xj ∈ N (xi), we say that xi and xj are bonded. We will say that xi is
k-bonded if #N (xi) = k. Given xj , xk ∈ N (xi), we define the bond-angle between xj , xi, xk as the angle
between the two vectors xk − xi and xj − xi. (We choose anti-clockwise orientation for definiteness.) In
general, we say that it is an angle at xi.
Bond graph: The set of atomic positions Xn ⊂ R2n together with the set of bonds {{xi, xj} : xj ∈
N (xi)} forms a graph which we call the bond graph. Since for configurations with finite energy there holds
dist(xi, Xn \ {xi}) ≥ 1 and xj ∈ N (xi) only if |xi − xj | ≤ r0 <
√
2, their bond graph is a planar. Indeed,
given a quadrangle with all sides and one diagonal in [1, r0], the second diagonal is at least
√
2 > r0. If
no ambiguity arises, the number of bonds in the bond graph will be denoted by b, i.e.,
b = #{{xi, xj} : xj ∈ N (xi)}.
We say a configuration is connected if each two atoms are joinable through a simple path in the bond
graph. In a similar fashion, we speak of connected components of a configuration. Any simple cycle of
the bond graph is a polygon.
Acyclic bonds: A bond is called acyclic if it is not contained in any simple cycle of the bond graph.
Among acyclic bonds we distinguish between flags and bridges. We say that an acyclic bond is a bridge
if it is contained in some simple path connecting two vertices which are included in two distinct cycles.
All other acyclic bonds are called flags, see Fig. 2.
Defects: By elementary polygons we denote polygons which do not contain any non-acyclic bonds in
its interior region. An elementary polygon in the bond graph which is not a square is called a defect. We
introduce the excess of edges η(Cn) by
η(Cn) =
∑
j≥4
(j − 4)fj, (2.3)
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Figure 2. Examples of flags (bold) and a bridge (dashed).
where fj denotes the number of elementary polygons with j vertices in the bond graph. The excess of
edges is a tool to quantify the number of defects in the bond graph. Note that the summation in (2.3)
runs over j ≥ 4. This is due to the fact that we use this definition only for configurations whose bond
graph contains only k-gons with k ≥ 4, cf. Lemma 4.2 below. If it is clear from the context, we omit the
dependence on Cn and write η = η(Cn).
In the following, we frequently refer to Cn instead of Xn when speaking about its bond graph, acyclic
bonds, or connectedness properties.
Charges: We say that a configuration satisfying
N (xi) ∩ {xj ∈ Xn : qj = qi} = ∅ for all i ∈ {1, . . . , n} (2.4)
has alternating charge distribution. A configuration is called repulsion-free if |xi−xj | ≥
√
2 for all xi 6= xj
with qi = qj . The net charge of a configuration is defined as the (signed) difference of the number of the
two atomic types, i.e.,
Q(Cn) :=
n∑
i=1
qi. (2.5)
We note that all possible net charges are given by Qnet(n) := (2Z + nmod2) ∩ [−n, n]. If Q(Cn) > 0,
we say that the atoms with charge +1 represent the majority phase and the atoms with charge −1 the
minority phase. We use a corresponding denomination if Q(Cn) < 0. We denote by
X+n := {xi ∈ Xn : qi = +1}, X−n := {xi ∈ Xn : qi = −1} (2.6)
the positively and negatively charged phase, respectively.
Ground states: For qnet ∈ Qnet(n) we define
Enmin(qnet) := min
{E(Cn) : Cn ⊂ (R2 × {−1, 1})n, Q(Cn) = qnet} . (2.7)
A configuration Cn with Q(Cn) = qnet and E(Cn) = Enmin(qnet) is called a qnet-optimal configuration.
We will often simply call Cn an optimal configuration. Moreover, we call Cn a ground state if E(Cn) =
minqnet∈Qnet(n) Enmin(qnet). In other words, Cn is a ground state if and only if
E(Cn) ≤ E(C′n)
for all C′n ⊂ (R2 × {−1, 1})n.
Subsets of the square lattice: We denote by Z2 ⊂ R2 the square lattice. We define special subsets
of the square lattice representing the Wulff-shapes of optimal configurations. For n ∈ N we let
Sn :=
{
x ∈ Z2 : x1, x2 ≥ 0, |x|∞ ≤ ⌊
√
n− 1⌋} (2.8)
the square of sidelength ⌊√n− 1⌋, where by ⌊t⌋ we denote the integer part of t ∈ R. By
Dn :=
{
x ∈ Z2 : |x|1 ≤ ⌊(−1 +
√
2n− 1)/2⌋} (2.9)
we denote the diamond of radius ⌊(−1 + √2n− 1)/2⌋. Sn and Dn represent the largest squares and
diamonds, respectively, whose number of atoms is less or equal to n. In Fig. 3 some subsets of the square
lattice are depicted.
Observe that these configurations can be chosen to have alternating charge distribution. By assump-
tions [ii], [iii], and [vii], the energy of such configurations Cn satisfies E(Cn) = −b since all atoms of the
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Figure 3. Some configurations that are subset of the square lattice. The top configu-
ration on the right is Sn, 25 ≤ n ≤ 35, whereas the bottom configuration on the right is
Dn, 25 ≤ n ≤ 40. The configurations have alternating charge distribution where black
indicates q = +1 and white indicates q = −1.
same charge have at least distance
√
2 and all atoms of Xn are bonded only to atoms of opposite charge
with bonds of unit length.
Equilibrated atoms: We say that an atom x ∈ Xn is equilibrated if all bond-angles at x lie in
{pi2 , π, 3pi2 }. By A(Xn) we denote the atoms which are not equilibrated. Note that, if A(Xn) = ∅ and Xn
is connected, then Xn is a subset of the square lattice Z
2.
2.3. Main results. In this subsection we state our main results. We will first address the free net
charge problem, and characterize the energy and geometry of ground states. In particular, we will prove
a rigorous planar crystallization result in the spirit of [17, 21, 24, 26, 28] and the emergence of a square
macroscopic Wulff shape (cf. [2, 9, 10, 24, 31]). Then we will characterize the net charge of ground-state
configurations.
Afterwards, we change the perspective and study qnet-optimal configurations under prescribed net
charge qnet. We give an estimate for the minimal energy Enmin(qnet) and identify a specific net charge, the
saturation net charge qnsat, which corresponds to the smallest net charge where all atoms of the minority
phase are 4-bonded. Finally, we prove the emergence of a diamond-like Wulff-shape for qnsat-optimal
configurations which reflects the sensitivity of the Wulff-shape on the prescribed net charge.
Free net charge: Our first result characterizes the energy of ground states. For n ∈ N, we introduce
the function
β(n) := 2n− 2√n. (2.10)
Theorem 2.1 (Ground-state energy). Let n ∈ N. Ground states are connected and have alternating
charge distribution. They do not contain any bridges. There holds
E(Xn) = −b = −⌊β(n)⌋. (2.11)
Remark 2.2. In view of assumptions [ii] and [vii], we have that E(Cn) ≥ −b with equality if and only
if the configuration is repulsion-free and all bonds have unit length. In particular, Theorem 2.1 implies
that ground states satisfy both properties.
The next result states that ground states are essentially subsets of the square lattice and that a square
Wulff-shape emerges as n→∞. Without further notice, all following statements regarding the geometry
of ground states hold up to isometry. Recall the definition of a square of sidelength ⌊√n− 1⌋ in (2.8).
Theorem 2.3 (Characterization of ground states). Let n ∈ N and let Cn be a ground state.
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Figure 4. A ground state for n = 17 that is not a subset of the square lattice.
(a) (Crystallization) Except for possibly one atom, Cn is a subset of the square lattice.
(b) (Wulff-shape) For a universal constant c > 0 independent of n, there holds
min
a∈R2
#
(
Xn△(a+ Sn)
) ≤ cn3/4,
where △ denotes the symmetric difference of sets.
We point out that, if a ground state contains a flag, it is possibly not a subset of the square lattice,
see Fig. 4. Our next result addresses the net charge (2.5) of ground-state configurations.
Theorem 2.4 (Net charge of ground states). The following properties for the net charge hold:
(a) (Net charge control) There exists a universal constant c > 0 such that for all n ∈ N and all
ground states Cn the net charge satisfies |Q(Cn)| ≤ cn1/4.
(b) (Sharpness of the n1/4-scaling) There exists an increasing sequence of integers (nj)j and ground
states (Cnj )j such that
lim inf
j→+∞
n
−1/4
j |Q(Cnj )| > 0.
The sharp scaling n1/4 for the upper bound of the net charge has also been identified in a related model
where ground states are subsets of the hexagonal lattice, see [17, Theorem 2.5]. The three theorems are
proved in Section 5. Explicit constructions for the upper bound of the ground-state energy and Theorem
2.4(b) are given in Subsection 3.1 and Subsection 3.2, respectively.
Prescribed net charge: We now change the perspective and suppose that the net charge qnet is
prescribed. We first characterize the energy of qnet-optimal configurations Enmin(qnet), see (2.7). To this
end, we introduce the saturation net charge
qnsat = min {qnet : qnet ∈ Qnet(n) ∩ [0, n], Enmin(qnet) = −2n+ 2qnet} . (2.12)
The definition corresponds to the smallest net charge for which all atoms of the minority phase are 4-
bonded. Configurations with the latter property will be called saturated in the following. The saturation
net charge can be characterized as follows.
Proposition 2.5 (Characterization of qnsat). There holds q
n
sat = φ(n), where φ(0) = 0, φ(1) = 1, and
φ(n) :=
{
2
⌊− 12 + 12√2n− 5⌋+ 3 if n odd, n ≥ 3,
2
⌊
1
2
√
2n− 4⌋+ 2 if n even, n ≥ 2. (2.13)
We refer to (6.8) for an equivalent characterization. The representation (2.13) shows the scaling
qnsat ∼ n1/2, which corresponds to the scaling of the number of boundary atoms of optimal configurations.
By h+ := max(h, 0) we denote the positive part of a function h. The energy of qnet-optimal configu-
rations can be characterized as follows.
Theorem 2.6 (Energy of qnet-optimal configurations). For all n ∈ N and all qnet ∈ Qnet(n) there holds
−2n+ 2|qnet| ≤ Enmin(qnet) ≤ −2n+ 2|qnet|+ 4(qnsat − |qnet|)+. (2.14)
We point out that the upper bound in (2.14) is consistent with Theorem 2.1, i.e., with Enmin(qnet) ≥
−⌊β(n)⌋ for all qnnet. To see this, it suffices to note that 2qnsat ≥ −⌊−2
√
n⌋. The result states that for
|qnet| ≥ qnsat, the minimal energy is exactly −2n + 2|qnet|. This corresponds to the case that optimal
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configurations are saturated, i.e., each atom of the minority phase is 4-bonded. In this sense, qnsat can be
understood as a critical net charge.
Figure 5. One qnet-optimal configuration for qnet > q
n
sat, where n = 58, q
n
sat = 12,
qnet = 43− 15 = 28.
It turns out that qnsat is not only a critical net charge in terms of the minimal energy Enmin(qnet), but
also from a geometrical viewpoint: qnsat is critical in the sense that beyond q
n
sat no crystallization can be
expected, cf. Remark 2.7. Note, however, that qnsat-optimal configurations crystallize, cf. Theorem 2.8.
Remark 2.7 (Fragmentation for qnet > q
n
sat). For qnet > q
n
sat, qnet-optimal configurations may be com-
pletely degenerate, e.g., may consist of many connected components, see Fig. 5. Their characterizing
property is that atoms of the minority phase are 4-bonded with bond angles pi2 , cf. Lemma 4.3(a)(i),(iv).
Recall the definition of diamonds in (2.9).
Theorem 2.8 (Crystallization and Wulff-shape for qnsat-optimal configurations). Let n ∈ N and let Cn
be a qnsat-optimal configuration.
(a) (Crystallization) There exists a universal constant n0 ∈ N independent of n such that Cn is a
subset of the square lattice except for at most n0 atoms.
(b) (Wulff-shape) For a universal constant c > 0 independent of n, there holds
min
a∈R2
#
(
Xn△(a+Dn)
) ≤ cn3/4.
Figure 6. A qnsat-optimal configuration for which four atoms are not subset of the square
lattice. (Note that qnsat = 13 for n = 65.)
Complete crystallization cannot be expected for certain values of n, as shown for example in Fig. 6.
Comparing this result to the geometry of ground states identified in Theorem 2.3, we observe that the
geometry of the Wulff-shape and therefore the global geometry of optimal configurations is very sensitive
to the prescribed net charge. Proposition 2.5, Theorem 2.6, and Theorem 2.8 are proved in Section 6.
The upper bound for qnsat is constructed explicitly in Subsection 3.3.
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3. Constructions of special subsets of the square lattice
This section is devoted to explicit constructions of sub-configurations of the square lattice with alter-
nating charge distribution. In Subsection 3.1 we exhibit candidates for the ground-state energy which
will already give the upper bound in (2.11). In Subsection 3.2 we construct ground-state configurations
with net charge of order n1/4, which will establish Theorem 2.4(b). Finally, in Subsection 3.3 we define
configurations with net charge φ(n), see (2.13), for which the atoms of the minority phase are 4-bonded.
This yields the upper bound for qnsat in Proposition 2.5. We defer the lower bound on the ground-state
energy and the upper bound on the net charge to Section 5. The lower bound for qnsat is addressed in
Subsection 6.3.
3.1. Upper bound on the ground-state energy. This subsection is devoted to an explicit construc-
tion of configurations Cn which maximize the number of bonds and that are subsets of the square lattice.
These configurations provide a reference energy value for every n, namely E(Cn) = −⌊β(n)⌋, see (2.10).
By the special geometry of the square lattice, it is quite natural to give an interpretation of the two
terms appearing in β. The leading order term of the energy is given by −2n which corresponds to the
bulk part of the energy. Its value is due to the fact that every interior atom is bonded to four other
atoms of opposite charge. Furthermore, the repulsive term in the energy is zero for such configurations
since the distance of two atoms with the same charge is bigger than or equal to
√
2. The additional lower
order correction term is due to the fact that atoms on the boundary of the ground-state configuration do
not have four neighbors.
The construction follows [24] and is illustrated in Fig. 7. If n = k2, k ∈ N, we arrange the atoms on
the lattice points of the square Sn (cf. (2.8)). Then for n = k
2+m+1 with 0 ≤ m ≤ 2k−1 we proceed as
follows: for 0 ≤ m ≤ k−1 we recursively construct Xk2+m+1 by adding the point with coordinates (m, k)
to Xk2+m. For k ≤ m ≤ 2k − 1 we construct Xk2+m+1 by adding the point with coordinates (k,m− k)
to Xk2+m. Since the bond graphs only contain cycles of even length, we can choose corresponding
charges such that the resulting configurations Cn have alternating charge distribution. One can check
that Q(Cn) ∈ {−1, 0, 1} for all n ∈ N.
0
4
1
5
2
6
3
7
Figure 7. The construction for n = 42 +m+ 1 with 0 ≤ m ≤ 7.
Proposition 3.1. For all n ∈ N, let Cn be the configuration introduced above. Then there holds
E(Cn) = −⌊β(n)⌋ = −⌊2n− 2
√
n⌋.
Proof. The proof follows as in [24, Proposition 4.3], additionally observing that all atoms in the bond
graph are bonded to particles of opposite charge only and that for such configurations, up to neglecting
the charge, our energy coincides with the one considered in [24]. 
3.2. Squares with additional trapezoid. Recall that the above configurations have net charge in
{−1, 0, 1}. Starting with a square and attaching a trapezoid in a suitable way, we can also construct
configurations with energy −⌊β(n)⌋ having net charge of order n1/4. The construction is inspired by
related ideas [9, 17] used in connection to the derivation of the so-called n3/4-law.
We choose k = 5l2 + 7l + 3, l ∈ 2N, and n = k2 + 1. We construct a configuration Cn as follows.
We start from the square S(k−l)2 . Since k − l is odd, the net charge of S(k−l)2 can be chosen as +1.
We add a new atom to the bond graph in such a way that it gets bonded to the second up-most among
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the rightmost atoms. Then we add descendingly atoms along the right side of the square in such a way
that they are bonded to the atom in the previous step and one atom of the square. In this way, we add
(k− l−2) atoms. Since k− l is odd, we have added ⌈(k− l)/2⌉−1 atoms of charge +1 and ⌊(k− l)/2⌋−1
atoms of charge −1. Next, we add a new column starting from the second up-most among the atoms
of the previous column. In this way, we add (k − l − 4) atoms. We repeat this procedure until we have
added 2l+ 1 columns of atoms. This corresponds to
2l+1∑
j=1
(k − l − 2j) = 2kl− l2 + 1
added atoms. Note that in each column the number of added atoms of charge +1 exceeds the number
of added atoms of charge −1 exactly by one, and that the resulting configuration consists of n = k2 + 1
atoms. The construction is sketched in Fig. 8.
Figure 8. Construction of a square with an additional trapezoid. Three columns of
atoms have been added where the first and the last atom in the added columns have
charge +1. Thus, the net charge is 4. Note that k = 12 and l = 1 is actually not
admissible but chosen here for illustration purposes.
We now determine the energy of the configurations. Recall the definition of β in (2.10). We observe
that in a column where we add m atoms we add exactly 2m− 1 bonds to the bond graph. Consequently,
in view of Proposition 3.1, the energy of Cn is given by
E(Cn) = E(S(k−l)2 )−
2l+1∑
j=1
(2(k − l − 2j)− 1) = −2(k − l)2 + 2(k − l)− 4kl + 2l2 − 2 + 2l + 1
= −2k2 + 2
√
k2 − 1 = −⌊β(k2)⌋ − 1 = −⌊β(n)⌋,
where in the last step we used that n = k2 + 1. We now determine the net charge of the configuration.
Recall that the configuration S(k−l)2 has net charge equal to +1. As explained above, in each column the
number of added atoms of charge +1 exceeds the number of added atoms of charge −1 by exactly one,
i.e., Q(Cn) = 2l+ 2.
We are now in the position to give the proof of Theorem 2.4(b). To this end, consider the sequence
of integers nl = (5l
2 + 7l + 3)2 + 1, l ∈ 2N, and the configurations Cnl constructed above. Note that
4l ≥ n1/4l . Thus, we obtain Q(Cnl) = 2l+ 2 ≥ 12n1/4l . This yields
lim inf
l→+∞
n
−1/4
l |Q(Cnl)| > 0.
The statement follows once we know that the ground state energy equals exactly −⌊β(n)⌋ for all n ∈ N.
This will be proven in Subsection 5.2.
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3.3. Upper bound on qnsat. We construct sub-configurations of the square lattice satisfying E(Cn) =
−2n + 2|Q(Cn)| and |Q(Cn)| = φ(n). This shows qnsat ≤ φ(n), see (2.12)–(2.13). The main idea of the
construction is to place atoms of the minority phase only at sites whose Z2 neighborhood, that is the set
of points on Z2 with distance 1 to the point, is already occupied by four points of the majority phase.
This leads to configurations whose global geometry is reminiscent of a diamond. For an illustration of
the construction we refer to Fig. 9.
For 1 ≤ n ≤ 4 we arrange n atoms of charge +1 such that their mutual distance is bigger or equal to√
2. Next, we provide the construction for n = 1+ 2k2+2k, k ∈ N. In this case, we define Xn = Dn, see
(2.9), and qi = (−1)i1+i2+k, i = (i1, i2) ∈ Dn. Now for n = 1 + 2k2 + 2k +m, with 1 ≤ m ≤ 4k + 3, we
recursively construct X1+2k2+2k+m+1 by adding one atom to the configuration X1+2k2+2k+m. For m = 1
we add an atom of positive charge at position (−(k+1), 1). Let 2 ≤ m ≤ 2k+2. For m even, we add an
atom of positive charge at position (−(k + 1) +m/2, 1 +m/2). For m odd, we add an atom of negative
charge at position (−(k+1)−⌊−m/2⌋,−⌊−m/2⌋). Now let 2k+3 ≤ m ≤ 4k+3. For m odd, we add an
atom of positive charge at position (−⌊−m/2⌋ − (k + 1), 2k + 3− ⌊m/2⌋). For m even, we add an atom
of negative charge at position (m/2− (k + 2), 2k + 3−m/2).
1
2
3
4
5
6
7
8
9
10
11
12
14 13
1516
1718
1920
2122
23
Figure 9. The construction of φ(n)-optimal configurations Cn where n = 1 + 2k
2 +
2k +m for k = 5 and 1 ≤ m ≤ 23.
Proposition 3.2 (Upper bound for qnsat). Let n ∈ N. Then qnsat ≤ φ(n).
Proof. We check that for every n ∈ N the constructed configuration Cn satisfies E(Cn) = −2n+ 2Q(Cn)
and Q(Cn) = φ(n). This implies qnsat ≤ φ(n).
Let us first confirm that, for all n ∈ N, Cn satisfies E(Cn) = −2n+ 2Q(Cn). Recall definition (2.6).
Since #X+n +#X
−
n = n, #X
+
n −#X−n = Q(Cn), and X−n ≤ X+n we get
#X−n =
1
2
(n−Q(Cn)). (3.1)
The construction shows that each atom with negative charge has exactly four neighbors of positive charge
since we place atoms of negative charge only on lattice sites whose Z2-neighbourhood is already occupied
by four atoms of positive charge. Moreover, we observe that the distance of atoms with the same charge
is at least
√
2. Thus, by [ii], [vii], and (3.1) we get E(Cn) = −4#X−n = −2n+ 2Q(Cn).
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It remains to prove that Q(Cn) = φ(n). To this end, it is convenient to use a different representation
of φ given by
φ(n) =


2 + 2k + 0 if n = 1 + 2k2 + 2k +m, 1 ≤ m ≤ 2k + 2, m odd,
2 + 2k + 1 if n = 1 + 2k2 + 2k +m, 1 ≤ m ≤ 2k + 2, m even,
3 + 2k + 1 if n = 1 + 2k2 + 2k +m, 2k + 3 ≤ m ≤ 4k + 4 m odd,
3 + 2k + 0 if n = 1 + 2k2 + 2k +m, 2k + 3 ≤ m ≤ 4k + 4, m even,
see (6.8) in Subsection 6.3 below. Let n = 1 + 2k2 + 2k = 1 + 2(k − 1)2 + 2(k − 1) + 4(k − 1) + 4. In
this case, Cn is a union of 2k + 1 rows for each of which the number of atoms of charge +1 exceeds the
number of atoms of charge −1 by exactly one. We therefore have Q(Cn) = 1 + 2k = φ(n).
For n = 1+2k2+2k+m with m ∈ {1, 2}, we addm atoms of charge +1 to the configuration C1+2k2+2k.
Consequently, we get Q(Cn) = Q(C1+2k2+2k) +m = 1 + 2k +m = φ(n).
For 3 ≤ m ≤ 2k+2, we add alternatingly first an atom of charge−1 and then an atom of charge +1. We
therefore obtain Q(Cn) = Q(C1+2k2+2k)+1 = 1+2k+1 = φ(n) ifm is odd and Q(Cn) = Q(C1+2k2+2k)+
2 = 1+2k+2 = φ(n) if m is even. For 2k+3 ≤ m ≤ 4k+3, we add alternatingly first an atom of charge
+1 and then an atom of charge−1. We therefore obtain Q(Cn) = Q(C1+2k2+4k+2)+1 = 1+2k+3 = φ(n)
if m is odd and Q(Cn) = Q(C1+2k2+4k+2) = 2k + 3 = φ(n) if m is even. 
4. Elementary properties of optimal configurations
In this section we prove elementary geometric properties of optimal configurations. For their definition,
we refer to the paragraph below (2.7).
Lemma 4.1. Let Cn be an optimal configuration. Then Cn has alternating charge distribution, all bond
angles satisfy
2pi
5 ≤ θ ≤ 8pi5 , (4.1)
and
#N (xi) ≤ 4 for all i ∈ {1, . . . , n}. (4.2)
Proof. In this proof, we will use the following convention: we say that we relocate (x, q) ∈ Cn, and write
Cn−{(x, q)}, by considering the configuration (Cn ∪ (x+ τ, q)) \ (x, q), where τ ∈ R2 is chosen such that
dist(Xn, x+ τ) ≥
√
2.
Since Cn is a qnet-optimal configuration, there holds E(Cn) < +∞. Thus, by [i] and [iv]
dist(xi, Xn \ {xi}) ≥ 1 for all i ∈ {1, . . . , n}. (4.3)
For brevity, we define Nrep(xi) = N (xi) ∩ {xj ∈ Xn : qj = qi} for all i ∈ {1, . . . , n}. We give the proof of
the statement in two steps.
Step 1: #Nrep(xi) = 0 for all i ∈ {1, . . . , n}. First, (4.3) and r0 < (2 sin(pi7 ))−1 entail by an elementary
argument that
#N (xi) ≤ 6 for all i ∈ {1, . . . , n}. (4.4)
Indeed, if #N (xi) ≥ 7, two neighbors of xi would necessarily have distance smaller than 1. Now assume
by contradiction that #Nrep(xi) ≥ 1. Note that every bond between atoms of different charge contributes
at least −1 to the energy by [ii]. This along with Vr ≥ 0, see [iv], and the fact that the energy per neighbor
of same charge exceeds 6 (see [iv], [v], and [vi]) allows us to relocate (xi, qi): by (4.4) we obtain
E(Cn − {(xi, qi)}) < E(Cn) + # (N (xi) \ Nrep(xi))− 6#Nrep(xi)
≤ E(Cn) + 5− 6 < E(Cn).
This contradicts the fact that Cn is a qnet-optimal configuration. Thus, Step 1 is proved.
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Step 2: 2pi5 ≤ θ ≤ 8pi5 . Assume by contradiction that there exists a bond angle such that θ < 2pi5 .
Denote by x1, x0, x2, x1, x2 ∈ N (x0), the three atoms forming the bond angle θ. By Step 1 we get that
q0 = −q1 = −q2. Since sin(x) is increasing for x ∈ [0, pi2 ], we have |x1−x2| ≤ 2r0 sin (θ/2) ≤ 2r0 sin (π/5).
By using [ii], [v], [vi], Vr ≥ 0 (cf. [iv]), and (4.4) we get
E(Cn − {(x1, q1)}) ≤ E(Cn)− Vr(2r0 sin (π/5)) + #
(N (x1) \ Nrep(x1))
< E(Cn)− 6 + 6 = E(Cn).
If a bond angle θ satisfies θ > 8pi5 , consider the opposite angle formed by the three points, i.e., 2π−θ < 2pi5 .
In both cases, this contradicts the fact that Cn is an optimal configuration and concludes the proof of
Step 2.
Step 3: #N (xi) ≤ 4 for all i ∈ {1, . . . , n}. Assume by contradiction that there exists i ∈ {1, . . . , n}
such that #N (xi) ≥ 5. By Step 1 we may suppose that there exist {x0, . . . , x4} ⊂ N (xi) with qj = −qi
j = 0, . . . , 4. We let θj ∈ [0, 2π) be the angle between xj , xi, xj+1. (Here and in the following the indices
have to be understood modulo 4.) We can choose j0 ∈ {0, . . . , 4} such that
θj0 ≤
1
5
4∑
j=0
θj =
2π
5
.
Now (4.1) and (4.2) follow from Step 2 and 3, respectively. The property of alternating charge (see
(2.4)) follows from Step 1. This concludes the proof of Lemma 4.1. 
Recall the definition of non-equilibrated atoms A(Xn) at the end of Subsection 2.2.
Lemma 4.2 (Bond-angles and polygons). Let Cn be a configuration.
(a) If Cn is an optimal configuration, then the bond graph consists only of polygons of even length.
For each polygon P ⊂ Xn satisfying A(Xn) ∩ P 6= ∅ there holds
#(A(Xn) ∩ P ) ≥ 2.
(b) If Cn is such that E(Cn) = −b, then all bonds have unit length, the configuration is repulsion-free,
and all bond angles θ satisfy
pi
2 ≤ θ ≤ 3pi2 . (4.5)
In particular, all squares in the bond graph are regular.
Proof. Proof of (a). Let Cn be an optimal configuration. By Lemma 4.1 the configuration has alternating
charge distribution. Hence, the bond graph consists only of elementary polygons of even length. Let
P = {x1, . . . , xk} ⊂ Xn be a polygon, and denote the interior angles by {θ1, . . . , θk}. Assume by
contradiction that #(A(Xn) ∩ P ) = 1. Without loss of generality x1 ∈ A(Xn), i.e., θ1 /∈ pi2N. We have
θ1 = π(k − 2)−
∑k
i=2 θi. Now by assumption θi ∈ pi2N for all i ∈ {2, . . . , k} and so the right hand side is
an integer multiple of pi2 . This contradicts the fact that x1 ∈ A(Xn).
Proof of (b): Given a configuration Cn such that E(Cn) = −b, all bonds are necessarily of unit length
and the configuration is repulsion-free, see Remark 2.2. We show that all bond angles θ satisfy (4.5).
In fact, suppose that x1, x0, x2 form the angle θ. Observe that Cn has alternating charge distribution
since it is repulsion-free. As x1 and x2 are neighbors of x0, we thus have q1 = q2. Then we get
|x1 − x0| = |x2 − x0| = 1 as well as |x1 − x2| ≥
√
2 by [vii]. A simple geometric argument yields
π/2 ≤ θ ≤ 3π/2. By (4.5) and the fact that the four interior angles of a square sum up to 2π we deduce
that all squares are regular. 
We now investigate the relation of net charge and energy. Without restriction we consider configura-
tions with non-negative net charge in order to simplify notation.
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Lemma 4.3 (Net charge controls energy). Let Cn be a configuration with Q(Cn) ≥ 0.
(a) There holds
E(Cn) ≥ −2n+ 2Q(Cn), (4.6)
with equality only if
(i) All atoms with charge −1 are 4-bonded, and all bonds are of unit length,
(ii) The configuration is repulsion-free,
(iii) Q(Cn) ≥ qnsat,
(iv) All 4-bonded atoms have only bond angles pi2 ,
(v) If xi satisfies #N (xi) = 3, then xi /∈ A(Xn).
(vi) For all connected components Cm ⊂ Cn there holds Q(Cm) ≥ qmsat.
(b) Conversely, if properties (i) and (ii) are satisfied, then equality holds in (4.6).
Proof. We first show (4.6). To this end, it is not restrictive to assume that Cn is an optimal configuration.
Recall (2.6). Since #X+n + #X
−
n = n and #X
+
n − #X−n = Q(Cn), we get min{#X+n ,#X−n } = (n −
|Q(Cn)|)/2. As Cn is an optimal configuration, (4.2) yields N (xi) ≤ 4 for all i = 1, . . . , n. We therefore
obtain by [ii] and Vr ≥ 0
E(Cn) ≥ −b ≥ −4 min{#X+n ,#X−n } = −2n+ 2|Q(Cn)|. (4.7)
This shows (4.6) since by assumption |Q(Cn)| = Q(Cn). In a similar fashion, to see (b), it suffices to
note that (i) and (ii) imply that all inequalities in (4.7) are actually equalities.
Now we assume that equality holds in (4.6). (In particular, this implies that Cn is an optimal config-
uration and satisfies E(Cn) = −b.) We confirm (i)–(vi).
Proof of (i), (ii): First, by Lemma 4.2(b) we get that all bonds have unit length and that the configuration
is repulsion-free. Suppose now that there exists an atom with charge −1 such that N (xi) < 4. This
implies strict inequality in the second inequality in (4.7). This contradicts the equality in (4.6).
Proof of (iii): The inequality follows directly from definition (2.12).
Proof of (iv), (v): Now, (iv) follows from (4.5) and the fact that the bond angles at each atom sum up
to 2π. To see (v), let x0 be a 3-bonded atom. By (i) it necessarily has charge +1 and it is only bonded
to atoms with charge −1. These atoms are 4-bonded by (i). Denote the bond angles at x0 by θ1, θ2, θ3.
Without loss of generality, suppose that π/2 ≤ θ1 ≤ 2π/3 ≤ 3π/4, see (4.5). Assume by contradiction
that θ1 > π/2. Denote by x1, x2 the two 4-bonded atoms whose bonds enclose θ1. Denote by z1, z2 the
two atoms z1 ∈ N (x1) \ {x0}, z2 ∈ N (x2) \ {x0} that have minimal distance to each other. Observe that
z1 and z2 have charge +1. We proceed to show that z1 6= z2 and |z1 − z2| <
√
2 which contradicts (ii).
By (iv) and the fact that all bonds are of unit length we get |z1 − x0| = |z2 − x0| =
√
2. Moreover, the
angle enclosed by z1, x0, z2 is equal to θ1 − 2π/4, where 0 < θ1 − 2π/4 ≤ π/4. Thus, we obtain
0 < |z1 − z2| = 2
√
2 sin
(
1
2
(
θ1 − π
2
))
≤ 2
√
2 sin
(π
8
)
<
√
2.
This yields z1 6= z2 and contradicts (ii). Therefore, we have shown θ1 = π/2. One of the remaining two
bond angles, say θ2, then also satisfies θ2 ≤ 3π/4. By the same argument we have that θ2 = π/2. Now
θ3 = π and the claim is proved.
Proof of (vi): Assume that there exist two connected components Cm and Cn−m with no bonds between
them. We have that
Q(Cm) +Q(Cn−m) = Q(Cn). (4.8)
By (4.7) applied to Cm and Cn−m there holds
E(Cm) ≥ −2m+ 2|Q(Cm)|, E(Cn−m) ≥ −2(n−m) + 2|Q(Cn−m)|, (4.9)
and therefore
−2n+ 2|Q(Cn)| = E(Cn) ≥ −2n+ 2(|Q(Cm)|+ |Q(Cn−m)|) ≥ −2n+ 2|Q(Cn)|. (4.10)
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We now have equality everywhere in (4.10) and therefore necessarily also in (4.9). Moreover, in view of
(4.8), equality also implies that there holds Q(Cm) ≥ 0 and Q(Cn−m) ≥ 0. By equality in (4.9) and (iii)
(applied on Cm and Cn−m) we get Q(Cm) ≥ qmsat and Q(Cn−m) ≥ qn−msat . 
5. Characterization of ground states
This section is devoted to the proofs of Theorem 2.1, Theorem 2.3, and Theorem 2.4.
5.1. Boundary energy. This subsection is devoted to the concept of boundary energy and a corre-
sponding estimate which will be instrumental for the characterization of ground states and their energy
in Subsections 5.2 and 5.3. It is convenient to first introduce an auxiliary energy, sorted by the con-
tributions of single atoms. We then define the so-called boundary energy in terms of this auxiliary
energy.
Reduced energy: Let Cn be a configuration and let xi ∈ Xn. We set
Vatom(xi) :=
1
2
∑
xj∈N (xi)
Va(|xi − xj |) + 1
8
∑
xj ,xk∈N (xi)
xj 6=xk
Vr(|xj − xk|), (5.1)
where N (xi) is defined in (2.2). We define the reduced energy R : (R2 × {−1, 1})n → R by
R(Cn) :=
∑
xi∈Xn
Vatom(xi). (5.2)
Lemma 5.1 (Relation of E and R). If Cn has alternating charge distribution and satisfies #N (xi) ≤ 4
for all i = 1, . . . , n, then
E(Cn) ≥ R(Cn)
with equality if Cn is repulsion-free.
Proof. Since Cn has alternating charge distribution, the contributions of Va in (2.1) and (5.2) coincide.
In the case that Cn is repulsion-free, the contributions of Vr vanish and thus there indeed holds E(Cn) =
R(Cn). In the general case, we observe that in (2.1) each pair {xi, xj} with qi = qj contributes Vr(|xi−xj |)
to the energy. In (5.2), however, {xi, xj} contributes at most Vr(|xi− xj |) since the pair appears at most
eight times in the sum. This is due to double counting and the fact that each atom can be bonded to at
most four other atoms. 
By Lemma 4.1, ground states Cn satisfy the assumptions of the lemma. Later we will also see that
ground states are repulsion-free which will imply E(Cn) = R(Cn).
Boundary atoms, boundary energy: Within the bond graph, we say that an atom is a boundary
atom if it is not contained in the interior region of any simple cycle. Otherwise, we call it bulk atom.
We denote the union of the boundary atoms by ∂Xn and let d = #∂Xn. A boundary bond is a bond
containing a boundary atom. All other bonds are called bulk bonds. Given Cn, we define its bulk, denoted
by Cbulkn , as the sub-configuration obtained by dropping all boundary atoms (and the corresponding
charges). Similarly, the particle positions are indicated by Xbulkn . With the above definition, we have
that the bulk is an (n− d)-atom configuration. There are two contributions to the energy of Cn, namely
Rbnd and Rbulk, defined by
Rbulk(Cn) := R(Cbulkn ),
Rbnd(Cn) := R(Cn)−Rbulk(Cn).
(5.3)
Remark 5.2 (Boundary energy). Since Cbulkn does not contain boundary bonds of Cn, each boundary
bond {xi, xj} with qi 6= qj contributes Va(|xi − xj |) to Rbnd(Cn), and each boundary bond {xi, xj}
with qi = qj contributes at least
1
4Vr(|xi − xj |) to Rbnd(Cn). Note that Rbnd(Cn) contains also pair
interactions of certain bulk bonds, namely if the corresponding bulk atoms are neighbors of the same
boundary atom, see Fig. 10. We point out that, when the boundary energy in (5.3) is defined with E in
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place of R (see, e.g., [17, 24, 26]), such pair interactions do not contribute to the boundary energy. Our
definition, slightly different in comparison to [17], is necessary from a technical point of view in order to
derive the ‘correct’ boundary energy estimate (5.4) and to obtain (5.6)-(5.7) as necessary conditions for
equality in (5.4).
Figure 10. The dashed bonds contribute to Rbnd. They would not contribute to the
boundary energy if it was defined with E in place of R.
Maximal polygon: We introduce an additional notion in the case that Cn is connected and does
not contain acyclic bonds. In this case, the bond graph is delimited by a simple cycle which we call the
maximal polygon. We denote the atoms of the maximal polygon by {x1, . . . , xd} and the interior angle
at xi ∈ ∂Xn by θi. Moreover, for 2 ≤ k ≤ 4, we indicate by
Ik = {xi ∈ ∂Xn : #N (xi) = k}
the set of k-bonded boundary atoms. For ground states Cn there holds #I2 +#I3 +#I4 = d by (4.2).
We now provide an estimate for the boundary energy Rbnd. Its proof is inspired by [24, Lemma
3.1]. The precise estimates, however, deviate significantly from [24] due to the presence of the repulsive
potential Vr instead of an angular potential. We defer the proof to Appendix A.
Lemma 5.3. Let n ≥ 4 and let Cn be a connected ground state with no acyclic bonds. Then
Rbnd(Cn) ≥ −2d+ 4 (5.4)
with equality only if the following conditions are satisfied:
All boundary bonds are of unit length, (5.5)
#I2 + 2#I3 + 3#I4 = 2d− 4, (5.6)
θi =
π
2
for xi ∈ I2, θi = π for xi ∈ I3, θi = 3π
2
for xi ∈ I4. (5.7)
Remark 5.4. Observe by (5.6) that equality in (5.4) implies that 2d−4 bonds contribute to the boundary
energy. Thus, equality in (5.4) together with [ii] and [vii] imply that for all boundary atoms xi one has
min{|xi − xj | : j ∈ {1, . . . , n}, j 6= i, qj = qi} ≥
√
2. Furthermore, note that (5.5)-(5.7) together with
(5.2)-(5.3) imply that for ground-state configurations Cn such that there holds equality in (5.4) the atoms
∂Xn ∪
⋃d
i=1
N (xi) (5.8)
are subset of the same square lattice. We point out that each xi ∈ Ik, k = 3, 4, has exactly k−2 neighbors
in Xbulkn and that the interior bond angles are exactly π/2.
Recall the excess of edges η =
∑
j≥4(j − 4)fj, introduced in (2.3), where fj denotes the number of
elementary polygons with j vertices in the bond graph. Clearly, η = 0 if and only if the bond graph
consists of squares only. We also recall that b denotes the number of bonds in the bond graph.
Lemma 5.5 (Cardinality of the bulk). Let Cn be a connected ground state with no acyclic bonds. Then
n− d = 2b+ 4− 3n+ η.
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Proof. Let fj be the number elementary j-gons in the bond graph and let f be the number of elementary
polygons in the bond graph. From Lemma 4.2(a) we obtain∑
j≥4
jfj = 2b− d,
since by the summation on the left all bonds contained in the maximal polygon are counted only once
whereas all other bonds are counted twice. By (2.3) we get 4f = 2b − d − η. This along with Euler’s
formula n− b+ f = 1 (omitting the exterior face) yields n− d = 2b+ 4− 3n+ η. 
5.2. Energetic characterization. We start with the proof of Theorem 2.1. We use the following
properties of the function β defined in (2.10).
Lemma 5.6. The function β : N→ R satisfies
(i) ⌊β(n−m)⌋+ ⌊β(m)⌋+ 1 < ⌊β(n)⌋ for all n ≥ 4 and 1 ≤ m,n−m ≤ n,
(ii) ⌊β(n)⌋+ 1 ≤ ⌊β(n+ 1)⌋ for all n ≥ 1.
Proof. See [24, Proposition 4.1, Proposition 4.2]. 
Lemma 5.7. Let j, n,m ∈ N and let x ∈ R satisfy
2− 3
2
n+
m
2
≥ x ≥ −2n+ j + 2√−2x+ 4− 3n+m.
Then x ≥ −2n+ j − 4 + 2√m+ n+ 8− 2j.
Proof. The proof is elementary: we note that the function
x 7→ x+ 2n− j − 2√−2x+ 4− 3n+m
is strictly increasing and vanishes for x = −2n+ j − 4 + 2√m+ n+ 8− 2j. 
Proof of Theorem 2.1. We start by noting that every ground state Cn has alternating charge distribution
and every atom has at most four neighbors by Lemma 4.1. By Proposition 3.1 and Lemma 5.1 the ground-
state energy satisfies
R(Cn) ≤ E(Cn) ≤ −⌊β(n)⌋. (5.9)
We prove that, if Cn is a ground state, then Cn is connected, does not contain bridges, and satisfies
R(Cn) = −b = −⌊β(n)⌋. (5.10)
The same statement then holds also for E(Cn). In fact, due to (5.9)-(5.10), we have
−⌊β(n)⌋ = R(Cn) ≤ E(Cn) ≤ −⌊β(n)⌋.
This implies E(Cn) = R(Cn) = −b = −⌊β(n)⌋.
Let n ≥ 4. We proceed by induction. Suppose that the statement has been proven for all m < n (for
1 ≤ m ≤ 3 this is elementary). We first show connectedness of the ground state and the non-existence of
bridges (Step 1). Afterwards, we prove the energy equality (Step 2).
Step 1: Cn is connected and does not contain bridges. Assume by contradiction that Cn consists of
two sub-configurations Cm and Cn−m that are connected by at most one bond. The energy contribution
of this bond, if it exists, is greater or equal to −1. Apart from that, we can estimate the sum of the
energy contributions of both components separately. In both cases, as m,n −m < n n ≥ 4, using the
induction assumption, Lemma 5.6(i), and Vr ≥ 0 (cf. [iv]), we get
R(Cn) ≥ R(Cm) +R(Cn−m)− 1 ≥ −⌊β(m)⌋ − ⌊β(n−m)⌋ − 1 > −⌊β(n)⌋.
This contradicts (5.9) and shows that Cn is connected and its bond graph does not contain any bridges.
Step 2: Energy equality R(Cn) = −b = −⌊β(n)⌋. We divide the proof into three steps. We first
treat the case that Cn contains acyclic bonds (Step 2.1). Afterwards, we consider only configurations Cn
without acyclic bonds and show R(Cn) = −b (Step 2.2) as well as R(Cn) = −⌊β(n)⌋ (Step 2.3).
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Step 2.1: Cn contains acyclic bonds. By Step 1, Cn does not contain bridges. If there exist flags, we can
find an atom xi such that removing xi removes exactly one flag. We can count the energy contribution
of this flag by at least −1 and we estimate the energy of the rest of the configuration by induction. By
Lemma 5.6(ii) we get
R(Cn) ≥ −1 +R(Cn \ {(xi, qi)}) ≥ −1− ⌊β(n− 1)⌋ ≥ −⌊β(n)⌋.
Equality also shows that Cn \ {(xi, qi)} has ⌊β(n− 1)⌋ bonds by induction and Cn has ⌊β(n− 1)⌋+ 1 =
⌊β(n)⌋ bonds.
Step 2.2: R(Cn) = −b for connected Cn with no acyclic bonds. Assume by contradiction that R(Cn) >
−b, i.e., there exist x1, x2 ∈ Xn such that q1 = q2 and |x1 − x2| <
√
2 or there exists a bond between
x1, x2 ∈ Xn such that q1 = −q2 and |x1−x2| > 1. Now if x1 ∈ ∂Xn or x2 ∈ ∂Xn we have by (5.4), (5.5),
and Remark 5.4
Rbnd(Cn) > −2d+ 4.
Moreover, by (5.3), the induction hypothesis, and (5.10) there holds
Rbulk(Cn) = R(Cbulkn ) ≥ −⌊β(n− d)⌋.
On the other hand, if x1, x2 /∈ ∂Xn, by Lemma 5.3 we get Rbnd(Cn) ≥ −2d + 4. By (5.3) and the
induction assumption we obtain
Rbulk(Cn) = R(Cbulkn ) > −⌊β(n− d)⌋.
In both cases, by (5.3) and (2.10) there holds R(Cn) > −⌊2n − 2
√
(n− d)⌋ + 4. Since the right hand
side is an integer, we obtain
−(⌊−R(Cn)⌋+ 1) ≥ −2n+ 2
√
(n− d) + 4. (5.11)
In a similar fashion, the assumption R(Cn) > −b implies −⌊−R(Cn)⌋ − 1 ≥ −b. Now by Lemma 5.5 we
obtain n− d ≥ 2(⌊−R(Cn)⌋+ 1) + 4− 3n. This along with (5.11) yields
−(⌊−R(Cn)⌋+ 1) ≥ −2n+ 2
√
2(⌊−R(Cn)⌋+ 1) + 4− 3n+ 4.
Note that −(⌊−R(Cn)⌋+1) ≤ 2−3n/2. By using Lemma 5.7 with j = 4,m = 0, and x = −(⌊−R(Cn)⌋+1)
we obtain
−(⌊−R(Cn)⌋+ 1) ≥ −2n+ 2
√
n.
Since the left hand side is an integer, we get by (2.10)
R(Cn) > −(⌊−R(Cn)⌋+ 1) ≥ −⌊2n− 2
√
n⌋ = −⌊β(n)⌋.
This contradicts (5.9).
Step 2.3: R(Cn) = −⌊β(n)⌋ for connected Cn with no acyclic bonds. Due to (5.9), it suffices to prove
R(Cn) ≥ −⌊β(n)⌋. We again proceed by induction. By Lemma 5.3, (5.3), and the induction hypothesis
we obtain
Rbnd(Cn) ≥ −2d+ 4, Rbulk(Cn) = R(Cbulkn ) ≥ −⌊β(n− d)⌋.
By (2.10) and (5.3) there holds R(Cn) ≥ −2n + 2
√
n− d + 4. By Lemma 5.5 and Step 2.2 we obtain
n− d ≥ −2R(Cn) + 4− 3n. This yields
R(Cn) ≥ −2n+ 2
√
−2R(Cn)− 3n+ 4 + 4.
By applying Lemma 5.7 with j = 4, m = 0, and x = R(Cn) we obtain R(Cn) ≥ −β(n). Finally, since
R(Cn) is an integer due to Step 2.2, we conclude R(Cn) ≥ −⌊β(n)⌋. 
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5.3. Geometric Characterization. We now proceed with the proof of Theorem 2.3. To this end, we
first prove two lemmas about flags and non-equilibrated atoms.
Lemma 5.8 (Flags). Let n ≥ 4 and let Cn be a ground state. Then the bond graph of Cn contains at
most one flag.
Proof. Assume by contradiction that there exist at least two flags. We can choose two flags such that
removing the two flags increases the energy of the configuration at most by 2. By applying Thereom 2.1
to the sub-configuration after removing the two flags, we obtain E(Cn) ≥ −2−⌊β(n− 2)⌋. Therefore, we
get by (2.10)
E(Cn) ≥ −2− 2(n− 2) + 2
√
n− 2 = −2n+ 2√n− 2√n+ 2 + 2√n− 2
= −2n+ 2√n+ 2− 4√
n− 2 +√n.
We have that 2 − 4√
n−2+√n ≥ 1 for all n ≥ 6. With the above estimate this implies E(Cn) > −⌊β(n)⌋.
This gives a contradiction to Theorem 2.1 in the cases n ≥ 6. For n = 4, 5 it can be checked directly that
−2− ⌊β(n− 2)⌋ > −⌊β(n)⌋. 
Recall the definition of non-equilibrated atoms in Subsection 2.2. By Abulk(Xn) ⊂ A(Xn) we addi-
tionally denote the bulk atoms which are not equilibrated.
Lemma 5.9 (Non-equilibrated atoms). Let Cn be a ground state and assume that its bond graph does
not contain any acyclic bonds. If A(Xn) 6= ∅, then #A(Xn) ≥ 2 and η ≥ 2. If Abulk(Xn) 6= ∅, then
#A(Xn) ≥ 2 and η ≥ 4.
Proof. We split the proof into several steps. First, we prove that θ ∈ [pi2 , 3pi2 ] for all bond angles θ.
Secondly, we show that, if A(Xn) 6= ∅, then #A(Xn) ≥ 2. Then we prove η ≥ 2 if A(Xn) 6= ∅. Finally,
we confirm that, if Abulk(Xn) 6= ∅, then η ≥ 4. These statements show the thesis of the lemma.
Step 1: θ ∈ [pi2 , 3pi2 ] for all bond angles θ. By Theorem 2.1 there holds E(Cn) = −b. Thus, Lemma 4.2(b)
implies that θ ∈ [pi2 , 3pi2 ] for all bond angles θ.
Step 2: If A(Xn) 6= ∅, then #A(Xn) ≥ 2. Since the bond graph of Cn does not contain any acyclic bonds
and A(Xn) 6= ∅, there holds A(Xn)∩ P 6= ∅ for some polygon P in the bond graph. By Lemma 4.2(a) it
follows that #(A(Xn) ∩ P ) ≥ 2.
Step 3: If A(Xn) 6= ∅, then η ≥ 2. Assume by contradiction that η = 0. By the definition of η this
implies that all elementary polygons in the bond graph are squares. Furthermore, since the bond graph
of Cn does not contain any acyclic bonds, all atoms are contained in some elementary polygon, i.e., in
some square. Lastly, we note that, due to Theorem 2.1, there holds E(Cn) = −b and therefore by Lemma
4.2(b) all squares are regular. In particular, all their atoms are equilibrated. This contradicts the fact
that A(Xn) 6= ∅.
Step 4: If Abulk(Xn) 6= ∅, then η ≥ 4. Let x ∈ Abulk(Xn) and denote by θ1, . . . , θk the bond angles at x.
By (4.2) we have that k ≤ 4. We have k ∈ {2, 3, 4}. We conclude once we have shown that there exist
at least two bond angles at x that are not equilibrated. In fact, since no acyclic bonds are present in the
bond graph and x ∈ Abulk(Xn), all the bond angles at x belong to different elementary polygons. Then,
there exist at least two non squares in the bond graph and hence η ≥ 4.
It thus remains to prove that there exist i1, i2 ∈ {1, . . . , k}, i1 6= i2, such that θi1 , θi2 /∈ {pi2 , π, 3pi2 }.
Recall x ∈ A(Xn). Without restriction we suppose that θ1 /∈ {pi2 , π, 3pi2 }. Now assume that θj ∈ {pi2 , π, 3pi2 }
for all j = 2, . . . , k. Since the bond angles at x need to sum to 2π, we obtain
k′
π
2
+ θ1 =
k∑
i=1
θi = 2π with k
′ =
3∑
j=1
#{i ∈ {2, . . . , k} : θi = jπ/2}.
By Step 1 we get θ1 ∈ pi2N ∩ [pi2 , 3pi2 ]. This contradicts the fact that θ1 /∈ {pi2 , π, 3pi2 }. 
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We are now in the position to prove Theorem 2.3(a).
Proof of Theorem 2.3(a). We prove the statement by induction. For = 1, 2, 3 the statement is clearly
true, and for n = 4 it follows from Lemma 4.2(b). Let n ≥ 5. By Theorem 2.1 and Lemma 5.8 the
bond graph of ground states does not contain bridges and at most one flag. Therefore, in view of Lemma
5.6(ii), up to removing a flag, it is not restrictive to assume that Cn is a ground state with no acyclic
bonds. We will use the following fact several times: by Remark 2.2, Cn is repulsion-free. Thus Lemma
5.1 implies
R(Cbulkn ) = E(Cbulkn ), (5.12)
where Cbulkn is defined before (5.3). By the definition of A(Xn) and due to the fact that ground states
are connected (cf. Theorem 2.1), it suffices to prove that A(Xn) = ∅. We divide the proof into two steps.
We first prove that A(Xn) \ Abulk(Xn) = ∅ and secondly we show that Abulk(Xn) = ∅.
Step 1: A(Xn) \ Abulk(Xn) = ∅. Assume by contradiction that A(Xn) \ Abulk(Xn) 6= ∅. By Lemma 5.3
this implies Rbnd(Cn) > −2d+ 4. Then (5.12) and Theorem 2.1 (applied for Cbulkn ) yield
Rbulk(Cn) = R(Cbulkn ) = E(Cbulkn ) ≥ −⌊β(n− d)⌋.
This along with Rbnd(Cn) > −2d+ 4, (5.3), and again Lemma 5.1 gives
E(Cn) ≥ R(Cn) > −2d+ 4− ⌊2(n− d)− 2
√
n− d⌋ = −⌊2n− 2√n− d⌋+ 4. (5.13)
By Theorem 2.1, E(Cn) is an integer and consequently we derive
E(Cn) ≥ −⌊2n− 2
√
n− d⌋+ 5 ≥ −2n+ 2√n− d+ 5.
Now by using Lemma 5.5 and E(Cn) = −b (see Theorem 2.1) we obtain
E(Cn) ≥ −2n+ 2
√
−2E(Cn) + 4− 3n+ η + 5.
Observe that η ≥ 2 by Lemma 5.9. By applying Lemma 5.7 with j = 5,m = η and x = E(Cn) we
conclude E(Cn) ≥ −β(n) + 1 > −⌊β(n)⌋. This contradicts Theorem 2.1.
Step 2: Abulk(Xn) = ∅. Assume by contradiction that Abulk(Xn) 6= ∅. Note that η ≥ 4 by Lemma 5.9
and thus n ≥ 8. There are two cases two consider: a) n− d ≤ 3 and b) n− d ≥ 4.
Proof for n− d ≤ 3. Using Lemma 5.5 we have that
2b+ 4− 3n+ η = n− d ≤ 3. (5.14)
By Theorem 2.1 we have that E(Cn) = −b = −⌊2n− 2√n⌋. This together with (5.14) leads to
−2n− ⌊−2√n⌋ = −⌊2n− 2√n⌋ = E(Cn) ≥ −3
2
n+
1
2
(1 + η) ≥ −3
2
n+
5
2
, (5.15)
where the last step follows from η ≥ 4. Inequality (5.15) is violated for all n ≥ 8. This yields a
contradiction and concludes the proof in this case.
Proof for n−d ≥ 4. We first observe that Cbulkn is clearly not a subset of the square lattice ifA(Xbulkn ) 6= ∅.
In addition, we notice that Abulk(Xn) \ A(Xbulkn ) 6= ∅ implies that Cbulkn is not subset of the square
lattice. To see this, assume that there exists x ∈ Abulk(Xn) \A(Xbulkn ) and denote by y ∈ ∂Xn one of its
neighbors. If y is 4-bonded, (5.8) and x ∈ A(Xn) yield that Cbulkn is not a subset of the square lattice.
On the other hand, if y is 3-bonded, (5.8) together with a simple geometric consideration implies that
Cn is not repulsion-free, which contradicts Remark 2.2.
First, assume that the bond graph of Cbulkn does not contain a flag. By induction hypothesis, ground
states with less than n atoms without flags are subsets of the square lattice. Thus, by the assumption
Abulk(Xn) 6= ∅, Cbulkn cannot be a ground state. This along with (5.3) and (5.12) yields
Rbulk(Cn) = R(Cbulkn ) = E(Cbulkn ) > −⌊β(n− d)⌋. (5.16)
By Lemma 5.3 we also have Rbnd(Cn) ≥ −2d + 4. The two inequalities together with (5.3) lead to the
strict inequality (5.13), and we may proceed exactly as in Step 1 of the proof to obtain a contradiction
to the fact that Cn is a ground state.
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Now assume that the bond graph of Cbulkn contains a flag. Without restriction we can assume that
Cbulkn is a ground state since otherwise the strict inequality (5.16) holds, and we obtain a contradiction
exactly as before. Since n−d ≥ 4, the bond graph of Cbulkn contains exactly one flag by Lemma 5.8. There
holds #A(Xn) ≥ 2 by Lemma 5.9 and A(Xn) \ Abulk(Xn) = ∅ by Step 1. Therefore, #Abulk(Xn) ≥ 2.
After removing the flag from Cbulkn , we get a configuration Cn−d−1 which does not contain flags, but
there still holds A(Xn) ∩Xn−d−1 6= ∅. By induction hypothesis, Cn−d−1 can thus not be a ground state
and we get E(Cn−d−1) > −⌊β(n− d− 1)⌋. By counting the contribution of the flag to the energy by at
least −1 we obtain
R(Cbulkn ) = E(Cbulkn ) > −1− ⌊β(n− d− 1)⌋,
where we also used (5.12). This along with Rbnd(Cn) ≥ −2d+ 4 (see Lemma 5.3) and (5.3) gives
E(Cn) > −1− 2d+ 4− ⌊β(n− d− 1)⌋ = −⌊2n− 2
√
n− d− 1⌋+ 5.
Since E(Cn) = −b is an integer by Theorem 2.1, we obtain E(Cn) ≥ −2n+ 6 + 2
√
n− d− 1. Now using
Lemma 5.5 and E(Cn) = −b we obtain
E(Cn) ≥ −2n+ 6 + 2
√
−2E(Cn) + 3− 3n+ η.
Recall that η ≥ 4 by Lemma 5.9. By applying Lemma 5.7 with j = 6,m = η − 1 and x = E(Cn) we
obtain
E(Cn) ≥ −2n+ 2
√
η + n− 5 + 2 ≥ −2n+ 2√n− 1 + 2
= −2n+ 2√n− 2√n+ 2√n− 1 + 2 = −2n+ 2√n+ 2− 2√
n+
√
n− 1 .
Recall that n ≥ 8. Therefore, we get 2− 2√
n+
√
n−1 ≥ 1 and thus
E(Cn) ≥ −2n+ 2
√
n+ 1 > −⌊2n− 2√n⌋.
This contradicts the fact that Cn is a ground state and concludes the proof. 
We now address the proof of Theorem 2.3(b). To this end, we use the following result.
Theorem 5.10 (Deviation from Wulff-shape). Let n ∈ N and let Cn be a ground state with no acyclic
bonds. Then, possibly after translation we find two squares Sk2
1
⊂ Z2 and Sk2
2
⊂ Z2, k1, k2 ∈ N, with
Sk2
1
⊂ Xn ⊂ Sk2
2
such that
0 < k2 − k1 ≤ cn 14 ,
where c > 0 is a universal constant independent of n and Cn.
Proof. Let n ≥ 4. From Theorem 2.3(a) and the fact that Cn does not contain acyclic bonds we get
that Cn is a subset of the square lattice. Moreover, Cn is repulsion-free, see Remark 2.2. Therefore, our
energy on ground-state configurations coincides (up to distributing alternating charge or neglecting it)
with the one considered in [24]. The statement then follows from [24, Theorem 8.1]. 
Proof of Theorem 2.3(b). By Theorem 2.1 and Lemma 5.8 we know that the bond graph contains at
most one flag and no other acyclic bonds. If it contains a flag, one can remove the flag and the remaining
configuration is still a ground state by Lemma 5.6(i). We can therefore assume that there are no acyclic
bonds in the bond graph of Cn. The statement follows from Theorem 5.10. In fact, observe that Theorem
5.10 also implies that the diameter of a ground state is of order
√
n. 
5.4. Characterization of the net charge. We now prove Theorem 2.4. Part (b) of the statement has
already been addressed by an explicit construction in Subsection 3.2. Thus, it remains to prove part (a).
Definition 5.11 (Line segment). A tuple (x0, . . . , xm) ⊂ Z2 is called a line segment if there exists
v ∈ {(1, 0), (0, 1)} such that xk+1 = xk + v for all k ∈ {0, . . . ,m− 1}.
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Proposition 5.12 (Convexity of ground states). Let n ∈ N and let Cn be a ground state with no acyclic
bonds. Then each line segment (x0, . . . , xm) with x0, xm ∈ Xn satisfies xi ∈ Xn for i = 0, . . . ,m.
Proof. For the proof we refer to [24, Proposition 6.3], where this property is called convexity by rows and
columns. The result in [24, Proposition 6.3] is applicable due to the fact that our energy on ground-state
configurations coincides with the one considered in [24], see the proof of Theorem 5.10. 
Proof of Theorem 2.4(a). In view of Theorem 2.1 and Lemma 5.8, it suffices to treat the case that the
bond graph of Cn does not contain any acyclic bonds. We apply Theorem 5.10 to find two squares
Sk2
1
⊂ Xn ⊂ Sk2
2
. By Proposition 5.12 it is elementary to see that Xn \ Sk2
1
can be written as the union
of at most 4(k2− k1) line segments. Recall that Cn has alternating charge distribution and therefore the
net charge of each line segment is in {−1, 0, 1}. Also recall from Subsection 3.1 that squares have charge
in {−1, 0, 1}. This implies that the net charge of the configuration Cn satisfies
|Q(Cn)| ≤ 4(k2 − k1) + 1.
The statement follows from the fact that k2 − k1 ≤ cn1/4, see Theorem 5.10. 
6. Characterization of optimal configurations for Prescribed charge
In this section we prove Proposition 2.5, Theorem 2.6, and Theorem 2.8.
6.1. Energy of optimal configurations. In this short subsection we prove Theorem 2.6.
Proof of Theorem 2.6: Without restriction we may suppose that qnet ≥ 0 since the proof for qnet ≤ 0
follows analogously. We proceed in two steps. First, we prove the statement for qnet ≥ qnsat and then for
0 ≤ qnet < qnsat. The proof is performed by an induction argument.
Step 1: qnet ≥ qnsat. Our goal is to show
Enmin(qnet) = −2n+ 2qnet for all qnet ≥ qnsat. (6.1)
For qnet = q
n
sat the statement is clearly true, see (2.12). Suppose that the statement holds for qnet ≥ qnsat
with qnet ≤ n − 2. We show (6.1) for qnet + 2. By Lemma 4.3(a), for all configurations Cn satisfying
Q(Cn) = qnet + 2 there holds E(Cn) ≥ −2n+ 2(qnet + 2).
It thus suffices to construct a configuration C˜n with Q(C˜n) = qnet+2 and E(C˜n) = −2n+2(qnet+2).
To this end, let Cn be a configuration with Q(Cn) = qnet and E(Cn) = −2n+ 2qnet, which exists by the
induction hypothesis.
Choose xi ∈ Cn with qi = −1 and modify Cn as follows: remove xi and add a new atom x˜i with charge
+1 to the configuration such that |x˜i − xj | ≥
√
2 for all j = 1, . . . , n. Denote this configuration by C˜n.
We have Q(C˜n) = qnet +2. By Lemma 4.3(a)(i), the relocated atom was 4-bonded and the bond lengths
were of unit length. Hence, we obtain by [ii]
E(C˜n) = E(Cn) + 4 = −2n+ 2qnet + 4 = −2n+ 2(qnet + 2).
Thus, (6.1) is proven for qnet + 2.
Step 2: 0 ≤ qnet < qnsat. As before, the lower bound in (2.14) follows from Lemma 4.3(a). Therefore, it
remains to show that
Enmin(qnet) ≤ −2n+ 4qnsat − 2qnet for all 0 ≤ qnet ≤ qnsat. (6.2)
For qnet = q
n
sat the statement is clearly true, see (2.12). Assume that (6.2) holds for 2 ≤ qnet ≤ qnsat. We
show (6.2) for qnet − 2. To this end, we have to construct a configuration C˜n with Q(C˜n) = qnet − 2 and
E(C˜n) ≤ −2n+ 4qnsat − 2(qnet − 2).
Let Cn be a configuration with Q(Cn) = qnet and E(Cn) = Enmin(qnet). Choose an atom xi with
qi = 1 and modify Cn in the following way: remove xi and add a new atom x˜i with charge −1 to the
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configuration such that |x˜i − xj | ≥
√
2 for all j = 1, . . . , n. Denote this configuration by C˜n. First, note
that Q(C˜n) = qnet − 2. By [ii] and #N (xi) ≤ 4, see (4.2), we get
E(C˜n) ≤ E(Cn) + 4.
As (6.2) holds for qnet by induction hypothesis, we obtain
Enmin(qnet − 2) ≤ E(C˜n) ≤ E(Cn) + 4 ≤ −2n+ 4qnsat − 2qnet + 4 = −2n+ 4qnsat − 2(qnet − 2).
This shows (6.2) for qnet − 2 and concludes the proof. 
6.2. Boundary and interior net charge. In the following, we will consider without restriction con-
figurations which satisfy Q(Cn) ≥ 0, i.e., the +1 phase is the majority phase. This can indeed always
be achieved by interchanging the roles of the positive and negative charges. We define the notion of a
bridging atom. An atom x0 is called bridging atom if it is 2-bonded and not contained in any simple
cycle, see Fig. 11. Denote by Cm and Cn−m−1 the two connected components of Cn \ {x0, q0}. We set
Cm+1 = Cm ∪ {(x0, q0)}, Cn−m = Cn−m−1 ∪ {(x0, q0)}. (6.3)
In the following we say that Cm and Cm−n are connected through a bridging atom. Recall the definition
of acyclic bonds in Subsection 2.2. In a similar fashion, we say that an atom xi is an acyclic atom if it
is not contained in any cycle. We denote the union of the acyclic atoms by Iac.
xjxi xk
Figure 11. On the left: A configuration with a bridging atom illustrated bold. On
the right: A configuration with Iac ∩X−n = ∅, where the atoms X−n defined in (2.6) are
illustrated in white.
Lemma 6.1 (Bridging atom). Consider Cn with 0 ≤ Q(Cn) and E(Cn) = −2n+ 2Q(Cn).
(a) If there exists a bridging atom connecting two configurations Cm and Cn−m, there holds
Q(Cm) ≥ qm+1sat − 1 and Q(Cn−m) ≥ qn−msat .
Moreover, Cn−m is an optimal configuration and there holds m,n−m ≥ 4.
(b) If n ≥ 6 and Cn is connected without bridging atoms, then Iac ∩ X−n = ∅ and Iac ∩ X+n consists of
1-bonded atoms.
Proof. (a) Suppose that a bridging atom x0 exists. As E(Cn) = −2n+2Q(Cn), Lemma 4.3(a)(i) implies
that x0 has charge q0 = +1. This clearly gives
Q(Cm+1) = Q(Cm) + 1. (6.4)
Define by Cn+1 a configuration given by the union of the two connected components Cn−m and Cm+1,
where Cm+1 is translated in such a way that dist(Xn−m, Xm+1) ≥
√
2. We observe that the atoms of
charge −1 are 4-bonded by construction since Cn satisfies this property. In a similar fashion, Cn+1 is
repulsion-free and its bonds have unit length by Lemma 4.3(a)(i),(ii). Therefore, in view of Lemma 4.3(b),
for Cn+1 there holds the equality E(Cn+1) = −2(n+ 1) + 2Q(Cn+1). Then applying Lemma 4.3(a)(vi)
on the two connected components Cm+1 and Cn−m we find Q(Cm+1) ≥ qm+1sat and Q(Cn−m) ≥ qn−msat .
The first part of the claim now follows from (6.4).
In view of Lemma 4.3(b), for Cn−m there holds the equality E(Cn−m) = −2(n − m) + 2Q(Cn−m).
Thus, Cn−m is an optimal configuration by (4.6). Finally, since atoms of charge −1 are 4-bonded, each
of the two components contains at least four atoms, i.e., m,n−m ≥ 4.
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(b) Now assume that n ≥ 6 and that Cn is connected without bridging atoms. By E(Cn) = −2n +
2Q(Cn) and (4.6) we have that Cn is optimal. First, suppose by contradiction that there exists some
xi ∈ Iac ∩ X−n 6= ∅. Since Cn is connected with alternating charge distribution (see Lemma 4.1) and
n ≥ 6, there exist xk ∈ X−n , xk 6= xi, and xj ∈ N (xi)∩N (xk). Since Cn does not contain bridging atoms
and xi ∈ Iac, xj is at least 3-bonded. By Lemma 4.3(a)(iv),(v) all bond angles of xj are integer multiples
of pi2 . Thus, as sketched in Fig. 11, xi is contained in a square. This contradicts xi ∈ Iac. In a similar
fashion, Fig. 11 shows that some xj ∈ X+n which is 3-bonded or 4-bonded is contained in a square. This
along with (4.2) and the fact that by assumption there are no bridging atoms, i.e., no 2-bonded atoms
in Iac, shows that Iac ∩X+n consists of 1-bonded atoms only. 
Sub-configurations: Similar to the definition of Iac, we say that an atom xi is an exterior acyclic
atom if it is not contained in any cycle and not contained in the interior region of any cycle. We denote
the union of the exterior acyclic atoms by Iextac . Clearly, there holds I
ext
ac ⊂ Iac.
Let n ≥ 6 and let Cn be a connected, optimal configuration without bridging atoms satisfying
Q(Cn) ≥ qnsat. In particular, there holds E(Cn) = −2n + 2Q(Cn) by Theorem 2.6. We denote by
Can the configuration without the exterior acyclic atoms and their charges. We observe that C
a
n is still
connected. This follows from Lemma 6.1(b). By ∂Can we indicate the maximal polygon of C
a
n, i.e, the
simple cycle which delimits the bond graph, see also Subsection 5.1. The cardinality of ∂Can is denoted
by d. Furthermore, for k = 2, 3, 4, we set
Ik = {xi ∈ ∂Xan : #(N (xi) ∩Xan) = k}. (6.5)
Finally, we set Ca,bulkn = C
a
n \ ∂Can. In a similar fashion, we denote by Xan, ∂Xan, and Xa,bulkn the atomic
positions of the sub-configurations. Recall the definition of η in (2.3).
Lemma 6.2 (Cardinality of n − d). Let n ≥ 6 and let Cn be a connected, optimal configuration which
satisfies Q(Cn) ≥ qnsat and does not contain a bridging atom. Then
n− d ∈ n+ 4− 4Q(Cn) + η + 2#Iextac + 2N0.
Proof. Let fj be the number elementary j-gons in the bond graph and let f be the number of elementary
polygons. There holds ∑
j≥4
jfj = 2b− d− 2bac,
where bac denotes the cardinality of the acyclic bonds. In fact, by the summation on the left the bonds
of the maximal polygon are counted once, the acyclic bonds are not counted, and all other bonds are
counted twice. By Lemma 4.2(a) we obtain 4f + η = 2b − d − 2bac. This along with Euler’s formula
n− b+ f = 1 (omitting the exterior face) and the fact that bac ≥ #Iextac yields
n− d ∈ 2b+ 4− 3n+ η + 2#Iextac + 2N0.
As b = 2n− 2Q(Cn), see Remark 2.2, Theorem 2.6, and Lemma 4.3(a)(i),(ii), the claim follows. 
Recall the definition of the non-equilibrated atoms A(Xn) in Subsection 2.2. The following estimate
for the net charge of the boundary and the interior configuration will be instrumental for our analysis.
Its proof will be given in Appendix A, along with the proof of the boundary energy estimate (Lemma
5.3).
Lemma 6.3 (Net charge of the interior and boundary). Let n ≥ 6 and let Cn be a connected qnsat-optimal
configuration without bridging atoms.
(a) Then there exists m ≥ 4 such that
#I2 + 2#I3 + 3#I4 = 2d−m. (6.6)
If #A(Xn) ≥ #A(Xa,bulkn ) + 2, then m ≥ 6.
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(b) Suppose that (6.6) holds. Then #Iextac ≥ m and there exists an optimal configuration Cn−d−m satis-
fying Q(Cn−d−m) ≥ qn−d−msat and
Q(Cn) = Q(Cn−d−m) +m. (6.7)
Moreover, Xn−d−m is a subset of Xn up to 0-bonded atoms and A(Xn−d−m) = A(Xa,bulkn ).
Roughly speaking, the configurations Cn−d−m are constructed by removing ∂Xan and Iextac from Cn.
In this sense, Q(Cn−d−m) can be regarded as the net charge of the interior. The statement then shows
that the boundary net charge can be controlled from below by 4, and by at least 6 if the number of
non-equilibrated atoms decreases by at least 2 when the boundary is removed.
6.3. Characterization of qnsat. The goal of this subsection is to prove Proposition 2.5. In view of the
construction in Subsection 3.3, see Proposition 3.2, it remains to show the lower bound qnsat ≥ φ(n),
where the function φ is defined in (2.13). As a preparation, we first provide an equivalent representation
of φ, and state some monotonicity and subadditivity properties.
Lemma 6.4 (Representation of φ). For n ≥ 2 there holds
φ(n) =


2 + 2k + 0 if n = 1 + 2k2 + 2k +m, 1 ≤ m ≤ 2k + 2, m odd,
2 + 2k + 1 if n = 1 + 2k2 + 2k +m, 1 ≤ m ≤ 2k + 2, m even,
3 + 2k + 1 if n = 1 + 2k2 + 2k +m, 2k + 3 ≤ m ≤ 4k + 4, m odd,
3 + 2k + 0 if n = 1 + 2k2 + 2k +m, 2k + 3 ≤ m ≤ 4k + 4, m even,
(6.8)
where k ∈ N0.
Proof. We divide the proof into two steps. First, we prove the statement in the case that n is even and
then in the case that n is odd.
n even. Let n = 1 + 2k2 + 2k +m with n even, i.e., 1 ≤ m ≤ 4k + 4 and m odd. By (2.13) we have
φ(n) = 2 + 2⌊ 12
√
2n− 4⌋ = 2 + 2⌊ 12
√
4k2 + 4k + 2m− 2⌋. (6.9)
It is elementary to check that
⌊ 12
√
4k2 + 4k + 2m− 2⌋ = k for all 1 ≤ m ≤ 2k + 2, m odd,
⌊ 12
√
4k2 + 4k + 2m− 2⌋ = k + 1 for all 2k + 3 ≤ m ≤ 4k + 4, m odd.
This along with (6.9) shows the desired equality of φ(n) with the expression on the right hand side of
(6.8), in the case that n is even.
n odd. Let n = 1 + 2k2 + 2k +m with n odd, i.e., 1 ≤ m ≤ 4k + 4 and m even. By (2.13) we have
φ(n) = 3 + 2⌊− 12 + 12
√
2n− 5⌋ = 3 + 2⌊− 12 + 12
√
4k2 + 4k + 2m− 3⌋. (6.10)
It is again elementary to see that
⌊− 12 + 12
√
4k2 + 4k + 2m− 3⌋ = k for all 1 ≤ m ≤ 4k + 4, m even.
This together with (6.10) shows the desired equality of φ(n) with the expression on the right hand side
of (6.8), in the case that n is odd. 
Lemma 6.5 (Properties of φ). The following properties hold true:
(i) φ(n) ≤ φ(n− 1) + 1 and φ(n) ≤ φ(n+ 1) + 1 for all n ∈ N,
(ii) φ(n) ≤ φ(n+ 2) for all n ∈ N,
(iii) φ(n) ≤ φ(n− 3) + 1 for all n ≥ 5,
(iv) φ(n) ≤ φ(n− 5) + 1 for all n ≥ 11,
(v) φ(n1 − t) + φ(n2 + t) ≤ φ(n1) + φ(n2) + 6 for all t ≤ n1 ≤ n2.
(vi) φ(n) + 2 ≤ φ(m) + φ(n−m) for all 3 ≤ m,n−m ≤ n, n ≥ 11,
(vii) There exists m0 ∈ N such that φ(n) + 52 ≤ φ(m) + φ(n −m) for all m0 ≤ m,n−m ≤ n.
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Proof. Properties (i)-(v) are elementary and can be checked by using (6.8): for (ii), we use the mono-
tonicity of φ when restricted to even and odd numbers, respectively. Property (i) follows by looking
closely at (6.8). To see (iii)-(iv), we denote by k(n) ∈ N0 and 1 ≤ m(n) ≤ 4k(n) + 4 the numbers such
that n = 1 + 2(k(n))2 + 2k(n) +m(n). We also set n3 = 7 and n5 = 15. It is elementary to check that
for t ∈ {3, 5} and for all n ≥ nt there holds either k(n) = k(n− t) or
k(n) = k(n− t) + 1, m(n) ≤ 2k(n) + 2, m(n− t) ≥ 2k(n− t) + 3.
This along with a careful inspection of (6.8) implies (iii)-(iv) for n ≥ 7 and n ≥ 15 respectively. The
remaining cases can be checked by Table 1. To see (v), we first note that for 0 ≤ m ≤ n there holds
φ(n) − φ(m) ≤ 2(k(n)− k(m)) + 2 and φ(m) − φ(n) ≤ 2(k(m)− k(n)) + 2. This can be seen by careful
inspection of (6.8). Additionally, we use that for t ≤ n1 ≤ n2 there holds k(n1 − t)− k(n1) + k(n2 + t)−
k(n2) ≤ 1.
We proceed with (vi). The case m = 3 follows from (iii) and φ(3) = 3, see Table 1 below. The case
m = 4 follows by taking additionally (i) and φ(4) = 4 into account. For m = 5, we use (iv) and the fact
that φ(5) = 3. Now suppose that n ≥ 11 and 6 ≤ m,n−m ≤ n.
We will use the following property: let k1, k2,m0 ∈ N, with m0 ≥ k1 ≥ k2. Since the function x 7→ √x
is concave and increasing, the function
m 7→ 1
2
√
2m− k1 + 1
2
√
2(n−m)− k2, m0 ≤ m,n−m ≤ n (6.11)
attains its minimum for m = m0. Moreover, we will use that ⌊a + b⌋ ≤ ⌊a⌋ + ⌊b⌋ + 1. We will work
directly with the definition of φ, see (2.13). Consulting Table 1, we note that the cases 11 ≤ n ≤ 32 can
be checked directly by comparing the values of φ(n−m)+φ(m) and φ(n). We can therefore assume that
n ≥ 33. There are four cases to consider: (a) n even, m even. (b) n even, m odd. (c) n odd, m even. (d)
n odd, m odd.
(a) n even, m even. By (6.11) for k1 = k2 = 4 and m0 = 6, we get
φ(m) + φ(n−m) = 2⌊ 12
√
2m− 4⌋+ 2⌊ 12
√
2(n−m)− 4⌋+ 4
≥ 2⌊ 12
√
2m− 4 + 12
√
2(n−m)− 4⌋+ 2
≥ 2⌊ 12
√
8 + 12
√
2n− 16⌋+ 2
= 2
⌊
1
2
√
2n− 4 +
√
2− 6√
2n− 4 +√2n− 16
⌋
+ 2.
Now for n ≥ 32 we have that √2−6(√2n− 4+√2n− 16)−1 ≥ 1, which indeed yields φ(m)+φ(n−m) ≥
2⌊ 12
√
2n− 4⌋+ 2 + 2 = φ(n) + 2.
(b) n even, m odd. Observe that in this case we have m,n − m ≥ 7 and thus n ≥ 14. By (6.11) for
k1 = k2 = 5 and m0 = 7, we obtain
φ(m) + φ(n−m) = 2⌊− 12 + 12
√
2m− 5⌋+ 2⌊− 12 + 12
√
2(n−m)− 5⌋+ 6
≥ 2⌊ 12
√
2m− 5 + 12
√
2(n−m)− 5− 1⌋+ 4
≥ 2⌊ 12
√
9 + 12
√
2n− 19− 1⌋+ 4
= 2
⌊
1
2
√
2n− 4 + 1
2
− 1
2
15√
2n− 4 +√2n− 19
⌋
+ 4.
We check that for all n ≥ 34 (note n is even) there holds 1 − 15(√2n− 4 +√2n− 19)−1 ≥ 0, and thus
φ(m) + φ(n−m) ≥ φ(n) + 2.
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(c) n odd, m even. By (6.11) for k1 = 5, k2 = 4 and m0 = 6, we obtain
φ(m) + φ(n−m) = 2⌊ 12
√
2m− 4⌋+ 2⌊− 12 + 12
√
2(n−m)− 5⌋+ 5
≥ 2⌊ 12
√
2m− 4 + 12
√
2(n−m)− 5− 12⌋+ 3
≥ 2⌊ 12
√
8 + 12
√
2n− 17− 12⌋+ 3
= 2
⌊
1
2
√
2n− 5− 1
2
+
√
2− 6√
2n− 5 +√2n− 17
⌋
+ 3.
For n ≥ 33 we have that √2− 6(√2n− 5 +√2n− 17)−1 ≥ 1, and thus φ(m) + φ(n−m) ≥ φ(n) + 2.
(d) n odd, m odd. We proceed as in (c) by interchanging the roles of m and n−m.
Finally, to see (vii), one may follow the lines of the proof of (vi). We sketch only the case where n and
m are even. By repeating the argument in (a) for general m0 we find
φ(m) + φ(n −m) ≥ 2
⌊
1
2
√
2n− 4 + 12
√
2m0 − 4− m0√
2n− 4 +√2n− 2m0 − 4
⌋
+ 2.
One can check that for m0 = 3945 we have φ(m) + φ(n−m) ≥ φ(n) + 52 for all n ≥ 2m0. 
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
φ(n) 1 2 3 4 3 4 5 4 5 6 5 6 5 6 7 6
n 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
φ(n) 7 6 7 8 7 8 7 8 7 8 9 8 9 8 9 8
Table 1. The function φ(n) for 1 ≤ n ≤ 32.
We now are in a position to establish the lower bound for qnsat. This lower bound together with the
upper bound in Proposition 3.2 shows Proposition 2.5.
Proposition 6.6 (Lower bound for qnsat). Let n ∈ N. Then qnsat ≥ φ(n).
Proof. Let Cn be a q
n
sat-optimal configuration, i.e., Q(Cn) = qnsat and E(Cn) = Enmin(qnsat) = −2n+ 2qnsat.
We proceed to show that qnsat = Q(Cn) ≥ φ(n). We prove the claim by induction. In view of Table 1,
it is elementary to check that for 1 ≤ n ≤ 10 the claim holds. Indeed, for 1 ≤ n ≤ 4 the cardinality
of the minority phase is zero, for 5 ≤ n ≤ 7 the cardinality of the minority phase is at most one, and
for 8 ≤ n ≤ 10 the cardinality of the minority phase is at most two. This is due to the fact that by
Lemma 4.3(a)(i),(iv) each atom of the minority phase is 4-bonded with bond angles π/2 and thus two
atoms of the minority phase can share at most two neighbors. Finally, three such atoms can only have
one neighbor in common.
Let n ≥ 11. We assume that the statement holds for all m ∈ N with 1 ≤ m < n, and prove the
statement for n. We proceed in three steps. First, we show that the claim holds true if Cn is not
connected. Then, we treat the case where Cn is connected and contains a bridging atom. Finally, we
address the case of connected Cn without any bridging atoms.
Step 1: Cn is not connected. We assume that Cn is not connected. Denote by Cm and Cn−m, 1 ≤
m,n − m ≤ n, two sub-configurations consisting of m and n − m atoms, respectively, with no bonds
between them. Lemma 4.3(a)(vi) implies that Q(Cm) ≥ qmsat and Q(Cn−m) ≥ qn−msat . Suppose that m ≤ 2
or n − m ≤ 2, without restriction say m ≤ 2. We can apply the induction hypothesis, Table 1, and
Lemma 6.5(i) (m times) to obtain
Q(Cn) = Q(Cm) +Q(Cn−m) ≥ qmsat + qn−msat ≥ φ(m) + φ(n−m) = m+ φ(n−m) ≥ φ(n).
On the other hand, if m,n−m ≥ 3, the induction hypothesis and Lemma 6.5(vi) (recall n ≥ 11) yield
qnsat = Q(Cn) = Q(Cm) +Q(Cn−m) ≥ φ(m) + φ(n−m) ≥ 2 + φ(n) ≥ φ(n).
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This yields the claim in the case that Cn is not connected.
Step 2: Cn is connected and contains bridging atoms. Assume that the bond graph contains a bridging
atom. Denote the two configurations that a connected through are bridging atom by Cm and Cn−m, see
the definition before (6.3). By Lemma 6.1(a) and the induction hypothesis we have n ≥ m,n −m ≥ 4
and
Q(Cm) ≥ qm+1sat − 1 ≥ φ(m+ 1)− 1 and Q(Cn−m) ≥ qn−msat ≥ φ(n−m).
By using Lemma 6.5(i),(vi) we conclude
qnsat = Q(Cn) = Q(Cm) +Q(Cn−m) ≥ φ(m+ 1)− 1 + φ(n−m) ≥ φ(n+ 1) + 1 ≥ φ(n).
Step 3: Cn is connected and does not contain any bridging atoms. Since Cn does not contain any bridging
atoms, Lemma 6.3 along with the induction hypothesis yields
qnsat = Q(Cn) ≥ qn−d−msat +m ≥ φ(n− d−m) +m
for some m ≥ 4. By Lemma 6.2 and Lemma 6.5(i),(ii) we then obtain
qnsat ≥ φ(n− 4qnsat + η + 2#Iextac ) + 4.
By Lemma 6.5(ii), #Iextac ≥ m ≥ 4, and the fact that η is even (see Lemma 4.2(a)) we get
qnsat ≥ φ(n− 4qnsat + η + 2#Iextac ) + 4 ≥ φ(n+ 8− 4qnsat) + 4. (6.12)
Suppose first that n + 8 − 4qnsat ≤ −1. Then by Table 1, (2.13), and the fact that n − qnsat is even it is
elementary to check that qnsat ≥ ⌈(n + 9)/4⌉ ≥ φ(n) − 1. Otherwise, the claim follows from (6.12) and
Lemma 6.7 below for x = qnsat, where we again use that n− qnsat is always even. 
In the previous proof we have used the following lemma.
Lemma 6.7. Let n ≥ 7. Let x ∈ N with x ≤ n/4 + 2, n− x even, and
x ≥ 4 + φ(n+ 8− 4x). (6.13)
Then there holds x ≥ φ(n).
Proof. If 4 + φ (8 + n− 4x) ≥ φ(n), the statement follows from (6.13) and if x ≥ φ(n) there is nothing
to prove. We now assume by contradiction that
(i) 4 + φ (8 + n− 4x) < φ(n) and (ii) x < φ(n). (6.14)
Since φ(8+n− 4x)−φ(n) is even by (2.13), and x−φ(n) is even by assumption and (2.13), (6.14) yields
(i) 6 + φ (8 + n− 4x) ≤ φ(n) and (ii) x ≤ φ(n)− 2. (6.15)
Let n = 1+ 2k2 +2k+m, m ∈ N, 1 ≤ m ≤ 4k+ 4. By (6.15)(i) there holds φ(n) ≥ 6. Using Table 1, we
observe that n ≥ 10 and thus also k ≥ 1. We distinguish three cases: (a) 2 ≤ m ≤ 4k + 4 and m even.
(b) 1 ≤ m ≤ 2k + 1, m odd. (c) 2k + 3 ≤ m ≤ 4k + 3, m odd.
(a) 2 ≤ m ≤ 4k + 4 and m even. By (6.8) there holds φ(n) = 3 + 2k, and (6.15)(ii) thus implies
8 + n− 4x ≥ 1 + 2k2 + 2k +m− 4(φ(n)− 2) + 8 = 1 + 2k2 + 2k +m− 4(2k + 1) + 8
= 1 + 2(k − 2)2 + 2(k − 2) +m ≥ 1 + 2(k − 2)2 + 2(k − 2) + 2.
One can also check that the difference of the first and the last expression is even. By Lemma 6.5(ii),
(6.15)(i), and φ(n) = 3 + 2k we then obtain
φ
(
1 + 2(k − 2)2 + 2(k − 2) + 2)+ 6 ≤ φ (8 + n− 4x) + 6 ≤ φ(n) = 3 + 2k.
For n ≥ 14 and thus k ≥ 2, there holds φ(1+2(k− 2)2+2(k− 2)+2) = 3+2(k− 2) by (6.8). This yields
the contradiction 5 + 2k ≤ 3 + 2k. A contradiction in the cases n = 11, 13, i.e., k = 1, can be obtained
by noting 1 + 2(k − 2)2 + 2(k − 2) + 2 = 3 and φ(3) = 3, cf. Table 1.
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(b) 1 ≤ m ≤ 2k + 1 and m odd. By (6.8) there holds φ(n) = 2 + 2k and (6.15)(ii) thus yields
8 + n− 4x ≥ 1 + 2k2 + 2k +m− 4(φ(n) − 2) + 8 = 1 + 2k2 + 2k +m− 8k + 8
= 1 + 2(k − 2)2 + 2(k − 2) +m+ 4 ≥ 1 + 2(k − 2)2 + 2(k − 2) + 1.
The difference of the first and the last expression is even. By Lemma 6.5(ii), (6.15)(i), and φ(n) = 2+2k
we obtain
φ
(
1 + 2(k − 2)2 + 2(k − 2) + 1)+ 6 ≤ φ (8 + n− 4x) + 6 ≤ φ(n) = 2 + 2k.
For n ≥ 14 and thus k ≥ 2, there holds φ(1+2(k− 2)2+2(k− 2)+1) = 2+2(k− 2) by (6.8). This yields
the contradiction 4 + 2k ≤ 2 + 2k. A contradiction in the cases n = 10, 12, i.e., k = 1, can be obtained
by noting 1 + 2(k − 2)2 + 2(k − 2) + 1 = 2 and φ(2) = 2, cf. Table 1.
(c) 2k + 3 ≤ m ≤ 4k + 3 and m odd. By (6.8) there holds φ(n) = 4 + 2k and (6.15)(ii) thus implies
8 + n− 4x ≥ 1 + 2k2 + 2k +m− 4(φ(n) − 2) + 8 = 1 + 2k2 + 2k +m− 4(2k + 2) + 8
= 1 + 2(k − 2)2 + 2(k − 2) +m− 4 ≥ 1 + 2(k − 2)2 + 2(k − 2) + 2(k − 2) + 3.
The difference of the first and the last expression is even. By Lemma 6.5(ii), (6.15)(i), and φ(n) = 4+2k
we obtain
φ
(
1 + 2(k − 2)2 + 2(k − 2) + 2(k − 2) + 3)+ 6 ≤ φ (8 + n− 4x) + 6 ≤ φ(n) = 4 + 2k.
For n ≥ 14 and thus k ≥ 2, there holds φ(1 + 2(k− 2)2 +2(k− 2)+ 2(k− 2)+ 3) = 4+ 2(k− 2) by (6.8).
This yields the contradiction 6+ 2k ≤ 4+ 2k. A contradiction in the cases n = 10, 12, i.e., k = 1, can be
obtained by noting 1 + 2(k − 2)2 + 2(k − 2) + 2(k − 2) + 3 = 2 and φ(2) = 2, cf. Table 1. 
6.4. Crystallization result for qnsat-optimal configurations. This subsection is devoted to the proof
of Theorem 2.8(a). In Lemma 6.8 we first show that qnsat-optimal configurations are connected and do
not contain bridging atoms after removing a finite number of atoms independently of n. Afterwards, we
control the number of non-equilibrated atoms (Lemma 6.9). This then allows us to show Theorem 2.8(a).
Recall that in Proposition 2.5 we have shown that φ(n) = qnsat for all n ∈ N. In the following, we will
use this equality without further notice. As before, it is not restrictive to consider configurations Cn with
Q(Cn) ≥ 0.
Lemma 6.8 (Connectedness, bridging atoms). Let Cn be a q
n
sat-optimal configuration.
(a) If n ≥ 11 and Cn is not connected, we can remove m ∈ {1, 2} 0-bonded atoms from Cn to obtain a
connected qn−msat -optimal configuration.
(b) Let n ≥ 26 and let m0 be the constant from Lemma 6.5(vii). If Cn contains a bridging atom, there
holds Q(Cn) ≥ φ(n− 26) + 2. We can remove m ∈ {1, . . . ,m0} atoms from Cn to obtain a configuration
Cn−m which is qn−msat -optimal and does not contain bridging atoms.
We defer the proof and continue with the next ingredient for the proof of Theorem 2.8(a). We show
that the number of non-equilibrated atoms A(Xn) can be controlled. We remark that the bound on
A(Xn) is not sharp and could be improved at the expense of more elaborated methods. As our focus lies
on a qualitative description of the geometry of optimal configurations, we refrain from entering into finer
estimates.
Lemma 6.9 (Control on #A(Xn)). Let Cn be a qnsat-optimal configuration without bridging atoms. Then
#A(Xn) ≤ 50.
We again defer the proof and proceed to show Theorem 2.8(a).
Proof of Theorem 2.8(a). Let m0 be the constant from Lemma 6.5(vii) and define n0 = 52m0+2. Let Cn
be a qnsat-optimal configuration. If n < n0, the statement is trivial, we therefore suppose that n ≥ n0. The
goal is to prove that, after removing at most 2m0+2 atoms, the remaining configurations is a subset of the
square lattice. In view of Lemma 6.8, we can remove m ≤ m0 + 2 atoms from Cn to obtain a connected
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configuration Cn−m without bridging atoms which is a qn−msat -optimal configuration. Consequently, it
suffices to consider a qnsat-configuration Cn, n ≥ 51m0, which is connected without bridging atoms and
to show that, after removing at most m0 atoms, it is a subset of the square lattice.
Step 1: Proof for connected configurations without bridging atoms. We introduce
X (Xn) := {Xm ⊂ Xn : Xm connected and A(Xm) = ∅} .
Note that, if Xm ∈ X (Xn), then up to isometry Xm ⊂ Z2. Choose Xmaxn ∈ X (Xn) as a maximal element,
that is #Xm ≤ #Xmaxn for all Xm ∈ X (Xn). Denote its cardinality by nmax ≤ n. As Cn is connected
and #A(Cn) ≤ 50, it is elementary to see that Cn consists of at most 51 sub-configuration each of which
subset of a (different) square lattice. Since n ≥ 51m0, this implies nmax ≥ m0. Additionally, we set
Cmaxn = {(xi, qi) : xi ∈ Xmaxn }. Our goal is now to prove that
# (Xn \Xmaxn ) = n− nmax ≤ m0. (6.16)
The main ingredient for the proof is the estimate
(i) Q(Cmaxn ) ≥ φ(nmax), (ii) Q(Cn \ Cmaxn ) ≥ φ(n− nmax + 50)− 50. (6.17)
We defer the proof of (6.17) to Step 2 below and first show (6.16). Assume by contradiction that (6.16)
does not hold true, i.e., n− nmax > m0. By (6.17) we obtain
Q(Cn) = Q(Cmaxn ) +Q(Cn \ Cmaxn ) ≥ φ(nmax) + φ(n− nmax + 50)− 50.
Since also nmax ≥ m0, we then derive by Lemma 6.5(ii),(vii)
Q(Cn) ≥ φ(nmax) + φ(n− nmax + 50)− 50 ≥ φ(n+ 50) + 2 ≥ φ(n) + 2.
This yields Q(Cn) ≥ qnsat + 2 and contradicts Q(Cn) = qnsat.
Step 2: Proof of (6.17). To conclude the proof, it remains to confirm (6.17). As a preparation, we
introduce
dXmaxn := {xi ∈ Xmaxn : N (xi) \Xmaxn 6= ∅},
where N (xi) (see (2.2)) is defined with respect to Xn. First, we prove that
dXmaxn ⊂ X+n ∩ A(Xn). (6.18)
To see this, let xi ∈ dXmaxn and choose xj ∈ N (xi) \Xmaxn . Suppose by contradiction that xi /∈ A(Xn)
or xi ∈ X−n . In both cases, this implies xi /∈ A(Xn) by Lemma 4.3(a)(i),(iv). Then all bond angles at
xi are integer multiples of
pi
2 , and thus the configuration X
max
n ∪ {xj} is such that A(Xmaxn ∪ {xj}) = ∅.
This implies Xmaxn ∪ {xj} ∈ X (Xn) and contradicts the maximality of #Xmaxn .
We now show (6.17) and begin with (i). By (6.18) and Lemma 4.3(a)(i) there holds #(N (xi) ∩
Xmaxn ) = #N (xi) = 4 for all xi ∈ Xmaxn with qi = −1, i.e., all negatively charged atoms of Xmaxn are
4-bonded. Moreover, since Xmaxn ⊂ Xn, Xmaxn is repulsion-free and all bonds have unit length by Lemma
4.3(a)(i),(ii). By Lemma 4.3(b) this implies the equality E(Cmaxn ) = −2nmax + 2Q(Cmaxn ). Then Lemma
4.3(a)(iii) yields Q(Cmaxn ) ≥ φ(nmax), as desired.
We now prove (6.17)(ii). We set X˜n := (Xn \Xmaxn ) ∪ dXmaxn and
C˜n := {(xi, qi) : xi ∈ (Xn \Xmaxn ) ∪ dXmaxn }.
Since dXmaxn ⊂ X+n by (6.18), we obtain
Q(C˜n) = Q(Cn \ Cmaxn ) + #dXmaxn . (6.19)
We now proceed as in the proof of (6.17)(i): let xi ∈ X˜−n . By (6.18) and Lemma 4.3(a)(i) there holds
#(N (xi) ∩ X˜n) = #N (xi) = 4. Since X˜n ⊂ Xn, X˜n is repulsion-free and all bonds are of unit length
by Lemma 4.3(a)(i),(ii). By Lemma 4.3(b) this implies the equality E(C˜n) = −2#X˜n + 2Q(C˜n). Then
Lemma 4.3(a)(iii) implies Q(C˜n) ≥ φ(#X˜n).
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By (6.18) and Lemma 6.9 we obtain #dXmaxn ≤ #A(Xn) ≤ 50. By using (6.19), #X˜n = n− nmax +
#dXmaxn , and applying Lemma 6.5(i) (50−#dXmaxn )-times, we obtain
Q(Cn \ Cmaxn ) = Q(C˜n)−#dXmaxn ≥ φ(#X˜n)−#dXmaxn
= φ(n− nmax +#dXmaxn )−#dXmaxn ≥ φ(n− nmax + 50)− 50.
This concludes the proof of (6.17)(ii). 
Remark 6.10 (Maximal component). For later purposes, we observe that the configuration Cmaxn iden-
tified in the proof is a connected subset of the square lattice and that it is saturated, i.e., the atoms with
charge −1 are 4-bonded. We also note that Q(Cmaxn ) ≤ φ(nmax)+49. In fact, otherwise by (6.17)(ii) and
Lemma 6.5(ii),(vi) we would get the contradictionQ(Cn) ≥ φ(nmax)+50+φ(n−nmax+50)−50 ≥ φ(n)+2.
We proceed with the proofs of Lemma 6.8 and Lemma 6.9.
Proof of Lemma 6.8. (a) Let n ≥ 11 and assume by contradiction that Cn is not connected with two
connected components of at least three atoms. Denote by Cm and Cn−m, 3 ≤ m,n −m ≤ n, two sub-
configurations consisting of m and n−m atoms, respectively, with no bonds between them. By Lemma
4.3(a)(vi) we get Q(Cm) ≥ φ(m) and Q(Cn−m) ≥ φ(n−m). By Lemma 6.5(vi) we obtain
Q(Cn) = Q(Cm) +Q(Cn−m) ≥ φ(m) + φ(n−m) ≥ 2 + φ(n) = 2 + qnsat.
This contradicts Q(Cn) = qnsat. Observe that two single atoms may indeed exist, see Fig. 9. We also note
that these (at most two) atoms are 0-bonded since they have the same charge +1 and Cn has alternating
charge distribution.
Thus, we can remove m ∈ {1, 2} atoms of charge +1 to obtain a connected configuration Cn−m with
Q(Cn−m) = Q(Cn) − m = qnsat − m. By Lemma 6.5(i) this implies Q(Cn−m) ≤ qn−msat . On the other
hand, by construction, Cn−m satisfies
E(Cn−m) = E(Cn) = −2n+ 2Q(Cn) = −2(n−m) + 2Q(Cn−m).
Therefore, we get Q(Cn−m) ≥ qn−msat , see Lemma 4.3(a)(iii). Thus, Cn−m is qn−msat -optimal.
(b) Step 1: There exists at most one bridging atom. Assume by contradiction that there exist two
bridging atoms. Denote the two components connected through the first bridging atom by Cm1 , Cn−m1 ,
and denote the two components of Cn−m1 connected through the second bridging atom by Cm2 and
Cn−m1−m2 , see (6.3). By Lemma 6.1(a) we get n ≥ n−m1 −m2,m1,m2 ≥ 4 and
Q(Cm1) ≥ φ(m1 + 1)− 1, Q(Cm2) ≥ φ(m2 + 1)− 1, Q(Cn−m1−m2) ≥ φ(n−m1 −m2).
By using Lemma 6.5(ii) and Lemma 6.5(vi) twice we derive
Q(Cn) ≥ φ(m1 + 1) + φ(m2 + 1) + φ(n−m1 −m2)− 2 ≥ φ(m1 +m2 + 2) + φ(n−m1 −m2)
≥ φ(n+ 2) + 2 ≥ φ(n) + 2 = 2 + qnsat. (6.20)
This contradicts Q(Cn) = qnsat.
Step 2: If there exists a bridging atom, then one of the components contains at most m0 atoms. Assume
by contradiction that Cn consists of two components Cm, Cn−m connected through a bridging atom with
m,n−m ≥ m0 + 1. By Lemma 6.1(a) we get Q(Cm) ≥ φ(m+ 1)− 1 and Q(Cn−m) ≥ φ(n −m). Then
Lemma 6.5(i),(vii) yield
Q(Cn) = Q(Cm) +Q(Cn−m) ≥ φ(m+ 1)− 1 + φ(n−m) ≥ φ(n+ 1) + 51 ≥ φ(n) + 50. (6.21)
Thus, Q(Cn) > qnsat. This contradicts Q(Cn) = qnsat.
Step 3: Conclusion. In view of Step 1 and Step 2, we can remove m ∈ {4, . . . ,m0}, n −m ≥ 4, atoms
to obtain a configuration Cn−m without bridging atoms. We denote the sub-configuration consisting
of the removed atoms by Cm. By Lemma 6.1(a) we get that Cn−m is an optimal configuration and
Q(Cn−m) ≥ qn−msat . Now suppose by contradiction that Q(Cn−m) > qn−msat , i.e., Q(Cn−m) ≥ qn−msat + 2.
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Recall by Lemma 6.1(a) that Q(Cm) ≥ φ(m + 1) − 1. Therefore, since n ≥ m,n −m ≥ 4, by Lemma
6.5(i),(vi) we derive
Q(Cn) = Q(Cm) +Q(Cn−m) ≥ φ(m+ 1)− 1 + φ(n−m) + 2 ≥ φ(n+ 1) + 3 ≥ φ(n) + 2.
This contradicts Q(Cn) = qnsat and shows Q(Cn−m) = qn−msat . It remains to prove Q(Cn) ≥ φ(n− 26)+2.
To see this, we recall by Lemma 6.1(a) that
Q(Cn) ≥ φ(m+ 1)− 1 + φ(n−m). (6.22)
In view of Lemma 6.5(i),(ii), for 4 ≤ m ≤ 26 we derive Q(Cn) ≥ φ(m+1)−1+φ(n−26)−mmod2. Then
the result follows by checking Table 1. If m ≥ 27, we suppose without restriction that m+ 1 ≤ n −m,
and we use Lemma 6.5(v) for n1 = m+ 1, n2 = n−m, t = n1 − 27 to get
φ(m+ 1)− 1 + φ(n−m) ≥ φ(m+ 1− t) + φ(n−m+ t)− 7 = φ(27) + φ(n− 26)− 7 = φ(n− 26) + 2,
where the last step follows from φ(27) = 9, see Table 1. In view of (6.22), this concludes the proof. 
Proof of Lemma 6.9. We prove the statement by induction. For n ≤ 50 the statement is clearly true.
Now let n ≥ 51. We assume that the statement holds for allm < n and we proceed to prove the statement
for n. Let Cn be a q
n
sat-optimal configuration without bridging atoms. If Cn is not connected, we can
apply Lemma 6.8(a) to remove k ∈ {1, 2} 0-bonded atoms to obtain a qn−ksat -optimal configuration. By the
induction hypothesis, this new configuration contains at most 50 non-equilibrated atoms and therefore
also #A(Xn) ≤ 50. Therefore, it is not restrictive to assume that Cn is connected. We divide the proof
into several steps. Recall the definition of Iac below (6.3).
Step 1: A(Xn) ∩ Iac = ∅ and #A(Xn) ≤ 3η/2. We first prove that A(Xn) ∩ Iac = ∅. By Lemma 6.1(b)
there holds Iac ∩X−n = ∅ and Iac ∩X+n consists of 1-bonded atoms only. Since 1-bonded atoms do not
have bond angles, this implies Iac ∩A(Xn) = ∅.
Next, we prove#A(Xn) ≤ 3η/2. By Theorem 2.6, Remark 2.2, Lemma 4.2(b), and Lemma 4.3(a)(i),(ii)
all squares are regular. Thus, if x ∈ A(Xn) is contained in a polygon, this polygon cannot be a square.
Moreover, x ∈ X+n by Lemma 4.3(a)(i),(iv). Denote now by fj the number of elementary j-gons in the
bond graph and recall that fj = ∅ for j odd or j ≤ 3, see Lemma 4.2(a). As A(Xn) ∩ Iac = ∅, each
x ∈ A(Xn) is contained in at least one j-gon, j ≥ 6. We also observe that, due to alternating charge
distribution, there can be at most j/2 atoms of positive charge in each j-gon. This implies by (2.3)
#A(Xn) ≤ 1
2
∑
j≥6
jfj ≤ 3
2
∑
j≥6
(j − 4)fj = 3
2
∑
j≥4
(j − 4)fj = 3
2
η.
Step 2: Preliminaries. From now on, we suppose by contradiction that #A(Xn) ≥ 51. This implies
η ≥ 34 by Step 1. Note by Lemma 6.3 that #I2+2#I3+3#I4 = 2d−m and #Iextac ≥ m for some m ≥ 4.
We will use the following fact several times: the estimate
Q(Cn) ≥ φ(n− d− 26−m) + 6 (6.23)
along with η ≥ 34 leads to a contradiction: in fact, by Lemma 6.2 and Lemma 6.3 there holds n − d ∈
n+ 4− 4Q(Cn) + η + 2#Iextac + 2N0 with η ≥ 34 and #Iextac ≥ m ≥ 4. Using Lemma 6.5(ii) we obtain
Q(Cn) ≥ φ(n+ 8− 4(Q(Cn)− 2)) + 6.
In view of Lemma 6.7 applied for x = Q(Cn)− 2, we get the contradiction φ(n)− 2 = Q(Cn)− 2 ≥ φ(n),
see (6.12) for a similar argument.
We denote by Cn−d−m the optimal configuration obtained from Lemma 6.3(b) satisfyingA(Xn−d−m) =
A(Xa,bulkn ), Xn−d−m ⊂ Xn up to 0-bonded atoms, and
Q(Cn) = Q(Cn−d−m) +m ≥ φ(n− d−m) +m. (6.24)
Note by n− 4φ(n) ≥ −16 for n ≥ 51, (2.13), Lemma 6.2, and Lemma 6.3 that n− d−m ≥ n− 4φ(n) +
4 + η +m ≥ 26.
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Step 3: Cn−d−m satisfies Q(Cn−d−m) = φ(n − d − m). Assume by contradiction that Q(Cn−d−m) ≥
φ(n−d−m)+2. This together with (6.24), m ≥ 4, and Lemma 6.5(ii) leads to Q(Cn) ≥ φ(n−d−m)+6 ≥
φ(n−d− 26−m)+6 which yields a contradiction by (6.23). In view of Lemma 6.8(a), up to removing at
most two 0-bonded atoms, we can thus assume that Cn−d−m is also connected, and that Xn−d−m ⊂ Xn.
Step 4: #A(Xn) ≤ #A(Xa,bulkn ) + 1, in particular A(Xn) ∩ ∂Xan = ∅. Recall the definition of ∂Xan and
Xa,bulkn below (6.5). Suppose by contradiction #A(Xn) ≥ #A(Xa,bulkn ) + 2. By Lemma 6.3(a) we have
m ≥ 6. Thus, by (6.24) and Lemma 6.5(ii) we get Q(Cn) ≥ φ(n−d−m)+6 ≥ φ(n−d−26−m)+6 which
yields a contradiction by (6.23). In particular, this also shows A(Xn) ∩ ∂Xan = ∅. Indeed, otherwise we
would get #(A(Xn) ∩ ∂Xan) ≥ 2 by Lemma 4.2 which contradicts #A(Xn) ≤ #A(Xa,bulkn ) + 1.
Step 5: Cn−d−m contains a bridging atom. Suppose by contradiction that Cn−d−m does not contain a
bridging atom. By Step 3 and Step 4 we get that
51 ≤ #A(Xn) ≤ #A(Xa,bulkn ) + 1 = #A(Xn−d−m) + 1 (6.25)
and Q(Cn−d−m) = φ(n− d−m). (The equality in (6.25) follows from Lemma 6.3(b).) By the induction
hypothesis applied on Cn−d−m, we get #A(Xn−d−m) ≤ 50. This implies equality in (6.25), i.e., 50 =
#A(Xn) − 1 = #A(Xn−d−m). Note that this together with Step 1 yields η(Cn−d−m) ≥ 34. By Step 4
(applied for Xn−d−m in place of Xn; note that Cn−d−m is connected, qn−d−msat -optimal, without bridging
atoms, and η(Cn−d−m) ≥ 34) we also get A(Xn−d−m) ∩ ∂Xan−d−m = ∅.
Consider the unique x ∈ A(Xn) \ A(Xa,bulkn ). Since Xn does not contain bridging atoms and all
elements in A(Xn) are at least 2-bonded, x is contained in an elementary polygon P . By Lemma 4.2
we find some y ∈ A(Xn) ∩ (P \ {x}). We now show that y is a bridging atom in Xn−d−m. Note first
that y ∈ A(Xn−d−m) since otherwise there would hold strict inequality in (6.25). Observe by Lemma
4.3(a)(iv),(v) that x is 2-bonded. Then, it is also clear that P ∩ Xn−d−m is contained in the boundary
of the exterior face of Xn−d−m. Therefore, y has to be an acyclic atom since otherwise we obtain the
contradiction A(Xn−d−m) ∩ ∂Xan−d−m 6= ∅. As also y is is 2-bonded, see Lemma 4.3(a)(iv),(v), this
shows that the configuration Cn−d−m contains the bridging atom y. This contradicts our assumption
that Cn−d−m does not contain bridging atoms. Summarizing, Cn−d−m needs to contain a bridging atom.
Step 6: #A(Xn) ≤ 50. Recall that we have supposed by contradiction that #A(Xn) ≥ 51 which implies
η ≥ 34 by Step 1. By Lemma 6.8(b) we obtain Q(Cn−d−m) ≥ φ(n − d −m − 26) + 2. This along with
(6.24) and m ≥ 4 gives
Q(Cn) ≥ φ(n− d− 26−m) +m+ 2 ≥ φ(n− d− 26−m) + 6,
which leads to a contradiction by (6.23). 
Remark 6.11 (Theorem 2.8(a) without bridging atoms). By increasing n0 independently of n, the
configuration in Theorem 2.8(a) can be constructed in such a way that it is a connected, saturated subset
of the square lattice without bridging atoms: the configuration Cmaxn in Remark 6.10 may contain at
most 49 bridging atoms. In fact, otherwise one could apply Lemma 6.1(a) and Lemma 6.5(vi) 50 times
to obtain an estimate of the form (see (6.20) for a similar argument)
Q(Cmaxn ) ≥ φ(nmax + 50) + 50 ≥ φ(nmax) + 50, (6.26)
which contradicts Q(Cmaxn ) ≤ φ(nmax) + 49. In a similar fashion, repeating the arguments in (6.21), one
of the components connected through a bridging atom has at most m0 atoms as otherwise (6.26) holds.
Thus, it suffices to remove at most 49m0 atoms to get the desired configuration without bridging atoms.
6.5. Wulff-shape emergence for qnsat-optimal configurations. This subsection is devoted to the
proof of Theorem 2.8(b). Our strategy is to apply an anisotropic quantitative isoperimetric inequality
on suitable interpolations of the configurations. (A similar idea can be found in [8].) We first state two
lemmas which relate the ∞-perimeter of the interpolation to the net charge and then prove the main
result. Recall that configurations are called saturated if the atoms of the minority phase are 4-bonded.
We also recall (2.3).
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Lemma 6.12 (Control on η). Let N1 ∈ N. Let Cn be a connected and saturated sub-configuration of the
square lattice without bridging atoms satisfying
0 ≤ Q(Cn) ≤ φ(n) +N1. (6.27)
Then there exists N2 = N2(N1) > 0 such that we can add k ≤ N2 atoms to Cn to obtain a connected,
saturated sub-configuration Cn+k of the square lattice without bridging atoms satisfying Q(Cn+k) ≥ 0 and
η(Cn+k) = 0.
We defer the proof to the end of the subsection. A key ingredient for the proof of Theorem 2.8(b)
is that, for (special) saturated configurations, the net charge coincides with the ∞-perimeter of a suit-
able interpolation of the configuration. We define D(x) := {|x− ·|1 ≤ 1} for x ∈ Z2. For a saturated
configuration Cn with Q(Cn) ≥ 0 we introduce the interpolation
A(Cn) :=
⋃
qi=−1
D(xi) (6.28)
and define the ∞-perimeter by
Per∞(A(Cn)) :=
∫
∂A(Cn)
|ν∂A(Cn)|∞ dH1 = 1√2H
1(∂A(Cn)). (6.29)
Here, ν∂A(Cn) is the outer unit normal to the set A(Cn). The second identity in (6.29) is elementary since
by definition there holds |(ν∂A(Cn))1(x)| = |(ν∂A(Cn))2(x)| = 1/
√
2 forH1-almost every point x ∈ ∂A(Cn).
Lemma 6.13. Let Cn be a saturated, connected sub-configuration of the square lattice which does not
contain bridging atoms and satisfies η = 0 as well as Q(Cn) ≥ 0. Then Per∞(A(Cn)) = 2Q(Cn)− 2.
We again defer the proof and proceed to show Theorem 2.8(b).
Proof of Theorem 2.8(b). Our strategy is to apply an anisotropic quantitative isoperimetric inequality
on A(Cn), defined in (6.28). To this end, we will modify a given q
n
sat-optimal configuration such that
Lemma 6.13 is applicable. We split the proof into three steps. In the following, c denotes a universal
constant which may vary from line to line, but is independent of n.
Step 1: Some elementary facts. For n ∈ N we set
n = max{N ≤ n : N = 1 + 2k2 + 2k, k ∈ N}.
A careful inspection of (6.8) yields for all n ∈ N
(i) φ(n) ≤ φ(n) ≤ φ(n) + 3, (ii) n− φ(n) ≤ n− φ(n) ≤ n− φ(n) + c√n. (6.30)
Let C′n be a saturated configuration with Q(C′n) ≥ 0. We find L2(A(C′n)) = 2#{qi = −1} since
L2(D(x)) = 2 for all x ∈ Z2. Thus, L2(A(C′n)) = n−Q(C′n). We let Wr := {| · |1 ≤ r} and note that
L2(Wr(C′n)) = 2r(C′n)2 = L2(A(C′n)), where r(C′n) :=
√
1
2 (n−Q(C′n)). (6.31)
Step 2: Modification of qnsat-optimal configurations. Let Cn be a q
n
sat-optimal configuration. By Remark
6.11, after removing at most n0 atoms, we get a saturated, connected sub-configuration of the square
lattice Cn−m, 0 ≤ m ≤ n0, whose bond graph does not contain any bridging atoms. By Lemma 6.5(i)
there holds
0 ≤ Q(Cn−m) ≤ φ(n) +m ≤ φ(n−m) + 2m ≤ φ(n −m) + 2n0.
By Lemma 6.12 we can add at most N2(2n0) atoms to obtain a saturated, connected sub-configuration
of the square lattice without bridging atoms satisfying η = 0. For simplicity, we denote the configuration
again by Cn and observe that
|Q(Cn)− φ(n)| ≤ c. (6.32)
In Step 3 below we will apply Lemma 6.13 on Cn. The newly constructed configuration and the original
configuration differ in cardinality and net charge by a finite constant independent of n, i.e., it suffices to
prove the statement for this new configuration.
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Step 3: Application of the quantitative isoperimetric inequality. Recall that the diamond Dn with al-
ternating charge distribution is a q
n
sat-optimal configuration, see (2.9) and Subsection 3.3. By (6.30)(ii),
(6.31), and (6.32) this implies r(Dn)
2 − c ≤ r(Cn)2 ≤ r(Dn)2 + c√n. Therefore, we get
(i) Per∞(A(Dn)) ≤ Per∞(Wrn) + c, (ii) L2(Wrn△A(Dn)) ≤ c
√
n, (6.33)
where for brevity we have set rn = r(Cn). Using the definition rn =
√
1
2 (n−Q(Cn)), (2.13), and (6.32)
one can also check that for n sufficiently large there holds
rn ∈ (12
√
n/2,
√
n/2). (6.34)
By the quantitative anisotropic isoperimetric inequality [14, Theorem 1.1] (applied for the convex set
K = W1) there exists a translation τ ∈ R2 such that
(L2(Wrn))−2L2(Wrn△(A(Cn) + τ))2 ≤ cPer∞(Wrn)−1
(
Per∞(A(Cn))− Per∞(Wrn)
)
.
As by (6.29), (6.31), and (6.34) there holds L2(Wrn) = 2r2n ≤ n and Per∞(Wrn) = 4rn ≥ 2
√
n/2, we get
L2(Wrn△(A(Cn) + τ))2 ≤ cn3/2
(
Per∞(A(Cn))− Per∞(Wrn)
)
. (6.35)
To estimate the right hand side, we apply Lemma 6.13 (on both Cn and Dn), (6.30)(i), (6.32), (6.33)(i),
and φ(n) = Q(Dn) to get
Per∞(A(Cn))− Per∞(Wrn) ≤ Per∞(A(Cn))− Per∞(A(Dn)) + c = 2Q(Cn)− 2Q(Dn) + c
≤ 2(φ(n) − φ(n)) + c ≤ c. (6.36)
After translation we may suppose that Xn + τ and Dn are both contained in Z
2. By the fact that
L2(D(x)) = 2 for all x ∈ Z2, (6.28), (6.33)(ii), (6.35), and (6.36) we get
2#
(
D−n△(X−n + τ)
)
= L2(A(Dn)△(A(Cn) + τ)) ≤ L2(Wrn△(A(Cn) + τ)) + L2(Wrn△A(Dn)) ≤ Cn3/4.
It remains to note that #(Dn△(Xn + τ)) ≤ 5#(D−n△(X−n + τ)) since Cn is saturated. 
It remains to prove Lemma 6.12 and Lemma 6.13.
Proof of Lemma 6.12. We first construct the configuration Cn+k. By X
int
n we denote the union of the
points Z2 \ Xn which are contained in the interior of a simple cycle of the bond graph of Xn. Let
C intn = (X
int
n , Q
int), where Qint is chosen such that Cn ∪ C intn has alternating charge distribution. This
is possible since Xn ∪ X intn ⊂ Z2. Define k := #X intn and Cn+k := Cn ∪ C intn . Note that Cn+k is
still connected, saturated and does not contain bridging atoms. Moreover, Cn+k has alternating charge
distribution, is subset of the square lattice, and η(Cn+k) = 0. Therefore, the configuration satisfies
Lemma 4.3(a)(i),(ii). Hence, Lemma 4.3(b),(a)(iii) implies
Q(Cn+k) ≥ φ(n+ k). (6.37)
It remains to control k. Choose N2 ∈ N depending only on N1 such that
φ(N2 + 1) ≥ N1 + 3. (6.38)
We now show k ≤ N2. Assume by contradiction that k ≥ N2 + 1. We claim that
Q(C intn ) ≤ −φ(k). (6.39)
We postpone the proof of this estimate to the end and proceed to establish a contradiction. Using (6.27)
and (6.37)-(6.39) we obtain
φ(n+ k) ≤ Q(Cn+k) = Q(Cn) +Q(C intn ) ≤ φ(n) +N1 − φ(k). (6.40)
Now by k ≥ N2 + 1, Lemma 6.5(i),(ii), and (6.38) there holds φ(k) ≥ φ(N2 + 1) − 1 ≥ N1 + 2. This
together with (6.40) leads to φ(n+ k) ≤ φ(n) − 2 which contradicts Lemma 6.5(i),(ii).
It remains to prove (6.39). By construction there holds X intn ⊂ Z2. In particular, the configuration is
repulsion-free and all bonds have unit length. In view of Lemma 4.3(b),(a)(iii) (note that it is applicable
even though the configuration has negative net charge: consider (X intn ,−Qint)), it remains to show that
each x ∈ (X intn )+ has four neighbors in X intn . If there existed some x ∈ (X intn )+ which is at most 3-bonded,
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then there would exist y ∈ X−n such that |x − y| = 1. Since every point on the square lattices has at
most four neighboring points on the square lattice, this would imply that y is not 4-bonded in Xn and
thus Xn would not have been a saturated configuration: a contradiction. 
Proof of Lemma 6.13. We prove the claim by induction over k = #X−n . Let k = 1. As Cn is connected,
this implies n = 5 and therefore Q(Cn) = 3 as well as Per∞(A(Cn)) = 4. Thus, the claim is true for
k = 1. Now assume that we have proved the statement for all l < k. We proceed to prove the claim
for k. Consider the leftmost of the uppermost negatively charged atoms and denote it by x0. There are
three cases to consider (see Fig. 12):
(a) D(x0) shares exactly one side with another square D(x1), x1 ∈ X−n .
(b) D(x0) shares exactly two adjacent sides with two other squares D(x1), D(x2), x1, x2 ∈ X−n . The
atom which is contained in both of these sides is contained in four squares.
(c) D(x0) shares exactly two adjacent sides with two other squares D(x1), D(x2), x1, x2 ∈ X−n . The
atom which is contained in both of these sides is contained in only three squares.
This is a consequence of the choice of x0, the absence of bridging atoms, the connectedness of Cn, and
η = 0. In fact, by the choice of the point x0, the top corner cannot be contained in another square. Next,
at least one side of D(x0) has to be shared with another square since otherwise the configuration would
not be connected or there would be a 2-bonded atom. The latter in turn would be a bridging atom or
would lead to η ≥ 2. Finally, if D(x0) shares exactly two sides with other squares, the bottom corner is
either contained in three or four squares.
x0 x0
x0
Figure 12. The three cases (a)-(c). Case (a) holds up to reflection.
Proof of (a): We remove the two corners of positive charge not contained in any other square as well as
x0 to obtain a configuration Cn−3 such that #X−n−3 = k − 1. Note that
Q(Cn−3) = Q(Cn)− 1. (6.41)
Since we have removed three sides of the square D(x0) but count a side of the square D(x1) to the
perimeter, we obtain
Per∞(A(Cn−3)) = Per∞(A(Cn))− 2. (6.42)
It is elementary to check that the new configuration is still saturated, connected, satisfies η(Cn−3) = 0,
and does not contain any bridging atom. Therefore, we can apply the induction hypothesis together with
(6.41) and (6.42) to obtain
Per∞(A(Cn)) = Per∞(A(Cn−3)) + 2 = 2Q(Cn−3) = 2Q(Cn)− 2.
Proof of (b): We remove the top corner of positive charge as well as x0 to obtain a configuration Cn−2 such
that #X−n−2 = k − 1. Again, the new configuration is still saturated, connected, satisfies η(Cn−2) = 0,
and does not contain any bridging atom. We get Q(Cn−2) = Q(Cn) and, since we have removed two
sides of the square D(x0) but count one side of each square D(x1), D(x2) to the perimeter, we obtain
Per∞(A(Cn−2)) = Per∞(A(Cn)). This along with the induction hypothesis yields
Per∞(A(Cn)) = Per∞(A(Cn−2)) = 2Q(Cn−2)− 2 = 2Q(Cn)− 2.
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Proof of (c): We remove the top corner of positive charge as well as x0 to obtain two sub-configurations
Cm1 ,Cm2 which share only the bottom atom of D(x0). This implies m1 +m2 = n− 1 and
Q(Cm1) +Q(Cm2) = Q(Cn) + 1. (6.43)
We again observe that the new configurations are saturated, connected, satisfy η(Cm1 ) = η(Cm2 ) = 0,
and do not contain any bridging atom. (Note that the configuration obtained by removing the top corner
and x0 would contain one bridging atom.) We have removed two sides of the square D(x0), but count
one side of D(x1) to the perimeter of Cm1 and count one side of D(x2) to the perimeter of Cm2 . This
implies
Per∞(A(Cm1 )) + Per∞(A(Cm2 )) = Per∞(A(Cn)). (6.44)
Note that #X−m1 ,#X
−
m2 < k. Thus, we can use the induction hypothesis along with (6.43)-(6.44) to
obtain
Per∞(A(Cn)) = Per∞(A(Cm1 )) + Per∞(A(Cm2)) = 2Q(Cm1)− 2 + 2Q(Cm2)− 2 = 2Q(Cn)− 2.
This concludes the proof. 
Appendix A. Proof of the boundary energy and net charge estimates
This section is devoted to the proofs of Lemma 5.3 and Lemma 6.3.
Proof of Lemma 5.3. For convenience, we decompose the proof into three steps.
Step 1: Preliminary estimate. Assume that Cn is a connected ground state with no acyclic bonds. Suppose
that {x1, . . . , xd} are ordered such that xi ∈ N (xi+1), i = 1, . . . , d. Here and in the following, we use the
identification xd+1 = x1 and x0 = xd. For a 3-bonded atom xi, denote by x
b
i ∈ Xn \ {xi−1, xi+1} the
atom that is connected to xi with the third bond. In a similar fashion, for a 4-bonded atom xi, denote
by xb,1i , x
b,2
i ∈ Xn \ {xi−1, xi+1} the two atoms which are bonded to xi. Recall (5.1)-(5.3) and Remark
5.2. We first observe that the boundary energy can be estimated by
Rbnd(Cn) ≥
d∑
i=1
(1
2
(
Va(|xi − xi+1|) + Va(|xi − xi−1|)
)
+
1
4
Vr(|xi+1 − xi−1|)
)
+
∑
xi∈I3
(
Va(|xi − xbi |) +
1
4
(
Vr(|xi−1 − xbi |) + Vr(|xi+1 − xbi |)
) )
+
∑
xi∈I4
(
Va(|xi − xb,1i |) + Va(|xi − xb,2i |)
+
1
4
(
Vr(|xi−1 − xb,1i |) + Vr(|xb,1i − xb,2i |) + Vr(|xi+1 − xb,2i |)
))
. (A.1)
For a 3-bonded atom xi, denote by θ
1
i , θ
2
i ∈ [0, 2π] the angle between xi−1, xi, xbi and the angle be-
tween xbi , xi, xi+1 respectively. For a 4-bonded atom xi, denote by θ
1
i , θ
2
i , θ
3
i ∈ [0, 2π] the angle between
xi−1, xi, x
b,1
i , the angle between x
b,1
i , xi, x
b,2
i and the angle between x
b,2
i , xi, xi+1, respectively. Finally,
we define δ := (#I2 +2#I3 +3#I4)/d and note that δ ∈ [1, 3] since #I2 +#I3 +#I4 = d. We will prove
that
Rbnd(Cn) ≥ −δd+ 1
4
( ∑
xi∈I2
Vr
(
2 sin
(θi
2
))
+
∑
xi∈I3
2∑
j=1
Vr
(
2 sin
(θji
2
))
+
∑
xi∈I4
3∑
j=1
Vr
(
2 sin
(θji
2
)))
≥ −δd+ 1
4
δd Vr
(
2 sin
(π(d − 2)
2δd
))
, (A.2)
where the first inequality is strict if not all lengths of boundary bonds are equal to 1. We defer the proof
of (A.2) to Step 3. At this stage, let us only point out that the specific definition of the boundary energy
including also bulk bonds, see Remark 5.2 and Fig. 10, ensures that also θ2i , xi ∈ I4, gives a contribution.
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Step 2: Proof of the statement. We now show that (A.2) implies the statement of the lemma. First, we
introduce
α(δ) :=
π(d− 2)
2δd
,
and observe that estimate (A.2) can be written as
Rbnd(Cn) ≥ −δd+ 1
4
δd Vr
(
2 sin
(π(d− 2)
2δd
))
= δd
(1
4
Vr
(
2 sin(α(δ))
) − 1). (A.3)
We obtain (5.4) by minimizing the right hand side of (A.3) with respect to δ. To see this, set δ0 = 2− 4d .
For 1 ≤ δ ≤ δ0, we have α(δ0) = pi4 ≤ α(δ) ≤ pi2 . By [vii] we get Vr(2 sin(α(δ))) = 0 for all 1 ≤ δ ≤ δ0.
Therefore, we find
δd
(1
4
Vr(2 sin(α(δ))) − 1
)
= −δd ≥ −δ0d = −(2d− 4) (A.4)
and we obtain (5.4) for 1 ≤ δ ≤ δ0. Now for δ0 < δ ≤ 3, we have α(δ) < α(δ0). By [v] we get
Vr
(
2 sin(α(δ))
) ≥ Vr(2 sin(α(δ0)))+ 2V ′r,−(2 sin(α(δ0)) ( sin(α(δ)) − sin(α(δ0)).
Then by the fact that sin(θ) is concave for θ ∈ [0, π], Vr(
√
2) = 0 by [vii], V ′r,−(
√
2) < −16/(√2π) < 0 by
[viii], α(δ0) =
pi
4 , sin(α(δ0)) = cos(α(δ0)) =
1
2
√
2, and α(δ) − α(δ0) < 0 we derive
Vr(2 sin(α(δ))) ≥ Vr(
√
2) + 2V ′r,−(
√
2) cos(α(δ0))
(
α(δ) − α(δ0)
)
= Vr(
√
2) +
√
2V ′r,−(
√
2)
(π(d− 2)
2δd
− π
4
)
> −16
π
(π(d− 2)
2δd
− π
4
)
=
4
δd
(δd− 2d+ 4).
(A.5)
From the previous calculation and (A.3), estimate (5.4) follows also for δ0 < δ ≤ 3.
We now show that we have strict inequality in (5.4) if one of the conditions (5.5)-(5.7) is violated.
First, if a boundary bond is not of unit length, we have strict inequality in (A.2) and thus also in (A.3).
If (5.6) is violated, we find δ 6= δ0 after a short computation. Then we get strict inequalities from (A.4)
or (A.5), respectively. Finally, let use assume that (5.7) is violated. We can suppose that δ = δ0 and
(5.5)-(5.6) hold as otherwise the inequality in (5.4) is strict. If equality holds in (5.4), then equality also
holds in (A.2). As Vr(2 sin(α(δ0))) = 0, this implies
∑
xi∈I2
Vr
(
2 sin
(θi
2
))
+
∑
xi∈I3
2∑
j=1
(
Vr
(
2 sin
(θji
2
))
+
∑
xi∈I4
3∑
j=1
Vr
(
2 sin
(θji
2
)))
= 0.
In view of [vii], this gives
θi ∈ [pi2 , 3pi2 ] for xi ∈ I2, θ1i , θ2i ∈ [pi2 , 3pi2 ] for xi ∈ I3, θ1i , θ2i , θ3i ∈ [pi2 , 3pi2 ] for xi ∈ I4. (A.6)
Under the assumption that (5.7) is violated, in view of (A.6), θi = θ
1
i +θ
2
i for xi ∈ I3 and θi = θ1i +θ2i +θ3i
for xi ∈ I4, we obtain
π(d− 2) =
d∑
i=1
θi =
∑
xi∈I2
θi +
∑
xi∈I3
(θ1i + θ
2
i ) +
∑
xi∈I4
(θ1i + θ
2
i + θ
3
i )
>
π
2
#I2 + π#I3 +
3π
2
#I4 = π(d − 2),
where the first equality follows from the fact that the maximal polygon has d vertices, and the last
equality holds by (5.6). This is a contradiction and shows that strict inequality in (5.4) holds if (5.7) is
violated.
Step 3: Proof of (A.2). To complete the proof, it remains to show (A.2) and its strict version. We
follow the lines of the proof of [17, Lemma 5.1]. In the case of a 2-bonded xi, define r
1
i = |xi − xi−1|
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and r2i = |xi − xi+1|. In the case of a 3-bonded xi, define additionally r3i = |xbi − xi|. In the case of a
4-bonded xi, define r
3
i = |xb,1i − xi| and r4i = |xb,2i − xi|. By the cosine rule we obtain
|xi+1 − xi−1| = ℓ(θi, r1i , r2i ), for xi ∈ ∂Xn,
|xbi − xi−1| = ℓ(θ1i , r1i , r3i ), |xbi − xi+1| = ℓ(θ2i , r2i , r3i ) for xi ∈ I3, (A.7)
|xb,1i − xi−1| = ℓ(θ1i , r1i , r3i ), |xb,1i − xb,2i | = ℓ(θ2i , r3i , r4i ), |xb,2i − xi+1| = ℓ(θ3i , r2i , r4i ) for xi ∈ I4,
where we have used the shorthand
ℓ(θ, r1, r2) =
√
r21 + r
2
2 − 2r1r2 cos(θ). (A.8)
We want to prove that for every boundary atom xi its contribution to the energy can be controlled by
the energy contribution in a modified configuration which has the same angles but unit bond lengths
instead of r1i , r
2
i . Recall that by [viii] we have for all r ∈ (1, r0]
2
r − 1(Va(1)− Va(r)) < V
′
r,+(1). (A.9)
Let θ ∈ [2π/5, 8π/5], r1, r2 ∈ [1, r0]. Then ℓ(θ, r1, r2) ≥ 1. Note that V ′r,+(r) ≤ 0 for r ≥ 1 and V ′r,+ is
monotone increasing due to the convexity assumption in (v) on Vr. Moreover, we have ∂r1ℓ(θ, r1, r2) ≤ 1
by an elementary computation. We therefore obtain
2
r − 1(Va(1)− Va(r)) ≤ V
′
r,+(1) ≤ V ′r,+(ℓ(θ, s, r2)) ≤ V ′r,+(ℓ(θ, s, r2))∂r1ℓ(θ, s, r2).
By integration from 1 to r in the variable s we get
1
2
(Va(1)− Va(r)) ≤ 1
4
∫ r
1
V ′r,+(ℓ(θ, s, r2))∂r1ℓ(θ, s, r2)ds =
1
4
Vr(ℓ(θ, r, r2))− 1
4
Vr(ℓ(θ, 1, r2)).
By applying this estimate in the second as well as in the third component of ℓ(θ, r1, r2) with 1 and r2
respectively, we derive
Va(1) +
1
4
Vr(ℓ(θ, 1, 1)) ≤ 1
2
(Va(r1) + Va(r2)) +
1
4
Vr(ℓ(θ, r1, r2)). (A.10)
Due to (4.1), we have that all angles in (A.7) lie in [2π/5, 8π/5] and all bond lengths lie in [1, r0]. Now
for all 2-bonded xi, using (A.10) with r
1
i , r
2
i , and θi, we have
1
2
(
Va(r
1
i ) + Va(r
2
i )
)
+
1
4
Vr(ℓ(θi, r
1
i , r
2
i )) ≥ Va(1) +
1
4
Vr(ℓ(θi, 1, 1)). (A.11)
For all 3-bonded xi, using (A.10) twice, we get
1
2
(
Va(r
1
i ) + Va(r
3
i )
)
+
1
4
Vr(ℓ(θ
1
i , r
1
i , r
3
i )) ≥ Va(1) +
1
4
Vr(ℓ(θ
1
i , 1, 1)),
1
2
(
Va(r
2
i ) + Va(r
3
i )
)
+
1
4
Vr(ℓ(θ
2
i , r
2
i , r
3
i )) ≥ Va(1) +
1
4
Vr(ℓ(θ
2
i , 1, 1)).
(A.12)
Finally, for all 4-bonded xi, using (A.10) three times, we have
1
2
(
Va(r
1
i ) + Va(r
3
i )
)
+
1
4
Vr(ℓ(θ
1
i , r
1
i , r
3
i )) ≥ Va(1) +
1
4
Vr(ℓ(θ
1
i , 1, 1)),
1
2
(
Va(r
3
i ) + Va(r
4
i )
)
+
1
4
Vr(ℓ(θ
2
i , r
3
i , r
4
i )) ≥ Va(1) +
1
4
Vr(ℓ(θ
2
i , 1, 1)),
1
2
(
Va(r
2
i ) + Va(r
4
i )
)
+
1
4
Vr(ℓ(θ
3
i , r
2
i , r
4
i )) ≥ Va(1) +
1
4
Vr(ℓ(θ
3
i , 1, 1)).
(A.13)
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By applying (A.1), (A.7), (A.11)-(A.13), Va(1) = −1, and Vr ≥ 0 we obtain
Rbnd(Cn) ≥
∑
xi∈I2
(1
2
(
Va(r
1
i ) + Va(r
2
i )
)
+
1
4
Vr(ℓ(θi, r
1
i , r
2
i ))
)
+
∑
xi∈I3
(1
2
(
Va(r
1
i ) + Va(r
2
i ) + 2Va(r
3
i )
)
+
1
4
(
Vr(ℓ(θ
1
i , r
1
i , r
3
i )) + Vr(ℓ(θ
2
i , r
2
i , r
3
i ))
))
+
∑
xi∈I4
(1
2
(
Va(r
1
i ) + Va(r
2
i ) + 2Va(r
3
i ) + 2Va(r
4
i )
)
+
1
4
(
Vr(ℓ(θ
1
i , r
1
i , r
3
i )) + Vr(ℓ(θ
2
i , r
3
i , r
4
i )) + Vr(ℓ(θ
3
i , r
2
i , r
4
i ))
) )
≥ −(#I2 + 2#I3 + 3#I4)
+
1
4
( ∑
xi∈I2
Vr(ℓ(θi, 1, 1)) +
∑
xi∈I3
2∑
j=1
Vr(ℓ(θ
j
i , 1, 1)) +
∑
xi∈I4
3∑
j=1
Vr(ℓ(θ
j
i , 1, 1))
)
. (A.14)
For later purposes, we remark that this inequality is strict if one bond does not have unit length. This
follows from the strict inequality in (A.9).
Recall δ = (#I2+2#I3+3#I4)/d and note that ℓ(θ, 1, 1) = 2 sin(θ/2) by (A.8). By using θi = θ
1
i + θ
2
i
for xi ∈ I3, θi = θ1i + θ2i + θ3i for xi ∈ I4, and (A.14) we obtain
Rbnd(Cn) ≥ −δd+ 1
4
( ∑
xi∈I2
Vr(ℓ(θi, 1, 1)) +
∑
xi∈I3
∑
j=1,2
Vr(ℓ(θ
j
i , 1, 1)) +
∑
xi∈I4
3∑
j=1
Vr(ℓ(θ
j
i , 1, 1))
)
= −δd+ 1
4
( ∑
xi∈I2
Vr
(
2 sin
(θi
2
))
+
∑
xi∈I3
2∑
j=1
Vr
(
2 sin
(θji
2
))
+
∑
xi∈I4
3∑
j=1
Vr
(
2 sin
(θji
2
)))
.
This yields the first inequality in (A.2). We note that this inequality is strict if one of the bonds does
not have unit length since then (A.14) is strict. The second inequality in (A.2) follows by a convexity
argument: since Vr is convex and non-increasing by [v], and sin(θ/2) is concave for θ ∈ [0, 2π], we observe
that θ 7→ Vr(2 sin( θ2 )) is a convex function for θ ∈ [0, 2π], see [17, Proof of Lemma 5.1] for details. This
along with the fact that #I2 + 2#I3 + 3#I4 = δd and
π(d− 2) =
d∑
i=1
θi =
∑
xi∈I2
θi +
∑
xi∈I3
(θ1i + θ
2
i ) +
∑
xi∈I4
(θ1i + θ
2
i + θ
4
i )
yields the second inequality in (A.2). This concludes the proof. 
We now proceed with the proof of Lemma 6.3. Let Cn be a connected q
n
sat-optimal configuration
without bridging atoms. Recall the decomposition Xn = X
a,bulk
n ∪ ∂Xan ∪ Iextac introduced in Subsection
6.2. For 2 ≤ k ≤ 4 we define
I±k = {xi ∈ ∂Xan : qi = ±1, #(N (xi) ∩Xan) = k}.
Moreover, we set I± =
⋃4
k=2 I
±
k . Note that Ik = I
+
k ∪ I−k , where Ik is given by (6.5). By Lemma 4.1, Cn
has alternating charge distribution. Thus, ∂Can is a cycle of even length d ∈ 2N and, by (4.2) there holds
#I− = #I+ = d/2. We denote the interior angle of the polygon ∂Xan at xi by θi. We start with some
preliminary properties.
Lemma A.1. Let n ≥ 6 and let Cn be a connected qnsat-optimal configuration. Then
(i) #I+4 = 0.
(ii) Let m ≥ 4 be such that #I2 + 2#I3 + 3#I4 ≤ 2d−m. Then 2#I−2 +#I−3 ≥ m+#I+3 .
Proof. Proof of (i). Assume by contradiction that there exists xi ∈ I+4 . Since Cn is a qnsat-optimal
configuration, all atoms of charge −1 are 4-bonded with bond angles pi2 , see Lemma 4.3(a)(i),(iv). Hence,
xi is contained in four squares and thus not part of ∂X
a
n.
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Proof of (ii). As each atom is at most 4-bonded, see (4.2), we have #I2 + #I3 + #I4 = d. This along
with (i) and the assumption of (ii) shows
#I−4 +m = #I4 +m ≤ #I2 = #I+2 +#I−2 .
This implies
2#I−2 +#I
−
3 = (#I
−
2 +#I
−
3 −#I+2 ) + (#I+2 +#I−2 ) ≥ #I−2 +#I−3 −#I+2 +#I−4 +m
= #I− +m−#I+2 = #I− +m−#I+ +#I+3 +#I+4 .
Since there holds #I− = #I+ due to alternating charge distribution and #I+4 = 0 by property (i),
property (ii) follows. 
Proof of Lemma 6.3(a). By Theorem 2.6, Lemma 4.3(a)(i),(ii), and Remark 2.2 there holds E(Cn) = −b.
Therefore, θi ≥ (k − 1)pi2 if xi ∈ Ik by Lemma 4.2(b). This implies
#I2 + 2#I3 + 3#I4 ≤ 2
π
d∑
i=1
θi = 2d− 4,
where in the last step we used that the sum of the interior angles equals π(d− 2). This shows (6.6).
We now show the additional statement. To this end, suppose that #A(Xn) ≥ #A(Xa,bulkn ) + 2. We
claim that
#{xi ∈ I2 : θi ≥ 5π/6} ≥ 2. (A.15)
We defer the proof of (A.15) and first conclude the proof of the statement. The fact that the sum of the
interior angles equals π(d− 2), (A.15), and θi ≥ (k − 1)pi2 for xi ∈ Ik imply
1 + #I2 + 2#I3 + 3#I4 <
2
π
5
6
π · 2 + (#I2 − 2) + 2#I3 + 3#I4 ≤ 2
π
d∑
i=1
θi = 2d− 4.
Since the left and the right hand side are integers, we find 2 +#I2 + 2#I3 + 3#I4 ≤ 2d− 4. This shows
that m ≥ 6 in (6.6). It remains to prove (A.15). As a preparation, we first show that
x ∈ A(Xn) ⇒ x ∈ X+n , x is 2-bonded and bond-angles at x lie in [5π/6, 7π/6]. (A.16)
By Lemma 4.3(a)(i),(iv),(v) we observe that x is 2-bonded and has charge +1. Denote the two neighbors
of x ∈ A(Xn) by z1 and z2. Since z1 and z2 have charge −1, they are 4-bonded. Also note that
(N (z1)∩N (z2)) \ {x} = ∅. In fact, if there was an atom y ∈ (N (z1)∩N (z2)) \ {x}, the four atoms z1, x,
z2, and y would form a square. Due to Lemma 4.2(b), this square is regular which contradicts the fact
that x ∈ A(Xn). Now, if we had that a bond-angle at x does not lie in [5π/6, 7π/6], it is elementary to
see that dist(N (z1) \ {x},N (z2) \ {x}) <
√
2. This would contradict the fact that Cn is repulsion-free.
We now show that (A.15) holds. Recall the assumption #A(Xn) ≥ #A(Xa,bulkn )+ 2. We consider the
two cases (a) A(Xn) ∩ ∂Xan 6= ∅ and (b) A(Xn) ∩ ∂Xan = ∅.
Proof of Case (a). Observe that #(∂Xan ∩A(Xn)) ≥ 2 by Lemma 4.2(a). Additionally, by (A.16) we get
∂Xan ∩ A(Xn) ⊂ I+2 and θi ≥ 5π/6 for xi ∈ ∂Xan ∩A(Xn). Hence, (A.15) holds.
Proof of Case (b). We first show that for each x ∈ A(Xn) \ A(Xa,bulkn ) we can find
zx ∈ Xn such that zx ∈ I+2 , |x− zx| =
√
2, and the two bond-angles at zx equal π. (A.17)
By (A.16) we get that x ∈ X+n , that it is 2-bonded in Xn and, since x ∈ A(Xn) \ A(Xa,bulkn ), it is
1-bonded in Xa,bulkn . Thus, there exists exactly one atom in N (x) ∩ ∂Xan, denoted by xi. By xi−1, xi+1
we denote the two neighbors of xi in ∂X
a
n. At least one of these two atoms, say without restriction
xi−1, satisfies |xi−1 − x| =
√
2, see Fig. 13. We will identify xi−1 as the atom zx in (A.17). Recall the
assumption ∂Xan ∩ A(Xn) = ∅, which implies that the bond-angles at xi−1 lie in {π/2, π, 3π/2}. Let
y ∈ N (xi−1) \ {xi}. Suppose y, xi, and xi−1 would form an angle in {π/2, 3π/2}, i.e., |y − xi| =
√
2.
Then either (i) xi−1, y, x, xi or (ii) xi−1, y, z, xi form a square, where z ∈ N (xi) \ {x, xi−1}, see Fig. 13.
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In view of (A.16), case (i) contradicts x ∈ A(Xn), and case (ii) contradicts xi−1 ∈ ∂Xan. This shows that
y, xi−1, xi form an angle π, and this also yields that xi−1 ∈ I+2 . We denote xi−1 by zx.
Since #A(Xn) ≥ #A(Xa,bulkn ) + 2 by assumption, we find x 6= y ∈ A(Xn) \A(Xa,bulkn ). We now show
that zx 6= zy, where zx and zy are the atoms identified in (A.17). This will imply (A.15). Assume by
contradiction that zx = zy. Denote zx = zy by xi ∈ I+2 and recall θi = π. Denote its two neighbors by
xi−1, xi+1, and recall that they are 4-bonded, in particular bonded to x or y, respectively. Consider the
unique atoms wx ∈ N (x) \ ∂Xan and wy ∈ N (y) \ ∂Xan. Observe that they are 4-bonded. First, note that
N (wx)∩N (wy) = ∅ since the contrary would imply that x, y would be contained in an octagon with bond
angles π, π/2 respectively, contradicting the fact that x, y ∈ A(Xn). Since by (A.16) the bond angles
at x, y ∈ A(Xn) lie in [5π/6, 7π/6], an elementary argument shows that dist(N (wx),N (wy)) <
√
2, see
Fig. 13. This contradicts the fact that Cn is repulsion-free and concludes the proof of case (b). 
xi−1
xi+1
x wx
wy
y
zx = zy
xi x
yxi−1
xiz x
y xi−1
Figure 13. The relevant parts of the configurations considered in the proof of Case
(b). Left: The two cases (i) and (ii) in the proof of (A.17). Right: The situation zx = zy.
Proof of Lemma 6.3(b). We proceed in several steps. We first introduce an auxiliary configuration C′n−d
which arises from Cn by removing the boundary and adding again the 3-bonded boundary atoms of
charge +1 (Step 1). We collect some properties about the net charge of C′n−d whose proofs are deferred
to Steps 3 and 4. In Step 2 we define the configuration Cn−d−m by suitably adding atoms of charge +1
to C′n−d, and we prove the statement of the lemma.
Step 1: An auxiliary configuration. We recall the decomposition Xn = X
a,bulk
n ∪ ∂Xan ∪ Iextac introduced
in Subsection 6.2. By Lemma 4.2(a) and Lemma 4.1, ∂Can is a cycle of even length d with alternating
charge distribution, and therefore Q(∂Can) = 0. Moreover, all exterior acyclic bonds have charge +1 by
Lemma 6.1(b). This implies
Q(Cn) = Q(Ca,bulkn ) +Q(∂Can) +Q(Iextac ) = Q(Ca,bulkn ) + #Iextac . (A.18)
We introduce an auxiliary configuration C′n−d by
C′n−d = C
a,bulk
n ∪
⋃
xi∈I+3
(xi, 1). (A.19)
In a similar fashion, we denote the atomic positions by X ′n−d. It is clear that Q(C′n−d) = Q(Ca,bulkn ) +
#I+3 . By construction there holds A(Xa,bulkn ) = A(X ′n−d) since all the atoms added from I+3 are 1-bonded
in C′n−d, more precisely, bonded to an atom which does not lie in A(Xn). By (A.18) we get
Q(Cn) = Q(C′n−d) + #Iextac −#I+3 . (A.20)
The goal is to estimate the contributions of the different terms in (A.20) separately: we will show that
Q(C′n−d) ≥ φ
(
n− d− (#Iextac −#I+3 )
)
, (A.21)
#Iextac −#I+3 ≥ m, (A.22)
where m ≥ 4 is given in (6.6). We defer the proof of (A.21)–(A.22) to Steps 3 and 4 below and proceed
to show the statement of the lemma.
Step 2: Proof of the statement : First, (A.22) implies #Iextac ≥ #I+3 +m ≥ m. Next, we construct the
configuration Cn−d−m. A difficulty arises from the fact that the auxiliary configuration C′n−d possibly
does not satisfy the net charge equality (6.7) and therefore we need to add atoms of charge +1.
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We set km := #I
ext
ac −#I+3 −m and observe that km ≥ 0 by (A.22). We define
Cn−d−m := C′n−d ∪
{
(z1, 1), . . . , (zkm , 1)
}
,
where the positions are chosen such that min{dist(zi, Xn), dist(zi, zj) : i 6= j} ≥
√
2. In view of (A.19),
we observe that Cn−d−m indeed consists of
n− d−#Iextac +#I+3 + km = n− d−#Iextac +#I+3 +#Iextac −#I+3 −m = n− d−m
atoms. Since the added atoms are all 0-bonded, in view of (A.19), Xn−d−m is a subset of Xn up to 0-
bonded atoms. Moreover, we clearly have A(Xn−d−m) = A(X ′n−d) and thus A(Xn−d−m) = A(Xa,bulkn ).
As we have added km 0-bonded atoms of charge +1 to C
′
n−d, Cn−d−m still satisfies Lemma 4.3(a)(i),(ii),
and thus by Lemma 4.3(b) there holds equality in (4.6). Therefore, Cn−d−m is optimal and satisfies
Q(Cn−d−m) ≥ qn−d−msat by Lemma 4.3(a)(iii). Moreover, we clearly have Q(Cn−d−m) = Q(C′n−d) + km.
By (A.20) and the definition km = #I
ext
ac −#I+3 −m we observe
Q(Cn) = Q(C′n−d) + #Iextac −#I+3 = Q(Cn−d−m) + #Iextac − km −#I+3 = Q(Cn−d−m) +m.
This shows (6.7) and concludes the proof of the statement. To conclude the proof, it thus remains to
show (A.21) and (A.22).
Step 3: Proof of (A.21). We first recall that Ca,bulkn consists of n − d − #Iextac atoms and thus C′n−d
consists of #X ′n−d := n − d − (#Iextac − #I+3 ) atoms. Thus, in view of Lemma 4.3(a)(iii) it suffices to
prove
E(C′n−d) = −2#X ′n−d + 2Q(C′n−d). (A.23)
By Lemma 4.3(a)(i),(ii) we find that Cn is repulsion-free with unit bond lengths and all atoms of charge
−1 are 4-bonded. Since C′n−d ⊂ Cn, also C′n−d is repulsion-free with unit bond lengths. We now show
that each atom of C′n−d with charge −1 is 4-bonded. Let xi ∈ X ′n−d with qi = −1. We show that
N (xi) ∩ (Xn \X ′n−d) = ∅. In fact, in view of (A.19) and qi = −1, we have
N (xi) ∩ (Xn \X ′n−d) ⊂ (∂Xan \ I+3 ) ∩X+n = I+2 ∪ I+4 . (A.24)
We first recall that #I+4 = ∅, see Lemma A.1(i). Moreover, atoms in N (xi) ∩ (Xn \X ′n−d) cannot lie in
I2 since atoms in I2 are only bonded to other atoms in ∂X
a
n or to atoms in I
ext
ac , see (6.5). Then (A.24)
shows N (xi) ∩ (Xn \X ′n−d) = ∅.
This implies that the neighborhood of xi in X
′
n−d coincides with the one in Xn, and thus xi is still
4-bonded, cf. Lemma 4.3(a)(i). Consequently, we have shown that C′n−d satisfies Lemma 4.3(a)(i),(ii).
Then (A.23) follows from Lemma 4.3(b).
Step 4: Proof of (A.22). Since n ≥ 6 and Cn does not contain bridging atoms, we can apply Lemma
6.1(b). We get that Iextac = I
ext
ac ∩X+n and that each atom in Iextac is 1-bonded. For all xi ∈ I−3 there exists
exactly one xj ∈ N (xi) ∩ Iextac , whereas for xi ∈ I−2 there exist exactly two xj , xk ∈ N (xi) ∩ Iextac . As
atoms in Iextac are 1-bonded, it is clear that no atom in I
ext
ac is bonded to two different atoms in I
−
2 ∪ I−3 .
This yields
#Iextac ≥ 2#I−2 +#I−3 .
Then (A.22) follows from (6.6) and Lemma A.1(ii). 
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