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Abstract 
 
High speed flight research continues to grow in countries all over the globe due to the need for 
cheaper alternatives to space access and to improve military and commercial transportation, 
leading to emerging technologies such as the scramjet. In high Mach number flights, skin 
friction in the combustion chamber of a scramjet contributes a major proportion to overall drag. 
Researchers have developed a technique called boundary layer combustion that reduces the skin 
friction drag in a scramjet combustor. However, only few studies have considered the effects 
of mainstream combustion on the skin friction drag reduction effectiveness by boundary layer 
combustion. The effects are mostly unknown but some literature have hypothesised that the 
skin friction reduction will be affected negatively in the presence of mainstream combustion.  
A numerical study, using UQ’s in-house CFD solver, Eilmer3, was performed to investigate 
how different fuel injection methods (porous wall and slot injector) and mainstream combustion 
can affect skin friction reduction effectiveness through boundary layer combustion. The 
numerical model was validated using experimental data obtained from literature. The model 
was successfully validated as the simulation results obtained correlated well with the 
experimental data. This model was then extended into the main simulations conducted in this 
study.  
A 2 dimensional, axisymmetric scramjet combustor with a slot injector was modelled to 
investigate the effects of mainstream combustion. The freestream inlet used in this model 
consists of a developed flow generated from a triple ramp axisymmetric inlet at Mach 8. Results 
obtained from the simulations determined that mainstream combustion increased the 
effectiveness of boundary layer combustion in skin friction reduction. It was observed that skin 
friction drag reduction performance improved by up to 50% compared to the case when no 
mainstream combustion is present. A grid convergence study was also conducted and it was 
determined that the simulated solutions are grid-independent. 
Comparison of fuel injection strategies between a porous wall injection and slot injection was 
performed by modelling one porous wall. The comparison is done for the model with 
mainstream combustion and boundary layer combustion. However, the porous wall model did 
not undergo a comprehensive analysis like the slot injector case and the sole porous wall model 
simulation conducted, while converged, could be further improved. The preliminary results 
observed determined that the porous wall injection performed better than slot injection and 
achieved a 40% lower total viscous drag force inside the simulated scramjet combustor.  
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1. Introduction 
 
Research on flights above supersonic and hypersonic speeds continues to gain attention in 
countries throughout the globe for their applications in economical space access, military 
technology and commercial transportation (Curran, 2001; Townend, 2001). While conventional 
rockets still continue to be the main space access vehicles, operations within the atmosphere at 
high speeds present more challenges due to the necessity of oxidiser leads that limits the craft’s 
range and payload mass. Therefore, development on air-breathing propulsion engine vehicles 
such as scramjets continues to garner attention. 
Conventional ramjets had been under extensive continuing development in the 1950s due to its 
highly valued military applications. The ramjet engine continued to be well explored and 
interest in hypersonic flight speed applications started to emerge (Curran, 2001). However, the 
conventional ramjet’s reliance on subsonic combustion process limits its flight capabilities to 
applications below Mach 5. This is caused by the big increase in stagnation pressure and 
temperature to slow the high velocity freestream to achieve subsonic combustion as flights enter 
hypersonic flight regimes (Townend, 2001). From there, supersonic combustion ramjets or 
scramjets gained attention due to its capabilities to add heat directly to a supersonic flow and 
ability to overcome the limitations of the ramjet engine (Curran, 2001). In recent years, the 
main scramjet applications were for a hydrogen-fuelled high-speed engine for space access and 
hypersonic air-launched missiles with hydrocarbon-fuelled engines (Curran, 2011). 
Despite the scramjet’s superior performance in higher speeds than conventional ramjets, major 
technical hurdles still remain for scramjet development. In Weber & McKay’s (1958) analysis 
of scramjet engines, development in fuel injection and mixing, wall cooling and frictional losses 
is required. Goyne, Stalker, & Paull’s (2000) experimental study concluded that skin friction 
drag is the main degrader of scramjet combustor efficiency as skin friction drag becomes a 
significant proportion of overall vehicle drag at high Mach numbers which poses a problem in 
scramjet effectiveness. Therefore, scramjet combustion technology in a scramjet engine 
continues to remain a key development challenge. 
1.1 Research Context and Motivation 
 
The University of Queensland’s Centre for Hypersonics have been involved in the development 
of scramjet technologies for decades with a stream of their research based on increasing 
scramjet combustor performance through skin-friction reduction. The research at UQ has held 
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numerous experimental work using their T4 shock tunnel facility to investigate skin-friction 
reduction, the main performance degrader for scramjet combustors. UQ’s research team has 
demonstrated by fuelling a hypersonic boundary layer, the combined effects of film cooling and 
boundary layer combustion can reduce skin friction by up to 80% (Goyne et al., 2000; Chan, 
Mee, Smart, Turner, & Stalker, 2010; Barth, Wheatley, & Smart, 2015). In recent studies, the 
boundary layer was fuelled via multiporthole injector arrays, a slot of a series of small port-
hole injectors (Pudsey, Boyce, & Wheatley, 2013; Pudsey, Boyce, & Wheatley, 2015). While 
the studies produced satisfactory results of skin friction reduction, it was discussed that the layer 
of fuel might be scoured off the wall by stream-wise vortical structures in realistic engines 
which are introduced by mainstream fuel injection and would drastically reduce the 
effectiveness of skin friction reduction. It is hypothesised that if fuel is introduced to the 
boundary layer continuously through a porous wall, skin friction reduction will be maintained.  
Therefore, it is of interest to investigate the relative effectiveness of boundary layer fuelling 
through a porous wall and a slot injector by simulating a section of a hypersonic combustor. 
Furthermore, previous studies have neglected freestream combustion in their studies of skin 
friction reduction through boundary layer fuelling. It is clear that there is a need to investigate 
the effects of boundary layer fuelling on skin friction reduction in a more realistic scramjet flow 
condition that includes freestream combustion. 
1.2 Aims of Thesis 
 
This thesis project aims to provide a better understanding on the performance improvement 
potential of using boundary layer combustion to reduce skin friction drag reduction.  
The objectives set out by this thesis to be achieved are outlined below: 
1. To investigate the effects of mainstream combustion on skin friction reduction 
effectiveness of boundary layer combustion, and 
2. To investigate the difference in skin friction reduction performance between slot 
injection and porous injection. 
To limit the scope of the thesis as well as due to time constraints, analyses are limited to 2-
dimensional models as 3-dimensional analyses are too computational expensive to perform 
within the scope of this thesis project. The skin-friction reduction performance will be obtained 
numerically for each case and the results analysed and compared to determine the optimum 
design for skin-friction reduction in scramjet combustors. The methodology of the numerical 
approach for the thesis project will be further outlined in this report.  
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2. Literature Review 
 
Different fuel injection systems in scramjet combustors have been an attractive topic and is 
subjected to numerous studies by researchers over the decades with the overall aim of reducing 
skin friction drag and improving scramjet effectiveness. Main research areas regarding skin 
friction reduction in scramjet combustors have employed techniques such as inlet fuel injection, 
film cooling and boundary layer combustion. The following section provides a brief summary 
on the literature available in the area, describing the current studies that have employed the skin 
friction reduction techniques experimentally and numerically in scramjet combustors.  
2.1 Supersonic Scramjet Combustors 
 
According to Heiser & Pratt’s (1994) book on hypersonic air-breathing propulsion, it is 
suggested that a French engineer named Rene Lorin was the first person to propose the basic 
concept of a conventional ramjet (CRJ) over a century ago in 1913 to use ram compression in 
a propulsion device. He proposed that it was probable to bypass the complexity and heavy 
machinery required in a propulsion system through compressing the incoming air using the 
vehicle’s forward momentum to propel forward.  However, he concluded that with proper 
evidence that the design would not work effectively but his study was only applicable to 
subsonic flight. However, the concept caught on and was further experimented when the 
potential for ram compression was realised for supersonic flights (Fry, 2004; Curran, 2001). 
Weber & Mackay (1958) then published an analysis study that compared the performance 
between conventional ramjet engines (CRJ) and supersonic combustion ramjets, or scramjets. 
The analysis was conducted for flight speeds of Mach 4-7 and it was concluded that scramjets 
have better performance when operating at Mach numbers above 5 for an isentropic inlet. This 
result is obtained from this study is shown in Figure 1 below reproduced from Weber & Mackay 
(1958).  
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Figure 1 Engine efficiency for CRJ and SCRJ with different inlet types (Weber & Mackay, 1958) 
While it is difficult to determine the benefits of scramjets directly from Figure 1, it is important 
to note that this study was published in 1958 where CRJs had decades worth of research data 
while scramjet studies were still in their infancy. However, scramjets superior performance 
above supersonic speeds were undebatable due to the dissipation losses from the requirement 
of subsonic flows in the combustion chamber while flows remain supersonic throughout the 
engine for scramjets. However, Weber & Mackay’s (1958) study had the assumption that fuel 
mixing is satisfactory and was sustained in the supersonic combustion engines. This was a large 
unknown factor in their study which continues to be a major technical hurdle even today. The 
performance between air-breathing propulsion systems were further analysed by measuring the 
specific impulse and further concluded that it was substantially higher than a conventional 
rocket and with a scramjet, the performance further extended into higher Mach regimes but 
required the use of hydrogen fuel for the scramjet due to the need for hydrogen’s higher cooling 
capacity (Fry, 2004). The results are reproduced in Figure 2 below. 
 
Figure 2 Characteristic performance by engine type (Fry, 2004) 
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A more recent study regarding the benefits of scramjets was performed by Flaherty, Andrews, 
& Liston (2010) whom conducted an analysis on the operability benefits of air-breathing 
hypersonic propulsion for flexible space access. Flaherty et al. (2010) developed new 
operability-based metrics relative to the U.S. Air Force missions such as number of launch 
opportunities per day, launch-window duration and time to rendezvous with a target spacecraft. 
Flaherty et al. (2010) utilised a thorough Monte Carlo analysis to demonstrate that rocket 
systems were outperformed by scramjet based combined-cycle system while assuming equal 
specific impulses for both systems. While the study provided benefits for the use of scramjets, 
it is difficult to compare a probability analysis to real life haunch scenarios that has been highly 
regulated but it provides an indication to the potential strengths and advantages of scramjet 
systems. To provide a quantifiable benefit of scramjets, Smart & Tetlow (2009) conducted a 
study that analysed a 3-stage-to-orbit system, utilising liquid-fuelled reusable rockets for its 
initial and third stage and a scramjet secondary stage that ranged from Mach 6 to 12. They 
concluded that the scramjet engines compared favourably to current rocket systems for small 
payloads. 
2.2 Skin Friction Reduction Methods 
 
With the benefits of scramjets over conventional transportation systems established, one of the 
major challenges that is prevalent in combustor design is due to the large skin friction drag 
caused by turbulent boundary layers that are expected at the high altitude and Mach number 
environments where scramjets are expected to operate.  This skin friction drag in the scramjet 
combustion chamber is a major proportion of the total drag generated by the scramjet engine 
which goes up to as high as 25% (Tanimizu, 2008). The loss of specific impulse in a scramjet 
caused by the drag losses is shown in Figure 3, reproduced from Swithenbank et al. (1991). 
 
Figure 3 Specific impulse loss caused by skin friction drag (Swithenbank et al., 1991) 
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It is theorised that the hypersonic boundary layer attached to the vehicle can heavily affect this 
drag force and it is highly beneficial to achieve control over the boundary layer formed in the 
scramjet combustor due to the large proportion of drag losses along the whole scramjet engine 
(Barth, Wheatley & Smart, 2013). Therefore, it is suggested that reducing the drag losses in 
scramjet combustors can provide a significant improvement in scramjet effectiveness. 
The skin friction reduction methods were summarised in a PhD thesis by Turner (2010). These 
methods include transition control by means of boundary layer mass-suction or compliant wall 
coatings, slot injection and film cooling. Furthermore, skin friction can also be reduced by 
shortening of the combustor through inlet injection and reduced contraction ratio inlet which 
reduces flow density. Finally, another method similar to the slot injection is boundary layer 
combustion of hydrogen which have been subjected to multiple studies (Goyne et al., 2000; 
Chan et al., 2010). The following sections summarises the techniques employed by researchers 
to reduce the drag losses in scramjet combustors which are relevant to this thesis report. 
2.2.1 Film Cooling 
 
As mentioned before, film cooling is one of the well-investigated methods used to reduce skin 
friction drag in combustors.  
Film cooling was initially a method developed to de-ice airplane wings, followed by 
applications for gas turbine blades, rocket nozzles and cones protection (Eckert, Goldstein, 
Haji-Sheikh & Tsou, 1966).  
Later on, Parthasarathy & Zakkay (1970) investigated the use of film cooling to reduce heat 
transfer losses from the heated boundary layer to the exposed surface as the air flows through 
at supersonic speed. This was done by the injection of cold gases such as air or hydrogen 
directly into the boundary layer and it was found that this technique also reduced skin-friction 
drag along the surface. A further study conducted by Cary & Hefner (1972) concluded that 
skin-friction reduction effectiveness due to film cooling is proportional to flow speed. It was 
also found that the skin-friction reduction occurs predominantly directly downstream of the slot 
and continues to increase monotonically. The mechanism behind this phenomenon was caused 
by the injection of gas into the boundary layer thickens the boundary layer, thus, reduced near-
wall momentum along the surface. Furthermore, generating smaller wall-normal stream-wise 
velocity gradients along the surface due to the thicker boundary layer, reduces shear stress and 
in turn, skin friction which is described by equation (1) below (Barth et al., 2013): 
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𝜏𝑤 =  𝜇𝑤
𝑑𝑢
𝑑𝑦𝑤
      (1) 
2.2.2 Boundary Layer Combustion 
 
Another method for skin friction drag reduction in scramjet combustors is through the injection 
and burning of fuel (commonly, hydrogen) into the boundary layer that develops along the 
surface of the combustor walls. This method execution is similar to the film cooling technique 
and usually compliments the film cooling effects.  
Kulgein (1962) studied the effects of boundary layer combustion by injecting methane through 
a porous wall into a turbulent boundary layer. While the study concluded that there was no 
significant effect cause by combustion, it was suggested to be likely due to the roughness of the 
porous wall offsetting any benefits that may have been gained from combustion. Wooldridge 
& Muzzy (1965) conducted similar experiments but with hydrogen fuel instead. Their study 
produced a more promising results where the assumption of the turbulent Prandtl and Schmidt 
numbers have a value of unity across the boundary layer.  
A more recent study by Goyne et al. (2000) proceeded to demonstrate both experimentally and 
numerically the capabilities of the boundary layer technique in skin friction reduction. The 
experiments were conducted by injecting hydrogen fuel using a slot injector into a 1-meter-long 
duct. The experiment demonstrated that the local skin friction coefficient can be reduced up to 
80% with the presence of boundary layer combustion.  
With the capabilities of boundary layer combustion proven, Stalker (2005) published a 
theoretical analysis to quantify the effects of hydrogen combustion in a hypersonic turbulent 
boundary layer. In this analysis, the importance of Reynold stresses that causes shear stress was 
highlighted as it plays a predominant role in the form of turbulent viscosity for the viscous drag 
in turbulent boundary layers. Stalker’s (2005) analysis was able to predict the results obtained 
by Goyne et al.’s (2000) study with sufficient accuracy within a 10-15% error range. Stalker’s 
(2005) suggestion of the importance of Reynold’s stresses in supersonic skin friction reduction 
by boundary layer combustion was supported by Deman’s (2007) study that with heat addition, 
Reynolds shear stress was reduced, thus, limiting the transport of momentum to the wall, 
reducing wall shear stress and ultimately skin friction drag. 
While Stalker’s (2005) analytical theory was sufficiently accurate in describing some flow 
physics behind the skin-friction reduction by combustion, it is limited by the fact that it is only 
applicable to hydrogen fuel and does not provide an understanding on how operating parameters 
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can affect the boundary layer. Barth, Wheatley & Smart (2013) published a new analytical study 
to redevelop Stalker’s (2005) theory for a general fuelling condition as well as provide a better 
understanding behind skin friction reduction mechanisms caused by boundary layer 
combustion. 
Barth et al.’s (2013) analytical study was able to provide an examination into the underlying 
flow physics to predict the mechanisms behind the skin friction reduction capabilities of 
boundary layer combustion. The phenomena behind the skin friction reduction mechanism is a 
combined effect of a local reduction in wall mixture viscosity and flow density as well as the 
injection of low speed and momentum fuel which reduces the near-wall velocity gradient and 
the heat released due to the combustion within the boundary layer. When heat is released due 
to the combustion reaction, the local temperature along the wall is increased which affects the 
density profile and turbulent velocity fluctuations along the boundary layer. This reduction in 
the density profile and turbulent velocity fluctuations reduces the turbulent transport of 
momentum from the freestream flow to the surface of the scramjet engine and reduces the skin 
friction drag acting along the walls.  
From Barth et al.’s (2013) study, they were also able to predict the amount of fuel necessary to 
achieve effective boundary layer combustion in a scramjet engine. This was done by 
representing the amount of required as a fuel-equivalence ration with each ratio’s total skin 
friction drag reduction. This result is reproduced in the figure below. 
 
Figure 4 Boundary layer fuel equivalence ratio against percent reduction in internal drag (Barth et al., 2013) 
It is estimated that a boundary layer equivalence ratio, ϕ ≈ 0.1 achieves an optimum boundary 
layer fuel mass flow rate for a scramjet combustor. There are minimal advantages in increasing 
above this equivalence ratio and the remaining fuel should be injected through the mainstream 
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flow of the combustor instead to achieve an optimum trade-off between thrust and skin-friction 
reduction.  
With the effectiveness of slot injection on skin-friction reduction demonstrated experimentally 
and numerically, Barth, Wheatley & Smart’s (2012) study investigated the possibility of an 
alternative to slot injection for boundary layer fuel injection in scramjet combustors due to the 
low practicality of slot injectors. It was stated that it would be difficult to construct a slot injector 
with the necessary strength and manufacturability to be useful in a practical scramjet combustor 
design. They proposed the alternative injection method of an array of porthole injectors in the 
face of a backward step and the study followed up with a performance comparison of skin 
friction reduction between a slot injector and a variety of porthole spacing cases with constant 
fuel mass flow. The numerical set-up is reproduced from Barth et al. (2012) and is shown in the 
figure below. 
 
Figure 5 Model geometry used in barth et al.’s (2012) study 
While they did not achieve combustion for the porthole injector cases, they were able to gain 
an understanding of the relative drag reduction performance between slot injection and porthole 
injections. The lack of combustion was suggested to be attributed to the lack of turbulent mixing 
and diffusion of the hydrogen fuel to reach optimum ignition condition. It was suggested that 
the generation of oblique shocks when a scramjet inlet is operating at a flight regime at a lower 
design Mach number can result in a propagation of a shock train throughout the entire 
combustor. These shocks would then enhance mixing or create radical production zones while 
developing along the combustor walls. Without these, the hydrogen fuel used in the study had 
to rely solely on turbulent diffusion and mixing to ignite. However, it was concluded that, for 
the porthole injector case with a narrow spacing of smaller diameters for a constant fuel mass 
flow rate, the skin friction reduction performance is similar, suggesting porthole injection as a 
viable alternative to slot injectors for film cooling and boundary layer combustion. This also 
suggests the viability of CFD simulations done with a slot injector to be representative of 
porthole injectors with a small enough spacing. 
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Pudsey et al. (2015) further investigated the use of multi-porthole injector arrays in a numerical 
study that investigated film cooling and boundary layer combustion in a supersonic and 
hypersonic flow. The numerical study was performed by injecting hydrogen fuel on a flat plate 
through an array of small portholes in a Mach 4.5 crossflow at 4 different mass flow rates and 
two streaming porthole spacings within the boundary layer. 
The study demonstrated that there was a further global viscous drag reduction in the presence 
of boundary layer combustion when compared to the non-reacting cases that only employed 
film cooling. The results indicated the largest combustion-induced viscous drag reduction 
occurred at the case with largest spacing and maximum injection pressure which achieved a 
total reduction of 78%. This result obtained by Pudsey et al. (2015) is reproduced below. 
 
Figure 6 Global drag reduction with combustion (Pudsey et al., 2015) 
To further investigate the skin-friction reduction phenomena, Pudsey et al. (2015) defined a 
span-wise averaged skin friction coefficient, 𝑐?̅? where for a provided stream-wise plane, the 
local shear stress, 𝜏𝑥, is integrated along a span-wise strip of length, Lz, and non-
dimensionalised by the density and velocity of the combustor inlet, shown in equation (2) 
reproduced from Pudsey et al. (2015) below:  
𝑐?̅?(𝑥) =  
2
𝜌𝐼𝑢𝐼
2𝐿𝑧
∫ 𝜏𝑥𝑑𝑧
𝐿𝑧
0
      (2) 
The detailed skin-friction reduction for each case is reproduced below. 
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Figure 7 Local drag reduction with combustion due to (a) fuel mass flow (b) injector spacing (Pudsey et al., 2015) 
Pudsey et al. (2015) revealed that the small reduction in viscous drag with the reacting cases 
were attributed to combustion along the wall, evident in the product of water vapour, H2O when 
investigating the flow field.  
The results further demonstrate the usefulness of port-hole injectors in skin-friction reduction 
and utilises the same mechanisms suggested by Stalker (2005) and Barth et al. (2013). However, 
the study was limited by the short downstream distance so it was impossible to predict the 
performance further downstream. Furthermore, similar to other studies, it does not take into 
account the effects of mainstream combustion on the boundary layer combustion effectiveness. 
The effects of mainstream combustion on boundary layer combustion effectiveness was 
investigated as an addition in Chan’s (2012) study. Chan (2012) investigated mainstream 
combustion through a simple heat addition into the whole combustor chamber to evaluate it 
effects. The study was examined using an axisymmetric model using CFD representative of a 
circular constant-area duct for 3 cases: no heat addition, with heat addition in the boundary 
layer and heat addition everywhere. The models are reproduced below. 
 
Figure 8 (a) Heat addition in boundary layer (b) Heat addition everywhere (c) No heat addition (Chan, 2012) 
The pressure distribution and skin friction coefficient along the surface for each case are 
reproduced in the graphs below. 
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Figure 9 (a) Surface static pressure (b) Skin friction coefficient (Chan, 2012) 
The figures above indicate that skin friction coefficient is only reduced in the case where 
combustion occurs in the boundary layer, and had no effect when combustion occurred across 
the entire duct. However, it is important to note that a simple heat addition that occurs across 
the whole duct may not be a true representation of a scramjet combustor in operation. The lack 
of oblique shocks throughout the duct produces a similar problem as Barth et al.’s (2012) study 
where combustion may not occur appropriately.  
It is demonstrated from this review that while the potential of boundary layer combustion is 
covered by a considerable amount of research in regards to its flow phenomena in the 
combustor, few studies have focused on the effects of mainstream combustion on the skin 
friction reduction effectiveness of boundary layer combustion.   
 
   
 13 | P a g e  
 
3. Methodology 
 
This section outlines the computer software used to simulate the combustion within a scramjet 
combustor and the numerical process that was implemented for each model. The purpose of 
each model and the numerical analysis involved is outlined below. 
3.1 Computational Fluid Dynamics (CFD) Solver 
 
3.1.1 Eilmer3 
 
The simulations conducted for this project were performed using an in-house hypersonic flow 
CFD solver named Eilmer3, which was developed by Gollan & Jacobs (2013) and numerous 
other contributors at the University of Queensland for the primary purpose of teaching and 
conducting research activities. Eilmer3 solves the compressible Navier-Stokes equations which 
produces two and three-dimensional, time-accurate transient compressible flow simulations 
using multi-block structural grids. Eilmer3 utilises governing equations based on finite-volume 
cells with conservation of mass, momentum and energy flux equations through cell interfaces 
(Gollan & Jacobs, 2013). The Eilmer3 program is user-controlled through a python script that 
provides a constant set of functions that defines geometry, species mass fractions, gas models 
and flow conditions such as velocity, temperature, pressure as well as the boundary conditions 
of the model. The results files obtained were primarily viewed using ParaView for this thesis.  
Initial simulations for this thesis were run on 4 CPUs in parallel on a personal computer with 
an Intel Skylake Quad Core Processor but final simulations that required more computational 
resources were run in parallel on multiple cores using UQ’s Goliath Cluster. 
3.1.2 Turbulence Model 
 
A turbulence model is user-selected to produce a turbulent boundary layer in the simulations. 
The turbulence in each simulation was modelled using the k-ω model. The k-ω model was first 
presented independently by Kolmogorov (1942) and Saffman (1970) and was further improved 
continually by Wilcox (2006; 2008) for the past three decades for the implementation of a wide 
range of turbulent flows. The latest k-ω model was quoted to be less sensitive to turbulence 
specifications at the freestream and improved performance for the prediction of flow separation 
for supersonic and hypersonic flows (Wilcox, 2006). The validity of the latest model was 
investigated by Chan, Jacobs & Mee (2011) for scramjet applications through test cases with 
expected scramjet flow field representations. The study demonstrated the validity of the model 
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with experimental results for predicting viscous drag and heat transfer distribution for an 
axisymmetric cylinder model with a Mach 9 flow. However, the study also demonstrated the 
necessity for non-dimensional value of the cells adjacent to the wall, known as y+, to be less 
than 1 and cell aspect ratios of less than 600 for best accuracy of solutions. This dimensionless 
wall distance, y+ is described by equation (3) where 𝑢∗ is friction velocity at the nearest wall, 
𝑣 is the local kinematic viscosity of the fluid and y is the distance to the nearest wall. 
𝑦+ =
𝑢∗𝑦
𝑣
      (3) 
Therefore, these values will be extensively controlled for the simulations conducted in this 
project. 
The initial values of the turbulent kinetic energy, k, and specific dissipation rate, ω, is calculated 
using equation (4) and (5) where 𝑈∞ is the mean freestream flow velocity, 𝜌∞ is the density of 
the freestream flow, 𝜇𝑡∞ is the freestream turbulent viscosity and with an assumption of 
turbulence intensity, I = 0.01, combined with the Sutherland Correlation for air viscosity 
(Sutherland, 1893). 
𝑘 =  
3
2
(𝑈∞𝐼)
2     (4) 
𝜔 =  𝜌∞
𝑘
𝜇𝑡∞
      (5) 
The k and ω calculations have been implemented directly as part of the python script that 
generates each model which can be seen in the provided python input scripts of each model in 
Appendix A. 
3.1.3 Reaction Mechanisms 
 
To reduce computational time, a suitable reaction mechanism had to be selected to model the 
combustion of hydrogen fuel in every case. The combustion of hydrogen fuel in all simulations 
conducted for this thesis are modelled using the 18-species, 60-reaction scheme which was 
conceived by Rogers & Schexnayder (1981).  
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3.2 Experimental Validation Model 
 
The following numerical model was set up to validate the simulation results obtained using 
Eilmer3. The simulation results were validated with Goyne et al.’s (2000) shock tunnel 
experiment results. 
3.2.1 Geometry and Grid Generation 
 
The geometry was adapted from Goyne et al.’s (2000) shock tunnel dimensions. The tunnel 
consisted of a 229mm diameter and 26m long free piston driver, with a 75mm diameter and 
10m long shock tube. Furthermore, there was a contoured axisymmetric nozzle with a throat 
diameter of 25mm and a length of 135mm. The experimental set-up is reproduced in the figure 
below. 
 
Figure 10 Experimental schematic by Goyne et al. (2000) 
Due to heavy computational expense required for reacting simulations, a comprehensive study 
of the full geometry of the shock tunnel and all the flow conditions was not simulated at present. 
Furthermore, only the first measurement point was required to validate our results so the full 
shock tunnel dimensions were truncated and only a section was investigated. This section is 
simulated as a 350mm length 2D chamber with the slot injector inlet starting at 100mm into the 
chamber. This length was able to cover the first measurement point in Goyne et. al (2000) shock 
tunnel experiment located at 200mm after the slot injector inlet. 
A 2-dimensional grid was generated with a fully structured approach using a mesh generator 
included in Eilmer3’s preparation program, e3prep.py (Jacobs, et al., 2015) and is shown in the 
figure below. 
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Figure 11 Experimental validation model grid with dimensions 
The grid generated has a cell number count of 43200. The grid refinement consists of a high 
clustering near the walls and around the slot injector inlet. This is to ensure that the viscous 
boundary layer along the walls are well resolved and the freestream flow transition around the 
slot injector is sufficiently captured. 
3.2.2 Flow Conditions 
 
The inflow conditions were also adapted from Goyne et al. (2000). The freestream inflow 
conditions are based on the shock tunnel duct entry flow conditions and the slot injector inflow 
conditions are based on injection hydrogen condition 2 (slot injector inlet thickness of 3mm) of 
the shock tunnel experiment as reproduced in Table 2 below.  
The freestream inflow is simulated as air with oxygen and nitrogen ratio of 0.23:0.77 and the 
slot injector inflow is pure hydrogen fuel so freestream combustion is neglected in this model 
similar to the experimental set-up by Goyne et al. (2000). The flow conditions are outlined in 
the tables below. 
Table 1 Freestream inflow conditions for experimental validation model 
Mach No. Temperature (K) Pressure (kPa) Density (kgm-3) Velocity (ms-1) 
4.25 1660 75 0.155 3330 
 
Table 2 Slot injected hydrogen inflow conditions for experimental validation model 
Mach No. Temperature (K) Pressure (kPa) Density (kgm-3) Velocity (ms-1) 
1.5 183.63 46.95 0.062 1550 
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3.3 Axisymmetric Divergent Combustor – Injector Slot Model 
 
The following section outlines the numerical set-up for an axisymmetric divergent model with 
a slot injector.  
3.3.1 Geometry and Grid Generation 
 
The geometry of this combustor model is based upon Landsberg’s (2013) work which was 
previously adapted from Turner (2010)’s PhD doctoral dissertation. For this case, a divergent 
axisymmetric combustor with a circular inlet radius of 20mm and an outlet radius of 28.6mm 
is modelled. While Landsberg’s (2013) model had a length of 0.5 m, only 0.25m will be 
modelled in this thesis to reduce computational time. The model set-up is shown in Figure 12. 
 
Figure 12 Slot Injector Model Set-Up 
As shown in figure 12, the model was adjusted to include a step with a slot injector to inject 
hydrogen fuel into the combustor at 0.025m into the combustor length. To provide effective 
boundary layer combustion, the required slot injector size was determined to be 0.00025m in 
size. This calculation can be found in Appendix B. The grid generated is shown in Figure 13. 
 
Figure 13 Slot Injector Model Grid with Dimensions 
The grid refinement consists of high clustering of cells near the walls and around the slot 
injector inlet. Similar to the experimental validation model, this is to ensure that the viscous 
boundary layer along the walls are well resolved and the freestream flow transition around the 
slot injector is sufficiently captured. In this model, boundary conditions were applied to the 
combustor wall (north walls) as a no-slip isothermal walls (with a constant temperature of 
300K), a symmetry plane modelled with a slip-plane (south walls), a shock train producing 
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supersonic freestream inflow, a hydrogen injecting inlet with conditions based on Table 4, and 
extrapolated outflow. An example Eilmer3 input script for this model can be found in Appendix 
A.2.  
3.3.2 Flow Conditions 
 
The simulation flow parameters were also based upon Turner (2010)’s PhD doctoral 
dissertation. This is representative of a scramjet operating within the test region of HyShot II 
and representative of a scramjet flying at Mach 8, at 30km altitude. The flight conditions are 
reproduced below. 
Table 3 HyShot II flight conditions for a Mach 8, 30km altitude operation 
Temperature (K) Pressure (kPa) Velocity (ms-1) 
932 47.9 2005 
 
However, the inlet flow used in this simulation is an established inlet profile derived from 
Landsberg’s (2013) work. The provided inlet flow was generated from a triple ramp 
axisymmetric inlet at Mach 8. This is used to produce a simulation that is closer to a realistic 
scramjet combustor with shock trains already existing before entering the combustor. 
The inflow conditions for the slot injection of hydrogen fuel is outlined in Table 4. 
Table 4 Hydrogen fuel slot injection flow condition 
Mass Flow 
Rate (kg/s) 
Mach 
No. 
Temperature 
(K) 
Pressure 
(kPa) 
Density 
(kgm-3) 
Velocity 
(ms-1) 
0.00197 1 250 53.4819 0.05187 1201.4158 
 
Refer to Appendix B for calculations used to determine the hydrogen fuel inlet flow condition. 
Four different scenarios will be studied regarding the combined effects of boundary layer 
combustion and film cooling (fuel injection) for the slot injector model. The scenarios are given 
in Table 5 below.  
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Table 5 Slot Injector Scenario Cases 
 Case Mainstream Combustion Fuel Injection (Fuel Injection) 
I0 Absent Absent 
I1 Absent Present 
I2 Present Absent 
I3 Present Present 
 
Case I0 is used as the baseline where there is neither fuel injected, nor mainstream combustion 
occurring. The skin friction reduction performance of each case will be compared to this 
baseline. Mainstream combustion will be initiated by the addition of hydrogen into the 
freestream air flow. The freestream air for the cases with mainstream combustion is modelled 
with an oxygen, nitrogen and hydrogen ratio of 0.22814:0.750966:0.0208941. 
3.4 Axisymmetric Divergent Combustor – Porous Wall Model 
 
The following section outlines the numerical set-up for an axisymmetric divergent model with 
a porous wall. 
3.4.1 Geometry and Grid Conditions 
 
The geometry of the porous wall model is also based upon Landsberg’s (2013), similar to the 
injector slot model. For this case, a divergent axisymmetric combustor with a circular inlet 
radius of 20mm and an outlet radius of 28.6mm with a length of 0.25m is also modelled. The 
model set-up is shown in Figure 14. 
 
Figure 14 Porous Wall Model Set-Up 
Unlike the slot injector model, the porous wall model uses a smooth wall transition for the 
contact of the freestream flow and the injected hydrogen fuel. The grid generated is shown in 
Figure 15. 
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Figure 15 Porous wall model with dimensions 
The grid generated has a cell number count of 20800 cells and has high clustering of cells near 
the walls and the transition area when the freestream flow initially interacts with the injected 
hydrogen fuel. Similar to the experimental validation model and injector slot model, this is to 
ensure that the viscous boundary layer along the walls are well resolved and the freestream flow 
and the velocity gradient is accurately captured. The same freestream inlet condition was used, 
and the boundary condition for the outlet, symmetry plane and walls were also the same. The 
only difference is a large proportion of the wall is now modelled as a hydrogen fuel inlet acting 
as a porous wall. An example Eilmer3 input script for this model can be found in Appendix 
A.3. 
3.4.2 Flow Conditions 
 
The freestream inlet conditions are identical to the freestream inlet condition for the slot injector 
model. The same established inlet profile derived from Landsberg (2013) was used.  
The mass flow rate of hydrogen fuel injection for the porous wall model was set to be equal to 
the mass flow rate for the slot injector model to provide a fair performance comparison between 
the two models. The inflow conditions for the porous wall injection of hydrogen fuel is 
summarised in Table 6. 
Table 6 Porous wall hydrogen fuel inflow conditions 
Mass Flow 
Rate (kg/s) 
Mach No. Temperature 
(K) 
Pressure 
(kPa) 
Density 
(kgm-3) 
Velocity 
(ms-1) 
0.00197 0.0004880 300 120 0.09699 0.6423 
 
Refer to Appendix C for hydrogen fuel inflow condition calculations. 
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4. Results and Discussion 
 
4.1 Experimental Validation Model 
 
The purpose of this model is to provide a validation to the results obtained from the CFD 
simulation so that the chosen turbulence models and boundary conditions are an accurate 
representation of a realistic solution. 
4.1.1 y+ Distribution 
 
For simulations that involves the development of a viscous boundary layer, it is important to 
have enough clustering of cells near the walls to accurately capture the boundary layer effects. 
The grid requirements are represented by the dimensionless wall distance described in equation 
(3) as discussed in section 3.1.2. The y+ distribution for the simulations conducted with and 
without fuel injection is shown in Figure 16 below.  
 
Figure 16 y+ distribution along the walls  
The y+ along the whole length of the walls of the combustor modelled is approximately between 
2 and 2.5.  Note that the sharp decline in y+ is caused by the injector slot step along the wall 
which disrupts the development of the boundary layer before the fuel injection. While the y+ 
distribution did not achieve the ideal value of 1, a y+ between 1 and 3 is generally enough to 
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capture the boundary layer effects. Therefore, it is concluded that the grid used is sufficient in 
resolving the boundary layer. 
4.1.2 Flow Fields 
 
As the experimental model was constructed to validate simulation results with experimental 
results, a comprehensive analysis of the flow fields would not be discussed. However, it is still 
important to look at flow phenomena to determine whether boundary layer combustion has 
occurred. 
 
Figure 17 Water Vapour (H2O) mass fraction contour plot for case with fuel injection 
The H2O distribution suggests that combustion has occurred which chemically converted the 
pure hydrogen (H2) fuel into other species. The plot also shows that H2O peaks downstream of 
the chamber which represents that the combustion process is condensed further downstream 
into the chamber. However, this is attributed by Goyne et al. (2000)’s shock tunnel experiment 
was over 1m long and it was deliberately designed to have a fuel mass flow rate that could 
distribute the hydrogen fuel further downstream.  
 
Figure 18 Temperature contour plots for case (a) with fuel injection (b) with no fuel injection 
The temperature distribution shown in Figure 18 for the fuel injection shows behaviours similar 
to the H2O profile. From figure 18, the temperature downstream the injector slot for the case 
with fuel injection is significantly different compared to the case with no fuel injection. There 
is a low temperature region downstream of the injector slot caused by film cooling effects from 
the cold fuel contrasted by the no fuel injection case that has a hot boundary layer forming along 
the walls.  
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4.1.3 Model Validation with Experimental Results 
 
As the main core subject of interest in this report is the skin-friction reduction performance, 
Goyne et al.’s (2000) experiment on skin-friction reduction through boundary layer combustion 
is ideal for validating our models. Therefore, the resultant skin-friction drag along the 
combustor walls, downstream of the hydrogen fuel injector is obtained and shown in Figure 19. 
 
Figure 19 Local shear stress along the walls downstream of the slot injector fuel inlet 
The numerical results obtained supports the findings from Goyne et al. (2000) with the skin-
friction reduction effects caused by boundary layer combustion. Furthermore, skin-friction 
reduction percentage is calculated so that a direct comparison with the experimental results can 
be achieved.  
 
Figure 20 Skin friction reduction comparison with experimental data point reproduced from Goyne et al. (2000) 
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The experimental data point from Goyne et al. (2000) has been reproduced in Figure 20 to 
compare with the results obtained through the numerical CFD simulations conducted. The skin-
friction drag reduction performance achieves a close correlation and is within the error range 
of the experimental result. While the effects further downstream of the modelled chamber was 
not able to be compared, it is not highly important as the other simulation models used in this 
thesis does not extend beyond the length of the combustor in the experimental validation model. 
Therefore, simulation results obtained using the experimental validation model have been 
successfully validated with experimental results. The CFD parameters used in this model such 
as the turbulence model and reaction mechanisms have also been validated and will be used in 
other models.  
4.2 Axisymmetric Divergent Combustor – Injector Slot Model 
 
The axisymmetric divergent combustor with an injector slot represents the main study of this 
thesis to investigate the effects of mainstream combustion on the skin friction reduction 
effectiveness of boundary layer combustion in a scramjet combustor.  
4.2.1 Grid Convergence Study 
 
A grid convergence study was conducted to determine the grid requirements that can accurately 
capture important flow structures. The convergence study was performed with the conditions 
of case I1, the case with film cooling but no mainstream combustion. For this study, the 
Richardson extrapolation method is applied which reports a grid convergence index (GCI) to 
determine the spatial discretisation error of which the method is described by Celik et al. (2008). 
The simulations conducted for other cases used the medium grid so the grid convergence study 
involves the addition and removal of grid points in the i and j direction of the grid. The grid 
adjustment details are detailed in Table 7. 
Table 7 Grid convergence study statistics 
Grid Number of cells Refinement factor 
Fine 46,750 R21 = 1.25 
Medium 30,000 R32 = 1.25  
Coarse 16,950 – 
As the total integrated viscous force is the main variable in this thesis, the parameter is used as 
the value of refinement in the Richardson extrapolation application for this study. This viscous 
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force was calculated through the integration of the local shear stress along the length of the 
combustor downstream of the hydrogen fuel injection as shown in Figure 21.  
 
Figure 21 Grid convergence shear stress distribution for case I1 
From the Richardson extrapolation approach, the discretisation error can be estimated and is 
obtained through an estimation by limiting the grid-spacing approaching zero from three grid 
refinements.  
The evaluation of Richardson extrapolation has yielded a result indicating a fine grid GCI of 
4.73% and a coarse grid GCI of 9.47% with an order of convergence, p = 2.95. The total drag 
force at a grid spacing approaching zero is estimated to be 71.775 N with an error band of 9.47% 
or 6.731 N. Based on this study, the total drag force for Case I1 is estimated to be FD = 71.0775 
N with an error band of 9.47% or 6.731 N. 
The grid convergence study results from Richardson extrapolation are provided in Figure 22. 
The study concludes that the total viscous drag calculated is grid-independent. Furthermore, the 
medium grid results lie within the asymptotic range of convergence so further grid refinements 
are unnecessary as it is not computationally beneficial.  
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Figure 22 Grid convergence study after Richardson extrapolation 
4.2.2 y+ Distribution 
 
The y+ distribution along the normalised combustor length for each case is shown in Figure 
23.  
 
Figure 23 y+ distribution along the combustor walls for each case 
The y+ distribution for the slot injector grid ranges from 1 to 2 depending on the case. The result 
shows that the grid generated for the slot injector model is sufficiently accurate in resolving the 
boundary layer. Note that the abrupt dip in y+ is caused by having a slot injector step in the 
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model which disrupts the development of the boundary layer before the freestream reaches the 
hydrogen fuel injection. 
4.2.3 Simulation Solution Convergence 
 
To determine whether the simulations have converged, an arbitrary point on the combustor wall 
at 0.2 m into the chamber was selected. The change in local pressure and local temperature at 
this point over the simulated time was recorded to determine the convergence of the solution. 
The recorded results for each case is shown in Figure 22 and 23.  
 
Figure 24 Convergence of pressure over time for each slot injector case 
 
Figure 25 Convergence of temperature over time for each slot injector 
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From the figures, local temperature converged faster than local pressure for every case. Note 
that I2 and I3 required a longer simulation time as combustion was suppressed from the initial 
0.15ms to prevent complicated flow structures from occurring before the flow was established 
and also to ease computational expense. The longest simulation was I3 which converged at 
approximately 0.5ms into the simulated time. This is expected due to the presence of both 
mainstream combustion and boundary layer combustion in the combustor chamber. 
From this comparison, it was concluded that the simulation for every case had sufficiently 
converged.  
4.2.4 Skin Friction Drag Reduction Performance 
 
To evaluate the skin friction drag reduction performance for each case, the local wall shear 
stress directly downstream is plotted against axial distance along the walls after fuel injection. 
 
Figure 26 Local wall shear stress downstream from fuel injection for each case 
A more detailed comparison is performed by evaluating the averaged skin friction coefficient 
described in equation (2). The skin friction coefficient is non-dimensionalised by the equivalent 
skin friction coefficient with no combustion (case I0). Furthermore, the dimensional length 
values have been non-dimensionlised by the total length of the combustor wall downstream of 
the slot injector. The results are produced in Figure 32. 
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Figure 27 Normalised skin friction reduction performance for each case 
The results obtained showed that the case with mainstream combustion with boundary layer 
combustion (I3) provided the highest skin friction drag reduction performance, contradicting 
results obtained by Chan (2012). In Chan’s (2012) study, heat was simply added into the whole 
compartment of the combustor to simulate mainstream combustion. However, this is found to 
be an inaccurate representation of mainstream combustion. From the H2 and H2O contour plots 
shown in Figure 29 and 30, it is shown that hydrogen fuel in the freestream does not ignite 
immediately after entering the combustor chamber, but rather, develops a combustion band 
throughout the flow that seems to act as a barrier that reduces the momentum transport from 
the freestream to the walls, similar to the mechanism behind the skin friction reduction caused 
by boundary layer combustion explained by Barth et al. (2013), thus reducing near-wall 
momentum and skin-friction drag along the walls. 
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Figure 28 H2 mass fraction contour plots 
 
Figure 29 H2O mass fraction contour plots 
Case I1 (no mainstream combustion with boundary layer combustion model) shows a 
substantial skin friction reduction only directly downstream of the fuel inlet and has a low skin 
friction reduction effectiveness as the fuel travels further downstream. This phenomenon 
supports the results obtained from Pudsey et al.’s (2015) on skin friction reduction through 
boundary layer combustion using multi-porthole injectors. The chosen mass flow rate for the 
injected hydrogen fuel, based on Barth et al. (2013)’s recommended equivalence ratio, is too 
small to provide the film cooling benefits observed in Goyne et al.’s (2000) experiment further 
downstream and according to Barth et al. (2013), increasing the equivalence ratio offers no 
additional benefit due to the trade-off between thrust and skin friction reduction. This can be 
observed in the temperature contour plots in Figure 30 for case I1 where the cool hydrogen air 
is concentrated in front of the fuel inlet. 
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Figure 30 Temperature contour plots 
While the effects of boundary layer combustion for case I1 was expected, when paired with 
mainstream combustion, it was unexpected as it enhanced the skin friction reduction 
performance even further. Observing case I2 in Figure 27, despite not having fuel injection to 
promote boundary layer combustion, the skin friction reduction performance exceeded that of 
case I1 along the combustor walls that were not directly in front of the fuel inlet. As mentioned 
before, the generated combustion band as well as combustion in the freestream also aided in 
the skin friction reduction performance by reducing the velocity profile along the combustor 
wall as shown in the Mach contour plots in Figure 31. 
 
Figure 31 Mach number contour plot 
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The combination of mainstream combustion and boundary layer combustion attributed to a 
shorter ignition time for the freestream air with hydrogen as seen in Figure 28 and 29. 
Furthermore, the enhanced combustion throughout the combustor chamber provided a 
significantly lower density profile throughout the chamber shown in the density contour plots 
in Figure 32. 
 
Figure 32 Density contour plots 
Therefore, by simulating a circular, axisymmetric combustor with a shock train inlet using 
Eilmer3, it was found that skin friction drag reduction performance by boundary layer 
combustion is enhanced in the presence of mainstream combustion. 
4.3 Axisymmetric Divergent Combustor – Porous Wall Model 
 
The porous wall model was developed to provide a comparison between different fuel injections 
and their effects on skin friction reduction by boundary layer combustion. Due to time 
constraints, a comprehensive analysis of the porous wall model was not able to be conducted. 
Therefore, only one case scenario was simulated to provide the comparison. The model was 
simulated with the same parameters as the slot injector I3 case (with mainstream combustion 
and boundary layer combustion). 
4.3.1 y+ Distribution 
 
As the grid was altered to convert a slot injector to a porous wall, the y+ for the model is 
evaluated and the results is shown in Figure 26.  
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Figure 33 y+ distribution for porous wall model 
The y+ is found to be between 0.4 and 2. It is concluded that the grid was sufficient in resolving 
the boundary layer effects in the simulation. However, unlike the case with the slot injectors, 
the y+ distribution seems to be uneven throughout the combustor, possibly caused by the 
constant stream of fuel injection through the porous wall. 
4.3.2 Fuel Injection Method Comparison for Skin Friction Reduction Performance 
 
The local wall shear stress over the combustor walls for the porous wall model is obtained and 
compared with slot injector case I3 with the presence of mainstream combustion and boundary 
layer combustion. 
 
Figure 34 Skin friction drag distribution comparison between porous wall and slot injection 
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The porous model was set up to inject hydrogen fuel in a continuous manner along the whole 
combustor wall to initiate boundary layer combustion. As seen in figure 34, the shear stress 
along the wall for the porous wall model consists of oscillating peaks where there are regions 
of extremely high skin friction drag and regions with near-zero drag. This seems to be attributed 
by the bow shocks generated from the freestream flow with pressures that surpasses the pressure 
of the fuel injection, thus creating regions where hydrogen fuel is unable to enter the combustor. 
This is seen in Figure 35 such as the H2 mass fraction contour plot where the hydrogen fuel is 
seen only in regions behind the shock train generated by the freestream that can be seen in the 
temperature contour plot. It is hypothesised that this phenomenon can be prevented by 
increasing the inlet pressure of the hydrogen fuel. Despite the peak in wall shear stress, the 
water vapour (H2O) plot suggests a higher combustion rate is occurring in the porous wall 
model than the slot injector model. 
 
Figure 35 Porous wall contour plot for (a) Mach number (b) H2 mass fraction (c) H2O mass fraction (d) Temperature (e) 
Density 
It is difficult to provide a direct skin friction reduction performance comparison using the local 
wall shear stress distribution shown in Figure 35. Therefore, the total viscous force drag was 
evaluated for both cases through the integration of the local wall shear stress over the combustor 
wall length after fuel injection. The total viscous drag force is summarised in the table below. 
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Table 8 Summary of total viscous drag force for the fuel injection method comparison 
Fuel Injection Method Total Viscous Drag Force (N) 
Slot injector 44.6027 
Porous Wall 26.2133 
 
According to the calculated total viscous drag force, the porous wall performs better to reduce 
skin friction drag in a combustor with boundary layer combustion in the presence of mainstream 
combustion. The porous wall model viscous drag force was 40% lower than the slot injector 
model’s total viscous drag force with the same fuel mass injection rate. However, more work 
is required to be conducted for the porous wall model as a comprehensive analysis was not 
conducted for it. 
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5. Conclusion 
 
The motivation behind this research was conducted to investigate the effects of different fuel 
injection strategies and the presence of mainstream combustion on the skin friction reduction 
performance through boundary layer combustion in scramjet combustors. Boundary layer 
combustion has been an attractive topic of interest in research due to its ability to reduce skin 
friction drag in scramjet engines. However, few studies have taken into account the presence of 
mainstream combustion when dealing with boundary layer combustion. Furthermore, the 
effectiveness of boundary layer combustors has mostly been proven using a slot injector in other 
works but alternatives such as a porous wall is considered due to the impracticalities associated 
with manufacturing a slot injector for a scramjet combustor. The relative effectiveness of 
boundary layer fuelling through a porous wall and a slot injector is required to be studied. 
Therefore, this gap in literature is the motivational drive behind this research. 
The research was performed through numerical simulations using UQ’s in-house CFD 
hypersonic flow solver. The models were validated through an experimental validation study 
that attempted to reproduce the results obtained from experimental work done by past literature 
using Eilmer3. The model for this study was representative of a shock tunnel experiment that 
was investigating the effectiveness of boundary layer combustion in skin friction reduction. The 
results obtained from this experimental validation study produced a result that correlates 
extremely closely with the experimental results. It was concluded that the simulation model 
was successfully validated and the model parameters such as turbulence models and reaction 
schemes were continued to be used for the main simulations of this thesis. 
2D axisymmetric scramjet combustor with an injector slot simulations were performed to 
determine the effects of mainstream combustion. A developed inlet profile with shock waves 
was used to simulate a more realistic scramjet combustor scenario. The study determined that 
skin friction reduction performance by boundary layer combustion is further improved in the 
presence of mainstream combustion. Simulation results showed an increase in skin friction 
reduction performance of up to 50% when compared to boundary layer combustion without 
mainstream combustion. The increase in performance is attributed to the generation of 
combustion bands in the mainstream combustion cases which reduced near-wall momentum, 
lowered the density profile near the wall and ultimately, reduced skin friction drag. A grid 
convergence study was performed on a chosen case and it was determined that the simulation 
solutions are grid-independent. 
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Furthermore, the porous wall fuel injection was also investigated through one simulation 
involving mainstream combustion and boundary layer combustion. Unfortunately, a 
comprehensive study was unable to be conducted for the porous wall case due to time 
constraints but the study was able to provide a basic comparison between porous wall and slot 
injectors. Despite unusual flow fields, the porous wall model still produced a converged 
solution where the calculated total viscous drag force in the porous wall injection combustor to 
be 40% less compared to the slot injector model with the same inlet flow and hydrogen fuel 
injection rate indicating that porous walls performed better than slot injectors. 
In conclusion, the simulations in this study have demonstrated the effectiveness of boundary 
layer combustion technique as a robust method, if not more, in reducing skin friction drag in 
the presence of mainstream combustion. Furthermore, a brief study determined that porous wall 
fuel injection is more effective than slot injector fuel injection. 
5.1 Future Work 
 
This thesis has identified various areas that can be further improved and require further 
investigation due to time constraints and objectives outside of the scope of this thesis. These 
issues can be considered as possible future research opportunities. 
The porous wall model investigation can be further improved by a more comprehensive analysis 
similar to the slot injector model simulations conducted in this thesis. The fuel inlet flow 
conditions assumption made in this thesis proved to be not as effective and produced unusual 
flows in the model. This can be further improved by establishing more well-informed 
assumptions regarding the hydrogen fuel inlet flow conditions. Furthermore, a porous wall that 
has a gradual increase in fuel mass injection rate along the combustor can be considered to 
reduce the shock formation in the porous wall model combustors. 
Other fuel injection methods can be investigated as well such as the multi-porthole injectors 
that have gained the attention of researcher recently due to their better practical applications 
than slot injectors. The multi-porthole injectors have been investigated by Pudsey et al. (2015) 
in boundary layer combustion research and can be further extended to incorporate mainstream 
combustion. 
Due to time constraints and unavailability of heavy computer resources, the models were 
limited to 2-dimensional and axisymmetric in this work. However, it is suggested that the 
modelled circular combustor with a slot injector might be considered impractical in application. 
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Therefore, 3-dimensional simulations can be performed to provide a more practical design in 
fuel injection selection as well as determined the effects of mainstream combustion in a 3-D 
chamber. 
The final recommendation for future work that can be conducted is to validate the effects of 
mainstream combustion determined in the simulations performed in this thesis with 
experimental data. The results obtained in this report can provide a preliminary baseline for the 
preparation of experimental work and to validate the numerical results that has been obtained 
in this report. 
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7. Appendices 
Appendix A – Eilmer3 Input Scripts 
A.1 Experimental Validation Model 
1. # Author: Tien Ken Kevin Ngo   
2.    
3. gdata.title = "Scramjet Combustor Experimental Validation Model"   
4.    
5. import numpy as np   
6. import math as m   
7. # Geometry Parameters   
8. Rn = 10.0e-3 # m   
9.    
10. gdata.dimensions = 2   
11. gdata.viscous_flag = 1   
12. gdata.turbulence_model = "k_omega"   
13. gdata.diffusion_model = "FicksFirstLaw"   
14. gdata.diffusion_flag = 1   
15. gdata.viscous_signal_factor = 0.0   
16.    
17. species=select_gas_model(model='thermally perfect gas', species=['O', 'O2', 'N', 'N2
', 'H', 'H2', 'H2O', 'HO2', 'OH', 'NO', 'NO2', 'HNO2', 'HNO3', 'O3', 'H2O2', 'HNO'])
   
18. set_reaction_scheme("Rogers_Schexnayder.lua", reacting_flag=1)   
19.    
20. # Mainstream Flow Condition   
21. gmodel = get_gas_model_ptr()   
22. molef = {'O2':0.22814, 'N2':0.750966, 'H2':0.0208941}   
23. massf = gmodel.to_massf(molef)   
24.    
25. M_inf = 4.25   
26. p_inf = 75000 #Pa   
27. T_inf = 1660 #K   
28. dummy = FlowCondition(p=p_inf, T=T_inf, massf=massf)   
29. a_inf = dummy.flow.gas.a   
30. u_inf = M_inf*a_inf   
31.    
32. # Estimates turbulence quantities for free stream   
33. I_inf = 0.01   
34. mu_t_on_mu = 1.0;   
35. tke_inf = 1.5 * (u_inf * I_inf)**2   
36. rho_inf = p_inf / (287.0 * T_inf)   
37. def mu_air(T):   
38.     "Suthreland expression for air viscosity"   
39.     # Viscosity of air at a given temp   
40.     mu_ref = 17.89e-6; T_ref = 273.1; S = 110.4   
41.     T_T0 = T / T_ref   
42.     return mu_ref * (T_ref + S)/(T + S) * T_T0 * m.sqrt(T_T0);   
43. mu_t_inf = mu_t_on_mu * mu_air(T_inf)   
44. omega_inf = rho_inf * tke_inf/mu_t_inf   
45.    
46. inflow = FlowCondition(p=p_inf, T=T_inf, u=u_inf, v=0.0, massf=massf, tke=tke_inf, o
mega=omega_inf)   
47. initial = FlowCondition(p=p_inf, T=T_inf, u=u_inf, v=0.0, massf=massf)   
48.    
49. # Injector Flow Condition   
50. molef1 = {'H2':1.0}   
51. massf1 = gmodel.to_massf(molef1)   
52.    
53. M_inf1 = 1.5   
54. p_inf1 = 46951.93 #Pa   
55. T_inf1 = 183.63 #K   
56. dummy1 = FlowCondition(p=p_inf1, T=T_inf1, massf=massf1)   
57. a_inf1 = dummy1.flow.gas.a   
58. u_inf1 = M_inf1*a_inf1   
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59. inflow1 = FlowCondition(p=p_inf1, T=T_inf1, u=u_inf1, v=0.0, massf=massf1)   
60.    
61. # Geometry setup   
62. L = 0.35      # Length of combustor [m]   
63. I_h = 0.003  # Height of injector slot [m]   
64. I_p = 0.1 # Location of injector slot - @10% of the length of the combustor from the
 inlet [m]   
65. theta = 0   
66. r_in = 0.026   
67.    
68. A = Node(0, 0, label = 'A')   
69. B = Node(I_p, 0, label = 'B')   
70. C = Node(L, 0, label = 'C')   
71. D = Node(L, L*tan(theta) + r_in, label = 'D')   
72. E = Node(D.x, D.y + I_h, label = 'E')   
73. G = Node(I_p, I_p*m.tan(theta) + r_in, label = 'G')   
74. F = Node(G.x, G.y + I_h, label = 'F')   
75. H = Node(0, r_in, label = 'H')   
76.    
77. # Construct paths at boundaries   
78. AB = Line(A, B)   
79. BC = Line(B, C)   
80. CD = Line(C, D)   
81. DE = Line(D, E)   
82. FE = Line(F, E)   
83. GF = Line(G, F)   
84. HG = Line(H, G)   
85. AH = Line(A, H)   
86. BG = Line(B, G)   
87. GD = Line(G, D)   
88.    
89. # Clustering   
90. ## Block 0   
91. cl_HG = RobertsClusterFunction(1, 1, 1.25)   
92. cl_BG = RobertsClusterFunction(1, 1, 1.01)   
93. cl_AB = RobertsClusterFunction(1, 1, 1.25)    
94. cl_AH = RobertsClusterFunction(1, 1, 1.01)   
95.    
96. ## Block 1   
97. cl_GD = RobertsClusterFunction(1, 0, 1.05)   
98. cl_CD = RobertsClusterFunction(1, 1, 1.01)   
99. cl_BC = RobertsClusterFunction(1, 0, 1.05)   
100.    
101. ## Block 2   
102. cl_FE = RobertsClusterFunction(1, 0, 1.05)   
103. cl_DE = RobertsClusterFunction(1, 1, 1.1)   
104. cl_GF = RobertsClusterFunction(1, 1, 1.1)   
105.    
106.    
107. # Block Setup   
108. nni = 240   
109. nni2 = 200   
110. nnj = 80   
111. nnj2 = 40   
112. blk0 = SuperBlock2D(make_patch(HG, BG, AB, AH), nni=nni, nnj=nnj, nbi =  4, n
bj = 2, fill_condition = initial, cf_list=[cl_HG, cl_BG, cl_AB, cl_AH], bc_list = [F
ixedTBC(300), "None", FixedTBC(300), SupInBC(inflow)])   
113.    
114. blk1 = SuperBlock2D(make_patch(GD, CD, BC, BG), nni=nni2, nnj=nnj, nbi = 4, n
bj = 2, fill_condition = initial, cf_list=[cl_GD, cl_CD, cl_BC, cl_BG], bc_list = ["
None", ExtrapolateOutBC(), FixedTBC(300), "None"])   
115.    
116. blk2 = SuperBlock2D(make_patch(FE, DE, GD, GF), nni=nni2, nnj=nnj2, nbi = 4, 
nbj = 1, fill_condition = inflow1, cf_list=[cl_FE, cl_DE, cl_GD, cl_GF], bc_list = [
FixedTBC(300), ExtrapolateOutBC(), "None", SupInBC(inflow1)])   
117.    
118. ## Block for no fuel injection   
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119. #blk2 = SuperBlock2D(make_patch(FE, DE, GD, GF), nni=nni2, nnj=nnj2, nbi = 4,
 nbj = 1, fill_condition = inflow1, cf_list=[cl_FE, cl_DE, cl_GD, cl_GF], bc_list = 
[FixedTBC(300), ExtrapolateOutBC(), "None", FixedTBC(300)])   
120.    
121. identify_block_connections()   
122.    
123. gdata.max_time = 0.00045   
124. gdata.max_step = 2000000   
125. gdata.dt = 1.0e-10   
126. gdata.dt_plot = 2e-5   
127. gdata.dt_history = 2e-5   
128. gdata.flux_calc = "adaptive"   
129.    
130. # SVG renderer   
131. sketch.xaxis(-Rn, 3*Rn, 0.5*Rn, -0.1*Rn)   
132. sketch.yaxis(0.0, 4*Rn, 1.0*Rn, 0.0)   
133. sketch.window(-0.5*Rn, 0.0, 2.5*Rn, 3.0*Rn, 0.05, 0.05, 0.15, 0.15)   
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A.2 Slot Injector Model 
1. # Author: Tien Ken Kevin Ngo   
2.    
3. gdata.title = "Scramjet Combustor Alot Injector Model"   
4.    
5. import numpy as np   
6. import math as m   
7. Rn = 10.0e-3 # m   
8.    
9. gdata.dimensions = 2   
10. gdata.axisymmetric_flag = 1   
11. gdata.viscous_flag = 1   
12. gdata.turbulence_model = "k_omega"   
13. gdata.diffusion_model = "FicksFirstLaw"   
14. gdata.diffusion_flag = 1   
15. gdata.viscous_signal_factor = 0.0   
16. gdata.reaction_time_start = 1.5e-4   
17.    
18. species=select_gas_model(model='thermally perfect gas', species=['O', 'O2', 'N', 'N2
', 'H', 'H2', 'H2O', 'HO2', 'OH', 'NO', 'NO2', 'HNO2', 'HNO3', 'O3', 'H2O2', 'HNO'])
   
19. set_reaction_scheme("Rogers_Schexnayder.lua", reacting_flag=1)   
20.    
21. # Mainstream Flow Condition   
22. gmodel = get_gas_model_ptr()   
23. molef = {'O2':0.23, 'N2':0.77}   
24. massf = gmodel.to_massf(molef)   
25.    
26. p_inf = 47.9e3 #Pa   
27. T_inf = 932 #K   
28. u_inf = 2005 #m/s   
29.    
30.    
31. # Estimates turbulence quantities for free stream   
32. I_inf = 0.01   
33. mu_t_on_mu = 1.0;   
34. tke_inf = 1.5 * (u_inf * I_inf)**2   
35. rho_inf = p_inf / (287.0 * T_inf)   
36. def mu_air(T):   
37.     "Suthreland expression for air viscosity"   
38.     # Viscosity of air at a given temp   
39.     mu_ref = 17.89e-6; T_ref = 273.1; S = 110.4   
40.     T_T0 = T / T_ref   
41.     return mu_ref * (T_ref + S)/(T + S) * T_T0 * m.sqrt(T_T0);   
42. mu_t_inf = mu_t_on_mu * mu_air(T_inf)   
43. omega_inf = rho_inf * tke_inf/mu_t_inf   
44.    
45. initial = FlowCondition(p=p_inf/2, T=T_inf, u=u_inf, v=0.0, massf=massf)   
46.    
47. # Injector Fuel Flow Condition   
48. molef1 = {'H2':1.0}   
49. massf1 = gmodel.to_massf(molef1)   
50.    
51. #M_inf1 = 1   
52. p_inf1 = 53481.9323803 #Pa   
53. T_inf1 = 250.00 #K   
54. u_inf1 = 1201.41583143   
55. inflow1 = FlowCondition(p=p_inf1, T=T_inf1, u=u_inf1, v=0.0, massf=massf1)   
56.    
57. # Geometry setup   
58. #                 
59. #              K __________________________________________ L   
60. #              I|__________________________________________|J                       
61. #              G|__________________________________________|H   
62. #        D _____|__________________________________________|     
63. #         |     |E                                         |F   
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64. #         |     |                                          |   
65. #         |     |                                          |   
66. #         |     |                                          |   
67. #         |_____|__________________________________________|   
68. #        A      B                                           C   
69. #   
70. L = 0.5      # Length of combustor [m]   
71. I_h = 0.00125  # Step_size height [m]   
72. I_hs = 0.00025 # Fuel slot height [m]   
73. I_hw = (I_h - I_hs)/2 # Step-size wall [m]   
74. I_p = 0.05 # Location of injector slot - @5% of the length of the combustor from the
 inlet [m]   
75. r_in = 0.02  # Radius of inlet of combustor [m]   
76. r_out = 0.0286 # Radius of outlet of combustor [m]   
77. theta = m.atan(((r_out-r_in-
I_h))/(L)) # Divergence angle for combustor of 0.5m length with r_in = 20mm and r_ou
t = 28.6mm with 1mm injector slot   
78.    
79. A = Node(0, 0, label = 'A')   
80. B = Node(I_p*L, 0, label = 'B')   
81. C = Node(L/2, 0, label = 'C')   
82. D = Node(0, r_in, label = 'D')   
83. E = Node(B.x, r_in + (L*I_p)*m.tan(theta), label = 'E')   
84. F = Node(C.x, r_in + (L/2)*m.tan(theta), label = 'F')   
85. G = Node(E.x, E.y + I_hw, label = 'G')   
86. H = Node(C.x, F.y + I_hw, label = 'H')   
87. I = Node(E.x, G.y + I_hs, label = 'I')   
88. J = Node(C.x, H.y + I_hs, label = 'J')   
89. K = Node(E.x, E.y + I_h, label = 'K')   
90. L = Node(C.x, J.y + I_hw, label = 'L')   
91.    
92. # Construct paths at boundaries   
93. AB = Line(A, B)   
94. BC = Line(B, C)   
95. AD = Line(A, D)   
96. BE = Line(B, E)   
97. CF = Line(C, F)   
98. DE = Line(D, E)   
99. EF = Line(E, F)   
100. EG = Line(E, G)   
101. GH = Line(G, H)   
102. FH = Line(F, H)   
103. GI = Line(G, I)   
104. HJ = Line(H, J)   
105. IJ = Line(I, J)   
106. IK = Line(I, K)   
107. JL = Line(J, L)   
108. KL = Line(K, L)   
109.    
110. # Clustering   
111. ## Block 0   
112. cl_DE = RobertsClusterFunction(1, 1, 1.03)   
113. cl_BE = RobertsClusterFunction(0, 1, 1.006)   
114. cl_AB = RobertsClusterFunction(1, 1, 1.03)    
115. cl_AD = RobertsClusterFunction(0, 1, 1.006)   
116.    
117. ## Block 1   
118. cl_EF = RobertsClusterFunction(1, 0, 1.008)   
119. cl_CF = RobertsClusterFunction(0, 1, 1.006)   
120. cl_BC = RobertsClusterFunction(1, 0, 1.008)   
121.    
122. ## Block 2   
123. cl_GH = RobertsClusterFunction(1, 0, 1.008)   
124. cl_FH = RobertsClusterFunction(1, 0, 1.135)   
125. cl_EG = RobertsClusterFunction(1, 0, 1.135)   
126.    
127. ## Block 3   
128. cl_IJ = RobertsClusterFunction(1, 0, 1.008)   
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129. cl_HJ = "None"   
130. cl_GI = "None"   
131.    
132. ## Block 4   
133. cl_KL = RobertsClusterFunction(1, 0, 1.008)   
134. cl_JL = RobertsClusterFunction(0, 1, 1.135)   
135. cl_IK = RobertsClusterFunction(0, 1, 1.135)   
136.    
137.    
138. # Block Setup   
139. nni = 60   
140. nni2 = 200   
141. nnj = 80   
142. nnj2 = 20   
143. nnj3 = 6   
144.    
145. blk0 = SuperBlock2D(make_patch(DE, BE, AB, AD), nni=nni, nnj=nnj, nbi = 1, nb
j = 4, fill_condition = initial, cf_list=[cl_DE, cl_BE, cl_AB, cl_AD], bc_list = [Fi
xedTBC(300), "None", SlipWallBC(), UserDefinedBC("udf-supersonic-in-turb-shock-h2-
rogers-mapped.lua")])   
146.    
147. blk1 = SuperBlock2D(make_patch(EF, CF, BC, BE), nni=nni2, nnj=nnj, nbi = 4, n
bj = 4, fill_condition = initial, cf_list=[cl_EF, cl_CF, cl_BC, cl_BE], bc_list = ["
None", ExtrapolateOutBC(), SlipWallBC(), "None"])   
148.    
149. blk2 = SuperBlock2D(make_patch(GH, FH, EF, EG), nni=nni2, nnj=nnj2, nbi = 4, 
nbj = 1, fill_condition = inflow1, cf_list=[cl_GH, cl_FH, cl_EF, cl_EG], bc_list = [
"None", ExtrapolateOutBC(), "None", FixedTBC(300)])   
150.    
151. blk3 = SuperBlock2D(make_patch(IJ, HJ, GH, GI), nni=nni2, nnj=nnj3, nbi = 4, 
nbj = 1, fill_condition = inflow1, cf_list=[cl_IJ, cl_HJ, cl_GH, cl_GI], bc_list = [
"None", ExtrapolateOutBC(), "None", SupInBC(inflow1)])   
152.    
153. blk4 = SuperBlock2D(make_patch(KL, JL, IJ, IK), nni=nni2, nnj=nnj2, nbi = 4, 
nbj = 1, fill_condition = inflow1, cf_list=[cl_KL, cl_JL, cl_IJ, cl_IK], bc_list = [
FixedTBC(300), ExtrapolateOutBC(), "None", FixedTBC(300)])   
154.    
155. identify_block_connections()   
156.    
157. gdata.max_time = 0.0008   
158. gdata.max_step = 500000   
159. gdata.dt = 5.0e-11   
160. gdata.dt_plot = 1e-6   
161. gdata.dt_history = 1e-6   
162. gdata.flux_calc = "adaptive"   
163.    
164. # History points   
165.    
166. HistoryLocation(0.15, r_in + I_h + (0.15)*m.tan(theta))   
167.    
168. # SVG renderer   
169. sketch.xaxis(-Rn, 3*Rn, 0.5*Rn, -0.1*Rn)   
170. sketch.yaxis(0.0, 4*Rn, 1.0*Rn, 0.0)   
171. sketch.window(-0.5*Rn, 0.0, 2.5*Rn, 3.0*Rn, 0.05, 0.05, 0.15, 0.15)   
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A.3 Porous Wall Model 
1. # Author: Tien Ken Kevin Ngo   
2.    
3. gdata.title = "Scramjet Combustor Porous Wall Model"   
4.    
5. import numpy as np   
6. import math as m   
7. Rn = 10.0e-3 # m   
8.    
9. gdata.dimensions = 2   
10. gdata.axisymmetric_flag = 1   
11. gdata.viscous_flag = 1   
12. gdata.turbulence_model = "k_omega"   
13. gdata.diffusion_model = "FicksFirstLaw"   
14. gdata.diffusion_flag = 1   
15. gdata.viscous_signal_factor = 0.0   
16. gdata.reaction_time_start = 2.0e-4   
17.    
18. species=select_gas_model(model='thermally perfect gas', species=['O', 'O2', 'N', 'N2
', 'H', 'H2', 'H2O', 'HO2', 'OH', 'NO', 'NO2', 'HNO2', 'HNO3', 'O3', 'H2O2', 'HNO'])
   
19. set_reaction_scheme("Rogers_Schexnayder.lua", reacting_flag=1)   
20.    
21. # Mainstream Flow Condition   
22. gmodel = get_gas_model_ptr()   
23. molef = {'O2':0.23, 'N2':0.77}   
24. massf = gmodel.to_massf(molef)   
25.    
26. p_inf = 47.9e3 #Pa   
27. T_inf = 932 #K   
28. u_inf = 2005 #m/s   
29.    
30.    
31. # Estimates turbulence quantities for free stream   
32. I_inf = 0.01   
33. mu_t_on_mu = 1.0;   
34. tke_inf = 1.5 * (u_inf * I_inf)**2   
35. rho_inf = p_inf / (287.0 * T_inf)   
36. def mu_air(T):   
37.     "Suthreland expression for air viscosity"   
38.     # Viscosity of air at a given temp   
39.     mu_ref = 17.89e-6; T_ref = 273.1; S = 110.4   
40.     T_T0 = T / T_ref   
41.     return mu_ref * (T_ref + S)/(T + S) * T_T0 * m.sqrt(T_T0);   
42. mu_t_inf = mu_t_on_mu * mu_air(T_inf)   
43. omega_inf = rho_inf * tke_inf/mu_t_inf   
44.    
45. initial = FlowCondition(p=p_inf/2, T=T_inf, u=u_inf, v=0.0, massf=massf)   
46.    
47. # Injector Fuel Flow Condition   
48. molef1 = {'H2':1.0}   
49. massf1 = gmodel.to_massf(molef1)   
50.    
51. #M_inf1 = 1   
52. p_inf1 = 120000 #Pa   
53. T_inf1 = 300.00 #K   
54. u_inf1 = 0.0110465052264 #m/s   
55. v_inf1 = -0.642238675953 #m/s   
56. inflow1 = FlowCondition(p=p_inf1, T=T_inf1, u=u_inf1, v=v_inf1, massf=massf1)   
57.    
58. # Geometry setup   
59. #        D ________________________________________________     
60. #         |     |E                                         |F   
61. #         |     |                                          |   
62. #         |     |                                          |   
63. #         |     |                                          |   
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64. #         |_____|__________________________________________|   
65. #        A      B                                           C   
66. #   
67. L = 0.5      # Length of combustor [m]   
68. I_h = 0.00125  # Step_size height [m]   
69. I_hs = 0.00025 # Fuel slot height [m]   
70. I_hw = (I_h - I_hs)/2 # Step-size wall [m]   
71. I_p = 0.05 # Location of injector slot - @5% of the length of the combustor from the
 inlet [m]   
72. r_in = 0.02  # Radius of inlet of combustor [m]   
73. r_out = 0.0286 # Radius of outlet of combustor [m]   
74. theta = m.atan(((r_out-
r_in))/(L)) # Divergence angle for combustor of 0.5m length with r_in = 20mm and r_o
ut = 28.6mm with 1mm injector slot   
75.    
76. A = Node(0, 0, label = 'A')   
77. B = Node(I_p*L, 0, label = 'B')   
78. C = Node(L/2, 0, label = 'C')   
79. D = Node(0, r_in, label = 'D')   
80. E = Node(B.x, r_in + (L*I_p)*m.tan(theta), label = 'E')   
81. F = Node(C.x, r_in + (L/2)*m.tan(theta), label = 'F')   
82.    
83. # Construct paths at boundaries   
84. AB = Line(A, B)   
85. BC = Line(B, C)   
86. AD = Line(A, D)   
87. BE = Line(B, E)   
88. CF = Line(C, F)   
89. DE = Line(D, E)   
90. EF = Line(E, F)   
91.    
92. # Clustering   
93. ## Block 0   
94. cl_DE = RobertsClusterFunction(1, 1, 1.03)   
95. cl_BE = RobertsClusterFunction(0, 1, 1.006)   
96. cl_AB = RobertsClusterFunction(1, 1, 1.03)    
97. cl_AD = RobertsClusterFunction(0, 1, 1.006)   
98.    
99. ## Block 1   
100. cl_EF = RobertsClusterFunction(1, 0, 1.008)   
101. cl_CF = RobertsClusterFunction(0, 1, 1.006)   
102. cl_BC = RobertsClusterFunction(1, 0, 1.008)   
103.    
104.    
105. # Block Setup   
106. nni = 60   
107. nni2 = 200   
108. nnj = 80   
109.    
110. blk0 = SuperBlock2D(make_patch(DE, BE, AB, AD), nni=nni, nnj=nnj, nbi = 2, nb
j = 2, fill_condition = initial, cf_list=[cl_DE, cl_BE, cl_AB, cl_AD], bc_list = [Fi
xedTBC(300), "None", SlipWallBC(), UserDefinedBC("udf-supersonic-in-turb-shock-h2-
rogers-mapped.lua")])   
111.    
112. blk1 = SuperBlock2D(make_patch(EF, CF, BC, BE), nni=nni2, nnj=nnj, nbi = 10, 
nbj = 2, fill_condition = initial, cf_list=[cl_EF, cl_CF, cl_BC, cl_BE], bc_list = [
SupInBC(inflow1), ExtrapolateOutBC(), SlipWallBC(), "None"])   
113.    
114.    
115. identify_block_connections()   
116.    
117. gdata.max_time = 0.0008   
118. gdata.max_step = 3000000   
119. gdata.dt = 5.0e-11   
120. gdata.dt_plot = 1e-5   
121. gdata.dt_history = 1e-5   
122. gdata.flux_calc = "adaptive"   
123.    
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124. # History points   
125. HistoryLocation(0.15, r_in + (0.15)*m.tan(theta))   
126.    
127. # SVG renderer   
128. sketch.xaxis(-Rn, 3*Rn, 0.5*Rn, -0.1*Rn)   
129. sketch.yaxis(0.0, 4*Rn, 1.0*Rn, 0.0)   
130. sketch.window(-0.5*Rn, 0.0, 2.5*Rn, 3.0*Rn, 0.05, 0.05, 0.15, 0.15)   
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Appendix B – Slot Injector Model Fuel Inflow Condition Calculation 
 
To determine the hydrogen fuel injection flow condition, the following assumptions have been 
made: 
 A boundary layer equivalence ratio, ϕ, of 0.15 is assumed to produce an effective 
boundary layer combustion, based on Barth et al.’s (2013) study.  
 Higher or equivalent pressure than the freestream pressure in the combustor chamber is 
required for the hydrogen fuel to be successfully injected into the chamber. 
 A Mach number of 1 is assumed to provide a subsonic entry into the boundary layer as 
a supersonic entry would produce shockwaves that interfere with the shocks throughout 
the combustor.  
 A stagnation temperature of the hydrogen fuel inflow is assumed to be 250 K. 
The calculations used to determine the hydrogen fuel inflow conditions are summarised below. 
1. Find the mass flow rate of the freestream airflow calculated based on the flow conditions 
shown in Table 3.  
?̇?𝑎𝑖𝑟 =  𝜌𝑎𝑖𝑟𝑣𝑎𝑖𝑟𝐴𝑖𝑛𝑙𝑒𝑡                     (6) 
?̇?𝑎𝑖𝑟 =  
𝑝𝑎𝑖𝑟
𝑅𝑎𝑖𝑟𝑇𝑎𝑖𝑟
𝑣𝑎𝑖𝑟𝜋𝑟𝑖𝑛𝑙𝑒𝑡
2     (7) 
2. Find the equivalent hydrogen mass flow rate from mass flow rate of freestream airflow. 
?̇?𝐻2𝑖𝑛𝑗 =  𝜙𝑓𝑠𝑡𝑜𝑖𝑐ℎ?̇?𝑎𝑖𝑟     (8) 
3. Determine the required slot injector size to produce an equivalent pressure to the 
freestream pressure. 
?̇?𝐻2𝑖𝑛𝑗 =  𝜌𝐻2𝑖𝑛𝑗𝑣𝐻2𝑖𝑛𝑗𝐴𝑖𝑛𝑗      (9) 
?̇?𝐻2𝑖𝑛𝑗 =
𝑃𝐻2𝑖𝑛𝑗
𝑅𝐻2𝑇𝐻2𝑖𝑛𝑗
√𝛾𝑅𝐻2𝑇𝐻2𝑖𝑛𝑗𝜋(2𝑟𝑖𝑛𝑙𝑒𝑡𝐻𝑖𝑛𝑗 + 𝐻𝑖𝑛𝑗
2 )   (10) 
𝐻𝑖𝑛𝑗 = √𝑟𝑖𝑛𝑙𝑒𝑡
2 +
4?̇?𝐻2𝑖𝑛𝑗𝑅𝐻2𝑇𝐻2𝑖𝑛𝑗
𝜋𝑃𝐻2𝑖𝑛𝑗√𝛾𝑅𝐻2𝑇𝐻2𝑖𝑛𝑗
− 𝑟𝑖𝑛𝑙𝑒𝑡     (11) 
The slot size calculated was then used to adapt the geometry to create the required slot injector 
in the slot injector model.  
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Appendix C – Porous Wall Model Fuel Inflow Condition Calculation 
 
To determine the hydrogen fuel injection flow condition for the porous wall model, the 
following assumptions have been made: 
 The hydrogen mass flow rate injected from the porous wall should be equivalent to the 
mass flow rate of the hydrogen fuel in the slot injector model. 
 A stagnation temperature of hydrogen fuel inflow is assumed to be 300 K. 
 Pressure of hydrogen fuel is set to 120 kPa. 
The calculations used to determine the hydrogen fuel injection flow conditions for the porous 
wall model are summarised below. 
1. Find the divergence angle for the modelled combustor for the porous wall model. 
𝜃 = 𝑡𝑎𝑛−1 (
𝑟𝑜𝑢𝑡𝑙𝑒𝑡−𝑟𝑖𝑛𝑙𝑒𝑡
𝐿
)     (12) 
2. Find the minimum and maximum radius of the combustor section that is modelled as a 
porous wall. 
𝑟𝑚𝑖𝑛 = 𝑟𝑖𝑛𝑙𝑒𝑡 + 0.025tan (𝜃)     (13) 
𝑟𝑚𝑎𝑥 = 𝑟𝑖𝑛𝑙𝑒𝑡 + 𝐿𝑚𝑜𝑑tan(𝜃)     (14) 
3. Fine the total height if the modelled diverging combustor is extrapolated to a cone-
shaped object. 
𝐻𝑟𝑚𝑎𝑥 =
𝑟𝑚𝑎𝑥
tan(𝜃)
      (15) 
𝐻𝑟𝑚𝑖𝑛 = 𝐻𝑟𝑚𝑎𝑥 − 𝐿𝑚𝑜𝑑      (16) 
4. Determine the total surface area of the modelled porous wall. 
𝐴𝑝𝑜𝑟𝑜𝑢𝑠 = 𝜋(𝑟𝑚𝑎𝑥√𝐻𝑟𝑚𝑎𝑥
2 + 𝑟𝑚𝑎𝑥2 − 𝑟𝑚𝑖𝑛√𝐻𝑟𝑚𝑖𝑛
2 + 𝑟𝑚𝑖𝑛
2  )   (17) 
5. Determine the required Mach number of the hydrogen fuel rate to achieve the required 
pressure. 
?̇?𝐻2𝑖𝑛𝑗 = ?̇?𝐻2𝑝𝑜𝑟 =  𝜌𝐻2𝑝𝑜𝑟𝑣𝐻2𝑝𝑜𝑟𝐴𝑝𝑜𝑟   (18) 
 
 53 | P a g e  
 
?̇?𝐻2𝑝𝑜𝑟 =
𝑃𝐻2𝑝𝑜𝑟
𝑅𝐻2𝑇𝐻2𝑝𝑜𝑟
𝑀𝐻2𝑝𝑜𝑟√𝛾𝑅𝐻2𝑇𝐻2𝑝𝑜𝑟𝐴𝑝𝑜𝑟     (19) 
𝑀𝐻2𝑝𝑜𝑟 =
?̇?𝐻2𝑝𝑜𝑟
𝑃𝐻2𝑝𝑜𝑟√
𝛾
𝑅𝐻2𝑇𝐻2𝑝𝑜𝑟
𝐴𝑝𝑜𝑟
      (20) 
The calculated Mach number is utilised in modelling the hydrogen fuel injection in the porous 
wall model. 
 
 
