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We introduce here a multi-type bootstrap percolation model, which we call T -Bootstrap Perco-
lation (T -BP), and apply it to study information propagation in social networks. In this model, a
social network is represented by a graph G whose vertices have different labels corresponding to the
type of role the person plays in the network (e.g. a student, an educator, etc.). Once an initial set
of vertices of G is randomly selected to be carrying a gossip (e.g. to be infected), the gossip propa-
gates to a new vertex provided it is transmitted by a minimum threshold of vertices with different
labels. By considering random graphs, which have been shown to closely represent social networks,
we study different properties of the T -BP model through numerical simulations, and describe its
implications when applied to rumour spread, fake news, and marketing strategies.
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I. INTRODUCTION
Most people have struggled at some point to find the
perfect present for their beloved: we hear from our son’s
friends that certain “bacteria growing kit” would be fun
for his 10th birthday - but will it actually be safe? Once
we hear from our son’s friends’ parents that the “bacteria
growing kit” is indeed entertaining and safe for that age,
we are close to decided on buying it. Is this recurrent
phenomenon a consequence of a natural instinct that one
has, where having the same information transmitted by
different “types” of people inspires more trust? If so, we
naturally wonder:
How many different types of people (colleagues, friends,
taxi drivers, etc.) should we hear a piece of informayion
from, before we start transmitting it as a true fact?
Or equivalently, and concerning marketing strategies,
How many different types of people should recommend
to us a service or a product before we buy it, and begin
recommending it ourselves?
Having a clear range for sources of information would
allow members of the society to disbelieve gossips and dif-
ferentiate fake news. Moreover, understanding this range
would also allow the industry to target wisely a mini-
mum amount of consumers within each type of people,
and using the natural propagating process to continue
the marketing on its own.
In this paper, we build a new model of informa-
tion/disease spread which we then use to understand
the above questions. Our model builds upon the classi-
cal Bootstrap Percolation introduced in [9], but incorpo-
rates the concept of different types of members of society.
Bootstrap percolation is a particular class of monotone
cellular automata describing an activation process which
follows certain activation rules, and which has been much
used to model interactions within societies. In particu-
lar, in the classical r-neighbour bootstrap process on a
graph G, a set A of initially “infected” vertices spreads by
infecting vertices with at least r already-infected neigh-
bours (e.g., see [1–4, 14, 15]).
FIG. 1: Examples of a social network where different colours
- labels - describe the types of people within gossip spread.
In the present manuscript we shall introduce a multi-
type version of bootstrap percolation which we call
a Trusted Bootstrap Percolation or T -Bootstrap
Percolation (T -BP) to answer an equivalent question
to those posed above:
How does information percolate when a messenger only
passes the information if it has been received by a
number of different sources of certain types?
In what follows, we use T -BP to numerically under-
stand the spread of gossip in random graphs G simulating
social networks. The simplest form of T -BP is:
Definition 1. Consider a finite or infinite graph G, two
natural numbers r,m ∈ N, a vector k = (k1, . . . , km) ∈
Nm of non-negative numbers for which exactly r of them
satisfy ki 6= 0, and a set A := A0 of initially “in-
fected” vertices in G. After assigning randomly a label
in {1, . . . ,m} to each vertex, we define r-bootstrap perco-
lation with trust level k on G as the process in which at
each time step all of the vertices which have at least ki
adjacent vertices infected with label i become infected.
In what follows we shall introduce and study the most
generic form of T -BP in Sections II-IV, and conclude the
paper describing the implications of our results within
society in Section V.
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2II. MULTI TYPE BOOTSTRAP PERCOLATION
In the simplest form of T -BP described above, at each
time t ∈ N, the set of infected vertices is given by
At+1 = At ∪ {v ∈ V (G) : |Ni(v) ∩At| ≥ ki
for i = 1, . . . ,m}, (1)
where Ni(v) denotes the set of adjacent vertices to v in
G with label i. The most generic form of our multi-type
bootstrap percolation model is inspired by the concept
of an update family U from [6].
Definition 2 (T -bootstrap percolation). A trust
family T := {K1, . . . ,Kn} is a tuple composed of trust
vectors Kj = (kj1, . . . , k
j
m) ∈ Nm. Then, we define
Trusted Bootstrap Percolation, or T -bootstrap
percolation, as the percolation process for which
A0 := A and at time t+ 1 the infected vertices are
At+1 = At ∪ {v ∈ V (G) : ∃Kj ∈ T s.t. (2)
|Ni(v) ∩At| ≥ kji for i = 1, . . . ,m}. (3)
It is important to note that classical r-neighbour boot-
strap percolation is a particular case of T -bootstrap per-
colation.
Example 1. An example of r-neighbour bootstrap is
given by T -bootstrap percolation for the trust family
T :=
{
Kj ∈ Nm
∣∣∣∣∣
m∑
i=1
kji = r
}
. (4)
Specifically, to recover r-neighbour bootstrap percolation
with only one label one may consider m = 1, and set
T = {K1 = (r)}.
When studying T -BP, it is useful to bear in mind its
application to society. For this, in its simplest form, the
above set up of T -BP corresponds to considering a soci-
ety with m different types of people, and a gossip that
spreads only if it’s passed by kj number of people of type
j. In the most generic set up, the requirement for a gos-
sip to spread is given by the existence of at least one
trust vector Ki for which the gossip can be passed by kj
people of type j, for all types j. For ease of notation, we
shall refer to r-neighbour T -BP when considering a
T -BP model with exactly r integers kj ∈ {0, 1} non-zero.
Example 2. Consider T -BP with m = 3, r = 2 and
ki = 1. In this case, the model can be used to repre-
sent the spread of a political rumour among a society of
Democrats, Republicans, and Independents. Labelling the
vertices with 1, 2, 3 to represent each political party, sup-
pose that, in order to limit the spread of biased (and po-
tentially false) information, there exists a rule that an
individual will only believe and pass on the rumour, if
he/she heard it from 2 people with different political back-
grounds. Then, the trust family in this model would be
T = {(1, 1, 0), (1, 0, 1), (0, 1, 1)}, and this is equivalent 2-
neighbour T -BP with 3 labels.
III. IMMUNITY TO GOSSIP SPREAD
In the following subsections we shall focus on two forms
of T -bootstrap percolation that are of particular interest:
r-neighbour T -BP, and the simplest T -BP, which has
single trust vector k. Within the T -BP a proportion of
the vertices is immune to the infection: these vertices do
not belong to At for any t ∈ N, and we shall formally
define the immune set by
I :=
{
v ∈ G : ∀Kj ∈ T , ∃i ∈ [m] s.t. |Ni(v)| < kji
}
,
for T = {K1, ...,Kn} the trust family, and Ki =
{kj1, ..., kjm} ∈ Nm trust vectors as before.
In order to study the T -BP on G, the vertices in I
need to be removed from G, leading to a modified graph
which sometimes will be disconnected, with some compo-
nents that might never become infected. To understand
the likelihood of percolation of a T -BP model and how
immune vertices disrupt percolation on a network, it is
useful to introduce the notion of diversity: given a vertex
v ∈ G in a T -BP model, define the diversity of v as the
number Dv of different labels that vertices have:
Dv := |{i ∈ {1, . . . ,m} : Ni(v) 6= ∅}| . (5)
A. Immunity for r-neighbour T -BP
In the case of r-neighbour T -BP, a vertex is immune if
it does not have neighbours of at least r distinct labels.
From the definition of r-neighbour T -BP, one can see
that if a vertex is not immune, then Dv ≥ r. Hence, it
is of particular interest to understand which vertices v
have Dv < r, since those will comprise all of the immune
vertices.
Example 3. Returning to Example 2, if an individual
knows only Democrats, then it is impossible for them to
be infected with gossip.
Consider T -BP on a graph G, and let each vector com-
ponent kj ∈ {0, 1}. Then, the probability that a vertex
v with |N(v)| = d has Dv ≤ r − 1 is
P (Dv ≤ r − 1) = 1
md
r−1∑
j=1
[(
m
j
)
(j!)
{
d
j
}]
, (6)
where
{
d
j
}
is the Sterling number of the second kind (the
reader may refer to Appendix A for the proof of this
statement). In particular, when the number of different
labels required is equal to the number of labels that exist,
i.e., when m = r, then
P (Dv ≤ r − 1) = 1
rd
r−1∑
j=1
[
r!
(r − j)!
{
d
j
}]
. (7)
3B. Immunity for the simplest form of T -BP
The second form of T -bootstrap percolation we shall
consider is the simplest form of T -BP in which there is
a single trust vector k = (k1, k2, ..., km). In this setting,
given a vertex v with degree d on a graph G, consider
the vector x = (x1, x2, ..., xm) where xi = |Ni(v)| is the
number of adjacent vertices with label i. In particular,∑m
i=1 xi = d. Moreover, note that a vertex is immune if
xi < ki for some integer i. In this case, the probability
of immunity pdI(k) for a vertex v with |N(v)| = d is
pdI(k) = 1−
d−(∑m−1l=1 kl)∑
xm=km
(
d
xm
)(
1
m
)xm
[ d−xm−(∑m−1l=1 kl)∑
xm−1=km−1
(
d− xm
xm−1
)(
1
m
)xm−2 [
· · ·
[ x1+x2−k1∑
x2=k2
(
x1 + x2
x2
)(
1
m
)x2 ( 1
m
)x1) ]]
...
]
The reader should refer to Appendix B for the proof of
the above equation.
Given a T -BP on a graph G, we shall denote by
pI(G, T ) the expected fraction of immune vertices on G,
and by pdI(T ) the probability of immunity for a vertex of
degree d with trust family T . Then, one can show that
in a T -BP on a graph G with degree distribution P (d),
one has that the fraction of immune vertices is
pI(G, T ) =
∞∑
j=0
pjI(T )P (j). (8)
Example 4. For a T -BP with m = r = 2 on Z2, one
has that pdI(T ) = 18 .
C. Immunity for T -BP on social networks
In order to understand the implications of T -BP when
modelling rumour spread in social networks, one needs
to consider graphs G which accurately represent soci-
ety. For this, note that many networks have a power
law degree distribution [19], which means that the frac-
tion of vertices in G having degree d is approximately
P (d) = d−γ for some constant γ ∈ R. For social net-
works particularly, γ is often around between 2 and 3
(e.g. see [10, 19]). However, although social networks
are relatively random, graphs known as deterministic hi-
erarchical networks have power law degree distributions
while also having predetermined configurations, making
them simpler to study. Thus, it becomes very interesting
to investigate the T -BP on a deterministic hierarchical
network with 2 ≤ γ ≤ 3.
An example of a deterministic hierarchical network
with 2 ≤ γ ≤ 3 is defined in [5], and shown in Figure
2. To construct it, start with one node, a root node.
Add two more nodes and connect them to the root. At
step n, add 3n−1 nodes each, identical to the figure in
the previous iteration (step n − 1) and connect the 2n
bottom nodes to the root. The degree exponent for these
graphs is γ = 1 + ln 3ln 2 .
FIG. 2: A hierarchical network as constructed in [5].
At n iterations there are
(
2
3
)
3n−i vertices with degree
2i+1 − 2. Hence, substituting k with 2i+1 − 2, one can
see that there are 2(3n−log2(k+2)) vertices of degree d at
this step. Hence we have that at n iterations, there are
2(3n−log2(d+2)) vertices of degree d. There are also 3n
vertices at n iterations and thus the probability a vertex
has degree d at n iterations is 2(d+ 2)− log2 3.
The maximum degree of any vertex on this graph is the
degree of the root, which at step n is given by 2n+1−2 [5].
Hence, this is the upper bound of the summation. To find
pI , or the expected fraction of initially immune vertices
on this model with trust family T , we need to find the
probability of immunity for a vertex with j neighbours
and then multiply that by the probability that a vertex
has j neighbours. Finally, taking this product across all
possible j one has that the expected fraction of immune
vertices pI(G, T ) for this hierarchical network is given by
pI(G, T ) =
2n+1−2∑
d=1
2(d+ 2)− log2 3pdI(T ). (9)
.
IV. T -BP ON RANDOM NETWORKS
When studying a percolation model, one is particu-
larly interested in the critical probability pc describing
the initial probability of infection that would make at
last half the graph infected by the end of the process.
Since society can be modelled through random graphs,
we shall dedicate the next section to the study of T -
BP on Erdos-Renyi graphs. In particular we study the
following properties, for which the results are primarily
analytical:
(I) The initial probability of infection p and the critical
probability of percolation pc;
(II) The fraction of the graph that is infected in At for
a given time t, or in A∞.
Through these properties of the model one can under-
stand how gossip spreads or how marketing models based
on T -BP behave. Note that the initial probability of in-
fection p determines the proportion of society that carries
4a gossip, or that have originally bought the objects for
which the marketing campaign is being analysed.
In what follows we shall consider the properties of T -
BP on random networks in terms of the main variables
of the T -BP model: the time t; the number m of labels a
vertex may have, the number r of different labels the set
of infected neighbours must include in order for a vertex
to be infected, and the probability ρ of having an edge
between two vertices. Finally, throughout this section,
for any value requiring multiple trials, we run 30 trials
and fix n := |V (G)| = 10000 vertices.
A. Variation of the model’s density
The percolation of the T -BP model depends heavily
on the probability ρ of having an edge between two ver-
tices. Indeed, one can see that for larger values of ρ, very
low initial probabilities of infection will lead to the whole
network being percolated by the end of the process, this
is, A∞ = G. Moreover, there is a clear wall crossing phe-
nomena for the fraction of the graph that is percolated
by the end of the process: a slight shift in p causes a large
jump in the fraction percolated and also the probability
of percolation. An example of this is given in Figure 3:
FIG. 3: Fraction of the graph percolated as the initial proba-
bility of infection p varies, given various values of the density
ρ, taking the integers n = 10000, m = 3, r = 2.
The above Figure 3 shows the relationship between
the fraction of a graph that would end up percolated and
the initial probability of infection, p. We considered this
for a T -BP model with m = 3 and r = 2 on Erdos-
Renyi graphs with various values for ρ. In particular,
one can see that for densities ρ ≥ 0.001, the model is very
likely to completely percolate for any initial probability
of infection p > 0.01.
Example 5. Consider the setting of Example 2, where a
society of 10000 people who are Democrats, Republicans
and Independents is modelled through T -BP with m =
3, r = 2 and ki ∈ {0, 1}. In this setting, from Figure 3
one can see that if people are on average connected to 10
people or more (this is ρ > 0.001), and more than 100
people initially believe certain gossip (this is p > 0.01),
then very quickly the whole society will carry that gossip.
On the other hand, if the average person only exchanges
gossip with 5 people or less (considering ρ < 0.0005),
even if 300 people initially carried the gossip, the whole
society would likely not end up carrying the gossip. In
fact, we would expect less than 2000 people carrying the
gossip by the end of the process (this is, the fraction of
the graph percolated would be less than 0.2).
Through our model, one can look at individual curves
in graphs as the ones in Figure 3, and determine the
critical probability pc for some fixed value for ρ.
FIG. 4: Variation of pc in terms of the density ρ for m = 3, 4,
where r = 2 and the number of vertices is n = 10000.
In Figure 4 we compare the value of pc to the value of
ρ for a 2-neighbor T -BP model with invariants m = 3, 4.
As expected, one can see that the more labels one has
(whilst requiring the same number of labels to be in-
fected), the higher the critical probability is. In other
words, the more different types of people a society has,
the higher the initial probability of carrying a gossip
needs to be in order for more than half the society to
believe the gossip by the end of the process. Moreover,
increasing the number of labels required makes the crit-
ical probability jump considerably. In particular, one
should compare the blue curve in Figure 4 and the graph
in Figure 5.
FIG. 5: Variation of pc in terms of the density ρ for m = 4
and r = 3, where the number of vertices is n = 10000.
Example 6. In order to see the importance of the num-
ber of non-zero ki a model has, we shall study a variation
of Example 2. Consider a society of 10000 people who
are either Democrats, Liberals, Independents or Politi-
cally Agnostic (hence, having m = 4). Suppose that the
average person exchanges gossips with 20 people (this is,
such that ρ = 0.002).
In this setting, if a person only passed a rumour if
it had been heard by at least 2 different types of people,
5then at least 25 people would need to carry the gossip
initially for it to spread to half the society or more (since
pc ∼ 0.0025). In contrast, of one required a rumour to
be heard from at least 3 different types of people before it
could be spread, then the gossip would need to be initially
believed by 250 people for it to spread to half the society
or more – this is, an order of magnitude more people than
if we required only two different types of carriers.
B. Variation of the model’s type
We shall now consider the relationship between the
fraction of a graph that would end up percolated and
the initial probability of infection p, while varying the
number r of required labels. As one would expect, a T -
BP model percolates much faster, and to a much larger
proportion of the society, the larger the number r of types
required is, and this is illustrated in Figure 6 where we
fixed n, ρ and m, and vary the number of labels:
FIG. 6: Fraction of the graph percolated in terms of the varia-
tion of p for varius r, where n = 10000, m = 4, and ρ = 0.005.
Example 7. Similar to Example 6, consider a society of
10000 people who are either Democrats, Liberals, Inde-
pendents or Politically Agnostic (hence, having m = 4),
but suppose now that the average person exchanges gos-
sips with 50 people (this is, such that ρ = 0.005). More-
over, suppose that initially only 200 people believe certain
gossip (p = 0.02). By requiring someone to believe the
gossip only if it is heard by every type of people, the gos-
sip would not spread over more than 25% of society. If
instead one only required any smaller number of different
types of people, the gossip would always spread over the
whole society by the end of the process.
In Figure 7 we plot r against pc, for various pairs of
parameters (m, ρ). As in the previous case, pc(r) appears
to fit a power law curve again, albeit more weakly in some
cases.
FIG. 7: Variation of pc with respect to r for (m, ρ) = (4, 0.005)
and (m, ρ) = (5, 0.003), for |V (G)| = 10000.
Numerically, one can see that for a fixed m the prob-
ability of percolation pc(r, ρ) seems to obey a power law
in both variables ρ and r, suggesting that
pc(r, ρ) = cf(m)r
e1ρ−e2 ,
where c, e1, e2 are all positive constants. Moreover, vary-
ing m also affects pc, which is why the f(m) component
is present.
We shall finally consider the average growth curve for
fixed values of total types m, number of types required
by the model r and density ρ. In terms of the initial
probability of infection, we can see the growth in Figure
8 where we considered the same density as in Figure 6
and Figure 7 to allow for comparison:
FIG. 8: Average growth curve (comparing the t to fracperc)
for graphs with m = 3, r = 2, n = 10000, and ρ = 0.005.
Example 8. One can see the relevance of Figure 8
through the setting of Example 2. Indeed, consider a soci-
ety of Democrats, Republicans, and Independents where
one believes gossip only if at least two people from dif-
ferent parties tells it. Then, if originally only 8 people
believe a gossip, by the end of the T -BP process more
than 30% of the society will not believe the gossip. On
the other hand, if two more people believe the gossip orig-
inally (hence, having p = 0.001), by the end of the perco-
lation process all members of the society will believe it.
6V. CONCLUSION
Bootstrap percolation has been used for years to model
various percolation processes, with applications span-
ning from epidemiology to rumour spreading. The T -BP
model has been developed to add an extra layer to the
current forms of bootstrap percolation, as the vertices of
the graphs on which the infection spreads are now la-
beled. One should note that whilst many models have
been developed to understand rumour spread (e.g. see
[7, 12, 16–18, 22, 23]), these models are very different to
T -BP, and non of them consider multi-type percolations.
The T -Bootstrap percolation (T -BP model) was
originally created to represent the spread of information
based on the basic human instinct to trust information
more if it comes from a variety of sources. This multi-
type Bootstrap percolation model can be used to deduce
interesting properties of social networks and their be-
haviour within different contexts (e.g., rumour spread,
marketing, infection spread, etc.). Whilst it is interest-
ing to analyse the model on arbitrary random networks,
it is of particular interest to consider random networks
with plausible sizes and densities that accurately repro-
duce society (e.g. see [5], [21], [20], [13], [8]).
In this paper we considered the hierarchical networks
introduced in [5] to described how a rumour or disease
spread through a T -BP model within the network of den-
sity between 2 and 3. In particular, we can see the fol-
lowing remarkable behaviours appear:
• Delay in the spread. Infections spread much
faster through the classical r-neighbour bootstrap
percolation than via the T -BP (e.g. see Figure 9);
• Containment of the infection. An infection
spreads across a greater percentage of the popu-
lation in the classical r-neighbour bootstrap perco-
lation than via the T -BP (e.g. see Figure 9);
• Trust vectors. By requiring higher values of r, the
percolation of the model is delayed (see for example
Figure 6).
In particular, we can see how effective the T -BP is in
hindering the spread of fake news, and how by requiring
higher levels of trust (higher values of r), gossip would
spread more slowly and to a lesser amount of people.
Interestingly within the T -BP models, some vertices
may be immune, and in this paper we studied the prob-
ability of a vertex being immune. The immunity of a
vertex may be determined before the initial infection of
the graph even occurs, as it is based upon a vertex’s de-
gree and the update rule for the graph. The probability
pI of immunity was presented here for the T -BP as r-
bootstrap percolation, the simplest form of T -BP with
only one trust vector, and T -BP on the deterministic hi-
erarchical graphs. Moreover, we were able to estimate
the expected number of vertices which will be immune
on any particular graph with these models. We also offer
a rather loose lower bound for pc, the critical probabil-
ity of infection, based on pI . Finally, we concluded our
investigation by looking to random graphs, as these bet-
ter represent the irregularities of society, and deriving
analytical results on these graphs by running the T -BP
model on them computationally.
We expect the study of T -BP models to be of partic-
ular interest from many different perspectives, and we
shall conclude this paper mentioning a few of these lines
of research which we plan to investigate in the future:
• Deterministic hierarchical graphs. These
graphs seem promising for applications in sociol-
ogy and marketing, as society has the same power
law degree distribution as these graphs do, while
their deterministic nature makes them simpler to
study (as opposed to Erdos-Renyi graphs, which
add another element of randomness to the investi-
gation, thus making it more complex). Progressing
further, we may wish to take our study to random
graphs with this power law degree distribution, and
eventually make the model stochastic by introduc-
ing probability of the infection spreading from one
vertex to another.
• Echo chambers. Social media networks and
search engines keep track of news a user and his/her
friends respond positively to, and then use this in-
formation to suggest future articles and advertise-
ments. However, when it comes to news content
and discussion of the news, this means one will
increasingly only see material that is in line with
one’s stated interests. This worsens issues of polar-
isation and group-think. To combat this, we could
apply the T -BP to the algorithms which suggest
the news users are shown – this would prevent the
existence of echo chambers by forcing people to see
information which might cater to multiple sides of
the political spectrum.
• Genetic diseases. One could consider a graph G
with vertices 1 and 2, where each label represents
a possible sex. Then, in order for a vertex to be
infected, it must be infected by two vertices above
it of different sex. This represents how dominant
X-linked genetic diseases are only passed on if both
the male and female parent have the disease, and
would be modelled by a T -BP model with r = 2.
For recessive X-linked diseases, the model would
need to have 3 labels – an infected female, a female
carrier, and an infected male, and would need to
be stochastic, as the probability of infection from a
female carrier and infected male would only be 12 .
In order to study the propagation of an infection or a
rumour in a random society, one would like to consider
graphs with realistic densities. For this, recall that Dun-
bar found in [11] that the expected number of acquain-
tances any individual may have is 150. Hence, by con-
sider ρ = 0.015 with our current model, one can obtain
representations of society through Erdos-Renyi graphs.
In the above setting, one has that a potential appli-
cation for the T -BP is in news-suggesting algorithms on
7social media: using the T -BP as opposed to current algo-
rithms could hinder the spread of fake news. Indeed, one
can see the difference of the two models by comparing
the growth of infection on the T -BP as opposed to on
classical r-neighbour bootstrap percolation, for current
news-suggesting algorithms work very similarly to the
latter model. As an example, we compare the average
growth on 3-neighbour 5-state T -BP and on 3-neighbour
classical bootstrap percolation in Figure 9:
FIG. 9: Average growth curve for graphs with ρ = 0.015,
n = 10000, p = 0.0015, and (m, r) = (5, 3) (for the T -BP)
and then r = 3 (for the classical model).
The process for the T -BP lasts an entire time step
longer, and the growth is more gradual and a lower frac-
tion of the society is infected by the end. In other words,
the T -BP makes biased news spread more slowly and to
a lesser degree, indicating potential applications in re-
placing current news-suggesting algorithms on these so-
cial media platforms. Additionally, note the usage of
ρ = 0.015 in these trials, as they are being conducted
specifically to determine the potential of the T -BP on
real social networks.
We shall conclude by mentioning that having knowl-
edge of the value of pc for any given social network is
important for numerous reasons. For instance, it is in-
credibly useful for marketers and journalists to be aware
of, since the number pc gives the minimum number of
people they must directly target with news of some prod-
uct (through advertisements, free samples, etc.) or per-
haps some scandal so that the probability of percolation,
which is conceptually analogous to the probability of this
information going viral, is 12 . Thus, developing a strong
general formula for pc would be very useful.
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Appendix A: The probability of immunity I
Proposition. Consider T -BP on a graph G, and let
each vector component kj ∈ {0, 1}. Then, the probability
that a vertex v with |N(v)| = d has Dv ≤ r − 1 is
pdI(m, r) := P (Dv ≤ r − 1) =
r−1∑
j=1
[(
m
j
)
(j!)
{
d
j
}]
md
,
where
{
d
j
}
is the Stirling number of the second kind.
Proof. We shall prove the above statement through the
principle of inclusion and exclusion. In order to do
this, we shall first calculate the probabilities P (Dv =
i) for i = 1, . . . , r, and use this to calculate pdI(m, r).
Given a fixed integer n such that 1 ≤ n ≤ r−1, in order
to understand P (Dv = n) note that there are
(
m
n
)
ways
to choose the n acceptable labels that the neighbours
may have, or in other words, ways to choose a set N ⊂
{1, . . . ,m} with |N | = n. Once these labels are chosen,
the number of onto functions such that f(N(v)) = N is
given by
n∑
i=0
(−1)n−i
(
k
i
)
(n− i)d. (A1)
To see this, begin by noting that each of the d adjacent
vertices in N(v) has n possible values for its label, so
there are nd functions from N(v) to N . However, not all
functions will be different. To visualise this, consider a
Venn diagram where each circle As of the Venn diagram
corresponds to a label s, with 1 ≤ s ≤ m, and is defined
as As := {f : N(v) → N : s 6∈ N}. For instance, every
object in A1 will be a possible configuration of neighbours
of v such that none of them are of label 1.
All functions which are not surjective to N must ap-
pear in some set Ai for i ∈ N . Therefore, the number of
onto functions f : N(V )→ N is given by
nd − |
⋃
i∈N
Ai|. (A2)
In order to calculate (A2), recall that by the Principle of
Inclusion and Exclusion,
|
α⋃
i=1
Ai| =
α∑
i=1
|Ai| −
∑
1≤i<j≤α
|Ai ∩Aj |+ (A3)
∑
1≤i<j<k≤α
|Ai ∩Aj ∩Ak|+ ...+ (−1)α−1|
α⋂
i=1
Ai|. (A4)
Thus, to find | ⋃
i∈N
Ai| one needs to consider
∑ |Ax1∩ ...∩
Axj | for all j such that 1 ≤ j ≤ n, and xi ∈ N , which is
given by
∑
|Ax1 ∩ ... ∩Axj | =
(
n
j
)
(n− j)d, (A5)
8since there are
(
k
j
)
ways to choose the j labels out of N
that the neighbours cannot occupy, and so there are n−j
options for every neighbour’s label. Then, one has that
|
n⋃
i=1
Ai| =
n∑
i=1
(−1)n−i+1
(
n
i
)
(n− i)d (A6)
and thus the number in (A2) of surjective functions
f : N(v)→ N is
n∑
i=0
(−1)n−i+1
(
n
i
)
(n− i)d. (A7)
From the above, one can calculate the number of different
label assignments that the vertices N(v) can have, where
Dv = j: there are
(
m
j
)
possibilities for j labels, which
multiplied by (A7) leads to(
m
j
) j∑
i=0
(−1)j−i+1
(
j
i
)
(j − i)d. (A8)
Equivalently, we can write this as
(
m
j
)
(j!)
{
d
j
}
where
{
d
j
}
is the Stirling number of the second kind. Hence, the
number of different label assignments to the graph G for
which the diversity Dv ≤ r − 1 is
r−1∑
j=1
[(
m
j
)
(j!)
{
d
j
}]
. (A9)
Recalling that there are md possible functions f :
N(v) → {1, . . . ,m}, the probability of a vertex having
diversity Dv ≤ r − 1 is given by
P (Dv ≤ r − 1) =
r−1∑
j=1
[(
m
j
)
(j!)
{
d
j
}]
md
, (A10)
which concludes the proof.
Appendix B: The probability of immunity II
Proposition. In a T -BP with k = (k1, ..., km), the prob-
ability of immunity pdI(k) for a vertex v with |N(v)| = d
is
p
d
I ( K) = 1 −
d−(∑m−1
l=1
kl)∑
xm=km
( d
xm
)( 1
m
)xm
[ d−xm−(∑m−1l=1 kl)∑
xm−1=km−1
(d − xm
xm−1
)( 1
m
)xm−2 [ · · ·
[ d−(∑ml=3 xl)−k1∑
x2=k2
(d − (∑ml=3 xl)
x2
)( 1
m
)x2 ( 1
m
)d−(∑ml=2 xl) ]]
...
]
.
Proof. Let f(a, b, c) be the function defined as
f ( a, b, c) :=
a−(∑i−1
l=1
bl)∑
xi=bi
( a
xi
)( 1
c
)xi
[ a−xi−(∑i−1l=1 kl)∑
xi−1=bi−1
(a − xi
xi−1
)( 1
c
)xi−1 · · ·
[ a−(∑il=3 xl)−b1∑
x2=b2
(a − (xi + ... + x3)
x2
)( 1
c
)x2 ( 1
c
)a−(∑il=2 xl) ]
...
]
where b = {b1, b2, · · · , bi} and a, c ∈ N. Then, one can
see that pI = 1 − f(d, k,m) for k = {k1, k2, · · · , km}.
Indeed, this can be proven with an inductive argument
on the number of available labels m. For m = 2, the
vector k = {k1, k2} satisfies k1 + k2 ≤ d. We must find
the probability of assigning d vertices to one of 2 labels
such that there are at least k1 vertices of label 1 and k2
of label 2–this holds when a vertex is not immune, so
we must then subtract this from 1. This is equivalent
to saying there may be x1 vertices of label 1 such that
k1 ≤ x1 ≤ d− k2, and all other vertices of label 2. Note
that the probability that there are x1 vertices of label 1
is: (
d
x1
)(
1
2
)x1 (1
2
)d−x1
. (B1)
Summing over all possible values for x1 varying from k1
to d − k2, the overall pd for m = 2 and k = {k1, k2} is
found to be:
d−k2∑
x1=k1
(
d
x1
)(
1
2
)x1 (1
2
)d−x1
. (B2)
Note that this equals f(d, {k1, k2}, 2). Then, the proba-
bility of immunity would be
1−
d−k2∑
x1=k1
(
d
x1
)(
1
2
)x1 (1
2
)d−x1
. (B3)
Now, move on to m = 3 with k = {k1, k2, k3}. We must
find the probability of assigning d vertices to one of 3
labels such that there are at least k1 vertices of label 1,
k2 of label 2, and k3 vertices of label 3. We can approach
this with casework.
First, note that there may be x1 vertices of label 1 such
that k1 ≤ x1 ≤ d − (k2 + k3). Then, take cases based
on the value of x1. Note that given x1, there are d− x1
remaining vertices to consider, with 2 possible labels to
assign them to. Now this question is almost the same as
the one with m = 2, with the only difference being that
the probability a vertex occupies one of these two labels
(2 or 3) is not 12 , but
1
3 . So given x1, the probability
that the number of vertices of label 2 is greater than k2
and the number of vertices of label 3 is greater than k3 is
just f(d− x1, {k2, k3}, 3). This means that given x1, the
probability that the vertex is initially not immune (do
not forget that we are using complementary counting) is:(
d
x1
)(
1
3
)x1
f(d− x1, {k2, k3}, 3). (B4)
Now, as x1 can go from k1 to d− (k2 + k3), pI for m = 3
is:
1−
d−(k2+k3)∑
x1=k1
(
d
x1
)(
1
3
)x1
f(d− x1, {k2, k3}, 3) (B5)
. Note that this equals f(d, {k1, k2, k3}, 3). Therefore,
pdI ( {k1, k2, k3}) = 1− f(d, {k1, k2, k3}, 3)
= 1−
d−(k2+k3)∑
x1=k1
(
d
x1
)(
1
3
)x1
f(d− x1, {k2, k3}, 3),
9which provides the intuition for the inductive step: we
must prove that
pdI({k1, ..., km}) = 1− f(d, {k1, ..., km},m),
assuming that there exists an i such that
pdI({k1, ..., ki}) = 1− f(d, {k1, ..., ki}, i).
In order to prove the statement by induction, consider
m = i+1, and let k = {k1, k2, · · · , ki+1}. Using casework
as we did for the example where m = 3, let the number of
vertices of label 1 be x1 ∈ {k1, . . . , d−
i+1∑
j=2
kj}. Then, there
are d− x1 vertices which must have labels in [i+ 1]/{1}.
By the inductive assumption, the probability that they
have at least kj vertices of label j is f(d, {k2, ..., ki+1}, i).
However, note that we must replace the 1i terms in this
formula with 1i+1 because the probability any individual
vertex has a specific label is now 1i+1 , meaning that it is
actually f(d, {k2, ..., ki+1}, i + 1). Also, the probability
that there are x1 vertices of label 1 is
(
d
x1
)
( 1i+1 )
x1 , so
multiplying these two terms one finds that the probability
that a vertex is initially not immune given that it has x1
neighbours of label 1 is :(
d
x1
)(
1
i+ 1
)x1
f(d, {k2, ..., ki+1}, i+ 1). (B6)
Since x1 can be anything from k1 to d −
i+1∑
j=2
kj , sum-
ming over the possible values of x1 and subtracting this
summation from 1 leads to the probability
pdI ({k1, k2, · · · , ki+1}) = (B7)
1 −
d−(∑i+1
l=2
kl)∑
x1=k1
(
d
x1
)(
1
i+ 1
)x1
f(d, {k2, ..., ki+1}, i+ 1).
Finally, note that by definition this is simply 1 −
f(d, {k1, ..., ki+1}, i + 1). This concludes the inductive
step, and so we have proven that
pdI({k1, k2, · · · , ki+1) = 1− f(d, {k1, ..., ki+1}, i+ 1),
finalising the proof.
[1] P. Balister, B. Bollobs, M. Przykucki and
P. SmithSubcritical U-bootstrap percolation models
have non-trivial phase transitions, Trans. Amer. Math.
Soc. 368, pp. 7385-7411 (2016).
[2] J. Balogh, B. Bollobas, and R. Morris, Bootstrap perco-
lation in high dimensions., Combin. Probab. Comput. 19
pp. 643-692, (2010).
[3] J. Balogh, Y. Peres, and G. Pete, Bootstrap percola-
tion on infinite trees and non-amenable groups., Combin.
Probab. Comput. 15 pp. 715-730 (2006).
[4] J. Balogh and B. G. Pittel, Bootstrap percolation on the
random regular graph., Random Structures Algorithms
30 pp. 257-286 (2007).
[5] A.L.Baraba´si, E. Ravaszi, T. Viscek, Deterministic Scale-
Free Networks, ScienceDirect. Volume 299, Issues 3-4 pp.
559-564 (2001).
[6] B. Bolloba´s, P.J. Smith, and A.J. Uzzell, Monotone cellu-
lar automata in a random environment, Volume 24, Issue
4 pp. 687-722 (2015).
[7] A. Calio` and A. Tagarelli, Trust-based dynamic linear
threshold models for non-competitive and competitive in-
fluence propagation, 17th IEEE International Conference
On Trust, Security And Privacy In Computing And Com-
munications. (2018).
[8] D. Chakrabarti, Y. Zhan, and C. Faloutsos. R-MAT: A
recursive model for graph mining. In SIAM Conference
on Data Mining, pp. 442-446 (2004).
[9] J. Chalupa, P.L. Leath and G.R. Reich, Bootstrap perco-
lation on a Bethe lattice, J. Phys. C. 12 (1979).
[10] K. Choromaski, M. Matuszak, J. -MieKisz, Scale-Free
Graph with Preferential Attachment and Evolving Inter-
nal Vertex Structure. Journal of Statistical Physics. 151
(6), pp. 1175-1183 (2013).
[11] R.I.M. Dunbar, Neocortex size as a constraint on group
size in primates. Journal of Human Evolution. 22 (6), pp.
469-493 (1992).
[12] G. Ferraz de Arruda, F.A. Rodrigues, P.M. Rodriiguez,
E. Cozzo, Y. Moreno Unifying Markov Chain Approach
for Disease and Rumor Spreading in Complex Networks,
arXiv:1609.00682 (2016).
[13] Fox, Jacob ; Roughgarden, Tim ; Seshadhri, C. ; Wei,
Fan ; Wein, Nicole, Finding Cliques in Social Networks:
A New Distribution-Free Model, 45th International Col-
loquium on Automata, Languages, and Programming
(ICALP 2018), Article No. 55; pp. 1-15 (2018).
[14] Holroyd, A. E., Sharp metastability threshold for two-
dimensional bootstrap percolation. Probab. Theory Re-
lated Fields 125, pp. 195-224 (2003).
[15] S. Janson, On percolation in random graphs with given
vertex degrees. Electron. J. Probab. 14, pp. 87-118 (2009).
[16] V. Junior, F. Machado, and M. Zuluaga, Rumor processes
on N. J. Appl. Probab., 48, pp. 624-636 (2011).
[17] Mi Jin Lee and Deok-Sun Lee, Understanding the tempo-
ral pattern of spreading in heterogeneous networks: The-
ory of the mean infection time, Phys. Rev. E 99, 032309
[18] P. G. Lind, L. R. da Silva, J. S. Andrade Jr., and H.
J. Herrmann. Spreading gossip in social networks. Phys.
Rev. E 76 (3), (2007).
[19] Onnela, J. -P.; Saramaki, J.; Hyvonen, J.; Szabo, G.;
Lazer, D.; Kaski, K.; Kertesz, J.; Barabasi, A. -L. Struc-
ture and tie strengths in mobile communication networks.
Proceedings of the National Academy of Sciences. 104
(18), pp. 7332-7336 (2007).
[20] T. Opsahl, F. Agneessens, J. Skvoretz, Node centrality
in weighted networks: Generalizing degree and shortest
paths. Social Networks. 32 (3), pp. 245-251 (2010).
[21] E. Otte, R. Rousseau, Social network analysis: a power-
ful strategy, also for the information sciences. Journal of
Information Science. 28 (6), pp. 441-453 (2002).
[22] R. Pradeep , V.R. VijayKumar A case study for model-
ing and analysis of rumour spreading rate in two layer
complex network, IJAICT 4 (11), (2018).
[23] F.A. Sajadi and R. Roy, On rumour propagation among
sceptics, arXiv:1706.02858 (2017).
