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ON SCHUBERT DECOMPOSITIONS OF QUIVER GRASSMANNIANS
OLIVER LORSCHEID
ABSTRACT. In this paper, we introduce Schubert decompositions for quiver Grassmannians
and investigate example classes of quiver Grassmannians with a Schubert decomposition into
affine spaces. The main theorem puts the cells of a Schubert decomposition into relation to
the cells of a certain simpler quiver Grassmannian. This allows us to extend known examples
of Schubert decompositions into affine spaces to a larger class of quiver Grassmannians. This
includes exceptional representations of the Kronecker quiver as well as representations of forests
with block matrices of the form
(0 1
0 0
)
. Finally, we draw conclusions on the Euler characteristics
and the cohomology of quiver Grassmannians.
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INTRODUCTION
In 1994, Lusztig published his seminal book [13] on the existence of canonical bases for Lie
algebras. This was the starting point of vivid research that aimed for a better understanding
of canonical bases. Despite being hard to compute, much insight was gained into the general
structure of canonical bases during the last years.
A major contribution to the subject was the introduction of cluster algebras by Fomin and
Zelevinsky in 2002, see [9] and their subsequent publications. An important feature of the
theory of cluster algebras is the mutation operation that associates to a quiver Q, by recursion,
a set of so-called cluster variables, which generates the associated cluster algebra. In 2006,
Caldero and Chapoton found an explicit formula that expresses the cluster variables in terms of
the Euler characteristics of the quiver Grassmannians Gre(M) for the rigid representations M of
the quiver Q, see [1].
The Caldero-Chapoton formula drew attention to quiver Grassmannians and, in particular,
to their Euler characteristics. In [2], Caldero and Reineke established many basic properties
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of quiver Grassmannians for acyclic quivers, e.g. its smoothness in the case of a rigid rep-
resentation M. They determine the Euler characteristic of Gre(M) if M is an indecomposable
representation of the Kronecker quiver, and they remark that Schubert decompositions of quiver
Grassmannians might help to compute their Euler characteristics.
Many other publications followed. Cerulli and Esposito inspect in [5] quiver Grassmannians
of Kronecker type in further detail and apply this to the canonical basis of cluster algebras of
types A(1)1 and A
(1)
2 . In particular, they describe a decomposition of Gre(M) into affine spaces
in case M is a regular representation (cf. Example 2.6). Sza´nto´ establishes in [18] a counting
polynomial of the Fq-rational points of quiver Grassmannians of Kronecker type, which hints
that there exists a Schubert decomposition into affine spaces for other types of representations
of the Kronecker quiver as well.
Rupel conjectures in [16] the positivity of acyclic seeds for cluster algebras. This conjecture
implies that quiver Grassmannians of rigid representations have a counting polynomial in the
acyclic case, which in turn implies the positivity of their Euler characteristics if the quiver
Grassmannian is not empty. This conjecture was partially proven by Qin in [14], followed by a
complete proof by Rupel in [17].
In [6], [7] and [8], Cerulli, Feigin and Reineke realize degenerate flag varieties as quiver
Grassmannians of Dynkin type. A particular result of interest for the present paper is the exis-
tence of a Schubert decomposition into affine spaces (cf. Examples 5.5 and 6.9).
The two papers that essentially inspired the results of this paper are [4] and [11]. In [4],
Cerulli gives a formula for the Euler characteristics of quiver Grassmannians of orientable string
modules. In [11], Haupt extends the results of [4] to the class of tree modules and also provides
a formula for the Euler characteristic of quiver Grassmannians of band modules. The method
of both papers is to construct a weighted diagonal action of the one-dimensional torus T =Gm
on the representation M in question. This divides the quiver Grassmannian X = Gre(M) into
the locally closed subscheme XT of fixed points and its complement Z = X −XT , which yields
χ
(
Gre(M)
)
= χ
(
XT
)
+ χ
(
Z
)
= χ
(
XT
)
+ χ
(
T
)︸ ︷︷ ︸
=0
· χ
(
Z//T
)
= χ
(
XT
)
.
After applying this trick several times, the fixed point set XT is finite and can be identified with
the number of subrepresentations of a certain quiver representation ˜M that is simpler than M.
This means, in particular, that these Euler characteristics are positive if the quiver Grassmannian
is not empty.
During the attempt to understand the geometry of the quiver Grassmannians considered in
[4] and [11], it turned out that in many cases, quiver Grassmannians have a decomposition
into affine spaces. A systematic study of these decompositions led to the results of this paper.
Though the methods of this paper are completely different, we will obtain formulas for the Euler
characteristics of quiver Grassmannians in a class that has a large intersection with the class of
cases treated in [4] and [11]. The existence of Schubert decompositions into affine spaces allows
us further to extract information about the cohomology. For instance, if the representation M is
rigid, then the Schubert cells determine an additive basis for the cohomology ring.
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Results. The quiver Grassmannian Gre(M) of subrepresentations V of M with dimension vector
e is defined as a closed subscheme of the usual Grassmannian Gr(e,m) where e is the dimension
of V and m is the dimension of M over the ground field. The intersection of Gre(M) with a
Schubert decomposition of Gr(e,m) defines a Schubert decomposition of Gre(M). In general,
this is not a decomposition into affine spaces, and the isomorphism type of the Schubert cells is
not independent of the choices that define the Schubert decomposition for Gr(e,m).
The results of this paper concentrate on establishing cases of quiver Grassmannians that have
a Schubert decomposition into affine spaces. The main result Theorem 4.2 roughly says the
following: Let S ⊂ T be an inclusion of quivers such that the quotient T/S is a tree and let
M be a representation of T . Let F : T → Q be a morphism of quivers that satisfies a certain
Hypothesis (H). Then the Schubert cell CF∗Mβ of the push-forward F∗M of M equals the product
A
n×CF∗MSβS of an affine space with the corresponding Schubert cell for the push-forward of the
restriction MS of M to S.
While Hypothesis (H) is too technical to explain in brevity, it should be mentioned that this
hypothesis is a purely combinatorial condition on the structure of the fibres of F : T →Q, which
can be checked easily in examples, and which can be implemented in a computer algorithm. We
will illustrate a number of its consequences and other results of this paper.
(i) Let M be an exceptional indecomposable representation of the Kronecker quiver and e
a dimension vector. Then Gre(M) has a Schubert decomposition into affine spaces (see
Example 4.5).
(ii) Let T be a tree and M a representation of T whose linear maps are block matrices
of the form
( 0 1
0 0
)
where 1 is a square identity matrix. Then Gre(M) has a Schubert
decomposition into affine spaces (see Thm. 5.4). If all linear maps defining Gre(M) are
isomorphisms, then the quiver Grassmannian decomposes into a series of fibre bundles
whose fibres are usual Grassmannians (see Thm. 3.3).
(iii) We re-obtain the Schubert decompositions of Cerulli and Esposito in [5] (see Example
2.6) and Cerulli, Feigin and Reineke in [6] (see Ex. 5.5 and 6.9).
(iv) If Gre(M,C) =
∐
i∈I Xi(C) is a decomposition into complex affine spaces Xi(C), then
the Euler characteristic of Gre(M) is χ
(
Gre(M)
)
= #I (see Prop. 6.3). If Gre(M) is
smooth, then the singular cohomology is concentrated in even degrees and generated
by the closure of the classes of the Schubert cells (see Cor. 6.2). In particular, this
reproduces the formulas in [4] and [11] (under assumption of Hypothesis (H)) in terms
of the combinatorics of the Schubert cells (see Remark 6.4).
(v) If Gre(M,C) =
∐
i∈I Xi(C) is a regular decomposition (see Section 6.1) into complex
affine spaces, then the multiplication of H∗(Gre(M,C)) is determined by the cohomol-
ogy rings of the irreducible components of Gre(M) (see Thm. 6.5).
Next to these outcomes, the reader will find numerous side results, remarks and examples,
which shall illustrate certain effects of the theory of Schubert decompositions of quiver Grass-
mannians.
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Content overview. The paper is structured as follows. In Section 1, we recall the definition of
quiver Grassmannians and cite some basic facts.
In Section 2, we define Schubert cells for quiver Grassmannians. In 2.1, we explain the
connection between the definition of this paper and the one given in [2] for acyclic quiver. In 2.2,
we identify the K-rational points of a Schubert cell with certain matrices of generating vectors
with prescribed pivot element. In 2.3, we describe some examples of Schubert decompositions.
In Section 3, we introduce the notion of a tree extension T of a quiver S. In 3.1, we state the
main results for tree extension that connect a quiver Grassmannian Gre(M) of a representation
M of T to the quiver Grassmannian GreS(MS) of the restriction MS of M to S. In particular, there
is a smooth projective morphism Gre(M)→ GreS(MS) and the Schubert cells of Gre(M) are a
product of a Schubert cell of GreS(MS) with an affine space.
In Section 4, we introduce push-forwards of quiver representations along morphisms of quiv-
ers. In 4.1, we describe the equations that are satisfied by the K-rational points of Schubert cells
when we push-forward a representation. In 4.2, we introduce comparison morphisms between
a Schubert cell and the corresponding Schubert cell for the push-forward. In 4.3, we introduce
relevant pairs and relevant triples, which index the variables and relations, respectively, of a
Schubert cell. In 4.4, we describe the shape of a relation of an relevant triple in dependence of
the shape of the fibres of a morphism of quivers. In 4.5, we formulate Hypothesis (H), under
which we can prove the main theorem of this paper (see Results above).
In Section 5, we list some consequences of the main theorem. First of all, we give a general
condition for a quiver Grassmannian to have a Schubert decomposition into affine spaces. In
5.1, we explain a result for the quiver Grassmannian of a direct sum of representations. In 5.2,
we show that representations of forests with block matrices
( 0 1
0 0
)
yield quiver Grassmannians
with a Schubert decomposition into affine spaces (see Results (ii)).
In Section 6, we draw conclusions on the cohomology of a quiver Grassmannian that has a
Schubert decompositions into affine spaces. If Gre(M) is smooth, then its cohomology classes
are generated by the closure of the Schubert cells. This means in particular that the cohomology
is concentrated in even degrees. Even without the smoothness assumption, we see that the Euler
characteristics is given by the number of non-empty Schubert cells. In 6.1, we introduce the no-
tion of a regular decomposition. A regular decomposition allows us to deduce the multiplicative
structure of the cohomology ring from the cohomology of the irreducible components. In 6.2,
we describe certain example classes of quiver Grassmannians with regular Schubert decompo-
sitions and formulate two conjectures on the existence of regular Schubert decompositions.
Remark. As pointed out to me by Giovanni Cerulli Irelli and Gre´goire Dupont, the formu-
las for the Euler characteristics in [4] and [11] count subrepresentations that look like “F1-
rational points” (cf. Szczesny’s paper [19] on quiver representation over F1). That the number
of F1-rational points equals the Euler characteristic is one of the main concepts in F1-geometry.
Therefore, there is the hope that a better understanding of the geometry of quiver Grassmannians
over F1 will help to compute their Euler characteristics. The connection of quiver Grassmanni-
ans and their Schubert decompositions to F1-geometry will be the topic of a subsequent paper.
This is the reason why we work over an arbitrary base ring k in this paper.
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1. BACKGROUND
A quiver is a finite directed graph with possibly multiple edges and loops. We formalize a
quiver as a quadruple Q = (Q0,Q1,s, t) where Q0 is a finite set of vertices, Q1 is a finite set of
arrows, s : Q1 → Q0 associates to each arrow its source or tail and t : Q1 → Q0 associates to
each arrow its target or head.
During the major part of this paper, we fix a ring k. We will only specify to the case k = C in
some parts of Section 6. But for many applications, it is enough to keep the case k =C in mind.
The path algebra of Q over k is the k-algebra k[Q] that is freely generated as a k-module by
all oriented paths in Q. In particular, there is a path ǫp = [p|p] of length 0 at every vertex p
of Q. The multiplication is defined by composition of paths if possible, and 0 otherwise. The
elements ǫp are idempotent, and 1 = ∑p∈Q0 ǫp is the identity of k[Q]. As a k-algebra, k[Q] is
generated by the idempotents ǫp and the paths of length 1, i.e. by the arrows α of Q.
A representation of Q over k or, for short, a Q-module is a free k[Q]-module M of finite
rank. Equivalently, we can consider M as a collection of free k-modules Mp = ǫpM for p ∈ Q0
together with the collection of k-linear maps Mα : Mp → Mq, defined by fα(ǫp.m) = α.m for
every arrow α from p to q. Then M =
⊕
p∈Q0 Mp, and the k[Q]-algebra structure is determined
by the k-linear maps Mα. The dimension vector dimM of M is the tuple m = (mp)p∈Q0 where
mp is the rank of Mp over k.
In the following, we will relax the language a bit. We assume that the base ring is fixed
and do not mention k if the context is clear. We will further identify M with both
⊕
Mp and
({Mp}p∈Q0,{Mα}α∈Q1), and switch viewpoints where this is helpful.
A submodule V of M can be identified with a collection of sub-k-modules Vp = ǫpV of Mp for
every p ∈ Q0 such that Mα(Vp)⊂Vq for every arrow α : p → q in Q1. Let e = (ep)p∈Q0 be a di-
mension vector smaller or equal to m, i.e. ep ≤ mp for all p ∈ Q0. Define Gre(m) as the product
∏p∈Q0 Gr(ep,mp) and Rm(Q) as the product ∏α∈Q1 Hom(kms(α),kmt(α)), which we consider as
a scheme by identifying the homomorphism sets with affine spaces over k of adequate dimen-
sions. Then Gre(m)×Rm(Q) is a reduced scheme over k. The universal Grassmannian GrQe (m)
is the closed reduced subscheme of Gre(m)×Rm(Q) whose K-rational points are described as
the set{ (
(Vp ⊂ kmp)p∈Q0, ( fα)α∈Q1
)
∈ Gre(m)×Rm(Q)(K)
∣∣∣ fα(Vp)⊂Vq for all α : p → q in Q1 }
for any field extension K of k. For a k-rational point M of Rm(Q)—which is nothing else than a
Q-module over k, together with a fixed basis—, the quiver Grassmannian Gre(M) is defined as
6 OLIVER LORSCHEID
the fibre of pr2 : GrQe (m)→ Rm(Q) over M. See Sections 2.2 and 2.3 in [6] for more details on
the definition of Gre(M).
Note that the isomorphism type of Gre(M) does not depend on the choice of basis for M,
which allows us to define Gre(M) for any Q-module M. Note further that Gre(M) is in general
not reduced. For a field extension K of k, the set of K-rational points of Gre(M) coincides with
the set {
V ⊂ MK
∣∣ Mα(Vp)⊂Vq for all α : p → q in Q1 }
where MK = M⊗k K.
The quiver Grassmannian Gre(M) is a closed subscheme of the product ∏Gr(ev,mv) of the
usual Grassmannians over all vertices v of Q. We cite two general facts about quiver Grassman-
nians.
Theorem 1.1 (Reineke, [15]). Every projective k-scheme is isomorphic to a quiver Grassman-
nian.
A Q-module M is rigid or exceptional if it has no self-extensions, i.e. Ext1(M,M) = 0.
Theorem 1.2 (Caldero and Reineke, [2]). If M is a rigid Q-module, then Gre(M)k is a smooth
k-scheme.
2. SCHUBERT CELLS
Let M be a free k-module and e≤ rkM a non-negative integer. Then the choice of a (linearly)
ordered basis B of M over k defines a Schubert cell decomposition of the usual Grassmannian
Gre(M) into affine spaces. In case of a Q-module M with dimension vector m and e ≤ m, the
quiver Grassmannian Gre(M) is a subscheme of the usual Grassmannian Gr|e|(M) via the closed
embedding
ι : Gre(M) −→ ∏
p∈Q0
Gr(ep,mp) −→ Gr|e|(M)
where |e| = ∑p∈Q0 ep. This allows to define the Schubert decomposition of Gre(M) w.r.t. B as
the pull-back of the Schubert decomposition of Gr|e|(M).
We will explain this definition in more detail, assuming the following general hypothesis that
will be valid throughout the paper unless explicitly mentioned otherwise. Let Q be a quiver and
M a Q-module with basis B (as a k-module). Then we assume the following property.
The intersection Bp = B ∩Mp is a basis of Mp for every p ∈ Q0. In other words,
B =
∐
p∈Q0 Bp.
For a subset β of B, we define βp = β∩Bp. The type of β is the dimension vector e = (ep)
with ep = #βp. If B is an ordered basis of M, p ∈ Q0 and β and γ are subsets of B of the
same type e, then we write βp  γp if we have bp,l ≤ cp,l for all l ∈ {1, . . . ,ep} where we write
βp = {bp,1, . . . ,bp,ep} and γ = {cp,1, . . . ,cp,ep}, ordered by size. We write β  γ if βp  γp for
all p ∈ Q0.
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Let B be a basis of M. The Plu¨cker coordinates of the product Grassmannian
Gre(m) = ∏
p∈Q0
Gr(ep,mp) ⊂ ∏
p∈Q0
P
(mpep )−1
are the ep× ep-minors
∆βp : v
p 7−→ det (vpi, j)i∈βp, j=1,...,ep
of mp×ep-matrices vp =(vpi, j)i∈Bp, j=1,...,ep where p varies through Q0 and β through the subsets
of B of type e. We denote by Uβ the canonical open subset of Gre(m) with ∆βp = 1 for all
p ∈ Q0.
Let B be an ordered basis of M and β ⊂B a subset. Then define the Schubert cell Cβ(m) of
Gre(m) as the intersection of Uβ with the vanishing set of all ep× ep-minors ∆γp with γp  βp,
seen as a locally closed and reduced subscheme of Gre(m). We define the Schubert cell CMβ of
Gre(M) as the pull-back of Cβ(m) along the closed embedding Gre(M) →֒ Gre(m). Then CMβ
is a locally closed subscheme of Gre(M). Note that CMβ is in general not reduced (cf. Example
2.5). Sometimes we refer to the reduced subscheme CM,redβ = (CMβ )red as a reduced Schubert
cell.
By the Schubert decomposition of usual Grassmannians, Gre(m) decomposes into the Schu-
bert cells Cβ(m) where β ranges through all subsets of B of type e. The pull-back of this
decomposition yields the decomposition
ϕ :
∐
β⊂B of type e
CMβ −→ Gre(M),
i.e. a morphism of k-schemes such that the restriction of ϕ to one cell CMβ is a locally closed em-
bedding and such that ϕ induces a bijection between K-rational points for every field extension
K of k. We call this decomposition the Schubert decomposition of the quiver Grassmannian
Gre(M) (w.r.t. B). In agreement with [12], we also write
Gre(M) =
◦∐
β⊂B of type e
CMβ
for the Schubert decomposition. We use the modified symbol “
∐◦
” in order to avoid a confusion
with the disjoint union of k-schemes.
Note that
Gre(M) =
◦∐
β⊂B of type e
CM,redβ
is also a decomposition of Gre(M), which we call the reduced Schubert decomposition of
Gre(M).
Remark 2.1. The Schubert decomposition of Gre(M) depends only on the ordering of the sub-
sets Bp of B and not on the ordering of elements b ∈ Bp and b′ ∈ Bp′ for different p 6= p′.
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However, we choose to endow B with a linear order (and thus superfluous information at this
point) since this is needed for the Schubert decomposition of a push-forward of M, cf. Section
4.
Remark 2.2. Note that the Schubert cells Cβ(m) of Gre(m) are affine spaces as products of
Schubert cells of usual Grassmannians, but that the Schubert cells CMβ are in general not affine
spaces. Since every projective k-scheme can be realized as a quiver Grassmannian, it is clear
that this cannot be the case. Even if there exists a decomposition of Gre(M) into affine spaces for
some choice of an ordered basis, a different choice of ordered basis might yield Schubert cells
of a different shape (see Example 2.7). In view towards Theorem 1.1, I expect that every affine
k-scheme of finite type can appear as a Schubert cell of a quiver Grassmannian for appropriate
Q, M, e and β ⊂B.
2.1. Schubert decompositions for acyclic quiver. In case the quiver Q is acyclic, i.e. without
oriented cycles, we find the following alternative description of the Schubert decomposition of
Gre(M), cf. Section 6 in [2]. Let H = k[Q] be the path algebra of Q and H∗ be the unit subgroup.
We can embed H∗ as a subgroup of GL(M,k). Since Q is acyclic, H∗ is contained in a Borel
subgroup B of GL(M,k).
The choice of a Borel subgroup B of GL(M,k) is equivalent to the choice of an ordered basis
B for M with the property that B is the subgroup of upper triangular matrices in this basis. Note
that in general, the basis B does not satisfy Hypothesis (H).
This choice defines a Schubert decomposition
Gr|e|(M) =
◦∐
j
X j
of the usual Grassmannian Gr|e|(M) of submodules of rank |e| of M. As explained in [2], the
subscheme Gr|e|(M)H
∗
of fixed points equals the disjoint union of all quiver Grassmannians
Gre′(M) with |e′|= |e|. Therefore, we yield the decomposition∐
|e′|=|e|
Gre′(M) =
◦∐
j
XH
∗
j ,
which restricts to a decomposition Gre(M) =
∐◦(XH∗j ∩Gre(M)) into reduced subschemes.
This decomposition coincides with the (reduced) Schubert decomposition that we have de-
fined in the previous section. In particular, if B satisfies Hypothesis (H), the cells XH∗j ∩Gre(M)
coincide with the reduced cells CM,redβ . This means that the decomposition Gre(M) =
∐◦(XH∗j ∩
Gre(M)
)
is the same as Gre(M) =
∐◦CMβ .
2.2. K-rational points of Schubert cells. Let K be a ring extension of k. Using the canoni-
cal covering {Uβ} of Gre(m), we can describe the K-rational points of a Schubert cell CMβ as
follows.
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A K-rational point of CMβ defines a subrepresentation V of MK = M⊗k K. This subrepresen-
tation satisfies that for every p ∈ Q0, the submodule Vp of Mp is generated by a set of vectors
vp = (vb)b∈βp where each vb is of the form
vb = 1 ·b + ∑
b′∈Bp−βp
b′<b
vb′,b ·b′
for some vb′,b ∈ K. Note that the coefficients vb′,b are uniquely determined by V . This means
that a K-rational point V corresponds to a |B|× |β|-matrix v with coefficients vb′,b ∈ K, which
satisfy vb,b = 1 and vb′,b = 0 whenever b′ > b or b′ ∈ β, but b′ 6= b. In other words, v is in row
echelon form and all coefficients of a row containing a pivot 1 are zero, except for the pivot
itself.
Conversely, a choice of vb′,b ∈ K yields a K-rational point V of Cβ(m), which, however,
does not have to lie in CMβ (K). For certain cases of M, we will work out the conditions on the
coefficients vb′,b to come from a K-rational point V of CMβ (see Section 4.1).
2.3. Examples.
Example 2.3 (One point quiver and usual Grassmannians). Let Q be a quiver that consists of
a single point and M = km the Q-module with basis B = (b1, . . . ,bm). We consider the usual
Schubert decomposition
Gr(e,m) =
◦∐
1≤i1<···<ie≤m
Ci1,...,ie
where Ci1,...,ie is the reduced subscheme of Gr(e,m) with K-rational points{
V ⊂ MK
∣∣ for all l = 1, . . . ,n and k such that ik ≤ l < ik+1, dim(Vl ∩N) = k }
for any field extension K of k where Vl = span{b1, . . . ,bl}. Then Ci1,...,ie can be identified with
CMβ for β = {bi1, . . . ,bie} if B is ordered by b1 < .. . < be. This shows that we recover the
Schubert decomposition of usual Grassmannians as a special case.
Example 2.4 (Flag varieties). The same is true for flag variety if we realize them as follows.
Let e = (e1, . . . ,er) be the type of the flag variety X = X(e1, . . . ,er) of subspaces of km. Let Q
be the quiver
1 α1 // 2 α2 // · · ·
αr−1
// r
and M the Q-module km id−→ ·· · id−→ km. Then X is isomorphic to Gre(M). If we order the
standard basis B = {bk,p |k = 1 . . . ,m; p = 1, . . . ,r} of M lexicographically, i.e. bk,p < bl,q if
p < q or if p = q and k < l, then the decomposition
Gre(M) =
◦∐
β⊂B of type e
CMβ
coincides with the usual decomposition of X into Schubert cells.
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Example 2.5 (One loop quiver). Let Q be the quiver with one vertex p and one arrow α : p→ p.
Let M be the Q-module given by Mp = km with the standard basis B = (b1, . . . ,bm) and by
Mα = J(λ) where J(λ) is a maximal Jordan block with λ on the diagonal and 1 on the upper
side-diagonal. Let e ≤ m. Considering K-rational points for a field extension K of k, one sees
easily that Gre(M,K) = A0(K) = CMβ (K) with β = {b1, . . . ,be}, and CMγ = /0 for other subsets
γ ⊂B of cardinality e.
This means that the reduced cell Cm,redβ is isomorphic to A
0
. However, the non-reduced
structure of CMβ is more involved. For our choice of ordering, it turns out that CMβ is indeed
reduced, while Gre(M) is not. For another choice of ordering CMβ might be isomorphic to the
non-reduced scheme Gre(M).
We explain this in the example m = 2 and e = 1. The quiver Grassmannian Gre(M) is given
as the vanishing set of the homogeneous equation
det
(X λX+Y
Y λY
)
= λXY − λXY − Y 2 = Y 2
(also cf. Example 2 in [4]). This means that Gre(M) = Spec
(
k[ǫ]/(ǫ2)
)
is non-reduced. How-
ever, the cell CMβ is defined by the open condition X invertible and the closed condition Y = 0.
The latter equation forces CMβ to be Speck = A0.
If we reverse the order of B, i.e. b2 > b1, then the unique K-rational point of Gre(M) is still
contained in the cell CMβ , but CMβ is only defined by the open condition X invertible. This means
that CMβ ≃ Gre(M) is a non-reduced scheme.
Example 2.6 (Kronecker quiver). Let Q be the Kronecker quiver with two vertices 1 and 2 and
two arrows α,β : 1 → 2. A regular representations of Q is a Q-module M with M1 = M2 = kn,
Mα = id and Mβ = J(λ) for some positive integer n and some λ ∈ k. By Theorem 2.2 in [5],
the quiver Grassmannian Gre(M) decomposes into affine spaces XL, which coincide with the
reduced Schubert cells CM,redβ of Gre(M) w.r.t. the standard ordered basis of M.
Example 2.7. Consider the quiver Q = 1 α // 2 and the module M that is described as fol-
lows. Let M1 = M2 = k2, and let B = {b1, . . . ,b4} be the standard basis, i.e. b1 =
(1
0
)
and
b2 =
(0
1
)
in M1 and b3 =
(1
0
)
and b4 =
(0
1
)
in M2. Let Mα : M1 →M2 be the linear map that is de-
scribed by the matrix Mα =
( 1 0
0 0
)
in the bases B1 and B2. For the dimension vector e = (1,1)
and the ordering b1 < b2 < b3 < b4 of B, we have the decomposition of Gre(M) into the four
cells CM{b1,b3}, C
M
{b2,b3}, C
M
{b1,b4} and C
M
{b2,b4}.
We use the notation V =
[
a b
c d
]
for the submodule V of MK with dimension vector e = (1,1)
and V1 = 〈
(
a
c
)
〉 and V2 = 〈
(b
d
)
〉 where the coefficients lie in a field extension K of k. Bearing the
condition Mα(V1) ⊂ V2 in mind, we find the following description for the K-rational points of
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the four cells:
CM{b1,b3}(K) =
{ [1 1
0 0
] }
≃ A0(K)
CM{b2,b3}(K) =
{ [
v 1
1 0
] ∣∣∣ v ∈ K } ≃ A1(K)
CM{b1,b4}(K) =
{ [1 w
0 1
] ∣∣∣ ( 10) ∈ span{(w1 )} } = /0
CM{b2,b4}(K) =
{ [
v w
1 1
] ∣∣∣ v = 0,w ∈ K } ≃ A1(K).
Thus Gre(M) is isomorphic to two projective lines that intersect in one point.
A reordering of the b1 and b2 is the same as reordering the rows of the matrix
( 1 0
0 0
)
. If we
calculate the Schubert cell of
(0 0
1 0
)
: k2 → k2 with the same ordering of the basis elements as
above, we find that CM{b1,b3} = /0, that C
M
{b2,b3} =C
M
{b1,b4} = A
0 and that CM{b2,b4} is isomorphic to
two affine lines that intersect in one point. This shows that in general, it depends on the ordering
of the basis B whether the Schubert decomposition yields affine spaces as Schubert cells or not.
2.4. Disjoint unions of quivers. A subquiver S of Q is a quiver such that S0 ⊂Q0 and S1 ⊂Q1,
and such that the source and target maps of S and Q coincide. Let M be a Q-module with basis
B. Then the restriction MS of M to a subquiver S of Q is the S-module with MS,p = Mp for
p ∈ S0 and MS,α = Mα for α in S. The set BS = B∩MS is a basis for S. The following fact is
obvious, but useful.
Lemma 2.8. Let Q = S∐T be the disjoint union of T and S and let M be a Q-module with
ordered basis B. Let MS and MT be the restrictions of M to S resp. T . Then CMβ =CMSβS ×C
MT
βTfor every subset β ⊂ B where βS = β∩MS and βT = β ∩MT . 
Example 2.9. This yields a generalization of the previous examples. Namely, if Q is a quiver
and M a representation such that the restriction of M to each connected component S of Q is
isomorphic to one of the S-modules of Examples 2.3–2.7, then there is an ordered basis B of
M such that
Gre(M) =
◦∐
β⊂B of type e
CMβ
is a decomposition into affine spaces.
3. TREE EXTENSIONS
In this section, we investigate Schubert cell decompositions for trees. More precisely, we
prove a relative theorem for tree extension T of quivers S that puts the Schubert cells of the tree
extension into relation to the Schubert cells of S.
Let T be a quiver with subquiver S. We denote by T − S the subquiver that consists of all
arrows of T that are not in S and all vertices that are not in S, or that are sources or targets of an
arrow in T −S. Note that S and T −S can have vertices in common, but no edge. We denote by
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T/S the quotient quiver, which is obtained from T by removing all edges in S and identifying
all vertices of S. We say that T is a tree extension of S if T/S is a tree (as a geometric graph).
Let M be a T -module with ordered basis B. We write β < β′ for two subsets β and β′ of
B if b < b′ for all b ∈ β and b′ ∈ β′, and β ≤ β′ if (β−β′) < (β ∩β′) < (β′−β). We write
p < q for two vertices p and q of T if Bp < Bq. Note that the relation β ≤ β′ differs from the
relation β  β′ from Section 2. We say that an ordered basis B induces an ordering of T if for
all distinct vertices p and q of T either p < q or q < p.
Let S be a subquiver of T . We denote the restriction of M to S by MS. Let BS a basis of
MS and assume that T is a tree extension of S. An extension of BS to M is an ordered basis
B of M whose intersection with MS is BS as ordered sets. An basis B of M is ordered above
S if BS ≤ B, if it induces an ordering of T , if p0 < · · · < pr for all paths (p0, . . . , pr) with
p0 ∈ S0 ∩ (T − S)0 and p1, . . . , pr ∈ T0 − S0 pairwise distinct and if for all α ∈ (T − S)1, the
linear map Mα is represented by the identity matrix w.r.t. the ordered bases Bs(α) and Bt(α).
3.1. Results for tree extensions. We will prove all results together at the end of this section.
Lemma 3.1. Let T be a tree extension of S. Let M be a T -module such that Mα is an isomor-
phism for all arrows α in T −S. Let MS be the restriction of M to S and BS an ordered basis of
MS that induces an ordering of S. Then there exists an extension B of BS that is ordered above
S.
Theorem 3.2. Let T be a tree extension of S. Let M be a T -module and MS the restriction of M
to S. Let B be an ordered basis of M that is ordered above BS = B∩MS. Let β be a subset of
B and βS = β ∩BS. Then the following holds true.
(i) The Schubert cell CMβ is empty if and only if CMSβS is empty or if there exists an arrow
α : p → q in T −S such that Mα(βp) 6⊂ βq.
(ii) If CMβ is not empty, then CMβ ≃CMSβS ×Anβ for βS = β ∩MS and some nβ ≥ 0.
Theorem 3.3. Let T be a tree extension of S. Let M be a T -module such that Mα is an iso-
morphism for all arrows α in T −S. Let MS be the restriction of M to S. Let e be a dimension
vector for T and eS the restriction of e to S. Let κ = #T0 − #S0. Then there is a sequence
S = T (0) ⊂ T (1) ⊂ ·· · ⊂ T (κ) = T of tree extensions of S and a sequence
Φ : Gre(M)
ϕκ
// // Gre(κ−1)(M(κ−1))
ϕκ−1
// // · · ·
ϕ1
// // Gre(0)(M(0)) = GreS(MS)
of fibre bundles ϕi whose fibres are Grassmannians Gr(e˜i, m˜i) for certain integers e˜i ≤ m˜i and
i = 1, . . . ,κ. Here M(i) and e(i) are the restrictions of M resp. e to T (i).
In particular, the morphism Φ : Gre(M)։ GreS(MS) is smooth and projective.
Remark 3.4. Note that the sequence S = T (0) ⊂ T (1) ⊂ ·· · ⊂ T (κ) = T and the corresponding
quiver Grassmannians Grep(Mp) are not unique, but depend on a choice of numbering of the
vertices in T0−S0. However, the fibres Gr(e˜p, m˜p) are uniquely determined up to permutation
of indices, and the morphism Φ : Gre(M)։ GreS(MS) is canonical. In so far, Theorem 3.3 can
be seen as a Krull-Schmidt theorem for quiver Grassmannians of tree extensions.
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Proof of Lemma 3.1, Theorem 3.2 and Theorem 3.3. All claims will be proven by an induc-
tion on κ= #(T0−S0). If κ= 0, then T = S and there is nothing to prove. This establishes the
base case.
If κ > 0, then we choose an end of T that does not lie in S, i.e. a vertex in T0 − S0 that is
connected to only one arrow α. We consider the case that this vertex is the head of α separately
from the case that it is the tail of α.
Case I: There is an arrow α : p → q such that q is an end of T that does not lie in S.
Proof of Lemma 3.1. Define T ′ = T −{q,α} and M′ as the restriction of M to T ′. By the
induction hypothesis, there exists an ordered basis B′ of T ′ that satisfies Lemma 3.1. We define
Bq := Mα(B′p) as an ordered set. Since Mα is an isomorphism, Bq is a basis of Mq. We define
B = B′∪Bq where the order of B is defined such that B′ < Bq. Then all claims of Lemma
3.1 follow immediately.
Proof of Theorem 3.2. We argue by considering K-rational points where K is a ring extension
of k. This will establish the statement CMβ ≃ C
MS
βS
× Z for a scheme Z with Zred = Anβ . An
additional argument will show that Z is already reduced.
Let β ⊂ B and define β′ = β ∩M′. Let V be a K-rational point, i.e. a subrepresentation of
MK = M⊗k K. As explained in Section 2.2, V can be identified with a |B|× |β|-matrix in row
echelon form with coefficients vb′,b ∈ K, pivots vb,b = 1 for b ∈ β and vb′,b = 0 if b′ > b or
b′ ∈ β, but b′ 6= b.
If we define Vp =V ∩Mp, then Mα(Vp)⊂Vq implies that pivots are mapped to pivots. There-
fore if CMβ contains a K-rational point, then Mα(βp) ⊂ βq, and the restriction V ′ of V to T ′ is
a K-rational point of CM′β′ . Conversely, if C
M′
β′ contains a K-rational point V
′ and Mα(βp) ⊂ βq,
then the image Mα(V ′p) has generating vectors with pivots in βq, and therefore V ′ can be ex-
tended to a K-rational point of CMβ . Since a scheme contains a K-rational point for some ring
extension K of k if and only if the scheme is non-empty, this proves part (i) of Theorem 3.2.
In case CMβ is non-empty, it contains a K-rational point V for some ring extension K of k. The
columns of Vq whose pivot corresponds to an element Mα(b) ∈ βq for b ∈ βp are determined by
the b-th column of Vp. All other columns can be chosen freely for V , which have
n′β = ∑
b∈(βq−Mα(βp))
#{b′ ∈Bq |b′ < b and b′ /∈ βq }
free coefficients. Since all equations are already defined over k, this establishes the isomorphism
CMβ ≃CM
′
β′ ×Z with Z
red = An
′
β
.
To see that the factor An
′
β is reduced, recall that the defining equations for V are linear in
the coordinates of Vq. This is also true for the corresponding relations between the Plu¨cker
coordinates of V , cf. [10, §9.1, Lemma 2]. As a solution space of linear equations, the scheme
CMβ is reduced. The finishes the proof of Theorem 3.2.
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Proof of Theorem 3.3. Let m be the dimension vector of M, e ≤ m and e′ the restriction of
M to T ′. We argue by considering K-rational points and prove that the natural morphism ϕ :
Gre(M)→ Gre′(M′) is a fibre bundle with fibre Gr(e˜, m˜) for e˜ = eq − ep and m˜ = mq− ep, up
to a possible non-reduced structure sheaf of the fibre, which we will exclude by an additional
argument. Using the induction hypothesis, this will establish the theorem.
Note that in the case that ep > eq, we face the trivial case of an empty quiver Grassmannian
Gre(M) and an empty fibre Gr(eq−ep,mq−ep). Thus we may assume that eq ≥ ep. If V is a K-
rational point of Gre(M) for some ring extension K of k, then Vp determines an ep-dimensional
subspace of Vq since Mα(Vp) ⊂ Vq. This means that Vq/Mα(Vp), varies through Mq/Mα(Vp),
which can be identified with a K-rational point of Gr(e˜, m˜). Therefore, the fibre ϕ−1(V ) of
every K-rational point V of Gre′(M′) is isomorphic to Gr(e˜, m˜)(K).
We will show that ϕ(K) trivializes locally. To do so, we consider a K-rational point V of
Gre(M) and define V ′ = ϕ(V ). We choose a basis B′ of M′ and order it in such a way that V ′
can be identified with an m× e-matrix in row echelon form that has pivots in the bottom rows
βp′ of the rows Bp′ for each vertex p′ of T ′, i.e. such that βp′ ≥ Bp′ . Then the corresponding
Schubert cell CM′β′ (K) for β
′ =
⋃
p′∈T ′ βp′ is an open neighborhood of V ′ in Gre′(M′)(K).
Further, we can assume that Bp is ordered such that also βq ≥Bq if we extend B′ to a basis
B of M by the rule Bq = Mα(Bp) and define βq as subset of Bq that corresponds to rows
that contain a pivot element of V . Then the Schubert cell CMβ (K) for β = β′ ∪ βq is an open
neighborhood of V in Gre(M)(K) and ϕ restricts to a morphism ϕ(K) : CMβ (K)→CM
′
β′ (K).
Since B is an extension of B′ that is ordered above T ′, we can apply Theorem 3.2 (ii) to
obtain an isomorphism CMβ (K)≃CM
′
β′ (K)×A
n(K) for some n≥ 0. This shows that ϕ is locally
trivial, i.e. a fibre bundle.
The fibre of ϕ is reduced since it is given by a system of linear equations in the Plu¨cker
coordinates, cf. the proof of Theorem 3.2. This finishes the proof of Theorem 3.3.
Case II: There is an arrow α : p → q such that p is an end of T that does not lie in S.
Proof of Lemma 3.1. We proceed similar to Case I. We define T ′ = T −{p,α} and M′ as the
restriction of M to T ′. By the induction hypothesis, there exists an ordered basis B′ of T ′
that satisfies the lemma. We define Bq := M−1α (B′p) as an ordered set. Note that Mα is an
isomorphism, thus Bq is a basis of Mq. We define B = B′ ∪Bq where the order of B is
defined such that B′ < Bq. Then all claims of Lemma 3.1 follow immediately.
Proof of Theorem 3.2. If CMβ is non-empty, it contains a K-rational point V for some ring
extension K of k. Then the restriction V ′ of V to T ′ is a K-rational point of CM′β′ , which shows
that CM′β′ is non-empty. If v is the matrix associated to V , then the condition Mα(Vp)⊂Vq shows
that pivots are mapped to pivots, which means that Mα(βp) ⊂ βq. Conversely, if CM
′
β′ contains
a K-rational point V ′ for some ring extension K of k and Mα(βp) ⊂ βq, then we can extend V ′
to a T -module V by defining Vp as follows: if v′ is the matrix associated to V ′, then we define
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Vp as the span of the column vectors of v′ that are labelled by those b ∈ βq that lie in the image
Mα(βp). This shows part (i) of the theorem.
Assume CMβ is non-empty, i.e. it contains a K-rational point V with associated matrix v. For
b ∈ βp, the column vector vb of the submatrix vp of v is determined by the column vector
vMα(b) of v
q
, up to adding a linear combination of the column vectors vb′ of vq for which b′ ∈
βq−Mα(βp) and b′ < Mα(b). This yields
n′β = ∑
b∈βp
#{ b′ ∈ βq | b′ < Mα(b) and b′ /∈ Mα(βp) }
free coefficients. Therefore, CMβ ≃CM
′
β′ ×A
n′β
. Note that the factor An
′
β is reduced for the same
reason as explained in Case I. By the induction hypothesis, this establishes part (ii) of Theorem
3.2.
Proof of Theorem 3.3. The only difference to Case I is that Vp varies while Vq is fixed. Since
Mα(Vp)⊂ Vq, this means that the ep-dimensional Vp varies in an eq-dimensional space, i.e. the
fibre of ϕ : Gre(M)→ Gre′(M′) is Gr(ep,eq). The rest of the proof is exactly as in Case I.
This finishes the proof of Lemma 3.1, Theorem 3.2 and Theorem 3.3. 
4. PUSH-FORWARDS
In this section, we generalize the results on Schubert cells for tree extensions to push-forwards
along certain morphisms from tree extensions to other quivers.
A morphism F : T → Q of quivers is a map F : T0 ∪ T1 → Q0 ∪Q1 such that F(Ti) ⊂ Qi
for i = 0,1 and such that for every arrow α in T , we have F(s(α)) = s(F(α)) and F(t(α)) =
t(F(α)). We define the push-forward N = F∗M of a T -module M as the Q-module with Np˜ =⊕
p∈F−1( p˜)Mp for p˜ ∈ Q0 and
(1) Nα˜ : (np)p∈F−1( p˜) 7→ (mq)q∈F−1(q˜) with mq = ∑
α∈F−1(α˜)
t(α)=q
Mα(ns(α))
for an arrow α˜ : p˜ → q˜ of Q. Note that a basis B of M is also a basis of N = F∗M.
A morphism F : T → Q of quivers is a winding if for all arrows α 6= α′ of T with F(α) =
F(α′), also s(α) 6= s(α′) and t(α) 6= t(α′). Note that every inclusion of quivers is a winding and
that windings are closed under compositions. Note further that the push-forward of a T -module
M along a winding F : T →Q satisfies that the sums defining the mq in Equation (1) range over
at most 1 element, and that every np occurs in at most one of the sums defining the different
mq for q ∈ F−1(q˜). In other words, Nα˜ can be represented as a monomial block matrix whose
non-zero blocks correspond to the Mα for α ∈ F−1(α˜).
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4.1. Defining equations for Schubert cells. In this section, we describe which matrices corre-
spond to submodules of a push-forward N = F∗M of a T -module M along a winding F : T →Q.
Let B be an ordered basis of M and β ⊂ B a subset. Assume that CMβ 6= /0. For q ∈ Q,
define Bq =
⋃
p∈F−1(q)Bp and βq = β ∩Bq. Let K be a ring extension of k. By the ob-
servations of Section 2.2, every K-rational point W of CF∗Mβ can be identified with a matrix
w = (wb,b′)b∈B,b′∈β with coefficients wb,b′ ∈ K satisfying (a) wb,b′ = δb,b′ for b,b′ ∈ β where
δb,b′ is the Kronecker delta; (b) wb,b′ = 0 if b ∈Bq and b′ ∈ βq′ for distinct vertices q and q′ of
Q; and (c) wb,b′ = 0 if b > b′.
Conversely, the column vectors of a matrix w= (wb,b′) span a sub-K-module of F∗MK , which
is a sub-Q-module if and only if for every arrow α˜ : p˜ → q˜ in Q, we have Mα˜(Wp˜) ⊂Wq˜. If we
write wb for the b-th column vector of w, i.e. wb = (wb′,b)b′∈Bp˜ , then Mα˜(Wp˜)⊂Wq˜ if and only
if for every b ∈ β p˜, there are λb′,b ∈ K for b′ ∈ βq˜ such that
(2) Mα˜(wb) = ∑
b′∈βq˜
λb′,bw
′
b.
We rewrite Equation (2) as follows. Since wb′′,b′ = δb′′,b′ for b′,b′′ ∈ β, we conclude that
λb′,b =
(
Mα˜(wb)
)
b′ . Let F
−1(α˜) = {αi : pi → qi}i=1,...,r be the fibre of F over α˜. Define wp
′,q′ as
the submatrix (wb,b′)b∈Bp′ ,b′∈βq′ of w where p
′ and q′ are vertices of T . Since F is a winding, Mα˜
decomposes into a direct sum of the Mαi for i = 1, . . . ,r and possibly a trivial morphism. Thus
if b ∈ βp j and b′ ∈ βqi , then λb′,b =
(
Mα˜(wb)
)
b′ =
(
Mαi(wb′′,b)b′′∈βpi
)
b′ . If we define Mαi|βqi as
the submatrix of Mαi that contains only the b-th rows where b is in βqi (but all columns), then
Equation (2) (for varying b ∈ β p˜) can be expressed as
E(α˜,qi, p j) Mαi ·w
pi,p j =
r
∑
l=1
wqi,ql ·Mαl |βql ·w
pl ,p j
for varying i and j.
Note that the equations of this system that correspond to rows b ∈ βqi reduce to Mαi(wb) =
Mαi(wb), which is trivially satisfied. Therefore, only the equations for rows in Bqi −βqi yield
proper conditions.
4.2. Comparison of CMβ and C
F∗M
β . Let F : T → Q be a morphism of quivers and M a T -
module. Given an ordered basis B of M resp. F∗M and a subset β ⊂B, we like to compare the
Schubert cells CMβ of Gre(M) and C
F∗M
β of GrF(e)(F∗M) where F(e) is the type of β as a subset
of F∗M, i.e. F(e) = ( f p˜) p˜∈Q0 with f p˜ = #(β∩F∗M p˜) = ∑p∈F−1( p˜) ep.
There is a canonical closed embedding
ιMF,β : CMβ −→ C
F∗M
β
by sending a submodule V of M to the submodule F∗V of F∗M. If V is represented by the matrix
v, then F∗V is represented by the same matrix v. This defines a canonical closed embedding
ιMe : Gre(M) −→ GrF(e)(F∗M).
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Under a certain assumption on F : T → Q, there exists a retraction to ιMF,β. Namely, a mor-
phism F : T →Q is called strictly ordered (w.r.t. B) if for each pair of distinct arrows α : p→ q
and α′ : p′ → q′ of T with F(α) = F(α′), we have that either p < p′ and q < q′ or p > p′ and
q > q′. In other words, the ordering of B defines a natural ordering of the arrows in the fibre
F−1(α˜) for every arrow α˜ of Q. Note that every strictly ordered morphism is a winding.
For a strictly ordered winding F : T → Q, we can define a morphism πMF,β : CF∗Mβ → CMβ as
follows. Let W be a K-rational point where K is a ring extension of k and let w be the associated
|B| × |β|-matrix with coefficients in K. We regard w as a block matrix (wp,p′)p,p′∈T0 where
wp,p
′ is the submatrix of w whose rows are labelled by elements of Bp and whose columns
are labelled by elements of βp′ . Then wp,p
′ is the zero matrix if F(p) 6= F(p′) or if p′ < p.
If α˜ : p˜ → q˜ is an arrow in Q and F−1(α˜) = {αi : pi → qi}i=1,...,r, then the submatrices wpi,p j
satisfy Equation E(α˜,qi, p j). Since F is strictly ordered, this reduces to
Mαi ·w
pi,pi = wqi,qi ·Mαi|βqi ·w
pi,pi
in case that i = j. This means that also the block matrix v = (vp,p′)p,p′∈T0 with vp,p = wp,p and
vp,p
′
= 0 if p 6= p′ satisfies the Equation E(α˜,qi, p j) for all choices of α˜, i and j. Therefore v is
associated to a K-rational point V ′ of CF∗Mβ , which is the image ι
M
F,β(V ) of the K-rational V of
CMβ . This defines the morphism
πMF,β : C
F∗M
β −→ C
M
β ,
which is a retract to the embedding ιMF,β : CMβ →C
F∗M
β .
We summarize the facts of this section in the following proposition.
Proposition 4.1. Let F : T →Q be a morphism of quivers and M a T -module with ordered basis
B. For every subset β ⊂B of type e, there is a closed embedding ιMF,β : CMβ →CF∗Mβ , which is
the restriction of a closed embedding ιMe : Gre(M)→ GrF(e)(F∗M).
If F : T → Q is a strictly ordered winding, then ιMF,β has a retract πMF,β : CF∗Mβ →CMβ . 
4.3. Relevant pairs and relevant triples. In this section, we introduce relevant pairs, which
index the submatrices wp,q of a K-rational point w that contain (possibly) non-zero variables.
Further, we introduce relevant triples, which index the equations between the wp,q that define a
Schubert cell.
Let B be an ordered basis of M that is ordered above S. Assume further that Mα is the identity
matrix for all arrows α in T −S. Assume that F : T → Q is strictly ordered w.r.t. this ordering
of T . We define the following functions on the set
Adm2 = { (p, p′) ∈ T | F(p) = F(p′), p ≤ p′ and p′ /∈ S }
of relevant pairs (on T w.r.t. S ⊂ T and F : T → Q). The importance of relevant pairs is the
following: fix a point wS of CF∗MSβ ; if we want to extend this to a point w of C
M
β , then we have to
consider the various equations E(α˜,qi, p j) for block matrices wp,p
′
with p, p′ ∈ T . If p, p′ ∈ S,
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then wp,p′ is determined by wS. If p > p′, then wp,p
′
= 0. Therefore we have to inspect only
those wp,p′ for which (p, p′) is an relevant pair.
Let d(p,S) be the distance from p to S, i.e. the length of a shortest path from p to a vertex in
S. Then we define the distance of an relevant pair (p, p′) to S as the number
δ(p, p′) = max { d(p,S) , d(p′,S) }.
We define the fibre length of an relevant pair (p, p′) as the number
ǫ(p, p′) = #{ p′′ ∈ T0 | F(p′′) = F(p) and p ≤ p′′ < p′ }.
The function
Ψ(p, p′) =
(
ǫ(p, p′),δ(p, p′), p′ )
defines an embedding Ψ : Adm2 →N×N×T0, which we order lexicographically, i.e. (ǫ,δ, p)≤
(ǫ′,δ′, p′) if ǫ< ǫ′, or ǫ= ǫ′ and δ < δ′, or ǫ= ǫ′, δ = δ′ and p ≤ p′. This defines an ordering on
the set of relevant pairs resp. on values Ψ(p, p′).
Note that δ, ǫ and Ψ extend to functions on all pairs (p, p′) with F(p) = F(p′) and p ≤ p′.
Note further that δ(p, p′) = 0 if and only if p, p′ ∈ S0. We extend the ordering of the Ψ(p, p′)
for relevant pairs (p, p′) to all pairs (p, p′) with F(p) = F(p′) and p≤ p′ by the following rules:
Ψ(p, p′)< Ψ(q,q′) if (q,q′) is an relevant pair and (p, p′) is not; pairs that are not relevant are
ordered lexicographically.
We define the set of relevant triples as
Adm3 = {(α˜,q, p) ∈ Q1×T0×T0 | q ∈ F−1(t(α˜)) and p ∈ F−1(s(α˜)) }.
Every relevant triple (α˜, t,s) leads to the equation E(α˜, t,s):
∑
α∈F−1(α˜)
s(α)≤s, t≤t(α)
wt,t(α)Mα′|βt(α)w
s(α),s =
{
Mα′ws
′,s if there is an α′ : s′→ t in F−1(α˜),
0 otherwise.
Note that the terms Mα′ws
′,s and wt,t ′′Mα′′|βt′′w
s,s (where α′′ : s→ t ′′ is in F−1(α˜)) are of partic-
ular importance for us since they are linear in ws′,s resp. (partly) linear in wt,t ′′ .
4.4. Triple types. In this section, we describe different types of relevant triples (α˜, t,s) with
respect to the shape of the equation E(α˜, t,s).
Type 0. There is no α ∈ F−1(α˜) with s(α)≤ s and t ≤ t(α).
❴❴❴❴❴
no arrow
//❴❴❴❴❴ t
❴❴❴❴❴
no arrow
//❴❴❴❴❴
s ❴❴❴❴❴
no arrow
//❴❴❴❴❴ T
F

s(α˜)
α˜
// t(α˜) Q
In this case Equation E(α˜, t,s) is trivial, i.e. 0 = 0.
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Type 1. There is an arrow α : s → t in F−1(α˜).
s
a
// t T
F

s(α˜)
α˜
// t(α˜) Q
In this case Equation E(α˜, t,s) is
Mαws,s = wt,tMα|βt w
s,s.
Note that ǫ(s,s) = ǫ(t, t) = 0.
Type 2. There are arrows α′ : s′→ t and α′′ : s → t ′′ in F−1(α˜) with s′ < s and t ′′ < t.
s′
α′
// t
s(α)
α
//❴❴❴❴❴❴❴❴ t(α)
s
α′′
// t ′′ T
F

s(α˜)
α˜
// t(α˜) Q
In this case Equation E(α˜, t,s) is
Mα′ws
′,s − wt,t
′′
Mα′′|βt′′w
s,s = ∑
α′≤α<α′′
wt,t(α)Mα′|βt(α)w
s(α),s
where α′ ≤ α means that F(α′) = F(α) and s(α′) ≤ s(α) resp. t(α′) ≤ t(α). Note that conse-
quently Ψ(s(α),s)< Ψ(s′,s) and Ψ(t, t(α))< Ψ(t, t ′′) for all α with α′ < α< α′′.
We subdivide relevant triples of Type 2 into the following subtypes.
Type 2a. Ψ(t, t ′′)< Ψ(s′,s).
Type 2b. Ψ(s′,s)< Ψ(t, t ′′).
Type 3. There is an arrow α′′ : s→ t ′′ in F−1(α˜) with t < t ′′, but there is no arrow α′ ∈ F−1(α˜)
with t(α′) = t.
no arrow
//❴❴❴❴❴❴❴❴❴❴ t
s(α)
α
//❴❴❴❴❴❴❴❴ t(α)
s
α′′
// t ′′ T
F

s(α˜)
α˜
// t(α˜) Q
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In this case Equation E(α˜, t,s) is
wt,t
′′
Mα′′|βt′′w
s,s = − ∑
α∈F−1(α˜)
t<t(α)<t ′′
wt,t(α)Mα′|βt(α)w
s(α),s
Note that Ψ(t(α), t)< Ψ(t, t ′′) for all α ∈ F−1(α˜) with t < t(α) < t ′′. We subdivide relevant
triples of Type 3 into the following subtypes.
Type 3a. For all arrows α ∈ F−1(α˜) with t < t(α)< t ′′, we have Ψ(s(α),s)< Ψ(t, t ′′).
Type 3b. There is an arrow α ∈ F−1(α˜) with t < t(α)< t ′′ and Ψ(s(α),s)> Ψ(t, t ′′).
Type 4. There is an arrow α′ : s′→ t in F−1(α˜) with s′ < s, but there is no arrow α′′ ∈ F−1(α˜)
with s(α′′) = s.
s′
α′
// t
s(α)
α
//❴❴❴❴❴❴❴❴ t(α)
s
no arrow
//❴❴❴❴❴❴❴❴❴❴ T
F

s(α˜)
α˜
// t(α˜) Q
In this case Equation E(α˜, t,s) is
Mα′ws
′,s = ∑
α∈F−1(α˜)
s′<s(α)<s
wt,t(α)Mα′ |βt(α)w
s(α),s
Note that Ψ(s′,s(α))< Ψ(s′,s) for all α ∈ F−1(α˜) with s′ < s(α) < s. We subdivide relevant
triples of Type 4 into the following subtypes.
Type 4a. For all arrows α ∈ F−1(α˜) with s′ < s(α)< s, we have Ψ(t, t(α))< Ψ(s′,s).
Type 4b. There is an arrow α ∈ F−1(α˜) with s′ < s(α)< s and Ψ(t, t(α))> Ψ(s′,s).
Type 5. There is no arrow α ∈ F−1(α˜) with s(α) = s or t(α) = t, but there is an arrow α ∈
F−1(α˜) with s(α)< s and t < t(α)
❴❴❴❴❴
no arrow
//❴❴❴❴❴ t
s(α)
α
// t(α)
s
no arrow
//❴❴❴❴❴❴❴❴❴❴ T
F

s(α˜)
α˜
// t(α˜) Q
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In this case Equation E(α˜, t,s) is
∑
α∈F−1(α˜)
s(α)<s, t<t(α)
wt,t(α)Mα′|βt(α)w
s(α),s = 0.
4.5. The main theorem. In the context of a tree extension T of S, a T -module M with ordered
basis B that is ordered above S and a morphism F : T → Q, we will formulate the following
hypothesis. Denote by Is(α˜) the set of p ∈ F−1(s(α˜)) such that there is no α ∈ F−1(α˜) with
p = s(α). Denote by It(α˜) the set of p ∈ F−1(t(α˜)) such that there is no α ∈ F−1(α˜) with
p = t(α).
Hypothesis (H). The morphism F : T → Q is strictly ordered. It satisfies the following condi-
tion for every relevant pair (p, p′) ∈ Adm2 and p˜ = F(p):
• for all α˜ : p˜ → q˜ in Q with p′ ∈ Is(α˜) and for all q ∈ F−1(q˜), the triple (α˜,q, p′) is of
type 0;
• for all other α˜ : p˜ → q˜ in Q, there is an arrow α : p → q in F−1(α˜) such that (α˜,q, p′)
is of type 1 or 2b;
• for all α˜ : q˜ → p˜ in Q with p ∈ It(α˜) and for all q′ ∈ F−1(q˜), the triple (α˜, p,q′) is of
type 0;
• for all other α˜ : q˜→ p˜ in Q, there is an arrow α : q′→ p′ in F−1(α˜) such that (α˜, p,q′)
is of type 1 or 2a;
with one of the following two possible exceptions:
(i) there is one arrow α˜ : p˜→ q˜ and an arrow α : p→ q in F−1(α˜) such that (α˜,q, p′) is of
type 2a or 4a; if α ∈ S1, then Mα is the identity matrix; or
(ii) there is one arrow α˜ : q˜ → p˜ and an arrow α′ : q′→ p′ in F−1(α˜) such that (α˜, p,q′) is
of type 2b or 3a.
Theorem 4.2. Let T be a tree extension of S and M a T -module with ordered basis B that is
ordered above S. Let MS be the restriction of M to S and BS = B∩MS. Let F : T → Q be a
morphism that satisfies Hypothesis (H). Let nβ ≥ 0 be the integer such that CMβ ≃ CMSβS ×Anβ
where βS = β∩BS (cf. Theorem 3.2).
Then there is an integer nF,β ≥ 0 and an isomorphism CF∗Mβ ≃C
F∗MS
βS
×Anβ ×AnF,β such that
CMβ
∼
//
 _
ιMF,β

CMSβS ×A
nβ
 _(
ι
MS
F,βS
,id
)

CF∗Mβ
∼
// CF∗MSβS ×A
nF,β ×Anβ
commutes. In particular, CMβ is empty if and only if CF∗Mβ is empty.
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Proof. To begin with, note that CMβ is empty if and only if CF∗Mβ is empty since F : T → Q is
strictly ordered, and we have a retraction πMF,β to ιmF,β : CMβ →C
F∗M
β (see Proposition 4.1). Thus
if CMβ is empty, the statement of the theorem is trivial, and we can assume that both CMβ and
CF∗Mβ are not empty.
As we remarked before, a K-rational point W of CF∗Mβ with associated matrix w = (wb,b′)
is determined by the choice of a K-rational point WS of CF∗MSβ (which might be thought as the
restriction of w to S) and by the coefficients of the submatrices wp,p′ of w where (p, p′) ranges
through Adm2. The submatrices wp,p′ are subject to the equations E(α˜, t,s) for relevant triples
(α˜, t,s).
We prove by induction over Ψ ∈ N×N× T0 (with Ψ ≥ (1,0, p) for some p ∈ T ) that the
possible solutions for w in the coefficients wp,p′ with Ψ(p, p′) ≤ Ψ satisfy the claim of the
theorem for some nΨ,β in place of NF,β.
We establish base case Ψ = (1,0, p) (for some p ∈ T ). An relevant pair p, p′ satisfies
Ψ(p, p′) ≤ Ψ if and only if p = p′. This means that we have to find to a given WS solutions in
the submatrices wp,p with p ∈ T0−S0. But this is the situation of Theorem 3.2 for S replaced
by F(S) and MS replaced by F∗MS. Thus the claim of the theorem for Ψ with nΨ,β = 0.
Consider an relevant pair (p, p′) with p 6= p′. We will deduce the claim of the theorem for
Ψ(p, p′) by use of the inductive hypothesis. To find the solutions in wp,p′ depending on the
wq,q
′
with Ψ(q,q′)< Ψ(p, p′), we have to consider all those equations E(α˜, t,s) in which wp,p′
appears as the submatrix with the largest value Ψ(p, p′). By Hypothesis (H), all relevant triples
(α˜, t,s) are of type 0, 1, 2a, 2b, 3a or 4a. Note that for these types either E(α˜, t,s) is trivial
(type 0) or the term of E(α˜, t,s) with the largest relevant pair (q,q′) appearing as an index is
either Mα′ws
′,s (case (a)) or wt,t ′′Mα′′|βt′′ws,s (case (b)). In case (a), (s,s′) = (q′,q) and there is
an arrow α′ : s′→ t in F−1(α˜). In case (b), (t, t ′′) = (q,q′)) and there is an arrow α′′ : s → t ′′ in
F−1(α˜).
Let E(α˜, t,s) be an equation in which (p, p′) appears as the largest index. Consider (α˜, t,s)
of type 2, i.e.
(a) there are arrows α : p → q and α′ : p′→ q′ in F−1(α˜), or
(b) there are arrows α : q → p and α′ : q′→ p′ in F−1(α˜).
Since (p, p′) is relevant and since it is the index with the largest value Ψ(p, p′), the triple (α˜, t,s)
is of type 2a in case (a) and of type 2b in case (b). This means that none of the “non-exceptional”
cases of Hypothesis (H) lead to an equation in which (p, p′) appears as its largest index.
In the exceptional cases (i) and (ii) of Hypothesis (H), we face indeed equations E(α˜, t,s) in
which p, p′ as the largest index. Before we proceed inspecting the different types of exceptions,
we will explain how to solve Equation E(α˜, t,s) in ws′,s (case (a)) resp. wt,t ′′ (case (b)).
We inspect an relevant triple (α˜, t,s) in case (a), i.e. (s′,s) = (p, p′) is the largest index that
occurs in E(α˜, t,s) and there is an arrow α : p → q in F−1(α˜) with q = t. Then (p, p′) occurs
twice in E(α˜, t,s); namely, in the term Mαwp,p
′
and in the term wq,qMα|βqwp,p
′
. We will see that
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in all possible cases that we have to take into account, Mα is the identity matrix. Therefore the
terms in question reduce to wp,p′ and wq,qwp,p′ |βq . Note that if the identity matrix Mα does not
map βp into βq, then CMβ and C
F∗M
β are empty. Therefore, we can assume that all coordinates
of wp,p′ |Bq−βq are free. This means that we can make an arbitrary choice for the non-zero
coordinates of wp,p′|βq and solve E(α˜, t,s) in wp,p
′
|Bq−βq . The solution space is therefore an
affine space.
Since we can write a special solution in wp,p′ in terms of polynomials in the coefficients
of the other matrices wq,q′ appearing in E(α˜, t,s), it is clear that the fibration that is given
by attaching the solution space in the coefficients of wp,p′ to a set of coordinates for wq,q′
with Ψ(q,q′) < Ψ(p, p′) is a trivial vector bundle, i.e. there is an nΨ(p,p′,β ≥ 0 such that the
solution space in all wq,q′ with Ψ(q,q′) ≤ Ψ(p, p′) equals the solution space in all wq,q′ with
Ψ(q,q′)< Ψ(p, p′) times AnΨ(p,p′),β . This also shows that the diagram of the theorem, restricted
to the coordinates of the wq,q′ with Ψ(q,q′)≤Ψ(p, p′), commutes.
We inspect an relevant triple (α˜, t,s) in case (b), i.e. (t, t ′′) = (p, p′) is the largest index that
occurs in E(α˜, t,s) and there is an arrow α′ : q′→ p′ in F−1(α˜) with q′ = s. Then (p, p′) occurs
in the term wp,p′Mα|βp′w
q′,q′
. Since (p, p′) is relevant, p′ /∈ S0 and α′ /∈ S1. Thus we can assume
that Mα′ is the identity matrix. As in case (a), Mα′(βq′) ⊂ βp′ if CF∗Mβ is not empty. Therefore,
the identity matrix (wb,b′)b,b′∈βp′ occurs as a submatrix of w
q′,q′|βp′ = Mα|βp′w
q′,q′
. This means
that every equation that appears in the matrix of equations E(α˜, t,s) contains a linear term wb,b′
where b ∈Bp and b′ ∈ βp′ and that all these linear terms are pairwise different. This allows to
solve E(α˜, t,s) in wp,p′ and the solution space is an affine space.
For the same reasons as explained in case (a), the claim of the theorem, restricted to the
coordinates of the wq,q′ with Ψ(q,q′)≤ Ψ(p, p′), follows from the preceding.
Finally, we have to observe that the exceptional cases (i) and (ii) of Hypothesis (H) lead
indeed to the two situations (a) and (b) as considered above. In the exceptional case (i), there
is only one exceptional arrow α˜ : p˜ → q˜ that connects to p˜. Further there is an arrow α : p → q
in F−1(α˜) such that (α˜,q, p′) is of type 2a or 4a and such that Mα is the identity matrix. This
means that the relevant pair (p, p′) appears only in E(α˜,q, p′) as largest index. All assumptions
that were made in the discussion of case (a) are satisfied for types 2a and 4a. Therefore, we can
do the induction step for relevant pairs (p′p′) in the exceptional case (i).
In the exceptional case (ii), there is only one exceptional arrow α˜ : q˜ → p˜ that connects to p˜.
Further there is an arrow α′ : q′ → p′ in F−1(α˜) such that (α˜, p,q′) is of type 2b or 3a. This
means that the relevant pair (p, p′) appears only in E(α˜, p,q′) as largest index. All assumptions
that were made in the discussion of case (b) are satisfied for types 2b and 3a. Therefore, we can
do the induction step for relevant pairs (p′p′) in the exceptional case (ii).
This finishes the proof of the theorem. 
4.6. Examples and non-examples. In this section, we will consider some examples for Theo-
rem 4.2. To start with, we will show two examples that fail to satisfy Hypothesis (H) as well as
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the claim of the theorem, which shows the significance of Hypothesis (H). Let T be a quiver. A
T -module M is thin if rkMp ≤ 1 for every vertex p of T , and M is sincere if rkMp ≥ 1 for every
vertex p of T .
Example 4.3. Example 2.6 provides an example of a push-forward module such that the accord-
ing Schubert cells of the quiver Grassmannian are not reduced. We consider the representation
N of the Kronecker quiver Q of dimension vector (2,2) whose linear maps are the identity ma-
trix and the Jordan block J(0) with eigenvalue 0. This Q-module is the push-forward F∗M a
representation M of the tree T along the morphism
2 1
4 3 T
• • Q
α1
γ
α2
α˜
γ˜
F
that maps α1 and α2 to α˜ and γ to γ˜. Set S = {1} and define M as the thin sincere T -module
whose basis B is identified with the vertex set {1,2,3,4} of T and whose linear maps send basis
elements to basis elements. Then N = F∗M. We use the obvious ordering of B and consider
β = {3,4}.
We re-calculate the Schubert cell CF∗Mβ from Example 2.6. Note that the equation E(α˜, t,s) is
non-trivial only if both βs and Bt −βt are non-empty. In this example, the Schubert cell CF∗Mβ
is thus determined as the subscheme of matrices

w1,2 0
1 0
0 w3,4
0 1


that satisfy the two Equations
E(α˜,1,4) w2,4 = w1,3 ·1
E(γ˜,1,4) 0 = w1,3 ·w2,4.
This means that CF∗Mβ = Spec
(
k[w2,4]/(w22,4)
)
, which is a non-reduced scheme and thus not an
affine space. Note that the fibre of γ˜ is of type 5, and therefore F fails to satisfy Hypothesis (H).
Example 4.4. While the quiver Grassmannian of Example 4.3 has a reduced Schubert decom-
position into affine spaces, the following is an example of a strictly ordered morphism with
a triple of type 5 that leads to a reduced non-empty Schubert cell that is not an affine space.
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Consider
4 1
6 5 2
7 3 T
• • • Q
α1
α2
γ
δ
γ˜
˜δ
α˜
F
and define S = {1,2,3}. Then T is a tree extension of S. Define M as the thin sincere T -
module with ordered basis B = {1, . . . ,7} and identity matrices as morphisms. For the subset
β = {2,3,7}, we have only one non-trivial equation
E(α˜,1,7) 0 = w1,2w4,7 +w1,3w5,7,
which shows that CF∗Mβ is Spec
(
k[w1,2,w1,3,w4,7,w5,7]/(w1,2w4,7 +w1,3w5,7)
)
, which is a re-
duced cone with a singularity at the origin. Thus CF∗M,redβ is not isomorphic to an affine space.
Example 4.5. Consider the strictly ordered morphism
1
2
3
4
2n
2n+1 T
• • Q
α1
γ1
α2
γn
α˜
γ˜
F
and let S be {1} and M the thin sincere T -module with basis B = {1, . . . ,2n+ 1} and whose
linear maps are identity matrices. Then it is easily seen that F : T →Q satisfies Hypothesis (H),
and therefore Theorem 4.2 implies that Gre(F∗M) =
∐◦CF∗Mβ is a decomposition into affine
spaces for any dimension vector e.
Note that F∗M is a preprojective module of the Kronecker quiver Q and all preprojective
modules are of this form. Similarly, we find that the preinjective modules are push-forwards of
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a thin sincere T -module M along a morphism
1
2
3
4
2n
2n+1 T
• • Q.
α1
γ1
α2
γn
α˜
γ˜
F
Therefore Theorem 4.2 implies that Gre(F∗M) =
∐◦CF∗Mβ is a decomposition into affine spaces
for any dimension vector e. Since all indecomposable exceptional representation of the Kro-
necker quiver Q are either preprojective or preinjective, we see that all indecomposable excep-
tional Q-modules N have an ordered basis such that all Schubert cells Cβ(N) are affine spaces
or empty. This recovers results from [3].
Example 4.6. Another example that displays a typical situation that satisfies Hypothesis (H) is
the following. Let F : T → Q be the morphism
4
11 2 3 5
12 8 S 1 6 s p q
13 10 9 7
14
T Q
σ
τ
σ
τ
γ
α
γ
α
α
γ
σ
τ
σ
τ
α˜
γ˜
σ˜
τ˜
F
where the subquiver S is mapped to the vertex s of Q and the arrows of T − S are labelled by
their image under F (with the tilde removed). Consequently, the map (T0−S0)→ Q0 sends 2
and 9 to s, it sends 1, 3, 8 and 10 to p and it sends all other vertices to q.
Note that T is a tree extension of S. Let M be a T -module with ordered basis B such that
for all α′ ∈ T1 − S1, the matrix Mα′ is the identity matrix. We assume that the ordering of B
coincides with the ordering of T , with all vertices of S being smaller than 1. Then it is easily
verified that Hypothesis (H) holds in this situation, and we can apply Theorem 4.2. Therefore
the Schubert cells CF∗Mβ are of the form C
F∗MS
βS
×An for some n ≥ 0. Since F∗MS is supported
by the one point quiver {s}, the Schubert cell CF∗MSβS is nothing else than the Schubert cell of a
usual Grassmannian, and therefore an affine space.
Altogether, this shows that for any dimension vector e of Q, the Schubert decomposition
Gre(F∗M) =
∐◦CF∗Mβ is a decomposition into affine spaces.
ON SCHUBERT DECOMPOSITIONS OF QUIVER GRASSMANNIANS 27
Remark 4.7. Examples 4.3 and 4.4 make clear why we have to consider the technical Hy-
pothesis (H) in the proof of Theorem 4.2. Though a re-ordering of the vertices yield Schubert
decompositions into affine spaces, it is not hard to to construct examples such that triples of type
5 cannot be avoided, and the according Schubert cells are not all affine spaces or empty. One
can also construct examples with other fibre constellations that are not allowed in Hypothesis
(H) such that the Schubert decomposition contains non-empty cells that are not affine spaces.
From a combinatorial point of view, it is necessary to exclude certain constellations of the
fibres of F : T → Q. However Example 4.5 gives hope that there is a good representation
theoretic description of quiver Grassmannians with a Schubert decomposition into affine spaces.
In particular one might raise the following question: does any exceptional indecomposable Q-
module M admit an ordered basis B such that for every subset β of B, the Schubert cell CMβ is
an affine space or empty?
5. CONSEQUENCES OF THE PUSH-FORWARD THEOREM
In this section, we will describe a series of consequences of Theorem 4.2. Whenever we have
a Schubert decomposition of some quiver Grassmannian Gre(M) into affine spaces where M is
an S-module for some quiver S, we can use the Theorem 4.2 to extend this result to a larger
class of quiver Grassmannians. We formulate this method in the following statement.
Corollary 5.1. Let T be a tree extension of S and M a T -module with ordered basis B that is
ordered above S. Let MS be the restriction of M to S and BS = B∩MS. Let F : T → Q be a
morphism that satisfies Hypothesis (H). Denote by MS the restriction of M to S. If CF∗MβS is an
affine space or empty for every subset βS ⊂B∩MS, then
Gre(M) =
◦∐
β⊂B of type e
CF∗Mβ
is a decomposition into affine spaces for any dimension vector e.
Proof. This follows immediately from Theorem 4.2. 
Example 5.2. Corollary 5.1 allows us to expand Example 2.9. Let T be a tree extension of S
and M a T -module such that the restriction of M to each connected component of S is one of the
quiver representations as considered in Examples 2.3–2.7. Let B be an ordered basis of M that
induces an ordering of T and that is ordered above S. Let F : T → Q a morphism that satisfies
Hypothesis (H) and such that F|S : S →Q is injective on vertices and arrows. Then
Gre(M) =
◦∐
β⊂B of type e
CF∗Mβ
is a decomposition into affine spaces for any dimension vector e.
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5.1. Direct sums of modules.
Theorem 5.3. Let T be a tree extension of S and let M(i) be T -modules for i = 1,2. Assume that
M(i)α is an isomorphism for all arrows α of T −S and for i = 1,2. Define M = M(1)⊕M(2), and
let MS and M(i)S be the respective restrictions to S. Let BS be an ordered basis of MS such that
BS = B
(1)
S ∪B
(2)
S where B
(i)
S = BS∩Mi for i = 1,2. Assume that BS induces an ordering of
S. Let βS ⊂BS be a subset such that there is an nS ≥ 0 with
CMSβS ≃ C
M(1)S
β
(1)
S
×CM
(2)
S
β
(2)
S
×AnS .
Then there is an extension B of BS to M that is ordered above S such that for every subset
β ⊂B with βS = β∩BS, there is some n ≥ nS such that
CMβ ≃ CM
(1)
β(1)
×CM(2)
β(2)
×An
if CMβ is not empty.
Proof. Define T ′ = T ∐T and S′ = S∐S⊂ T ′. Then T ′ is a tree extension of S′. Let ι1 : T → T ′
and ι2 : T → T ′ be the inclusions into the first resp. the second summand of T ′ = T ∐T . Define
the T ′-module M′ = M(1)∐M(2) whose restriction to ι1(T ) is M(1) and whose restriction to
ι2(T ) is M(2). By Lemma 3.1, we can extend BS to an ordered basis B of M′ that is ordered
above S′ and that satisfies Mα(Bp)⊂Bq for every arrow α : p → q in T ′−S′.
Define F : T ′→ T by F|ι1(T ) = idT = F|ι2(T ). It is easily verified that F satisfies Hypothesis(H) (indeed only triples of types 1 and 2 occur for Q). By the very definition of push-forwards,
F∗M′ = M and F∗MS′ = MS. Further, we have CM
′
β =CM
(1)
β(1)
×CM(2)
β(2)
and CM
′
S′
βS′
=CM
(1)
S
β
(1)
S
×CM
(2)
S
β
(2)
S
(by
Lemma 2.8). This allows us to apply Theorems 3.2 and 4.2 and the hypothesis of this theorem
(to which we refer to by (h)) to conclude
CMβ = C
F∗M′
β =4.2
CF∗M
′
S
βS
× Anβ × AnF,β = CMSβS × A
nβ × AnF,β
=
(h)
CM
(1)
S
β
(1)
S
× CM
(2)
S
β
(2)
S
× AnS × Anβ × AnF,β = C
M′S′
βS′
× AnS × Anβ × AnF,β
=
3.2
CM
′
β × A
nS × AnF,β = CM
(1)
β(1)
×CM
(1)
β(1)
× AnS × AnF,β ;
thus the claim of the theorem is satisfied for n = nS +nF,β. 
5.2. Representations of forests. Let Q be a quiver and M a Q-module over k. The support
of M is the subquiver QM of Q with vertices QM,0 = {p ∈ Q|Mp 6= 0} and edges QM,1 = {α ∈
Q1|Mα 6= 0}. A forest is a quiver Q that is a union of trees.
Theorem 5.4. Let Q be a forest, M a Q-module and e a dimension vector for Q. Assume that
there is an ordered basis B such that for all arrows α of Q, the matrix Mα is of the block form
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0 0
)
where 1 is a square identity matrix and the other three blocks are (possibly non-square)
zero matrices. Then
Gre(M) =
◦∐
β⊂B of type e
CMβ
is a decomposition into affine spaces.
Proof. Since all matrices are of the form ( 0 10 0) and Q is a forest, it follows that M decomposes
into a direct sum M≃⊕ri=1 Mi of thin and indecomposable Q-modules Mi. Let Qi be the support
of Mi for i = 1, . . . ,r and ιi : Qi → Q the inclusion. Then Qi is a tree and the restriction Mi,Qi
of Mi to Qi is a thin sincere Qi-module with Mα(bp) = bq for every arrow α : p → q of Qi and
Bp = {bp} and Bq = {bq}.
We can further assume that every Qi has a vertex p that connects to only one arrow α : p→ q
and such that eιi(p) = 0. If this is not the case, we add an arrow α : p → q to Qi where q is an
arbitrary vertex of Qi, which defines a tree Q′i. We extend Q to a forest Q′ that contains an arrow
α′ : p′ → ι(q), which allows us to extend ιi to an inclusion ι′ : Q′i → Q′ that maps α to α′. We
extend Mi,Qi to the Q′i-module M′i,Q′iwith basis B
′ = B∪{bp} by M′i,p = k and M′i,α(bp) = bq
where Bq = {bq}. Extend Mi to the Q′-module M′i whose restriction to Q′i is M′i,Q′i . Extend
all other direct summands M j of M to the Q′-module M′j with M′j,α′ : 0 → M′j,ιi(q) and define
M′ =
⊕r
j=1 M′j. Define the dimension vector e′ for Q′ by e′p = 0 and e′p′ = ep′ for p′ ∈ Q0.
Then Q′, M′ and e′ satisfy the hypothesis of the theorem and Gre′(M′) is the same as Gre(M).
Therefore we can assume the existence of the vertex p in Qi.
Define T =
∐r
i=1 Qi, which is a forest, and S = {p1, . . . , pr} where pi is a vertex of Qi with
the properties from the last paragraph. Define N =
∐r
i=1 Mi,Qi . Let F : T →Q be the morphism
of quivers that restricts to ιi : Qi →Q for each connected component Qi of T . Then F is strictly
ordered. Since the matrices Mα are of the form
( 0 1
0 0
)
, all relevant triples (α, t,s) are of type 0,
1 or 2.
Since the Schubert decomposition of Gre(M) only depends on the ordering of all the sets Bp
for p ∈ Q, but not on the ordering of b ∈ Bp and b′ ∈ Bq if p 6= q, we can reorder B such
that we preserve the orderings of all subsets Bp for p ∈ Q, but such that B is ordered above
S (this is basically explained in Lemma 3.1). With respect to this new ordering, the morphism
F : T → Q satisfies Hypothesis (H).
Therefore we can apply Theorem 4.2 to obtain for every subset β of B and βS = β∩MS that
CMβ ≃C
MS
βS
×Anβ for some nβ ≥ 0, provided CMβ is not empty. Since ep = 0 for all p ∈ S, the
set βS is empty if β is of type e, which means that CMSβS = Speck is a point. Therefore C
M
β is an
affine space for every β ⊂B of type e. This completes the proof of the theorem. 
Example 5.5 (Degenerate flag varieties). As a particular class of representation of trees whose
matrices are of the form
( 0 1
0 0
)
, we re-obtain the result [6, Thm. 7.11], which says that degenerate
flag varieties have a decomposition into affine spaces. Indeed, the results of [6] are stronger
since the decomposition is given by a group action. We inspect degenerate flag varieties in
more detail in Example 6.9
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6. THE COHOMOLOGY OF QUIVER GRASSMANNIANS
A Schubert decomposition of a quiver Grassmannian into affine spaces yields certain infor-
mation about the cohomology of the quiver Grassmannian. We concentrate on the singular
cohomology of a complex quiver Grassmannian, i.e. the case k = C. Similar arguments can
be used to treat the l-adic cohomology with proper support of quiver Grassmannians over the
integers.
The basic fact that we will use is the following, cf. Lemma 6 in Appendix B of [10]. Let X be
a smooth projective k-scheme of complex dimension m that has a decomposition X =∐◦i∈I Zi
into affine spaces Zi such that there is a series of closed subschemes X (0)⊂X (1)⊂ ·· ·⊂X (n)=X
of X such that all l ∈ {0, . . . ,n}, there is a subset Il ⊂ I such that X (l)−X (l−1) =
∐
l∈Il Zi (as a
disjoint union of schemes). Then the cohomology classes of the closures Zi form a Z-basis of
the cohomology ring H∗(X ,Z). If Zi ≃ Adi , then the class [Zi] is an element of H2m−2di(X ,Z).
In particular, the odd cohomology of X vanishes.
Lemma 6.1. Let Q be a quiver and M a Q-module with ordered basis B. Let e be a dimension
vector for Q. Then there are subsets I0 ⊂ ·· · ⊂ In = I of I = {β ⊂ B|β is of type e} such that
X (l) =
⋃
β∈Il C
M
β is a closed subscheme of Gre(M) for all l = 0, . . . ,n and such that X (l)−X (l−1)
is isomorphic to the disjoint union∐β∈Il−Il−1 CMβ for all l = 1, . . . ,n.
Proof. Define I0 as the set of all subsets β of B of type e such that CMβ is a closed subscheme
of Gre(M). Since there are only finitely many subsets β of B, X (0) =
∐
β∈I0 C
M
β is a closed
subscheme of Gre(M).
If Il−1 is defined for l > 0, then we define Il as the set of all subsets β of B of type e
such that the complement CMβ −C
M
β of CMβ in its own closure is contained in X (l−1). Then
X (l) =
⋃
β∈Il C
M
β is a closed subscheme of Gre(M) and X (l)−X (l−1) is isomorphic to the disjoint
union
∐
β∈Il−Il−1 C
M
β .
The proof is finished once we have shown that there is an n such that In = I and therefore
X (n) = Gre(M). Since the Schubert cells of CMβ are defined as the pull-back of the Schubert
cells of the product Grassmannian ∏i∈Q0 Gr(ei,dimMi), the intersection CMβ ∩CMβ′ of a Schubert
cell with the closure of another Schubert cell is non-trivial only if β  β′ (cf. Section 2 for the
definition of β  β′).
This implies for l > 0 that if β is a minimal element of the partial ordered set I − I(l) that
CMβ ⊂ C
M
β ∪ X
(l−1)
. This means that β ∈ Il by the definition of Il. Therefore the sequence
I0 ⊂ . . .⊂ Il−1 ⊂ Il ⊂ . . . is properly growing as long as there are (minimal) elements in I− Il .
Since I is finite, there is an n such that In = I. 
Corollary 6.2. Let Q be a quiver and M a Q-module with ordered basis B. Let e be a dimen-
sion vector for Q. If Gre(M) is smooth and Gre(M) =
∐◦CMβ is a decomposition into affine
spaces, then the cohomology classes of the closures CMβ form a Z-basis of the cohomology
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ring H∗(Gre(M),Z). If dβ = dimCMβ , then the class [CMβ ] is an element of H2m−2dβ (X ,Z). In
particular, the odd cohomology of X vanishes. 
The Euler characteristic of a complex scheme is additive in decompositions into locally
closed subschemes. This means that the Schubert decomposition Gre(M) =
∐◦CMβ yields the
formula
χ
(
Gre(m)
)
= ∑
β⊂B of type e
χ
(
CMβ
)
.
Note further that χ(CMβ ) = χ(C
M,red
β ) and that the Euler characteristic of an affine space is 1.
Therefore we have the following result without any assumptions on the smoothness of Gre(M).
Proposition 6.3. Let Q be a quiver, M a Q-module with ordered basis B and e a dimension
vector for Q. Assume that the reduced Schubert decomposition Gre(M) =
∐◦CM,redβ is a de-
composition into affine spaces. Then the Euler characteristic of Gre(M) equals the number of
non-empty Schubert cells CMβ where β is of type e.
Remark 6.4. Together with the characterization of non-empty Schubert cells in Theorems 3.2
and 4.2, we recover Theorem 1 of [4] and Corollary 3.1 of [11] under the assumption of Hy-
pothesis (H).
6.1. Regular decompositions. The following definition makes sense for all rings k. Let
ϕ :
∐
i∈I
Ci −→ X
be a decomposition of X into locally closed subschemes Ci. A locally closed subscheme Z of X
decomposes (w.r.t. ϕ) if there is a subset IZ ⊂ I such that ϕ restricts to a decomposition∐
i∈IX
Ci −→ Z.
Note that this is a purely topological property of Z. Note further that IZ is uniquely determined
if all cells Zi are non-empty. The decomposition ϕ :
∐◦Zi → X is regular if the closures of all
cells Zi (for i ∈ I) decompose w.r.t. ϕ. This extends the notion of a regular torification from
Section 6.2 of [12].
The relevance of regular decomposition for Schubert calculus is that they admit a way to cal-
culate the product of cohomology classes in the cohomology ring of the irreducible components
of the quiver Grassmannian.
Lemma 6.5. Let X be a complex projective scheme of dimension m with irreducible components
X1, . . . ,Xn. Let ϕ :
∐
i∈I A
di → X be a regular decomposition into affine spaces. Then the
embeddings ιi : Xi → X define a graded inclusion
(ι∗1, . . . , ι
∗
n) : H
∗(X ,Z) −→
n⊕
l=1
H∗(Xl,Z)
of graded rings.
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Proof. We make an induction on the number n of irreducible components of X . If n = 1, then
(iii) is trivial.
Let n > 1. Then X is the union of two closed subsets Y and Xn for Y = X1∪ . . .∪Xn−1. Let
ıY : Y → X and ıX : Xn → X be the embeddings of Y resp. Xn into X and let Y : Z → Y and
X : Z → Xn be the embeddings of Z = Y ∩Xn into Y resp. Xn. We consider the Mayer-Vietoris
sequence
. . . −→ Hd(X ,Z)
(ı∗Y ,ı
∗
X )−→ Hd(Y,Z)⊕Hd(Xn,Z)
(∗Y ,−
∗
X )−→ Hd(Z,Z)
−→ Hd+1(X ,Z) −→ . . .
Let Xl be an irreducible component of X and Ci = Adi a cell of the decomposition ϕ. If Xl
intersects Ci non-trivially, then Ci is contained in Xl since Ci is irreducible. This shows that Xl
decomposes w.r.t. ϕ. Since Xl is closed in X , it contains also the closure Ci of each of its cell
Ci ⊂Xl. It follows that for all {l1, . . . , lr}⊂ {1, . . . ,n}, the intersection Xl1∩· · ·∩Xlr decomposes
w.r.t. ϕ and contains the closure of each of its cells Ci.
If [Ci] is the cohomology class of the closure of Ci, then the homomorphism ι∗Y : H(X ,Z)→
H(Y,Z) sends [Ci] to the class of Ci if Ci is a subscheme of Y , or to 0 if not. The analog statement
is true for ıX , Y and X . By the induction hypothesis, Hd(Y,Z), Hd(Xn,Z) and Hd(Z,Z) are
freely generated by the classes of the closures of the cells Ci of dimension d′ that are contained
in Y , Xn resp. Z if d = 2m−2d′ is even, and they are 0 if d is odd. Therefore the homomorphism
(∗Y ,−
∗
X) : Hd(Y,Z)⊕Hd(Xn,Z)→Hd(Z,Z) is surjective for every degree d, which means that
the Mayer-Vietoris sequence splits into short exact sequences
0 −→ Hd(X ,Z)
(ı∗Y ,ı
∗
X )−→ Hd(Y,Z)⊕Hd(Xn,Z)
(∗Y ,−
∗
X )−→ Hd(Z,Z) −→ 0.
Since both ı∗Y : H∗(X ,Z)→ H∗(Y,Z) and ı∗X : H∗(X ,Z)→ H∗(Xn,Z) are ring homomorphisms
by the induction hypothesis, (iii) follows. This completes the proof of the lemma. 
Remark 6.6. The inclusion H∗(X ,Z)→
⊕n
l=1 H∗(Xl,Z) is the initial part of an exact sequence
of Z-modules of the form
0 −→ H∗(X ,Z)
(ι∗1,...,ι
∗
n)
−→
n⊕
l=1
H∗(Xl,Z) −→
⊕
1≤l1<l2≤n
H∗(Xl1,l2,Z) −→
. . . −→
⊕
1≤l1<...<ln−1≤n
H∗(Xl1,...,ln−1,Z) −→ H
∗(X1,...,n,Z) −→ 0
where Xl1,...,lr = Xl1∩ . . .∩Xlr and the homomorphisms are defined as alternating sum of restric-
tion maps H∗(Xl1,...,lr ,Z)→ H∗(Xl1,...,lr+1,Z), similar to those that appear in the definition of
singular cohomology or ˇCech cohomology.
6.2. Examples and conjectures. In this section, we will describe some examples (and counter
examples) of Schubert decompositions of quiver Grassmannians that are regular. Everything
can be considered over an arbitrary base ring k.
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Example 6.7 (Usual Grassmannians and flag varieties). It is well-known that the Schubert de-
composition of a usual Grassmannian or, more generally, of a flag variety is regular (cf. Exercise
13 of §9.4 and p. 159 in [10]). In our notation, this fact takes the following shape.
Let e = (e1, . . . ,er) be the type of the flag variety X of subspaces in km. Let Q be a quiver of
the form 1 → ·· · → r and M the Q-module km id−→ ·· · id−→ km. Then Gre(M) is isomorphic to
X . If we order the standard basis B = {bk,p |k = 1 . . . ,m; p = 1, . . . ,r} of M lexicographically,
then the decomposition
Gre(M) =
◦∐
β⊂B of type e
CMβ
coincides with the usual decomposition of X into Schubert cells, cf. Example 2.4.
There is a natural action of GLm on Grep(Mp) for each p ∈ Q0, and thus a diagonal action on
the flag variety Gre(M). The orbits of the upper triangular Borel subgroup B of GLm coincide
with the Schubert cells CMβ . Since the closure of an orbit is decomposes into orbits, the Schubert
decomposition of Gre(M) is regular. More precisely, we have
CMβ =
◦∐
γβ
CMγ .
Example 6.8 (Representations of forests). Let Q be a forest with κ vertices and M a Q-module
with ordered basis B such that Mα is the identity matrix for all arrows α of Q. By Theorem 3.3,
there is a sequence Q(1) ⊂ ·· · ⊂ Q(κ) = Q of subquivers and a sequence
Φ : Gre(M)
ϕκ
// // · · ·
ϕ2
// // Gre(1)(M(1))
ϕ1
// // Speck
of fibre bundles ϕi whose fibres are Grassmannians Gr(e˜i, m˜i) for certain e˜i ≤ m˜i and i= 1, . . . ,κ.
Here M(i) and e(i) are the restrictions of M resp. e to Q(i). Since every fibre has a regular
Schubert decomposition such that the closure of each cell decomposes into the cells with smaller
index, we obtain
CMβ =
◦∐
γβ
CMγ ,
which generalizes Example 6.7.
Example 6.9 (Degenerate flag varieties). Cerulli, Feigin and Reineke identify in [6] degener-
ate flag varieties of Dynkin type with certain quiver Grassmannians Gre(M) and establish a
regular decomposition into the finitely orbits of the action of a certain Borel subgroup of the
automorphism group of M.
In this example, we consider the case of a complete degenerate flag variety Fae of flags of type
e = (1, . . . ,n) in kn+1, which can be identified with the quiver Grassmannian Gre(P⊕ I) where
P is the direct sum over all indecomposable projective Q-modules and I is the direct sum over
all indecomposable injective Q-modules for the equioriented quiver Q of type An. In Section
7.2 of [6], the reader finds a detailed description of the orbits of B for this case. We will see that
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this decomposition coincides indeed with the Schubert decomposition w.r.t. a certain choice of
ordered basis. It seems to be interesting to work out the connection for the general degenerate
flag variety of Dynkin type.
Let Q = 1 → ·· · → n be the underlying equioriented quiver of type An. For i = 1, · · · ,n,
let Pi be the indecomposable projective Q-module with support i → ·· · → n and let Ii be the
indecomposable injective Q-module with support 1 → ·· · → i. Then P = ⊕ni=1 Pi and I =⊕n
i=1 Ii.
The k-module Pi, j is trivial if j < i and of rank one if j ≥ i, in which case we denote the
corresponding basis vector by bPi, j. The k-module Ii, j is trivial if j > i and of rank one if j ≤ i,
in which case, we denote the corresponding basis vector by bIi, j. The set
B = { bPi, j | 1≤ i ≤ j ≤ n } ∪ { bIi, j | 1 ≤ j ≤ i ≤ n }
is a basis for M = P⊕ I.
We order B as follows. First note that the relative order of the subsets Bi (where i ∈ Q0)
is irrelevant for the shape of the Schubert cell CMβ of Gre(M), cf. Remark 2.1. For a vertex i,
we order Bi by bIi,i < · · · < bIi,r < bPi,1 < · · · < bPi,i. Then the Schubert cell C
Mi
βi
coincides with
the cell CLi of [6] (as defined in Section 7.2), and CMβ coincides with the intersection of Gre(M)
with the product ∏ri=1CLi in Gre(m). By Theorem 7.11 in [6], this cell coincides with an orbit
of the action of B on Gre(M).
In the notation of this paper, we can identify this Schubert decomposition with the Schubert
decomposition of Gre(M′) w.r.t. B where M′ is the Q-module
kn+1 J(0)−→ kn+1 J(0)−→ ·· · J(0)−→ kn+1
and B is the standard ordered basis of M′ (recall that J(0) is a maximal Jordan block with 0 on
the diagonal and 1 on the upper side diagonal) .
Based on the last two examples and further calculations, I expect that the following statements
are true.
Conjecture 6.10. Let Q be a forest and M a Q-module with ordered basis B such that for every
arrow α of Q, the matrix Mα is a block matrix
( 0 I
0 0
)
where I is a square identity matrix. Then
Gre(M) =
∐
CMβ is a regular decomposition into affine spaces for every dimension vector e.
Conjecture 6.11. Let T be a tree extension of S and M a T -module such that Mα is an isomor-
phism for all all arrows α in T −S. Let MS be the restriction of M to S and B be an ordered
basis of M that is ordered above BS = B∩MS. Let β ⊂B of type e and βS = β ∩MS of type
eS. Then the following holds true.
(i) If CMSβS decomposes into Schubert cells, then also CMβ decomposes into Schubert cells.
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(ii) If CMSβS decomposes into Schubert cells and if
CMSβS =
◦∐
γSβS of type eS
CMS
β′S
, then CMβ =
◦∐
β′β of type e
CMβ′ .
In particular, if GreS(MS) =
∐◦CMSβS is a regular decomposition, then so is Gre(M) =∐◦CMβ .
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