LOW REYNOLDS NUMBER FLOW FIELD MODIFICATION VIA TRAVELLING WAVE ACTUATION OF A VERTICALLY ALIGNED WIRE ARRAY SURFACE by Calhoun, John C
University of Kentucky 
UKnowledge 
Theses and Dissertations--Mechanical 
Engineering Mechanical Engineering 
2012 
LOW REYNOLDS NUMBER FLOW FIELD MODIFICATION VIA 
TRAVELLING WAVE ACTUATION OF A VERTICALLY ALIGNED 
WIRE ARRAY SURFACE 
John C. Calhoun 
University of Kentucky, hoon5306@gmail.com 
Right click to open a feedback form in a new tab to let us know how this document benefits you. 
Recommended Citation 
Calhoun, John C., "LOW REYNOLDS NUMBER FLOW FIELD MODIFICATION VIA TRAVELLING WAVE 
ACTUATION OF A VERTICALLY ALIGNED WIRE ARRAY SURFACE" (2012). Theses and Dissertations--
Mechanical Engineering. 19. 
https://uknowledge.uky.edu/me_etds/19 
This Master's Thesis is brought to you for free and open access by the Mechanical Engineering at UKnowledge. It has 
been accepted for inclusion in Theses and Dissertations--Mechanical Engineering by an authorized administrator of 
UKnowledge. For more information, please contact UKnowledge@lsv.uky.edu. 
STUDENT AGREEMENT: 
I represent that my thesis or dissertation and abstract are my original work. Proper attribution 
has been given to all outside sources. I understand that I am solely responsible for obtaining 
any needed copyright permissions. I have obtained and attached hereto needed written 
permission statements(s) from the owner(s) of each third-party copyrighted matter to be 
included in my work, allowing electronic distribution (if such use is not permitted by the fair use 
doctrine). 
I hereby grant to The University of Kentucky and its agents the non-exclusive license to archive 
and make accessible my work in whole or in part in all forms of media, now or hereafter known. 
I agree that the document mentioned above may be made available immediately for worldwide 
access unless a preapproved embargo applies. 
I retain all other ownership rights to the copyright of my work. I also retain the right to use in 
future works (such as articles or books) all or part of my work. I understand that I am free to 
register the copyright to my work. 
REVIEW, APPROVAL AND ACCEPTANCE 
The document mentioned above has been reviewed and accepted by the student’s advisor, on 
behalf of the advisory committee, and by the Director of Graduate Studies (DGS), on behalf of 
the program; we verify that this is the final, approved version of the student’s dissertation 
including all changes required by the advisory committee. The undersigned agree to abide by 
the statements above. 
John C. Calhoun, Student 
Dr. T. Michael Seigler, Major Professor 
Dr. James M. McDonough, Director of Graduate Studies 
LOW REYNOLDS NUMBER FLOW FIELD MODIFICATION
VIA TRAVELLING WAVE ACTUATION OF A
VERTICALLY ALIGNED WIRE ARRAY SURFACE
THESIS
A thesis submitted in partial fulfillment
of the requirements for the degree of
Master of Science in Mechanical Engineering in the
College of Engineering at the University of Kentucky
By
John C. Calhoun
University of Kentucky
Co-Directors: Dr. T. Michael Seigler, Professor of Mechanical Engineering
and Dr. Sean C. C. Bailey, Professor of Mechanical Engineering
Lexington, Kentucky
2012
Copyright c© John C. Calhoun 2012
ABSTRACT OF THESIS
LOW REYNOLDS NUMBER FLOW FIELD MODIFICATION
VIA TRAVELLING WAVE ACTUATION OF A
VERTICALLY ALIGNED WIRE ARRAY SURFACE
Experiments were conducted to observe the effects of an active wire surface on
low-Reynolds number Poiseuille flow. The objective was to evaluate the feasibility
of actuating piezoelectric nanowires into a travelling wave motion in order to reduce
wall shear stress in turbulent flows. Studies have shown that travelling wave motions
introduced into the bounding wall of turbulent flow can reduce wall shear stress by
disrupting the formation of drag-inducing coherent vortical structures. A Reynolds
number scaled flow facility was designed to represent the near-wall region of turbulent
flow. A wire surface was installed in the bounding wall and dynamically actuated
into a travelling wave. Particle image velocimetry was used to measure the flow. De-
viations in the flow were analyzed and a perturbation depth of 5 – 6 wire lengths was
observed. Phase averaged flow fields were examined to evaluate the structure of the
disturbances introduced into the flow. Non-dimensional analysis of the results indi-
cated that the modifications to the flow depended on Strouhal number and actuation
amplitude, but were independent of Reynolds number. The results suggest that the
penetration depth of the flow perturbations introduced by an active nanowire surface
is sufficient to influence wall shear stress.
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Chapter 1
Introduction
The desire to reduce drag in fluid flow over a surface has motivated efforts to control
wall-bounded flow. Reducing the drag over a surface can increase fuel efficiency and
cut costs. Drag, which is the resistance of a fluid to the motion of an object, decreases
the efficiency of systems such as automobiles and aircraft. Specifically, skin friction
drag is the result of high shear stress found in turbulent wall-bounded flow.
A number of research studies have been conducted to determine the cause of
shear stress. Experiments and numerical studies indicate that a great portion of
turbulent kinetic energy is contained in coherent vortical structures. These structures
are continued through a series of self-sustaining events (Swearingen and Blackwelder,
1987; Jimenez and Pinelli, 1999; Schoppa and Hussain, 2002; Waleffe and Kim, 1997).
The aim of near-wall flow control is to disrupt these events. Berchert et al. (1997)
showed 10% drag reduction with the use of riblets. Jung et al, (1992) attained around
40% drag reduction with spanwise wall oscillations and Du and Karniadikis (2000)
found more than 30% drag reduction with spanwise travelling waves. The latter two
methods are in a class of active flow control known as transverse flow control.
Spanwise travelling waves are the method of flow control utilized by the exper-
iment of this study. Travelling waves apply transverse forcing to modify near-wall
longitudinal vortices and suppress the instability of low-speed streaks, thereby reduc-
ing wall shear stress. Physically manipulating a wall to create a travelling wave is one
way to accomplish transverse flow control. An innovative surface has been developed
that could potentially introduce such travelling waves — an array of vertically aligned
piezoelectric nanowires.
For use in transverse flow control, a travelling wave can be generated through the
actuation of an array of vertically aligned piezoelectric nanowires as demonstrated in
Figure 1.1. Piezoelectric nanowires would be suitable for high Reynolds flow because
they can operate at high frequencies. Currently, though, transverse control with a
wave has only been demonstrated at low Reynolds numbers. One proposed array will
use PZT nanowires for their high level of electromechanical coupling. PZT nanowires
can be manufactured into an array with hydrothermal synthesis (Lin et al., 2009),
and a new and innovative deposition technique (Kondo et al., 2008) can be applied
to electrode the surface for excitation.
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Figure 1.1: Actuation of the piezoelectric nanowire concept for near-wall turbulent
drag reduction.
Piezoelectric materials are already applied on the nano-scale for energy harvest-
ing (Wang and Song, 2006; Wang, 2007a; Feenstra and Sodano, 2008), sensing (Wang
and Song, 2006; Cheng et al., 2006), actuation and control, piezoelectric field-effect
transistors (Lin et al., 2006), and piezoelectric-gated diodes (He et al., 2007). Piezo-
electrics exhibit electromechanical coupling, meaning the material strains under an
applied electric field and produces an electric displacement under an applied stress
(Leo, 2007). This coupling provides numerous applications in the actuation and
electronics industry. Piezoelectric nanowires are lightweight, making them beneficial
when weight optimization is important such as on aircraft, automobiles, and other
structures. They can be scaled and tailored to numerous surfaces due to their flexi-
bility and small size and can be used in numerous environments, including in vivo as
some piezoelectric materials are biocompatible.
A study has not been found that analyzes the use of a wire array for transverse
flow control and so little is known about how such wires will interact with flow. It is
important that the potential for flow control with a wire array be explored before work
proceeds on developing a nanowire array application. In order for a nanowire array to
be effective in disrupting the formation of coherent vortical structures, the travelling
wave’s effects must penetrate through the viscous sublayer to the buffer region of a
turbulent boundary layer. It is currently unclear whether such perturbations can be
introduced into the flow due to the linear and reversible behaviour of the low Reynolds
number flow regime in a which a nanowire array would operate.
To investigate the effect of surface wave motions on low Reynolds number flow, a
scaled experiment was performed to measure the flow field velocities of low Reynolds
number flow over a wire surface actuated in a travelling wave motion. A wire sur-
face was constructed and actuated in a flow facility that produced fully-developed
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laminar Poiseuille flow in high viscosity silicone oil. The scaling to a low Reynolds
number regime allowed for straightforward velocity measurements with particle image
velocimetry. The laminar shear flow approximates the expected environment within
the viscous sublayer where a nano-scaled wire array would operate. The deviations
in the flow, particularly in the direction normal to the surface, were used to analyze
the depth of penetration of the perturbations introduced by surface travelling waves.
The flow structure induced by the wave motion was observed with phase averaged
flow fields. Finally, a non-dimensional analysis was performed to identify the relevant
parameters driving the perturbation penetration depth.
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Chapter 2
Background and Motivation
2.1 Boundary Layer Flow
First conceived by Ludwig Prandtl (Prandtl, 1904), the boundary layer is the thin
layer of fluid on a surface where viscous effects dominate the flow (Munson et al.,
2009). Outside the boundary layer the flow behaves inviscidly. Within a bound-
ary layer, a velocity gradient exists and as fluid continues over a surface there is a
transition from laminar to turbulent flow.
Observed by Osborne Reynolds in his famous pipe flow experiment (Reynolds,
1883), turbulent flow is irregular, unsteady flow where rapid velocity and pressure fluc-
tuations appear and eddying motions of large and small scales are common (Wilcox,
2007). The fluctuations are random in time and space but can be statistically aver-
aged.
Figure 2.1: Regions of a turbulent boundary layer flow. The viscous sublayer, a buffer
layer, and outer layer. Adapted from Figure 8.15b of (Munson et al., 2009).
The velocity and length scales used to describe turbulent boundary layer flow
depend on the distance from the surface. Nearest to the surface, the fluid responds
very quickly to changes in shear and pressure gradients. This inner region is called the
viscous sublayer (see Figure 2.1) which is described by a non-dimensional velocity,
u+ ≡ u/uτ , and distance from wall, y+ ≡ y/δν . They are made non-dimensional
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with the friction velocity, uτ = (τw/ρ)
1/2, and the viscous length, δν = ν/uτ , where
τw is the shear stress at the wall, ρ is the fluid density, and ν is the fluid kinematic
viscosity. Viscous shear stresses dominate the viscous sublayer, and so a linear relation
of u+ ∼= y+ for y+ < 7 is generally assumed to approximate the shear flow profile
(Wilcox, 2007).
The outer layer responds more slowly to changes in the flow and contains the
larger scale eddy motions. A different length scale, δ, gives the thickness of the entire
boundary layer. The two length scales can be combined to characterize the Reynolds
number of the flow in the boundary layer as Reδ = δuτ/ν = δ/δν . Note that Reδ is
a ratio of the largest scales of turbulence, O (δ), to the smallest scales of turbulence,
O (δν). Separating the two layers is an indistinct buffer layer that designates the
transition from the inner layer to the outer layer.
Numerous studies have been conducted to explore what continues the presence of
coherent vortical structures and motions within a turbulent boundary layer. Many
types of these structures have been observed and some examples are shown in Fig-
ure 2.2. Highly coherent three-dimensional eddies, labelled “typical eddies”, have
been observed experimentally with hot-wire anemometry and flow visualization (Falco,
1977). The Reynolds number dependent “typical eddies” co-exist with Reynolds num-
ber independent large scale motions. Large scale motions called three-dimensional
bulges have been observed by conditional sampling and conditional averaging with
hot-wire anemometry (Kovasznay et al., 1970). Head and Bandyopadhyay (1981)
used flow visualization of a turbulent boundary layer and called the structures hair-
pin vortices and vortex pairs at high Reynolds number flow and horseshoe vortices
and vortex loops at low Reynolds number flow. Groups of vortices, which were found
by particle image velocimetry and DNS, are referred to as hairpin packets (Adrian,
2007). At high Reynolds numbers, additional structures, referred to as superstruc-
tures (Hutchins and Marusic, 2007), have been observed. Large to very large-scale
motions have been observed in turbulent channel flow with constant-temperature
anemometry and shown to compare well with similar pipe flow experiments (Balaku-
mar and Adrian, 2007).
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(a) (b)
(c)
Figure 2.2: Coherent vortical structure examples: (a) “typical eddy” sketch in the
stream wise direction (b) and in the cross stream direction. Figures used with per-
mission from Figure 2 of (Falco, 1977). (c) Horseshoe vortex sketch. Figure used with
permission from Figure 3a of (Adrian, 2007).
From many experimental and numerical studies, it appears that a sequence of self-
sustaining events occur in the buffer layer that produce and maintain these structures
containing turbulent kinetic energy (Swearingen and Blackwelder, 1987; Jimenez and
Pinelli, 1999; Schoppa and Hussain, 2002; Waleffe and Kim, 1997; Kline et al., 1967).
A general explanation of a very complex turbulent process is the instability and
bursting of low-speed streaks. Narrow regions of low momentum fluid, known as
streaks, have been observed in the near-wall region and are considered to be the
result of elongated streamwise vortices. As the low-speed streaks move downstream
they become unstable and the vortical motions lift the fluid away from the wall where
it breaks down chaotically in the outer layer. This happens very rapidly and is known
as bursting. Due to conservation of mass, higher momentum fluid from the outer layer
is pulled into the near-wall layer. This is called a sweep and is thought to develop
the large velocity gradients and shear stress at the wall.
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2.2 Transverse Flow Control
Flow control is the manipulation of fluid flow for an advantageous result such as
enhanced mixing, reduced loading on structures, reduced noise pollution, improved
medical devices, and increased efficiency of aerospace vehicles. One focus of flow
control is to increase the efficiency of systems by the reduction of the drag force that
forms as fluid flows over a surface (Gad-el Hak, 2000). Known as skin friction drag,
it is a direct result of the large shear stress in boundary layer flow over a surface
(Munson et al., 2009). Since near-wall coherent vortical structures are considered
to be responsible for the large shear stress found in the near-wall region of turbulent
flow, near-wall flow control has turned to the disruption of the self-sustaining activities
that form these structures. A target of flow control is the low speed streaks discussed
before. The bursting of low speed streaks and following sweep of high speed streaks
are considered to directly result in near-wall drag production.
A method of near-wall control is the modification of a surface, either through
geometry or external forcing. A passive example of this technique is the use of riblets.
Riblets are microgrooves of either triangular or semicircular cross section, aligned
in the streamwise direction, in the viscous sublayer (Karniadakis and Choi, 2003).
Riblets have been used for drag reduction on Olympic row boats and swimming suits,
as well as on the wings and fuselage of an Airbus aircraft. Bechert et al. (1997)
demonstrated up to 10% drag reduction with riblets in an oil channel experiment.
Riblets are the oldest of the near-wall control methods, however they have been
found to increase drag when the flow is misaligned (Choi and Hamid, 1991) and at
high Reynolds numbers the extremely small riblets needed to be effective are difficult
to manufacture on large surfaces.
External forcing applied in the transverse direction is an active method known as
transverse flow control. This method can take the form of spanwise wall oscillations or
spanwise travelling wave forcing. Jung et al. (1992) used direct numerical simulation
(DNS) of a planar channel flow and observed the response of the turbulent boundary
layer to high-frequency oscillations. It was found that turbulent drag was reduced up
to 40% with a non-dimensional wall-oscillation period of T+ = Tu2τ/ν = 100. Nu-
merical investigations have also been made to optimize the oscillations and maintain
drag reduction (Baron and Quadrio, 1995). A positive energy balance is maintained
between energy saved from drag reduction and energy spent to oscillate a wall when
the amplitude of the oscillation is kept low. The reduction of turbulent velocity fluc-
tuations by an oscillating wall have also been confirmed experimentally using particle
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image velocimetry (Di Cicca et al., 2002).
Spanwise travelling wave forcing is another effective means to reduce drag and is
referred to as transverse-wave control (Zhao et al., 2004). Travelling waves can either
be applied through an external body force or as a wall motion (Karniadakis and Choi,
2003). Travelling waves are believed to alter the longitudinal vortices and suppress
the instability of the low-speed streaks in the viscous sublayer. DNS simulations have
resulted in 30–35% drag reduction (Du and Karniadakis, 2000; Du et al., 2002). In
these studies, a travelling wave body force in the form of a Lorentz force was applied
in the viscous sublayer. The applied body force is
Fz = Ie
−y/∆ sin
(
2pi
λ
z − 2pi
T
t
)
, (2.1)
where I is the measure of the sensitivity of the system to the body force, ∆ is a
measure of the penetration depth of the force, λ is the wavelength, and T is the
period. Analyzing each of these components individually, Du et al. (2002) found
that maximum drag is achieved for increasing frequency, decreasing force magnitude
and long wavelength. Then it was concluded that the product I ×∆× T+ could be
optimized independently of the specific values for the components. At Reτ = 150,
30% drag reduction was found when the product equalled 1. The simulated wall
streaks were visualized to show the difference between turbulent flow without control,
Figure 2.3a, and with the travelling wave control, Figure 2.3b. The blue color indicates
low-speed streaks and yellow-red represents high-speed streaks. Figure 2.3b shows no
wall streaks or hairpin vortices.
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(a)
(b)
Figure 2.3: Instantaneous flow visualizations of wall streaks by DNS. (a) No-control;
(b) Control with travelling wave excitation corresponding to I = 1, λ+z = 840 and
T+ = 50; L+z = 840. Figures used with permission from Figure 23 of (Du et al.,
2002).
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The simulations with travelling wave control were compared with simulations of
turbulent flow over riblets, shown in Figure 2.4, and also compared with turbulent
flow controlled with a spanwise oscillatory force, shown in Figure 2.5.
Figure 2.4: Instantaneous flow visualizations of velocity contours with control by
riblets mounted in the wall; L+z = 200. Figure used with permission from Figure 24
of (Du et al., 2002).
Figure 2.5: Instantaneous flow visualizations of velocity contours with control by an
oscillating force along the spanwise direction; T+ = 100, L+z = 840. Figure used with
permission from Figure 25 of (Du et al., 2002).
Du et al. (2002) observed from these comparisons that even though the streaks
are reduced, the fundamental structures of the streaks and vortex lines remain the
same when ribulets or a spanwise oscillatory force is used. Notice how Figure 2.3b
displays one small region of high speed streaks while Figure 2.4 displays a couple
elongated high speed streaks, and Figure 2.5 displays several high speed streaks.
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Du et al. (2002) confirmed the simulations with experiments in salt water using
arrays of electromagnetic tiles to produce travelling waves. The experiment demon-
strated an application of control with transverse travelling waves.
However, a Lorentz force is typically too small and restrictive to have a wide range
of applications. Instead, travelling waves can be applied to turbulent flow through
wall motions that apply a traction force to the fluid. The fundamental differences
between the two is that a Lorentz force affects all elements of a fluid in a range of
the force while a traction force is produced by wall motions in both the normal and
tangential directions. The present study focuses on a controlled wall motion.
Zhao et al. (2004) performed DNS of turbulent channel flow controlled by spanwise
travelling waves. The wave motion was applied using a flexible wall and was observed
to effectively alleviate low-speed streaks and suppress streamwise and hairpin vortices
in the viscous sublayer. The results, which are found in Figure 7 on page 185 of (Zhao
et al., 2004), compare well with the results of Du et al. (2002).
To date, transverse-wave control has only been demonstrated at low Reynolds
numbers and so it is not yet known how feasible such control is at high Reynolds
number flow, where the separation of length and time scales become increasingly
large.
2.3 Piezoelectric Nanowires
An array of vertically aligned piezoelectric nanowires is being explored for transverse-
wave control in turbulent wall-bounded flow. Nanowires are one of the structures
studied in the field of nanopiezotronics (Wang, 2007a,b). The property behind piezo-
electronics is the electrical and mechanical coupling of the material called the piezo-
electric effect. As a piezoelectric material is stressed, an electrical displacement is
produced along with the strain. Conversely, a mechanical strain is produced under
an applied electric field at the same time an electrical displacement is produced (Wang
et al., 2007). This coupling is the reason that a piezoelectric material can be used for
both sensing and actuation and is best displayed by the diagram of Figure 2.6.
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Figure 2.6: Diagram of the direct and converse piezoelectric effect (Yu-Hsiang Hsu,
2006).
The important properties of a piezoelectric material are the mechanical compli-
ance, which is the inverse of the Young’s Modulus, s = 1/Y (m2/N), the dielectric
permittivity, ε (F/m), and the piezoelectric strain coefficient, d (C/N or m/V ). The
piezoelectric strain coefficient determines the amount of electromechanical coupling.
A piezoelectric material can be described mathematically with these properties by its
constitutive linear equations where strain, S, and electric displacement, D (C/m2),
depend on applied stress, T (N/m2), and applied electric field, E (V/m).[
S
D
]
=
[
s d
d ε
][
T
D
]
The piezoelectric coupling coefficient, k = d (sε)−1/2, is another commonly referred to
property of piezoelectric materials to describe electromechanical coupling effectiveness
(Leo, 2007).
Material Properties
Zinc oxide (ZnO), lead zirconate titanate (PZT), cadmium sulfide, barium titanate
(BaTiO3), and gallium nitride are some of the materials that have been studied for
their piezoelectric properties. For nanowires, the focus has been on ZnO, PZT, and
BaTiO3. ZnO is a crystal with a wurtzite structure which demonstrates semicon-
ducting and piezoelectric properties. It has a wide band gap, large excitation energy,
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is biocompatible, and has a higher effective piezoelectric constant when compared to
bulk ZnO (Xiang et al., 2006). PZT and BaTiO3 have shown up to 100 times higher
electromechanical coupling (Lin et al., 2009). Single crystal, pervoskite structure
BaTiO3 has a piezoelectric constant of 85 pC/N (Wang et al., 2007). Experiments
have also shown that the voltage response of a BaTiO3 nanowire is directly propor-
tional to the applied strain rate. Ceramic PZT (PZ0.52T0.48) is a pervoskite structure
crystal and has a piezoelectric constant of 298 pC/N (Wang et al., 2007).
Material Processing and Fabrication
Electrospinning, hydrothermal synthesis, chemical vapor deposition, and vapor-liquid-
solid growth are some of the current methods for fabricating piezoelectric nanowires
into a useful structure. In electrospinning, a high electric field draws a fiber from a
spinning polymer solution in a capillary tube down to a grounded collecting plate. To
fabricate BaTiO3 nanowires, the ceramic nanoparticles are dispersed in the polymer
solution. A calcination process follows the electrospinning to allow for crystallization
(Feenstra and Sodano, 2008). PZT fabricated through electrospinning has shown
a high piezoelectric voltage constant, high bending flexibility, and high mechanical
strength when compared to bulk PZT or thin-films (Chen et al., 2010).
Figure 2.7: Vertically aligned PZT nanowires grown on a Titanium substrate. Figure
used with permission from Figure 2b of (Lin et al., 2009).
A vertically aligned array of PZT nanowires can be grown through hydrothermal
synthesis (see Figure 2.7). First a titanium oxide substrate reacts with a solution of
lead ions and Zr0.52Ti0.48O2
.nH2O to form Pb(Zr0.52Ti0.48)O3 nucleation sites. Then,
crystal growth occurs with temperature controlling the crystal size (Lin et al., 2009).
ZnO nanowires have also been grown with vapor-liquid-solid growth. The process
uses a catalyst, such as Au or Sn, to initiate and guide growth of the ZnO nanowires
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on a solid-state or polymer substrate. An aligned array of nanowires can be produced
because of the epitaxial relationship between the nanowires and the substrate (Wang,
2007b).
In order to actuate nanowires, electroding must be accomplished. Electroding is
the process of applying a thin layer of conductive metal so that a voltage can be
applied to a non-metallic part. Thermal evaporation, sputter, and chemical vapor
deposition (CVD) are common physical deposition techniques used by the semicon-
ductor industry for electroding on the nanoscale. These methods require line of sight
and so would be unable to coat the steep walls of vertically aligned nanowires. A
complex, unscalable, and expensive method to apply a thin coat of conductive mate-
rial to vertically aligned nanowires is atomic layer deposition (ALD). ALD provides
excellent step coverage.
A simple and inexpensive electroding process called “spray CVD” has been de-
veloped by Kondo et al. (2008). The process deposits thin films of indium-tin-oxide
(ITO) on non-flat substrates with a conventional atomizer. Indium (III) chloride,
InCl3
.xH2O (99.99%, Alfa), and tin (II) chloride, SnCl2
.2H2O (98%, Alfa), are dis-
solved in ethanol. The nanowire substrate is heated to 350oC and then sprayed
repeatedly with the ITO solution to allow vaporization. Each spray applies ≈ 1µm
conformal film to the nanowires of an array.
2.4 Particle Image Velocimetry (PIV)
Particle image velocimetry (PIV) is the experimental measurement technique chosen
for this study. PIV is a non-intrusive optical method to measure the displacement
of small tracer particles that are carried by a fluid. The tracer particles, of diameter
dp, are sufficiently small so to accurately follow the fluid motion and, at the same
time, not alter the flow. The particles are illuminated by a thin light sheet formed
by a double-pulsed laser, with the pulses separated by ∆t seconds. Subsequent image
pairs, or frames, are recorded onto a charged coupled device (CCD) camera. The
images are divided into smaller interrogation regions and each region is processed by
cross-correlation analysis applied between image pairs. Each interrogation region pro-
vides a mean displacement, ∆x = (∆x,∆y), that is used to calculate instantaneous
velocities, (u, v) = ∆x/∆t. Note that ∆x is a general term used to describe the
particle displacement in the streamwise and wall-normal directions. 103–105 velocity
measurements with a 1% accuracy are typical from a single image pair (Westerweel,
2007).
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It is important that the particles are homogeneously distributed within the light
sheet such that they can be focused on with the camera. The intensity of the light
source must allow scattered light from particles to be detected by the camera. The
optics are also very important for a PIV system. Figure 2.8 displays the key param-
eters where ∆z0 is the thickness of the light sheet, z0 is the distance from the object
of measurement to the camera lens, and Z0 is the distance from the lens to the plane
of the image sensor. A typical camera lens, which is characterized by its focal length,
f-number, f#, and magnification, M = Z0/z0, is used with the CCD camera.
Figure 2.8: Common optical setup for a PIV system with paraxial camera alignment,
outlining key parameters. Adapted from Figure 5.91 of (Westerweel, 2007).
In order for the images to be processed, the image mean grey values and standard
deviations of the grey values need to be spatially uniform. It is also important that
images consists of bright particle images on a dark background, or a high image
contrast. This occurs with low source density PIV (Westerweel, 2000). Source density
is used to characterize the statistical properties of PIV images. Source density is
defined as
NS = C∆z0
pi
4
d2τ
M2
, (2.2)
where C is the particle number density in particles/mm3 and dτ = Mdp is the mean
particle-image diameter. The image contrast is defined as N
−1/2
S . Typically, tech-
niques of high/low pass filters and histogram equalization are applied pre-processing
to improve the images.
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Another important parameter is image density defined as
NI = C∆z0
AI
M2
, (2.3)
where AI is the area of the interrogation region. It is important that a very high
image density, or NI >> 1 is maintained. Low image density PIV, or NI << 1, is
known as particle tracking velocimetry (PTV).
A spatial correlation analysis is the statistical analysis used to identify the most
likely particle-image pair. For one particle of the first image of a frame, each particle
of the second image is a probable match and its corresponding displacement is repre-
sented by a histogram. A mean displacement is determined after the analysis is re-
peated for each particle within an interrogation region and the probable displacement
histograms are superimposed. A mean displacement is identified when a correlation
peak amplitude is larger than the highest correlation peak due to random fluctua-
tions, or noise. A lower limit of the signal-to-noise ratio, known as the detectability,
is set to determine whether a peak amplitude is acceptable over all the noise peaks.
Spurious measurement vectors result when this is not the case (Westerweel, 2007).
The peak amplitude is proportional to the image density, NI , the loss of correlation
due to in-plane motion, FI , and the loss of correlation due to out-of-plane motion,
FO. It is important that NI is high and both FI and FO are low. Velocity gradients
and variations in the flow can also decrease signal peak amplitudes in a correlation.
Digital cross correlation provides accurate measurements of the peak location on
the sub-pixel level. Sub-pixel interpolations are made using curve fits, such as the
three-point Gaussian peak fit. Other fits that provide sub-pixel accuracy are center-
of-mass and parabolic curve fitting (Huang et al., 1997). Advanced interrogation
techniques can be used to increase the accuracy of PIV. A window shift method can
be used to compensate for the loss of pairs due to average particle motion. The
window shift can be combined with a multigrid analysis where multiple interroga-
tion passes are made with decreasing window size. A window deformation is also
commonly used to account for non-uniform flow. The profile of the flow within a win-
dow is represented by a function with an interpolation scheme, shaping the window
to the flow profile. Finally, processing speeds are often increased using fast Fourier
transforms (FFT) (Westerweel, 2007). Before sub-pixel interrogations and advanced
interrogation techniques, PIV had an accuracy of the pixel dimension, i.e., ±0.5 pixel.
Studies have identified two types of error common in PIV setups. Mean bias error
arises from inadequate pixel resolution and a correlation peak not aligning with the
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used curve fit algorithm. Random, or RMS, errors result due to imperfections in
the particles, improper seeding, non-uniform illumination, strong velocity gradients,
three-dimensional flow, the recording process, electronic noise, and the interrogation
technique (Prasad et al., 1992; Huang et al., 1997).
Experiments where the displacement is known have shown that PIV error is a
function of dτ (Prasad et al., 1992). Westerweel (2000) confirmed this with theoretical
analysis. Figure 2.9 shows how increasing dτ reduces bias error but increases random
error. Random error is directly proportional, rms = cdτ , and c is a function of
interrogation method, peak location technique, and limitations on obtaining an ideal
image.
Figure 2.9: Mean bias and random error in pixels. dpix is the diameter of a pixel and
the total error is the square root of the sum of the squares of the bias and random
errors. Figure used with permission from Figure 13 of (Prasad et al., 1992).
PIV error is also a function of the displacement (Huang et al., 1997; Westerweel,
2000). Using simulated particle images and a Gaussian curve fit, Huang et al. (1997)
showed that errors for different processing techniques are on the order of 0.1 pixels
(see Figure 4 on page 1430 of (Huang et al., 1997) ).
Advanced interrogation techniques have improved the accuracy of PIV. The win-
dow offset technique optimizes the location of a correlation peak and produce an
average measurement error of 0.04 pixels (Westerweel et al., 1997). Further improve-
ments have been made with window deformation. Kim and Sung (2006) evaluated
the performance of a number of interpolation schemes with generated particle images
of uniform and shear flow patterns. For example, the mean and random error at 3.3
pixel particle diameter for uniform and shear flow is shown in Figure 2.10.
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(a) (b)
Figure 2.10: Comparison of window deformation interpolation schemes on (a) uniform
flow and (b) shear flow. β and σ represent mean bias and random error, respectively,
and U and Uc represent horizontal displacement in pixels for uniform and shear flow,
respectively. Figures used with permission from Figures 11 and 13 of (Kim and Sung,
2006).
PIV is capable of measuring the Poiseuille flow of this study since it has been
proven to measure a variety of flows, including turbulent flow. PIV was used to
measure instantaneous velocity fields and spanwise vortices in a turbulent channel
flow experiment (Liu et al., 1991). PIV revealed the coherent structures previously
discussed and the results compared well with the previous experiments performed with
laser-Doppler velocimetry (LDV) and DNS studies. The type of PIV used by Liu et
al. was conventional PIV where images of the flow are captured in photographic film.
This method is capable of much higher resolutions, providing higher measurement
accuracy, but it takes much longer to process. Fully-developed turbulent pipe flow
has been measured with the more modern digital PIV with the use of a Gaussian
peak fit (see Figure 2.11) (Westerweel et al., 1996). The accuracy of digital PIV
is comparable to conventional PIV and also matched the pipe flow measurements
conducted with LDV and DNS studies. As noted before, PIV has been used to
measure the flow of a turbulent boundary layer with transverse flow control by wall
oscillations (Di Cicca et al., 2002). Vortical structures from the study are shown in
Figure 2.12.
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Figure 2.11: Instantaneous velocity vectors for turbulent pipe flow measured with
PIV. Figure used with permission from Figure 4 of (Westerweel et al., 1996).
Figure 2.12: Instantaneous velocity vectors for flow over an oscillating wall. Figure
used with permission from Figure 2 of (Di Cicca et al., 2002).
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2.5 Motivation
The potential to implement transverse-wave control with an active array of nanowires
provides the motivation for this experimental study. Nanowires commonly have O(10)
µm lengths, O(500) nm diameters, and can be actuated at frequencies O(10) kHz.
The motions of the nanowires could be specifically chosen to enhance the impact on
the flow. Another advantage of an array of nanowires is that they can be tailored to
any desired pattern and scaled to cover large areas.
A study for the application of transverse-wave control with a wire array has not
been performed. Therefore, it is not known what relevant length scales are important
for a wire array. The true scaling of a nanowire would result in a Reynolds number
with characteristic length of the diameter to be as low as O(10−3) in air. A Reynolds
number based on the wire length would also be low but is more relevant for the
experiment since a nanowire is expected to be tailored so that it is immersed in
the viscous sublayer. Either way, for such a low Reynolds number where the flow
is approximately linear and reversible, it is unclear whether a single nanowire could
exert enough inertia into the flow to penetrate through the buffer layer and alter the
coherent structures of the turbulence. On the other hand, if an array of wires packed
to 100% blockage ratio were considered, the array would behave as a solid wall. A
disturbance of O(Af), at a distance corresponding to Stokes length, O((ν/f)1/2), from
the wall could then be expected, where f and A are the frequency and amplitude of
the actuation, respectively. The purpose of this experimental study is to make clear
the role the wires will take, if any, in imparting near-wall flow control with a travelling
wave motion.
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Chapter 3
Experiment Setup
Figure 3.1: Image of experiment test facility. Flow is from right to left.
3.1 Experiment Overview
The objective of the experiment was to measure the time averaged velocities u¯ and
v¯ of the flow over an actuated wire array. Intended to be a scaled representation
of a piezoelectric nanowire array, the wire array was actuated to create a wave in
the surface, travelling transversely to the fluid flow. A flow facility (see Figure 3.1)
produced fully-developed Poiseuille flow of silicone oil over the surface. Actuation of
the surface was supplied by a long stroke shaker and roller system. Measurements
were taken with particle image velocimetry (PIV). The different components of the
experiment are described in detail below.
It was necessary that the experiment be designed to approximate the operating
conditions of the nanowires in the targeted low Reynolds flow of the viscous sublayer.
A boundary layer with viscous length on the order of the nanowires is non-trivial for
the scale of a laboratory experiment and so a simple laminar plane Poiseuille flow
was used. As discussed in the Background, the velocity profile of the viscous sublayer
is nearly linear, i.e., u+ ∼= y+. As shown in Figure 3.2, plane Poiseuille flow does
not have a linear velocity profile like the viscous sublayer but is instead selected to
provide a laminar analog to the expected conditions needed for experimentation.
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Figure 3.2: Fully-developed, laminar, plane Poiseuille flow in a channel of height h.
A wire length tailored to be equal to the viscous length means the nanowire
operates at y+ = 1. A local Reynolds number based on the wire length, lw, and
velocity at the tip, ulw , is used. Specifically, we define
Relw =
ulw lw
ν
=
(u+uτ ) (y
+ν/uτ )
ν
= 1 (3.1)
If the wire is tailored to be near the edge of the viscous sublayer then Relw = 25. A
range of Relw ≈ 1 – 25 was targeted for the experiment.
The Strouhal number is used to properly scale the wave motion of the wire array.
The Strouhal number, which is given by
St =
fλL
ulw
, (3.2)
represents the ratio of the spanwise wave velocity to the streamwise flow velocity,
where λL is the length of the wave motion. An attempt to match a targeted Strouhal
number is made. From Karniadakis and Choi (2003), the scaled period of the motion
should be within the range T+ O(10) in order to implement transverse travelling wave
control and so a Strouhal number with a range O(10) is targeted.
3.2 Experiment Configuration
3.2.1 Wire Array Surface
A surface was constructed to adequately represent an array of piezoelectric nanowires.
A wire length of 0.25 inch was selected for the wires. This length ensures that the
wires extend far enough into the flow and are suitably large for producing a flow field
measurable with PIV.
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(a) (b)
Figure 3.3: Wire array. (a) SEM image of piezoelectric nanowires and (b) steel wire
array.
Scaling
The process to design the surface for the experiment began by choosing the proper
scaling. An SEM image of piezoelectric nanowire array was used for this purpose (see
Figure 3.3a). The length of the nanowires was determined by the image’s scale, and
then the number of wires in the image were counted. The nanowires were ≈ 40 µm
tall with ≈ 0.714 µm diameter. An average of 67.5 nanowires were found in a 20 µm
x 20 µm area. For a 0.25 inch wire, a 0.0045 inch diameter is needed to keep the
same aspect ratio of 0.01785, but wires of this small a diameter were not available for
purchase. Fabrication of the surface would also have been difficult with such a small
diameter. 0.02 inch diameter carbon steel wire was used for its price, availability, and
ease of manufacturing.
Since the same aspect ratio could not be used, a blockage ratio, Bl, was formed.
This was the ratio of the summed volume of the wires in the image of the array and
the total volume containing the wires of the array. The volume of the wire array,
Varray, was found by the nanowire length, diameter, and the number of nanowires in
the image. The total blocked volume, Vbl, was calculated with the nanowire length
and the area of the array containing the number of nanowires used in Varray. The
blockage ratio is defined as
Bl =
Varray
Vbl
(3.3)
A Bl = 0.0676 was determined with the nanowire dimensions from the SEM image,
which called for 21507 steel wires in a 10 in. x 10 in. area.
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Materials
To build the wire surface, a base material was selected for the wires to be adhered
to. The experiment environment required that the base material was flexible enough
to allow a roller to deform it into a wave shape, but strong enough to hold up under
the pressure of the oil and add in sealing the surface to the tunnel wall. A variety of
rubbers and foams were tested for the base material including a polyurethane film,
nylon foam, and neoprene rubber. An adhesive material was selected to hold the steel
wires onto the base material. An oil resistive and flexible adhesive was needed that
would maintain a strong grip on the steel wires. Epoxy, acrylic caulk, and silicone
caulk were investigated for the adhesive (see Figure 3.4). A 0.25 in. sheet of neoprene
rubber was chosen for its strength and flexibility, and silicone caulk was selected for
its oil resistance and flexibility.
Manufacturing
Next, a method was found to attach the wires to the surface. A guide was needed
to position the wires into an array that closely resembled the nanowire array and to
hold the wires in the position while the adhesive dried. First trials included drilling
holes into scrap materials to position bundles of wires onto a rubber surface (see
Figures 3.4a and 3.4b). Then, wire mesh guides were tried to reduce the bundle size
(see Figure 3.4c). The wire mesh used for the final surface fabrication had 16 holes
per inch and a single wire was placed in each hole. This setup provided more wires
than was needed for the given area but this was allowed because of the unavoidable
loss of wires during construction and during use of the surface in the experiment. The
mesh also allowed for an even distribution of the wires.
The rubber sheet and steel wires were sheared to size and a laminate build up
was used to construct the surface (see Figure 3.5) . A 1 in.2 area of silicone caulk was
spread onto the rubber sheet, the wire mesh was secured on top (see Figure 3.6), and
one wire was placed per hole. The next area of wires were secured to the rubber once
the silicone caulk of the previous area had dried. The final surface had a total wire
array area of 9 in. x 8 in. and contained more than 18,000 wires. Figure 3.3 shows
that a suitable representation of the nanowire surface was accomplished.
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(a) Wire bundle held to nylon foam by epoxy.
(b) Wire bundle held to polyurethane film by
silicone caulk.
(c) Wire bundles held to neoprene rubber sheet by silicone caulk and acrylic caulk.
Figure 3.4: Trial wire surface materials and fabrication techniques.
Figure 3.5: Side view of steel wire array
(a) (b)
Figure 3.6: Wire Array Fabrication (a) top view (b) side view
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3.2.2 Flow Facility
Figure 3.7: CAD model of experiment flow facility, highlighting the sections of the
tunnel.
A flow facility, or tunnel, was constructed to produce fully-developed Poiseuille flow
over the surface. An image of the flow facility is shown in Figure 3.1, and a CAD
model is given in Figure 3.7. The tunnel is made up of an inlet, test section, and
outlet. The key components of the tunnel include a 3 Hp Dayton Pump, 3 Phase
Motor Controller, and flow straightening devices. Engineering drawings are given in
Appendix B.
Inlet Section
The tunnel inlet, as shown in Figure 3.8, is constructed of 0.708” thick, clear acrylic
sheets and 0.05” thick Aluminum Alloy 3003. The inlets dimensions are 20” x 33” x
12”. The shape of the inlet is formed into a nozzle with a parabolic to cubic spline.
The shape accelerates the fluid into the test section and minimizes disturbances.
Fluid enters the inlet section via two vertical 4” diameter x 20” long PVC pipes with
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holes drilled in the side. The holes are 0.25” in diameter and range from 6 holes in
a row at the bottom of the pipe to 10 holes in a row at the top of the pipe, with 20
rows of holes in each pipe. The pipe is designed so that the fluid evenly distributes
vertically into the inlet. After dye testing in water, it was found that there was still
unsteadiness within the inlet. Two honeycomb flow straighteners, laminated together,
were added to further reduce the unsteadiness. The combination of the vertical pipes,
flow straighteners, and nozzle shape contributed to an even, laminar flow entering the
tunnel test section.
Figure 3.8: CAD model of flow facility inlet, highlighting the production of laminar
flow into the test section of the tunnel.
Test Section
The test section provided laminar flow through a hT x wT = 2” x 12” cross-section
over a LT = 48” length, as shown in Figure 3.9. The tunnel height is eight times the
wire length to minimize blockage effects. The tunnel walls are clear acrylic, which do
not disrupt the laser sheet or camera imaging, thus providing optical access for PIV.
The width of the tunnel was chosen to attain quasi 2D flow, and was longer than
the stroke length of the actuation system used to provide the wave motion in the
wire surface. The length of the tunnel was chosen to provide fully-developed laminar
flow and was calculated with the hydraulic diameter, Dh = 2wThT/(wT + hT ), where
`e = 0.06DhRelw . With a Dh = 3.43
′′ and Relw = 25, `e needed to be 5.14” using
silicone oil but the test section was designed for 48” so that it could be utilized in
future experiments using other fluids.
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Figure 3.9: CAD model of flow facility test section, highlighting the placement of the
wire surface and dimensions of the test section.
A 10”x 10” area was removed from the far end of the bottom surface of the
test section to insert the wire surface. A clamp, which was machined from acrylic,
secured the wire surface into the bottom of the tunnel. The clamp provided a seal
and clearance for the roller of the actuation system (see Figure 3.10). Three 0.25”
diameter steel rails in the clamp prevented the wire surface from sagging under the
weight of the fluid. Neoprene gaskets were added to the clamp/tunnel interface to
aid in sealing the tunnel, and #10-32 bolts secured the clamp to the tunnel.
Figure 3.10: CAD model of clamp used to secure wire surface into bottom of tunnel
test section.
Outlet Section
The outlet of the tunnel was 23.33” x 16.75” x 12” (see Figure 3.7). Two vertically
aligned PVC pipes mirror those of the tunnel inlet and allow the fluid to exit the
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tunnel evenly. The outlet was open at the top to allow access. A magnet strip was
secured just below the test section’s exit to catch stray wires from the test surface.
Pump and Motor
The pump selected for the flow facility was a Dayton model 5WXU1, 3 Hp chemical
resistant, centrifugal pump. The pump was selected to handle the high viscosity of
the silicone oil. The pump electrical rating is 3 phase, 208-230/460 V, 14.3-13.0/6.5
A, which was selected to work with the available power of the Fluid Mechanics Lab.
A programmable AC motor speed controller was used to control the pump. The
controller is 3 phase, takes 200-240 VAC input, and controls a 3 Hp motor.
Manufacturing
All the sections of the tunnel were constructed with 0.708” thick, clear acrylic sheets
and fastened together with 1/4-20 bolts. The sections of the tunnel were fastened
together with aluminum angle and 1/4-20 bolts, and sealed with neoprene gaskets.
The tunnel was made into a closed system by connecting the pump to the tunnel
with high-pressure PVC tubing. Barbed fittings and hose clamps secure the tubing.
Valves to release trapped air or drain the tunnel were placed appropriately. The
tunnel was sealed with acrylic caulk and a galvanized steel drip pan is placed under
the tunnel to catch any leaking fluid. The tunnel was supported by 1-1/2”, T-slotted
aluminum framing and placed on wooden lab tables. To reduce the vibrations from
the actuation system, the system’s mass was increased by bolting the tunnel to the
framing, then bolting the framing to the lab tables, and finally clamping the facility
to the lab wall.
3.2.3 Dynamic Actuation
A dynamic actuation system was designed and built to introduce a travelling wave
into the wire surface. The actuation system needed to produce a travelling wave in
the z direction of the wire surface at a variety of frequencies and amplitudes. The
actuation system needed to be integrated with the flow facility without creating leaks,
excessive vibrations, or any other unwanted disruption to the fluid flow. It also needed
to be manufactured using a limited supply of materials due to monetary constraints.
Preliminary designs included actuating a disk out of phase with two shakers to
create a travelling wave. This design was not implemented because of the difficulty in
attaching a wire surface and integrating into the flow facility. Another design included
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a motor driven chain with rollers attached but was dismissed due to complexity and
materials needed.
The final design, shown in Figure 3.11, was a simple roller mounted to a base that
moved on wheels and was actuated back-and-forth with a long-stroke shaker. The
ideal travelling wave was not accomplished, but a back-and-forth motion was assumed
to adequately provide the desired effect. Figure 3.12 shows the roller assembly. The
roller consisted of 1.25” diameter bushings on a 0.75” diameter steel shaft. The shaft
was grooved and the bushings were spaced to clear the rails of the surface clamp.
The bushings helped reduce the friction between the roller and the bottom of the
wire surface. The effective length of the roller, lr, is 8.75”. The mount for the
roller was connected to a steel base by a jack screw and two guide bolts. A jack
screw in the middle of the mount positioned the roller up or down, thereby changing
the amplitude of the applied wave by pushing into the bottom of the wire surface.
Two bolts equally offset from the jack screw kept the roller aligned to the base and
secured the roller’s position when an amplitude was set. Guage blocks were used to
set accurate amplitudes and provided a surface to tighten the mount down against
the base when an amplitude was set. The steel base was 18” x 15.5” x 0.25” and
rolled on wheels. The wheels contained bushings to reduce friction and were lathed
to fit in guide rails mounted on the flow facility frame. The final design was simple
and effective.
The roller was actuated by an APS Dynamics, Inc., Model 113 Long Stroke Shaker.
The shaker provided a maximum stroke length of 6” when operated at low frequencies.
The shaker was mounted on a tripod and secured to the flow facility framing to
reduce undesired vibrations. The shaker was controlled with a function generator
and APS Dynamics, Inc., Model 114 Dual-Mode Power Amplifier (see Figure 3.13).
The function generator was used to generate a sine wave at varying frequencies and
the amplifier controlled the stroke length of the shaker.
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Figure 3.11: CAD model of roller assembly used to create travelling wave in wire
surface through dynamic actuation.
Figure 3.12: Zoom in on roller assembly CAD model. Roller height is adjusted by
the jack screw and set by the gauge blocks.
Figure 3.13: Block diagram for roller actuation with long stroke shaker to form trav-
elling wave in surface.
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3.2.4 PIV
The instantaneous streamwise velocities of the fluid over the actuated wire array
were measured with PIV. Based on the Reynolds numbers chosen for the experiment
flow conditions, estimates of the measured velocity and particle displacements are
displayed in Table 3.1.
Table 3.1: Estimated instantaneous velocity and mean particle displacements to be
measured by PIV.
Relw 5 15 25
u (mm/s) 93.4 118 197
∆x (µm) 19.7 59.06 98.43
∆x (px) 1.06 3.19 5.32
Laser
A Solo PIV Nd: YAG Laser from New Wave Research, Inc. was used to produce
double-pulsed IR illumination. The laser had a wavelength of 532 nm, diameter of
3.5 mm, and pulse width of 4 – 6 ns. The maximum energy was 50 mJ with the
intensity dial kept between a 400 – 500 setting.
Optics
Figure 3.14: PIV laser sheet formation in fluid flow with camera and optics alignment
on surface. Not drawn to scale.
An optics set by Newport Optics was mounted above the test section to direct the
laser. The optics set included a mirror to deflect the laser down into the measurement
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area, a fixture to hold the prism, and linear and rotary positioners to fine-tune the
alignment and position of the laser sheet. A Powell lens spread the beam into a
triangular sheet with ∆z0 = 6.35 mm, as shown in Figure 3.14. The laser sheet was
aligned parallel with the fluid flow, perpendicular to the camera, and centered on the
wire surface.
Fluid and Seeding
Pure silicone oil from Clearco Products was used as the experimental fluid. A 50 cSt
viscosity was chosen for the Reynolds scaling and the clear color provided good optics
for imaging. The silicone oil has a 0.96 specific gravity. The fluid was seeded with
3M glass microspheres, K20 series, to a concentration of C ≈ 11.23 particles/mm3.
The diameter of the particles, dp, ranged from 30 – 90 µm, and based on a vol-
ume distribution, had a median diameter of 60 µm. The median diameter is used
henceforth.
Camera and Lens
The camera was an Imperx LYNX: IPX-4M15-L CCD digital camera. The image
sensor had a resolution of 2048 x 2048 and pixel diameter, dpix = 7.4 µm. The
Imperx camera had a nominal 15 fps and maximum 115 fps. An AF-S VR Micro-
Nikkor lens by Nikon was used. The lens had a 105 mm focal length, 2.8 f#, and
magnification, M ≈ 1 : 2.5 (0.4x). The camera was paraxially aligned and focused to
capture an image within the laser sheet, near the center of the wire surface.
Timing Control
The PIV setup was controlled with a Quad Laser Dual Camera (QLDC) Control
Center by Kingdom Electronics, Inc. The QLDC timed the laser pulses with the
trigger to the camera by setting the time step between a laser pulse, ∆t = 0.5 ms,
and the sampling frequency of the dual pulses to fs = 15 Hz. When the camera is
triggered, a signal is sent to the first laser for the first image exposure. After ∆t, a
signal to the second laser is sent for the second image exposure. The camera receives
the trigger signal and takes an image for the set exposure times. Figure 3.15 shows the
direction of control for the system, and Figure 3.16 provides a general timing diagram.
Unfortunately, the QLDC’s signals contained too much noise for the camera. Noise
in the signal caused multiple false triggers to follow the initial trigger signal and cut
images early or produced too many images. A Pulse/Delay Generator was used to
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send a clean signal to the camera. The Pulse/Delay Generator would receive the
signal from the QLDC and then send a signal to the camera. The width of this signal
was made long to mask the noise that followed the QLDC trigger signal. Figure 3.17
shows how the set pulse width of 0.12 seconds cut fs to 7.5 Hz.
Figure 3.15: Block diagram for PIV control with QLDC and Pulse/Delay Generator,
and image acquisition with frame grabber and FrameLink software.
Figure 3.16: Timing diagram for laser pulse control by QLDC and frame capture
control by LYNX Configurator. Not drawn to scale.
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Figure 3.17: Timing diagram for camera trigger control by QLDC and Pulse/Delay
Generator. Noise is shown in the trigger signal from the QLDC. Not drawn to scale.
Image Acquisition
The camera was setup with the Imperx LYNX Configurator software and oper-
ated with the Imperx FrameLink Express Application software. An Imperx VCE-
CLPCIe01 Framelink PCIe frame grabber card in a computer with an AMD FX(tm)-
4170 Quad-Core 4.20 GHz processor acquired 12 bit, 2048 x 2048 dual images. An
Imperx CameraLink cable connected the CCD camera to the frame grabber card.
The software was also used to set the exposure time for each image. The first image
exposure was 400 µs with a total exposure of 64.01 ms. For this experiment, 1000
images were taken, resulting in NF = 500 image pairs, or frames. At fs = 7.5 Hz,
a frame was acquired every 1/fs seconds for a total sampling time, ts = NF/fs (see
Appendix A, Experiment Procedure for details).
Imaging
The captured images included fluid flow from the tops of the wires to just below the
top of the tunnel test section. The entire image sensor was used to capture a square
measurement area Am = 2048 x 2048 px
2, or with M and dpix, an Am = lm × ln =
37.9 x 37.9 mm2 of fluid flow above the actuated wires. The mean particle-image
diameter, dτ ≈ 24 µm (3.24 px), provided a low source density, NS = 0.2.
Image Processing
The velocity flow field within image pairs was measured by the PIVlab Matlab tool-
box. PIVlab is an open-sourced software developed by William Thielicke and Eize J.
Stamhuis (see Appendix A, Experiment Procedure, for details on how the tool was
used). The image processing with the Matlab tool was divided among three com-
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puters for increased processing speed. The first computer had a AMD FX(tm)-4170
Quad-Core 4.20 GHz processor, the second a AMD Phenom(tm) II X6 1090T 3.20
GHz processor, and the last an Intel(R) Core(tm)i7-2600 3.40 GHz processor.
The images were pre-processed by first excluding from the analysis any visible
wires. This was accomplished by drawing a mask. Next, a contrast limited adaptive
histogram equalization (CLAHE) pixel window of 5 was used to improve the image
contrast, and a 5 pixel high-pass filter was used to enhance the images and remove
background noise. An example of the before and after effect of the pre-processing is
shown in Figure 3.18.
(a) (b)
Figure 3.18: Image pre-processing (a) before CLAHE and filter application (b) after
CLAHE and filter application.
A cross-correlation analysis was used on the image pairs with a 2x3 point Gaussian
sub-pixel interpolator. FFT increased the processing speeds. A multigrid, window
deformation technique was used with a window offset accomplished by a 50 % overlap.
The overlap meant the next interrogation window would be stepped over half the
width of the previous window. The first analysis pass used an interrogation window
AI = 64 x 64 px
2 and the second pass used an AI = 32 x 32 px
2 deformed by a linear
interpolation of the flow field. The first pass resulted in an image density, NI ≈ 99.3,
and the second pass, NI ≈ 24.8. The high image density and size of the interrogation
windows insure a high valid detection probability of mean displacement peaks (Keane
and Adrian, 1990). Each frame resulted in a Im× In number of interrogations points
in pixels/frames for both u and v measurements where Im = In = 2
√
Am/AI − 1.
This resulted in 63 x 63 and 127 x 127 measurements for AI = 64 x 64 px
2 and 32 x 32
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px2, respectively. Processing speeds for the interrogation of 500 frames ranged from
8 hours for a single pass with window offset to 15 hours for the multigrid, window
deformation with window offset.
Data Validation
After image processing, a vector validation was applied to remove any spurious ve-
locity vectors. Spurious vectors resulted around unmasked wires, poorly illuminated
particles, and near the edges of the image, as shown in Figure 3.19a. Vector vali-
dation removed these vectors, as shown in Figure 3.19b. A scatter plot was made
of all the displacement data in an experiment run and the range of acceptable data
was selected. The rejected vectors were replaced by interpolating from the accepted
vectors surrounding a rejected vector. It is typically acceptable that about 5% of
vectors will be spurious. Due to unmasked wires creating non-uniform reflections, it
was expected that more spurious vectors would result. It is difficult to account for
all bad vectors and so it is expected that 0.95% of bad vectors are not replaced.
Table 3.2: Average percentage of spurious vectors.
Run 1
Relw 4 11 17
% 2.11 3.46 3.05
Run 2
Relw 4 13 20
% 1.41 0.97 1.45
Control Run
Relw 3 – 19
% 0.006 – 0.013
A better than expected amount of average spurious vectors resulted for Run 1 as
shown in Table 3.2 and an even lower amount resulted for Run 2 and was most likely a
result of the window deformation technique, which accounts for the non-uniform flow
profile. The low amount of spurious vectors presented in Table 3.2 for the Control
run indicated that unmasked wires were the cause of the higher amount of spurious
vectors in Run 1 and 2.
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(a) (b)
Figure 3.19: PIV Lab (a) Pre Vector Validation and (b) Post Vector Validation
Calibration
The actual displacement of the particles was found through calibration. An image
with a known distance was loaded into the Matlab tool. An image of a ruler placed
within the measurement area was used, as shown in Figure 3.20. After calibration,
the 127 x 127 matrices of u and v velocities were in units of m/s.
Figure 3.20: PIV lab calibration image
3.3 Experiment Error
The error of the experiment was estimated by using the studies discussed in Section 2.4
of the Background. The PIV error was different for each Reynolds number. Figure
4 of (Huang et al., 1997) was used to estimate the error of digital PIV using a cross
correlation analysis with a Gaussian sub-pixel interpolator. Table 3.3 shows the
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estimated error by displacement. Note that the ∆x’s used in Table 3.3 are calculated
from the actual area averaged velocities resulting from the experiment.
Table 3.3: Estimated error of PIV by displacement.
Relw 5 15 25
∆x (px) 0.97 2.62 4.216
mean-bias (px) ≈ 0 0.11 -0.06
random (px) ≈ 0 0.04 -0.02
The experiment error is improved by processing the images with the window
deformation interrogation technique. Figure 2.10 provides the results of an error
analysis for uniform and shear flow for dτ = 3.3 px. This was used to estimate the
error of the experiment since a dτ of 3.24 px was used. Table 3.4 provides the estimated
error for the experiment using a window deformation. The experiment creates laminar
Poiseuille flow, so a shear flow best represents individual interrogation windows of the
flow.
Table 3.4: Estimated error of PIV using a window deformation interrogation technique
on uniform and shear flow by displacement.
∆x (px) 0.97 2.62 4.216
Uniform mean-bias (px) ≈ 0 -0.015 0.03
Flow random (px) 0.0001 0.008 0.006
Shear mean-bias (px) ≈ 0 0.002 0.002
Flow random (px) 0.006 0.008 0.009
3.4 Flow Conditions
Table 3.5: Experiment Flow Conditions
Relw = 5
Mf = 5.3 Hz f (Hz)
A (mm)
0.50 0.40 1.368 2.00
2.53 0.40 1.458 2.00
4.56 0.40 1.368 2.00
Relw = 15
Mf = 11.4 Hz f (Hz)
A (mm)
0.50 0.40 1.369 2.00
2.53 0.40 1.438 2.00
4.56 0.40 1.369 2.00
Relw = 25
Mf = 17.6 Hz f (Hz)
A (mm)
0.50 0.40 0.986 2.00
2.53 0.40 0.986 2.00
4.56 0.40 0.986 2.00
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The pump motor frequency, Mf , frequency of actuation, f , roller amplitude, A, and
actuation stroke length, λL, were chosen as the flow condition variables for the exper-
iment (see Table 3.5). The dimensions of the wire array and tunnel were constant
parameters. A range of 1 – 25 Relw was decided upon, but the frequency at which to
run the motor was needed that would correspond to flow at the Relw range. The flow
facility was run at a range of motor frequencies from 2–30 Hz and PIV was performed
to characterize the tunnel velocity (see Figure 5.3 in Chapter 5). The experiment was
run at a minimum, middle, and maximum value of Relw of 5, 15, and 25. These values
corresponded to motor frequencies of 5.3, 11.4, and 17.6 Hz. It was not possible to
maintain the same velocity in the tunnel for each experiment run. The tunnel was
emptied after each day of experiment runs and refilled the next time. Therefore, it
was difficult to maintain the same amount of fluid in the tunnel. The motor frequency
was kept consistent so that the flow facility did not have to be re-characterized each
time an experiment was run.
The actuation was characterized in order to select a range of actuation frequencies,
amplitudes, and stroke lengths. The function generator had a minimum frequency of
0.4 Hz. The lowest height setting of the roller resulted in a small amount of wave
motion due to the difficulty in aligning the system and because of the sag in the
surface under the pressure of the fluid. The sag was estimated to provide A = 0.02”
(0.5 mm) at the lowest height setting. The actuation system was observed and it was
found that in order to keep the stroke length over 1”, the actuation frequency should
not exceed 3 Hz, and the roller amplitude should not exceed 0.3”. The actuation
stroke length was a function of the actuation frequency and amplitude. Therefore,
the stroke length was observed for the selected range of frequencies and amplitudes.
The stroke length values were plotted and lines of best fit were used to estimate
stroke lengths as function of actuation frequency and amplitude (see Figure 4.2 in
the Analysis and Table 3.6 below for the stroke lengths used in the experiment).
Table 3.6: Stroke lengths (mm) used in the experiment as a function of A and f .
A (mm)
f (Hz) 0.5 2.53 4.56
0.4 152.4 145.74 127.16
0.986 152.4 119.43 102.49
1.368 152.4 98.24 86.41
1.369 152.4 – 86.37
1.458 152.4 98.24 –
2.0 152.4 73.90 59.80
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The wire array surface was inserted into the silicone filled flow facility, and the
experiment was conducted at each of the flow conditions shown in Table 3.5. The
first set of the experiment cases is referred to as Run 1. For Run 1, PIV was used
to record NF = 500 with fs = 5 Hz, for each case. A cross-correlation analysis was
done with a single pass of a AI = 64 x 64 px
2 with 50% overlap, and a 2x3 point
Gaussian sub-pixel interpolator was used to fit the peak correlation amplitude. 63 x
63 matrices of u and v were measured for each frame, where each row represented a
y position along the height of the tunnel test section and each column represented
an x position of the flow captured in Am. A second set of experiment cases, Run 2,
provided 500 more frames at fs = 7.5 Hz for each experiment case. Run 2 used the
multigrid, window deformation technique with a 50% overlap, reducing AI from 64 x
64 px2 on the first pass to 32 x 32 px2 on the second pass. Matrices of 127 x 127 u
and v velocities were measured. Run 2 excluded the Mf = 11.4 Hz and A = 2.53 mm
cases. It is noted that a different fs was used for Run 2 because better phase averaged
flow structures were captured when the fs was a not a factor of f . Finally, a control
set of experimental cases were performed with the wire array surface removed, and a
flat rubber surface was inserted into the test section. The images were processed with
the single pass cross-correlation analysis with the Gaussian curve fit. The control run
excluded Mf = 11.4 Hz, f = 0.4 Hz, and A = 2.53 mm cases.
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Chapter 4
Analysis
4.1 Optimization Analysis
An optimization problem was designed and solved to determine the flow conditions
discussed in Section 3.4. It was assumed that the experiment would produce the
greatest effect on the flow field when the wires of the surface applied the largest
amount of work on the fluid. Therefore, the experiment is defined as optimal when
the maximum amount of work is applied by a wire travelling through the fluid.
Work is produced when a force is applied over a distance. The force is equal and
opposite to the drag force, FD, that the wire experiences as it travels through the
flow. For all the wires actuated, the assumed work on the fluid is
Ww = ~FD × ~A× sin(θ)×
(
n2wAarray
)
(4.1)
The drag over a cylinder is (Wilcox, 2007)
FD =
1
2
ρV 2TACD, (4.2)
where VT is the total flow velocity, A is a planar area, and CD is a coefficient of drag.
VT has two components and are shown in Figure 4.1. The first is the streamwise
velocity of the fluid at the wire, ulw , and the second is the velocity of the wire normal
to the wall, Vw. The component ulw is estimated from Relw . The component Vw is
determined by the actuation. The roller travels 2 times λL for a given period, T =
1
f
.
Therefore, the roller velocity is Vroller = 2λLf . Assuming evenly spaced, vertically
aligned wires of nw = 16 (wires/inch), and assuming the wire travels straight up and
down by ~A = Ajˆ when the roller passes beneath it, then the roller is beneath the
wire for tw = dw/Vroller seconds. Therefore, the wire velocity is
Vw =
2A
tw
= 4
A
dw
λLf (4.3)
The corresponding planar areas are the longitudinal, lwdw, and axial,
pi
4
d2w, areas.
The coefficient of axial drag is CDaxial = 0.81. The coefficient of longitudinal drag,
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CDlong , is found by Lamb’s theoretical equation, which is given by
CDlong =
8pi
1
2
− γ − ln Redw
8
, (4.4)
where γ = 0.577215665 is Euler’s constant, and Redw =
Vwdw
ν
. The total drag force is
FD =
1
2
ρ
√(
u2lw lwdwCDlong
)2
+
(
V 2w
pi
4
d2wCDaxial
)2
(4.5)
and θ = tan−1
(
Vw
ulw
)
, and Aarray = λLlr
Figure 4.1: Diagram of nanowire in flow and actuated by roller.
Before the work of an actuated wire array can be calculated, the actuation stroke
length is needed. The actuation stroke length is a function of A and f . The resulting
stroke lengths are shown in Figure 4.2.
With the work equation formulated, a mathematical model was created to repre-
sent the optimization problem.
Parameters lw — wire length, dw — wire diameter, ρ — fluid density, ν — fluid
kinematic viscosity, Relw , and γ.
Decision Variables f — actuation frequency
Objective Function Maximize Ww
Constraints Subject to 0 < f ≤ 3
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The problem is a constrained optimization problem. A Lagrange multiplier, L1,
was used to reformulate the problem as an unconstrained optimization problem. A
slack variable, x2, was used to account for the equality constraint.
Parameters lw — wire length, dw — wire diameter, ρ — fluid density, ν — fluid
kinematic viscosity, Relw , and γ.
Decision Variables f — actuation frequency, x2 — slack variable, L1 — Lagrange
multiplier
Objective Function Maximize L = Ww − L1 (f + x2 − 3)
The objective function formed is a non-linear, concave function. The maximum of
the objective function occurs when the derivative is 0, i.e., ∇L = 0. Newtons method
can be used by considering this a fixed-point problem and solving iteratively. The
fixed-point problem is formulated with
X = [f, x2, L1]
Xm+1 = Xm − (∇2L (X))−1∇L (X) (4.6)
∇L =

∂L
∂f
∂L
∂x2
∂L
∂L1
 =

W ′w (f)− L1f
−L1
3− f − x2
 (4.7)
∇2L =

∂2L
∂f2
∂2L
∂x2∂f
∂2L
∂L1∂f
∂2L
∂f∂x2
∂2L
∂x22
∂2L
∂L1∂x2
∂2L
∂f∂L1
∂2L
∂x2∂L1
∂2L
∂L21
 =
W
′′
w (f)− L1 0 −f
0 0 −1
−1 −1 0
 (4.8)
The derivatives of the work function can be approximated with centered differ-
encing, which is a 2nd order approximation that comes from the definition of the
derivative. The step, h, is used for the approximation and was set at 0.001. The first
and second derivative of the work function are
W ′w (f) =
Ww (f + h)−Ww (f − h)
2h
(4.9)
W ′′w (f) =
Ww (f + h)− 2Ww (f) +Ww (f − h)
h2
(4.10)
In order to solve iteratively with Newton’s method, initial f , x2, and L1 were chosen to
start the iterations. The chosen initial values x02 = 1, L01 = 2, and f 0 varied depending
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on Relw . To end the iterations at a solution, a stopping tolerance of ε = 10
−7 was
used and the maximum number of iterations was set to 1000. The work produced at
the chosen Relw is shown in Figure 4.3. The maximum amount of work was produced
at an amplitude A = 4.56 mm (0.18”) for Relw = 5 and 15. Therefore A = 4.56
mm was chosen as the optimal amplitude. The other two amplitudes were chosen as
the lowest height of the roller and one-half the optimal height, i.e., 2.53 mm. At the
lowest height of the roller there was approximately 0.5 mm of amplitude in the wire
surface.
The concavity of the work function is clearly shown in Figure 4.3, and an optimal
solution for frequency was found iteratively with Newton’s method. The results of
the iterative solver are shown in Figure 4.4. At Relw = 5, the optimal actuation
is at an amplitude of 4.56 mm and frequency of 1.368 Hz. The optimal actuation
at Relw = 15 was at an A = 4.56 mm and f = 1.369 Hz. The optimal actuation
frequency at Relw = 25 was below the limit of the function generator so a consistent
value of f=0.986 Hz was chosen for the middle amplitude. The final choice for the
actuation conditions are shown in Table 3.5. The second frequency for an amplitude
was chosen as the lowest frequency, 0.4 Hz, and a high frequency of 2 Hz was chosen
as the third. These two frequencies remained consistent through all cases.
Figure 4.2: Stroke length of roller actuator as a function of actuation frequency, by
amplitude.
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(a)
(b)
50
(c)
Figure 4.3: Work produced on flow by wire array actuated in a wave motion at (a)
Relw = 5, (b) Relw = 15, and at (c) Relw = 25.
(a)
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(b)
(c)
Figure 4.4: Optimal actuation frequency to produce maximum amount of work on
fluid with wave motion in a wire array at (a) Relw = 5, (b) Relw = 15, and at (c)
Relw = 25.
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4.2 Dimensional Analysis
A dimensional analysis was performed to determine a metric with which to describe
the effect of the wave motion on the fluid. Buckingham Pi Theorem was used for the
analysis. To begin, all the variables involved in the experiment were categorized and
expressed in terms of their basic dimensions.
Table 4.1: Experiment variables expressed in basic dimensions force, F, length, L,
and time, T
Geometry
Material
Property
External
Effect
Dependent
Variables
dw (L) ρ (FL
−4T 2) f (T−1) 〈u〉 (LT−1)
lw (L) ν (L
2T−1) A (L) 〈v〉 (LT−1)
lr (L) λL (L) σu(y) (LT
−1)
LT (L) σv(y) (LT
−1)
hT (L)
wT (L)
y (L)
To reduce the number of variables, a deviation slope was defined by σv(y) and the
depth of penetration into the tunnel, y, of σv(y):
dv ≡ σv(y)
y
(4.11)
According to the Buckingham Pi Theorem, the number of non-dimensional Pi
terms is the difference between the number of problem variables, k, and the number
of reference dimensions, r, needed to describe these variables. There are k = 16
variables and r = 3 reference dimensions and therefore 13 Pi terms.
The next step of the analysis is to chose repeating variables that can be combined
with the remaining variables to form the Pi terms. The number of repeating variables
is equal to the number of reference dimensions, and each one must be dimensionally
independent of the others. The repeating variables were chosen as 〈u〉, ρ, and lw.
A Pi term is formed by multiplying one of the non-repeating variables with the
repeating variables. The repeating variables are raised to an exponent that is solved
for to make the combination dimensionless. To begin, the dependent variable dv is
used for the first Pi term, which is given by
Π1 = dv〈u〉aρblcw =
dvlw
〈u〉 (4.12)
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The fluid viscosity was used for the next Pi term. This is a Reynold’s number with
wire length as the characteristic length. The second Pi term is
Π2 = µ〈u〉aρblcw =
〈u〉µlw
ρ
=
〈u〉lw
ν
= Relw (4.13)
The third Pi term was formed with the actuation frequency to create a Strouhal
number with characteristic length described by the wire length. The third Pi term is
Π3 = f〈u〉aρblcw =
flw
〈u〉 = Stlw (4.14)
The forth Pi term was an actuation stroke length aspect ratio,
Π4 = λL〈u〉aρblcw =
λL
lw
(4.15)
and another aspect ratio was formed with the actuation amplitude,
Π5 =
A
lw
(4.16)
The other dependent variables were made non-dimensional by inspection,
Π6 =
〈v〉
〈u〉 , Π7 =
σu(y)
〈u〉 (4.17)
and a wire aspect ratio was formed, as well, from inspection,
Π8 =
dw
lw
= ARw (4.18)
The remaining Pi terms,
Π9 =
LT
lw
, Π10 =
hT
lw
, Π11 =
wT
lw
, Π12 =
lr
lw
, Π13 =
y
lw
, (4.19)
are dimensional aspect ratios that were formed by inspection. To more effectively
describe the actuation of the wave motion, the Strouhal number was put in terms of
the actuation stroke length,
Π′3 = Π3Π4 =
fλL
〈u〉 = StλL (4.20)
It was also better to describe the depth of the effect in the tunnel as a function of
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the tunnel height,
Π′13 = Π13Π
−1
10 =
y
hT
(4.21)
The dependent variables can then be described as functions of the remaining variables:
Π1 = φ1(Relw , StλL , A/lw, ARw, Π9, Π11, Π12, y/hT )
Π6 = φ6(Relw , StλL , A/lw, ARw, Π9, Π11, Π12, y/hT )
Π7 = φ7(Relw , StλL , A/lw, ARw, Π9, Π11, Π12, y/hT )
φ1 6= φ6 6= φ7
(4.22)
The dimensional analysis resulted in 11 non-dimensional terms, which is a large
number to work with. To simplify the problem a number of Pi terms were not included
in the main analysis. The values of ARw and Π9 through Π12 are made note of at
the beginning of the analysis but are not used for comparisons because the variables
of these Pi terms were not varied in the experiment. The values of Π4 would not be
included in the main analysis because λL is a function of f for the experiment, and
both were already described with the new Pi term, StλL .
The experiment was thus described by four dimensionless values. The first vari-
able, Relw, describes the ratio of the inertial to the viscous effects in the fluid flow.
The next two variables, StλL and
A
lw
, describe the actuation. The fourth variable,
y/hT , describes the depth of effect in the tunnel. The remaining Pi terms were used
to describe the overall parameters of the experiment. The main focus of the analysis
was on Π1 because it appeared in the results that dv showed the greatest effect on the
experiment. It is shown in the Results of Chapter 5 that this effect displays a linear
relation. Henceforth, Π1 will be referred to as the Jc number. Finally, the experiment
was described as follows:
for constant ARw, Π9, Π11, and Π12
Jc = φ(Relw , StλL , A/lw, y/hT )
(4.23)
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Chapter 5
Results and Discussion
This chapter presents and discusses the results of the experiment. Section 5.1 presents
the resulting conditions of the flow facility. Section 5.2 provides the characteristics of
the flow that resulted from the experiment, including flow profiles, flow deviations,
and phase averaged flow. Section 5.3 presents the results of the non-dimensional
analysis of the experiment.
5.1 Flow Conditions
Flow Visualization
Dye injection was used to verify that laminar flow was accomplished. The flow facility
was filled with water and dye was injected into the inlet section. Figure 5.1 shows
how the flow was straightened in the inlet section by the flow straightener and the
nozzel shape.
(a) (b)
Figure 5.1: Flow verification with dye injection. (a) Dye injection towards bottom of
inlet section. (b) Dye injection near center.
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Figure 5.2: Flow verification of test section with dye injection.
The flow in the test section resulted in a laminar flow as shown in Figure 5.2. The
flow is not exactly straight and it was assumed that this would be removed by the
high viscosity of the oil.
Flow Facility Velocity
Once silicone oil was added to the flow facility, the area averaged streamwise velocity,
〈u〉, of the tunnel was determined from the u measured by PIV. First, time averaged
velocity profiles u¯ and v¯ were formed from the instantaneous velocity matrices pro-
vided by the processed frames. Under the assumption that the flow was developing
slowly in x, the mean was taken across each x position, across all the frames of an
experiment case. This produced a time averaged velocity at each y position from the
top of the wires to the maximum y in the measurement area, Am. The time-averaged
u is therefore defined as
u¯ (yj) =
1
InNF
NF∑
k=1
In∑
i=1
u (xi, yj, tk) (5.1)
where In is the number of streamwise PIV interrogation points in a processed frame
of an experiment case. Both u¯ and v¯ velocity profiles were normalized by the area
averaged velocity which is defined as
〈u〉 = 1
hmaxu
∫ hmaxu
0
u¯ (y) dy (5.2)
where hmaxu is the height from the bottom of the tunnel test section to the y position
of the maximum u¯ velocity. The total test section height, hT , was not used because it
was not entirely captured in a frame. The time averaged v, v¯, and the area averaged
v, 〈v〉 are defined in the same manner as Equation 5.1 and 5.2, respectively.
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Figure 5.3: Preliminary checks of pump motor frequency to tunnel streamwise area
averaged velocity.
Before the experiments were conducted, it was necessary to determine the Mf
values needed for the selected Relw . The pump motor was run at a range of 2–30
Hz, and the velocity of the flow was measured with PIV. The results are shown in
Figure 5.3. A second check was made of the flow velocities and Figure 5.3 shows the
result to be different from the first check. This confirmed the initial assumption that
attaining the same flow velocity for each experiment run would be difficult. Instead of
choosing three Reynolds numbers as the flow condition, three pump motor frequencies
were chosen. The trend of the second check of the flow facility’s velocity was used to
choose Mf . These motor frequencies, as shown in Table 5.1, were assumed to best
provide the velocities that corresponded to a Relw = 5, 15, and 25. The true Reynolds
number were found from the actual area averaged velocity of each experiment case.
Table 5.1: Pump motor frequencies used to approximately correspond with Reynolds
flow values.
Relw 〈u〉 (mm/s) Mf (Hz)
5 39.4 5.3
15 118 11.4
25 197 17.6
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5.2 Flow Characteristics
Flow Profile
The results of Run 1 are presented in Appendix E. They are not included in the main
presentation of results because they do not present enough accurate information. A
comparison with Run 2 for the no actuation case is presented in Figure 5.4 and it is
shown that not enough of the profile was captured in a Run 1 image. Therefore, the
PIV alignment of Run 1 was not as adequate as Run 2’s alignment. The experiment
setup of the Run 2 wired set had the camera raised from the position in the Run
1 wired set and this is shown in Figures 5.4 because more of the channel is imaged
in Run 2. The interrogation method for image processing of Run 1 was selected to
provide a quick first look into the experiment, but is not as accurate as the window
deformation technique used for Run 2 (see Tables 3.3 and 3.4). Despite the increased
error in Run 1, the majority of trends observed with Run 2 still apply. For the
remainder of this anaylsis, only Run 2 results, henceforth referred to as the “wired”
set, are presented and compared with the control set, henceforth referred to as the
“no-wire” set.
(a) (b)
Figure 5.4: Normalized u¯ and v¯ velocity profiles for the StλL = 0, A/lw = 0.08 cases
at Mf = 0.53 Hz. Run 1 wired set at Relw = 4 and Run 2 wired set at Relw = 4 are
represented by the solid line and dashed line, respectively.
The actual Reynolds numbers for a set were found with the no actuation case
of a data set at constant Mf , where StλL = 0 and A = 0.5 mm. Instead of 5, 15,
and 25, values of 4, 13, and 20 were measured for the wired set, and 3 and 19 were
measured for the no-wire set. Figure 5.5c provides a particularly good example of
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how maintaining the same flow velocity for a motor frequency was difficult because
the attained Reynolds numbers were lower than what was aimed for. Fortunately the
flow remained in the desired range of low Reynolds values 1 – 25.
The cases without actuation also verified that Poiseuille flow had been accom-
plished by the flow facility. The normalized u¯ velocity profiles of Figure 5.5 match
very well with the profile of fully-developed plane-Poiseuille flow. The camera posi-
tion remained fixed for both Run 2 and the control run and so a shift appears between
the two sets in Figures 5.5 as the removal of the wires lowers the flow profile.
The v¯ velocity profiles shown in Figures 5.5 were low, staying around 0 mm/s for
the StλL = 0, A = 0.5 mm cases as was expected. As expected, the v¯ profiles averaged
out and remained around 0 mm/s even during actuation, providing confidence in the
measurements.
(a) (b)
(c) (d)
Figure 5.5: Normalized u¯ and v¯ velocity profiles for the StλL = 0, A/lw = 0.08 cases
at (a, b) Mf = 0.53 Hz and (c, d) Mf = 17.6 Hz. The wired set and the no-wire set
are represented by the dashed line and dash-dot line, respectively.
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The wired set maintained quasi-Poiseuille flow for all cases. Figure 5.6 shows the
flow was pushed up and u¯ increases for all cases of increased A, with the highest u¯
consistently occurring at the highest Strouhal value for the A/lw = 0.72 cases. This
case corresponds to actuation at f = 2 Hz and A = 4.56 mm. It was also observed that
little variation existed between Reynolds number values, but that a greater variation
existed within A/lw values. Momentum transport is reflected by the u¯ profiles as a
difference can be seen between the cases at A/lw = 0.08 and the cases at A/lw = 0.72.
The bottom of the profiles are pushed up for all the cases of higher A/lw, except for
the no actuation case. The increase is also greater than the added amplitude in the
actuation, indicating that the travelling wave motion is contributing to momentum
transport. The v¯ normalized velocity profiles remained consistently within ±2% of
〈u〉 as expected.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.6: Wired set normalized u¯ and v¯ velocity profiles for (a, b) Relw = 4,
Mf = 5.3 Hz (c, d) Relw = 13, Mf = 11.4 Hz and (e, f) Relw = 20, Mf = 17.6 Hz.
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The results of the no-wire set still maintain quasi-Poiseuille flow but at lower
Reynolds numbers than that of the wired set, and, once again, there is not a noticeable
difference between Reynolds numbers. Figure 5.7 shows that flow was also pushed
up in the no-wire set for increased A/lw, but there is little variation within a A/lw.
There is also little indication of the momentum transport that was apparent in the
results of the wired set. It appears the wires act to amplify the effects in the flow
from the travelling wave motion.
(a) (b)
(c) (d)
Figure 5.7: No-Wire set normalized u¯ and v¯ velocity profiles for (a, b) Relw = 3,
Mf = 5.3 Hz (c, d) Relw = 19, Mf = 17.6 Hz.
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Flow Deviations
Mean standard deviations of the velocity profiles, σu(y) and σv(y), were formed. For
u, the standard deviation was found at an (x, y) position across the total time of
an experiment case, and then the mean was taken across each height. The standard
deviation of u is defined as
σu (yj) =
1
In
In∑
i=1
 1
NF
NF∑
k=1
(
u (xi, yj, tk)− 1
NF
NF∑
k=1
u (xi, yj, tk)
)21/2 (5.3)
The standard deviation of v, σv(y), was calculated the same way.
(a) (b)
(c) (d)
Figure 5.8: The normalized mean standard deviation of u and v for the StλL = 0,
A/lw = 0.08 cases at (a, b) Mf = 0.53 Hz and (c, d) Mf = 17.6 Hz. The wired set
and the no-wire set are represented by the dashed line and dash-dot line, respectively.
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For no actuation the deviations in the flow were low and the deviations that did
occur were most likely a result of error in the setup of the PIV and flow facility.
Unmasked wires also created spurious velocity vectors at the bottom of a frame and
this accounts for a small amount of error for Run 2. Figures 5.8c and 5.8d show
a lessened amount of deviations for the upper limit Reynolds flow. This may have
resulted because the flow became more developed.
Figure 5.9 shows that the deviations were nearly 0 for StλL = 0 and increased
as StλL increased. For σu(y), the highest deviations were attained with the highest
StλL of the A/lw = 0.72 cases, corresponding to an actuation with f = 2 Hz, A =
4.56 mm. For σv(y), the highest deviations were attained with the highest StλL of
the A/lw = 0.08 cases, corresponding to an actuation with f = 2 Hz, A = 0.5 mm.
The streamwise velocity appeared to be more disturbed by amplitude change than
the spanwise velocity. Both velocity directions show deviations > 1 for the lower limit
Reynolds flow, corresponding to a possible flow reversal and separation.
The standard deviation σu(y) at the y position of maximum u, or ymaxu, was
chosen for the non-dimensional analysis when referring to Π7 because σu(y) was not
linear. The standard deviation σu(ymaxu) moved away from zero in a nearly consis-
tent manner and so its use simplified the analysis. The shape of σu(y) suggest that
the upper wall of the channel plays a role in the experiment. For some cases, the
deviations in u are higher at ≈ 20% from the upper wall than near the wires. A
possible explanation is that the shear near the upper wall is higher than the shear at
the wires.
The standard deviation σv(y) had a much different shape and appeared approx-
imately linear with a slope defined by dv. Near the wires, σv(y) was high. Moving
along hT to the upper wall, σv(y) decreased linearly towards 0. The depth of pen-
etration in the fluid by the actuated wire array is adequately portrayed with σv(y),
and, as the σv(y) profiles of Figures 5.9 show, the perturbation of the flow by the
travelling wave motion reached almost all the way to the upper wall.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.9: Wired set normalized mean standard deviations of u and v for (a, b)
Relw = 4, Mf = 5.3 Hz (c, d) Relw = 13, Mf = 11.4 Hz and (e, f) Relw = 20,
Mf = 17.6 Hz.
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The no-wire experiment results show lower deviations than the wired set and the
σv(y) results for the no-wire cases were less linear. However, Figure 5.10b shows that
a bare surface is capable of perturbing the flow, as the σv(y) for the low Reynolds
case had even higher deviations than the higher Reynolds cases of the wired set. The
no-wire σv(y)’s also had less of a correlation by A/lw, and the actuated no-wire cases
remained grouped, without one particular case displaying a much greater effect than
the others. The upper wall still appears to play a role in the experiment as can be
seen in the shape of the σu(y)’s of Figure 5.8. Whether moving away from the lower
wall or the upper wall, there is an increase in the deviations due to the high shear
gradients at the walls before coming to a point where the deviations decrease in the
center of the channel. This effect is present in the wired cases, but much more subtle.
(a) (b)
(c) (d)
Figure 5.10: No-wire set standard deviations of u and v for (a, b) Relw = 3, Mf = 5.3
Hz and (c, d) Relw = 19, Mf = 17.6 Hz.
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Phase Averaging
Phase averaging was performed to analyze the nature of the disturbances introduced
into the flow and to observe fluid momentum transport by the travelling wave actu-
ation. The frames of a case were divided up and placed in “bins” based on a frame’s
relative time within the period of the actuation cycle, T = 1/f . This was necessary
because a timing mechanism was not put in place to time the roller actuation system
with the PIV. To begin, a time increment was made from t = 1/fs : 1/fs : ts seconds.
This time increment was divided by the period of the actuation and each increment
was normalized to be between 0 and 1 by subtracting out the integer value of an
increment. Next, the number of bins was chosen and a second time increment from
0 to 1 seconds was made based on the number of bins so that each bin represented
a phase of the period. Each frame was identified by its time location in the period
of actuation and a frame was placed in a bin if it’s time location in the period was
greater than or equal to that bin’s period location and less than the next bin’s pe-
riod location. Since NF = 500, 20 to 25 bins, corresponding to a phase positions
φ = (2piBin #)/Total Bins, were used so that each bin contained around 20 frames
(see Matlab code in Appendix C). Phase averaged velocity u˜ (x, y, φ) and v˜ (x, y, φ)
flow fields within each bin produced a representation of the flow field at different
phase positions of the travelling wave actuation. The u˜ and v˜ were calculated in a
similar manner to u¯ and v¯, except that for each bin, the mean was only carried out
across the frames corresponding to that bin.
A typical phase averaged flow field is presented by the vector plots in Figure 5.11
of the low Reynolds number case at f = 1.4 Hz, A = 4.56 mm. Over the course
of the actuation cycle, low momentum fluid near the wires was ejected away from
wires, as in Bins 1 – 7 (φ = 2pi/25 – 14pi/25), and then a corresponding sweep of
high momentum fluid back down towards the wires, as in Bins 11 – 17 (φ = 22pi/25
– 34pi/25). An unexpected result was that the ejection and sweep of fluid in the flow
occurred one time instead of twice during one actuation cycle of the travelling wave.
It was expected that the ejection would occur as the crest of the wave passed through
the measurement area and the sweep would occur due to the following valley in the
wave. The events were expected to repeat as the roller finished its cycle, bringing
the travelling wave back through the surface. Instead, the ejection occurred as the
roller moved λL in one z direction and the sweep occurred as the roller moved λL
back in the other direction. It is unclear, however, in which direction of z the wave
was travelling when a particular event occurred.
Figure 5.12 presents an extreme case of the actuation. The frequency is increased
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from the previously discussed case to 2 Hz and another unexpected result occurred.
Bins 1 – 5 (φ = 2pi/25 – 2pi/5) show a reversal in the flow which corresponds with
Figure 5.9a where σu(y) > 1 occurred. Bins 7 (φ = 14pi/25) and 19 (φ = 38pi/25)
show what appeared to be separation of the flow from the wires which corresponds
with Figure 5.9b where σv(y) > 1 occurred at the wires. The result of flow separation
could be detrimental to the travelling wave motion because it could increase drag on
a surface.
Another extreme case is presented in Figure 5.13 at the maximum Reynolds num-
ber. The same basic motion occurred, but was much subtler. Only 19 or 20 bins
resulted for the f = 2 Hz experiment cases.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure 5.11: Phase averaged flow fields of the wired set with Mf = 5.3 Hz, f = 1.368
Hz, and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
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(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19
Figure 5.12: Phase averaged flow fields of the wired set with Mf = 5.3 Hz, f = 2 Hz,
and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
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(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19
Figure 5.13: Phase averaged flow fields of the wired set with Mf = 17.6 Hz, f = 2
Hz, and A = 4.56 mm.
The phase averaged vector plots for the remaining cases are presented in Ap-
pendix D.
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The mean standard deviation profiles within a bin, σuwin and σvwin , were formed to
represent the cycle-to-cycle variation of the flow. Within a bin, it was expected that
the standard deviations should be low because all the frames placed in an individual
bin represented relatively the same picture of the wave motion in the flow. The mean
within bin deviations were typically lower than the overall mean deviations, but not
as low as expected. The lower Reynolds number flow continued to exhibit higher
deviations, as shown in Figure 5.14, with the deviations decreasing as the Reynolds
number increased. These high deviations suggest a large cycle-to-cycle variation in
the flow. The σvwin also continued to show linearity in y.
A second set of standard deviations, σubtw and σvbtw , were then calculated between
each phase of the flow. The between bin deviations were expected to be higher than
the within bin deviations and close to the overall mean standard deviations, σu and
σv.
The between bin deviations were similar to the overall deviations, confirming that
correct phase averaging was accomplished. However, the lower StλL number cases
exhibited between bin deviations that were lower than the overall deviations and the
within bin deviations. Analyzing the phase averaged vector plots for these cases (c.f.
Appendix D) indicated that the actuation has little effect with a low f . It can be
assumed that the low f allowed the flow to redevelop before the travelling wave passed
through the measurement area again, allowing the non-deviating flow to dominate.
Another explanation is that lower shear was applied due to slower relative velocity.
The results of the no-wire set presented similar trends, but at lower magnitudes,
as can be seen by Figures 5.16 and 5.17. The phase averaged results for Run 1 of the
wired set and the no-wire set are given in Appendix F and H, respectively.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.14: The wired set normalized cycle-to-cycle standard deviation of u and v for
(a, b) Relw = 4, Mf = 0.53 Hz (c, d) Relw = 13, Mf = 11.4 Hz and (e, f) Relw = 20,
Mf = 17.6 Hz.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.15: The wired set normalized standard deviation of u and v between phase
for (a, b) Relw = 4, Mf = 0.53 Hz (c, d) Relw = 13, Mf = 11.4 Hz and (e, f)
Relw = 20, Mf = 17.6 Hz.
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(a) (b)
(c) (d)
Figure 5.16: The no-wire set normalized cycle-to-cycle standard deviation of u and v
for (a, b) Relw = 3, Mf = 0.53 Hz and (c, d) Relw = 17, Mf = 17.6 Hz.
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(a) (b)
(c) (d)
Figure 5.17: The no-wire set normalized standard deviation of u and v between phase
for (a, b) Relw = 3, Mf = 0.53 Hz and (c, d) Relw = 17, Mf = 17.6 Hz.
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5.3 Dimensional Analysis of Penetration Depth
Here, the experimental results are presented using the Pi terms determined through
the analysis provided in Chapter 4.2. The results of the constant Pi terms that
describe the dimensional aspect ratios of the experiment are presented in Table 5.2.
Table 5.2: Aspect ratios describing the dimensional parameters of the experiment.
ARw 0.08
Π9 192
Π11 48
Π12 35
Trends between Pi terms are found with linear regression. The coefficient of
determination, R2, was used to estimate the fraction of the variance between two
terms and quantify the accuracy of the trend. For example,
R2 =
∑
(yˆi − y¯i)2∑
(yi − y¯i)2
(5.4)
where yi is the sample data, yˆi is the fitted value from the linear regression, and y¯i is
the mean of the sample data.
In this analysis, Jc was the focus of the results as it is representative of the
magnitude of the transverse perturbations and their penetration depth. Recall, Jc =
dvlw/〈u〉 and dv = σv(y)/y. Hence, Jc provides a measure of the magnitude of the
influence of the surface on the flow. Figure 5.18 shows that the perturbations in v with
the wired surface are independent of Reynolds number. Instead, the perturbations
in the flow depend on the Strouhal number, that is Jc increases as StλL increases.
Figure 5.19 shows the dependence on StλL and a weak dependence on A/lw. Jc is also
compared with λL/lw in Figure 5.20 and it appeared that there was little dependence
on the actuation stroke length, however, not enough cases were run to be conclusive.
Figure 5.21 examines the effect on the u velocity deviations. Recall from the
non-dimensional analysis discussion in Chapter 4.2 that σu(ymaxu) represents Π7.
The ability for the perturbations to affect u depends both on StλL and A/lw. The
difference between σu(y) and σv(y)’s relation to A/lw further suggests that the upper
wall plays a role in the experiment.
From the phase averaging results, the within bin and between bin standard devi-
ations of the u velocity were also analyzed non-dimensionally to form within bin and
between bin Jc values. As expected, the effects within a bin were low and the effects
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between a bin were similar to the overall averaged effects of a case (see Figures 5.22
and 5.23).
Figure 5.18: Relation between Jc and the Strouhal number for the wired (dashed line)
and no-wire (dash-dot line, nw) sets, organized by Reynolds number.
Figure 5.19: Relation between Jc and the Strouhal number for the wired set, organized
by amplitude aspect ratio.
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Figure 5.20: Relation between Jc and the Strouhal number for the wired set, organized
by stroke length aspect ratio.
Figure 5.21: Relation between the normalized σu at the location of the maximum u
velocity and the Strouhal number for the wired set, organized by amplitude aspect
ratio.
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Figure 5.22: Relation between the cycle-to-cycle Jc and the Strouhal number for the
wired set, organized by amplitude aspect ratio.
Figure 5.23: Relation between the between phase Jc and the Strouhal number for the
wired set, organized by amplitude aspect ratio.
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Next, the results from the no-wire set were analyed non-dimensionally. A lw =
0.25” in. was used for the non-dimensionalization to keep consistency and allow for
comparisons to the results from the wired set. Fewer image pairs were acquired
for the no-wire set and so trends are less clear. Although the same dependence on
StλL appears evident with lower JC values, Figure 5.18 does not display a conclusive
independence of Relw . Figure 5.18 does, however, display how the magnitude of the
perturbations is increased with the wired surface, as the Jc values are higher with the
wired surface. For the no-wire set, a dependence on A/lw was this time observed for
perturbations in both u and v in Figures 5.24 and 5.25. Figures 5.26 and 5.27 show
results consistent with those of the wired set.
Finally, Run 1 and Run 2 of the wired sets were compared to verify that Run 1
exhibited similar trends as Run 2. The weaker trends and higher Jc values of Run 1
were likely due to the increased error of Run 1 than due to increased perturbations.
Figure 5.24: Relation between Jc and the Strouhal number for the no-wire set, orga-
nized by amplitude aspect ratio.
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Figure 5.25: Relation between mean σu at the location of the maximum u velocity
and the Strouhal number for the no-wire set, organized by amplitude aspect ratio.
Figure 5.26: Relation between the cycle-to-cycle Jc and the Strouhal number for the
no-wire set, organized by amplitude aspect ratio.
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Figure 5.27: Relation between the between phase Jc and the Strouhal number for the
no-wire set, organized by amplitude aspect ratio.
Figure 5.28: Comparison of the Run 1 (solid line) and Run 2 (dashed line) relation
between Jc and the Strouhal number, organized by Reynolds number.
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Figure 5.29: Comparison of the Run 1 (solid line) and Run 2 (dashed line) relation
between Jc and the Strouhal number, organized by amplitude aspect ratio.
Figure 5.30: Comparison of the Run 1 (solid line) and Run 2 (dashed line) relation
between σu at the location of the maximum u velocity and the Strouhal number,
organized by amplitude aspect ratio.
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Chapter 6
Conclusion and Future Work
6.1 Conclusion
The ability to disturb a streamwise flow with a spanwise travelling wave motion
was investigated by conducting a Reynolds scaled experiment in which an array of
vertically aligned wires were actuated in the bounding wall of flow. The use of an
actuated wire array was motivated by the potential to reduce skin friction drag by
using an array of vertically aligned piezoelectric nanowires to introduce transverse-
wave control in the viscous sublayer of turbulent wall-bounded flow. A travelling wave
was introduced into the wire surface through dynamic actuation, and low Reynolds
number Poiseuille flow over the surface was successfully produced by a custom built
flow facility, which was filled with 50 cSt silicone oil. Perturbations introduced by
the wire surface were evaluated using flow field velocities, which were measured with
PIV. The penetration depth of the perturbations was evaluated by calculating velocity
deviations. The transport of high and low momentum fluid was observed with phase
averaging of the flow fields.
Analysis of the flow profiles and deviations revealed large perturbations in the
flow across the entire height of the channel. In some cases, the perturbations reach
an order of 〈u〉. The deviations of the v velocity were used to quantify the depth
of penetration of the perturbations. Penetration depths of 5 – 6 wire lengths were
observed. This means that with a nanowire at l+w = 5, perturbations could occur
at y+ ≈ 25 – 30 and penetration into the buffer layer could be accomplished. This
magnitude of penetration is important for the disruption of coherent structures in
the boundary layer, which is required to reduce skin-friction drag. It was previously
unclear whether or not an active nanowire array, actuated in the viscous sublayer,
could produce perturbations with enough inertial effect to penetrate into the buffer
layer. The results of this experimental study supports the potential to accomplish
drag reduction with a nanowire array.
Mixing was also observed in the results. When an increase in actuation amplitude
occurs, the flow profiles shift up in the channel. Not only were the profiles shifted up
in the channel, but the velocity of the flow near the wires was slower with increased
amplitude, indicating momentum transport. The momentum transport did not occur
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with the no actuation case so this appears to be a result of the travelling wave motion.
When compared to the results of the no-wire set, the wires amplify the momentum
transport created by the travelling wave, thereby enhancing the mixing.
Phase averaging of the flow provided a picture-by-picture view of the nature of the
wave motion in the flow. The wires ejected low momentum fluid away from the surface
which is beneficial for suppressing instability in the low-speed streaks that occur in
the near-wall layer. A sweep of high momentum fluid occurred during the completion
of an actuation cycle, and these sweeping and ejecting motions in the flow occurred
for all Relw . However, the magnitude of the motions were dependent on StλL , which is
a function of the frequency of actuation and the roller stroke length. Further analysis
of the phase averaged flow deviations showed that f had a more controlling effect.
At low f , hence low StλL , the effects were as if no actuation was supplied. However,
high StλL at the lower Reynolds flow showed signs of flow reversal and separation,
which would lead to the undesired effect of increased drag on a surface.
The dependence of the perturbations on Relw , StλL , and A/lw was investigated.
Analysis showed that Jc best represented the magnitude of the perturbations in the
flow. The experiment showed that Jc is independent of Relw , therefore the wires
can be scaled for different Reynolds flow regimes, such as for operation in the viscous
sublayer. The Jc value displayed dependence in StλL , specifically, Jc increased linearly
with increasing StλL . The results also showed that Jc has a very weak dependence
on A/lw, but the deviations in u showed a dependence on both StλL and A/lw.
Specifically, increasing A/lw also increased σu(y). The magnitude of the perturbations
depended on the actuation of the wave motion.
The travelling wave in the no-wire surface was capable of imparting perturbations
in the flow but at a much lower degree indicating that the wires amplify the effect
of the wave motion. The no-wire experiment set also displayed an independence on
Relw but with much lower magnitudes of Jc. The lower u deviations of the no-wire
set also showed a dependence on both StλL and A/lw, as did the Jc values. It is
not completely clear why the effects of the wire set and no-wire set show a difference
in the dependence on A/lw, but it could be that if any impact from the upper wall
exists, then the wires may modify this impact as well.
6.2 Future Work
The large effect on the wall-normal flow by the spanwise travelling waves was ex-
pected, since it was expected that the roller, combined with the wire surface, would
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push the flow in a direction normal to the wall. However, the streamwise flow was not
expected to be modified so greatly, especially to the extent of flow reversal. More ex-
periments can be conducted to measure the flow and further the understanding of how
the travelling wave motion modifies the flow with the wire array. The experiment was
conducted to measure only a small area of the streamwise flow over the actuated sur-
face. It would be beneficial to measure more of the streamwise flow field and observe
if the effects are consistent over the length of the wire surface and how the flow field
develops downstream of the surface. The wave motion is in the spanwise direction so
it would also be beneficial to realign the PIV to measure the spanwise flow field. In
all the flow directions, any vorticity in the flow should be calculated and analyzed for
rotational motions. The experiment could also be furthered to examine higher StλL
to see if the magnitude of Jc continues to increase, or if a plateau is reached. The
impact of the upper bounding wall should be further investigated to see if it affects
the dependence on A/lw. Any mixing in the flow should also be further investigated,
since efficient mixing has other engineering applications. Finally, experiments could
be designed for high Reynolds flow to further research the nanowire array’s feasibility
for transverse flow control to reduce drag.
With the travelling wave actuation quantified by the non-dimensional StλL and
A/lw terms, progress can be furthered in the design of a near-wall actuator for drag
reduction. Combined with Reynolds number scaling, the non-dimensional actuation
can be applied on the nano-scale with piezoelectric nanowires placed in the viscous
sublayer. The experiment has shown that piezoelectric nanowires are feasible for the
development of a transverse flow control actuator that would be first of its kind.
Piezoelectric nanowires have the advantage of high frequency actuation capability
with an electric field and the manufacturing process allows an array to fabricated
and scaled to numerous surfaces. This is much more applicable than the previously
studied control methods such as an oscillating wall or travelling wave with a Lorentz
force.
Another advantage yet to be discussed is the sensing capabilities of the nanowires
due to the direct piezoelectric effect. The nanowires could be used to measure the
shear stress at the wall. Not only could the array be actuated to reduce drag over a
surface, feedback could be provided to offer self-contained, closed-loop flow control.
The manipulation and reduction of drag over a range of flow conditions could be
accomplished. Also yet to be discussed in detail is the ability of the wire surface
to impart mixing into the flow. The fluid momentum transport by the motion of
the wires indicates mixing in the flow. Effective mixing is difficult to accomplish at
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low Reynolds numbers and so the wire array could be applied where low Reynolds
number mixing is needed such as in biosensors, micro channels, fuel cells, or drug
delivery systems. With the potential for an active method of transverse flow control
and increased mixing capability, the efficiency can be increased for a wide variety of
engineering systems.
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Appendix A
Experiment Procedure
1. Clamp and seal wire surface into bottom of test section.
2. Fill tunnel with oil and seed oil with glass micro-spheres.
3. Activate motor controller and run pump at 30 Hz to warm up the system. Allow
to run until seed particles appear evenly distributed. Then set motor frequency
to that which corresponds with Reynolds number for chosen experiment run.
4. Bleed trapped air from the inlet and sweep air bubbles out of the test section.
5. Set amplitude height on roller to that which is desired for the experiment run.
Use the jack screw to adjust roller up or down. Place gauge blocks under the
roller mount to set an accurate height. When desired amplitude is achieved,
tighten jack screw and guide bolts to secure the roller to the base.
6. Connect function generator output to APS amplifier input with a BNC and
connect amplifier to the long stroke shaker with the appropriate cable.
7. Activate function generator.
(a) Select sine wave.
(b) Set to desired frequency for the experiment run. Ensure correct frequency
by measuring signal with an oscilloscope.
(c) Set output level to maximum.
(d) Select -20 dB
8. Activate APS Dynamics amplifier.
(a) Set Operating Mode to voltage.
(b) Increase voltage amplitude temporarily to ensure good actuation of roller.
9. Plug in camera, remove lens cap, connect Camera Link cable to computer, and
connect trigger to AuB output on pulse generator. Ensure camera is square to
the tunnel and adjust if necessary.
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10. Connect QLDC Laser A1 Lamp and Laser A2 Lamp to corresponding ports on
laser power supply with BNCs. Use a T-connector to splice the Laser A1 Lamp
signal to the pulse generator trigger input with a BNC.
11. Activate laser - Use protective laser-filtering goggles when laser is in use. See
Figure A.1
Figure A.1: Image of PIV Laser Power Supply Control Panel
(a) Check DI water and refill if necessary
(b) Turn laser key to 0.
(c) Reduce laser energy to lowest setting and set laser power to low.
(d) Set Flashlamp to external and Q-Switch to internal.
(e) Press standby button to activate pump and allow laser to warm up.
12. Activate QLDC.
(a) Use menu cursors to select Recording Mode menu. See Figure A.2
Figure A.2: Image of QLDC Recording Mode screen
i. Set Free-Running Clock Period to 66667 µs. This corresponds to a 15
Hz dual laser pulse.
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ii. Set Lamp A1/Lamp A2 Delay to 500 µs.
13. Activate Pulse/Delay Generator.
(a) Select external trigger.
(b) Select output to A.
(c) Set pulse width to B = A+ 0.12s (Rate warning should flash red). Ensure
clean signal by measuring signal with an oscilloscope.
14. Power on computer.
15. Open Lynx Configurator Software.
(a) (b)
Figure A.3: LYNX Configurator Screenshots (a) AOI Tab (b) Trigger Tab
(a) Select IPx-4M15–LMFN to connect to the camera.
(b) On the AOI tab select Normal Horizontal AOI, Normal Vertical AOI, Dual
Taps, and 12 bit Depth. See Figure A.3a
(c) On the Trigger tab select External Trigger, Double Mode, and set the First
Frame Exp.–Double to 400 µs. See Figure A.3b
16. Open Framelink Express Application.
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(a)
(b)
Figure A.4: Framelink Express Application Screenshots (a) Camera Parameters (b)
Capture Settings
(a) Select Camera Parameters icon. See Figure A.4a
i. Load the camera to set the Manufacturer, Model, and Description
ii. Set Camera Resolution to 2048 pixels x 2048 pixels.
iii. Set Tap Reconstruction to 2 Tap, L->R Interleaved.
iv. Set Video Type to Monochrome
v. Set Camera Bit Depth to 12.
vi. Select Apply.
(b) Select Capture Settings icon. See Figure A.4b
i. Select BMP image format.
ii. Select Series of Frames and set Path/Filename for the frames to be
saved under, set Capture Event to be Continuous, and set the Total
Capture to limit the number of frames to be captured.
17. Check laser sheet alignment.
(a) Select Enter on QLDC to start lasers and trigger.
(b) Keeping laser power on low, increase laser energy slightly until a laser sheet
appears in the tunnel.
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(c) Adjust optic mounts so that laser hits the mirror and passes through the
prism to form a uniform laser sheet in the measurement area. The laser
sheet should be parallel with tunnel sides and perpendicular to camera.
(d) Deactivate lasers if necessary.
18. Calibrate experiment.
(a) Select Enter on QLDC to start lasers and trigger.
(b) Select Start Grab on Camera Parameters of Framelink Express Application
to begin live recording of experiment.
(c) Insert a ruler into the test section through the opening in the top of the
outlet section. Position the ruler so that it is within the laser sheet. Turn
off flow facility pump if necessary.
(d) Select Start Capture on Capture Settings of Framelink Express Application
to capture images of the ruler. Adjust the laser energy for a clear view of
the ruler markings.
(e) Adjust the camera focus and recapture images of the ruler. Continue
adjusting the camera focus and capturing images of the ruler until a clear
image of the ruler is captured. Save the final image to be used during
calibration of the processed images.
(f) Remove ruler and deactivate lasers if necessary.
19. Run experiment.
(a) Set motor controller to the frequency that corresponds to the desired
Reynolds number and activate pump.
(b) Ensure roller amplitude is at the desired height.
(c) Ensure function generator is at the desired frequency.
(d) Adjust amplifier until roller reaches its maximum possible stroke length.
(e) In Framelink Express Application set the desired Path/Filename and num-
ber of images to be taken for the experiment run.
(f) Select Enter on QLDC to start lasers and trigger.
(g) Select Start Grab on Camera Parameters of Framelink Express Applica-
tion.
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(h) Select Start Capture on Capture Settings of Framelink Express Applica-
tion.
(i) Repeat 19a - 19h for each experiment run.
20. Image Processing
(a) Open Matlab, set directory for PIV Lab GUI and open the GUI.
(b) Select File → New Session and load images for an experiment run. Select
Sequencing Style to be 1-2, 3-4, 5-6,
(c) Select Analyses Settings→ Exclusions (ROI, Mask) and draw a mask over
the wires. Apply to all frames.
(d) Select Analyses Settings → PIV Setting and select an interrogation area
of 64 pixels and a step width of 32 pixels for the first pass. Select an
interrogation area of 32 pixels with a step width of 16 pixels for the second
pass.
(e) Select a linear interpolator for window deformation.
(f) Select Analyses Settings → Image Pre-Processing and set CLAHE to 5
pixels and Highpass Filter to 5 pixels.
(g) Select Analysis → Analyze! and analyze all frames.
(h) When analysis is complete select Post Processing→ Vector Validation and
select velocity limits. Be sure to show all frames in scatter plot and then
apply to all frames.
(i) Select Calibration → Calibrate Using Current or External Image. Load
calibration image saved from 18e. Select Reference Distance using ruler
and enter time step chosen in 12(a)ii. Calibrate all images.
(j) Select File → Save and save all frames to .mat files and save the entire
session.
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Appendix B
Experiment Drawings
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Appendix C
Matlab Codes
Example Matlab code to calculate velocity profiles, standard deviations,
and non-dimensional terms.
clear all
close all
%Input Renyolds number, number of experiment cases, which cases to run
ReL=5; cases=8; co=1; cend=8;
%Position of frames from bottom of channel
yplus=4.8847;
%Input experiment parameters in mm
%Wire diameter and length
dw=0.02×25.4; lw=.25×25.4;
%Test section dimensions
ltest=48×25.4; htest=2×25.4; wtest=12×25.4;
%Roller length
lr=8.75×25.4;
%Fluid properties: kinematic viscosity(mm2/s), density(kg/mm3), dynamic
%viscocity(kg/mm/s)
nu=50; rho=1000×.96/(10003); mu=nu×rho;
%Motor Frequency used (Hz)
mf=5.3;
%Number of frames in each case
frames=[100 100 500 500 500 500 500 500];
%Points of integration and points to remove from each frame
intg=round([ 127 127 127 127 127 127 127 127 ]); remove=2; intg1=intg−remove;
intg2=intg−1;
%Masked and unmasked points for each case
mask=zeros(1,cases);h=zeros(1,cases);
%Amplitudes and frequencies for each case
amp=[0.0 0.16 0.0 0.16 0.0 0.16 0.0 0.16 ]×25.4+.5;
freq=[0.0 0.0 0.4 0.4 1.368 1.368 2.0 2.0];
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%Stroke length(mm) as a function of amplitude and frequency. Columns are
%coefficents for linear function of frequency. The row corresponds to the
%amplitude of the case.
strokec=[0 0; 0 0; 0 6×.0254; -.0421 .144;...
0 6×.0254; -.0421 .144; 0 6×.0254; -.0421 .144;...
0 0; 0 0; 0 6×.0254; -.0421 .144;...
0 6×.0254; -.0421 .144; 0 6×.0254; -.0421 .144];
stroke=(freq.×strokec(:,1)′+strokec(:,2)′)×1000;
%Files containing instantaneous velocity measuremnts for each experiment case
file={′Run2 100frames 053 0000 000 int2′;′Run2 100frames 053 0000 016 int2′;
′Run2 500frames 053 0400 000 int2′;′Run2 500frames 053 0400 016 int2′;
′Run2 500frames 053 1368 000 int2′;′Run2 500frames 053 1368 016 int2 2′;
′Run2 500frames 053 2000 000 int2′;′Run2 500frames 053 2000 016 int2′ };
%End of file name indicating frame number
postf1=′ 000%g.mat′; postf2=′ 00%g.mat′; postf3=′ 0%g.mat′; postf4=′ %g.mat′;
%Where in a processing session a case starts
start=[0 0 0 0 0 0 0 0 ];
%Matrices to hold time averaged profiles and standard deviations for all cases
pros=zeros(intg2(cases),cases×4);
%Matrices to hold y positions, maximum velocities, y position of
%maximum for all cases, standard deviation of u at y=ymax
ypos=zeros(intg2(cases),cases); maxv=zeros(3,cases×2); maxstd=zeros(cases,2);
%Matrices to hold area averaged velocities and slope of standard deviation of v vs
%height
meanv=zeros(cases,3); dv=zeros(cases,2);
%Matrix to hold percentage of spurious vectors and mean, max, min amount
spur=zeros(max(frames),cases); spura=zeros(3,cases);
%Matrice to hold nondimensional pi terms
P=zeros(cases+1,11);
%Final row of P matrix holds non-varying nondimensional experiment parameters
%pi terms 8 - 11
P(cases+1,1)=dw/lw; P(cases+1,2)=ltest/lw; P(cases+1,3)=htest/lw; P(cases+1,4)=wtest/lw;
P(cases+1,5)=lr/lw;
%Begin processing selected experiment cases
for n=co:1:cend
%Matrices to hold instantaneous velocity points for all frames
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U=zeros(intg2(n), intg1(n)×frames(n)); V=zeros(intg2(n), intg1(n)×frames(n));
%Matrices to hold standard deviation of velocity points for all frames
stdU=zeros(intg2(n), intg1(n)); stdV=zeros(intg2(n), intg1(n));
%Matrix to hold the type of vector, normal or replaced from data validation
vtype=zeros(intg2(n), intg1(n)×frames(n));
%Load each frame from its file and store data points
if start(n)==0
z=1;
else
z=round(start(n));
end
for i=z:1:frames(n)+z−1
if i<=9
a=sprintf(postf1,i);
elseif i<=99
a=sprintf(postf2,i);
elseif i<=999
a=sprintf(postf3,i);
else
a=sprintf(postf4,i);
end
filename=strcat(file(n),a);
load(char(filename));
U(:,1+intg1(n)×(i−z):intg1(n)+intg1(n)×(i−z))=u(2:intg(n),2:intg1(n)+1)×1000;
V(:,1+intg1(n)×(i−z):intg1(n)+intg1(n)×(i−z))=v(2:intg(n),2:intg1(n)+1)×1000;
vtype(:,1+intg1(n)×(i−z):intg1(n)+intg1(n)×(i−z))=typevector(2:intg(n),2:intg1(n)+1);
%Points masked for each case
mask(n)=length(find(isnan(u(:,1))==1));
end
%Unmasked points for each case
h(n)=intg1(n)−mask(n);
%Exclude the first and last points in the x direction
for i=1:1:intg2(n)
%Rearrange y data to y position in channel
ypos(i,n)=(y(intg2(n)−i+1,1)×1000)+yplus;
%Calculate mean and standard deviation over all frames
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for k=1:1:intg1(n)
stdU(i,k)=std(U(i,k:intg1(n):intg1(n)×(frames(n)−1)+k));
stdV(i,k)=std(V(i,k:intg1(n):intg1(n)×(frames(n)−1)+k));
end
%Build profiles for each case
pros(i,n)=mean(U(i,:));
pros(i,n+cases)=mean(V(i,:));
pros(i,n+cases×2)=mean(stdU(i,:));
pros(i,n+cases×3)=mean(stdV(i,:));
%Locate maximum velocity and position of maximum velocity
if abs(pros(i,n))>abs(maxv(1,n))
maxv(1,n)=pros(i,n); maxv(2,n)=ypos(i,n); maxv(3,n)=i;
else
maxv(1,n)=maxv(1,n); maxv(2,n)=maxv(2,n); maxv(3,n)=maxv(3,n);
end
if abs(pros(i,n+cases))>abs(maxv(1,n+cases))
maxv(1,n+cases)=pros(i,n+cases); maxv(2,n+cases)=ypos(i,n);
else
maxv(1,n+cases)=maxv(1,n+cases); maxv(2,n+cases)=maxv(2,n+cases);
end
end
%Find the percentage of spurious vectors
for i=1:1:frames(n)
spur(i,n)=100×length(find(vtype(:,1+intg1(n)×(i−1):
intg1(n)+intg1(n)×(i−1))==2))/(h(n)×intg1(n));
end
%Average, max, min percentage of spurious vectors
spura(1,n)=mean(spur(:,n)); spura(2,n)=max(spur(:,n)); spura(3,n)=min(spur(:,n));
%Height actually measured in experiment
ytest=maxv(2,n)−ypos(h(n),n);
%Mean velocities found by trapezoidal integration
meanv(n,1)=-trapz(ypos(maxv(3,n):h(n),n),pros(maxv(3,n):h(n),n))/ytest;
meanv(n,2)=-trapz(ypos(maxv(3,n):h(n),n),pros(maxv(3,n):h(n),n+cases))/ytest;
%Standard deviation of u and v at y=ymax
maxstd(n,1)=pros(maxv(3,n),n+cases×2);
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maxstd(n,2)=pros(maxv(3,n),n+cases×3);
%Slope of standard deviation of v vs height
dv(n,:)=polyfit(ypos(1:h(n),n),pros(1:h(n),n+3×cases),1);
%Nondimensional Pi terms
P(n,1)=dv(n,1)×lw/meanv(n,1); P(n,2)=meanv(n,1)×lw/nu;
P(n,3)=freq(n)×stroke(n)/meanv(n,1);P(n,4)=amp(n)/lw;
P(n,5)=stroke(n)/lw; P(n,6)=meanv(n,2)/meanv(n,1);
P(n,7)=maxstd(n,2)/meanv(n,1); P(n,8)=meanv(n,3)/meanv(n,1);
P(n,9)=maxstd(n,3)/meanv(n,1);P(n,10)=maxstd(n,4)/meanv(n,1);
end
Example Matlab code to calculate phase averaged velocity contours,
cycle-to-cycle standard deviations, and phase-to-phase standard
deviations.
clear all
close all
%Input Renyolds number, number of experiment cases,
%which cases to run, experiment parameters,
%files containing instantaneous velocity measuremnts for each experiment case
%Number of bins
bins=[25 25 25 25 25 25 25];
%Sampling frequency
samplef=7.5;
%Masked and unmasked points for each case
mask=zeros(1,cases);h=zeros(1,cases);
%Matrices to hold phase-phase mean u and v velocity profiles for a cases
pro=zeros(intg2(cases),2×cases); betwbinrms=zeros(intg2(cases),cases×2);
%Matrices to hold phase-phase mean standard deviation of velocity profiles for a cases
rms=zeros(intg2(cases),2×cases);
%Matrices to maximum velocities, y position of maximum for all cases
maxv=zeros(2,cases);
%Matrices to hold area averaged velocities and slope of standard deviation of v vs
%height
meanv=zeros(cases,3);
%Begin processing selected experiment cases
for j=co:1:cend
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%Sampling Time
t=(1:1:frames(j))/samplef;
%Actuation period
T=1/freq(j);
%Location in period for each frame
periodloc=(t/T)−floor(t/T);
%Time increment by number of bins
t T=0:1/bins(j):1;
%Matrices to hold binned u and v velocity profiles for a cases
probinU=zeros(intg2(j),bins(j)); probinV=zeros(intg2(j),bins(j));
%Matrices to hold standard deviation of binned velocity profiles for a cases
rmsbinU=zeros(intg2(j),bins(j)); rmsbinV=zeros(intg2(j),bins(j));
%Matrice to hold y position for a case
ypos=zeros(intg2(j),1);
%Matrices to hold u and v velocity points for all frames
U=zeros(intg2(j), intg1(j)×frames(j)); V=zeros(intg2(j), intg1(j)×frames(j));
%Load each frame from its file and store data points. Do not store the
%first and last points in a row
if start(j)==0
z=1;
else
z=round(start(j));
end
for i=z:1:frames(j)+z−1
if i<=9
a=sprintf(postf1,i);
elseif i<=99
a=sprintf(postf2,i);
elseif i<=999
a=sprintf(postf3,i);
else
a=sprintf(postf4,i);
end
filename=strcat(file(j),a);
load(char(filename));
U(:,1+intg1(j)×(i−z):intg1(j)+intg1(j)×(i−z))=u(2:intg(j),2:intg1(j)+1)×1000;
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V(:,1+intg1(j)×(i−z):intg1(j)+intg1(j)×(i−z))=v(2:intg(j),2:intg1(j)+1)×1000;
%Points masked for each case
mask(j)=length(find(isnan(u(:,1))==1));
end
%Unmasked points for each case
h(j)=intg1(j)−mask(j);
%Sort into bins and take means and standard deviations
for n=1:1:length(t T)−1
%Find frames for bin
binframes=find(periodloc<t T(n+1)&periodloc>=t T(n));
%Number of frames per bin
fpb=length(binframes);
%Matrices to hold velocity points and standard deviation of velocity
%points for all frames of a position
binU=zeros(intg2(j),intg1(j)×fpb);binV=zeros(intg2(j),intg1(j)×fpb);
stdbinU=zeros(intg2(j), intg1(j)); stdbinV=zeros(intg2(j), intg1(j));
%Take only the frames of the bin being evaluated
for i=1:1:fpb
binU(:,1+intg1(j)×(i−1):intg1(j)×i)=
U(:,(binframes(i)−1)×intg1(j)+1:binframes(i)×intg1(j));
binV(:,1+intg1(j)×(i−1):intg1(j)×i)=
V(:,(binframes(i)−1)×intg1(j)+1:binframes(i)×intg1(j));
end
%Exclude the first and last points in the x direction
for i=1:1:intg2(j)
for k=1:1:intg1(j)
%Calculate standard deviation contour over all frames of a bin
stdbinU(i,k)=std(binU(i,k:intg1(j):intg1(j)×(fpb−1)+k));
stdbinV(i,k)=std(binV(i,k:intg1(j):intg1(j)×(fpb−1)+k));
%Build velocity contour for a bin.
conbinU(i,k+intg1(j)×(n−1)+intg1(j)×bins(j)×(j−1))=
mean(binU(i,k:intg1(j):intg1(j)×(fpb−1)+k));
conbinV(i,k+intg1(j)×(n−1)+intg1(j)×bins(j)×(j−1))=
mean(binV(i,k:intg1(j):intg1(j)×(fpb−1)+k));
end
%Calculate velocity profiles and within bin standard deviation of a bin
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probinU(i,n)=mean(binU(i,:));
rmsbinU(i,n)=mean(stdbinU(i,:));
probinV(i,n)=mean(binV(i,:));
rmsbinV(i,n)=mean(stdbinV(i,:));
end
end
%Velocity contours for only current case
conbinUt=conbinU(:,1+intg1(j)×bins(j)×(j−1):
bins(j)×intg1(j)+intg1(j)×bins(j)×(j−1));
conbinVt=conbinV(:,1+intg1(j)×bins(j)×(j−1):
bins(j)×intg1(j)+intg1(j)×bins(j)×(j−1));
%Remove bins with NaN
conbinUt(:, isnan(conbinUt(1,:))) = [ ];
conbinVt(:, isnan(conbinVt(1,:))) = [ ];
Usize=size(conbinUt,2)/intg1(j); Vsize=size(conbinVt,2)/intg1(j);
probinU(:, isnan(probinU(1,:))) = [ ];
probinV(:, isnan(probinV(1,:))) = [ ];
rmsbinU(:, isnan(rmsbinU(1,:))) = [ ];
rmsbinV(:, isnan(rmsbinV(1,:))) = [ ];
%Between Bin Standard Deviation per bin for a case
betwbinstd=zeros(intg2(j),intg1(j)×2);
for i=1:1:intg2(j)
%Rearrange y data to y position in channel
ypos(i,1)=(y(intg2(j)−i+1,1)×1000)+yplus;
for m=1:1:intg1(j)
betwbinstd(i,m)=std(conbinUt(i,m:intg1(j):(Usize−1)×intg1(j)+m));
betwbinstd(i,m+intg1(j))=std(conbinVt(i,m:intg1(j):(Vsize−1)×intg1(j)+m));
end
%Mean between bin deviations for a case
betwbinrms(i,j)=mean(betwbinstd(i,1:intg1(j)));
betwbinrms(i,j+cases)=mean(betwbinstd(i,intg1(j)+1:2×intg1(j)));
%Mean velocity profile for a case
pro(i,j)=mean(probinU(i,:));
pro(i,j+cases)=mean(probinV(i,:));
%Mean within bin deviations for a case
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rms(i,j)=mean(rmsbinU(i,:));
rms(i,j+cases)=mean(rmsbinV(i,:));
%Find maximum velocity and y position of maximum
if abs(pro(i,j))>abs(maxv(1,j))
maxv(1,j)=pro(i,j); maxv(2,j)=ypos(i,1); maxv(3,j)=i;
else
maxv(1,j)=maxv(1,j); maxv(2,j)=maxv(2,j); maxv(3,j)=maxv(3,j);
end
end
%Height actually measured in experiment
ytest=maxv(2,j)−ypos(h(j));
%Mean velocities found by trapezoidal integration
meanv(j,1)=-trapz(ypos(maxv(3,j):h(j),1),pro(maxv(3,j):h(j),j))/ytest;
meanv(j,2)=-trapz(ypos(maxv(3,j):h(j),1),pro(maxv(3,j):h(j),j+cases))/ytest;
%Slope of within bin and between bin standard deviation of v vs height
dv2(j,1:2)=polyfit(ypos(1:h(j),1),rms(1:h(j),j+cases),1);
dv2(j,3:4)=polyfit(ypos(1:h(j),1),betwbinrms(1:h(j),j+cases),1);
end
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Appendix D
Run 2 Phase Averaged
(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
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(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.1: Phase averaged vector plots of Run 2 with Mf = 5.3 Hz, f = 0.4 Hz,
and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.2: Phase averaged vector plots of Run 2 with Mf = 5.3 Hz, f = 0.4 Hz,
and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.3: Phase averaged vector plots of Run 2 with Mf = 5.3 Hz, f = 1.368 Hz,
and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19
Figure D.4: Phase averaged vector plots of Run 2 with Mf = 5.3 Hz, f = 2.0 Hz,
and A = 0.5 mm.
(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
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(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
121
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.5: Phase averaged vector plots of Run 2 with Mf = 11.4 Hz, f = 0.4 Hz,
and A = 0.5 mm.
(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
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(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
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(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.6: Phase averaged vector plots of Run 2 with Mf = 11.4 Hz, f = 0.4 Hz,
and A = 4.56 mm.
(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
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(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
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(s) Bin 19
Figure D.7: Phase averaged vector plots of Run 2 with Mf = 11.4 Hz, f = 2.0 Hz,
and A = 0.5 mm.
(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
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(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19
Figure D.8: Phase averaged vector plots of Run 2 with Mf = 11.4 Hz, f = 2.0 Hz,
and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.9: Phase averaged vector plots of Run 2 with Mf = 11.4 Hz, f = 0.4 Hz,
and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.10: Phase averaged vector plots of Run 2 with Mf = 17.6 Hz, f = 0.4 Hz,
and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.11: Phase averaged vector plots of Run 2 with Mf = 11.4 Hz, f = 0.986
Hz, and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure D.12: Phase averaged vector plots of Run 2 with Mf = 17.6 Hz, f = 0.986
Hz, and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19
Figure D.13: Phase averaged vector plots of Run 2 with Mf = 17.6 Hz, f = 2.0 Hz,
and A = 0.5 mm.
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Appendix E
Run 1 Profile and Deviation Results
138
(a) (b)
(c) (d)
(e) (f)
Figure E.1: Run 1 set normalized u˜ and v˜ velocity profiles for (a, b) Relw = 4,
Mf = 5.3 Hz (c, d) Relw = 11, Mf = 11.4 Hz and (e, f) Relw = 17,Mf = 17.6 Hz.
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(a) (b)
(c) (d)
(e) (f)
Figure E.2: Run 1 set normalized mean standard deviations of u and v for (a, b)
Mf = 5.3 Hz, Relw = 4 (c, d) Mf = 11.4 Hz, Relw = 11 and (e, f)Mf = 17.6 Hz,
Relw = 17.
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Appendix F
Run 1 Phase Averaged Results
(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
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(m) Bin 13 (n) Bin 14 (o) Bin 15
(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.1: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 0.4 Hz, and
A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.2: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 0.4 Hz, and
A = 2.53 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.3: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 0.4 Hz, and
A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.4: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 1.368 Hz,
and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.5: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 1.458 Hz,
and A = 2.53 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.6: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 1.368 Hz,
and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
Figure F.7: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 2.0 Hz, and
A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
Figure F.8: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 2.0 Hz, and
A = 2.53 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
Figure F.9: Phase averaged vector plots of Run 1 with Mf = 5.3 Hz, f = 2.0 Hz, and
A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.10: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 0.4 Hz,
and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.11: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 0.4 Hz,
and A = 2.53 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.12: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 0.4 Hz,
and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.13: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 1.368
Hz, and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.14: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 1.458
Hz, and A = 2.53 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
(j) Bin 10 (k) Bin 11 (l) Bin 12
(m) Bin 13 (n) Bin 14 (o) Bin 15
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(p) Bin 16 (q) Bin 17 (r) Bin 18
(s) Bin 19 (t) Bin 20 (u) Bin 21
(v) Bin 22 (w) Bin 23 (x) Bin 24
(y) Bin 25
Figure F.15: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 1.368
Hz, and A = 4.56 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
Figure F.16: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 2.0 Hz,
and A = 0.5 mm.
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(a) Bin 1 (b) Bin 2 (c) Bin 3
(d) Bin 4 (e) Bin 5 (f) Bin 6
(g) Bin 7 (h) Bin 8 (i) Bin 9
Figure F.17: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 2.0 Hz,
and A = 2.53 mm.
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Figure F.18: Phase averaged vector plots of Run 1 with Mf = 11.4 Hz, f = 2.0 Hz,
and A = 4.56 mm.
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Figure F.19: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 0.4 Hz,
and A = 0.5 mm.
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Figure F.20: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 0.4 Hz,
and A = 2.53 mm.
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Figure F.21: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 0.4 Hz,
and A = 4.56 mm.
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Figure F.22: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 0.986
Hz, and A = 0.5 mm.
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Figure F.23: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 0.986
Hz, and A = 2.53 mm.
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Figure F.24: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 0.986
Hz, and A = 4.56 mm.
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Figure F.25: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 2.0 Hz,
and A = 0.5 mm.
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Figure F.26: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 2.0 Hz,
and A = 2.53 mm.
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Figure F.27: Phase averaged vector plots of Run 1 with Mf = 17.6 Hz, f = 2.0 Hz,
and A = 4.56 mm.
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Figure F.28: The Run 1 set normalized cycle-to-cycle standard deviation of u and
v for (a, b) Relw = 4, Mf = 0.53 Hz (c, d) Relw = 11, Mf = 11.4 Hz and (e, f)
Relw = 17, Mf = 17.6 Hz.
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Figure F.29: The Run 1 set standard deviation of u and v between phase for (a, b)
Relw = 4, Mf = 0.53 Hz (c, d) Relw = 11, Mf = 11.4 Hz and (e, f) Relw = 17,
Mf = 17.6 Hz.
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Appendix G
Run 1 Non-Dimensional Results
Figure G.1: Run 1 relation between Jc and the Strouhal number, by Reynolds flow
value.
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Figure G.2: Run 1 relation between Jc and the Strouhal number, by amplitude aspect
ratio.
Figure G.3: Run 1 relation between Jc and the Strouhal number, by stroke length
aspect ratio.
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Figure G.4: Plot displaying the Run 1 relation between σu at the location of the
maximum u velocity and the Strouhal number, by amplitude aspect ratio.
Figure G.5: Run 1 relation between the within bin Jc and the Strouhal number, by
amplitude aspect ratio.
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Figure G.6: Run 1 relation between the between bin Jc and the Strouhal number, by
amplitude aspect ratio.
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Appendix H
Control Phase Averaged Results
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Figure H.1: Phase averaged vector plots of the control run with Mf = 5.3 Hz, f =
1.368 Hz, and A = 0.5 mm.
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Figure H.2: Phase averaged vector plots of the control run with Mf = 5.3 Hz, f =
1.368 Hz, and A = 4.56 mm.
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Figure H.3: Phase averaged vector plots of the control run with Mf = 5.3 Hz, f = 2.0
Hz, and A = 0.5 mm.
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Figure H.4: Phase averaged vector plots of the control run with Mf = 5.3 Hz, f = 2.0
Hz, and A = 4.56 mm.
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Figure H.5: Phase averaged vector plots of the control run with Mf = 17.6 Hz,
f = 0.986 Hz, and A = 0.5 mm.
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Figure H.6: Phase averaged vector plots of the control run with Mf = 17.6 Hz,
f = 0.986 Hz, and A = 4.56 mm.
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Figure H.7: Phase averaged vector plots of the control run with Mf = 17.6 Hz,
f = 2.0 Hz, and A = 0.5 mm.
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Figure H.8: Phase averaged vector plots of the control run with Mf = 17.6 Hz,
f = 2.0 Hz, and A = 4.564 mm.
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