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Stochastic thermodynamics provides an important framework to explore small physical systems
where thermal fluctuations are inevitable. In the studies of stochastic thermodynamics, some ther-
modynamic quantities, such as the trajectory work, associated with the complete Langevin equation
(the Kramers equation) are often assumed to converge to those associated with the overdamped
Langevin equation (the Smoluchowski equation) in the overdamped limit under the overdamped
approximation. Nevertheless, a rigorous mathematical proof of the convergence of the work dis-
tributions to our knowledge has not been reported so far. Here we study the convergence of the
work distributions explicitly. In the overdamped limit, we rigorously prove the convergence of the
extended Fokker-Planck equations including work using a multiple timescale expansion approach.
By taking the linearly dragged harmonic oscillator as an exactly solvable example, we analytically
calculate the work distribution associated with the Kramers equation, and verify its convergence to
that associated with the Smoluchowski equation in the overdamped limit. We quantify the accuracy
of the overdamped approximation as a function of the damping coefficient. In addition, we experi-
mentally demonstrate that the data of the work distribution of a levitated silica nanosphere agrees
with the overdamped approximation in the overdamped limit, but deviates from the overdamped
approximation in the low-damping case. Our work fills a gap between the stochastic thermodynam-
ics based on the complete Langevin equation (the Kramers equation) and the overdamped Langevin
equation (the Smoluchowski equation), and deepens our understanding of the overdamped approx-
imation in stochastic thermodynamics.
I. INTRODUCTION
The Brownian motion was named after Robert Brown
when he observed jiggling motions of tiny particles sus-
pended in water under a microscope in 1827. Brown im-
mediately realized that the motion was not life-related.
However, it was not until the beginning of the 1900s
when Einstein, Smoluchowski, and Langevin developed
the breakthrough theories that precisely explained the
origin of the Brownian motion. In general, particles ex-
hibit the Brownian motion due to their collisions with
other particles, where the random forces acting on the
particles result from thermal fluctuations of the environ-
ment. While the Langevin equation (LE) is often used
to describe the temporal dynamics of a Brownian sys-
tem (e.g., the colloidal and biomolecular systems [1]),
the LE description is equivalent to the Fokker-Planck
equation description [2]. The complete Fokker-Planck
equation, corresponding to the complete LE, is known
as the Kramers equation (KE) [3]. In the overdamped
limit, the LE is simplified to a first-order stochastic dif-
ferential equation using the overdamped approximation
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(OA), where the particle inertia is negligible compared
to the damping force. The overdamped Fokker-Planck
equation, corresponding to the overdamped LE, is the
Smoluchowski equation (SE) [4]. A rigorous mathemati-
cal proof of the convergence of the KE to the SE in the
overdamped limit was firstly given in the 1970s using sys-
tematic expansion procedures [5–8].
The past two decades have witnessed significant devel-
opments in nonequilibrium statistical mechanics of small
systems where thermal fluctuations dominate [9–20]. At
the microscale level, thermodynamic quantities such as
work, heat [11, 12], and entropy production [13] have
been defined and studied along individual stochastic tra-
jectories. Based on these work, fluctuation theorems
were derived [9, 10, 13, 14], giving rise to the emerging
field of stochastic thermodynamics. In previous studies
of stochastic thermodynamics, attentions are predomi-
nantly focused on the high-damping regime, and people
have been using the OA in calculating the distribution
of thermodynamic quantities. Most recently, the inertial
effects and asymptotic behaviors in the overdamped limit
have attracted a lot of attentions [21–44], and researchers
begin to examine the validity of the OA in stochastic
thermodynamics. For example, the behaviors of entropy
production have been studied explicitly [21–23, 25–28].
Especially, it is found that in the presence of a spatial
[21, 23] or temporal [25] dependent temperature profile,
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2the OA fails to capture the correct behaviors of entropy
production. In Refs. [22–24], it has been shown that
the heat distribution associated with the KE converges
to that associated with the SE in the overdamped limit.
But the validity of the OA for the work distribution to
our knowledge has not been directly justified so far. Also,
the breakthrough in experimental techniques of measur-
ing the instantaneous velocity of the Brownian particle
[45, 46] enables us to study the validity of the OA in
stochastic thermodynamics systematically.
In Ref. [8], by utilizing a multiple timescale approach
[8, 21, 23, 47], it has been demonstrated that the marginal
distribution of the solution to the KE in the position
space converges to the solution to the SE in the over-
damped limit. In the current paper, we investigate how
the OA affects the thermodynamics besides the dynam-
ics. We study the joint probability distribution in the
position and work space associated with the KE using
the same method, and we find that, in the overdamped
limit, the joint distribution converges to that associated
with the SE. Then, as an exactly solvable example, we
analytically calculate the joint probability distribution
of the position, the velocity, and work for the linearly
dragged harmonic oscillator with inertia, and verify its
convergence to the solution associated with the corre-
sponding SE [48–51] in the overdamped limit. We use
the relative error between the exact solution and the OA
to quantify the accuracy of the OA as a function of the
damping coefficient. It is found that the OA leads to a
deviation of 10% from the exact solution when the damp-
ing coefficient is 2.5 times of the trapping frequency, and
3% for 5 times of the trapping frequency. We also provide
the experimental results which always agree with the so-
lution to the KE, and deviate from the solution to the
SE in the low-damping case. These results deepen our
understanding of the OA in stochastic thermodynamics.
This paper is organized as follows. In Sec. II, as a gen-
eral case, we give the rigorous mathematical proof of the
convergence of the work distributions in the overdamped
limit. In Sec. III, as an exactly solvable example, we an-
alytically calculate the work distribution of the linearly
dragged harmonic oscillator with inertia, and verify its
convergence to the work distribution associated with the
SE quantitatively. In Sec. IV, we provide the experi-
mental results which verify the predictions in Sec. III.
Section V presents our conclusions.
II. THE CONVERGENCE OF WORK: A
MULTIPLE TIMESCALE APPROACH
For simplicity, in this paper, we consider the case in
which both the temperature T and the friction coefficient
γ are homogeneous in space and time. The motion [tra-
jectory in the phase space (x,v)] of the Brownian particle
is described by the complete LE:
dx = vdt,
dv =
(
−Γv + F(x, t)
m
)
dt+
√
2Γ
βm
dBt,
(1)
where m is the mass of the particle, Γ := γ/m is the
damping coefficient, F(x, t) = −∂U(x, t)/∂x + Fnc(x, t)
is the external forces including the contribution from the
potential U(x, t) and the nonconservative force Fnc(x, t),
β = (kBT )−1 is the inverse temperature, kB is Boltz-
mann’s constant, and Bt describes the standard Brown-
ian motion (Wiener process) [12].
In stochastic thermodyamics, work is defined as a func-
tional along individual trajectories [11, 14, 21]
đw [x(t)] = ∂U
∂t
dt+ Fnc ◦ dx, (2)
where ◦ denotes the Stratonovich product. The work
functional corresponding to the complete LE [Eq. (1)]
can be expressed as
đw =
(
∂U
∂t
+ Fncv
)
dt. (3)
From the point of view of the probability distribution,
the extended Kramers equation (EKE) including work
reads [2, 52]
∂
∂v
(
v + 1
βm
∂
∂v
)
p(x, v, w; t) = Γ−1
[
∂
∂t
+ v ∂
∂x
+ F
m
∂
∂v
+
(
∂U
∂t
+ Fncv
)
∂
∂w
]
p(x, v, w; t), (4)
where p(x, v, w; t) is the joint probability distribution of
the position, the velocity, and work at time t associated
with the EKE [Eq. (4)].
In the overdamped limit (Γ→∞), the complete LE is
reduced to the overdamped LE by taking the OA (mx¨→
0):
dx = 1
γ
F(x, t)dt+
√
2
βγ
dBt. (5)
According to Eq. (2), the corresponding work functional
can be written as
đw =
[
∂U
∂t
+ Γ−1 1
m
(
FFnc + 1
β
F ′nc
)]
dt
+
√
2Γ−1
βm
Fnc · dBt, (6)
where the prime denotes a derivative with respect to x,
3and · denotes the Itô product. The extended Smolu- chowski equation (ESE) including work reads [2, 52]
∂
∂t
ρ(x,w; t) = Γ−1 1
m
(
∂
∂x
+ Fnc ∂
∂w
)(
1
β
∂
∂x
−F + 1
β
Fnc ∂
∂w
)
ρ(x,w; t)− ∂U
∂t
∂ρ
∂w
, (7)
where ρ(x,w; t) is the joint probability distribution of
the position and work at time t associated with the ESE
[Eq. (7)]. The derivations of Eqs. (6) and (7) are given
in Appendix A.
In the overdamped limit (Γ−1 → 0), since the Brown-
ian particle relaxes in very short timescale (τp = Γ−1) in
the velocity space in comparison with that in the posi-
tion space, we can separate timescales of the evolutions
in the position and the velocity spaces. This is the so-
called multiple time-scale approach [8, 21, 23, 47]. By
utilizing this approach, we rigorously prove the conver-
gence of Eq. (4) to Eq. (7) in the overdamped limit (see
Appendix B). In other words, if we define the marginal
distribution of p(x, v, w; t) as
p˜(x,w; t) =
∫
p(x, v, w; t)dv, (8)
we find that in the overdamped limit, the equation of
motion for p˜(x,w; t) can be written as
∂
∂t
p˜(x,w; t) = Γ−1 1
m
(
∂
∂x
+ Fnc ∂
∂w
)(
1
β
∂
∂x
−F + 1
β
Fnc ∂
∂w
)
p˜(x,w; t)− ∂U
∂t
∂p˜
∂w
+O (Γ−2) . (9)
It can be seen that Eq. (9) is exactly the same as Eq. (7)
when the higher-order corrections are ignored in the over-
damped limit.
We conclude that Eq. (4) converges to Eq. (7) in the
limit Γ−1 → 0, that is to say [53],∫
p(x, v, w; t)dv → ρ(x,w; t). (10)
More precisely,∫
p(x, v, w; t)dv = ρ(x,w; t) +O (Γ−2) . (11)
As a result, both marginal distributions of the position
and work from solving the EKE converge to those from
solving the ESE respectively as long as the initial con-
ditions are the same. Here we would like to emphasize
that in our proof, we have assumed the temperature and
the friction to be constants in space and time, but our
results are still valid even when there is a spatial or tem-
poral dependent friction and temperature. Hence the
validity of the OA in calculating the work distribution in
stochastic thermodynamics is analytically confirmed in
the overdamped limit.
Before concluding this section, we would like to give
the following remark. In previous work, the thermo-
dynamic quantities of heat [22, 24], entropy production
[21, 26–28] and other functionals [23] were investigated
using the same method. The convergence of the overall
heat released to the environment was confirmed in the
overdamped limit [22, 24]. By combining the first law of
stochastic thermodynamics and the convergence of the
distributions of heat and the internal energy, the conver-
gence of work distributions can be anticipated while here
we explicitly show the expected result in a direct way.
In the following section, we will quantify the accuracy
of the OA as a function of the damping coefficient in a
harmonic system.
III. AN EXACTLY SOLVABLE MODEL:
LINEARLY DRAGGED HARMONIC
OSCILLATOR
A. The model and the extended Kramers equation
In the preceding section, we give the rigorous proof of
the convergence of work distributions for a generic system
without solving the EKE and the ESE. In this section, as
an example, we consider the model of a dragged harmonic
oscillator with a constant dragging speed. This model is
exactly solvable [48–51]. A particle is doing Brownian
motion in a heat bath whose inverse temperature is β =
(kBT )−1. Meanwhile, the Brownian particle is subject
to the driving force of a harmonic trap whose center is
shifted linearly in time. The potential can be described
by
U(x, t) = 12mω
2 (x− ut)2 , (12)
where ω is the trapping frequency of the harmonic po-
tential, and u is the speed of the shifting of the potential
center. According to Eq. (2), the time derivative of the
4work functional can be written as
đw
dt =
∂U(x, t)
∂t
= −muω2 (x− ut) . (13)
For convenience, we transfer to the reference frame of the
shifting potential, and define the relative position with
respect to the center of the potential by y = x− ut.
We start from the complete LE [Eq. (1)] and its corre-
sponding work functional [Eq. (2)],
dy = (v − u) dt,
dv =
(−Γv − ω2y)dt+√ 2Γ
βm
dBt,
đw = −muω2y dt.
(14)
The corresponding EKE about the joint probability dis-
tribution p(y, v, w, t) of the position y, the velocity v, and
work w at time t can be written as
∂p
∂t
=(u− v) ∂p
∂y
+ Γ
(
p+ v ∂p
∂v
)
+ ω2y ∂p
∂v
+ Γ
βm
∂2p
∂v2
+muω2y ∂p
∂w
. (15)
Let the initial state be a Gaussian distribution. The so-
lution of p(y, v, w, t) remains a Gaussian distribution be-
cause the drift and the diffusion coefficients in Eq. (15)
are either constant or linear in y, v, and w [30, 48]. By
utilizing the Gaussian property, p(y, v, w, t) can be writ-
ten in the form of a three-dimensional Gaussian distribu-
tion
pG(y, v, w, t) = 1
(2pi) 32 |Σ| 12 exp
(
−12z
TΣ−1z
)
, (16)
where
z =
 y − y¯v − v¯
w − w¯
 , Σ =
 σ2y cyv cywcyv σ2v cvw
cyw cvw σ
2
w
 , (17)
y¯, v¯, w¯ are mean values, σ2y, σ2v , σ2w are variances, and cyv,
cyw, cvw are the covariances of any two variables of the
position, the velocity, and work. These nine moments are
functions of time t only, and they determine the evolution
of the distribution pG(y, v, w, t).
Inserting the definitions of the nine moments [54] to
Eq. (15), we obtain a set of coupled equations of motion
for the nine moments:
d
dt y¯ = v¯ − u, (18a)
d
dt v¯ = −Γv¯ − ω
2y¯, (18b)
d
dt w¯ = −muω
2y¯, (18c)
d
dtσ
2
y = 2cyv, (18d)
d
dtσ
2
v = −2Γσ2v − 2ω2cyv +
2Γ
βm
, (18e)
d
dtσ
2
w = −2muω2cyw, (18f)
d
dt cyv = σ
2
v − Γcyv − ω2σ2y, (18g)
d
dt cyw = cvw −muω
2σ2y, (18h)
d
dt cvw = −Γcvw − ω
2cyw −muω2cyv. (18i)
In our current study, we consider the equilibrium initial
state:
pG(y, v, w, 0|eq) = pG(y)pG(v)δ(w), (19)
i.e., at the initial moment of time, y¯ = v¯ = w¯ = σ2w =
cyv = cyw = cvw = 0, σ2y = 1βmω2 , σ2v =
1
βm . In the fol-
lowing, we will solve Eq. (18) to obtain the time evolution
of these moments.
B. Solution to the extended Kramers equation
[Eq. (15)]
From Eqs. (18a), (18b), and (18c), we have
¨¯y + Γ ˙¯y + ω2y¯ = −uΓ, (20)
where the dot above the variable denotes the time deriva-
tive, and double dots denote the second-order derivative
with respect to time. This ordinary differential equation
(ODE) has two characteristic roots:
µ1,2 = −Γ2 ±
√(
Γ
2
)2
− ω2. (21)
It is necessary to clarify some terminologies. Depending
on the characteristic roots being complex or real, we de-
fine two regimes: the low-damping regime (Γ/ω < 2) and
the high-damping regime (Γ/ω > 2) [33, 37]. The critical
damping coefficient between two regimes is Γc = 2ω. In
the overdamped limit (Γ/ω  2), the characteristic roots
µ1,2 converge to
µ1 → −ω
2
Γ ,
µ2 → −Γ,
(22)
5respectively.
Equations (20) and (18a), (18b), and (18c) give the
solutions of the mean values,
y¯(t) = C1eµ1t + C2eµ2t − uΓ
ω2
, (23a)
v¯(t) = C1µ1eµ1t + C2µ2eµ2t + u, (23b)
w¯(t) = mu2Γt
−muω2
[
C1
µ1
(
eµ1t − 1)+ C2
µ2
(
eµ2t − 1)] ,(23c)
where the two constants C1 and C2 and their asymp-
totic values can be determined by the initial condition
[Eq. (19)],
C1 =
(
−u− uΓ
ω2
µ2
)
/ (µ1 − µ2)→ uΓ
ω2
,
C2 =
(
u+ uΓ
ω2
µ1
)
/ (µ1 − µ2)→ 0. (24)
As a self-consistent check, we can see that the asymptotic
values of the mean values [Eq. (23)] are
y¯(t|eq)→ uΓ
ω2
(
e−ω
2
Γ t − 1
)
, (25a)
w¯(t|eq)→ mu
2Γ2
ω2
(
e−ω
2
Γ t − 1 + ω
2
Γ t
)
, (25b)
where the r.h.s. of Eq. (25) is identical to the solutions
to the ESE obtained in Ref. [49].
By combining Eqs. (18d), (18e), and (18g), we obtain
a third-order ODE of σ2y(t):
...
σ2y + 3Γσ¨2y +
(
4ω2 + 2Γ2
)
σ˙2y + 4Γω2σ2y =
4Γ
βm
, (26)
where the triple dots denote the third-order time deriva-
tive. Three characteristic roots are λ1,2,3:
λ1 = 2µ1 → −2ω
2
Γ ,
λ2 = 2µ2 → −2Γ,
λ3 = µ1 + µ2 = −Γ.
(27)
By adapting a similar procedure (see Appendix C), we
obtain
σ2y(t|eq) =
1
βmω2
, (28a)
σ2v(t|eq) =
1
βm
, (28b)
cyv(t|eq) = 0, (28c)
and
σ2w(t|eq)→
2mu2Γ2
βω2
(
e−ω
2
Γ t − 1 + ω
2
Γ t
)
, (29a)
cyw(t|eq)→ uΓ
βω2
(
e−ω
2
Γ t − 1
)
. (29b)
We can see that all σ2y, σ2v , and cyv are constants in
time. The r.h.s. of Eqs. (28a) and (29) is identical to the
solutions to the ESE obtained in Ref. [49].
C. Miscellaneous discussions about the solution
We analytically obtain the solution of p(y, v, w, t|eq)
[Eqs. (16), (17), (23), (24), (28), (C8), (C10)], and ver-
ify the convergences of the moments of p(y, v, w, t|eq) to
their overdamped counterparts [Eqs. (25), (28a), (29)] in
the overdamped limit. We notice that in Ref. [29], by
utilizing the path integral approach, the work distribu-
tion of the same model is obtained analytically. In our
current study, we also obtain an analytical expression of
the work distribution. We cannot analytically prove the
equivalence of the two distributions but we have numer-
ically checked that they agree with each other. For this
specific model, authors of Ref. [29] also studied the con-
vergence of the work distributions numerically. We would
like to emphasize that our method is much simpler, and
we are able to show the convergence analytically (see Sec.
III B). Figure 1 shows the convergence behaviors of var-
ious moments [Eqs. (25) and (29)] with the equilibrium
initial state. As we can see, with the increase of the
damping coefficient Γ, the solutions to the EKE [blue
(dark gray) curves] converge to the solutions to the ESE
[green (light gray) curves].
It is important to notify that by comparing Eq. (23c)
with Eq. (C8a) and using the relation between Ci and Di
[Eq. (C10)], we find that
w¯(t|eq) = 12βσ
2
w(t|eq). (30)
This is a prediction of the Gaussian distribution [48],
since for a Gaussian work distribution, only the first-
and the second-order cumulants are nonzero, and all the
higher-order cumulants are vanishing, i.e., w¯ ≡ ∆F +
1
2βσ
2
w, and the free energy difference (∆F ) in this model
is equal to zero. The proportionality between w¯(t|eq)
and σ2w(t|eq) can be seen from Fig. 1(b) and Fig. 1(d).
Similarly, we find the following relations for this specific
model:
y¯(t|eq) = βcyw(t|eq), (31)
v¯(t|eq) = βcvw(t|eq). (32)
The proportionality between y¯(t|eq) and cyw(t|eq) can be
seen from Fig. 1(a) and Fig. 1(c).
Using Eq. (30), the Crooks fluctuation theorem [10]
pF(w)
pR(−w) = e
β(w−∆F ), (33)
and the Jarzynski equality [9]
〈
e−β(w−∆F )
〉
= 1 can be
confirmed easily. Here “F” denotes the forward process,
“R” the reverse process, and the work distribution of the
reverse process pR(w) can be calculated by replacing the
shifting speed of the potential u with −u in pF(w). Please
note that the Crooks fluctuation theorem and the Jarzyn-
ski equality are valid for both the solutions to the EKE
and the ESE, even though the two solutions are different.
6FIG. 1. (Color online). Convergence behaviors of various moments [Eqs. (25) and (29)] with different damping coefficients
Γ for the equilibrium initial state. (a) Mean value of y. (b) Mean value of w. (c) Covariance of y and w. (d) Variance
of w. Here β = u = m = ω = 1. In each figure, there are four pairs of curves corresponding to four damping coefficients
(Γ/ω = 0.5, 2.5, 5, 10). The critical damping coefficient between the low-damping and the high-damping regimes is Γc/ω = 2.
The solutions to the EKE [blue (dark gray) curves] approach the solutions to the ESE [green (light gray) curves] as the damping
coefficient increases. These solutions exhibit an oscillating behavior in the low-damping regime (Γ < Γc) while quickly reaching
an asymptotic behavior in the high-damping regime (Γ > Γc).
In the low-damping regime (Γ < Γc), µ1,2 become com-
plex numbers:
µ1,2 = −Γ2 ± iΩ, (34)
where
Ω =
√
ω2 −
(
Γ
2
)2
, ω >
Γ
2 . (35)
Equations (23c) and (C8a) can be rewritten in terms of
trigonometric functions [33, 55]
w¯(t|eq) =mu
2
ω2
[
ω2Γt+
(
Γ2 − ω2) (e−Γ2 t cos Ωt− 1)
+ Γ2Ω
(
Γ2 − 3ω2) e−Γ2 t sin Ωt] , (36)
σ2w(t|eq) =
2mu2
βω2
[
ω2Γt+
(
Γ2 − ω2) (e−Γ2 t cos Ωt− 1)
+ Γ2Ω
(
Γ2 − 3ω2) e−Γ2 t sin Ωt] . (37)
The trigonometric functions in Eqs. (36) and (37) imply
oscillation behaviors of w¯(t|eq) and σ2w(t|eq). It can be
seen from Fig. 1 that w¯(t|eq) and σ2w(t|eq) do oscillate
when Γ < Γc, which is a character of the underdamped
stochastic thermodynamics. Similar analysis can be ap-
plied to y¯(t|eq), v¯(t|eq), cyw(t|eq), and cvw(t|eq).
In addition, in the long time limit t → +∞, since the
real parts of µ1,2 and λ1,2,3 are all negative, the expo-
nential terms in the solutions of the moments will vanish.
Hence the asymptotic behaviors of the solutions to the
EKE and the ESE are the same in the long time limit,
regardless of the initial distribution [29, 48].
Here we would like to quantify the accuracy of the
OA as a function of the damping coefficient Γ. Now
we have two sets of solutions. One is from the EKE,
while the other one is from the ESE. Taking y¯(t; Γ|eq)
and w¯(t; Γ|eq) for examples, we show the absolute errors
[Fig. 2(a) and Fig. 2(b)] and the relative errors [Fig. 2(c)
and Fig. 2(d)] of y¯(t; Γ|eq) and w¯(t; Γ|eq), respectively,
as the function of time t and the damping coefficient Γ.
The relative errors [Fig. 2(c) and Fig. 2(d)] vanish with
the increase of Γ and t. We can see the oscillating behav-
iors in the low-damping regime (Γ < Γc) in each figure.
In Fig. 3(a), we plot the absolute errors of y¯(t; Γ|eq) and
w¯(t; Γ|eq) at time t = 2 as the function of (Γ/ω)−1 on
the logarithmic scale. When (Γ/ω)−1 is small enough,
the slopes of both the two curves are equal to 2, which
means the leading order of the absolute errors is propor-
tional to Γ−2. This is consistent with the prediction of
7FIG. 2. (Color online). (a) The absolute error of y¯(t; Γ|eq). (b) The absolute error of w¯(t; Γ|eq). (c) The relative error of
y¯(t; Γ|eq). (d) The relative error of w¯(t; Γ|eq). The dashed line in each figure denotes the critical damping coefficient Γc/ω = 2.
These errors exhibit an oscillating behavior in time in the low-damping regime (Γ < Γc) while gradually reaching zero in the
high-damping regime (Γ > Γc) as the damping coefficient increases.
FIG. 3. (Color online). (a) The absolute errors of y¯(t; Γ|eq) (black dashed curve) and w¯(t; Γ|eq) (red solid curve) at time t = 2
as the function of (Γ/ω)−1 on the logarithmic scale. When (Γ/ω)−1 is small enough, the slopes of both the two curves are equal
to 2. (b) The maximum relative errors of y¯(t; Γ|eq) (black dashed curve) and w¯(t; Γ|eq) (red solid curve) as the function of the
damping coefficient Γ. They decrease, which means the OA is getting better, as the damping coefficient Γ increases. When
Γ/ω > 2, MRE[y¯] and MRE[w¯] are almost the same.
Eq. (11). We use the quantity of the maximum relative
error (MRE) during the time interval [0,+∞) to charac-
terize the accuracy of the OA as a function of Γ:
MRE[y¯] := maxt∈[0,+∞)
∣∣∣∣ y¯EKE(t; Γ)− y¯ESE(t; Γ)y¯EKE(t; Γ)
∣∣∣∣ ,(38a)
MRE[w¯] := maxt∈[0,+∞)
∣∣∣∣ w¯EKE(t; Γ)− w¯ESE(t; Γ)w¯EKE(t; Γ)
∣∣∣∣ ,(38b)
8FIG. 4. (Color online). Data of the force, the position, and the velocity as a function of time in the low-damping (50 Torr) and
the high-damping regimes (760 Torr). (a) The force f(t) exerted on the levitated sphere increased from zero to the final value
of 354 fN at 50 Torr. The shaded area indicates the time interval of interest. The time duration of the shaded area is 2.5 µs.
During this period of time, the external driving force increases linearly in time, and the initial state obeys a nonequilibrium
Gaussian distribution in the phase space. (b) The red dashed curve represents the averaged trajectory in the position space
(over 106 trajectories) at 50 Torr, and the blue solid curve is a single trajectory in the position space. (c) The red dashed curve
represents the averaged trajectory in the velocity space (over 106 trajectories) at 50 Torr, and the blue solid curve is a single
trajectory in the velocity space. (d) The force f(t) exerted on the levitated sphere increased from zero to the final value of 108
fN at 760 Torr. The shaded area indicates the time interval of interest. The time duration of the shaded area is 2.6 µs. (e)
The red dashed curve represents the averaged trajectory in the position space (over 106 trajectories) at 760 Torr, and the blue
solid curve is a single trajectory in the position space.
where the superscript “EKE” denotes the solutions
to the EKE, and “ESE” the solutions to the ESE. In
Fig. 3(b), we plot the MREs of y¯(t; Γ|eq) and w¯(t; Γ|eq).
Both MREs [Eq. (38)] decrease smoothly across the
boundary of the two regimes, which means the OA is get-
ting better, as the damping coefficient Γ increases. We
can find that the OA leads to a deviation of 30% from
the exact solution when Γ = ω, 13% for Γ = Γc = 2ω,
10% for Γ = 2.5ω, and 3% for Γ = 5ω. If we regard
a deviation of less than 10% as a good approximation,
Γ ≥ 2.5ω is required for the validity of the OA.
IV. EXPERIMENTAL DEMONSTRATION
We perform an experiment and compare the data with
the theoretical results obtained in Sec. III. We find that
the experimental data always agrees with the results from
solving the EKE but deviates from the solutions to the
ESE in the low-damping regime. Our experimental data
demonstrates the convergence of the distributions of work
and the position as the damping coefficient increases.
Our experiment is carried out using a silica nanosphere
levitated in air by an optical tweezer at room tempera-
ture 296 K. The optical tweezer is generated by a focused
1550-nm laser beam. A series of 532-nm laser pulses ex-
ert a time-dependent transverse scattering force on the
particle to drive it out of equilibrium [56]. The optical
trap can be regarded as a harmonic potential, and the
transverse force shifts the center of the potential linearly
in time. The potential can be expressed as
U(x, t) = 12mω
2
[
x− f(t)
mω2
]2
, (39)
where f(t) is the transverse force that changes linearly
in time from t = 0 to t = tf . Compared with Eq. (12),
the dragging speed u satisfies
f(t) = muω2t. (40)
The trajectory work is calculated as [12]
w =
∫ f(tf )
f(0)
∂U
∂f
df = −
∫ f(tf )
f(0)
(
x− f
mω2
)
df (41)
9FIG. 5. (Color online). Experimental data for the neg initial state in the low-damping regime (50 Torr). (a) Mean value of
y. (b) Mean value of v. (c) Mean value of w. (d) Variance of y. (e) Variance of v. (f) Variance of w. The blue solid curves
are solutions to the EKE, and the red dashed curves are solutions to the ESE. Results from the numerical simulation (circles)
always agree well with the solutions to the EKE. The experimental data (squares) also agrees well with the solutions to the
EKE. The error bars of the data represent the standard deviation of the measurements for 20 equal divisions of the initial
state. Since the experimental duration is not long enough, we numerically simulate the linearly dragged process to illustrate
the long-time behaviors of the levitated sphere.
Both the position and the instantaneous velocity of the
levitated nanosphere are measured by our ultrasensitive
detector [45]. The same experimental procedure is re-
peated for over one million times. About 1010 position
data are recorded with a 10 MHz acquisition rate to pro-
vide sufficient statistics.
The damping coefficient Γ is controlled by tuning the
air pressure [57]. We carry out our experiment under
two kinds of pressures: 50 Torr and 760 Torr (1 atm),
respectively. The case of 50 Torr corresponds to the
low-damping regime, and the case of 760 Torr corre-
sponds to the high-damping regime. At 50 Torr, we trap
a 212-nm-radius silica nanosphere with a trapping fre-
quency 61.5±0.3 (2pi· kHz). The velocity relaxation time
τp = Γ−1 = 8.8 µs. At 760 Torr, we trap a 145-nm-radius
silica nanosphere with a trapping frequency 78 ± 3 (2pi·
kHz). The velocity relaxation time τp = Γ−1 = 0.79 µs.
Figure 4 shows the force and the trajectories in the po-
sition and the velocity spaces in both regimes (pres-
sures). We focus our attention on the middle part of
the driving protocol [see the shaded areas in Fig. 4(a)
and Fig. 4(d)], which can be described by the linearly
dragged harmonic oscillator model introduced in Sec. III.
At 50 Torr [Fig. 4(a)], the time duration of the shaded
area is 2.5 µs. The system is in the low-damping regime
(Γ/ω = 0.30 < 2), and the particle is driven out of equi-
librium [witnessed by the oscillations of the red dashed
curves in Fig. 4(b) and Fig. 4(c)]. At 760 Torr [Fig. 4(d)],
the time duration of the shaded area is 2.6 µs. The sys-
tem is in the high-damping regime (Γ/ω = 2.57 > 2),
and the particle is driven out of equilibrium [witnessed
by the red dashed curve in Fig. 4(e) without oscillation].
The velocity is not included in the high-damping regime
because it is usually assumed that the distribution of the
velocity will relax to the thermal equilibrium distribution
instantaneously.
The initial state of the driving process in the shaded
area is not the equilibrium state, but a center-shifted
nonequilibrium Gaussian (neg) state. During the driving
process, in comparison with the equilibrium initial state
[Eq. (19)], the evolutions of σ2y, σ2v , cyv, σ2w, cyw, and
cvw remain unchanged [Eqs. (28), (C8), and (C10)]. In
addition, variances of both distributions in the position
space and the velocity space remain a constant [Eq. (28)].
However, the evolutions of the mean values (y¯, v¯, and w¯)
are shifted. By substituting the initial condition of the
neg state
y¯(0|neg) = y0, v¯(0|neg) = v0 (42)
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FIG. 6. (Color online). Experimental data for the neg initial state in the high-damping regime (760 Torr). (a) Mean value of
y. (b) Mean value of w. (c) Variance of y. (d) Variance of w. The solutions to the EKE (blue solid curves) are approaching the
solutions to the ESE (red dashed curves) in this high-damping regime. Results from the numerical simulation (circles) always
agree well with the solutions to the EKE. The experimental data (squares) also agrees well with the solutions to the EKE. The
error bars of the data represent the standard deviation of the measurements for 20 equal divisions of the initial state.
into Eq. (23), we obtain
C1 =
v0 − u−
(
y0 + uΓω2
)
µ2
µ1 − µ2 → y0 +
uΓ
ω2
,
C2 =
−v0 + u+
(
y0 + uΓω2
)
µ1
µ1 − µ2 → −
v0
Γ , (43)
and
y¯(t|neg)→
(
y0 +
uΓ
ω2
)
e−ω
2
Γ t − uΓ
ω2
, (44a)
w¯(t|neg)→ mu2Γt+muΓ
(
y0 +
uΓ
ω2
)(
e−ω
2
Γ t − 1
)
.(44b)
Please note that the r.h.s. of Eq. (44) is identical to
the solutions to the ESE obtained in Ref. [48]. When
y0 = v0 = 0, Eq. (44) reproduces Eq. (25).
We compare the analytical solutions with the exper-
imental data in both low-damping (50 Torr) and high-
damping (760 Torr) regimes. As shown in Fig. 5 (50
Torr) and Fig. 6 (760 Torr), both the experimental data
and simulation results show good agreements with the
analytical solutions to the EKE (since the experimental
duration is not long enough, by using the complete LE,
we numerically simulate the linearly dragged process for a
long time until the distribution reaches a steady distribu-
tion). By comparing Fig. 5 and Fig. 6, we find that in the
low-damping regime (Fig. 5), the solutions to the EKE
differ significantly from those to the ESE, which indicates
that the OA breaks down in this regime. For example,
the OA leads to a deviation of 62.4% from the exact so-
lution of w¯(t|neg), and 66.8% for σ2w(t|neg). However,
the solutions to the EKE almost overlap with those to
the ESE in Fig. 6, which indicates the OA is a good ap-
proximation in the case of high damping coefficient. For
example, the OA leads to a deviation of 6.97% from the
exact solution of y¯(t|neg), 6.17% for w¯(t|neg), and 8.68%
for σ2w(t|neg). One can expect that with the increase of
the damping coefficient, the convergence of the blue solid
and the red dashed curves will be even better.
V. CONCLUSION
In summary, in this article, we quantitatively study
the validity and breakdown of the OA for the work distri-
bution in stochastic thermodynamics both theoretically
and experimentally. Firstly, we consider the general case
starting from the extended Fokker-Planck equations in-
cluding work, and confirm the convergence of the EKE to
the ESE using a multiple timescale expansion approach.
Thus we show the convergence behavior of the work dis-
tributions explicitly in the overdamped limit. We find
that the leading order of the deviation of the OA from the
exact solution is proportional to Γ−2 [Eq. (11)]. Then, as
an exactly solvable example, we calculate the joint prob-
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ability distribution of the position, the velocity, and work
for a linearly dragged harmonic oscillator. The conver-
gence of the solution of the EKE to the solution of the
ESE in the overdamped limit is verified. In this specific
model, we use the quantity of the MRE [Eq. (38)] to
characterize the accuracy of the OA as a function of the
damping coefficient, and find the OA leads to a devia-
tion of 10% from the exact solution when the damping
coefficient is 2.5 times of the trapping frequency, and 3%
for 5 times of the trapping frequency. In addition, we ex-
perimentally demonstrate that the data of the work dis-
tribution of a levitated silica nanosphere always agrees
with the solution to the EKE, thus it agrees with the
OA in the overdamped limit, but deviates from the OA
in the low-damping case. Our work fills a gap between
the stochastic thermodynamics based on the complete LE
(the KE) and the overdamped LE (the SE), and deepens
our understanding of the OA in stochastic thermodynam-
ics.
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Appendix A: Derivation of Eqs. (6) and (7)
In the overdamped LE [Eq. (5)], according to the defi-
nition of the work functional along individual trajectories
[Eq. (2)], we can rewrite the Stratonovich product into
the Itô product,
đw =∂U
∂t
dt+ Fnc ◦ dx
=∂U
∂t
dt+ Fnc · dx+ 12dFncdx
=∂U
∂t
dt+ Fnc · dx+ Γ−1 1
βm
F ′ncdt
=
[
∂U
∂t
+ Γ−1 1
m
(
FFnc + 1
β
F ′nc
)]
dt
+
√
2Γ−1
βm
Fnc · dBt. (A1)
This is Eq. (6).
By combining Eq. (A1) with Eq. (5) and defining
Y =
(
x
w
)
,∇Y =
(
∂
∂x
∂
∂w
)
, (A2)
we obtain the Langevin equation of Y :
dY = Πdt+ΛdBt, (A3)
where the drift coefficient Π and the noise coefficient Λ
are
Π =
(
Γ−1 1mF
∂U
∂t + Γ−1
1
m
(
FFnc + 1βF ′nc
) )
, (A4)
Λ =
√
2Γ−1
βm
(
1 0
Fnc 0
)
, (A5)
and
dBt =
(
dBt
dB˜t
)
(A6)
consists of two independent noises.
Then the extended Fokker-Planck equation of x and w
can be written as
∂
∂t
ρ(x,w; t) = −∇Y · (Πρ) +∇Y · [∇Y · (Dρ)]
= −Γ
−1
m
∂
∂x
(Fρ)−
[
∂U
∂t
+ Γ
−1
m
(
FFnc + 1
β
F ′nc
)]
∂ρ
∂w
+ Γ
−1
βm
[
∂2ρ
∂x2
+ 2 ∂
∂x
(
Fnc ∂ρ
∂w
)
+ F2nc
∂2ρ
∂w2
]
= Γ
−1
m
{
∂
∂x
(
1
β
∂ρ
∂x
−Fρ
)
−FFnc ∂ρ
∂w
+ 1
β
[
Fnc ∂
∂w
∂ρ
∂x
+ ∂
∂x
(
Fnc ∂ρ
∂w
)
+ F2nc
∂2ρ
∂w2
]}
− ∂U
∂t
∂ρ
∂w
= Γ−1 1
m
(
∂
∂x
+ Fnc ∂
∂w
)(
1
β
∂
∂x
−F + 1
β
Fnc ∂
∂w
)
ρ(x,w; t)− ∂U
∂t
∂ρ
∂w
, (A7)
where
D = 12ΛΛ
T = Γ
−1
βm
(
1 Fnc
Fnc F2nc
)
, (A8)
is the diffusion coefficient. This is the ESE [Eq. (7)].
12
Appendix B: Proof of the convergence of Eq. (4) to
Eq. (7): a multiple timescale approach
1. Dimensionless extended Kramers equation and
extended Smoluchowski equation
For convenience, we introduce the following dimension-
less variables:
τ = tvT
d
, X = x
d
, V = v
vT
, Bτ = Bt
√
vT
d
,
F = F d
mv2T
, fnc = Fnc d
mv2T
, U = U
mv2T
,
W = w
mv2T
, ξ = γ
m
d
vT
,
(B1)
where d is the particle size, vT =
√
kBT/m is the thermal
velocity, and ξ is the dimensionless damping coefficient.
Then the EKE [Eq. (4)] can be rewritten in the dimen-
sionless form
∂
∂V
(
V + ∂
∂V
)
p(X,V,W ; τ) = ξ−1
[
∂
∂τ
+ V ∂
∂X
+ F ∂
∂V
+
(
∂U
∂τ
+ fncV
)
∂
∂W
]
p(X,V,W ; τ), (B2)
where p(X,V,W ; τ) is the joint probability distribution
of the position, the velocity, and work at time τ associ-
ated with the EKE [Eq. (B2)].
The ESE [Eq. (7)] can be rewritten in the dimension-
less form
∂
∂τ
ρ(X,W ; τ) = ξ−1
(
∂
∂X
+ fnc
∂
∂W
)(
∂
∂X
− F + fnc ∂
∂W
)
ρ(X,W ; τ)− ∂U
∂τ
∂ρ
∂W
, (B3)
where ρ(X,W ; τ) is the joint probability distribution of
the position and work at time τ associated with the ESE
[Eq. (B3)].
2. Proof of the convergence of Eq. (4) to Eq. (7)
In this subsection, we rigorously prove the conver-
gence of Eq. (B2) to Eq. (B3) in the overdamped limit
(ξ−1 → 0), thus we prove the convergence of the work
distribution associated with the EKE to that associated
with the ESE. In this way, we verify the validity of the OA
for the work distribution in stochastic thermodynamics
in the overdamped limit.
We utilize the multiple timescale approach [8, 21, 23,
47]. Time is separated by
τ0 = τ ; τ1 = ξ−1τ ; τ2 = ξ−2τ ; · · · (B4)
so that the time derivative is replaced by the summation
of time derivatives at different scales,
∂
∂τ
→ ∂
∂τ0
+ ξ−1 ∂
∂τ1
+ ξ−2 ∂
∂τ2
+ · · · , (B5)
and the probability distribution can also be expanded in
the orders of ξ−1,
p(X,V,W ; τ) =p(0)(X,V,W ; τ0, τ1, · · · ) +
ξ−1p(1)(X,V,W ; τ0, τ1, · · · ) + · · · .(B6)
The external forces are assumed to vary at the slow
timescales only, i.e.,
∂U
∂τ0
= ∂F
∂τ0
= ∂fnc
∂τ0
= 0. (B7)
We define an operator L = ∂∂V
(
V + ∂∂V
)
. By substitut-
ing Eq. (B6) into Eq. (B2) and identifying terms of the
same order of ξ−1, we obtain
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Lp(0) = 0;
Lp(1) =
[
∂
∂τ0
+ V ∂
∂X
+ F ∂
∂V
+ V fnc
∂
∂W
]
p(0);
Lp(2) =
[
∂
∂τ0
+ V ∂
∂X
+ F ∂
∂V
+ V fnc
∂
∂W
]
p(1) +
[
∂
∂τ1
+ ∂U
∂τ1
∂
∂W
]
p(0);
· · ·
(B8)
The zeroth-order equation implies a Maxwellian dis-
tribution in the velocity space, and the velocity can be
separated from the position and work:
p(0)(X,V,W ; τ0, τ1, · · · ) = Φ(X,W ; τ0, τ1, · · · )e− 12V 2 ,
(B9)
where the function Φ is to be determined. Then the first-
order equation follows
Lp(1) = ∂Φ
∂τ0
e− 12V
2
+V
(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)
e− 12V
2
. (B10)
By integrating on both sides of Eq. (B10) over V , we
obtain
∂Φ
∂τ0
= 0. (B11)
This is called the “solubility condition” [8]. By combin-
ing Eq. (B10) and Eq. (B11), we obtain the first-order
correction to the probability distribution,
p(1)(X,V,W ; τ0, · · · ) =−V
(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)
e− 12V
2
+Ψ(X,W ; τ0, τ1, · · · )e− 12V 2 , (B12)
where the function Ψ is to be determined. Substituting
Eqs. (B9) and (B12) into Eq. (B8), after some algebra,
the second-order equation can be written as
Lp(2) =
[
∂Ψ
∂τ0
+ ∂Φ
∂τ1
+ ∂U
∂τ1
∂Φ
∂W
−
(
∂
∂X
+ fnc
∂
∂W
)(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)]
e− 12V
2
+V
[
∂Ψ
∂X
− FΨ + fnc ∂Ψ
∂W
]
e− 12V
2
+
(
∂
∂X
− F + fnc ∂
∂W
)(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)(
1− V 2) e− 12V 2 . (B13)
Similarly, by integrating on both sides of Eq. (B13) over
V , we obtain the second “solubility condition”
∂Ψ
∂τ0
=− ∂Φ
∂τ1
− ∂U
∂τ1
∂Φ
∂W
+
(
∂
∂X
+ fnc
∂
∂W
)(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)
.(B14)
The r.h.s. of this equation does not depend on τ0 because
of Eq. (B11), and one must impose the condition
∂Ψ
∂τ0
= 0 (B15)
to eliminate the secular divergence as τ0 grows to infinity
[8]. This leads to a closed equation for Φ:
∂Φ
∂τ1
=
(
∂
∂X
+ fnc
∂
∂W
)(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)
− ∂U
∂τ1
∂Φ
∂W
. (B16)
Please note that Eq. (B15) and Eq. (B16) are helpful in
deriving Eq. (11).
By collecting Eqs. (B9) and (B12), the joint probability
distribution can be written as (to the order of ξ−2):
p(X,V,W ; τ) =e− 12V
2
[
Φ− ξ−1V
(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)
+ξ−1Ψ +O (ξ−2)] . (B17)
The joint probability distribution of the position and
work can be obtained by integrating on both sides of
Eq. (B17) over V ,
p˜(X,W ; τ) =
∫
p(X,V,W ; τ)dV
=
√
2pi
[
Φ + ξ−1Ψ +O (ξ−2)] . (B18)
We do the time derivative [Eq. (B5)] over Eq. (B18), and
the equation of motion for p˜(X,W ; τ) can be written as
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∂
∂τ
p˜(X,W ; τ) =
√
2pi
[
∂Φ
∂τ0
+ ξ−1
(
∂Ψ
∂τ0
+ ∂Φ
∂τ1
)
+O (ξ−2)]
=
√
2pi
{
ξ−1
[
− ∂U
∂τ1
∂Φ
∂W
+
(
∂
∂X
+ fnc
∂
∂W
)(
∂Φ
∂X
− FΦ + fnc ∂Φ
∂W
)]
+O (ξ−2)}
=ξ−1
(
∂
∂X
+ fnc
∂
∂W
)(
∂
∂X
− F + fnc ∂
∂W
)
p˜− ∂U
∂τ
∂p˜
∂W
+O (ξ−2) , (B19)
where we have used the two “solubility conditions”
[Eqs. (B11) and (B14)]. It can be seen that Eq. (B19)
is exactly the same as Eq. (B3) when the higher-order
corrections are ignored in the overdamped limit. Hence
we have rigorously proved the convergence of Eq. (B2) to
Eq. (B3), namely, Eq. (4) to Eq. (7), in the overdamped
limit [see Eq. (9)].
Appendix C: Solutions of the second-order moments
and their asymptotic behaviors
Equations (26) and (18d), (18e), and (18g) give the
solutions of the moments about y and v,
σ2y(t) = B1eλ1t +B2eλ2t +B3eλ3t +
1
βmω2
, (C1a)
σ2v(t) = F1B1eλ1t + F2B2eλ2t + F3B3eλ3t +
1
βm
,(C1b)
cyv(t) =
1
2B1λ1e
λ1t + 12B2λ2e
λ2t + 12B3λ3e
λ3t,(C1c)
where
Fi =
1
2λ
2
i +
Γ
2 λi + ω
2, i = 1, 2, 3. (C2)
Bi, i = 1, 2, 3 are constants that can be determined by
the initial condition [Eq. (19)]:
B1 +B2 +B3 = 0,
F1B1 + F2B2 + F3B3 = 0,
B1λ1 +B2λ2 +B3λ3 = 0.
(C3)
Thus we obtain
B1 = B2 = B3 = 0, (C4)
and
σ2y(t|eq) =
1
βmω2
, (C5a)
σ2v(t|eq) =
1
βm
, (C5b)
cyv(t|eq) = 0, (C5c)
which is Eq. (28). Equation (C5a) agrees with the solu-
tion to the ESE obtained in Ref. [49].
For the moments with respect to work, by combining
Eqs. (18f), (18h), and (18i), we obtain a second-order
ODE of σ˙2w:
...
σ2w + Γσ¨2w + ω2σ˙2w = 3m2u2ω4σ˙2y + 2m2u2ω4Γσ2y. (C6)
By substituting Eq. (28a) into it, we have
...
σ2w + Γσ¨2w + ω2σ˙2w =
2mu2ω2Γ
β
, (C7)
whose characteristic roots are µ1,2 [Eq. (21)]. Equations
(C7) and (18f), (18h), and (18i) give the solutions of the
moments about w,
σ2w(t|eq) =
D1
µ1
eµ1t + D2
µ2
eµ2t + 2mu
2Γ
β
t+ E, (C8a)
cyw(t|eq) = − 12muω2
(
D1eµ1t +D2eµ2t +
2mu2Γ
β
)
,(C8b)
cvw(t|eq) = u
β
− 12muω2
(
D1µ1eµ1t +D2µ2eµ2t
)
,(C8c)
where D1, D2, E are constants that can be determined
by the initial condition [Eq. (19)]:
D1
µ1
+ D2
µ2
+ E = 0,
D1 +D2 +
2mu2Γ
β
= 0,
D1µ1 +D2µ2 =
2mu2ω2
β
.
(C9)
Thus we obtain
D1 =
2muω2
β
(
u+ uΓω2 µ2
µ1 − µ2
)
= −2muω
2
β
C1 → −2mu
2Γ
β
,
D2 = −2muω
2
β
(
u+ uΓω2 µ1
µ1 − µ2
)
= −2muω
2
β
C2 → 0,
E = −D1
µ1
− D2
µ2
→ −2mu
2Γ2
βω2
, (C10)
and
σ2w(t|eq)→
2mu2Γ2
βω2
(
e−ω
2
Γ t − 1 + ω
2
Γ t
)
, (C11a)
cyw(t|eq)→ uΓ
βω2
(
e−ω
2
Γ t − 1
)
, (C11b)
which is Eq. (29). The r.h.s. of Eq. (C11) is identical to
the solutions to the ESE obtained in Ref. [49].
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