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We present an approach for a deep-learning compiler of quantum circuits, designed to reduce
the output noise of circuits run on a specific device. We train a convolutional neural network on
experimental data from a quantum device to learn a hardware-specific noise model. A compiler
then uses the trained network as a noise predictor and inserts sequences of gates in circuits so as
to minimize expected noise. We tested this approach on the IBM 5-qubit devices and observed a
reduction in output noise of 12.3% (95% CI [11.5%, 13.0%]) compared to the circuits obtained by
the Qiskit compiler. Moreover, the trained noise model is hardware-specific: applying a noise model
trained on one device to another device yields a noise reduction of only 5.2% (95% CI [4.9%, 5.6%]).
These results suggest that device-specific compilers using machine learning may yield higher fidelity
operations and provide insights for the design of noise models.
Introduction.—Quantum computers are expected to of-
fer exponential speedups over classical computers in solv-
ing certain computational tasks. The recent demonstra-
tion of quantum computational supremacy by the Google
group further strengthens the case for the potential of
quantum computation [1]. However, the result also high-
lighted the limitations of current and near-term quantum
devices. It showed that Noisy Intermediate-Scale Quan-
tum (NISQ) devices are limited in usability and relia-
bility by errors due to thermal relaxation, measurement,
and interactions between adjacent qubits [2]. Mitigating
the effect of these errors (or noise), as well as coming up
with better noise models are therefore pressing problems
of immediate practical relevance. As existing noise mod-
els often make simplifying assumptions [3, 4] that fail to
capture all of the ways in which errors can corrupt a com-
putation, we are motivated to construct a learned noise
model using techniques from deep learning [5].
Before protocols for quantum error correction can be
implemented, one way to mitigate the effects of noise is
to compile a given quantum circuit into an equivalent cir-
cuit that is less noisy when run on a specific device. By
“less noisy” we mean that the output distribution of the
circuit is closer to the ideal output distribution (obtained
when all operations are assumed to be perfect). Typical
approaches for doing this include gate minimization [6–8]
and T -gate count minimization [9]. In both these cases,
however, the function that is being optimized gate count
or T -gate count is merely a proxy for the true objec-
tive function, noise. The motivation for these methods is
clear: each quantum gate is prone to error and so, by re-
ducing the total number of gates (or the “noisiest” gates),
the overall number of errors introduced in the circuit is
also reduced. However, this paradigm can neglect other
effects such as correlated errors between qubits [10], rates
of different types of errors (such as amplitude damping or
dephasing) varying across qubits [1], whether the noise is
Markovian or not [3, 4] and so on.
To address some of these issues, we propose using ma-
chine learning to learn a noise model for a given device.
Convolutional neural networks (CNNs) can apply con-
volutional filters on neighboring gates and qubits (see
Fig. 2) and are thus well-suited for recognizing the effects
of cross-talk or correlated errors. Due to the “blackbox”
nature of the network [11], we view it as a noise predictor
a function that takes in the description of a circuit and
estimates how noisy the circuit’s output would be if run
on a specific device. This noise predictor can then be
used as an objective function for a compiler designed to
reduce output noise in quantum circuits without any a
priori information about the quantum device being used.
As our results suggest, this approach can supplement ex-
isting techniques for noise mitigation and lead to higher
fidelity operations.
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FIG. 1. (color online) Gates inserted in the gap of a quantum
circuit. A circuit with an idling top qubit (left) is padded
with a sequence of gates equivalent to the identity (right), i.e.
the gates in red multiply to the identity. Here U3 refers to
the parameterized gate shown in Equation 1.
To test our approach, we considered the problem of
filling gaps in circuits that are run on a device with a
restricted topology. Due to the layout of two-qubit gates
on a circuit, gaps can often appear as a qubit must “wait”
for a gate to be applied later in the circuit, as in the
left part of Fig. 1. During this time, these idling qubits
undergo free evolution, under some Hamiltonian H, and
their state can drift. However, through the application
of certain sequences of gates (that collectively act as the
identity), this drift can be averaged out so that its net
effect is suppressed. Of course, these sequences are not
something we would arrive at through gate minimization
since filling these gaps with unitaries increases total gate
count. Instead, we can train a CNN to predict the effect
of adding various sequences of gates within these gaps.
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2FIG. 2. (color online) Schematic representation of how the CNN works. The network learns to predict the difference in output
noise between two circuits (assumed to be equivalent). Circuits are encoded as images with each gate being associated a channel
(or color). The CNN we used has two convolutional layers and three fully connected layers.
We then use this to identify those sequences that lead to
a net reduction in output noise.
This specific approach of adding gates in a circuit so
as to reduce noise and suppress coherent non-Markovian
effects is related to two concepts from the literature. The
first is dynamical decoupling [12–16], which reduces the
interaction between a system and its environment by ap-
plying repeated unitaries (pulses) that are equivalent to
the identity. Specifically, instead of letting a qubit evolve
under the action of e−iHt, for some Hamiltonian H, the
pulse P is applied so that the state is acted upon by
Pe−iHt. The state is then left to evolve again for a time
t and another pulse Q is applied. If P and Q are such
that QHP = −H, we can see that the effect of two such
pulses is to cancel out the action of H:
Qe−iHtPe−iHt = eiHte−iHt = I
Thus, adding these so-called DD sequences in the circuit
can reduce output noise. Note that if P and Q are the
only pulses to act within a gap, it must be that P = Q†,
so that the combined action is equivalent to the identity.
The second related concept is that of randomized com-
piling [17, 18], where random unitaries (that collectively
act as identity) are added to a circuit so as to turn co-
herent errors into stochastic Pauli errors. Since coherent
errors tend to be more detrimental to quantum compu-
tations, this has the effect of reducing output noise. In
some cases the random unitaries are not added into the
circuit itself, but are instead “absorbed” into neighbour-
ing gates and the resulting equivalent circuit is run on the
device. In our approach, while in the training of our CNN
we consider random sequences of gates to insert into the
gaps, the compiler will use the trained CNN to search for
optimal sequences (i.e. those sequences that lead to the
greatest reduction in output noise, as predicted by the
CNN). In that sense, our compiler is not “randomized”.
Deep learning compiler.—At a high level, our approach
consists of first creating the learned noise model and
then using it as an objective function to be optimized
when doing circuit compilation. The noise model (or
noise predictor) is a convolutional neural network (CNN)
that is trained to predict the difference in noise between
two equivalent circuits evaluated on a quantum device
(Fig. 2). The network takes in pairs of (equivalent) cir-
cuits encoded as images (each pixel representing a gate).
To ensure these encodings are consistent, we topologi-
cally sort the graph representation of each circuit before
encoding it as a multi-channel image (one channel for
each of 4 native gate types). The specific CNN we con-
sidered has two convolutional layers (5× 5 and 3× 3 fil-
ters) and three fully-connected layers and is trained with
a step decay schedule of learning rates and an optimized
batch size for stable training. Training examples consist
of pairs of circuits together with the difference in output
noise when the circuits are run on a specific device.
Once the network has been trained, we can perform cir-
cuit compilation. Starting from an initial circuit C0, we
generate a set of equivalent circuits S = {C1, . . . , Cm}.
Each Ci ∈ S corresponds to the same unitary operation
as C0, even though the circuit representation is different.
Creating the equivalent circuits is done by inserting se-
quences of random gates that map to the identity into the
gaps of C0. We refer to these as random gate sequences.
The deep learning noise model is then used to perform
pairwise tournament comparisons in expected noise be-
tween m = 1000 circuits from S, with the goal of finding
the least noisy circuit, Ci. To benchmark this approach,
we run both Ci and C0 repeatedly on a quantum device
and estimate the difference in output noise between the
circuits.
Quantifying the output noise of a circuit C relative
to a device can be done in a number of ways. One ap-
proach is to compute the total variation distance between
the ideal output distribution of C (for some fixed in-
put, say |00...0〉) and the output distribution obtained
from running the circuit. For general circuits this would
scale exponentially in the number of qubits, so we in-
stead consider only circuits of the form UU†, for some
unitary U . For these circuits, when acting on |00...0〉, we
expect to see an all-zero output (after measuring in the
computational basis). We will refer to this as the sin-
gleton distribution. The total variation distance between
the singleton distribution and some other distribution,
p : {0, 1}n → [0, 1], is simply 1 − p(0n). This, however,
3FIG. 3. (color online) Circuit compiled by Qiskit (top) and by Qiskit together with the deep learning compiler for the Burlington
device (bottom). The top circuit is the complete UU† circuit, whereas only a portion is shown for the bottom one. (Gap artifacts
are visible in the bottom circuit because gates are scheduled to be applied as late as possible, causing gates to be shifted to the
right when run on hardware.) Both circuits have depth 20. Top: 35 gates, fraction of ones in the output is 0.32. Bottom: 80
gates, fraction of ones in the output is 0.27. Full circuits available at https://github.com/quantummind/deepQ.
would not be a good measure for output noise: suppose
we have the distributions p(0n) = 1/2, p(10n−1) = 1/2
and q(0n) = 1/2, q(1n) = 1/2. Both of these have to-
tal variation distance 1/2 from the singleton. However,
a circuit that outputs q is expected to be noisier than
one that outputs p. For the latter, a single bit of the
output is being flipped with probability 1/2, whereas for
the former all bits are being flipped with probability 1/2.
As such, our measure of noise will be the average Ham-
ming weight which we estimate by counting the number
of ones in the output.
The U circuits we generated are similar to those used
in the recent Google quantum supremacy experiment [1].
These comprise of multiple cycles, each cycle consist-
ing of a layer of single-qubit gates and one two-qubit
gate. The single-qubit gates are selected randomly from
{√X,√W,√Z}, where W = (X+Y )/√2; the two-qubit
gate is a CX gate between an arbitrary pair of qubits.
We generated a dataset of 1,000 random 5-qubit cir-
cuits each with 5 cycles to create highly entangled states.
Of these 1,000 circuits, 800 are used for training the
CNN, 100 are used for validation and 100 for testing.
If we denote one of these circuits as U , we first create
C = UU† and compile it to full optimization with the
IBM Qiskit compiler (optimization level=3) for the
device corresponding to the noise model. This yields a
circuit expected to have the lowest possible noise by stan-
dard compilation techniques, both by relabeling qubits to
apply fewer operations to noisier couplings and by rewrit-
ing the circuit into an approximate form that is expected
to result in a state closer to the ideal state. The gates in
the circuit are expressed in the native IBM Q gate ba-
sis [19] {U1, U2, U3, CX}, where the parametrized single-
qubit U3 gate is:
U3(θ, φ, λ) =
(
cos(θ/2) −eiλ sin(θ/2)
eiφ sin(θ/2) ei(λ+φ) cos(θ/2)
)
, (1)
and U1(λ) = U3(0, 0, λ), U2(φ, λ) = U3(pi/2, φ, λ). It
should be noted that due to the limited connectivity be-
tween qubits, the depth of the circuit typically increases
as additional two-qubit gates are required. So while the
original circuit has depth 20 (C has twice the depth of U
and U has 5 cycles, each of depth 2), after compilation,
the circuit depth of UU† ranges from 20 to 44 with an
average depth of 26.3.
For each of these 1,000 circuits obtained after com-
piling with Qiskit, we generate 15 equivalent circuits by
inserting random gate sequences in their gaps (Fig. 1).
The sequences are constructed with U3 gates. To create
a sequence of length l, we first make (l−1) U3 gates with
the parameters θ, φ and λ chosen uniformly at random
from {0, pi/6, ... 11pi/6}. We then compute the inverse of
this (l − 1)-length sequence as the last U3 gate.
These final circuits are then used for training and test-
ing. The neural network is trained with 800×16 circuits.
Each circuit is run on an IBM 5-qubit device 5,000 times
and the circuit’s noise is taken to be the average num-
ber of ones measured in the output. The training exam-
ples for the network then consist of pairs of equivalent
circuits from the 16 corresponding to each base circuit.
Early stopping on the validation set is used to prevent
overfitting. We also enforce symmetry on the network
during prediction (so that [noise(C1) − noise(C2)] is al-
ways −[noise(C2) − noise(C1)]). The network will thus
learn a noise model for the given IBM device.
Results on IBM Q 5-qubit devices.—The experimental
results we obtained from multiple IBM Q 5-qubit devices
for our compiler are summarized in Table I with sam-
ple circuits shown in Fig. 3. We demonstrate learned
noise models for two devices: IBM Q Burlington and
IBM Q London. The circuits compiled by Qiskit alone
and by Qiskit together with the deep learning compiler
are evaluated on all available 5-qubit IBM devices, not
just the device corresponding to the trained noise model.
To check that our approach is indeed finding close-to-
4optimal gate sequences, we also include a benchmark of
the application of random gates in circuit gaps.
We find that the compiler augmented with deep learn-
ing performs significantly better than the Qiskit com-
piler alone. For the device on which the noise model was
learned, noise is reduced on average by 11% on Burling-
ton and 13% on London using deep learning compared
to using only Qiskit. On the other devices, the reduction
is only around 5%. This discrepancy seems to suggest
that a device-specific noise model was indeed learned.
Significant improvement is also observed compared to
just adding random sequences of unitaries in the cir-
cuit gaps. For these random sequences, the improvement
over gapped circuits is around 4.5% for Burlington and
7.3% for London, demonstrating that the compiler opti-
mized the selection of gate sequences. Compiled circuits
for which all inserted gate sequence lengths were mul-
tiples of 4 were also benchmarked against the standard
XYXY sequence used in dynamical decoupling [15]. Cir-
cuits with XYXY sequences were found to have an av-
erage of 6.5% (95% CI [2.1%, 10.6%]) more noise than
the deep learning sequences across the Burlington and
London devices.
TABLE I. Percent noise improvement of the deep learning
noise model compiler compared to the IBM Qiskit compiler.
Boldface row indicates the device on which the noise model
was learned. Rows marked “random” have random U3 gate se-
quences (equivalent to the identity) in circuit gaps. Yorktown
has a bowtie architecture; all other devices have T-shaped ar-
chitectures. We report 95% confidence intervals.
Device ∆ Noise (Burl.) ∆ Noise (Lond.)
Burlington 11% [10%, 12%] 10% [8%, 11%]
Burl. random 4.5% [4.4%, 4.6%] 4.5% [4.4%, 4.6%]
Essex 4% [3%, 5%] 4% [2%, 5%]
London 5% [4%, 6%] 13% [13%, 14%]
Lond. random 7.3% [7.2%, 7.5%] 7.3% [7.2%, 7.5%]
Ourense 6% [5%, 7%] 7% [6%, 8%]
Vigo 4% [4%, 5%] 3% [2%, 4%]
Yorktown 6% [5%, 7%] 4% [3%, 5%]
We also evaluate the performance of the deep learning
model on its own. As mentioned, the CNN is trained
to predict output noise and we can use our test set of
100 × 16 random circuits to see how well it performed
in that task. The results are shown in Fig. 4. For the
two IBM devices, we find that the unexplained variance
in output noise is 34% and 14% respectively, i.e. R2 =
0.66 and 0.86. We emphasize that the network achieved
this performance from the trained data alone, without
any built-in knowledge of the gate fidelities or coherence
times of the quantum device. The trained network can
thus be used to rate the performance of gate sequences
without having to run the circuits on the device.
Discussion.—Our results suggest that using deep
learning to learn a hardware-specific noise model can lead
FIG. 4. (color online) Predicted and true noise of 100 random
circuits in the test dataset for the Burlington noise model
(R2 = 0.66) and London noise model (R2 = 0.86). An ideal
predictor would yield the red line.
to circuit compilers that improve the fidelity of quantum
circuits running on noisy devices. Specifically, we found
that on IBM devices our approach leads to an average re-
duction of 12.3% in output noise when compared to the
circuits produced by the Qiskit compiler. Moreover, our
results indicate that the learned noise model is specific
to the device on which it was trained. This is the case
even though no a priori knowledge of gate fidelities, qubit
coherence times or any other hardware-specific informa-
tion, was provided to the model. The network learned to
predict noise from examples of circuits that ran on the
device and the estimated noise in their output.
While we focused on the specific case of inserting se-
quences of gates into circuit gaps, one could ask whether
this approach can be used to predict noise for general
circuits and use more sophisticated compilers that search
for more elaborate equivalent circuits. The difficulty in
pursuing such an approach is the curse of dimensional-
ity associated with having fewer constraints. The space
of equivalent circuits that could be explored would in-
crease significantly requiring additional techniques in ma-
chine learning to efficiently find an optimal compilation.
Nevertheless, the fact that our approach learned device-
specific noise suggests that this methodology can be use-
ful in a broader context.
We believe our approach opens up several new lines
of investigation. Although the CNN is currently treated
as a blackbox, it would be useful to understand how ef-
fects such as cross-talk and non-Markovianity are repre-
sented within the network. It would be interesting to see
whether other deep learning approaches that use convolu-
tional networks as building blocks, such as deep reinforce-
ment learning, are useful for noise reduction. Finally,
while we restricted the network to adding sequences of
gates in a known way (similar to randomized compiling
or dynamical decoupling), we would like to see whether
the general machine learning approach can provide new
techniques for noise mitigation.
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Note added Shortly after the completion of this work,
the independent works of Strikis et al. [20] and Czarnik et
al. [21] appeared on the arXiv. These works also propose
approaches for quantum error mitigation using learned
noise models.
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