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Desenvolvimento de um método teórico/computacional capaz de 
descrever processos de transferência de carga e energia em sistemas 
moleculares. O método, denominado QMMM/DinEMol, descreve as 
dinâmicas eletrônica e nuclear de formas diferentes: a dinâmica 
eletrônica de todo o sistema é calculada através de um formalismo 
quântico baseado na teoria estendida de Hückel (TEH) onde são 
adicionadas interações não consideradas originalmente pela TEH, mas 
que estão presentes em sistemas moleculares fotoexcitados, enquanto 
que a dinâmica nuclear é calculada através de mecânica molecular. O 
método QMMM/DinEMol permite calcular a dinâmica do sistema de 
duas maneiras, denominadas dinâmicas sequencial e paralela. Na 
dinâmica sequencial primeiramente é calculada a mecânica molecular 
considerando a estrutura eletrônica no estado fundamental e em seguida, 
utilizando as trajetórias nucleares calculadas previamente, é calculada a 
dinâmica eletrônica. Já na dinâmica paralela, ambas dinâmicas nuclear e 
eletrônica são calculadas simultaneamente, considerando a distribuição 
eletrônica do sistema durante a mecânica molecular. Desta forma, é 
considerado o acoplamento entre os graus de liberdade eletrônicos e 
nucleares. O método QMMM/DinEMol foi utilizado para investigar o 
processo de transferência de carga eletrônica em um sistema formado 
por um semicondutor de TiO2 sensibilizado por corantes do tipo doador-
ponte-aceitador (D-π-A), onde foi estudado, principalmente, a 
relevância do movimento nuclear e da interação coulombiana durante o 
processo de injeção de carga no semicondutor e também, o efeito de 
solvatação no sistema. Além disto, foi investigado a relevância do 
acoplamento entre os graus de liberdades nucleares e eletrônicos em 
sistemas moleculares fotoexcitados. 
Palavras-chave: Dinâmica eletrônica. Mecânica Molecular.  











We developed of a theoretical/computational method to describe 
processes of charge and energy transfers in molecular systems. The 
method, called QMMM/DinEMol, describes the electronic and nuclear 
dynamics of different modes: The electronic dynamics of the entire 
system is calculated using a quantum formalism, which is based in the 
extended Hückel theory (EHT) where is added interactions not 
originally considered by EHT, but which are presents in photoexcited 
molecular systems, whereas the nuclear dynamics is calculated by 
molecular mechanics. The QMMM/DinEMol method allows to 
calculate the dynamics of the system in two forms, called sequential and 
parallel dynamics. In the sequential dynamics, the molecular mechanics 
is calculated considering the electronic structure in the ground state and 
posteriorly, using the nuclear trajectories previously obtained, the 
electronic dynamics is calculated. Already in the parallel dynamics, both 
the electronic and nuclear dynamics are calculated simultaneously 
considering the electronic distribution of the system during the 
molecular mechanic. Thus, it is considered the coupling between the 
nuclei and electronics degrees of freedom. 
The QMMM/DinEMol method was used to investigate the process of 
electronic transfer in a system formed by a TiO2 semiconductor 
sensitized by dyes of the type donor-bridge-acceptor (D-π-A), where it 
was studied mainly the significance of the nuclear motion and the 
Coulomb interaction during the process of charge injection in the 
semiconductor and also the effect of solvation on the system. 
Furthermore, we investigated the relevance of the coupling between the 
nuclei and electronics degrees of freedom in photoexcited molecular 
systems. 
Keywords: Electronic dynamics. Molecular mechanics. Electron-
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(estado inicial do buraco na excitação MLCT); Orbital 
LUMO do ligante BP1 (estado inicial do elétron). 126 
   
6.24 Ocupações eletrônicas (painel superior) com diferentes 
acoplamentos elétron-núcleo e curvas de correlação (painel 
inferior) para o ligante BP1, considerando a excitação MLCT 
do complexo [Ru(bpy)3]
2+
. A curva em preto foi calculada 
sem acoplamento. As curvas nas cores vermelha e verde 
foram calculadas com acoplamento considerando e 
desconsiderando a interação carga/dipolo induzido, 
respectivamente. No painel inferior são mostradas as 
correlações GS/MLCT com DP e GS/MLCT sem DP. 127 
   
6.25 Ocupações eletrônicas (painel superior) com diferentes 
acoplamentos elétron-núcleo e curvas de correlação (painel 
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6.27 Ocupações de buraco nos ligantes bipiridina e no íon central 
para as excitações LC e MLCT, ambas calculadas com 
acoplamento elétron-núcleo. Em cada painel é apresentado o 
desvio padrão das ocupações em cada fragmento do complexo 
nos primeiros     fs iniciais de dinâmica (   ). 130 
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Processos de transferência eletrônica são fundamentais para 
vários processos em Física, Química e Biologia, além de serem de 
grande importância para o desenvolvimento de dispositivos de 
conversão de energia
(1-3)
. Inúmeros processos biológicos envolvem 
processos de transferência eletrônica, tais como a fotossíntese, 
responsável pela conversão, em células vegetais, de energia solar em 
eletroquímica, a respiração, responsável pela obtenção de energia em 
organismos vivos e a oxidação celular causada pelos radicais livres e 
responsável pelo envelhecimento das células. 
Do ponto de vista tecnológico, os processos de transferência 
eletrônica podem ser utilizados para construir dispositivos capazes de 
realizar conversão de energia, como por exemplo, células fotovoltaicas, 
onde a energia solar é convertida em energia elétrica e células 
fotoeletroquímicas, onde a energia solar é convertida em combustível. 
Além disso, os processos de transferência eletrônica em nanoescala são 




Desta forma, grande esforço científico vem sendo empregado nas 
últimas décadas para compreender os processos de transferência 
eletrônica que ocorrem a nível molecular. O transporte de carga 
eletrônica em um sistema molecular depende, basicamente, de dois 
fatores: do acoplamento eletrônico e da energia térmica do sistema
(4)
. Os 
mecanismos derivados destas duas formas de interação determinarão 
como o sistema será descrito teoricamente. Se o acoplamento eletrônico 
é forte frente ao efeito térmico, é preciso descrever o sistema através de 
um formalismo quântico. Um exemplo disto seria o estudo do processo 
de injeção de carga no semicondutor de uma célula solar sensibilizada 
por corante, pois em tal dispositivo, os níveis de energia do corante e do 
semicondutor estão fortemente acoplados, fazendo com que os efeitos 
térmicos tenham papel secundário no processo. 
Por outro lado, quando o acoplamento eletrônico é fraco frente 
aos efeitos térmicos, é mais conveniente descrever a transferência 
eletrônica através de um formalismo semiclássico, por exemplo, pela 
teoria de Marcus
(4,7)
. Tal teoria pode ser utilizada quando a transferência 
eletrônica precisa de flutuações térmicas no sistema para ser iniciada. 
Simplificadamente, nos processos de transferência de carga 
ultrarrápidos (centenas de fentossegundos), os efeitos térmicos podem 
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ser ignorados, porém, à medida que o processo de transferência ocorre 
em tempos mais longos, é preciso considerar o efeito térmico durante o 
processo. 
Porém, nosso objetivo é desenvolver um método teórico 
computacional capaz de descrever processos eletrônicos em que, tanto 
os efeitos térmicos quanto os de acoplamento eletrônico sejam 
relevantes. Tais processos ocorrem em escalas temporais intermediárias 
(picossegundos), onde o acoplamento eletrônico é forte o suficiente para 
impossibilitar o uso com eficiência da teoria de Marcus e a escala 
temporal em que o processo ocorre é longa de forma que os efeitos 
térmicos começam a ter relevância, impossibilitando, por exemplo, 




O estudo de sistemas moleculares pode ser feito de diferentes 
maneiras, a depender dos recursos computacionais disponíveis, das 
propriedades que se deseja investigar e das características do sistema, 
tais como o grau de complexidade química e sua geometria. Uma 
maneira de descrever o sistema é por meio da mecânica molecular, 
sendo esta atualmente utilizada em várias áreas da ciência, tais como 
física, química, biologia e ciência dos materiais. Este método consiste 
em descrever a dinâmica nuclear do sistema através da resolução das 
equações de movimento da mecânica clássica, com as interações entre 
átomos descritas através de um campo de forças semiempírico e 
clássico. Uma de suas principais vantagens é a simplicidade em 
descrever o sistema e o baixo custo computacional para resolver as 
equações de movimento. Consequentemente, tais métodos podem ser 
aplicados no estudo de sistemas moleculares com grande número de 
átomos (mais de 10
5
 átomos). Por outro lado, a descrição clássica do 
sistema não fornece informação sobre a estrutura eletrônica, tornando 
esta forma de trabalho inadequada quando se deseja estudar processos 
de transferência de carga
(15,16)
. 
Outra maneira de descrever a dinâmica em sistemas moleculares 
é por meio de métodos de dinâmica quântica, nos quais todo o sistema é 
descrito por um formalismo quântico e, assim, pode-se estudar 
processos de transferência de carga e energia eletrônicas. A utilização 
desses métodos baseados nos formalismos de Hartree-Fock, teoria do 
funcional da densidade (DFT - Density Functional Theory) ou DFTB 
(Density Functional based Tight binding), implica em um relevante 
aumento do custo computacional. Devido à dificuldade de descrever o 
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sistema pelo formalismo quântico, a utilização destes métodos fica 
limitada a sistemas moleculares com número reduzido de átomos
(15,16)
, 
geralmente com menos de 10
3
 átomos para cálculos de estruturas 
eletrônicas e com menos de 10
2
 átomos para cálculo da dinâmica 
eletrônica.  
Por fim, uma terceira maneira de estudar sistemas moleculares 
consiste em utilizar métodos híbridos do tipo QM/MM (Quantum 
Mechanics/Molecular Mechanics), nos quais o sistema molecular é 
descrito tanto por mecânica quântica quanto por mecânica molecular. 
Basicamente, um formalismo quântico é utilizado para descrever a 
região do sistema onde se deseja obter informações relativas à sua 
estrutura eletrônica como, por exemplo, efeitos de transferência de carga 
e polarização que ocorrem no centro de reação. O restante do sistema é 
descrito por meio de mecânica molecular
(15,16)
. Desta forma, aplica-se 
mecânica quântica somente à região onde há interesse em obter 
informação da distribuição eletrônica, o que reduz o custo 
computacional comparado ao custo de descrever todo o sistema com um 
formalismo de mecânica quântica. Porém, a grande dificuldade destes 
métodos é tratar adequadamente a interface entre as regiões descritas por 
mecânica molecular e mecânica quântica, fazendo com que cada sistema 
estudado seja tratado particularmente. 
Existem diversos métodos capazes de descrever a estrutura e 
dinâmica eletrônica de sistemas moleculares, tais como os métodos de 
CarParinello e de Born-Oppenheimer. Porém, como mencionado 
anteriormente, todos são limitados a sistemas com poucos números de 
átomos, independente do nível de teoria utilizado. Desta forma, o 
objetivo deste trabalho é desenvolver um método capaz de descrever a 
dinâmica eletrônica de sistemas com grande número de átomos (    ). 
Por ter sido desenvolvido no grupo de pesquisas DinEMol (Dinâmica de 
Elétrons em Moléculas), do Departamento de Física da UFSC, e por ter 
uma estrutura híbrida diferente dos métodos QM/MM tradicionais, o 
método desenvolvido e apresentado neste trabalho será referenciado 
como método QMMM/DinEMol. A proposta é desenvolver um método 
teórico/computacional para estudar, de forma robusta e eficiente, os 
processos de transferência de carga e energia que ocorrem em sistemas 
moleculares e supramoleculares, dando continuidade ao que foi 
desenvolvido na dissertação mestrado
(8,9)
. Com este intuito, foi 
desenvolvido uma forma de trabalho um pouco diferente dos métodos 





. Por ter sido desenvolvido no grupo de pesquisas DinEMol 
(Dinâmica de Elétrons em Moléculas), do Departamento de Física da 
UFSC, e por ter uma estrutura híbrida diferente dos métodos QM/MM 
tradicionais, o método desenvolvido e apresentado neste trabalho será 
referenciado como método QMMM/DinEMol. 
A ideia básica do método QMMM/DinEMol é, partindo da 
aproximação de Born-Oppenheimer, separar os graus de liberdade 
nuclear e eletrônico e então descrever ambos com formalismos 
diferentes: a dinâmica nuclear de todos os átomos é descrita por 
mecânica molecular e a dinâmica eletrônica por mecânica quântica, 
sendo esta última aplicada aos graus de liberdade eletrônicos de todo o 
sistema molecular. Assim, a estrutura eletrônica de todos os átomos do 
sistema é considerada, o que permite descrever a estrutura eletrônica e a 
transferência de carga eletrônica em toda a estrutura. Seguindo este 
critério, dois procedimentos podem ser adotados: no mais simples, que 
denominamos dinâmica MM/QM sequencial, as dinâmicas eletrônica e 
nuclear são calculadas separadamente
(9,10)
: primeiramente é calculada a 
dinâmica nuclear do sistema para todo o intervalo de tempo em que se 
realizará a simulação e, em seguida, a partir da trajetória nuclear obtida 
sem a influência das excitações eletrônicas, ou seja, no estado 
fundamental, a dinâmica eletrônica do sistema é calculada. Desta forma, 
para o procedimento sequencial, são ignorados os efeitos da dinâmica 
eletrônica na dinâmica molecular. Esta aproximação mostra-se válida, 
como será evidenciado adiante, na simulação de processos de 
transferência de carga que ocorrem em uma escala temporal menor que 
um picossegundo, isto é, menor que o tempo característico dos 
movimentos nucleares que é da ordem de frequência THz. Sendo assim, 
a aproximação MM/QM sequencial é mais rigorosa para processos de 
transferência eletrônica ultrarrápidos. 
A segunda forma de trabalho, denominada aqui de dinâmica 
MM/QM simultânea
(13)
, consiste em realizar as dinâmicas eletrônica e 
nuclear simultaneamente, considerando em tempo real o acoplamento 
entre ambos os graus de liberdade. Para isto, durante a dinâmica 
quântica eletrônica, a distribuição de carga eletrônica nos sítios do 
sistema é calculada para cada instante de tempo e esta informação é 
utilizada na descrição do campo de forças da mecânica molecular. Isto 
permite realizar de forma aproximada a simulação da dinâmica nuclear 
quando que a estrutura eletrônica do sistema não se encontra no estado 
fundamental. Através da dinâmica MM/QM simultânea é possível 
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avaliar a relevância da coerência no acoplamento elétron-núcleo e a 
validade da dinâmica sequencial, pois esta última não considera a 
coerência entre o movimento dos elétrons e dos núcleos. 
No método de simulação para dinâmica quântica eletrônica em 
sistemas moleculares desenvolvido pelo grupo DinEMol, a teoria de 
Hückel estendida
(17)
 (THE) é utilizada como ponto de partida por 
descrever bem as ligações químicas e então, são incluídas interações que 
podem estar presentes em sistemas moleculares, mas que, originalmente, 
não são consideradas pela THE, tais como, interação coulombiana
(10,19)
 e 




, entre outras. Ao 
longo desta monografia será detalhado o método QMMM/DinEMol e 
por fim, serão apresentados alguns resultados obtidos utilizando as 
dinâmicas MM/QM sequencial e simultânea. 
O desenvolvimento do método MM/QM sequencial teve início 
em minha dissertação de mestrado
(8,9)
. O intuito desta tese de doutorado 
é testar e aprimorar este método. Sendo assim, foram estabelecidas duas 
metas bem definidas para esta tese. A primeira é a inclusão da interação 
coulombiana que há entre os pacotes de ondas de elétron e de buraco. 
Quando são estudados sistemas onde ocorre a criação de pares elétron-
buraco, a interação coulombiana entre o elétron e o buraco pode 
desempenhar papel importante no processo de transferência de carga 
eletrônica. Este efeito é mais importante em sistemas moleculares 
pequenos, em ambientes de baixa susceptibilidade elétrica. Em sistemas 
extensos e de alta constante dielétrica (      ), a influência da 
ligação elétron buraco diminui. Portanto, um dos objetivos foi 
desenvolver um formalismo capaz de incluir os efeitos da interação 
coulombiana no método. Tais efeitos são importantes em sistemas 
moleculares no estado excitado, como por exemplo, os corantes 
utilizados em células solares sensibilizadas por corantes (CSSCs), 
estruturas supramoleculares coletoras de luz e heterojunções. 
A segunda etapa consiste em desenvolver um método teórico 
computacional capaz de descrever o acoplamento coerente entre as 
dinâmicas nuclear e eletrônica do sistema. Assim, a proposta deste 
trabalho também visa tornar o método mais rigoroso para utilizá-lo no 
estudo de processos de transferência eletrônica que ocorrem em escalas 
temporais maiores. 
No segundo capítulo desta tese apresentamos o formalismo 
quântico semiempírico que é utilizado no método QMMM/DinEMol, 
baseado na teoria estendida de Hückel. Neste capítulo também será 
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apresentada uma discussão acerca das bases de estados quânticos 
atômica, molecular e dual e como são construídos projetores para mudar 
a representação de um pacote de ondas eletrônico de uma destas bases 
para outra. 
No Cap. (3) revisaremos como a dinâmica quântica eletrônica do 
sistema é descrita. Serão apresentadas as duas maneiras de fazer a 
propagação temporal quântica do sistema: através do método de 
Chebyshev, onde o pacote de ondas eletrônico é propagado na base dos 
orbitais atômicos (base localizada) ou, através do método combinado 
AO/MO, onde o pacote é propagado na base dos orbitais moleculares 
(base deslocalizada). Para finalizar o capítulo, é discutida a validade da 
aproximação adiabática considerada durante a propagação do sistema. 
No quarto capítulo serão derivados os termos de interação dipolar 
e coulombiana que não são considerados originalmente pela TEH e 
descrito como estas interações são incorporadas em nosso modelo. Tais 
potenciais são essenciais para descrever a transferência de carga em 
processos fotoquímicos presentes em sistemas orgânicos onde ocorre 
transdução de energia luminosa em energia química ou elétrica. 
No quinto capítulo serão apresentados os resultados mais 
relevantes obtidos da implementação da interação coulombiana, onde o 
método QMMM/DinEMol foi utilizado para investigar o processo de 
transferência de carga eletrônica em um sistema formado por um 
semicondutor de TiO2 sensibilizado por corantes do tipo doador-ponte-
aceitador (D – π – A). 
No Cap. (6) apresentamos uma descrição do método de mecânica 
molecular que utilizamos para fazer a dinâmica nuclear do sistema. 
Também apresentamos uma descrição de como é feita a simulação do 
sistema através das dinâmicas sequencial e paralela e analisamos a 
relevância do acoplamento entre as dinâmicas nuclear e eletrônica do 
sistema. 
No último capítulo é exposto, além das conclusões, os principais 
pontos a serem trabalhados futuramente a fim de melhorar o método 
QMMM/DinEMol. 
São incluídos três apêndices para dar suporte a este trabalho. O 
primeiro deles trata do movimento nuclear na aproximação de Born-
Oppenheimer, que é amplamente utilizada em física e química teóricas. 
No segundo apêndice é apresentado o teorema de Hellmann-Feynman, 
que é muito utilizado em Física Teórica e Molecular para calcular forças 
em moléculas, bem como para encontrar o valor esperado de 
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determinada propriedade. No último apêndice é apresentado o teorema 
de Ehrenfest, o qual pode ser evocado para fazer a ligação da mecânica 
quântica com a clássica, podendo ser utilizado para justificar o 












, todos os elétrons do sistema 
são descritos por um formalismo quântico e a dinâmica eletrônica é 
obtida através da resolução da equação de Schrödinger que pode ser 
calculada, em nosso método, de duas formas diferentes: pela 
diagonalização do hamiltoniano, para representar o pacote de ondas em 
termos dos orbitais moleculares, ou expandindo o operador de evolução 
temporal em polinômios de Chebyshev
(23,24)
. 
Neste capítulo descreveremos a teoria de Hückel estendida (EHT 
– Extended Hückel Theory) que é utilizada para descrever o sistema 
eletrônico no método QMMM/DinEMol. Também mostraremos como 
são construídas as bases atômica, molecular e dual para o sistema, bem 
como, os operadores de projeção utilizados para transformar um pacote 
de ondas eletrônico de uma base para outra. Mais adiante detalharemos 
como são incluídas no formalismo algumas interações que podem estar 
presentes em sistemas moleculares, as quais o método de Hückel 
estendido não considera: Interação coulombiana, Potencial dipolar e 
Polarização induzida. 
Ao fim do capítulo será discutido rapidamente a aproximação 
adiabática que é considerada ao longo da dinâmica eletrônica do sistema 
e algumas consequências na convergência das dinâmicas quando 
consideramos interações que possuem dependência com a distribuição 
de carga, ou seja, tornando a equação de Schrödinger não linear. 
2.1 MÉTODO DE HÜCKEL ESTENDIDO 
 
Nosso método computacional para o estudo de sistemas 
moleculares é baseado na Teoria Estendida de Hückel
(11,17,18,26)
. A teoria 
de Hückel original foi desenvolvida por Erich Hückel (1896 - 1980) 
para descrever propriedades eletrônicas de sistemas com geometria 
planar e com ligações π. Entre alguns resultados, Erick Hückel previu 
algumas propriedades gerais e importantes sobre a aromaticidade de 
ciclocarbonos, tais como a regra de estabilidade     . 
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Posteriormente, em 1963, Roald Hoffmann e colaboradores 
adicionaram mais detalhes sobre as ligações químicas
1
 e a geometria
2
 ao 
método de Hückel, estendendo-o a todos os orbitais de valência
(17,25)
. A 
teoria de Hückel estendida permitiu descrever moléculas com ligações 
do tipo σ e π e o estudo de etapas de reações químicas através da análise 
das simetrias e sobreposições dos orbitais atômicos
3
. A pesquisa 
desenvolvida por Hoffmann sobre reações químicas utilizando este novo 
método, foi premiada com o Nobel em Química em 1981. 
No método estendido de Hückel, o hamiltoniano é construído em 
termos dos orbitais atômicos de valência, comumente descritos por 
funções do tipo Slater (STO – Slater Types Orbitals)
(26)
, e seus 
respectivos potenciais de ionização. Já os orbitais moleculares possuem 
contribuição de todos os orbitais atômicos, como será detalhado mais 
adiante. 
O método proporciona um esquema computacional simples, 
versátil e eficiente. Portanto, é utilizado para o estudo de moléculas 
complexas e de estruturas poliméricas e de estado sólido. Além disto, 
como o método é semiempírico e depende de poucos parâmetros para 
descrever o sistema, tais como os potenciais de ionização dos orbitais 
atômicos de valência, uma das principais vantagens do método é sua 
aplicabilidade a sistemas de grande porte e com qualquer elemento 
químico
(26)
, pois geralmente tais parâmetros são disponíveis na 
literatura. 
Porém, em sua formulação básica, o método não considera o spin 
dos elétrons e tampouco a interação coulombiana e a polarização intra e 
intermolecular
(17,25,26)
. Porém, frente a isto, são feitas considerações em 
nosso método a fim de levar em conta tais efeitos. Desta forma, após a 
descrição do método de Hückel estendido, descreveremos como 
                                                          
1
 O método de Hückel original considera apenas os orbitais π, enquanto 
que no método estendido, todos os orbitais de valência são 
considerados. 
2
 No método de Hückel estendido são consideradas as interações entre 
os elétrons do sistema e também os efeitos da geometria molecular. Isto 
pode ser visto facilmente na forma como é construído o hamiltoniano do 
sistema, pois o mesmo possui dependência com a função de 
sobreposição dos orbitais atômicos (Eq. (2.5)). 
3
 Analisando a simetria dos orbitais atômicos, pode-se prever como será 
a ligação química na molécula. 
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incorporamos ao nosso método as interações que o método de Hückel 
estendido não considera originalmente e que podem ser relevantes na 
descrição do sistema molecular. 
Antes de iniciarmos a descrição do nosso método, definimos, no 
quadro abaixo, a notação utilizada ao longo do texto. 
 
Letras romanas minúsculas Orbitais atômicos (     etc.) 
Letras gregas minúsculas Orbitais moleculares (     etc.) 
Letras gregas maiúsculas Pacotes de ondas eletrônicos (     etc.) 
 
Os orbitais atômicos de uma partícula são descritos por funções 
do tipo Slater, 
 





     
                (2.1) 
onde   é um parâmetro semiempírico relacionado à distribuição de carga 
eletrônica do átomo;  ,  ,   são os números quânticos principal, 
secundário e magnético, respectivamente, e          são os 
harmônicos esféricos. Algumas vantagens da utilização de funções de 
Slater para descrever os orbitais atômicos são que a parte radial delas 
possui decaimento correto em relação à distância ao centro atômico e 
sua parte angular é do tipo hidrogenóide
4
. 
Há caso, como por exemplo, na inclusão de efeitos de polarização 
atômica e na representação de orbitais   de metais de transição, em que 
um orbital atômico é mais bem descrito por uma combinação linear de 
funções de Slater, 
 
                              (2.2) 
 
Os orbitais atômicos   e   são comumente descritos com      e 
    , enquanto que o orbital   é melhor descrito com        . 
                                                          
4
 É possível também descrever os orbitais atômicos de outras formas, 
como por exemplo, combinações lineares de gaussianas. 
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Quando um orbital atômico é descrito com        , a normalização 





    
       
    
 
   (2.3) 
com 
 





     





     
 (2.4) 
onde   é a constante de normalização do orbital atômico da Eq. (2.1). 
O hamiltoniano de Hückel estendido é do tipo tight-binding e é 




    
     
 
       (2.5) 
onde    está associado ao módulo do potencial de ionização do  –ésimo 
orbital atômico e     é um parâmetro de acoplamento entre orbitais 
atômicos, também conhecido como parâmetro de Wolfsberg-Helmholz
7
. 
    é o elemento da matriz de superposição dos orbitais atômicos não 
ortogonais   e  , 
 
              (2.6) 
Observe que o hamiltoniano do sistema possui dependência com 
a matriz de sobreposição entre orbitais atômicos. Isto torna o método 
sensível a modificações na geometria e simetria da estrutura molecular. 
Os orbitais moleculares são descritos por autofunções de um 
hamiltoniano efetivo de um elétron, 
                                                          
5
 A Eq. (2.3) é obtida a partir da relação        . 
6
 O hamiltoniano descrito pela Eq. (2.5) é chamado de hamiltoniano de 
Wolfsberg-Helmholz e é baseado na aproximação de Mülliken. 
7 Algumas vezes o parâmetro de Wolfsberg-Helmholz é escrito como 
       
     




     
     
 
 
       




             (2.7) 
sendo que      designa o orbital molecular e    sua respectiva energia. 
Por ser um hamiltoniano do tipo tight-binding, os orbitais moleculares 
do sistema são escritos na forma de uma combinação linear de orbitais 
atômicos (LCAO – Linear Combination of Atomics Orbitals), 
 
             
 
   
 (2.8) 
onde   é o número total de orbitais de valência no sistema. Os 
coeficientes     são obtidos através da resolução de uma equação de 
autovalores generalizada. Substituindo o orbital da Eq. (2.8}) na Eq. 
(2.7) e multiplicando pela esquerda a equação resultante por     , tem-se 
 
                     
 
 (2.9) 
com             dado pela equação (2.5). Quando os orbitais 
moleculares são projetados na base dos orbitais atômicos (base dos 
orbitais de Slater), encontramos a equação de autovalores generalizada 
que fornecerá os coeficientes    , 
 
             (2.10) 
onde   é a matriz com os coeficientes     armazenados em colunas e 
        é a matriz diagonal com as energias dos orbitais moleculares. 
Em comparação com a Eq. (2.7), a presença da matriz   na equação 
acima é devida a não ortogonalidade da base de Slater. A normalização 
da matriz   satisfaz a relação 
 
       (2.11) 
Em resumo, o hamiltoniano de Hückel estendido carrega a 
informação geométrica do sistema através da matriz de sobreposição   e 
é construído na base dos orbitais atômicos de Slater (localizada e não 
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ortogonal). Com isto, os orbitais moleculares      podem ser obtidos 
pela solução da equação de autovalores generalizada, Eq. (2.10), sendo 
que o conjunto de orbitais moleculares     forma uma base de estados 
ortogonais deslocalizados. 
Como mencionado anteriormente, para descrever o sistema 
molecular, o método estendido de Hückel necessita de alguns 
parâmetros semiempíricos, geralmente disponíveis na literatura. Porém, 
muitas vezes os parâmetros disponíveis não são adequados para 
descrever adequadamente o sistema. Diante disto, nos fazemos um 
processo de parametrização no sistema para definir os valores mais 
adequados a serem utilizados durante a simulação. 
Tal processo consiste basicamente em otimizar algumas 
propriedades conhecidas do sistema, tais como o momento de dipolo, as 
populações de Mülliken a as diferenças entre as energias dos orbitais 
moleculares de fronteira. Mais especificamente, os parâmetros de cada 
fragmento do sistema são otimizados com a sua respectiva estrutura em 
vácuo e posteriormente, para descrever o sistema completo, utilizamos 
os parâmetros encontrados durante este processo de otimização. 
Em nosso método não aplicamos o método autoconsistente para 
obter os orbitais moleculares e suas energias, pois assumimos que os 
parâmetros semiempíricos introduzem a informação no formalismo. 
2.1.1 MUDANÇA DE BASE 
 
Como vimos na seção anterior, o sistema pode ser descrito por 
dois conjuntos de estados de base: uma base de estados deslocalizados e 
ortogonais, formada pelos orbitais moleculares      e a outra base de 
estados, localizados e não ortogonais, formada pelos orbitais atômicos 
STOs     . Para o estudo da distribuição eletrônica no sistema, são 
construídos operadores que transformam um estado escrito na base 
atômica para a base molecular, e também, para a transformação inversa. 
Mais adiante, estes operadores se mostrarão de grande utilidade na 
propagação do sistema quântico. 
Para transformar um estado eletrônico da base molecular 





            
  
 
    
   
 (2.12) 
e, para a operação inversa, o operador    , 
 
            
     






      e        (2.14) 
Desta forma, a representação de um pacote de ondas eletrônico 
     pode ser transformada da base localizada para a base deslocalizada 
através da operação 
 
       
 
       
 






        
 




e para a transformação inversa, através da operação 
 
              
 






       
 




onde     e     são os coeficientes do pacote de ondas eletrônico, escrito 
nas bases atômica (              ) e molecular (             ), 
respectivamente, sendo que      
 
   e        . 
2.1.1.1 BASE DUAL LOCALIZADA 
 
É computacionalmente mais eficiente calcular algumas 
propriedades do sistema, tais como a probabilidade de ocupação 
eletrônica e o momento de dipolo molecular, utilizando a base dual 
localizada
(27)
, definida como 
 
                                                          
8
 Pode-se mostrar que         e         . 
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           e           
       . (2.17) 
Desta forma, tem-se               e               . Nesta base, o 
pacote de ondas eletrônico é descrito por 
 
        






        




onde os coeficientes do pacote de ondas são dados por 
 
     
 
     
 




     
 




com     
 
     
 
  . 
Portanto, a probabilidade de ocupação eletrônica     , na 
aproximação de Mülliken, em um determinado fragmento      do 
sistema, no tempo  , é dada por 
 
               
         
    
 
 (2.20) 
onde a soma é feita sobre todo o fragmento     . 
Há diversas formas de calcular a carga atômica do sistema, tais 
como: Método de Mülliken, Método de Löwdin, Análise de Lewis, entre 
outros
(26)
. Nós utilizamos a aproximação de Mülliken que consiste em 
dividir igualmente a carga eletrônica proveniente da ligação química 
para os átomos envolvidos. No esquema de Mülliken, a contribuição 
para a ligação química é igualmente partilhada pelos dois átomos 
envolvidos. Embora esta seja uma aproximação simples, é amplamente 





3 EVOLUÇÃO TEMPORAL DO PACOTE DE ONDAS 
ELETRÔNICO 
 
Como estamos interessados em processos de transferência de 
carga e energia eletrônicas, devemos descrever a dinâmica das 
excitações eletrônicas no sistema molecular e obtermos assim, a 
ocupação eletrônica em função do tempo. Com isto, podemos investigar 
processos tais como, transferência eletrônica interfacial, difusão de 
éxcitons e separação de carga, entre outros. 
Descreveremos neste capítulo os métodos desenvolvidos para 
fazer a propagação quântica do sistema eletrônico: o método de 
Chebyshev(
23,24)
 e o método combinado AO/MO
(11)
. A principal 
diferença entre ambos é que no método de Chebyshev o sistema evolui 
na base dos orbitais atômicos, enquanto que na evolução temporal pelo 
método combinado AO/MO, a propagação é feita na base dos orbitais 
moleculares, que são os autoestados do operador    do sistema 
completo. 
Estes métodos de propagação temporal estão em contínuo 
processo de aperfeiçoamento. O desenvolvimento dos mesmos teve 
início no trabalho de mestrado e durante o doutorado trabalhamos para 
aprimorá-los para torná-los mais estáveis, eficientes e gerais. 
Para tornar a apresentação dos resultados mais clara, vamos 
descrever resumidamente os fundamentos de ambos os métodos e, no 
fim do capítulo, serão comparados resultados obtidos por estes dois 
métodos a fim de mostrar a completa equivalência entre ambos. 
3.1 ESTADO INICIAL 
 
O pacote de ondas eletrônico inicial,       , pode ser definido 
de várias formas, a depender do sistema em estudo e do mecanismo 
utilizado para excitar o sistema. Por exemplo, a forma mais simples e 
direta é utilizar o orbital LUMO de algum fragmento molecular da 
estrutura. Também é possível considerar uma combinação linear de 
estados excitados. Aqui iremos definir o pacote de ondas inicial 
genericamente para prosseguir com a apresentação do formalismo e, 
mais adiante, na apresentação dos resultados, será especificada a 
definição do estado inicial para cada caso estudado. Portanto, definimos 




                  
   
 
 (3.1) 
onde     (fragment molecular orbital) designa os átomos que 
compõem o fragmento doador onde a excitação eletrônica está 
localizada inicialmente. O vetor de estado    é obtido pela resolução da 
equação de autovalores para o sistema composto pelo fragmento doador, 
 
              (3.2) 
onde     é o hamiltoniano do sistema composto exclusivamente pelo 
fragmento doador. Como o fragmento doador é separado do resto do 
sistema molecular, este procedimento torna-se mais rigoroso na medida 
em que FMO aumenta, minimizando efeitos espúrios provocados pela 
quebra de ligação. 
3.2 HAMILTONIANO DEPENDENTE DO TEMPO 
 
Os átomos do sistema molecular não são estáticos em um sistema 
físico real, pois vibram em torno de suas posições de equilíbrio e, em 
um período de tempo mais longo, transladam. Este movimento atômico 
resulta em uma dependência temporal dos estados de base atômicos e 
moleculares e consequentemente, do hamiltoniano que descreve o 
sistema quântico. Além disto, se o hamiltoniano possui dependência 
com a configuração eletrônica do sistema, haverá dependência temporal 
no hamiltoniano devido a constante. 
Desenvolvemos dois métodos para fazer a simulação da dinâmica 
eletrônica quântica do sistema molecular
(11)
. No primeiro, utilizamos as 
configurações moleculares obtidas previamente por uma simulação de 
dinâmica molecular, com o sistema no estado fundamental. Com essas 
posições nucleares, construímos um hamiltoniano eletrônico dependente 
do tempo que é utilizado para propagar o pacote de ondas eletrônico. 
Denominamos este método de dinâmica sequencial. Outra maneira, mais 
rigorosa, consiste em calcular as dinâmicas eletrônica e nuclear 
simultaneamente, de forma acoplada. 
Mais adiante será descrito o método que acopla simultaneamente 
as dinâmicas nuclear e eletrônica no sistema. Por enquanto, iremos 
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descrever a dinâmica eletrônica do sistema através dos métodos 
combinado AO/MO e de Chebyshev. 
3.3 MÉTODO COMBINADO AO/MO 
 
A propagação do pacote de ondas eletrônico         é dada pela 






                    (3.3) 
Discretizando o hamiltoniano, escrevendo o pacote de ondas em termos 
dos orbitais moleculares (                      ) e usando a 
ortogonalizada da base dos orbitais moleculares, encontramos 
 





       (3.4) 
Se a estrutura for estática (    ) e se assumirmos que a maior 
frequência de vibração nuclear for muito menor que a menor frequência 
de vibração eletrônica, ou seja, se ignorarmos os efeitos adiabáticos 
          , a solução da Eq. (3.4) é dada por        
                  , onde    é a energia do orbital molecular     . 
Desta forma, o método combinado AO/MO consiste em aplicar o 
operador de evolução temporal
(28)
            ao pacote de ondas 
eletrônico escrito na base dos orbitais moleculares (deslocalizados), que 
são as autofunções do hamiltoniano do sistema molecular completo, isto 
é, autofunções de  . 
Definindo o pacote de ondas inicial na base atômica como 
 
           
   
          
 
  (3.5) 
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projetamos      na base molecular9 para aplicar o operador de evolução 
temporal, pois os orbitais moleculares são autofunções deste operador: 
 
              
   
          
 
    
   
      






    
          
            (3.7) 
Em seguida propagamos o pacote de ondas eletrônico aplicando o 
operador de evolução temporal escrito em termos do hamiltoniano     , 
correspondente à geometria inicial da molécula: 
 
                           
          
   
      




                                 








    
          
            
         (3.9) 
Projetando o estado      da Eq. (3.8) na base atômica, obtemos 
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Quando o hamiltoniano do sistema quântico avança para a 
próxima configuração molecular, aplica-se a aproximação adiabática no 
pacote de ondas escrito na base localizada, ou seja, 
 
                                                          
9
 Os superíndice     significa que os operadores de projeção são 
construídos de acordo com a configuração que o sistema se encontra no 
instante inicial,     estão construídos de acordo com a configuração que 
o sistema no instante seguinte, e assim sucessivamente. 
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 (3.11) 
Os coeficientes do pacote de ondas são transferidos 
adiabaticamente para a representação da nova configuração molecular. 
Na Fig. (3.1) está esquematizado como a aproximação adiabática é feita 
no método combinado AO/MO. 
 
 
Figura 3.1. Esquema da evolução temporal do sistema no método combinado 
AO/MO. A evolução temporal é feita na base dos orbitais moleculares e a 
aproximação adiabática, na base dos orbitais atômicos. 
 
3.4 MÉTODO DE CHEBYSHEV 
 
No método de Chebyshev a dinâmica eletrônica do sistema é feita 
na base localizada dos orbitais atômicos (AO). O método é baseado na 





               
 
   
  (3.12) 
onde    são os polinômios de Chebyshev e    é o hamiltoniano, 
modificado da seguinte forma 
 
    
         
         
     (3.13) 
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onde      e      são os autovalores mínimo e máximo do 
hamiltoniano   , respectivamente10. Os polinômios   , de ordem  , são 
ortogonais e facilmente calculados de maneira recursiva por meio da 
relação 
 
                 (3.14) 
com       e     . Os coeficientes    da Eq. (3.12) são dados por 
 
                   
        (3.15) 
sendo    as funções de Bessel de primeiro tipo e         , com 
            . Devido ao reescalonamento do hamiltoniano feito 
através da Eq. (3.13), é necessário incluir um fator de fase   
                      no estado propagado. Assim, tem-se 
 
          
  
  
      
   
         
 
   
     (3.16) 
Desta forma, o operador de evolução temporal é escrito como 
 
         
  
  
      
   
         
 
   
 (3.17) 
O valor de   é escolhido de forma a satisfazer um critério de 
convergência predefinido. Caso a norma não se conserve até     , o 
valor de   é redefinido de forma que o passo    seja pequeno o 
suficiente para a evolução manter o estado normalizado. Como os 
polinômios de Chebyshev fornecem a melhor aproximação de uma 
função contínua, a convergência do método é garantida para   
suficientemente grande ou   suficientemente pequeno. 
O reescalonamento do hamiltoniano (Eq. (3.13)) não é 
rigorosamente necessário, mas se o reescalonamento for feito, a 
                                                          
10
 Existem técnicas, tais como o método de Lanczos, que permitem 
encontrar os autovalores      e      sem necessitar resolver a equação 
de autovalores generalizados (Eq. (2.10)). 
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convergência do método é garantida para um valor de   suficientemente 
grande. 
Para evoluir o estado     , o operador é aplicado sucessivamente à 
Eq. (3.16), onde tomamos o estado resultante de uma propagação por 
um intervalo de tempo    como o estado inicial para a próxima 
propagação. O processo é apresentado esquematicamente na Fig. (3.2). 
 
Quando as posições dos átomos mudam, em consequência da 
mudança do sistema de coordenadas adotado para os orbitais atômicos
11
, 
o hamiltoniano também muda
12
. Considerando que esta mudança das 
coordenadas é muita pequena, ou seja, que os átomos se encontram 
muito próximos de suas posições iniciais, faz-se a seguinte 
aproximação: 
 
                (3.18) 
 
Esta aproximação é adiabática do ponto de vista da dinâmica eletrônica, 
mas é não adiabática do ponto de vista da energia e é válida se    
        
  . O método de Chebyshev está esquematizado na Fig. (3.2). 
 
Figura 3.2. Esquema da evolução do sistema por Chebyshev, como pode ser visto, a 
aproximação adiabática é feita na base localizada. 
 
 
                                                          
11
 Orbitais do tipo Slater possuem origem das coordenadas na posição do 
núcleo atômico. 
12
 Isto também ocorre quando a configuração eletrônica do sistema 
muda, pois há uma nova configuração energética dos estados da base 
molecular do sistema. Uma mudança na configuração geométrica do 
sistema reflete diretamente na base atômica, enquanto que uma mudança 
na configuração eletrônica afeta diretamente a base molecular. Isto pode 
ser visto mais claramente através das Eqs. (4.14). 
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Como fazemos a aproximação adiabática na base dos orbitais atômicos, 
os coeficientes    continuam os mesmos quando o hamiltoniano é 
atualizado para a próxima configuração molecular. 
 
Figura 3.3. Propagação feita por Chebyshev e por projeção em MO para o complexo 
de Ru(II). Aproximação adiabática feita na base dos orbitais atômicos (ver Figs. 
(3.1) e (3.2)). 
 
 
Para mostrarmos a completa equivalência dos métodos, na Fig. 
(3.3) apresentaremos o resultado da propagação do estado LUMO do 
complexo [Ru(bpy)3]2
+
 em vácuo, à temperatura ambiente, feita pelo 
método de Chebyshev e pelo método combinado AO/MO. Em ambos os 
métodos foi considerada a variação temporal do hamiltoniano, causada 
                                                          
13 Em nossa notação: 




pelo movimento nuclear no método sequencial (dinâmica nuclear 
calculada previamente por meio de mecânica molecular). 
3.5 DISCRETIZAÇÃO TEMPORAL DO HAMILTONIANO 
 
Como visto acima, tanto no método de Chebyshev quanto no 
método combinado AO/MO, ao evoluirmos de maneira discreta o 
hamiltoniano do sistema, fazemos a aproximação adiabática no pacote 
de ondas eletrônico. Esta consiste em escrever o pacote de ondas na 
nova base de Hilbert do sistema utilizando os mesmos coeficientes da 
base antiga (configuração anterior). 
Porém, para validar esta aproximação, devemos utilizar um 
intervalo de tempo    suficientemente pequeno. Portanto, a propagação 
do sistema será analisada como função do parâmetro   . 
 
Figura 3.4. Aproximação adiabática na base localizada para diferentes intervalos de 
tempo utilizando o método de projeção em MO. 
 
 
Utilizamos como exemplo a evolução temporal do estado LUMO 
da molécula [Ru(bpy)3]
2+
 em vácuo, à temperatura ambiente. Foram 
calculadas várias dinâmicas para estudar a convergência da dinâmica 
eletrônica do sistema, com diferentes intervalos de tempo   :     ,  ,  , 
 ,   e   fs, mostradas na Fig. (3.4). Como pode ser visto, as dinâmicas 
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obtidas com intervalos de tempo de      fs e   fs são praticamente 
idênticas, mostrando a convergência da dinâmica eletrônica do sistema 
para intervalos de tempos menores que um fentossegundo e 
evidenciando, para este caso, a validade da discretização temporal que é 





4 POTENCIAIS DE INTERAÇÃO 
 
O método de Hückel estendido
(17,25)
 descreve bem as ligações 
químicas do sistema molecular. Na sua forma original, não considera 
algumas interações que podem ocorrer no sistema, tais como efeitos de 
interação coulombiana, efeitos de polarização intra e intermolecular e 
acoplamento spin-órbita. Porém, há sistemas onde estas interações estão 
presentes e que desempenham um papel importante na dinâmica 
eletrônica do sistema, tais como em processos de transferência e 
separação de carga e relaxação eletrônica. Desta forma, podemos criar 
potenciais específicos para considerar tais interações. 
Ao longo deste capítulo demonstraremos como os efeitos de 
interação coulombiana e polarização intra e intermolecular são 
considerados no método QMMM/DinEMol. Primeiramente, na Seç. 
(4.1), será considerada a interação coulombiana, em seguida, na Seç. 
(4.3), trataremos a interação devida à polaridade das moléculas do 
sistema e por último, na Seç. (4.4), serão abordados os efeitos de 
polarização induzida. 
4.1 INTERAÇÃO COULOMBIANA 
 
Quando ocorre absorção de um fóton em um sistema molecular, a 
excitação eletrônica resultante consiste de um par elétron-buraco ligado, 
também denominado éxciton. O par elétron-buraco possui uma energia 
de ligação proveniente do potencial coulombiano atrativo que atua entre 
os dois. Após a criação do par elétron-buraco, vários processos 
eletrônicos podem ocorrer no sistema, tais como, recombinação, 
transporte de energia e separação de carga
(4-6,19)
. 
O processo de recombinação consiste na aniquilação do par 
elétron-buraco, que podem ocorrer por processos radiativos ou 
dissipativos, e é um dos fatores que mais contribui para a diminuição da 
eficiência de células solares e demais dispositivos fotovoltaicos. Este 
processo de recombinação não é abordado pelo método 
QMMM/DinEMol porque ocorre em escalas de tempo muito longas 
(      –      ns) em comparação com o tempo de transferência de 
carga. No transporte de energia eletrônica, o par elétron-buraco 
permanece ligado e ocorre assim, o transporte do éxciton no sistema. A 
separação de carga ocorre quando a interação coulombiana entre o 
elétron e o buraco não é forte o suficiente para mantê-los ligados, 
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comparada a efeitos externos como temperatura, campos 
eletromagnéticos, entre outros. Este processo dificulta a recombinação e 
é de extrema importância em dispositivos fotovoltaicos, pois o 
funcionamento dos mesmos está ligado diretamente à separação do par 
elétron-buraco. 
Portanto, para uma descrição mais realista de sistemas onde 
ocorram excitações eletrônicas (presença de pares elétron-buraco) e 
processos de separação de carga, é importante considerar no formalismo 
a interação coulombiana entre os pacotes de ondas eletrônico e de 
buraco
14
. A seguir, descreveremos como este efeito é incluído no 
formalismo quântico de nosso método. 
O operador de interação coulombiana é dado por 
 
      
  
    
 
         
 (4.1) 
onde   é a carga do elétron,    é a permissividade elétrica do vácuo e   e 
      designam as posições relativas ao elétron e ao buraco, 
respectivamente. Assim, a energia de interação coulombiana direta entre 
o pacote de ondas do elétron e do buraco é dada por 
 
     
                       
                  (4.2) 
onde     e     são os pacotes de ondas do elétron e do buraco. Estes 
podem ser escritos como de uma combinação linear de orbitais 
atômicos, 
 
          
      
 
 e  
         
      
 
 (4.3) 
onde      e      são orbitais atômicos do tipo Slater. Note que   
  
 e   
   
podem ser complexos, pois descrevem a dinâmica dos pacotes de ondas. 
                                                          
14
 Em sistemas moleculares que possuem constante dielétrica elevada, 
quando o par elétron-buraco é criado, as cargas do meio se rearranjarão 
blindando o elétron e o buraco. Desta forma, em tais sistemas a 
interação coulombiana pode ser desconsiderada. 
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Desta forma, utilizando a Eq. (4.3) na Eq. (4.2), a energia coulombiana 
direta do par elétron-buraco, torna-se 
 
      
       
 
   
       
 
          
      
 
   
      
 
  
    
     
  
   
   
     
  
   






onde                 são elementos de matriz reais obtidos das 
integrais coulombianas bieletrônicas
(32-37)
 de  ,   e   centros15, dadas 
por 
 
                           
     
 
       
 
        
 
 
             (4.5) 
em que          são funções de ondas reais e os elementos de matriz 
                possuem as seguintes propriedades de simetria
16
: 
                                                          
15
 Integrais coulombianas bieletrônicas de   termos, com    ,   e  , 
são as integrais dadas pela Eq. (4.5) que envolvam orbitais atômicos de 
  átomos diferentes. 
16 É mais fácil visualizar as propriedades de simetria escrevendo as 





                                
                                           





Na Eq. (4.5) somente as integrais de   centros são calculadas, 
pois as contribuições dos termos de   e   centros são muito pequenas 
frente às integrais de   centros, podendo ser desprezadas na grande 
maioria dos casos. Portanto, na Eq. (4.4), os orbitais   e   pertencem ao 
mesmo átomo, centrado em   e analogamente, os orbitais   e   
pertencem ao outro átomo, localizado em      . 
Como a soma é feita sobre todos os orbitais atômicos, podemos 
reescrever a Eq. (4.4) como 
 
      
     
  
   
                                                                        
            
  
     
                    
     
                 
 





Utilizando as propriedades de simetria das integrais coulombianas (Eq. 
(4.6)), 
                                                                                                                           
                         
 
        
  
       
          
 
         
          
           
 
         
                   
 
                                   
           
 
         
                   
 
                                   
           
 
         
                   
 





      
     
  
   
 
  
     
                    
     
                 
 
   
 
    
     
  
   
      
     
                  
   
                                 
       
     
   
   
   
     
                 
   
                                 
                  
     
   
   
 
  
     
                    
     
                 
 
   
 
Utilizando novamente as propriedades de simetria, encontramos 
 
         
     
   
   
      
     
   
   
                (4.8) 
O elemento de matriz da interação coulombiana do elétron com o 
buraco, na aproximação de Hartree e utilizando a Eq. (4.6), é dado por 
 
   
     
     
     
     
                 
   
                                               
         
     
   
  
     
                    
     
                 
 
   
 
   
     
        
     
   
   
                                             




   
     
     
      
   
 
               
 
   
                   
     
                  
    
  
                 
     
                  
    
  
      
     
      
   
 
               
 
   
                    
     
                  













Os termos dentro das chaves são reais e   
     
      
     
   
 
. 
Portanto, conclui-se que o elemento de matriz    
   atuando entre os 
orbitais atômicos   e   é hermitiano. Para os elementos diagonais de     
temos 
   
      
   
 
    
   
 
               
 
   
                    
     
                  






Fazendo para o buraco o mesmo procedimento descrito acima 
para o elétron, obtemos 
 
   
     
     
      
   
 
               
 







                    
     
                  




   
      
   
 
    
   
 
               
 
   
                    
     
                  






Assim, pode-se ver que 
 
         (4.13) 
Pelo fato das matrizes de interação coulombiana para o elétron e 
o buraco serem diferentes, ocorre um relevante aumento no custo 
computacional quando esta interação é incorporada ao método, pois há 
dois hamiltonianos para descrever a transferência de carga no sistema, 
dobrando o número de diagonalizações necessárias durante a simulação. 
Além disto, é computacionalmente difícil calcular as integrais 
coulombianas, o que contribui consideravelmente para o aumento da 
dificuldade envolvida em estudar sistemas onde há interação 
coulombiana. 
4.1.1 TEORIA DE PERTURBAÇÃO 
 
Quando a interação coulombiana é incluída na descrição do 
sistema, o hamiltoniano do mesmo é composto pelos termos de Hückel 
estendido e de interação coulombiana, 
 
         (4.14) 
com 
 
    
                  
                 
  (4.15) 
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e    é o hamiltoniano de Hückel estendido.    é o potencial 
coulombiano atuando sobre o elétron e     é o potencial coulombiano 
atuando sobre o buraco. 
Analisando os elementos de matriz de interação coulombiana 
para o elétron e para o buraco, observamos que os termos da diagonal 
principal são muito maiores que os termos fora da diagonal. Com isto, 
aplicamos teoria de perturbação
(28,38)
 de primeira ordem a fim de reduzir 
o custo computacional envolvido no cálculo da autoenergia. Como os 
novos autovetores, obtidos da aplicação de teoria de perturbação, são 
não ortogonais, aplicamos a perturbação apenas na energia, mantendo os 
autovetores originais. 




 a transferência interfacial de carga em 
um sistema formado pelo semicondutor TiO2 sensibilizado por corantes 
do tipo doador-ponte-aceitador em solvatação e observamos que o efeito 
de interação coulombiana desempenha papel importante no processo de 
transferência eletrônica
(39-46)
. Para exemplificar o papel da interação 
coulombiana nos processos de transferência eletrônica, utilizaremos um 
sistema simplificado composto por cinco átomos de hidrogênio 
alinhados e com     de espaçamento entre os mesmos, como mostrado 
na figura abaixo. 
 
Figura 4.1. Sistema composto por cinco átomos de hidrogênio alinhados e com     
de espaçamento entre os mesmos. 
 
 
A seguir serão apresentados alguns casos específicos que foram 
considerados para analisar a interação coulombiana. 
4.2.1 PRIMEIRO CASO 
 
O primeiro caso estudado foi considerando o elétron e o buraco 
ocupando inicialmente os estados fundamentais dos átomos H1 e H5, 
respectivamente. Na Fig. (4.2) são mostradas as ocupações eletrônicas 
em cada átomo do sistema. Observe que, de acordo com o painel 
superior, onde a interação coulombiana foi desconsiderada, a carga 
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permanece em movimento por toda a cadeia atômica ao longo da 
dinâmica. Já quando a interação coulombiana é considerada (painel 
inferior), a carga eletrônica se estabiliza como já esperado, no centro da 
cadeia. 
 
Figura 4.2. Ocupação eletrônica em cada átomo do sistema, desconsiderando (painel 




Figura 4.3. Distribuição dos pacotes de ondas do elétron (esquerda) e do buraco 
(direita). A figura de cima é a distribuição inicial, em     e a figura de baixo, no 
fim da dinâmica, em      fs. 
 
 
Para visualizar melhor a localização da carga eletrônica no 
sistema, na Fig. (4.3) é mostrada a distribuição do elétron no início 
(imagem superior) e no fim (imagem inferior) da dinâmica, ou seja, para 
    e      fs, respectivamente. 
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Devido à simetria dos estados iniciais, pode-se ver que o 
comportamento do elétron e o buraco são completamente análogos. 
 
4.2.2 SEGUNDO CASO 
 
Figura 4.4. Ocupação eletrônica em cada átomo do sistema, desconsiderando (painel 




Figura 4.5. Distribuição dos pacotes de ondas do elétron (esquerda) e do buraco 
(direita). A figura de cima é a distribuição inicial, em     e a figura de baixo, no 
fim da dinâmica, em      fs. 
 
 
Aqui será considerado o elétron e o buraco ocupando 
inicialmente os estados fundamentais dos fragmentos compostos pelos 
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dois átomos das extremidades da cadeia, ou seja, H1 e H2 e, H4 e H5, 
respectivamente. Na Fig. (4.4) são mostradas as ocupações eletrônicas 
nos dois átomos das extremidades da cadeia e no hidrogênio central. 
Novamente observamos que, quando a interação coulombiana é 
desconsiderada, a carga permanece em movimento por toda a cadeia 
atômica. Já quando a interação coulombiana é considerada, a carga se 
estabiliza no centro da cadeia, assim como visto no primeiro caso 
estudado. 
Na Fig. (4.5) é mostrada a distribuição do elétron e do buraco no 
início (imagem superior) e no fim (imagem inferior) da dinâmica. 
4.2.3 TERCEIRO CASO 
 
Figura 4.6. Ocupação eletrônica em cada átomo do sistema, desconsiderando (painel 




Aqui serão apresentados os resultados obtidos do primeiro caso. 
Porém, considerando o pacote de ondas no buraco estático, ou seja, o 
buraco permanece localizado na extremidade da cadeia. Na Fig. (4.6) 
são mostradas as ocupações eletrônicas nos dois átomos das 
extremidades da cadeia e no hidrogênio central. Observamos 
novamente, através do painel superior, que quando a interação 
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coulombiana é desconsiderada, a carga permanece em movimento por 
toda a cadeia atômica ao longo da dinâmica. Contudo, quando a 
interação coulombiana é considerada (painel inferior), devido à atração 
entre o elétron e o buraco, a carga eletrônica se estabiliza na 
extremidade da cadeia, próximo ao buraco. 
 
Figura 4.7. Distribuição dos pacotes de ondas do elétron (esquerda) e do buraco 
(direita). A figura de cima é a distribuição inicial, em     e a figura de baixo, no 
fim da dinâmica, em      fs. 
 
 
Na Fig. (4.7) pode-se ver a distribuição do elétron e do buraco no 
início e no fim da dinâmica. Como o buraco permaneceu parado ao 
longo de toda a dinâmica, o elétron se localizou na mesma extremidade 
do buraco. 
Observe que neste caso o elétron não se localizou sobre o 
hidrogênio H5. Isto ocorre porque não foram consideradas as integrais 
coulombianas de um centro, ou seja, não há, neste modelo, interação 
coulombiana entre as cargas de elétron e buraco localizadas em um 
mesmo átomo. 
4.2.4 QUARTO CASO 
 
Aqui, diferente dos casos anteriores, os pacotes de ondas iniciais 
do elétron e do buraco não são simétricos. O estado fundamental do 
fragmento composto pelos átomos H4 e H5 foi definido como o pacote 
de ondas inicial do buraco, e para o elétron, foi definido como sendo o 
estado excitado do fragmento composto pelos átomos H1 e H2. 
Nas Figs. (4.8) e (4.9) são mostradas as ocupações de elétron e 






Figura 4.8. Ocupação eletrônica no sistema, desconsiderando (painel superior) e 
considerando (painel inferior) a interação coulombiana entre o elétron e o buraco. 
 
 
Figura 4.9. Ocupação de buraco no sistema, desconsiderando (painel superior) e 





Na Fig. (4.10) pode-se ver a distribuição do elétron e do buraco 
no início e no fim da dinâmica. Observamos que novamente o elétron e 
o buraco se estabilizam no centro da cadeia atômica. Através deste 
estudo e dos exemplos anteriores, pode-se ver que a distribuição de 
carga final no sistema não é afetada pelo estado inicial do elétron e do 
buraco. 
 
Figura 4.10. Distribuição dos pacotes de ondas do elétron (esquerda) e do buraco 
(direita). A figura de cima é a distribuição inicial, em     e a figura de baixo, no 
fim da dinâmica, em      fs. 
 
4.3 POTENCIAL DIPOLAR 
 
Quando são estudados sistemas moleculares em solução, 
proteínas ou interfaces é comum a ocorrência de moléculas com 
momento de dipolo não nulo. Além disto, geralmente as moléculas que 
são estudadas em processos de transferência eletrônica, por exemplo, 
corantes, também apresentam momentos de dipolo não nulos. Como 
consequência da presença desses momentos de dipolo no meio, ocorre a 
interação coulombiana do tipo carga-dipolo entre as moléculas do 
sistema. Há também o efeito de polarização induzida que produz 
interações do tipo carga-dipolo induzido, a qual discutiremos na seção 
seguinte. 
A interação dipolar está bem estabelecida em nosso método
(8-10)
, 
tendo sido tratada detalhadamente por D. A. Hoff em sua dissertação de 
mestrado
(8)
, onde foi evidenciado o efeito da interação dipolar no 
processo de transferência eletrônica no complexo [Ru(bpy)3]
2+
 em 
solução aquosa e em solução de acetonitrila
(47-55)
. Porém, até o 
momento, tal interação era considerada de maneira simplificada. Neste 
trabalho refinamos o formalismo original, considerando o termo de 
primeira ordem no cálculo dos elementos de matrizes. Detalharemos 
rapidamente o procedimento utilizado para considerar tal efeito. 
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O potencial elétrico gerado pelos momentos de dipolo elétrico, 
em relação à origem do sistema de coordenadas, é dado por 
 
       
 
    
 
           




sendo que a soma em   é feita sobre todas as moléculas polares do 
sistema,     é o momento de dipolo elétrico da molécula  ,     é o 
baricentro da carga nuclear da  -ésima molécula e       designa sua 
posição em relação ao ponto de observação, conforme o esquema da 
Fig. (4.11). 
 
Figura 4.11. Coordenadas utilizadas no cálculo do potencial elétrico no ponto   
causado por um momento de dipolo    em      (Eq. (4.16)). 
 
 
O elemento de matriz para o potencial de dipolo elétrico       , 
calculado entre dois orbitais atômicos   e  , é dado por 
 
   
                (4.17) 
Expandindo        até a primeira ordem em torno do ponto 
médio entre os centros atômicos   e  , obtemos 
 
   
                   
                 
                











onde    é definido como o ponto médio entre os orbitais atômicos   e  , 
ou seja, 
 
   
     
 
 (4.19) 
Calculando o gradiente do potencial dipolar, temos 
 
           
 
    
  
   




Substituindo o resultado da Eq. (4.20) na Eq. (4.18), encontramos 
 
   
   
 
    
    
            
        
 
 
   
 
 
           
   
        
   (4.21) 
onde      é o elemento de matriz da transição dipolar entre orbitais 
atômicos   e  , com 
 
                     
    (4.22) 
Desta forma, incluímos o potencial de interação dipolar, os 
elementos de matriz para o hamiltoniano do sistema são dados por 
 
       
      
    (4.23) 
Com isto, podemos considerar efeitos de polarização que são 
importantes quando há a presença de solventes polares no sistema 
molecular. 
4.4 POLARIZAÇÃO INDUZIDA 
 
Em sistemas moleculares que contenham regiões (fragmentos) 
com carga local não nula, produzidas pela fotoexcitação de um par 
elétron-buraco ou pela transferência de um elétron para dentro (ou fora) 
de um fragmento molecular, pode ocorrer o surgimento de campos 
elétricos que causam deformação na nuvem eletrônica dos orbitais 
atômicos vizinhos
(20-22,56)
. Este efeito é mais relevante em sistemas 
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moleculares extensos, como estruturas supramoleculares, proteínas e 
polímeros. Esta interação foi estudada na tríade molecular coletora de 
luz CPC
(12)
, por Bruno C. Hames, em sua dissertação de mestrado
(14)
. 
No entanto, estamos estudando seu efeito na dinâmica do par elétron-
buraco, assim sendo, iremos descrever este efeito resumidamente nesta 
seção, e também para apresentar o nosso método de forma mais 
completa. 
Para considerarmos os efeitos de polarização induzida no sistema, 
calculamos o campo elétrico gerado pelas cargas líquidas do sistema, as 
quais causarão polarização dos orbitais atômicos. O campo elétrico 
gerado no átomo  , devido à carga líquida no átomo  , é dado por 
 
     
 
    
         
        
  (4.24) 
onde    é a carga líquida no átomo  , calculada na aproximação de 
Mülliken, e    designa a posição do orbital atômico  . 
O momento de dipolo induzido no átomo  , devido à distribuição 
de carga líquida em todo o sistema, é descrito pela resposta linear ao 
campo elétrico, 
 
            
   
  (4.25) 
onde     é a polarizabilidade atômica efetiva, definida como 
 
      
    
        
  
 
  (4.26) 
sendo que   
  designa a polarizabilidade atômica escalar
(57)
 do elemento 





     
         é a parte 
radial do orbital de Slater mais externo e    é a distância entre os centros 
dos orbitais atômicos   e  . Desta forma, através das equações acima, o 




          
    




         
        
   
 (4.27) 
Trocando     por     na Eq. (4.21), encontramos o elemento de 
matriz para o potencial gerado pelos momentos de dipolos elétricos 
induzidos, 
 
   
    
 
    
    
            
        
 
 
   
 
 
           
   
        
   (4.28) 
com 
 
   
     
 
 (4.29) 
Desta forma, pode-se ver que este potencial decai com 
             , ou seja, o efeito de polarização induzida é de curto 
alcance. Adicionando os elementos de matriz acima ao hamiltoniano de 
Hückel, tais efeitos podem ser considerados no estudo da dinâmica 
eletrônica do sistema. 
4.5 MÉTODO LEAPFROG 
 
Quando o sistema é descrito pelo hamiltoniano de Hückel 
estendido e pelo termo de interação dipolar, a dependência temporal do 
hamiltoniano é devida ao movimento nuclear do sistema, ou seja, 
         , onde   representa o movimento nuclear. Porém, quando 
há interação coulombiana (Seç. (4.1)) ou dipolar induzida (Seç. (4.4)) no 
sistema, a dependência temporal do hamiltoniano não se dá 
exclusivamente devido ao movimento nuclear, mas também devido à 
dinâmica eletrônica do sistema, ou seja,               , onde   
representa à distribuição de carga no sistema. 
Um problema encontrado na dinâmica eletrônica de sistemas 
moleculares em que o hamiltoniano apresenta dependência com a 
distribuição de carga, como ocorre quando há interação coulombiana ou 
interação dipolar induzida, é que a dinâmica eletrônica não converge 
com boa eficiência, diferentemente do observado quando         . 
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Diante disto, estudamos a utilização do método Leapfrog no 
cálculo da dinâmica eletrônica do sistema. O método Leapfrog
(58)
 é 
normalmente utilizado para a resolução de equações diferenciais de 
segunda ordem, como por exemplo, a equação clássica de movimento. 
No caso das equações de movimento, a ideia do método é atualizar a 
posição      e a velocidade      em pontos de tempo intercalados, de 
tal forma que elas “saltem” uma sobre a outra. Desta forma, a solução 
dessas equações é obtida por 
 
                 (4.30) 
                   (4.31) 
A ideia, esquematizada na Figura (4.12), consiste em propagar, 
em uma primeira etapa, o sistema por um intervalo de tempo 
intermediário     . Com a configuração de cargas obtida após esta 
propagação, recalcular o hamiltoniano do sistema e então fazer a 
propagação temporal pelo intervalo de tempo   . 
 
Figura 4.12. Esquema de propagação temporal quando o hamiltoniano do sistema 
molecular possui dependência com a distribuição de carga. O sistema é propagado 
por um intervalo de tempo intermediário (        ) para então recalcular o 
hamiltoniano do sistema com a distribuição eletrônica encontrada neste passo 
intermediário. Em seguida, com o novo hamiltoniano, é feita a propagação temporal 
por um intervalo de tempo    (      ). 
 
 
Na Fig. (4.13) é mostrado o complexo [Ru(bpy)3]
2+
 onde foi 
aplicado o método Leapfrog. Neste estudo foi considerada a estrutura do 
complexo rígida para analisarmos somente os efeitos da dinâmica 
eletrônica. Desta forma, a dependência temporal do hamiltoniano é 
gerada pelo termo de interação coulombiana, devido ao processo de 




   
        
     
                    (4.32) 
onde    é o hamiltoniano de Hückel estendido (Eq. (2.5)), constante e 
idêntico para o elétron e o buraco,       é o termo de interação 
coulombiana (Eqs. (4.8) a (4.11)) e os termos      e     são os 
coeficientes do pacote de ondas do elétron e do buraco, respectivamente. 
 
Figura 4.13. Complexo [Ru(bpy)3]
2+, composto por três bipiridinas (bpy) ligadas ao 




Nas Figs. (4.14) e (4.15) são mostradas as dinâmicas do elétron e 
do buraco, respectivamente, no complexo [Ru(bpy)3]
2+
, utilizando o 
método leapfrog. Os pacotes de ondas do buraco e do elétron foram 
definidos como os orbitais moleculares HOMO e LUMO, 





                                                          
17
 Na verdade quando o complexo [Ru(bpy)3]
2+
 é fotoexcitado, cria-se 
um par elétron-buraco, onde um elétron do íon Ru(II) é transferido para 
o orbital LUMO de uma bipiridina, sendo este processo conhecido como 
MLCT (Metal to Ligand Charge Transfer). Porém, neste caso, para fins 
de testes, definimos o buraco como o orbital molecular HOMO do 




Figura 4.14. População eletrônica no ligante BP1 ao longo da dinâmica do complexo 
[Ru(bpy)3]
2+ utilizando o método de leapfrog. 
 
 
Figura 4.15. População do buraco no ligante BP1 ao longo da dinâmica do complexo 
[Ru(bpy)3]





Até o momento ainda não utilizamos o método Leapfrog em 
todos os estudos que realizamos. Futuramente decidiremos se o mesmo 




5 PROPRIEDADES ELETRÔNICAS, ESTRUTURAIS E 
DINÂMICAS EM SEMICONDUTORES SENSIBILIZADOS 
POR CORANTES  
 
Neste capítulo apresentaremos uma descrição do processo de 
separação de carga elétron-buraco e da injeção eletrônica interfacial para 
uma classe de corantes orgânicos considerando o movimento nuclear e 
efeitos de solvatação. Os corantes utilizados neste trabalho como 
sensibilizadores do semicondutor (TiO2/anatase) são compostos por três 
fragmentos: Um fragmento doador D (trifenilamina), que possui boa 
capacidade para doar elétrons e é responsável pela absorção fotônica; 
um fragmento aceitador A de elétrons (cianoacrílico), responsável pela 
ancoragem do corante no semicondutor e, uma ponte ( ) ligando estes 
dois primeiros, composta por   tiofenos (         ). Através de uma 
análise comparativa, demonstraremos que a relevância dos efeitos 
térmicos, neste caso, é secundária em relação ao acoplamento elétron-
buraco durante a transferência eletrônica nos corantes D –   - d – A(9-11). 
Os resultados apresentados neste capítulo foram obtidos 
utilizando a dinâmica QM/MM sequencial. No Cap. (6) descreveremos a 
implementação da dinâmica QM/MM simultânea, por meio da qual as 
equações para a dinâmica eletrônica e nuclear são resolvidas 
simultaneamente. Assim, os resultados apresentados neste capítulo 
foram obtidos calculando-se primeiramente a dinâmica nuclear, 
considerando a estrutura no estado fundamental, e posteriormente, a 
dinâmica quântica eletrônica. 
5.1 CÉLULAS SOLARES SENSIBILIZADAS POR 
CORANTES 
 
Células solares fotovoltaicas e fotoeletroquímicas, tais como 
células solares sensibilizadas por corantes e dispositivos orgânicos 
fotovoltaicos, são consideradas uma alternativa promissora para a 
produção de energia elétrica em pequena escala, devido ao baixo custo 
de produção, flexibilidade (no caso das células orgânicas) e durabilidade 







Figura 5.1. (a) Estruturas D –   - d – A analisadas neste trabalho: TPAn (n = 1, 2, e 
3). Foram estudas duas configurações do ligante TPA1: Configuração E (b) e 
configuração Z (c). 
 
 
Pesquisas recentes sobre a utilização de corantes orgânicos em 
células solares revelam a eficácia de cromóforos moleculares compostos 
por um grupo doador de elétrons (D), um grupo aceitador de elétrons 
(A) e uma estrutura molecular   – conjugada que une os grupos D e A. 
Portanto, tais cromóforos são designados pela sigla D –   - d – A(39-46). 
Apresentaremos cálculos para as propriedades eletrônicas, estruturais e 
dinâmicas realizadas para uma estrutura composta por corantes D –   - 
d – A adsorvidos na superfície (101) do semicondutor de TiO2 na forma 
cristalina anatase. As estruturas D –   - d – A utilizadas são compostas 
pelo fragmento trifenilamina
18
 (doador de elétrons), pelo fragmento 
cianoacrílico (aceitador de elétrons) e   unidades de tiofeno ligando o 
                                                          
18
 Trifenilaminas têm sido amplamente utilizadas em sensibilizadores 
orgânicos devido à sua capacidade de doar elétrons. 
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doador ao aceitador, como mostrado na Fig. (5.1a). O grupo 
cianoacrílico, além de ser um bom aceitador de carga, atua como âncora, 
pois se fixa à superfície do TiO2 com grande energia de adsorção. Neste 
estudo, consideramos apenas o modo de adsorção bidentado, vide Fig. 
(5.2), que é um dos mais estáveis e que produz energia de absorção de 
   eV. Portanto, mantém o corante ligado à superfície com grande 
estabilidade e rigidez. Tais corantes serão designados pela sigla TPAn e 
a distância entre doador e aceitador é controlada pelo número   de 
tiofenos da ponte. A ponte, formada pelos tiofenos, e o grupo aceitador 
cianoacrílico formam uma estrutura coplanar, facilitando assim a 
transferência eletrônica através do corante. 
Além das estruturas apresentadas na Fig. (5.1a), também 
estudamos a forma de adsorção para dois isótopos do corante TP1 
(TPA1-Z e TPA1-E) no semicondutor
(62)
, como pode ser visto na Fig. 
(5.2). 
 
Figura 5.2. Adsorção dos ligantes TPAn no cluster [TiO2]512 (anatase). Observe a 





A dinâmica nuclear do sistema foi obtida por mecânica 
molecular
(15,63,64)
 e foi realizada com duas finalidades. Inicialmente, foi 
realizada uma dinâmica nuclear longa, da ordem de dois nanosegundos, 
para obtermos configurações não correlacionadas do sistema 
corante/TiO2 e do corante em vácuo, para calcularmos a densidade de 
estados e o espectro de absorção do sistema. Em seguida, uma dinâmica 
curta, da ordem de um picossegundo, para obtermos a trajetória nuclear 
a ser utilizada na simulação da dinâmica eletrônica do sistema. Neste 
último caso, desconsideramos como já dito anteriormente, o 
acoplamento simultâneo entre os graus de liberdades eletrônicos e 
nucleares. Além disto, todos os cálculos, tanto na dinâmica nuclear 
quanto na eletrônica, foram feitos considerando condições periódicas de 
contorno. 
5.2 PARAMETRIZAÇÃO DOS CORANTES 
 
Como o método estendido de Hückel é semiempírico, muitas 
vezes os parâmetros disponíveis na literatura não são suficientes para 
descrever adequadamente um sistema molecular. Portanto, fazemos um 
processo de parametrização que consiste em encontrar o melhor 
conjunto de parâmetros, para os quais algumas propriedades do sistema 
sejam otimizadas. 
 
Figura 5.3. Diferenças de energia, em eV, entre os orbitais moleculares de fronteira 
e momento de dipolo elétrico, em Debyes, dos corantes TPAn em vácuo e no estado 
fundamental, utilizando para comparação dados obtidos pelo Gaussian (g03   
DFT/B3LYP e base 6-31G(d,p)). Todos os corantes foram descritos pelo mesmo 





Para fazer a parametrização do sistema, foi utilizado um 
procedimento baseado em algoritmo genético que desenvolvemos no 
trabalho de mestrado
(8,65)
. A parametrização do sistema consiste em 
otimizar a estrutura eletrônica dos corantes isolados em vácuo e no 
estado fundamental com base em dados experimentais e em cálculos de 
primeiros princípios. Para isto, o algoritmo genético busca um conjunto 
de parâmetros de forma a otimizar propriedades pré-estabelecidas, tais 
como, população de Mülliken
(26)
, diferença de energia entre os orbitais 
moleculares de fronteira e o momento de dipolo elétrico, entre outros. 
Para fazer a parametrização dos corantes TPAn, foram considerados 
todos os corantes, assim, encontramos um único conjunto de 
parâmetros
19
 para descrever o sistema TPAn/TiO2/acetonitrila, com 
            . Na Fig. (5.3) são mostradas as diferenças de energia 
entre os orbitais moleculares de fronteira e o momento de dipolo elétrico 
encontrado para os diferentes corantes, utilizando o nosso método e o 
pacote Gaussian 3
(66)
, este último, utilizando o método DFT/B3LYP 
com a base 6-31G(d,p). 
Na Fig. (5.4) mostramos os orbitais moleculares de fronteira dos 
ligantes TPAn e nas Figs. (5.5), (5.6) e (5.7) são mostrados os orbitais 
de fronteira HOMO-1, HOMO, LUMO e LUMO+1, respectivamente, 
dos corantes TPA1/E, TPA2 e TPA3, calculados pelo GAUSSIAN. 
Observe que os orbitais moleculares calculados pelo nosso método e 
pelo GAUSSIAN são semelhantes. 
 
  
                                                          
19
 Os parâmetros utilizados pelo algoritmo genético para otimizar a 
estrutura eletrônica são: Os parâmetros     da Eq. (2.1); os coeficientes 
    da Eq. (2.2) e o módulo dos potenciais de ionização     e os 
parâmetros de acoplamento     da Eq. (2.2). 
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Figura 5.4. Orbitais moleculares de fronteira dos ligantes TPA1/E, TPA2 e TPA3. 
 
 
Figura 5.5. Orbitais moleculares de fronteira HOMO-1, HOMO, LUMO e LUMO+1 






Figura 5.6. Orbitais moleculares de fronteira HOMO-1, HOMO, LUMO e LUMO+1 
do ligante TPA2. 
 
 
Figura 5.7. Orbitais moleculares de fronteira HOMO-1, HOMO, LUMO e LUMO+1 
do ligante TPA3. 
 
5.3 ESPECTRO DE ABSORÇÃO 
 
O espectro de fotoabsorção do sistema foi estimado pelo cálculo 




    
       
    
      
 
  (5.1) 
onde  ,  ,  ,   e      são o número de onda da transição, a velocidade 
da luz, a massa do elétron, $h$ é a constante de Planck e o momento de 
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dipolo de transição eletrônica entre os orbitais   e   (     
        ), respectivamente. 
 
Figura 5.8. Espectros de fotoabsorção. No painel (a) são mostrados os espectros dos 
ligantes TPAn isolados e em baixo, no painel (b), os espectros dos ligantes TPAn 




Foram utilizadas 100 configurações descorrelacionadas para 
calcular o espectro de fotoabsorção do sistema. Portanto, não é 
necessário fazer a convolução dos picos de fotoabsorção com gaussianas 
para alargá-las artificialmente. Nas Figs. (5.8a) e (5.8b) são mostrados 
os espectros calculados para os ligantes TPAn em vácuo e na estrutura 
TPAn/TiO2, também em vácuo. A curva de fotoabsorção para a 
configuração Z do ligante TPA1 é representada pela linha tracejada. 
Podemos observar que a presença do semicondutor alarga os picos de 
absorção dos corantes e causa-lhes também um pequeno desvio para o 
vermelho. O efeito é produzido pela complexação (acoplamento 
eletrônico) entre o corante e a superfície do semicondutor. 
Na Fig. (5.9) mostramos o espectro de fotoabsorção para o 
sistema TPAn/TiO2 solvatado por solução de acetonitrila. Observa-se 
que a solvatação, em comparação com o espectro da Fig. (5.8b), realça 
os picos de absorção dos corantes. Isto ocorre porque o solvente polar 
blinda parcialmente o efeito da complexação entre corante e superfície. 
Além disto, observa-se também que a influência da solvatação é mais 
pronunciada no ligante TPA1-Z. Isto ocorre possivelmente devido a este 
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corante estar adsorvido mais paralelamente ao semicondutor, 
aumentando a interação do corante com as camadas de solvatação da 
acetonitrila. 
 
Figura 5.9. Espectro de fotoabsorção do sistema TPAn/TiO2/acetonitrila. 
 
5.4 SEPARAÇÃO DE CARGA E INJEÇÃO ELETRÔNICA NO 
SEMICONDUTOR 
 
Para descrever a dinâmica eletrônica no sistema, o hamiltoniano 
do sistema foi construído como a soma de três termos: 
 
              (5.2) 
onde    é o hamiltoniano de Hückel estendido(25),     considera a 
interação coulombiana entre o pacote de ondas do elétron e do buraco e 
    considera a interação dipolar no sistema (somente quando o 
sistema está solvatado). 
Os pacotes de ondas iniciais, para o elétron e o buraco, foram 
descritos como os estados LUMO e HOMO, respectivamente, dos 
corantes TPAn isolados. Assim, os coeficientes dos pacotes de ondas 
foram obtidos da equação generalizada de autovalores 
 
    
           (5.3) 
onde     





Figura 5.10. Densidade de estados para a interface TiO2/TPAn/acetonitrila, 
calculada a partir de 100 configurações não correlacionadas. No topo do painel são 
mostradas as bandas ocupadas (esquerda) e desocupadas (direita) do TiO2 e 
acetonitrila. Os demais painéis mostram a densidade de estados dos ligantes TPAn 
(curva azul) ao redor do gap do semicondutor. A curva na cor laranja é a densidade 
de estados para a configuração Z do ligante TPA1. 
 
 
Na Fig. (5.10), onde é mostrada a densidade de estados projetada 
nos fragmentos do sistema, pode-se ver que os orbitais de fronteira dos 
ligantes TPAn estão localizados nas regiões do gap (HOMO) e na banda 
de condução (LUMO) do semicondutor, indicando que há condições 
favoráveis para o elétron ser injetado na banda de condução do 
semicondutor. No esquema apresentado na Fig. (5.11) pode-se 
compreender melhor o processo de fotoexcitação que ocorre no sistema. 
Inicialmente o elétron do orbital HOMO do corante é fotoexcitado para 
o orbital LUMO e em seguida é injetado para a banda de condução do 
semicondutor. Outra transição, menos provável de ocorrer e também 
representada no esquema, é aquela em que um elétron do corante é 
excitado diretamente para a banda de condução do semicondutor. Neste 
trabalho estudamos a transição mais provável, onde o elétron é 





Figura 5.11. Esquema do processo de fotoexcitação. Inicialmente o elétron do orbital 
HOMO do corante é fotoexcitado para o orbital LUMO e em seguida é injetado para 
a banda de condução do semicondutor. Outra transição, menos provável de ocorrer, 
é aquela em que um elétron do corante é excitado diretamente para a banda de 
condução do semicondutor. 
 
 
Na Fig. (5.12) são apresentados resultados de simulações da 
transferência eletrônica interfacial. Os gráficos descrevem as ocupações 
eletrônicas nos ligantes TPAn (         ) ao longo do tempo, 
também denominados probabilidades de sobrevivência. Foram 
consideradas três situações diferentes. A curva azul, em traço/ponto, 
descreve a injeção eletrônica sem considerar a interação elétron-buraco 
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e considerando apenas o movimento nuclear no sistema. Como não é 
considerada a interação coulombiana, a injeção eletrônica é bastante 
eficiente, e a mesma ocorre em aproximadamente 5 fs. As demais 
curvas, em vermelho e preto, descrevem a injeção eletrônica 
considerando a interação coulombiana entre os pacotes de ondas de 
elétron e buraco. Porém, a dinâmica nuclear é desconsiderada na 
dinâmica descrita pela curva vermelha. Nestas últimas, pode-se ver, 
como esperado, que a injeção eletrônica é mais lenta comparada ao caso 
em que não foi considerada a interação coulombiana, ocorrendo dentro 
de 10 fs. Já para o buraco, observa-se que o mesmo permanece 
localizado nos ligantes TPAn ao longo de toda a dinâmica, com 
       (linhas tracejadas vermelha e preta). 
 
Figura 5.12. Ocupação eletrônica e do buraco nos ligantes TPAn ao longo da 
dinâmica do sistema. A curva em azul e em traço/ponto descreve a injeção eletrônica 
desconsiderando a interação coulombiana elétron-buraco e considerando a dinâmica 
nuclear do sistema. Em preto e vermelho, são mostradas as injeções eletrônicas 
considerando a interação coulombiana elétron buraco com (preto) e sem (vermelho) 
consideração do movimento nuclear. Ao longo de toda a dinâmica o buraco (curvas 
tracejadas em vermelho e preto) permaneceu localizado nos ligantes. 
 
 
Comparando as injeções eletrônicas calculadas para diferentes 
ligantes, observa-se um tempo de injeção semelhante, mostrando que a 
transferência interfacial de carga para o cluster [TiO2]512 é pouco afetada 
89 
 
pelas diferenças estruturais entre os ligantes TPA1, TPA2 e TPA3. 
Também podemos observar, devido à semelhança das curvas pretas e 
vermelhas, que o movimento nuclear desempenha um papel secundário 
no processo de injeção eletrônica. Assim, o que governa a injeção 
eletrônica é o forte acoplamento eletrônico entre os níveis de energia do 
corante e do semicondutor. 
 
Figura 5.13. Sistema TPAn/TiO2 em solvatação de acetonitrila obtida de simulações 
de mecânica molecular com temperatura       K no ensemble NVT. A 
solvatação de acetonitrila foi feita considerando 450 moléculas. Além disto, é 
mostrado o orbital LUMO de cada um dos corantes. 
 
 
Solventes são utilizados em células solares sensibilizadas por 
corantes para fazer o transporte iônico dentro da célula 
fotoeletroquímica, tornando possível a regeneração do corante. Por isso, 
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também estudamos a influência da solvatação por solução de 
acetonitrila
(68)
 no processo de injeção de carga
20
. Na Fig. (5.13) 
mostramos a estrutura TPAn/TiO2/acetonitrila otimizada e, na Fig. 
(5.14), apresentamos um esquema da estrutura química da acetonitrila. 
Pode-se observar, na Fig. (5.13), a formação de duas camadas de 
solvatação na região da interface TiO2/acetonitrila. A primeira e mais 
forte, localiza-se aproximadamente entre 1 e 5 Å e a segunda camada, 
mais fraca, entre 5 e 8 Å. 
 
Figura 5.14. Esquema da estrutura química da acetonitrila. A molécula é composta 
por dois carbonos ligados, sendo que nestes estão ligados, respectivamente, um 
átomo de nitrogênio e três de hidrogênio. À direita são mostrados os tipos de átomos 
considerados no cálculo de mecânica molecular. 
 
 
Na Fig. (5.15) são apresentados resultados para a simulação da 
transferência eletrônica interfacial no sistema TPAn/TiO2/acetonitrila. 
Para estudar o efeito da solvatação no processo de injeção eletrônica no 
semicondutor foram feitas simulações para dois tipos de sistemas. Na 
primeira, descrita pela curva preta, foi considerado o efeito da 
solvatação, ou seja, foram consideradas as interações soluto-solvente e 
solvente-solvente, ambas de natureza dipolar, que ocorrem entre as 
moléculas do sistema, por meio da Eq. (4.23). Na segunda situação, 
descrita pela curva vermelha, a interação dipolar foi desconsiderada nos 
cálculos. Com isto, observa-se que a interação dipolar intermolecular 
tem papel secundário no processo de injeção de carga, evidenciando 
novamente que a interação coulombiana possui maior relevância nos 
processos. A probabilidade de sobrevivência para o elétron é 
representada pela linha contínua e para o buraco pela linha tracejada. 
Observe que, novamente, o buraco permanece localizado no ligante 
durante toda a dinâmica, com       . 
                                                          
20
 Acetonitrila é um solvente polar aprótico utilizado na produção da 




Figura 5.15. Ocupação de elétron e buraco no sistema TPAn/TiO2/acetonitrila. A 
curva em preto descreve a dinâmica considerando a interação dipolar do sistema e a 
curva em vermelho descreve a dinâmica desconsiderando os efeitos de polarização. 
Ao longo de toda a dinâmica o buraco (curvas tracejadas em vermelho e preto) 




Com isto, utilizando o método teórico computacional 
desenvolvido por nosso grupo e detalhado nos capítulos anteriores, 
estudamos a dinâmica eletrônica e as propriedades estruturais de 
ligantes D –   – A sensibilizando um cluster de TiO2 (fase cristalina 
anatase), sendo que os resultados apresentados neste capítulo junto a 
outros foram publicados na referência (10). 
Ao longo de todas as dinâmicas, o buraco ficou localizado no 
ligante, enquanto o elétron foi efetivamente transferido para o 
semicondutor em um processo ultrarrápido de injeção, que ocorreu 
dentro dos primeiros 15 fs de simulação. Observaram-se tempos de 
injeção eletrônica semelhantes para todos os corantes estudas, 
evidenciando que a distância entre o fragmento doador e aceitador não 
afeta a dinâmica eletrônica do sistema. 
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Quanto à interação dos ligantes com o solvente, observamos que 
os efeitos de solvatação são mais relevantes no ligante TPA1-Z, devido 
à sua maior interação com as camadas de solvatação da acetonitrila. 
Os espectros de absorção descritos através da força de oscilador 
(Eq. (5.1)) e apresentados nas Figs. (5.8) e (5.9) mostram bom acordo 
com resultados experimentais
(39,44,45,69,70)
 e também reforçam o efeito 
mais pronunciado da interação dipolar entre a solução de acetonitrila e o 
corante TPA1-Z. 
Por fim, devido ao fato do buraco permanecer localizado nos 
ligantes ao longo de todo o processo de injeção eletrônica no 
semicondutor, verificamos que uma boa aproximação seria considerar o 
pacote de ondas do buraco estático e propagar apenas o pacote de ondas 
do elétron. 
Desta forma, o método QMMM sequencial mostrou ser eficiente 
no estudo de processos de transferência de carga eletrônica em sistemas 
moleculares e supramoleculares, especialmente em sistemas que 





6 MECÂNICA MOLECULAR E ACOMPLAMENTO QM/MM 
 
Para aplicar o formalismo quântico no estudo das propriedades 
eletrônicas de sistemas moleculares muito grandes, tais como proteínas 
e grandes moléculas em solução, os métodos híbridos do tipo QM/MM 
podem ser utilizados com grande eficiência
(15,16,64,71)
. Inicialmente 
vamos descrever o método QM/MM tradicional, que divide o sistema 
em duas regiões espaciais: uma delas descrita pela mecânica molecular e 
a outra, por um formalismo quântico. A região descrita pelo formalismo 
quântico é aquela onde ocorrem os processos eletrônicos de interesse. 
Por exemplo, um sistema formado por uma molécula fotoexcitada em 
solução pode ser estudado pelo método híbrido QM/MM, onde a parte 
quântica é geralmente composta pela molécula (soluto) e as moléculas 
da primeira camada de solvatação e, o restante do solvente é descrito 
classicamente. Desta forma, o custo computacional é reduzido, pois a 
parte do sistema descrita pela mecânica quântica é pequena, limitada à 
região onde ocorre a dinâmica eletrônica de interesse. As demais 
moléculas do meio são descritas classicamente. Assim, é possível 
estudar processos de transferência de carga em sistemas moleculares 
com grande número de átomos. 
Todos os métodos QM/MM utilizam uma combinação de 
formalismos quânticos e clássicos para descrever estas duas regiões, 
podendo apresentar variações na descrição do acoplamento da fronteira 
QM/MM. De maneira genérica, nos métodos QMMM, o hamiltoniano 
do sistema é composto pela soma de três termos, correspondentes às 
regiões clássica e quântica e à fronteira QM/MM, 
 
                  (6.1) 
onde     representa as interações entre as partículas tratadas 
classicamente,     descreve as interações entre as partículas descritas 
quanticamente e        descreve as interações entre as partículas da 
região MM e as da região QM. Uma vez que já existem métodos bem 
estabelecidos e robustos desenvolvidos na literatura para o estudo da 
dinâmica quântica e mecânica molecular, a descrição dos termos     e 
    segue os procedimentos usuais. Assim, o termo        é o mais 
difícil de ser calculado devido à dificuldade de representar com 
facilidade as interações na interface QM/MM e pela dificuldade de 
generalizar o formalismo a vários sistemas moleculares diferentes. 
94 
 
Diferentemente dos métodos QM/MM tradicionais, em nosso 
método todos os átomos do sistema são descritos com o mesmo nível 
teórico. A ideia básica, no entanto, é separar as dinâmicas eletrônica e 
nuclear do sistema, calculando a dinâmica nuclear através de mecânica 
molecular e a dinâmica eletrônica através de um formalismo quântico. 
Uma importante vantagem de descrever todo o sistema com o mesmo 
formalismo é a ausência do termo responsável pelas interações de 
fronteira e a possibilidade de estudar processos eletrônicos que ocorrem 
ao longo de toda a estrutura ou em grande parte dela. Por outro lado, o 
tratamento de toda a estrutura eletrônica por um formalismo quântico 
implica em um custo computacional maior comparado aos métodos 
QM/MM tradicionais. 
Destacamos três maneiras, dentre várias, de tratar a dinâmica 
nuclear em um sistema molecular. Através de um formalismo quântico, 
onde o sistema é descrito por meio de um hamiltoniano, o qual 
considera em primeiros princípios todas as interações no sistema; 
Utilizando um formalismo semiclássico, onde são utilizadas as equações 
de mecânica clássica para propagar o sistema, mas utilizando potenciais 
calculados através de um formalismo quântico, usando as equações de 
Hartree-Fock. Por último, o método utilizado em nossos cálculos: 
mecânica molecular, onde o sistema é propagado através das equações 
de movimento de mecânica clássica, mas os potenciais utilizados 
também são clássicos, gerados por um campo de forças semiempírico. 
A separação das dinâmicas eletrônica e nuclear baseia-se na 
aproximação de Born-Oppenheimer (Apêndice A)
(72,77)
. Tal 
aproximação é de grande utilidade na física molecular e na física do 
estado sólido, sendo justificada pelo fato da frequência eletrônica (  ) 
ser muito maior que a frequência dos graus de liberdade nucleares 
(     ). Além da separação dos graus de liberdade nuclear e 
eletrônico, a aproximação de Born-Oppenheimer pode ser evocada para 
justificar um tratamento semiclássico para os núcleos
21
. 
                                                          
21
 Embora amplamente utilizada, há casos em que a aproximação de 
Born-Oppenheimer não é válida
(75,78,79)
, como em alguns processos de 
tunelamento por transições virtuais
(75)
 e quando há interação cônica, que 
dá origem a efeitos não adiabáticos na dinâmica nuclear. Além disto, há 
estudos que consideram explicitamente o acoplamento entre os graus de 






Fazendo uso da aproximação de Born-Oppenheimer, podemos 
separar as dinâmicas nuclear e eletrônica escrevendo a função de onda 
do sistema como o produto da função de onda nuclear com a função de 
onda eletrônica, 
 
                                         (6.2) 
Assim, a dinâmica eletrônica do sistema pode ser calculada 
através do formalismo quântico apresentado nos capítulos anteriores. 
Quanto à dinâmica nuclear, como a massa dos elétrons é muito menor 
que a massa dos núcleos e, portanto, os elétrons respondem e adaptam-
se quase que instantaneamente ao movimento nuclear, a dinâmica 
nuclear pode ser tratada por formalismos semiclássicos. Em nosso 
método, os núcleos são tratados classicamente e suas dinâmicas são 
tratadas através de mecânica molecular. 
Utilizamos mecânica molecular para calcular as trajetórias 
nucleares pelo fato dela fornecer um esquema computacional bastante 
simples e eficiente. A principal vantagem na utilização deste método é o 
baixo custo computacional, possibilitando o estudo de sistemas 
moleculares com elevado número de átomos (    ). 
Em relação ao custo computacional, a separação das dinâmicas 
eletrônica e nuclear resulta em uma relevante economia de tempo de 
máquina. Alguns métodos de diagonalização possuem custo 
computacional   proporcional ao cubo da ordem da matriz a ser 
diagonalizada,     . Se o número de elétrons do sistema é   e o 
número de núcleos é  , a ordem da matriz será     e o custo de 
diagonalização será                        . Com a 
separação das dinâmicas nuclear e eletrônica, em vez de 
diagonalizarmos uma matriz de ordem    , teremos duas 
diagonalizações de ordens   e  , cujo custo total será        . 
Desta forma, ao separarmos o movimento nuclear e eletrônico, teremos 
uma economia de custo computacional estimada em         . 
 Como o movimento nuclear é tratado classicamente, o custo 
computacional para diagonalizar o sistema é dado por   . Desta forma, 
a consideração da aproximação de Born-Oppenheimer combinada ao 
formalismo clássico aplicado aos núcleos fornece uma redução do custo 
computacional estimada em              - custo computacional 
da dinâmica clássica nuclear]. 
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6.1 MECÂNICA MOLECULAR 
 
Nos métodos de mecânica molecular, a descrição do sistema é 
feita através das equações da mecânica clássica, utilizando campos de 
forças semiempíricos para calcular a energia potencial dos átomos do 
sistema
(15,16,64,71)
. Os campos de força não são universais, existem 
diferentes formulações para descrever o mesmo tipo de potencial. As 
maiores variações ocorrem para os termos de energia de torção de 
diedro, no caso do potencial ligante, e para a expressão das energias de 
polarização. Alguns exemplos de campos de força frequentemente 




. Dependendo do 
sistema em estudo, alguns campos de força são mais adequados do que 
outros, pois alguns campos foram construídos para o estudo de sólidos, 
outros para o estudo de líquidos e outros ainda, especificamente para um 
determinado sistema ou molécula. 
Em mecânica molecular, os átomos do sistema são tratados como 
partículas clássicas e suas dinâmicas descritas pela equação de 
movimento de Newton, 
 
  
    
   
         (6.3) 
O potencial resultante para o átomo   é obtido da soma dos potenciais de 
ligantes    e não ligantes   . O potencial que contém os termos ligantes 
descreve as interações intramoleculares que ocorrem no sistema e pode 
ser escrito como 
 
  
    
      
      
                                                                   
     
           
 
 
      
            
 
   
  
           
      
 
        






onde os parâmetros    ,      e       são a distância entre os átomos   e   
(Fig. (6.1a)), a deformação angular (Fig. (6.2b)) e o ângulo de torção 




   
, é o potencial de ligação (de estiramento). O segundo termo,   
   
, 
é o potencial de deformação angular, onde a soma é feita sobre todos os 
conjuntos de três átomos ligados para os quais o núcleo   está no vértice. 
O último termo,   
     , é o potencial de torção e a soma é feita sobre 
todos os conjuntos de quatro átomos ligados. 
 
Figura 6.1. Potenciais ligantes utilizados na mecânica molecular. A figura (a) 
corresponde ao potencial de ligação, (b) ao potencial de deformação angular e (c) ao 
potencial de torção. 
 
 
Estes potenciais ligantes mostrados na equação acima podem ser 
representados de outras formas, dependendo do campo de forças 
utilizado
(64,84)
. Portanto, para alguns casos, a forma dos potencias 
ligantes pode ser diferente da apresentada na Eq. (6.3), principalmente 
para os potenciais de deformação angular e de torção. 
O potencial não ligante é responsável, principalmente, pelas 
interações intermoleculares no sistema. Ele é usualmente descrito pela 
soma dos potenciais de Lennard-Jonnes e eletrostático, 
 
  
    
     
                                                                                
        
   




   







    
 
  





O potencial coulombiano, último termo da equação acima, é de 
longo alcance e seu cálculo pode ser problemático. Para diminuir o 
custo computacional, o potencial é truncado para considerar apenas as 
interações dentro de certo raio de corte. O método mais utilizado para 
calcular esta interação em sistemas moleculares é o método de 
Ewald
(85,88)
, incluindo suas derivações. No entanto, além de ser 
complexo para implementar, este método perde eficiência quando o 
sistema não tem periodicidade, como por exemplo, em sistemas 
contendo interfaces ou membranas. 
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A energia eletrostática de   íons com carga   , localizadas nas 
posições   , é dada por 
 
     
    
       
 
   
 
   
 (6.6) 
Impondo uma periodicidade artificial ao sistema, podemos reescrever a 
equação acima como 
 
      
    
           
 
   
 
    
 (6.7) 
onde a primeira soma é feita sobre todas as réplicas da caixa, sendo que 
   representa um conjunto de três números inteiros ( ,  , ) que denotam 
as imagens periódicas do sistema e   é o tamanho da caixa. 
O problema da convergência da interação coulombiana foi 
originalmente estudado por Ewald para o caso de um cristal infinito. 
Para isto, Ewald converteu a equação acima, que é condicionalmente 
convergente para o caso de monopolos e divergente para sistemas não 
neutros, por duas somas convergentes: uma soma no espaço real e outra 
no espaço recíproco: 
 
   
 
 
         
               
         
  
 
   
 
   
                                   
  
 
   
 
   
     
      
       
 
  
             









   
 
  
        
      
 
   
 
 








onde   é um parâmetro de amortecimento,             são os vetores 
do espaço recíproco,    é a constante dielétrica do meio e      é a 
função erro complementar. O primeiro termo da última linha está 
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compensando o termo de autointeração na primeira soma dentro dos 
colchetes e o último termo da equação trata da interação dipolar com o 
meio dielétrico. 
Para chegar à Eq. (6.8), Ewald adicionou distribuições de cargas 
de forma a cancelar exatamente as cargas pontuais, e também, adicionou 
uma carga de compensação para corrigir a blindagem feita nas cargas 
pontuais. Devido à soma no espaço recíproco, a utilização do método de 
Ewald pode se tornar complexa em sistemas com pouca periodicidade. 
Diante disso, Wolf desenvolveu um método eficaz independentemente 
da periodicidade do sistema ao observar que a interação eletrostática é, 
efetivamente, de curto alcance para sistemas condensados e que a 
neutralização da carga contida dentro de determinada região é crucial 
para a estabilidade do potencial. No método de Wolf
(86-90)
, a interação 
eletrostática é feita através de duas somas, uma sobre o volume neutro e 
outra, de correção de neutralização: 
 
      
              
   
    
      
              
   
 (6.9) 
A equação acima é essencialmente a forma de um potencial 
deslocado. Contudo, a neutralização da carga contida dentro de cada 
esfera de raio de corte    requer o deslocamento de uma carga imagem 
na superfície desta esfera. Este termo na energia potencial total fornece 
excelentes estimativas da energia de Madelung para diversos cristais. 
Assim, no método de Wolf é adicionado artificialmente carga ao 
sistema a fim de deixá-lo neutro e com isto, calcula-se o potencial 
eletrostático sob o volume neutro e aplica-se uma correção devido a 
adição artificial de cargas que é feita para neutralizar o sistema. Com 
isto, os termos calculados pelo método de Wolf possuem rápida 
convergência, diferentemente da lenta convergência do potencial 
coulombiano (    ). Sendo assim, em nosso método, o cálculo da 
interação eletrostática é feito pelo método de Wolf. 
Quanto ao potencial de Lennard-Jones, o mesmo é um modelo 
matemático simples para representar as forças de maior e menor 
aproximação que há entre dois átomos neutros: uma força atrativa a 
grandes distâncias (força de van der Walls) e uma força repulsiva em 
menores distâncias, relacionada ao princípio de exclusão de Pauli. 
Existem outros potenciais não ligantes para o estudo das interações 
intermoleculares, tais como o potencial de Morse, muito utilizado no 
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estudo da estrutura vibracional de moléculas diatômicas e o potencial de 




O comportamento qualitativo dos potenciais não ligantes é 
mostrado na Fig. (6.2). No gráfico à esquerda é mostrado o 
comportamento do potencial de Lennard-Jones e, à direita, o potencial 
eletrostático. 
 
Figura 6.2 Comportamento dos potenciais não ligantes em relação a distância entre 
os átomos   e  . No gráfico à esquerda é mostrado o comportamento do potencial de 
Lennard-Jones e à direita, o potencial eletrostático. 
 
 
Utilizando as Eqs. (6.3) e (6.4) na Eq. (6.2), obtemos a equação 




    
   
         
   
        
 
 
      
   
         
 
   
     
            
      
 
        
                      
                          
   




   







    
 
  











Desta forma, para fazer a propagação temporal por um intervalo 
de tempo   , a equação acima é resolvida para cada núcleo do sistema 
através do algoritmo de Verlet, o qual será descrito mais adiante. 
Os parâmetros       ,     ,   
   
 ,     ,     ,    ,     e     
podem ser obtidos de campos de força encontrados na literatura, em 







outras. Além disto, os parâmetros também podem ser determinados a 
partir da análise de dados espectroscópicos ou de cálculos ab initio. 
Em alguns campos de forças os potenciais não ligantes são 
utilizados também para calcular as interações intramoleculares do tipo 
   . Desta forma, para os pares atômicos separados por mais de três 
ligações químicas, conforme esquematizado na Fig. (6.3), são 
calculados os potenciais de Lennard-Jones e eletrostático. Quando isto 
ocorre, estes potenciais são multiplicados por um fator minorador, 
particular do campo de forças. 
 
Figura 6.3. Potenciais de Lennard-Jones e eletrostático aplicados para ligações do 
tipo    , sendo que     e       são os fatores minoradores das interações de 
Lennard-Jones e eletrostática, respectivamente. 
 
 
Uma grande deficiência dos métodos de mecânica molecular está 
no fato dos parâmetros do campo de forças não evoluírem com o tempo 
à medida que a distribuição de cargas é modificada. Por esta razão os 
métodos QM/MM tradicionais descrevem as propriedades do centro de 
reação por um formalismo quântico, pois os métodos MM tradicionais 
não podem ser utilizados para descrever reações químicas ou processos 
de transferência de carga. Além disso, os campos de forças 
parametrizados para o sistema no estado fundamental devem ser 
modificados para descrever a dinâmica molecular no estado excitado de 
forma realista. 
No método que desenvolvemos para esta tese, podemos calcular a 
dinâmica do sistema de duas maneiras diferentes: o primeiro 
procedimento, que denominamos dinâmica MM/QM sequencial, 
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consiste em calcular a dinâmica nuclear primeiramente e utilizar essas 
configurações nucleares para construir um hamiltoniano dependente do 
tempo,      , que gera a propagação eletrônica. O segundo 
procedimento, denominado dinâmica MM/QM simultânea
(13)
, considera 
o acoplamento entre as dinâmicas nuclear e eletrônica em tempo real. A 
seguir detalharemos estas duas formas de calcular a dinâmica do 
sistema. 
6.2 DINÂMICA MM/QM SEQUENCIAL 
 
Quando o sistema é estudado utilizando a dinâmica MM/QM 
sequencial, a mecânica molecular é feita considerando a estrutura 
eletrônica em seu estado fundamental, ou seja, no cálculo da trajetória 




Após calcularmos a trajetória nuclear, construímos o 
hamiltoniano que descreve a estrutura eletrônica do sistema, como 
detalhado no Cap. (2): 
 
                (6.11) 
onde      representa o conjunto das coordenadas nucleares do sistema. 
Desta forma, a dependência temporal do hamiltoniano é consequência 
do movimento nuclear, que é calculado com antecedência para o sistema 
no estado fundamental. 
A figura abaixo mostra o esquema de evolução temporal do 
sistema utilizando a dinâmica sequencial. Observe que a mecânica 
molecular, representada pela seta verde, em nenhum momento recebe 
informação da dinâmica eletrônica, ou seja, ela é realizada 
independentemente do processo de transferência de carga que ocorre no 
sistema. Esta aproximação é válida no estudo de processos de 
transferência de carga que ocorrem em uma escala temporal da ordem 
de poucos picossegundos, ou seja, menor que o tempo característico dos 
movimentos nucleares. Sendo assim, a aproximação de dinâmica 






Figura 6.4. Evolução do sistema feita através da dinâmica sequencial. Primeiramente 
é feita a mecânica molecular (seta verde) considerando a estrutura eletrônica no 
estado fundamental e em seguida, a partir da trajetória nuclear encontrada, é feita a 
dinâmica eletrônica (seta vermelha). 
 
 
Os resultados apresentados no Cap. (5) foram obtidos utilizando a 
dinâmica MM/QM sequencial, onde estudamos o processo de injeção 
eletrônica interfacial em um sistema formado por um semicondutor de 
TiO2 sensibilizado por corantes do tipo doador-ponte-aceitador (D –   – 
A). 
6.3 DINÂMICA MM/QM SIMULTÂNEA 
 
Foi mencionado anteriormente que a mecânica molecular é 
usualmente realizada com campos de força já desenvolvidos e 
conhecidos na literatura, sendo estes geralmente calculados para o 
sistema no estado fundamental. Como estudamos processos de 
transferência de carga e energia eletrônica em sistemas moleculares que 
não se encontram no estado fundamental
(9,10)
, a aproximação da 
mecânica molecular desacoplada (dinâmica MM/QM sequencial) só é 
rigorosa para processos de transferência eletrônica ultrarrápidos. Desta 
forma, para estudarmos processos que ocorrem em uma escala temporal 
mais longa, é necessário levar em conta a dependência temporal dos 
parâmetros do campo de força. 
O ideal seria reescrever os campos de forças como uma função 
temporal dependente da configuração eletrônica do sistema. Porém, 
estudar o comportamento dos campos de força em função da 
distribuição eletrônica é demasiadamente complexo e difícil de realizar 
para estruturas compostas por um grande número de átomos. Portanto, a 
ideia é continuar utilizando os campos de forças como se a estrutura 
estivesse no estado fundamental e adicionar potenciais para descrever a 
dependência temporal da configuração eletrônica. 
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Do ponto de vista físico, podemos justificar nosso tratamento 
matemático lembrando que as ligações químicas do sistema são 
decorrentes da sobreposição de inúmeros orbitais atômicos, tanto de 
caroço quanto de fronteira. Quando alguma estrutura está no estado 
excitado, a grande maioria dos orbitais envolvidos na ligação química 
não é afetada, apenas a ocupação do orbital LUMO (ou outro qualquer). 
Desta forma, como grande parte das ligações químicas não são afetadas 
profundamente pela excitação eletrônica, podemos continuar utilizando 
o campo de forças usual, mas adicionamos termos de correção para 
considerar a excitação do elétron de algum orbital de fronteira. Para isto, 
desenvolvemos o formalismo descrito a seguir. 
Os pacotes de ondas do elétron e do buraco, escritos em termos 
da base localizada, são dados por 
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. Com isto, a carga líquida no átomo  , devido à 
presença dos pacotes de ondas           e          , é dada pela soma 
das cargas de buraco e de elétron neste mesmo átomo, ou seja, 
 
          
   
 
      
  
 
    
   
 
      
  
 
  (6.13) 
onde   é a carga fundamental do elétron e     é a sobreposição dos 
orbitais eletrônicos de valência   e  . O potencial eletrostático    sentido 
pelo átomo  , localizado em   , devido à carga líquida de excitação nos 
demais átomos do sistema é dado por 
 
   
 
    
 
   
          
 
 
    
 
   
   
   
 (6.14) 
onde     é a carga líquida do átomo  , localizado em   , e a soma 
é feita sobre todos os núcleos do sistema. 
                                                          
22
 Lembrando que          , onde   é a matriz de overlap. 
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Além do potencial carga–carga descrito acima, podemos calcular 
os demais termos multipolares da interação coulombiana. O campo 
elétrico na posição em que se encontra o átomo  , devido à carga líquida 
no átomo   e dada pela equação Eq. (6.13), é 
 
     
   
    
     
        
 
   
    
   
    
 (6.15) 
Por sua vez, este campo elétrico induz um momento de dipolo elétrico 
no átomo   devido a distorção das nuvens eletrônicas do mesmo. Este 
momento de dipolo induzido no átomo   pode ser obtido através da 
relação 
 
   
            




      
    
         
         
 
 (6.17) 
onde   
  é a polarizabilidade atômica escalar
(57)
 do átomo  , obtida de 
dados experimentais e    é a parte radial da função de onda 
normalizada que descreve o orbital atômico (funções de Slater) da 
camada mais externa do átomo. Assim,     fornece a polarizabilidade 
do átomo   devido à carga líquida no átomo  . Ela é definida desta 
forma para produzir uma dependência com a distância de separação 
entre os átomos em questão, ou seja, polarizabilidade não afeta átomos 
muito próximos e estabiliza-se no valor   
  à medida que os átomos se 
afastam. Utilizando as Eqs. (6.15) e (6.17) na Eq. (6.16), encontra-se o 
momento de dipolo induzido no átomo  : 
 
   
    
  
 
    
        
        
   
 
 
   
    




Com isto, através da equação acima, é possível calcular o 
potencial eletrostático na posição do átomo  , devido aos dipolos 
induzidos, 
 
   
 
    
 
   
       
   
 
   
 (6.19) 
O campo elétrico na posição do átomo   é dado por 
 
    
 
    
  
     
           
   
  
   
   
   
  
   
 (6.20) 
Desta forma, voltando à Eq. (6.10), temos a equação que descreve 
o movimento do núcleo   para o sistema no estado excitado, 
 
  
    
   
         
   
        
 
 
      
   
         
 
   
     
            
      
 
        
                      
                       
   




   







    
 
  














   
    
   
  
   













A última linha da equação é responsável pelo acoplamento entre 
as dinâmicas eletrônica, dos pacotes de ondas, com o sistema nuclear, 
sendo que os termos na cor vermelha e azul correspondem às interações 
carga/carga e carga/dipolo induzido, respectivamente. 
A figura abaixo mostra o esquema de evolução temporal da 
dinâmica MM/QM simultânea. As dinâmicas nuclear e eletrônica são 
calculadas simultaneamente, considerando o acoplamento entre ambas. 
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Inicialmente temos as coordenadas nucleares         e a distribuição de 
carga líquida     . Evoluímos temporalmente o sistema por um 
intervalo de tempo    e então calculamos          e      , os quais 
serão utilizados para a nova propagação por   . O procedimento é 
repetido sucessivamente até evoluirmos temporalmente o sistema pelo 
intervalo de tempo desejado. 
 
Figura 6.5. Evolução do sistema feita através da dinâmica MM/QM paralela. As 
dinâmicas nuclear (seta verde) e eletrônica (seta vermelha) são calculadas 
simultaneamente, atualizando, a dada intervalo de tempo   , as coordenadas e cargas 
nas dinâmicas eletrônica e nuclear, respectivamente. 
 
 
Com a dinâmica MM/QM simultânea podemos considerar o 
acoplamento mútuo entre os graus de liberdade nucleares e eletrônicos. 
Assim, as excitações eletrônicas que ocorrem no sistema podem 
influenciar a dinâmica nuclear, tornando o método mais consistente e 
realista.  
Na próxima seção apresentamos o estudo feito utilizando as 
dinâmicas sequencial e simultânea para avaliar o efeito do acoplamento 




6.4 TRANSFERÊNCIA DE CARGA NO COMPLEXO 
[RU(BPY)3]2+: APLICAÇÃO DA DINÂMICA MM/QM 
SIMULTÂNEA 
 
Nesta seção utilizaremos o método QMMM simultâneo, 
desenvolvido no grupo DinEMol, para investigar a transferência 
eletrônica interligantes no complexo luminescente Ru(II)-tris(2,2'-
bipiridina), ou simplesmente [Ru(bpy)3]
2+
 (Fig. (6.6)), composto por um 
íon central Ru
2+
 rodeado por três ligantes bipiridina. Este complexo será 
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utilizado para analisar o método QMMMM - DinEMol pelo fato deste 




Figura 6.6. Complexo [Ru(bpy)3]
2+. As cores vermelha, cinza, azul e branca 
representam os fragmentos de rutênio, carbono, nitrogênio e hidrogênio, 
respectivamente. Quanto a figura à direita, o triângulo no centro do Ru representa o 
eixo de simetria tripla de rotação    (perpendicular ao plano da folha) e    
representa os eixos de simetria dupla de rotação do complexo, perpendiculares a    
(figura retirada da referência (48)). 
 
 
O espectro de absorção calculado
23
 para o complexo é mostrado 
na Fig. (6.7) onde podemos ver dois picos de absorção bem definidos. O 
primeiro, centrado em     nm (região ultravioleta do espectro), 
corresponde à uma transição do tipo ligante-para-ligante LC – Ligand-
centered), em que um elétron localizado em um dos ligantes bipiridina é 
fotoexcitado para o orbital LUMO deste mesmo ligante (    ). O 
segundo e mais intenso pico de absorção, centrado em     nm (região 
                                                          





    
       
    




onde   é a força de oscilador da transição          ,   é o número de 
onda da transição,   é a velocidade de propagação da luz no vácuo,   é 
a massa do elétron,   é a constante de Planck,   é a carga do elétron e 
              é o momento de dipolo da transição eletrônica entre os 
orbitais molecular   e  . 
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visível do espectro), corresponde a uma transição do tipo metal-para-
ligante (MLCT – Metal-to-ligand charge transfer), na qual um elétron 
localizado no íon Ru
2+





Figura 6.7. Espectro de absorção calculado para o complexo [Ru(bpy)3]
2+ em vácuo. 
Das linhas de transições, em vermelho, é ajustada a gaussiana, em preto. 
 
 
Pela facilidade em se descrever elétron e buraco inicialmente no 
mesmo ligante, iremos estudar o complexo excitado por uma transição 
LC. Para isto, será considerado que a transição LC é dada pela 
fotoexcitação de um elétron do orbital HOMO de um dos ligantes 
bipiridina para o orbital LUMO deste mesmo ligante. 
 
Figura 6.8.  Esquema representativo dos ligantes do complexo [Ru(bpy)3]
2+. BP1 é 
definido como sendo o ligante com a menor energia do orbital LUMO, enquanto que 






Figura 6.9. Da esquerda para a direita: Orbital HOMO do ligante BP1 (estado inicial 
do buraco); Orbital LUMO do ligante BP1 (estado inicial do elétron). 
 
 
Na Fig. (6.9) são mostrados, da esquerda para a direita, os 
orbitais HOMO e LUMO do ligante bipiridina BP1 para a estrutura em 
vácuo, respectivamente, sendo que na Fig. (6.8) é esquematizado como 
são definidos os fragmentos da estrutura. Mais adiante serão 
apresentados também alguns resultados para a excitação MLCT do 
complexo e então será detalhado como definimos os pacotes de ondas 
iniciais para esta excitação. 
6.4.1 ACOPLAMENTO COM O BANHO 
 
Antes de apresentarmos os resultados da dinâmica QMMM 
vamos descrever o acoplamento do sistema com o ambiente, descrito 
pelo algoritmo de Berendsen
(64,84,94)
. Para realizar simulações 
considerando os efeitos da temperatura e da pressão do ambiente, 
acoplamos as equações de mecânica molecular com termos que 
descrevem a interação do sistema com um banho térmico e com 
reservatório de pressão. Supondo que a temperatura do banho seja    e o 
sistema esteja a temperatura  , o algoritmo de Berendsen corrige este 
desvio de temperatura reescalonando as velocidades através do fator 
 





    
  
  






onde o parâmetro    é a constante de acoplamento. Repare que a 
equação acima é calculada com a temperatura   no instante       . 
Isto é feito porque para propagar os núcleos pelo intervalo de tempo   , 
a velocidade é calculada em duas etapas: 
 
    
  
 
           
  
 
             
Etapa 1 
 
                 
  
 
     
             
  
 
         
  
 
   Etapa 2 
onde  ,   e   são a aceleração, a velocidade e a posição, 
respectivamente, sendo que o fator   só é aplicado na segunda etapa. As 
etapas acima nada mais são que as equações resolvidas pelo algoritmo 
de Verlet para evoluir temporalmente o sistema através da resolução da 
equação de movimento para cada núcleo do sistema. 
A temperatura instantânea do sistema é dada pelo teorema da 
equipartição da energia, que relaciona a energia cinética média por 
partícula do sistema com a temperatura através da relação 
 
    
 
 
    (6.23) 
Quanto à pressão, o procedimento para impor certa pressão ao 
sistema é semelhante ao descrito acima. A pressão do sistema é 
controlada variando-se o tamanho da caixa que contem o sistema, 
através do fator 
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onde    é a constante de acoplamento e    e   são as pressões do banho 






             
 
 (6.25) 
onde  é o tensor pressão, calculado pela equação do virial: 
 
    





         
   
 
   
  (6.26) 
obtida a partir do trabalho total sobre o sistema e utilizando o teorema 
da equipartição da energia e a definição macroscópica de pressão 
(    ). Os parâmetros  ,   e   são o número de partículas, a 
temperatura e o volume do sistema, respectivamente, e    é a constante 
de Boltzmann. 
Após calculado o fator  , o tamanho da caixa é corrigido através 
da expressão 
 
                  (6.27) 
sendo que     representam os vetores que determinam o tamanho da 
caixa. 
 
Figura 6.10. Evolução temporal da temperatura e pressão do sistema [Ru(bpy)3]
2+ 
solvatado em acetonitrila) durante o processo de termalização feito considerando o 
banho com temperatura de     K e pressão de   atm. 
 
 
Na Fig. (6.10) são apresentadas as evoluções da temperatura e da 
pressão para o complexo [Ru(bpy)3]
2+
 solvatado por     moléculas de 
acetonitrila, durante a termalização em     K e   atm. À medida que a 
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dinâmica avança, a temperatura e a pressão do sistema se estabilizam 
em torno dos valores do banho, indicados em vermelho. 
Na prática, inicialmente é feito um processo de mecânica 
molecular acoplando o sistema com o banho, que se encontra a 
determinada pressão e temperatura. Após o sistema termalizar no estado 
fundamental, a última configuração molecular (posições e velocidades 
nucleares) calculada é utilizada como ponto de partida para o cálculo da 
dinâmica eletrônica, geralmente feito considerando o sistema isolado, 
desacoplado ao banho (ensemble microcanônico). 
6.4.2 TESTE NO MÉTODO QMMM/DINEMOL 
SIMULTÂNEO 
 
Há duas maneiras de avaliar a convergência das simulações. A 
primeira delas, além de avaliar a precisão dos resultados, auxilia na 
escolha do intervalo de tempo    que deve ser utilizado para calcular a 
dinâmica do sistema. Ela consiste em analisar, ao longo da simulação, as 
partes real e imaginária da energia dos pacotes de ondas do elétron e do 
buraco. Como a energia do pacote de ondas deve ser real, o tamanho da 
parte imaginária indica o erro na propagação quântica dos pacotes de 
onda. 
Na Fig. (6.11) são mostradas as partes real (painel superior) e 
imaginária (painel inferior) da energia durante a dinâmica quântica do 
pacote de ondas do elétron no complexo [Ru(bpy)3]
2+
. Observe que as 
flutuações da parte imaginária aumentam com   , além disso, a 
componente imaginária cresce à medida que a dinâmica avança. Com 
isto, concluímos que para estudar processos de transferência eletrônica 
no complexo [Ru(bpy)3]
2+
 em tempos maiores que   picossegundo, 
considerando o acoplamento mútuo elétron-núcleo, o intervalo de tempo 
   utilizado no cálculo da dinâmica dever ser menor ou igual a     
fentossegundos. 
No entanto, se a dinâmica for calculada pela dinâmica MM/QM 
sequencial, esta sensibilidade ao passo temporal    diminui 






Fugira 6.11. Parte real (painel superior) e imaginária (painel inferior) do pacote de 




Para validar os resultados da dinâmica nuclear, verificamos a 
conservação da energia mecânica total do sistema nuclear para uma 
simulação feita no ensemble microcanônico. Com o sistema isolado, sua 
energia deve ser constante ao longo de toda a dinâmica. 
Consequentemente, as energias cinética ( ) e potencial ( ) devem 
apresentar comportamento completamente inverso, ou seja, se a energia 
cinética/potencial aumentar, a potencial/cinética deve diminuir pelo 
mesmo valor. Desta forma, os desvios padrão das energias cinética (  ) 
e potencial (  ) devem ser aproximadamente iguais,      . Ao 
mesmo tempo, tais desvios devem ser muito maiores que o desvio 





Figura 6.12. Energias cinética   (curva em azul), potencial   (curva em vermelho) e 
mecânica   (curva em preto) durante a mecânica molecular do complexo 
[Ru(bpy)3]
2+ em vácuo no ensemble microcanônico. Os desvios padrões encontrados 
foram:            eV,          eV e            eV. 
 
 
Nas Figs. (6.12) e (6.13) são mostradas as energias mecânica, 
cinética e potencial para o complexo [Ru(bpy)3]
2+
 em vácuo e em 
solução de     moléculas de acetonitrila, respectivamente24. Observe 
que a energia mecânica total, em preto, permanece constante ao longo 
de toda dinâmica, enquanto que as energias potencial (em vermelho) e 
cinética (em azul) sofrem maiores variações ao longo do tempo. Para os 
dados apresentados nas Figs. (6.12) e (6.13), encontramos       e 
                . 
Para os dados das Figs. (6.12) e (6.13) encontramos $       
     e            , respectivamente. Esta maior precisão observada 
para a simulação do complexo em solução se deve ao número maior de 
graus de liberdade do sistema. O ideal seria termos            , 
para melhorar essa precisão, devemos diminuir o intervalo de tempo   . 
  
                                                          
24
 A energia cinética do sistema é definida como a soma da energia 
cinética de todos os átomos do sistema. Já a energia potencial é dada 
pela soma do potencial sentido por cada átomo (Eq. (6.21)). 
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Figura 6.13. Energias cinética   (curva em azul), potencial   (curva em vermelho) e 
mecânica   (curva em preto) durante a mecânica molecular do complexo 
[Ru(bpy)3]2+ solvatado em acetonitrila (    moléculas) no ensemble 
microcanônico. Os desvios padrões encontrados foram:             eV, 
          eV e        
   eV. 
 
 
Em resumo, através da análise da energia dos pacotes de ondas 
eletrônicos podemos avaliar a precisão do cálculo da dinâmica 
eletrônica, auxiliando na escolha do intervalo de tempo    que deve ser 
utilizado e, através da análise da conservação da energia nuclear no 
ensemble microcanônico durante a mecânica molecular, identificar se o 
código apresenta algum problema. 
Além das análises da energia dos pacotes de ondas e da energia 
nuclear, também avaliamos a convergência das ocupações eletrônicas no 
sistema, em função do parâmetro   . Para isto, fazemos vários cálculos 
da dinâmica do sistema, com diferentes intervalos de tempos    e, então, 
avaliamos a convergência da ocupação eletrônica. Na Fig. (6.14) 
mostramos resultados de dinâmica quântica para a ocupação dos pacotes 
eletrônico (el) e de buraco (hl) nos fragmentos DNR=BP1, BP2, BP3 e 
no íon Ru
2+
, calculados para a excitação LC para intervalos de tempo    
de      e 0    fs. A simulação foi realizada com o acoplamento 
QMMM (dinâmica simultânea). Observe que para os intervalos de 
tempo utilizados, as curvas convergem perfeitamente, indicando que a 
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adoção de um intervalo temporal         fs é suficiente para validar a 
discretização do hamiltoniano para este sistema e para processos que 
ocorrem em aproximadamente      picossegundos. Concluímos, 
portanto, que a sensibilidade da energia dos pacotes de ondas é muito 
maior que a da ocupação eletrônica. 
 
Figura 6.14. Dinâmica da excitação LC do complexo [Ru(bpy)3]2+. As curvas 
representadas por linha contínua foram calculadas com         fs e as curvas com 
pontos com         fs. 
 
6.4.3 TRANSFERÊNCIA ELETRÔNICA INTERLIGANTES 
 
Na Fig. (6.15) são mostradas as dinâmicas do elétron excitado no 
complexo [Ru(bpy)3]
2+
 calculadas através das dinâmicas sequencial e 
simultânea, sem o acoplamento elétron-buraco, para concentrar a análise 
apenas no mecanismo de acoplamento elétron-núcleo. A curva de 
ocupação na cor preta foi calculada através da dinâmica sequencial, 
enquanto que a curva na cor vermelha foi calculada considerando o 
acoplamento QMMM. 
Podemos ver, das curvas de ocupação, que até aproximadamente 
    ps as dinâmicas permanecem correlacionadas, indicando, como 
esperado, que para esta escala temporal o acoplamento elétron-núcleo 
não desempenha papel importante na dinâmica eletrônica deste sistema 
118 
 
que possui estrutura molecular rígida. Porém, é difícil obter informação 
precisa da análise direta dos gráficos apresentados na Fig. (6.15). Para 
tanto, utilizaremos a função de correlação de pares. 
 
Figura 6.15. Ocupação eletrônica nos ligantes BP $ do complexo [Ru(bpy)3]2+. A 
curva em preto foi calculada através da dinâmica sequencial e as curvas em 




Definindo as funções    e    que descrevem a ocupação 
eletrônica no fragmento   ($  BP1, BP2 ou BP3) com acoplamento 
elétron-núcleo ligado (ON) e desligado (OFF), respectivamente. A 
função de correlação temporal        entre estas duas funções é dada 
por 
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          (6.31) 
A correlação de pares pode assumir valores entre    e  . Para alguns 
casos particulares temos o seguinte comportamento: 
 
     
                               
                                           
                                         
  
 
Figura 6.16. No painel superior são mostradas, nas cores preta e vermelha, a 
ocupação eletrônica no ligante BP1 desconsiderando e considerando o acoplamento 
elétron-núcleo, respectivamente. No painel inferior, é mostrada a curva de 





Calculamos a correlação entre a dinâmica eletrônica sequencial e 
simultânea considerando diferentes situações. Porém, antes de 
apresentar os resultados, descrevemos abaixo a notação utilizada nos 
gráficos seguintes: 
 
          MM/QM sequencial no estado fundamental; 
          MM/QM simultânea na excitação LC; 
      MM/QM simultânea na excitação MLCT. 
 
Na Fig. (6.16), apresentamos, no painel superior, a ocupação 
eletrônica no ligante BP1 do complexo para os casos GS (preto) e LC 
(vermelho). No painel inferior, apresentamos a correlação entre as duas 
curvas de ocupação eletrônica. Podemos ver que inicialmente há uma 
rápida perda de correlação, dentro dos primeiros   ps de dinâmica e, em 
seguida, a correlação vai se perdendo mais lentamente. Nas Figs. (6.17) 
e (6.18) são mostrados resultados para os ligantes BP2 e BP3, 
respectivamente. 
 
Figura 6.17. No painel superior são mostradas, nas cores preta e vermelha, a 
ocupação eletrônica no ligante BP2 desconsiderando e considerando o acoplamento 
elétron-núcleo, respectivamente. No painel inferior, é mostrada a curva de 





Figura 6.18. No painel superior são mostradas, nas cores preta e vermelha, a 
ocupação eletrônica no ligante BP3 desconsiderando e considerando o acoplamento 
elétron-núcleo, respectivamente. No painel inferior, é mostrada a curva de 
correlação entre as duas ocupações eletrônicas mostradas no painel superior. 
 
 
Podemos ver, através das curvas de ocupação eletrônica, que as 
dinâmicas eletrônicas em todos os ligantes permaneceram praticamente 
idênticas até aproximadamente     fs, mostrando que a coerência do 
acoplamento simultâneo elétron-núcleo tem papel secundário para 
escalas temporais menores que     fs. 
A partir de     fs, a dinâmica eletrônica sequencial e simultânea 
começa a diferir uma da outra. Para determinar com maior precisão o 
tempo em que a coerência do acoplamento elétron-núcleo torna-se 
relevante na dinâmica do sistema, calculamos a correlação entre as 
dinâmicas acopladas e desacopladas. 
Para melhorar a estatística, fizemos três dinâmicas não 
correlacionadas (condições iniciais diferentes) e então calculamos a 
correlação GS/LC. Além disso, consideramos que a perda de correlação 
das curvas de ocupação eletrônica apresenta o maior decaimento em 
todos os três ligantes bipiridinas. Desta forma, na Fig. (6.19) é mostrada, 
na cor vermelha, a média das nove curvas de correlação calculada, com 
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o desvio padrão representado pelas barras verticais, para os pacotes de 
ondas do elétron e do buraco. 
 
Figura 6.19. Média de nove curvas de correlação eletrônica (3 curvas para cada 
ligante) calculadas entre as dinâmicas eletrônicas desacoplada e a calculada 
considerando o acoplamento elétron-núcleo da excitação LC. O desvio padrão é 
representado pelas barras verticais. O “zoom” apresentado em cada painel mostra a 
curva de correlação nos primeiros instantes da dinâmica. 
 
 
O “zoom” apresentado em cada painel da Fig. (6.19) mostra a 
curva de correlação nos primeiros instantes da dinâmica. Pode-se ver 
que o decaimento, inicialmente, não é exponencial, pois as dinâmicas 
partem da mesma condição inicial (mesmas posições e velocidades 
nucleares), diferindo apenas no acoplamento QMMM que é considerado 
a partir de     fs. 





Os resultados apresentados até aqui foram obtidos considerando 
apenas o termo carga/carga da Eq. (6.21) (na cor vermelha). Nesta seção 
mostraremos alguns resultados considerando o termo carga/dipolo 
induzido da Eq. (6.21) (cor azul) para avaliar a relevância desta 
interação no acoplamento elétron-núcleo. 
 
Figura 6.20. Ocupações eletrônicas (painel superior) com diferentes acoplamentos 
elétron-núcleo e curvas de correlação (painel inferior) para o ligante BP1, 
considerando a excitação LC do complexo [Ru(bpy)3]
2+. A curva em preto (GS) foi 
calculada sem acoplamento elétron-núcleo. As curvas nas cores vermelha (LC com 
DP) e verde (LC sem DP) foram calculadas com acoplamento elétron-núcleo 
considerando e desconsiderando a interação carga/dipolo induzido, respectivamente. 
No painel inferior são mostradas as correlações GS/LC com DP (curva azul) e 
GS/LC sem DP (curva magenta). 
 
 
Na Figs. (6.20), (6.21) e (6.22) são mostradas, respectivamente, 
para os ligantes BP1, BP2 e BP3, as ocupações eletrônicas com 
diferentes acoplamentos (painéis superiores) e as curvas de correlação 
(painéis inferiores), considerando a excitação LC do complexo 
[Ru(bpy)3]
2+
. As curvas em preto (GS) foram calculadas sem 
acoplamento elétron-núcleo, enquanto que as curvas na cor vermelha 
(LC com DP) e verde (LC sem DP) foram calculadas com acoplamento 
elétron-núcleo considerando e desconsiderando a interação carga/dipolo 
induzido, respectivamente. Nos painéis inferiores são mostradas as 
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curvas de correlação entre as ocupações GS e LC com DP (curva azul) e 
GS e LC sem DP. 
 
Figura 6.21. Ocupações eletrônicas (painel superior) com diferentes acoplamentos 
elétron-núcleo e curvas de correlação (painel inferior) para o ligante BP2, 
considerando a excitação LC do complexo [Ru(bpy)3]
2+. A curva em preto (GS) foi 
calculada sem acoplamento elétron-núcleo. As curvas nas cores vermelha (LC com 
DP) e verde (LC sem DP) foram calculadas com acoplamento elétron-núcleo 
considerando e desconsiderando a interação carga/dipolo induzido, respectivamente. 
No painel inferior são mostradas as correlações GS/LC com DP (curva azul) e 
GS/LC sem DP (curva magenta). 
 
 
Das curvas de correlação eletrônica podemos ver que a interação 
carga/dipolo induzido causa uma perda de correlação muito mais rápida 
do que a observada quando não é considerada tal interação no 
acoplamento elétron-núcleo. De acordo com a curva na cor azul, 
podemos ver que a correlação é completamente perdida dentro do 
primeiro picossegundo de simulação, enquanto que para o caso em que a 
interação carga/dipolo induzido é ignorada (curva na cor magenta), a 
perda de correlação é mais lenta. Tal comportamento é observado para 
os três ligantes bipiridina, mostrando que a perda de correlação se dá da 




Figura 6.22. Ocupações eletrônicas (painel superior) com diferentes acoplamentos 
elétron-núcleo e curvas de correlação (painel inferior) para o ligante BP3, 
considerando a excitação LC do complexo [Ru(bpy)3]
2+. A curva em preto (GS) foi 
calculada sem acoplamento elétron-núcleo. As curvas nas cores vermelha (LC com 
DP) e verde (LC sem DP) foram calculadas com acoplamento elétron-núcleo 
considerando e desconsiderando a interação carga/dipolo induzido, respectivamente. 
No painel inferior são mostradas as correlações GS/LC com DP (curva azul) e 
GS/LC sem DP (curva magenta). 
 
 
Todos os resultados apresentados até aqui foram obtidos 
considerando a excitação LC do complexo [Ru(bpy)3]
2+
. Porém, 
mostraremos alguns resultados obtidos para a excitação MLCT. Para 
estudarmos o complexo na excitação MLCT consideramos que a mesma 
é dada pela fotoexcitação do elétron de maior energia do íon Ru
2+
 para o 
orbital LUMO de um dos ligantes. Sabemos que o íon de rutênio (Ru
2+
) 
apresenta orbitais de fronteira do tipo  , sendo que ambos possuem a 
mesma energia, ou seja, são degenerados. Porém, quando o complexo é 
formado, há uma separação energética entre os orbitais    ,    ,     
(menor energia) e os orbitais        e     (maior energia), devido à 
perturbação eletrostática causada pelos ligantes. Desta forma, 
escrevemos o pacote de ondas inicial do buraco na excitação MLCT 





       
 
  
              (6.30) 
 
Figura 6.23. Da esquerda para a direita: Pacote de ondas da Eq. (6.32) (estado inicial 




Na Fig. (6.23) são mostrados os pacotes de ondas de buraco 
(esquerda) e de elétron (direita) em    . O pacote eletrônico na 
excitação MLCT é definido como o orbital LUMO do ligante BP1 e o 
pacote de buraco é dado na Eq. (6.32). 
Na Figs. (6.24), (6.25) e (6.26) são mostradas, respectivamente, 
para os ligantes BP1, BP2 e BP3, as ocupações eletrônicas com 
diferentes acoplamentos (painéis superiores) e as curvas de correlação 
(painéis inferiores), considerando a excitação LC do complexo 
[Ru(bpy)3]
2+
. As curvas em preto (GS) foram calculadas sem 
acoplamento elétron-núcleo, enquanto que as curvas nas cores vermelha 
(MLCT com DP) e verde (MLCT sem DP) foram calculadas com 
acoplamento elétron-núcleo considerando e desconsiderando a interação 
carga/dipolo induzido, respectivamente. Nos painéis inferiores são 
mostradas as curvas de correlação entre as ocupações GS e MLCT com 






Figura 6.24. Ocupações eletrônicas (painel superior) com diferentes acoplamentos 
elétron-núcleo e curvas de correlação (painel inferior) para o ligante BP1, 
considerando a excitação MLCT do complexo [Ru(bpy)3]
2+. A curva em preto foi 
calculada sem acoplamento. As curvas nas cores vermelha e verde foram calculadas 
com acoplamento considerando e desconsiderando a interação carga/dipolo 
induzido, respectivamente. No painel inferior são mostradas as correlações 






Figura 6.25. Ocupações eletrônicas (painel superior) com diferentes acoplamentos 
elétron-núcleo e curvas de correlação (painel inferior) para o ligante BP2, 
considerando a excitação MLCT do complexo [Ru(bpy)3]
2+. A curva em preto foi 
calculada sem acoplamento. As curvas nas cores vermelha e verde foram calculadas 
com acoplamento considerando e desconsiderando a interação carga/dipolo 
induzido, respectivamente. No painel inferior são mostradas as correlações 







Figura 6.26. Ocupações eletrônicas (painel superior) com diferentes acoplamentos 
elétron-núcleo e curvas de correlação (painel inferior) para o ligante BP3, 
considerando a excitação MLCT do complexo [Ru(bpy)3]
2+. A curva em preto foi 
calculada sem acoplamento. As curvas nas cores vermelha e verde foram calculadas 
com acoplamento considerando e desconsiderando a interação carga/dipolo 
induzido, respectivamente. No painel inferior são mostradas as correlações 
GS/MLCT com DP e GS/MLCT sem DP. 
 
 
Das curvas de correlação eletrônica das Figs. (6.24), (6.25) e 
(6.26) podemos ver que, ao contrário do observado para a excitação LC, 
a interação carga/dipolo induzido não afeta a perda de correlação na 
excitação MLCT. Observamos que a perda de correlação se dá da 
mesma forma para os três ligantes do complexo, independente da 
interação caga/dipolo induzido. %Isto ocorre porque na excitação 
MLCT o buraco está mais localizado no íon central Ru
2+
, enquanto que 
na excitação LC, o buraco está deslocalizado e sua ocupação em cada 
ligante do complexo varia bastante ao longo da dinâmica. 
Na Fig. (6.27) é mostrada a ocupação de buraco em cada 
fragmento do complexo e também o desvio padrão calculado para os 
primeiros     fs iniciais de dinâmica. Pode-se ver que o desvio padrão 
na excitação LC é bem maior que na excitação MLCT, indicando que a 
perturbação causada pela interação carga/dipolo induzido do potencial 
de acoplamento elétron-núcleo é maior na excitação LC, causando a 
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perda de correlação mais pronunciada e que não foi observada na 
excitação MLCT. 
 
Figura 6.27. Ocupações de buraco nos ligantes bipiridina e no íon central para as 
excitações LC e MLCT, ambas calculadas com acoplamento elétron-núcleo. Em 
cada painel é apresentado o desvio padrão das ocupações em cada fragmento do 
complexo nos primeiros     fs iniciais de dinâmica (   ). 
 
 
Desta forma, detalhamos aqui como é feito o acoplamento entre 
os graus de liberdade eletrônicos e nucleares no método 
QMMM/DinEMol e apresentamos os principais resultados obtidos, 
mostrando o efeito do acoplamento elétron-núcleo durante a evolução 
temporal de estados fotoexcitados do complexo [Ru(bpy)3]
2+
, sendo que 
os resultados apresentados aqui foram submetidos e aceitos para 




7 CONCLUSÃO E PERSPECTIVAS FUTURAS 
 
Processos de transferência de carga são fundamentais em várias 
áreas da Física, Química e Biologia. Em particular, são de extrema 
importância para o desenvolvimento de dispositivos de conversão de 
energia
(1-3)
. Porém, apesar da relevância de tais processos, ainda há 
poucos métodos teóricos que descrevam fenômenos de separação e 
transferência de carga em nível molecular e de forma realista. 
A principal proposta deste trabalho foi aprimorar um método 
teórico computacional que fosse capaz de descrever de forma realista e 
eficiente os processos de transferência de carga e energia em sistemas 
moleculares e supramoleculares. Tal método, denominado aqui de 
QMMM/DinEMol, é baseado na teoria de Hückel estendida com a 
inclusão de potenciais para considerar interações específicas que podem 
ocorrer no sistema, as quais não são consideradas originalmente pelo 
método de Hückel estendido. 
Em sua primeira versão, o método descrevia as dinâmicas nuclear 
e eletrônica separadamente, através de mecânica molecular e mecânica 
quântica, sendo esta última aplicada a todo o sistema, desconsiderando o 
acoplamento entre estas duas dinâmicas. Com o fim deste trabalho, é 
possível considerar em nosso método tal acoplamento, considerando o 
acoplamento entre os graus de liberdades nucleares e eletrônicos. Desta 
forma, pode-se estudar sistemas moleculares de duas formas: através da 
dinâmica MM/QM sequencial
(8-12)
, onde a mecânica molecular é 
calculada considerando a estrutura eletrônica no estado fundamental ou 
então, através da dinâmica MM/QM simultânea
(13)
, onde é as dinâmicas 
eletrônica e nuclear são calculadas simultaneamente e a excitação 
eletrônica é considerada na mecânica molecular do sistema. 
Ao longo do texto descrevemos detalhadamente o método 
desenvolvido: No segundo capítulo foi descrito  o formalismo quântico 
semiempírico utilizado em nosso método. Também foram apresentados 
alguns detalhes quanto às bases atômica, molecular e dual, e como são 
construídos os projetores que utilizamos para projetar um pacote de 
ondas eletrônico de uma base para a outra. 
No terceiro capítulo foi revisado como a dinâmica quântica 
eletrônica do sistema é descrita
25
: Através do método de Chebyshev, 
                                                          
25




onde o pacote de ondas eletrônico é propagado na base dos orbitais 
atômicos ou, através do método combinado AO/MO, onde o pacote é 
propagado na base dos orbitais moleculares. Para finalizar o capítulo, foi 
discutida a validade da aproximação adiabática durante a propagação 
eletrônica. 
No quarto capítulo derivamos os termos de interação dipolar intra 
e intermolecular e interação coulombiana e detalhamos como são 
considerados dentro do método de Hückel estendido. 
No Cap. (5), apresentamos um estudo
(9)
 onde utilizamos o 
método QMMM com dinâmica sequencial para investigar o processo de 
transferência de carga eletrônica interfacial em um sistema formado por 
um semicondutor de TiO2 sensibilizado por corantes do tipo doador-
ponte-aceitador (D –   – A). Sendo este um resultado direto de uma das 
metas desta tese: incluir, em nosso modelo computacional, a interação 
coulombiana que há entre o elétron fotoexcitado e o buraco criado com 
a excitação do sistema. 
No capítulo Mecânica Molecular e Acoplamento QM/MM, foi 
mostrado o método de mecânica molecular utilizado para fazer a 
dinâmica nuclear do sistema e também, foi detalhada como são feita as 
dinâmicas sequencial e paralela, mostrando como a excitação eletrônica 
do sistema é considerada na mecânica molecular. Vimos, através da 
ocupação eletrônica no sistema e da análise das funções correlações de 
pares, que a dinâmica sequencial é válida para processos de 
transferência de carga ultrarrápidos (   ps), pois para tempos maiores, 
as ocupações eletrônica com e sem acoplamento QM/MM começam 
diferirem-se. 
O método desenvolvido se mostrou ser eficiente no estudo de 





e recentemente foi utilizado no estudo de processos de transferência de 
carga e energia em tríades
(12)
 e em sistemas heterogêneos. Com o 
desenvolvimento deste trabalho, os dois principais objetivos da tese 
resultaram em publicações (Refs. (10) e (13). Além disto, publicamos 
um capítulo de livro (Ref. (11)) detalhando o método 
QMMM/DinEMol. 
Quanto à divulgação do método, todo o código desenvolvido está 
disponível de forma gratuita através do site 
http://code.google.com/p/charge-transfer/ onde as rotinas podem ser 
baixadas e utilizadas livremente. 
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7.1 PERSPECTIVAS FUTURAS 
 
Um problema que surge quando é considerado a interação 
coulombiana elétron-buraco e o acoplamento QM/MM é que o problema 
se torna não linear, influenciando diretamente na convergência das 
propriedades calculadas ao longo da simulação, como por exemplo, a 
ocupação eletrônica no sistema, as energias dos pacotes de ondas e a 
energia nuclear. Uma consequência direta da não linearidade do 
problema é a necessidade de diminuir o intervalo de tempo    que é 
utilizado ao longo da dinâmica, aumentando o custo computacional. 
Constatamos que, quando consideramos o acoplamento QM/MM, a 
convergência da energia nuclear é bem mais instável que a da ocupação 
eletrônica, ou seja, o    para o qual a energia nuclear converge é bem 
menor que aquele para o qual a ocupação eletrônica converge. Talvez 
um dos principais pontos a ser trabalho futuramente seja este, pois até 
então, a escolha do    que é utilizado para discretizar o hamiltoniano e 
as coordenadas nucleares é feita da análise de várias simulações 
calculadas com diferentes intervalos de tempo. O ideal seria encontrar, 
se possível, uma maneira de “estabilizar” a dinâmica de maneira geral, 
se a necessidade de analisar o comportamento do sistema em função do 
intervalo de tempo. 
Por fim, talvez o último efeito que ainda não está implementado 
em nosso método e que pode desempenhar papel importante em 
sistemas moleculares fotoexcitados, principalmente na presença de 
metais de transição, é o acoplamento spin-órbita. O elétron fotoexcitado, 
imediatamente após a excitação, possui orientação de spin oposta a do 
spin do elétron que se encontra no orbital onde ocorreu a fotoabsorção, 
sendo que este estado tem energia maior que aquele em que o elétron 
possui spin eletrônico com a mesma orientação do elétron que 
permanece no estado onde houve a fotoabsorção. Desta forma, esta 
inversão de spin que ocorre no sistema após a fotoexcitação é causada 
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A. APROXIMAÇÃO DE BORN-OPPENHEIMER 
 
Em estudos de sistemas moleculares, é muito comum ser utilizada 
a aproximação de Born-Oppenheimer
(72-77)
. Tal aproximação consiste 
em assumir que as autofunções do sistema molecular podem ser 
separadas em uma parte nuclear e outra eletrônica e, analogamente, para 
as variáveis nucleares e eletrônicas, tal que 
 
                                  (A.1) 
onde  e   representam, respectivamente, as funções de onda nuclear e 
eletrônica e   é a função de onda total. O hamiltoniano do sistema 
molecular é dado por 
 
    
  
   





    
  
 
   
     
  
  
   












    
 
    
   
  
              








Na Eq. (A.1), observe que a função de onda eletrônica,  , 
depende parametricamente das coordenadas nucleares     , além das 
coordenadas eletrônicas    , enquanto que a função de onda nuclear, , 
depende apenas das coordenadas nucleares. Com isto, podem-se 
descrever aproximadamente as funções de onda nuclear e eletrônica. 
Assim, resolve-se a equação de Schrödinger para o hamiltoniano 
eletrônico    , para o movimento de     elétrons sob um potencial 
gerado por      cargas pontuais, ou seja, 
 
           (A.3) 
Como o movimento eletrônico é muito mais rápido que o nuclear, 
é razoável utilizar o valor médio das coordenadas eletrônicas no 
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hamiltoniano nuclear. Desta forma, utilizando as Eqs. (A.2) e (A.3), 
tem-se 










    
 
    
   
  
                             
         
  
   





    
  
 
   
     
  
  
   
   
















O termo     , na equação acima, é a superfície de energia 
potencial sentida pelos núcleos (Fig. (A.1)). Na aproximação de Born-
Oppenheimer os núcleos se movem nesta superfície de energia 
potencial, que é obtida pela solução do problema eletrônico tomando-se 
a posição dos núcleos como parâmetros no hamiltoniano eletrônico. A 
equação de Schrödinger para os núcleos torna-se então 
 
            (A.5) 
de onde se obtém o comportamento vibracional, rotacional e 
translacional do sistema molecular. O termo   na equação acima é a 
energia total do sistema na aproximação de Born-Oppenheimer, na qual 
está incluída a energia nuclear e eletrônica. 
 





Através da aproximação de Born-Oppenheimer, podemos separar 
os movimentos nuclear e eletrônico. A grande maioria dos métodos de 
simulação de dinâmica molecular utiliza esta aproximação para tratar 
independentemente elétrons e núcleos, desprezando efeitos não 
adiabáticos. Os efeitos não adiabáticos ocorrem quando há acoplamento 
entre as superfícies de energia potencial, os quais podem ser causados 
pela interação destas superfícies ou por excitação elétron-núcleo
(95)
. 
No método apresentado nesta tese, não resolvemos o problema 
nuclear por meio da resolução da Eq. (A.3), mas sim, por meio de 
equações clássicas, para um campo de forças também clássico, como 
detalhado no Cap. (6). O tratamento semiclássico dos núcleos pode ser 









B. TEOREMA DE HELLMANN-FEYNMAN 
 
O teorema de Hellmann-Feynman (HF) relaciona a derivada 
parcial da energia total do sistema, em relação a determinado parâmetro, 
com o valor médio da derivada do hamiltoniano, em relação a este 
mesmo parâmetro
(96-98)
. Tal teorema é muito útil em física do estado 
sólido e física atômica e molecular, podendo ser aplicado, por exemplo, 
para calcular forças em teorias semiclássicas, bem como para encontrar 
o valor esperado de determinada propriedade. 
Através do teorema de Hellmann-Feynman é possível definir a 
força generalizada sobre um sistema atômico devido à variação de 
algum parâmetro. Classicamente, dado um potencial     , podemos 
definir uma força generalizada como            . Contudo, em 
mecânica quântica, existem dois caminhos possíveis para “implementar” 
esta aproximação: Para um hamiltoniano quântico      , pode-se definir 
a força generalizada como               . Alternativamente, é 
possível calcular o valor esperado de          , no estado  , ou seja, 
                     . Por meio do teorema HF é possível 
verificar, como mostraremos na Eq. (B.5), que estas duas definições 
podem ser completamente equivalentes. 
A equação de Schrödinger independente do tempo é dada por 
 
                        (B.1) 
onde   ,   e   são, respectivamente, o hamiltoniano, a energia do 
sistema e o estado do sistema, com 
 
          (B.2) 
escrito como uma combinação de autofunções do hamiltoniano
26
. 
Multiplicando a Eq. (B.1) à esquerda por      e utilizando a Eq. (B.2), 
encontramos 
 
                         (B.3) 
                                                          
26
 Se o pacote de ondas $|\Psi\rangle$ for estacionário, o mesmo não 




Derivando a equação acima com relação ao parâmetro  , tem-se 
 





                                                        
                   
     
  
                  
     
  
       
                                                                    
     
  
  
                    
     
  
             
     
  
       
                                                        
     
  
  
            
 
  
                  
     
  














Por fim, utilizando a Eq. (B.2) na equação acima, obtemos 
 
     
  
       
      
  
        (B.5) 
que é a equação do teorema de Hellmann-Feynman, também conhecida 
como a forma diferencial do teorema HF. Este resultado é válido apenas 
para as funções de onda que satisfazem a Eq. (B.1). Através da forma 
diferencial é possível chegar também à forma integral do teorema. 
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Por fim, fazendo o mesmo procedimento feito na Eq. (B.4) e 






        
         
  
          
        
  
          (B.8) 
A equação acima está relaciona à força para um dado grau de 
liberdade  . Se o parâmetro   for, por exemplo, o vetor posição de um 
dado núcleo, então o lado esquerdo da equação acima é simplesmente a 




B.1 FORÇA MOLECULAR 
 
Uma aplicação comum do teorema HF é no cálculo de forças 
moleculares. A força    associada ao parâmetro   é tal que      mede o 
trabalho virtual feito ao longo do deslocamento   . Portanto, 
 




Assim, considerando que o parâmetro   da Eq. (B.5) representa a 
componente   (       ) da coordenada do núcleo   e utilizando a 
forma diferencial do teorema HF, a força na direção   sobre o núcleo   
é dada por 
 
  
      
   
   
     (B.10) 
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Considerando um sistema molecular composto por   elétrons e   
núcleos, seu hamiltoniano, desconsiderando efeitos relativísticos e de 




                 
 
       
 




                    
    
         
 
   
 
 
   
  






                
 




                    
    
         
 
   
 
 
   
  














Da equação acima sabemos que           
              
  
         
   .Com isto, temos que 
 
   
    
  
 
    
    
    
         
 
   
 
 
   
  






                 
  
    
 
           
 
 
   
  
  
    
 








Voltando à Eq. (B.10) e escrevendo-a em termos da densidade de 
carga eletrônica  , encontramos 
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 Como a equação acima já foi apresentada várias vezes ao longo do 





            
  
    
 
        
     
  
    
 
         
 
 
   
   (B.13) 
Uma forma muito comum de escrever a equação anterior é em 
termos do campo elétrico: 
 
  
              
        
  
    
 
         
 
 
   
   (B.14) 
onde   
 
 é o campo elétrico gerado pelo núcleo   na direção  . Através 
das Eqs. (B.13) e (B.14) é possível calcular a força que determinado 
núcleo do sistema está sofrendo e então, encontrar distâncias de ligações 
e ângulos de equilíbrio, entre outras propriedades. 
Através deste teorema e definindo o parâmetro   como sendo a 
coordenada do núcleo   e assumindo não haver campos externos, 
Feynman mostrou
(96,99)
 que a força sobre um núcleo devido aos outros 
núcleos e aos elétrons, para uma configuração específica do sistema, é 
exatamente o que seria calculado por eletrostática clássica devido aos 
outros núcleos e à densidade de carga eletrônica. Este resultado é 
conhecido como teorema eletrostático
(99)
. 
Podemos ver que os termos de interação elétron-núcleo e núcleo-
núcleo da Eq. (B.13) são inversamente proporcionais ao quadrado da 
distância. Se olharmos para a Eq. (6.21)
28
 que descreve, em nosso 
                                                          




método, a força sobre o átomo  , podemos ver que um dos termos de 
acoplamento elétron-núcleo e o potencial coulombiano (termo 
coulombiano do campo de forças) também possuem esta dependência 
com a distância. Porém, em nosso método há termos adicionais, pois as 
interações são descritas por campos de forças onde, resumidamente, as 
interações intramoleculares são descritas por campos de interação 
ligante, de torção e de deformação diédrica e, as interações 




                                                                                                                           
           
   
        
 
 
      
   
         
 
   
           
            
      
 
        
                                      
         
   




   







    
 
  














   
    
   
  
   













C. TEOREMA DE EHRENFEST 
 
No apêndice anterior vimos que através do teorema de Hellmann-
Feynman é possível calcular propriedades semiclássicas para estados 
estacionários do sistema, tais como forças. Neste apêndice iremos 
apresentar o teorema de Ehrenfest
(100-103)
, através do qual podemos 
encontrar equações de movimento para o sistema. 
O teorema de Ehrenfest é expresso matematicamente pela relação 
 





         
  
  
   (C.1) 
onde   é um observável e   é o hamiltoniano do sistema. 
Derivando, em relação ao tempo, o valor médio do operador  , 
temos 
 









         
  
  







           
  
  









Da equação de Schrödinger, utilizamos as relações 
 





      (C.3) 
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      (C.4) 
Para obter a fórmula de Ehrenfest, utilizamos as equações acima 
na Eq. (C.2). Com isto, obtemos 
 





         
 
 
          
  
  











C.1 CONEXÃO COM AS EQUAÇÕES DE MOVIMENTO 
SEMICLÁSSICAS 
 
Considerando um sistema físico unidimensional composto por 
uma partícula de massa   movendo-se em um campo vetorial 
conservativo, o hamiltoniano é dado por 
 
         
  
  
        (C.6) 
Através do teorema de Ehrenfest, temos que 
 





         
  
  
  (C.7) 
Como o operador   não tem dependência temporal explícita 
(       ) e comuta com ele mesmo (        ), da equação acima 
temos que 
 





             (C.8) 
Sabendo que       , reescrevemos a equação acima na forma 
integral, 
 





                                                
                                                     
                            
            
       
  










Ademais, através do teorema de Ehrenfest, encontra-se 
 





         
  
  




            
  
  












         
   
 









Expandindo            em torno do ponto médio     e 
calculando a média deste, temos que 
 
 
       
  
  
         
  
        
          
   
  
   
 
          
   




onde               é a largura de  . Supondo que   seja 
normalizável, temos que         e admitindo que    é pequeno de 
modo que   varie muito pouco em torno de    , obtemos 
 
 
       
  
  
         
  
 (C.12) 
Voltando à Eq. (C.9), encontramos 
 
    
  
   
       
  
   (C.13) 
Com isto, obtemos, por aproximação, as equações de Newton 
(Eqs. (C.20) e (C.13)) a partir das equações de Schrödinger. Desta 
forma, o teorema de Ehrenfest pode ser utilizado para justificar o 
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tratamento clássico da dinâmica nuclear do sistema, pois podemos 
assumir que o potencial sentido por cada núcleo do sistema varia pouco 
com uma pequena mudança da posição do mesmo e que a função de 
onda nuclear é bem localizada, considerações feitas para encontrar a Eq. 
(C.13). 
