In this paper, we introduce earth mover's distances (EMDs, for short) for rooted labeled trees based on Tai mapping hierarchy. First, by focusing on the restricted mappings in the Tai mapping hierarchy providing the tractable variations of the tree edit distance, we formulate the EMDs whose signatures are all of the pairs of a complete subtree and its frequency and whose ground distances are the tractable variations. Then, we compare the EMDs with their ground distances, which are tractable variations.
INTRODUCTION
Comparing tree-structured data such as HTML and XML data for web mining or DNA and glycan data for bioinformatics is one of the important tasks for data mining. The most famous distance measure between rooted labeled unordered trees (trees, for short) is the edit distance (Tai, 1979) . The edit distance is formulated as the minimum cost of edit operations, consisting of a substitution, a deletion and an insertion, applied to transform from a tree to another tree. Whereas the edit distance is a metric, the problem of computing the edit distance is MAX SNP-hard even if trees are binary (Hirata et al., 2011; Zhang and Jiang, 1994) .
As constant-factor lower bounding distances of the edit distance, several histogram distances based on local information (Aratsu et al., 2009; Kailing et al., 2004; Li et al., 2013) have introduced. Whereas we can compute them more efficiently than the edit distance, none of them is a metric.
On the other hand, an earth mover's distance (EMD, for short) has originally developed to compare with two images in image retrieval and pattern recognition (Rubner et al., 2007) and is formulated as the solution of the transportation problem between the distributions of features in signatures in two images. It is known that the EMD is a metric if so is the ground distance between single features.
Gollapudi and Panigrahy (Gollapudi and Panigrahy, 2008) have extended the EMD to that between two leaf-labeled trees with the same height, where a tree is leaf-labeled if all of the labels are assigned to just leaves. However, it is difficult for the EMD to extend to be applicable to standard two trees, that is, labels are assigned to all the nodes and having possible different height as follows. In the EMD, first, by comparing each pair of leaves (that is, the nodes with height 1), we set the value 1 if both leaves have the same label and 0 otherwise. Then, by using the information between the pair of nodes in the height k − 1, we solve the transportation problem of the pair of nodes in the height k. Hence, in order to apply such a recursion to trees, the trees are necessary to have the same height and have no internal nodes with labels.
Kawaguchi and Hirata (Kawaguchi and Hirata, 2017) have introduced another EMD based on complete subtrees. The EMD is formulated by the histograms consisting of either complete subtrees, cocomplete subtree or both and their frequencies as signatures and the L 1 -distance between the histograms as ground distances, so we can apply the EMD to rooted labeled trees. Also the EMD is a metric and tractable. On the other hand, there exist trees that the EMD cannot reflect intuitive similarity.
Since the edit distance between trees is corresponding to a Tai mapping (Tai, 1979) , many variations of the edit distance have developed as more structurally sensitive distances obtained by restricting the Tai mapping, that is, a top-down distance (Chawathe, 1999; Selkow, 1977) , an LCA-and rootpreserving distance (Yoshino and Hirata, 2017) , an LCA-preserving distance , an accordant distance (Kuboyama, 2007) , an isolatedsubtree (or a constrained) distance (Zhang, 1995; Zhang, 1996) and an alignment distance (Jiang et al., 1995) . Almost variations are metrics except an alignment distance (Jiang et al., 1995) . Also, whereas the problem of computing the edit distance or the alignment distance between trees is MAX SNP-hard (Hirata et al., 2011; Jiang et al., 1995; Zhang and Jiang, 1994) , the problem of computing the other variations is tractable.
The reason why these variations are tractable is that the maximum weight bipartite matching problem can be applied to computing the variations after decomposing trees from the root (Yamamoto et al., 2014) . In contrast, it cannot be applied to computing the edit distance and the alignment distance, because computing them is necessary to compare the decomposed trees and the remained trees after decomposing trees from the root.
Since we can regard the minimum weighted bipartite problem as a special case of the transportation problem in EMDs, in this paper, we formulate new EMDs based on the Tai mapping hierarchy whose signatures are pairs of a complete subtree and the ratio of frequencies occurring in a whole tree and whose ground distances are the tractable variations of the edit distance. Then, we show that the EMDs are always metrics and tractable. Finally, we give experimental results to evaluate the EMDs to compare them with their ground distances and investigate the properties of the EMDs.
PRELIMINARIES
A tree T is a connected graph (V, E) without cycles, where V is the set of vertices and E is the set of edges. We denote V and E by V (T ) and E(T ). The size of T is |V | and denoted by |T |. We sometime denote v ∈ V (T ) by v ∈ T . We denote an empty tree ( / 0, / 0) by / 0. A rooted tree is a tree with one node r chosen as its root. We denote the root of a rooted tree T by r(T ).
For each node v in a rooted tree with the root r, let UP r (v) be the unique path from v to r. The parent of v( = r), which we denote by par (v) , is its adjacent node on UP r (v) and the ancestors of v( = r) are the nodes on UP r (v) − {v}. We denote the set of all ancestors of v by anc (v) . We say that u is a child of v if v is the parent of u and u is a descendant of v if v is an ancestor of u. We use the ancestor orders < and ≤, that is, u < v if v is an ancestor of u and u ≤ v if u < v or u = v. We say that w is the least common ancestor of u and v, denoted by u ⊔ v, if u ≤ w, v ≤ w and there exists no w ′ such that w ′ ≤ w, u ≤ w ′ and v ≤ w ′ . is the number of children of v. The degree of a rooted tree T , denoted by d(T ), is the maximum number of pre(v) for the preorder number pre and post(u) ≤ post(v) for the postorder number post. We say that a rooted tree is ordered if a left-to-right order among siblings is given; unordered otherwise. We say that a rooted tree is labeled if each node is assigned a symbol from a fixed finite alphabet Σ. For a node v, we denote the label of v by l(v), and sometimes identify v with l (v) . In this paper, we call a rooted labeled unordered tree a tree simply.
Let T be a tree (V, E) and v a node in T . A complete subtree of T at v, denoted by T [v] , is a tree
all the complete subtrees in T by cs(T ). For a complete subtree S in T , we denote the frequency of the occurrences of S in T by f (S, T ).
Next, we introduce an edit distance and a Tai mapping.
Definition 1 (Edit operations (Tai, 1979) ). The edit operations of a tree T are defined as follows. (Figure 1). Let ε ∈ Σ denote a special blank symbol and define Σ ε = Σ ∪ {ε}. Then, we represent each edit operation
The operation is a substitution if l 1 = ε and l 2 = ε, a deletion if l 2 = ε, and an insertion if l 1 = ε. For nodes u and v, we also denote (l(u) → l(v)) by (u → v). We define a cost function γ : (Σ ε × Σ ε − {(ε, ε)}) → R + on pairs of labels. We often constrain a cost function γ to be a metric, that is,
Definition 2 (Edit distance (Tai, 1979) ). For a cost function γ, the cost of an edit operation e = l 1 → l 2 is given by γ(e) = γ(l 1 , l 2 ). The cost of a sequence E = e 1 , . . . , e k of edit operations is given by
Then, an edit distance τ TAI (T 1 , T 2 ) between trees T 1 and T 2 is defined as follows:
Definition 3 (Tai mapping (Tai, 1979) ). Let T 1 and T 2 be trees. We say that a triple (M,
Let M be a mapping from T 1 to T 2 . Let I M and J M be the sets of nodes in T 1 and T 2 but not in M, that is, (Tai, 1979) .
Theorem 1. The following statement holds
Unfortunately, the following theorem holds for computing τ TAI between unordered trees. (Zhang and Jiang, 1994) . This statement also holds even if both T 1 and T 2 are binary (Hirata et al., 2011) .
Theorem 2. For unordered trees T 1 and T 2 , the problem of computing
Finally, we introduce the variations of a Tai mapping and an edit distance.
Definition 4 (Variations of Tai mapping). Let T 1 and
T 2 be trees and
1. We say that M is an isolated-subtree mapping (Zhang, 1995; Zhang, 1996) , denoted by
2. We say that M is an accordant mapping (Ku-
M satisfies the following condition.
3. We say that M is an LCA-preserving mapping 
4. We say that M is an LCA-and root-preserving mapping (Yoshino and Hirata, 2017) , denoted by (Chawathe, 1999; Selkow, 1977) 
We say that M is a Top-down mapping
The above variation of Tai mapping provides the following hierarchy (Kuboyama, 2007; Yoshino and Hirata, 2017) .
Definition 5 (Variations of edit distance). For every A ∈ {ILST, ACC, LCA, LCART, TOP}, we define the distance τ A (T 1 , T 2 ) as follows.
Here we call τ ILST an isolated-subtree distance (Zhang, 1995; Zhang, 1996) , τ ACC an accordant distance (Kuboyama, 2007) , τ LCA an LCA-preserving distance , τ LCART an LCA-and root-preserving distance (Yoshino and Hirata, 2017) , and τ TOP a top-down distance (Chawathe, 1999; Selkow, 1977) . By the Tai mapping hierarchy, the following inequality for the variation of edit distance holds.
Furthermore, for all the above variations, the following theorem holds.
Theorem 3 (cf., (Yamamoto et al., 2014; Yoshino and Hirata, 2017; Zhang et al., 1996) ). For every A ∈ {ILST, ACC, LCA, LCART, TOP}, we can compute
EARTH MOVER'S DISTANCE FOR TREES
In this section, we first introduce an earth mover's distance (Rubner et al., 2007) and then extend to that for trees based on Tai mapping hierarchy. We call the set of pairs of a feature p i and its weight w i a signature and denote it by P = {(p i , w i )}. For a feature p i such that (p i , w i ) ∈ P, we denote p i ∈ P simply. An earth mover's distance (EMD, for short) between two signatures is given as the minimum cost of the transportation problem from a signature to another signature.
Let P = {(p i , u i )} and Q = {(q j , v j )} be signatures. We call a distance between p i and q j a ground distance and denote it by gd(p i , q i ). Also we denote the flow from p i to q j by f i j . When the cost of the flow from p i to q j is given by gd(p i , q j ) f i j , the overall cost of the flows from P to Q is defined as follows.
Then, find the minimum cost flow f * i j subject to the following constraints:
The constraint (1) allows moving "supplies" from P to Q and not vice versa. The constraints (2) and (3) limit the amount of supplies within the weight. The constraint (4) forces to move the maximum amount of supplies possible.
Let f * i j be the optimum flow of the transportation problem. Then, we define the EMD between two signatures P and Q as follows.
Note that the EMD allows for partial matches when the total weight of a signature is different from that of another signature, which is important for image retrieval applications (Rubner et al., 2007) . We can realize the partial match to transport from a signature whose total weight is smaller than a part of another signature. Also the following theorem holds for the EMD. O(n 3 log n) time, where n = max{|P|, |Q|} (Rubner et al., 2007) .
Next, we formulate the EMD for trees based on Tai mapping hierarchy.
It is necessary for the EMD to introduce a signature and a ground distance between features. In order to formulate the EMD for trees, we transform from a tree to a signature. In this paper, we adopt the following signature s(T ) for a tree T .
The features of s(T ) are complete subtrees of T and the weight of s(T ) is the ratio of the occurrences of complete subtrees. Hence, the total weight of s is 1. Since this signature contains T itself, we can transform T to s(T ) uniquely. On the other hand, as a ground distance between trees, we adopt 5 tractable variations of the edit distance, that is, τ TOP , τ LCART , τ LCA , τ ACC and τ ILST .
Hence, by combining signatures and ground distances, we formalize the following 5 kinds of an EMD for trees. In the following, we assume that A ∈ {ILST, ACC, LCA, LCART, TOP}.
Definition 6 (EMD for trees). We define an EMD for trees as EMD τ A (s(T 1 ), s(T 2 )) between signatures s(T 1 ) and s(T 2 ) for a ground distance τ A and denote it by EMD A (T 1 , T 2 ).
Corollary 1. EMD
Proof. It is straightforward since a ground distance τ A is a metric and the total weight of signatures is 1 and by Theorem 4.
Theorem 5. We can compute EMD
Proof. By using s(T 1 ), s(T 2 ) and {τ
we can design the following algorithm to compute EMD A (T 1 , T 2 ).
Construct s(T 1 ) and s(T
2 ) from T 1 and T 2 . 2. Compute G = {τ A (T 1 [u], T 2 [v]) | (u, v) ∈ T 1 × T 2 }. 3. Compute EMD A (T 1 , T 2 ) from G.
It is obvious that the running time of Step 1 is O(n). For Step 2, since the algorithm of computing
Since |s(T 1 )| = |s(T 2 )| = O(n) and by Theorem 4, the running time of Step 3 is O(n 3 log n). Hence, we can compute
EXPERIMENTAL RESULTS
In this section, we give experimental results to evaluate EMD A to compare EMD A with τ A and investigates the properties of EMD A . Here, we assume that a cost function is a unit cost function.
In this section, we use two kinds of data; One is Nglycan data provided from KEGG 1 as real data. Another is 6 data of randomly generated trees by using the algorithm PTC (Luke and Panait, 2001 ). We call them R i (1 ≤ i ≤ 6), where the number of nodes in R i is 50 × i. Furthermore, we use the computer environment that CPU is Intel Xeon E51650 v3 (3.50GHz), RAM is 1GB and OS is Ubuntsu Linux 14.04 (64bit). Table 1 illustrates the details of data, that is, the number of data (#), the average number of nodes (n), the average degree (d) and the average height (h). 
Running Time
First, we compare the running time to compute EMD A and τ A for N-glycan data and randomly generated trees in Table 1 . Table 2 illustrates the running time to compute such distances. Tables 1 and 2 show that the running time of both EMD A and τ A is increasing when the number of nodes is increasing and the ratio of increasing for EMD A is larger than that for τ A . Table 3 illustrates the ratio (EMD A /τ A ) of the running time of computing the EMDs (EMD A ) for that of computing the ground distances (τ A ) in Table 2 . Here, we call it the ratio of EMD A for τ A simply. Table 3 shows that, whereas the ratio of EMD A for τ A is between 1.00 and 1.05 for N-glycan data, the ratio of EMD TOP for τ TOP is over 3 for the data R 6 . On the other hand, smaller distance in the inequality for the variations (τ ILST ≤ τ ACC ≤ τ LCA ≤ τ LCART ≤ τ TOP ) tends to give smaller ratio of EMD A for τ A except LCA and LCART; The ratio of EMD LCA for τ LCA is greater than the ratio of EMD LCART for τ LCART .
Furthermore, whereas the ratio of EMD A for τ A is O(n log n/d) in theoretical by Theorems 3 and 5, the ratio is at most 4 in experimental. Then, the problems of computing EMDs are efficient for trees with at least 300 nodes and small degree.
Comparing EMDs with Ground Distances
Next, we investigate the relationship between the EMD EMD A and its ground distance τ A for N-glycan data. Figure 2 illustrates the distributions of EMDs (upper) and ground distances (lower). Here, the x-axis is the value of the distance and the y-axis is the percentage of pairs with the distance pointed by the x-axis. Figure 2 shows that both EMDs and ground distances are near to normal distribution. Also the distributions of EMD TOP and τ TOP are right to other EMD A and τ A (A ∈ {ILST, ACC, LCA, LCART}), respectively. Whereas the peak of the distribution of EMD TOP is larger than that of other distributions of EMD A , the peak of the distribution of τ TOP is smaller than that of other distributions of τ A .
Figures 3 and 4 illustrate the scatter charts between the number of pairs of trees with τ A pointed at the x-axis and that with EMD A pointed at the yaxis for N-glycan data whose number of total pairs is 2,293,011. Here, the diameter and the color represent the number of pairs of trees such that longer diameter and deeper color are larger number. Also, Figures 3  and 4 represent the cases that A ∈ {ILST, ACC} and A ∈ {LCA, LCART, TOP}, respectively. Figures 3 and 4 show that EMD A is relative to τ A and almost values of τ A are larger than those of EMD A . Also the plots of TOP vary more widely than others.
Typical Cases
In the following, we point out the typical cases of trees with different values between of τ A and EMD A . Here, let u i be a node in T 1 such that pre(u i ) = i and v i a node in T 2 such that pre(v i ) = i. Example 1. Consider trees T 1 and T 2 illustrated in Figure 5 , that is, one tree (T 1 ) is obtained by deleting leaves to another tree (T 2 ). In this case, it holds that
For the trees T 1 and T 2 in Figure 5 , it holds that τ A (T 1 , T 2 ) = 1 and EMD A (T 1 , T 2 ) = 1.357 for every A ∈ {ILST, ACC, LCA, LCART, TOP}. It is obvious that τ A (T 1 , T 2 ) = 1. On the other hand, it holds that
is 1/6 (resp., 1/7), the optimum flow consists of the 6 flows from T 1 [u i ] to T 2 [v i ] whose costs are 1/7 and the 6 flows from
] whose costs are 1/42. Then, the cost of the optimum flow is 6(1/7)+(6+5+4+3+2+1)/42 = 57/42 = 1.357 = EMD A (T 1 , T 2 ).
Hence, whereas the ground distances are not sensitive to inserting leaves, the EMD is necessary to transport the remained weights for every node in one tree to an inserted leave in another tree. Example 2. Consider trees T 1 and T 2 illustrated in Figure 6 , that is, just a label of the root in one tree (T 1 ) is different from that in another tree (T 2 ). In this case, it holds that EMD A (T 1 , T 2 ) ≤ τ A (T 1 , T 2 ). For the trees T 1 and T 2 in Figure 6 , it holds that τ A (T 1 , T 2 ) = 1 and EMD A (T 1 , T 2 ) = 0.083 for every A ∈ {ILST, ACC, LCA, LCART, TOP}.
It is obvious that τ A (T 1 , T 2 ) = 1. On the other hand, the signature containing r(T 1 ) (resp., r(T 2 )) is just T 1 (resp.,
, the cost of the optimum flow is 1/12 + 11(0/12) = 0.083 = EMD A (T 1 , T 2 ).
Hence, the difference near to the root is more sensitive to the ground distances rather than the EMDs. Furthermore, in this case, the EMDs is much smaller than the ground distance. Example 3. Consider trees T 1 and T 2 illustrated in Figure 7 and T 3 and T 4 illustrated in Figure 8 , that is, one tree (T 1 or T 3 ) is obtained by deleting the root of another tree (T 2 or T 4 ). For these cases, it holds that Here, we also illustrate the minimum cost mapping in M A in Figures 7 and 8 , where the corresponding node is denoted by • and the non-corresponding node is denoted by •, which implies τ A . The reason is that the structural difference near to the root is much sensitive to τ LCART and τ TOP , whose values tend to be large, but the EMDs are not. Example 4. Consider trees T 1 and T 2 illustrated in Figure 9 , that is, subtrees in one tree (T 1 ) frequently occur in another tree (T 2 ). In this case, it holds that
For the trees T 1 and T 2 in Figure 6 , it holds that τ A (T 1 , T 2 ) = 16 and EMD A (T 1 , T 2 ) = 1.63 for every A ∈ {ILST, ACC, LCA, LCART, TOP}. Since T 2 is obtained by inserting 16 nodes to T 1 , it holds that For the remained features in T 2 , the weights of 
The ground distances necessary to compute EMD A (T 1 , T 2 ) are given as follows.
Hence, by computing the optimum flow to receive the weight 4/45 + 4/36 = 1/5 in T 2 , we can obtain EMD A (T 1 , T 2 ) as 16(1/36) + 16(1/36) + 8(1/90) + 3(1/45) + 4(1/45) + 1(1/90) + 2(1/90) + 6(1/45) + 7(1/45) + 8(1/45) = 49/30 = 1.633. 
Properties of EMDs for Trees
Finally, we investigate the properties of the EMDs for trees by summarizing the typical cases in Section 4.3.
1. Concerned with Example 1, just the case that one tree is obtained by deleting leaves to another tree implies that τ A (T 1 , T 2 ) ≤ EMD A (T 1 , T 2 ) for Nglycan data. Whereas the trees T 1 and T 2 in Example 1 are paths, the statement holds when some internal nodes have some leaves as children.
As another case concerned with Example 1, consider trees T i (1 ≤ i ≤ 6) in Figure 10 . Then, it holds that τ A (T 1 ,
The reason is that the farther node with a different label from the root makes more different signatures.
Figure 10: Trees T i (1 ≤ i ≤ 6).
2. Concerned with Examples 2 and 3, consider complete binary trees T 1 and T 2 with 15 nodes and a tree T 3 adding the root to T 1 illustrated in Figure 11 . Then, for A ∈ {ILST, TOP}, EMD A (T 1 , T i ) and τ A (T 1 , T i ) are as follows. Hence, the difference of both labels and structures near to the root is more sensitive to τ TOP than EMD TOP . On the other hand, for the difference of labels near to the root, EMD A is much smaller than τ A . As stated in Examples 2 and 3, there also exists a case that LCATOP is sensitive to the difference of both labels and structures near to the root.
Figure 11: Trees T 1 , T 2 and T 3 .
3. Concerned with Example 4, consider a tree T 1 with 10 nodes and trees T i (2 ≤ i ≤ 5) containing T 1 as subtrees illustrated in Figure 12 . Then, EMD A (T 1 , T i ) and τ A (T 1 , T i ) are as follows. In this case, whereas the ground distances are necessary to insert new nodes, the EMDs tend to absorb the influence of isomorphic subtrees. 
CONCLUSION
In this paper, for the variations of edit distance τ A for A ∈ {ILST, ACC, LCA, LCART, TOP}, we have formulated the earth mover's distances EMD A based on τ A . Then, we have given experimental results to evaluate EMD A comparing with τ A . As a result, we have investigated the properties of EMD A . It is a future work to give experimental results for more large data (with large degrees) to analyze the theoretical ratio O(n log n/d) in Section 4.1 in experimental. Also it is a future work to formulate EMDs to other tractable variations in Tai mapping hierarchy (Yoshino and Hirata, 2017) .
Concerned with Example 1 in Section 4.3 and Stetement 1 in Section 4.4, we have found no trees T 1 and T 2 such that τ A (T 1 , T 2 ) < EMD A (T 1 , T 2 ) except the case that T 1 is obtained by deleting leaves to T 2 . Then, it is a future work to determine whether or not there exist other cases satisfying that τ A (T 1 , T 2 ) < EMD A (T 1 , T 2 ).
It is a future work to analyze the properties of EMDs in Section 4.4 in more detail and investigate how data are appropriate for EMDs. In particular, since it is possible that the number of the signature is too small to formulate EMDs for trees, it is an important future work to investigate appropriate signatures for EMDs for trees.
