This paper reports on the development of an instrument designed to measure the various perceptions that an individual may have of adopting an information technology (IT) innovation. This instrument is intended to be a tool for the study of the initial adoption and eventual diffusion of IT innovations within organizations. While the adoption of information technologies by individuals and organizations has been an area of substantial research interest since the early days of computerization, research efforts to date have led to mixed and inconclusive outcomes. The lack of a theoretical foundation for such research and inadequate definition and measurement of constructs have been identified as major causes for such outcomes. In a recent study examining the diffusion of new end-user IT, we decided to focus on measuring the potential adopters' perceptions of the technology. Measuring such perceptions has been termed a "classic issue" in the innovation diffusion literature, and a key to integrating the various findings of diffusion research. The perceptions of adopting were initially based on the five characteristics of innovations derived by Rogers (1983) from the diffusion of innovations literature, plus two developed specifically within this study. Of the existing scales for measuring these characteristics, very few had the requisite levels of validity and reliability. For this study, both newly created and existing items were placed in a common pool and subjected to four rounds of sorting by judges to establish which items should be in the various scales. The objective was to verify the convergent and discriminant validity of the scales by examining how the items were sorted into various construct categories. Analysis of interjudge agreement about item placement identified both bad items as well as weaknesses in some of the constructs' original definitions. These were subsequently redefined. Scales for the resulting constructs were subjected to three separate field tests. Following the final test, the scales all demonstrated acceptable levels of reliability. Their validity was further checked using factor analysis, as well as conducting discriminant analysis comparing responses between adopters and nonadopters of the innovation. The result is a parsimonious, 38-item instrument comprising eight scales which provides a useful tool for
This paper reports on the development of an instrument designed to measure the various perceptions that an individual may have of adopting an information technology (IT) innovation. This instrument is intended to be a tool for the study of the initial adoption and eventual diffusion of IT innovations within organizations. While the adoption of information technologies by individuals and organizations has been an area of substantial research interest since the early days of computerization, research efforts to date have led to mixed and inconclusive outcomes. The lack of a theoretical foundation for such research and inadequate definition and measurement of constructs have been identified as major causes for such outcomes. In a recent study examining the diffusion of new end-user IT, we decided to focus on measuring the potential adopters' perceptions of the technology. Measuring such perceptions has been termed a "classic issue" in the innovation diffusion literature, and a key to integrating the various findings of diffusion research. The perceptions of adopting were initially based on the five characteristics of innovations derived by Rogers (1983) from the diffusion of innovations literature, plus two developed specifically within this study. Of the existing scales for measuring these characteristics, very few had the requisite levels of validity and reliability. For this study, both newly created and existing items were placed in a common pool and subjected to four rounds of sorting by judges to establish which items should be in the various scales. The objective was to verify the convergent and discriminant validity of the scales by examining how the items were sorted into various construct categories. Analysis of interjudge agreement about item placement identified both bad items as well as weaknesses in some of the constructs' original definitions. These were subsequently redefined. Scales for the resulting constructs were subjected to three separate field tests. Following the final test, the scales all demonstrated acceptable levels of reliability. Their validity was further checked using factor analysis, as well as conducting discriminant analysis comparing responses between adopters and nonadopters of the innovation. The result is a parsimonious, 38-item instrument comprising eight scales which provides a useful tool for
Introduction
T his paper describes the development of an instrument designed to measure users' perceptions of adopting an information technology (IT) innovation. This instrument is intended to be a tool for the study of the initial adoption of IT by individuals in organizations, and the technology's diffusion within the organization. The adoption of information technologies by individuals and organizations is part of the process of information systems (IS) implementation, a research area that has received substantial attention during the last 25 years (Kwon and Zmud 1987) . Understanding how to implement IT successfully, however, is still one of the challenging issues facing the IS field (Swanson 1988; Brancheau and Wetherbe 1990) , and the research efforts to date have been mixed and inconclusive. The lack of a theoretical base and the wide array of measures used by implementation researchers without adequate theoretical and psychometric justification have been identified as major causes of this incomplete state of knowledge in IS implementation (Davis et al. 1989; Kwon and Zmud 1987) .
It is worth noting that poor theory development (for a discussion see Dickson et al. 1980, and Keen 1980) and inadequate measurement of constructs have plagued IS research in a wide variety of topics. Among the authors who have noted the problems with poor operationalization of constructs are: Taylor and Benbasat (1980) and Huber (1983) for cognitive styles, Ives and Olson (1984) for user involvement, Jarvenpaa et al. (1985) for the study of information presentation, Treacy (1986) for IT and competitive advantage, and Benbasat (1990) for laboratory studies in IS in general. As Keen (1980) has argued, the lack of a cumulative tradition in IS is one of the serious issues facing the field. Yet, without a shared set of definitions, topics and concepts, there can be no cumulative tradition (Keen 1980) . It is also clear that well-defined constructs are based on theory, and the operationalization of these constructs through measures with high degrees of validity and reliability is a prerequisite for the beginning of a cumulative tradition. It is an encouraging sign that some of the leading journals in IS have within the last few years published papers that deal with instrument development (e.g.. Bailey and Pearson 1983; Ives et al. 1983; Doll and Torkzadeh 1988; and Davis 1989) .
Recently, researchers in IS have begun to rely on the theories of innovation diffusion to study implementation problems (Alexander 1989; Brancheau and Wetherbe 1990; Moore 1987; Johnson and Rice 1987) . A major focus in these studies has been how potential users' perceptions of the information technology innovation influence its adoption.
Measuring potential adopters' perceptions of innovations has been termed a "classic issue in the innovation literature" and a "potential key" for integrating various findings within diffusion research (Tornatzky and Klein 1982) . One of the most often cited reviews of the perceived characteristics literature is that of Rogers (1983) , who, in a survey of several thousand innovation studies, identified five characteristics of an innovation which affect the rate of diffusion of an innovation. They are relative advantage, compatibility, complexity, observability, and trialability. Therefore, in a recent study examining the diffusion of new information technology, we proposed to test this set of characteristics in the context of the adoption of Personal Work Stations (PWS) by individuals.
In spite of the importance of perceived characteristics in diffusion research, a literature search indicated that most existing instruments designed to tap these characteristics lacked reliabihty and validity. Furthermore, no comprehensive instrument to measure the variety of perceptions of innovations existed. Such an instrument should be vital to diffusion researchers, and thus the research described in this paper was undertaken to develop one. Understanding the development history of an instrument is important in assessing its validity, and therefore this paper describes in some detail the various steps undertaken in instrument development. The short-run focus of this research was on developing scales to measure the various perceptions of using the PWS in particular. It was our intention, however, that any scales developed should also be generally applicable to a wide variety of innovations, especially other types of information technologies. Consequently, items applicable only to using PWS were excluded from the scales. The resulting instrument is therefore general enough to be used, with slight modifications, in most diffusion studies. It should also be noted that while some researchers are investigating organizational level innovations and individual level responses to them (e.g., Leonard-Barton 1988; Leonard-Barton and Deschamps 1988) , the intent of this research is to tap respondents' reactions in an "initial adoption" environment where the individual adoption decision is voluntary. As discussed below, we felt that the issue of compulsory versus voluntary adoption was significant, and we therefore also undertook development of a scale to directly measure this factor.
The Perceived Characteristics of Using an Innovation
The main constructs of interest in this research were the various perceived characteristics of using an innovation. This section describes why the focus is on perceptions, how the initial set of characteristics were chosen, and why the perceptions of using the innovation rather than perceptions of the innovation itself are of interest.
The reason for focusing on the perceived characteristics of innovations is that the findings of many studies which have examined the primary characteristics of innovations have been inconsistent. According to Downs and Mohr (1976, p. 702) , the focus on the primary attributes of innovations has created this inconsistency. Primary attributes are intrinsic to an innovation independent of their perception by potential adopters. The behaviour of individuals, however, is predicated by how they perceive these primary attributes. Because different adopters might perceive primary characteristics in different ways, their eventual behaviours might differ. This is the root of the problem of using primary characteristics as research variables. Furthermore, studying the interaction among the perceived attributes of innovations helps the establishment of a general theory. As an example of the effect of this division between primary and secondary characteristics, consider the attribute of cost and its influence on buying behaviour. Actual cost price is a primary attribute, whereas the perception of cost is a secondary attribute. In the latter case, the adopter could consider price relative to disposable income, and thus, what might appear "costly" to one potential adopter, could be "inexpensive" to another, depending on their relative levels of income. It is argued that it is relative cost which has the greatest effect on buying behaviour.
In determining what characteristics to examine, we rehed primarily on the extensive work of Rogers (1983) . He identified five general attributes of innovations that a variety of diffusion studies had shown to consistently influence adoption. He defined them as follows:
Relative Advantage: the degree to which an innovation is perceived as being better than its precursor; Compatibility: the degree to which an innovation is perceived as being consistent with the existing values, needs, and past experiences of potential adopters; Complexity: the degree to which an innovation is perceived as being difficult to use; Observability: the degree to which the results of an innovation are observable to others; and Trialability: the degree to which an innovation may be experimented with before adoption.
In a separate analysis, Tornatzky and Klein (1982) identified 10 characteristics which had been addressed the most frequently in the 105 articles they reviewed. These included the five characteristics identified above by Rogers, plus cost, communicability, divisibility, profitability, and social approval. In their discussion, Tornatzky and Klein noted that communicability was closely related to observability, and divisibility to trialability. In addition, in studying the individual level adoption of PWS within organizations, cost and profitability did not seem to be appropriate characteristics to study. These are issues most likely addressed at the organization level when the decision is taken to make the PWS available. Therefore, it was decided not to consider these additional characteristics in this project.
Two further constructs were identified beyond Rogers' classification which were thought important in the decision to adopt an innovation. The first was Image, defined as "the degree to which use of an innovation is perceived to enhance one's image or status in one's social system". Some researchers, including Rogers, included Image as an aspect of Relative Advantage. Nevertheless, Rogers also argued that "undoubtedly one of the most important motivations for almost any individual to adopt an innovation is the desire to gain social status" (1983, p. 215) . Furthermore, as discussed by Tornatzky and Klein (1982) , some researchers have found the effect of Image (social approval) to be different enough from Relative Advantage to be considered a separate factor (e.g., Holloway 1977) . Indeed some researchers have been examining the effects of "structural equivalence," or their perceptions of the action proper for an occupant of their position in the social structure (Burt 1987) . For these reasons, it was decided to also develop a scale to measure the image enhancing effects (assumed to be a positive effect) of PWS usage.
In addition to the perceived characteristics, another construct deemed to be necessary for this particular study was voluntariness of use, defined as "the degree to which use of the innovation is perceived as being voluntary, or of free will". When examining the diffusion of innovations, consideration must be also given to whether individuals are free to implement personal adoption or rejection decisions. For example, use of a particular innovation within organizations may be either mandated or discouraged by corporate policy. Such policies take the freedom of choice of rejection or adoption out of individuals' hands. Furthermore, common sense and experience indicate that there tend to be degrees of voluntariness with respect to behaviour in organizations. While many studies assume that they have "voluntary" adopters of innovations because adoption is not strictly mandatory, some adopters may in fact feel a degree of compulsion. As with most factors, it is often not actual voluntariness which will influence behaviour, but rather the perception of voluntariness.
It should be noted that Rogers' definitions are based on perceptions of the innovation itself, and not on perceptions of actually using the innovation. As argued by Ajzen and Fishbein (1980, p. 8) , however, attitudes towards an object (AJ can frequently differ from attitudes toward a particular behaviour (A^) concerning that object. For example, a difference may exist between any employer's attitude towards a particular individual (the object) and his attitude towards hiring that individual (the behaviour). An employer may dishke the individual but may nevertheless beheve that hiring him will bring positive results. Thus, his attitude toward hiring that individual will be positive.
The relevance of the above argument to the study of the diffusion of innovations is clear. Innovations diffuse because of the cumulative decisions of individuals to adopt them. Thus, it is not the potential adopters' perceptions of the innovation itself, but rather their perceptions of using the innovation that are key to whether the innovation diffuses. Unfortunately, however, within diffusion research, perceptions have traditionally been defined with respect to the innovation itself, as evidenced by Rogers' definitions. Nevertheless, the perceived characteristics of innovations can easily be recast in terms of using the innovation (Moore 1987) . For example, the definition of Relative Advantage needs only simple rewording to be defined as "the degree to which using the innovation is perceived as being better than using its precursor". Thus, all characteristics were redefined in terms of the potential adopters' use, trial or observation of the innovation, and labelled the Perceived Characteristics of Innovating (PCI).
Existing Measurement Instruments
Prior to developing measurement instruments for the seven PCI discussed in the previous section, the literature was searched for tests or scales that were already developed, which were then evaluated in terms of their validity and reliability. Among the first to explicitly use Rogers' taxonomy was Ostlund (1969) . He included Rogers' five PCI's in a study of the adoption of a variety of new consumer goods. The scales in his study, however, used only two items per perceived characteristic, with no reliability coefficients reported. Work on extending Ostlund's instrument was later carried out by Bolton (1981) , who examined perceptions of videotext technology. By adding new items, he eventually had approximately five items for each PCI scale. Once again, however, the psychometric properties of the instrument remained below the desired levels. Of 18 Cronbach's Alpha (ALPHA) coefficients from three different replications of the survey, only four were above 0.80. Of these, three were for the same PCI, Compatibility, from the three replications. Because of the generally low reliability coefficients, it was concluded that neither Ostlund's instrument, nor Bolton's extension of it, could be used without modification. Holloway (1977) also used Rogers' taxonomy, and, after a review of PCI studies to that date, decided to develop his own scales. Nevertheless, operationalization of the constructs in this study still appeared to be inadequate. Factor analysis revealed that several items which ought to have loaded on different PCI's loaded within the same construct. Therefore, because of apparent construct validity problems, it was concluded that HoUoway's instrument could not be used without modification.
As a check on the exhaustiveness of the search for existing validated instruments, Rogers and his colleagues were contacted directly (Rice 1987) . Discussion revealed that they were aware of very few studies which had explicitly measured the five characteristics as defined by Rogers, although an additional instrument developed by Hurt and Hubbard (1987) was identified. In discussing the development of their instrument. Hurt and Hubbard argued that the measurement of the PCI to date had been "troublesome", and that the "relationships among innovation characteristics and innovativeness have not been systematically investigated " (1987, p. 2) . Thus, they attempted to create an instrument based directly on Rogers' classification. Although high reliability figures were obtained for Complexity and Compatibility, with ALPHA'S of 0.93 and 0.86 respectively, factor analysis of the results did not support the overall classification. First, Trialability and Observability did not emerge as separate factors. Hurt and Hubbard concluded that either the items written "did not clearly discriminate between the two theoretical attributes" or that "those two allegedly independent characteristics are treated as a single concept by potential adopters" (p. 8). Our examination of the items did not help determine which explanation was more likely. Secondly, Relative Advantage did not emerge as a factor at all. Again, it is not known whether this was an artifact of the instrument development process or a reflection of attitudes about the innovation being studied, microcomputers. Thus, it was concluded that this instrument also required further development.
Finally, Davis (1986) developed a Technology Acceptance Model, which was quite similar to a Diffusion of Innovations model. Davis included two constructs, "perceived usefulness" and "perceived ease of use", which he defined as follows (p. 82):
Perceived Usefulness. The degree to which an individual believes that using a particular system would enhance his or her job performance.
Perceived Ease of Use. The degree to which an individual believes that using a particular system would be free of physical and mental effort.
The similarities between these constructs and Rogers' perceived Relative Advantage and perceived Complexity are clear. Furthermore, Davis also provided evidence of the relative paucity of scales to measure these two PCI. He concluded, after a search for appropriate scales, that no validated scales with the desired reliability existed for either construct. He therefore undertook an instrument development process resulting in two scales with eventual reliabilities in excess of 0.90 for each.
As a result of the analysis of existing instruments, no valid and reliable scales had been identified to measure Observability or Trialability. New scales thus had to be developed for these constructs. Furthermore, in spite of the promise of Davis' scales for Relative Advantage and Ease of Use, and of Hurt's and Hubbard's for Compatibility, it was concluded that they should also go through a validation process to ensure that they fit within a general instrument to measure all PCI.
In that Davis chose to call his scale "perceived usefulness," and that Tomatzky and Klein (1982) discussed measurement problems with the use of the term Relative Advantage, the question arises as to the appropriate terminology to use for this construct. Traditionally, the construct has not been well explicated nor measured, which has led to it becoming a "garbage can" into which a variety of advantages can be tossed. While Davis' "usefulness" term might seem to be a better name for this construct, it also suffers the same problem as relative advantage, being rather broadly based. One's job can be enhanced in many ways by the use of IT, which are all reflected in his scale items. Furthermore, the term "perceived usefulness" was used by Larcker and Lessig (1980) to describe the attributes of information in the design of information systems. Thus, Davis' use of the term may be confounded with this approach.
Tomatzky and Klein state that if "relative advantage is measured in terms of profitability, or social benefits, or time saved, or hazards removed, why bother to refer to relative advantage at all?" (1982, p. 34) . On the other hand, innovations typically are developed with certain purposes in mind, and they must be perceived to fulfill their intended purposes better than their precursors if they are to be adopted. Thus the concept of "relative advantage" has significant intuitive appeal as it is a very generalizable concept. TTomatzky's and Klein's concern about measurement issues could lead to a plethora of scales and terms, all of which would be subsumed under the idea of "relative advantage". For example, even though Davis does not use the term "relative" in his label, the definition of "perceived usefulness" is in relative terms. For all these reasons, given the intuitive appeal of the term relative advantage and its recognition across a variety of disciplines, it was decided to maintain the term for this study.
Instrument Development Process
Development of the instrument was carried out in three stages. The first stage was item creation, whose purpose was to create pools of items for each PCI by identifying items from existing scales, and by creating additional items, that appeared to fit the construct definitions. The next stage in the process was scale development. As will be described more fully in subsequent sections, the basic procedure was to have panels of judges sort the items from the first stage into separate categories, based on the similarities and differences among items. Based on their placement, the items could then be examined and any inappropriately worded or ambiguous items could be eliminated. The various scales were then combined into an overall instrument for the instrument testing stage, which included three separate steps. First, the instrument was distributed to a small sample of respondents and an analysis of the responses was conducted to get an initial indication of the scales' reliability. Items which did not contribute to the reliability of the scales were culled for the second round of testing, which was a full scale pilot test with a larger number of subjects. In the third step, the scales were further refined, and a field test of the instrument was carried out. The following sections describe each of the steps in detail.
4.A. Stage 1: Item Creation
The objective of this first step was to ensure content validity. First, all items identified in the existing instruments were categorized according to the various PCI which they were originally intended to address. This generated an initial item pool for each of the PCI. Then, items considered to be too narrow in focus and applicable only in particular situations or to particular innovations were culled. Once this was done, new items were created for those PCI categories with fewer than 10 items, or where it was felt that all dimensions of the construct had not been covered. The typical item in previous instruments tended to be a statement to which the respondent was asked to indicate a degree of agreement. This approach was retained for this study, with a seven-point Likert scale ranging from "extremely disagree" to "extremely agree" chosen as the response format.
As well as focusing on behaviour towards the innovation, as discussed earlier, Azjen and Fishbein (1980) also point out that the various elements of behaviour must be delineated in order to develop an accurate indication of respondents' perceptions. In addition to actual behaviour (usitig a PWS), these elements include the target at which the behaviour is directed (the PWS), a context for the behaviour (in one's job), and a time frame (now and into the future). While both the target and the behaviour were defined in all items, the latter two elements did not have to be explicitly included as the general instructions for completing the eventual questionnaire made these elements implicit.
Once the item pools were created, items for the various PCI were then re-evaluated to eliminate those which appeared redundant or ambiguous (i.e. which might load on more than one factor). The following items from the Compatibility pool are examples of potentially ambiguous items:
I really need a tool like the PWS. Using a PWS would help me a lot with my work.
Each of these items also captures an aspect of Relative Advantage. In fact, examination of the scales used in previous research, and of factor loadings of items within them, indicated that much of the factorial complexity of Compatibility items may have been a result of the constmct's original definition. Rogers defined Compatibility as "the degree to which the innovation is perceived as consistent with the existing values, past experiences, and needs [emphasis not in original] of the potential adopter" (1983, p. 223) . The inclusion of "needs" is considered to be a source of confounding with Relative Advantage, as there can be no advantage to an innovation that does not reflect an adopter's needs. For that reason reference to "needs" in derivation of items to measure the Compatibility construct was eliminated. The culling process left the following number of items in each pool for a total of 94 items: 
General. The goals of this stage were twofold: to assess the construct validity of the various scales being developed, and to attempt to identify any particular items which still may have been ambiguous. In order to achieve these goals, judges were asked to sort the various items into construct categories. This is similar to the technique used by Davis (1986 Davis ( , 1989 , who was interested in assessing the coverage of the domain of his constructs. Davis first asked judges to rank how well the items fit the construct definitions he had provided, and then asked the judges to sort items into construct categories. By comparing the categories developed, Davis was then able to assess the domain coverage of the particular construct. The second step in our research is similar to Davis' procedure in that definitions were provided to the judges. The major difference in our study was the inclusion of an initial step where the judges
were not told what the underlying constructs were, but were asked to provide their own labels for the constructs. It is felt that these procedures extend those of Davis', in that they attempt to verify the construct validity of the scales in a significantly different way by having judges supply their own construct labels and definitions. This procedure minimizes the potential of "interpretational confounding", which occurs "as the assignment of empirical meaning to an unobserved variable [e.g. factor] other than the meaning assigned to it by an individual a priori to estimating unknown parameters" (Burt 1976, p. 4) . In this instance, we had several individuals define, a priori, the meaning of the constructs represented by the items. If these definitions matched the scale's intent, then our confidence in the construct validity of the scales increased.
A second indicator of construct validity was the convergence and divergence of items within categories. If an item was consistently placed within a particular category, then it was considered to demonstrate convergent validity with the related construct, and discriminant validity with the others. Secondly, in the sorting rounds, if the number of categories created by the various judges, the labels assigned to them, and the items included in them, were consistent, then scales based on these categories could also be said to demonstrate convergent and discriminant validity.
b. Sorting Procedures. Each item was printed on one 3 x 5-inch index card. The cards were then shuffled into random order for presentation to the judges. Each judge sorted the cards into categories and labelled the categories of items independently from the other judges. In all sorting rounds, a different set of judges was used. Each set included a secretary, administrative clerk, student and professor. This range of backgrounds was chosen to ensure that a range of perceptions would be included in the analysis.
Prior to sorting the cards, judges were read a standard set of instructions which had been previously tested with a separate judge to ensure their comprehensiveness and comprehensibility. Judges were allowed to ask as many questions as necessary to ensure they understood the procedure. Following this, a trial sort was done by each judge on ten sample items unrelated to the constructs of the study. In this case, ten statements were written about various aspects of an automobile, some of which were deliberately constructed to be ambiguous. Judges were asked to sort the "test" cards, following the instructions they had received. Any misunderstandings resulting from the instructions were clarified. Furthermore, after the judges had sorted the ten test items, and labelled the categories, they were shown how the ambiguous cards could be resorted to create different construct categories. This was done to ensure that the judges understood the idea of attempting to sort the items based on an underlying construct for each category, and to place items in categories which best reflected the underlying construct. It also cued the judges to be more aware of ambiguous or unclear items. In virtually all cases, the judges reported that they found the trial sort to be a very helpful exercise.
c. Inter-Rater Reliabilities. To assess the reliability of the sorting conducted by the judges, two different measurements were made. First, for each pair of judges in each sorting step, their level of agreement in categorizing items was measured using Cohen's Kappa (Cohen 1960) . Once the Kappa scores were calculated, an assessment was made of the level of agreement across all pairs of judges. For Kappa, no general authority exists with respect to required scores, but recent studies have considered Adoption of Information Technology Innovation scores greater than 0.65 to be acceptable (e.g. Vessey 1984; Jarvenpaa 1989; Todd and Benbasat 1989) .
A second, overall, measure of both the reliability of the classification scheme and the validity of the items was developed for this research. The method required analysis of how many items were placed by the panel of judges for each round within the "target" construct. In other words, because each item was included in the pool explicitly to measure a particular underlying construct, a measurement was taken of the overall frequency with which all judges placed items within the intended theoretical construct. The higher the percentage of items placed in the target construct, the higher the degree of inter-judge agreement across the panel which must have occurred. Secondly, scales based on categories which have a high degree of "correct" placement of items within them can be considered to have a high degree of construct validity, with a high potential for good reliability scores. It must be emphasized that this procedure is more a qualitative analysis than a rigorous quantitative procedure. There are no established guidelines for determining "good" levels of placement, but the matrix can be used to highlight any potential problem areas. (An example of how this measure would work is provided in Appendix 1.) d. Results of First and Second Sorts. Four judges were involved in each of the first two sorting rounds, which included items developed for the seven constructs. In the first round, two judges created seven categories, while the other two had six. The inter-judge raw agreement scores averaged 0.83, Kappa scores averaged 0.80 (Table  1) , and the initial overall placement ratio of items within the target constructs was 78% (Appendix 1). Examination of the off-diagonal entries in the placement matrix revealed two significant clusters, which reflected those judges who had only six categories (Appendix 1). Nevertheless, this argued well for any potential internal consistency measurements because the off-diagonals showed clustering, rather than a scattering of items. Several items were also identified as either being too ambiguous (fitting in more than one category) or too indeterminate (fitting in no category), and were dropped from the item pool.
After the sorting had been completed, each judge independently labelled and defined each of their categories. They then met as a group and carried out the same task. Except for Observability (which had construct ambiguity problems as discussed below), both the independent judges' and the panel's labels and definitions very closely matched those of the original constructs (Appendix 2). All items remaining at this point were then passed to the next sorting round.
The four new judges in the second round were asked to sort the remaining items based on construct definitions which were provided. A "too ambiguous/doesn't fit" definition was also included to ensure that the judges did not force fit any item into a particular category. Examination of the resulting "factor structure" showed very high agreement among the judges, again with the exception of Observability. The raw agreement scores averaged 0.86, while Kappa averaged 0.83 (; Table 1 ). The overall placement ratio of items within target constructs was 92%, with all constructs at or above 90%, except for Observability which was at 73% (Appendix 1). This indicated that items were generally being placed as they were intended. Thus, except for Observability, it was concluded that the development process had resulted in scales which demonstrated construct validity, with a high potential for very good reliability coefficients. Analysis of the Observability items indicated that the original construct was quite complex. It had been originally defined as the degree to which the results of an innovation are visible and communicable to others (Rogers 1983, p. 232) , but it also included the idea of the innovation being visible. Rogers had indicated that software dominant innovations have "less observability and usually have slower rates of adoption" than hardware innovations (1983, p. 232) . If results were the only focus, it would not matter whether they were related to software or hardware. Software, however, is less visible than hardware. Thus, it appears that the more a potential adopter can see an innovation, the more likely he is to adopt it. In fact, research has shown that "mere exposure [to objects] is capable of making an individual's attitude toward these objects more positive" (Zajonc and Markus 1982) .
The items in the pool tapped both these dimensions, and had been drawn mainly from other studies with the expectation that their construct validity and internal cohesiveness would be high. This was not the case. As a result, it was decided to split the construct, and focus on each dimension independently. One dimension concentrated on the tangibility of the results of using the innovation, including their Observability and Communicability, and was labelled Result Demonstrability. This ties back to the term used by Zaltman et al. who indicated that the more "amenable to demonstration the innovation is, [and] the more visible its advantages are ... the more likely it is to be adopted" (1973, p. 39) . Items from the Observability pool which reflected the ability to measure, observe, and communicate the results of using the innovation were kept for this dimension, which left only seven items from the original pool. Because some items had also been placed within Relative Advantage, they were reworded to drop any references to "benefits" or "advantages" in order to concentrate on the "results" aspect of the construct. Two additional items were written to increase the coverage of the item pool. The other dimension was the actual Visibility of the PWS. An additional nine items were written for this construct and added to the overall item pool. Therefore, at the end of this step, eight scales were being developed: voluntariness, image, relative advantage, compatibility, ease of use, result demonstrability, trialability, and visibility. e. Results of Third Sort. The procedures of the third sort (Table 1) were a repeat of the first sorting step, this time using the item pool which had been refined after the first two sorting rounds. Again, five new judges were recruited, this time from the business faculty of a different university. The level of agreement among these judges was quite acceptable, although the range of scores was greater than in the first sorts. Furthermore, 85% of the items were placed within the target constructs, although there were some clusters outside the targets (Appendix 1). All labels supplied by the judges (Appendix 2) to the categories they had created reflected the original definition enough that no problems with construct validity could be identified. The placement percentages, however, had a wider range than in previous sorts, with problems indicated for Image, Compatibility, and Visibility. Nevertheless, because once again the items tended to be grouped together, their internal consistency remained high. Scales were refined, however, by eliminating items which had been placed fairly consistently outside the target construct.
f. Results of Fourth Sort. The aim of this final round was the same as for round two. Again, four new judges were recruited and given the definitions of the constructs before the sort. The resulting grouping of items showed a simple "factor structure". with only one significant off-target cluster. In this case, one judge placed seven of the eleven Trialability items within the Voluntariness construct. Again, this is not surprising in that the perception of Voluntariness could also contribute to the perception of Trialability. The inter-judge raw agreement scores (Table 1 ) reflect these results. Except for the one judge with the off-target Trialability items, the agreement among the pairs of judges was above 0.90. Even for this judge, the agreement scores are in the 0.75 range. Kappa scores are also correspondingly high, with an average of 0.82. The three low scores in Table 1 are for the pairings which include the judge with the set of off-target items. The overall placement ratio of items within the target construct was 92%, with the lowest score for an individual construct being Trialability at 84% (Appendix 1). This placement of items within the target constructs shows that a high degree of construct validity and potential reliability had been achieved.
The final step of this round was to reduce the items for the various scales to approximately ten each. Relative Advantage had 18 items remaining after the various sorting rounds. It was therefore decided to keep the items from Davis' "perceived usefulness" scale (1986), and four items from two other sources to provide a potentially different perspective. Thus the scale for the next stage contained 14 items, reflecting the rather complex nature of the construct. Likewise, the 10 items retained for the Ease of Use scale were all taken directly from Davis' scale for "perceived ease of use". All items left for Compatibility, Result Demonstrability, and Visibility, and ten of the twelve items remaining for Trialability were kept in the item pool.
The final refinement of the scales for the initial pilot test was to reword items as necessary to include nonusers of the PWS. This created two sets of items which were grouped in two different sections of the questionnaire. The re-wording involved a slight change in tense and mood for the items, as illustrated by the italicized words in the following example:
User: Using a PWS is not similar to anything that I've done before. Nonuser: Using a PWS would not be similar to anything that I've done before.
4.C. Stage 3: Instrument Testing
a. First Pilot Test. The next stage of the development process was an initial pilot test of the overall instrument, which had been created by randomly ordering items from the eight scales into a common group. Because this was an initial test, the sample size was kept quite small. Questionnaires were distributed to a convenient sample of 20 users and nonusers taken from the business faculties of two universities, including both voluntary users of the PWS, primarily faculty members, and nonvoluntary users, primarily secretaries.
The first aim of this test was to ensure that the mechanics of compiling the questionnaire had been adequate. This was accomplished by having respondents first complete the questionnaire, and then comment on its length, wording, and instructions. The second aim of the test was to make an initial reliability assessment of the scales. Because 81 items are too many for this type of instrument, as respondents pointed out, we wished to eliminate as many as possible while retaining desired reliability levels. The scales were analyzed using the six measures of reliability discussed by Guttman (1945) . Of the six, he argued that the one with the highest rating establishes the lower bound of the true reliability of the scale (henceforth Guttman's lower bound or GLB). Cronbach's ALPHA (Cronbach 1970), one of Guttman's six measures, was highlighted in the analysis as is fairly standard in most discussions of reliability. The accepted level of reliability depends on the purpose of the research project. For example, Nunnally argued that in early stages of research, reliabilities of 0.50 to 0.60 would suffice, and that "for basic research, it can be argued that increasing reliabilities beyond 0.80 is often wasteful" (1967, p. 226) . Thus, for this study the target level of minimum reliability was set in the 0.70 to 0.80 range.
The correlation of items within each scale (henceforth item-item), the corrected item-to-total correlations (henceforth item-scale), the effects on ALPHA if the item were deleted, and the item standard deviation scores were used to determine which items were candidates for deletion from the scale. Items with low item-item and item-scale correlations, which would raise ALPHA if deleted, or which showed low variance (and hence would have low explanatory power in any model) were all candidates for elimination. Before any item was deleted, however, a check was made to ensure that the domain coverage (i.e. content validity) of the construct would not suffer. As a result, several items were dropped and the length of some scales significantly reduced. The remaining items are listed in Appendix 3. The following shows the original number of items in each scale, and the number after items were culled. b. Second Pilot Test. The next to last stage of the development process was a "full scale" pilot test of the questionnaire using respondents whose background was similar to the target population of the final study. The primary aim of this test was to ensure that the various scales demonstrated the appropriate levels of reliability. Again, checks were made for any difficulties that respondents might face in completing the questionnaire.
The sample for the pilot test was drawn from the head office of a utility company. It included both users and nonusers of PWS from a variety of levels and departments. Questionnaires were distributed to 75 individuals, with 66 (88%) usable questionnaires returned. The same analysis was conducted as for the first pilot test, focusing on reliabilities and the item-item and item-scale correlations (see Table 2 ). As a result, no changes were made to the scales for Image, Voluntariness, Relative Advantage, Compatibility, and Result Demonstrability. For Ease of Use and Trialability, slight modifications were made to a few items to correct some complex wording. In addition, two items from Ease of Use and one from Trialability were dropped to improve ALPHA. Finally, the Visibility scale of four items demonstrated significantly reduced reliability from the first pilot test. It was decided to attempt to improve reliability by slightly reworking some of the items (for example by emphasizing the word "not" in one item by underlining it), and by retrieving one item which had been dropped during an earher culling. c. Final Field Test. For the final field test, 800 questionnaires were distributed to individuals in seven companies from a variety of industries, including two utilities, two resource-based companies, two government departments, and a natural grains pool. 540 usable questionnaires were returned for a response rate of 68%. The rate was fairly consistent across all organizations. Respondents were from a variety of departments, and represented all organization levels, including executive and middle management (21%), first-line supervisors (25%), nonmanagement professionals (24%), and technical and clerical staff (30%).
Analysis was conducted in two rounds. First, the sample was randomly split into two. One half was used to determine whether the scales could be further refined, with the second half held in reserve for testing any revisions. While previous testing concentrated on reliability measures, this test also included factor analysis of the data (Appendix 3 contains all items sorted by construct for ease of reference). As shown in Table 2 , the reliabilities of the majority of the scales for the first half of the data are at or above the 0.80 level, with only two, Trialability and Visibility, near the 0.70 lower bound set for the study. These results indicate that amendments to the scales following the second pilot test succeeded in raising the reliabilities of the problematic scales to the desired levels, although there was still room for improvement. For example, by deleting the item indicated in Appendix 3, the ALPHA score for Visibility could be improved to 0.75. This item concerns the visibility of PWS outside the organization and thus apparently taps a different dimension.
Factor analysis was used as another assessment of construct validity. Fomell (1983) has argued that, in traditional factor analysis, the results are "indeterminate" because factor loadings can be rotated in numerous ways. Thus, data analysis where possible ought to be grounded in strong a priori notions. This fits the approach in this research where the constructs of interest are based on a substantial body of prior research (Rogers 1983; Tornatzky and Klein 1982) and have been explicated prior to any item development. This also follows several prescriptions that items be developed to fit the constmct's conceptual meaning as a method of ensuring construct validity (see, for example, Bohmstedt 1983; Campbell and Fiske 1959; Kerlinger 1978) .
Principal Components analysis was conducted with VARIMAX rotation. The results indicate that a seven-factor solution was the most likely as seven factors had eigenvalues greater than 1.0, while the scree plot also showed a break after the seventh factor. The seven factors accounted for approximately 63% of the variance in the data set. All expected factors emerged fairly "cleanly" except for Compatibility, whose items all loaded with the Relative Advantage items as one factor (the implications of which are discussecl below). This was verified by confirmatory factor analysis on this data (using ITAN, Gerbing and Hunter 1988) . When an eight-factor solution was investigated. Relative Advantage and Compatibility were correlated at the 0.99 level (i.e., were one factor).
Next, the rotated factor matrix was examined for items which either did not load strongly on any factor (<0.40), or were too complex (which loaded highly or relatively equally on more than one factor). As a result, five items, identified as being too complex, were candidates for possible deletion from the scales. These included the Visibility item mentioned above, as well as two Ease of Use items, and one item from each of the Relative Advantage, Image, and Result Demonstrability scales (all indicated in Appendix 3). These results were again confirmed using ITAN. Thus, these items were dropped from the scales (leaving a 38-item instrument), and a second factor analysis was conducted using the portion of the sample which had been withheld.
This analysis again used Principal Components vwth VARIMAX rotation, specifying a seven-factor solution. While the first analysis was exploratory (except for the ITAN confirmation), this analysis was more confirmatory as the solution was restricted to seven factors, although all parameters were freely estimated. The results show that the seven factors again captured 63% of the variance (Appendix 4 indicates the amount of variance captured by each factor). As can be seen from the factor pattern matrix in Appendix 4, a fairly simple factor structure emerged. No item loads highly on more than one factor. Furthermore, all items remaining in the various scales loaded together on the "target" factor, with the lowest loading being 0.45. Comrey (1973) indicated that loadings in excess of 0.45 could be considered fair, greater than 0.55 good, 0.63 very good, and 0.71 excellent. As the factor pattern shows, most loadings on the target factors are in the excellent range (25 out of 38), with only four in the "fair" range. Finally, as is shown in Table 2 , all scales achieved the minimum reliability scores targeted for this study, with only Trialability near the lower bound (GLB = 0.72). The reliability score for Result Demonstrability (with one less item) also slipped slightly (GLB = 0.78). These results indicate that the various scales (except for Compatibility) achieved a high degree of unidimensionality.
The scales may obviously still be improved. For example, while Trialability had a relatively low reliability score (0.72), no particular item seemed to be pulling it down, as deletion of any one would lower ALPHA. This scale had received higher reliability scores in the initial test (GLB = 0.94), which led to the deletion of several items. The final results indicate that perhaps too many items were culled and thus Appendix 3 indicates items which are suggested for re-insertion in any future Trialability scale. The inter-item correlations for all scales are included in Appendix 5 and can be used to guide any further deletions of items from the scales.
The main area of concern for the final instrument is the fact that Relative Advantage and Compatibility did not emerge as separate factors, even though they had been consistently separated throughout the sorting procedures. This may mean that, while conceptually different, they are being viewed identically by respondents, or that there is a causal relationship between the two. For example, it is unlikely that respondents would perceive the various advantages of using the PWS, if its use were in fact not compatible with the respondents' experience or work style. Nevertheless, as pointed out by BoUen and Hoyle (1990) , one must distinguish "conceptual from empirical dimensionality . . . High or even perfect correlation is not a sufficient condition to claim that a concept is unidimensional rather than bidimensional" (p. 497). The fact that the scales were separated in the card sorting indicates that the sorters clearly distinguished the conceptual differences between the two constructs. The empirical relationship between these two constructs is therefore definitely an area requiring further investigation.
The one scale which is not explicitly a PCI is Perceived Voluntariness. It was developed because it was initially assumed that this construct is not binary, or in other words, that voluntariness is not an "either-or" perception. The results support this assumption. The mean response to the scale was 3.7, with 4.0 being a neutral response. The scores were also distributed normally (skewness was 0.04).
d. Adopters versus Nonadopters. Diffusion theory specifies that adopters should have more positive perceptions of using the PWS than nonadopters, and thus should score higher on the scales developed. Therefore, as a final check on the validity of the instruments, the responses to the scales for a split sample of adopters versus nonadopters were compared. Adopters were determined by asking respondents to indicate whether they currently used a personal work station (PWS). The PWS was defined in the instructions accompanying the questionnaire as a set of computerized tools designed for an individual. It was indicated that the PWS "usually consists of a personal or microcomputer with one or more software packages, such as a word processing program or a spreadsheet, or a computer terminal hooked up to a central mainframe computer, again with the appropriate software". It was further emphasized that the "key aspect of a PWS is that it is computer technology directly that [one] would use directly". Pilot tests of the instructions indicated that respondents had no difficulty with this definition.
To construct the scales, the means of the items in each scale were used rather than their factor scores. Factor scores may be viewed as being more exact, in that the relative weight of an item in a scale is based on its loading on the factor. In some instances, this approach may be preferable as these scores may perform better than other approaches (Lastovicka and Thamodaran 1991) . Nevertheless, such scores are often less interpretable and generalizable than using simpler approaches such as summing or averaging the items that load highly on the factor (Gorsuch 1988) . For many research purposes, this simpler approach is considered "entirely adequate" (Tabachnik and Fidell 1989), and hence was followed in this study. Once the scales for the PCI were constructed, the scores of adopters versus nonadopters were compared using the nonparametric Mann-Whitney U-test. As can be seen from Table 3, the differences between the two groups are significant for all variables. These results fit the theory, providing further evidence of the validity of the scales. Finally, while the relative effects of the different perceptions was not an issue in this study, a direct discriminant function analysis was conducted using all scales except that for Voluntariness. This was done to determine how well they predicted membership in the adopter/nonadopter categories, and their relative weights. Of the original 532 responses, 25 were dropped from the analysis because they reported themselves as "former users" of the PWS, and hence did not fit the "adopter/nonadopter" classification scheme. The discriminant function including all variables showed a strong association between the categories and the predictors [x^(7) = 132, p < 0.001], correctly classifying 85% of the sample. When Compatibility is dropped from the analysis, the significance levels and relative ordering and magnitudes of the effects of the perceptions undergo some changes, with Ease of Use showing a less significant effect in the second equation. On the other hand. Relative Advantage shows a greater effect, which reflects its correlation v^dth Compatibility. Table 4 suggests that the best predictors for distinguishing between the categories are Relative Advantage, Result Demonstrability, and Visibility. On the other hand, both Trialability and Image seem to be weak predictors of adoption for this particular study. These results support the notion that the perceptions of using an innovation do affect one's decision to adopt or reject it, and suggest further areas of investigation into the relative effects of these perceptions.
e. Instrument Reduction. An ongoing concern to survey researchers is the length of survey instruments. While the length of the instrument is relatively short given the number of constructs being measured, further refinement is always possible. First, depending on one's objectives, the results of the discriminant analysis indicate that one perception, trialability, had significantly less weight than the others in an organizational context. This may be a result of organizations making the technology available at no risk to the individual adopter, thus minimizing its discriminating power. Thus, researchers may be able to control for this factor, rather than directly measure it and thus drop this scale from their study. On the other hand, trialability should be a significant concern for those who would adopt an innovation at their own risk, and thus studies of consumer behaviour, for example, should consider this factor.
Deletion of items from scales is another means of reducing the instrument length, but this should be done with caution. Reduction may threaten both the validity and reliability of the scale. Nevertheless, thirteen items were identified, which if deleted for this sample, would not have had a significant negative effect on ALPHA, and should not affect the content validity of the scales. The result would be a 25-item (identified in Appendix 3 by an asterisk) instrument, measuring eight constructs. Table 5 indicates the ALPHA scores for the shortened scales. Again, it must be cautioned that these scales are untested in a new sample.
Summary and Conclusions
The instrument development research described here offers several contributions. The most obvious is the creation of an overall instrument to measure various perceptions of using an information technology innovation. The creation process included surveying known existing instruments, choosing appropriate items, creating new items as necessary, and then undertaking an extensive scale development process. It is believed that the method of developing the scales provides a high degree of confidence in their content and construct validity. The result is a parsimonious, 34-item instrument, comprising seven scales, all with acceptable levels of reliability. This instrument can now be used to investigate how perceptions affect individuals' actual use of information technology as well as other innovations.
The development process also helped to clarify and refine some of the definitions of the various PCI. The development steps showed that Observability as originally defined by Rogers seemed to be tapping two distinctly different constructs. Result Demonstrability and Visibility. As a result, two different scales were developed. The development process also further demonstrated the validity and reliability of the two scales imported from Davis (1986) . Finally, the issue of the effects of corporate mandates on adoption is one which has been raised as a further factor which needs addressing in diffusion research (Bayer and Melone 1989) . In this study, Perceived Voluntariness was shown to be more than a binary variable. Many researchers assume, based on respondents' level in the hierarchy or on job descriptions, that certain behaviours are either voluntary or compulsory. Based on this assumption, conclusions are drawn about the eflFects of other variables. Use of the Voluntariness scale should help to clarify assumptions about the freedom of choice in adopting innovations.
An eighth scale to measure Compatibility was also developed. It was initially refined during the sorting rounds to drop references to the needs of the potential adopter, as this tended to be confounded with Relative Advantage. While the card sorting indicated that it appeared to be conceptually distinct from Relative Advantage, and while its scale has good reliability, principal components analysis grouped its items with those of Relative Advantage. This indicates that still more work is needed in this area to investigate the relationship between these two constructs.
Finally, it is believed that this project further extends our instrument development methodology. The process involved several deliberate steps to develop the scales, and the results show that these steps had the desired results. The sorting routines seem to have been especially valuable, given the relatively distinct factors which emerged from the unconstrained factor analysis. In addition, having judges provide their own labels for the groupings helps in verifying the construct validity of the scales.
In recommending this instrument to researchers investigating perceptions of innovations, a few points of caution are appropriate. While the various items were developed to be as general as possible, they were worded and tested with respect to a particular innovation, the Personal Work Station, in a particular context, organizational work. Nevertheless, it is believed that they could be easily reworded by substituting the names of different IT innovations, though additional checks for validity and reliability would be prudent after rewording. Second, other contexts, such as consumer buying behaviour, may introduce other factors which need examination. Therefore, further investigation is needed with other innovations in other contexts to investigate the generalizability of the scales.
One scale's reliability is relatively lower than the commonly desired standard of 0.80, although there is potential for significant improvement in the scale by including previously deleted items. As was discussed earlier, however, the desired reliability levels may differ depending on the purposes of the research. Researchers using these scales will have to consider such factors. In conclusion, it is believed that the final instrument, which was developed based on a model of general factors that have predicted the adoption of innovations quite successfully, offers a useful tool for the study of the initial adoption and diffusion of innovations.*
Appendix 1

Item Placement Scores
The item placement ratio is an indicator of how many items were placed in the intended, or target, category by the judges. As an example of how this measure could be used, consider the simple case of three theoretical constructs with ten items developed for each construct. With a panel of four judges, a theoretical total of 40 placements (4 judges times 10 items) could be made within each construct. Thus a THEORETI-CAL versus ACTUAL matrix of item placements could be created as shown in the figure below (including an ACTUAL "Not Applicable" column where judges could place items which they felt fit none of the categories). Hits: 100 Overall "Hit Ratio": 83%
Examination of the diagonal oi Xht matrix shows that with a theoretical maximum of 120 target placements (three constructs at 40 placements per construct), a total of 100 "hits" were achieved, for an overall "hit ratio" of 80%. Secondly, and more importantly, examination of each row shows how the items created to tap the particular constructs are actually being classified. For example, Row C shows that all 40-item Adoption of Information Technology Innovation placements were within the target construct, but that in Row B, only 60% (24/40) were within the target. In the latter case, 12 of the placements were made in Construct A, which might indicate that the items underlying these placements are not differentiated enough from the items created for Construct A. This would lead one to have confidence in a scale based on Row C, but be hesitant about accepting any scale based on Row B. Finally, examination of the off-diagonal entries indicates how factorially complex any construct might be. Actual constructs based on columns with a high number of entries in the off-diagonal might be considered to be too ambiguous. Likewise, the items themselves in the off-diagonals might be ambiguous, so any consistent pattern of item misclassification should be examined.
In the tables that follow, the actual scores for the four sorting rounds are provided. Image: the degree to which the use of the PWS enhances one's image or status within the organization. Benefit: the degree to which the use of the PWS is a benefit in one's job. Compatibility: the degree to which use of the PWS is compatible with, or requires change, in one's job. Ease of Use: the degree to which the PWS is easy to learn and use. Trialability: the degree to which it is possible to try using the PWS. Measurability: the degree to which the benefits of using the PWS are measurable Note. All correlations in the above matrices were significant at the 0.001 level, except for one (in the Visibility scale) indicated by an asterisk (*).
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