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Resumo
A soluc‚ ao de equac‚ oes diferenciais nem sempre pode ser obtida em forma fechada.
Em geral, faz-se necess·ario utilizar aproximac‚ oes num·ericas que tornem o problema
sol·uvel computacionalmente. O m·etodo num·erico escolhido na resoluc‚ ao do problema
deve apresentar r·apida convergencia, consistencia, estabilidade e baixo custo computa-
cional.
Dentre os m·etodos num·ericos existentes para a resoluc‚ ao aproximada de equac‚ oes
diferenciais, consideramos os denominados m·etodos espectrais. Os m·etodos espectrais
utilizam s·eries truncadas de func‚ oes suaves (innitamente diferenci·aveis) para represen-
tar a soluc‚ ao. Se o problema envolve dados suaves e condic‚ oes de contorno peri·odicas,
podemos conseguir uma r·apida convergencia (espectral) utilizando expansoes em s·eries
de Fourier. A convergencia espectral ·e alcanc‚ada quando o erro de truncamento entre a
s·erie (com um n·umero nito N de termos) e a soluc‚ ao exata, decai a zero mais rapidamente
que qualquer potencia de 1/N. As expansoes espectrais para problemas nao-peri·odicos
(em dom·nios simples e nitos), geralmente utilizam s·eries em termos de polinomios de
Chebyshev ou Legendre. Tais representac‚ oes apresentam limitac‚ oes quando precisamos
resolver problemas transientes, pois o adensamento de pontos nodais pr ·oximo aos con-
tornos implica na necessidade de pequenos passos no tempo para satisfazer a condic‚ ao
CFL.
Nos m·etodos de Fourier, que envolvem pontos igualmente espac‚ados, tal restric‚ ao
est·a ausente. Al·em disso, o uso da transformada r·apida de Fourier (FFT) reduz signi-
cativamente o custo computacional na avaliac‚ ao das transformadas discretas de Fourier
(DFT). Os m·etodos de Fourier sao extremamente eciente e precisos na resoluc‚ ao de
xi
problemas peri·odicos.
Nos problemas nao-peri·odicos, nao recomenda-se o emprego das s·eries de Fourier
devido a presenc‚a de oscilac‚ oes esp·urias pr·oximas ao contorno - o Fenomeno de Gibbs.
Para resolver este problema, Gottlieb e co-autores (1992) propuseram o m·etodo de Fourier-
Gegenbauer, que elimina por completo o fenomeno de Gibbs. O m·etodo utiliza s·eries
de Fourier e um resultado fundamental que possibilita re-expandir a aproximac‚ ao em
polinomios de Gegenbauer, calculando os coecientes da nova expansao em termos da
anterior e obtendo acur·acia espectral nesta segunda representac‚ ao.
As metodologias investigadas neste trabalho constroem aproximac‚ oes num·ericas
para as soluc‚ oes das equac‚ oes de Poisson/Helmholtz. Estas equac‚ oes tem importancia
em esquemas num·ericos que utilizam tais ’solvers’ em esquemas temporais de passos
fracionados para resoluc‚ ao das equac‚ oes de Navier-Stokes (ver por exemplo, Canuto e
co-autores (1988)).
Abstract
Only in special cases solutions for partial differential equations are obtained in
closed form. Generally, numerical approximations are needed in order to produce com-
putational solutions. The choice of the numerical method relies upon criteria like speed
of convergence, consistency, estability and low computational cost.
Among the existing numerical methods that produce approximate solutions for dif-
ferential equations, we consider spectral methods. Spectral methods use truncated series
expansions of smooth, innitely differentiable, functions that represent the solution. If
the problem has smooth data and periodic boundary conditions, then one can obtain fast
(spectral) convergence from Fourier series expansions. One obtains spectral convergence
when the truncation error between the truncated series (with a nite number of terms, N)
and the exact solution, decays to zero faster than any power of 1/N. Spectral expansions
for non-periodic problems (in simple, nite domains) generally utilize series in terms of
Chebyshev or Legendre polynomials. Such representations have limitations whenever one
needs to solve transient problems, since the high density of nodes close to the boundaries
restrict the time step allowed in order to satisfy the CFL condition.
This restriction does not occur in Fourier methods, which involve equally spaced
nodes. Furthermore, the use of fast Fourier transforms (FFT) reduce signicantly the
computational cost due to the evaluation of discrete Fourier transforms (DFTs). Fourier
methods are extremelly efcient and accurate for solving periodic problems.
However, for non-periodic problems, the use of Fourier series is not recommended
due to the presence of spurious oscillations close to the boundaries - the Gibbs phe-
nomenon. In order to circunvent this difculty, Gottlieb and co-authors (1992) proposed
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the Fourier-Gegenbauer method, which completely removes the Gibbs phenomenon. The
method is based on Fourier-series and a fundamental result which allows one to re-expand
the approximation in Gegenbauer polynomials. The coefcients of the new expansion are
calculated from the coefcients of the previous (Fourier) expansion. For smooth (analytic)
data, one obtains a new spectrally accurate expansion. The present dissertation investi-
gates techniques for direct solution of differential equations through Fourier-Gegenbauer
methods.
Capı´tulo 1
Introduc¸a˜o
Convergencia, precisao e custo computacional tem sido o alvo de estudos na soluc‚ ao
de equac‚ oes diferenciais. Os estudos realizados nesta ·area mostram as diculdades exis-
tentes na soluc‚ ao destes problemas e as formas computacionalmente ecientes de resolve-
las. Estes estudos sao motivados pela grande importancia de resolver equac‚ oes difer-
enciais computacionalmete, dado que muitos fenomenos f·sicos sao representados desta
forma. Dentre outras aplicac‚ oes que exigem m·etodos num·ericos de elevada acur·acia,
estao aquelas modeladas pelas equac‚ oes de destaque na mecanica dos uidos, as equac‚ oes
de Navier-Stokes. Modelos num·ericos de turbulencia, a simulac‚ ao direta de escoamen-
tos turbulentos, e a simulac‚ ao de modelos de previsao de tempo sao alguns exemplos
concretos.
O estudo das soluc‚ oes de equac‚ oes diferenciais envolve a utilizac‚ ao de alguns m·eto-
dos num·ericos conhecidos, pois a soluc‚ ao das mesmas nem sempre pode ser obtida em
forma fechada (atrav·es de m·etodos anal·ticos ou semi-anal·ticos). Assim, frequentemente
precisamos introduzir aproximac‚ oes num·ericas a m de obter um problema sol·uvel com-
putacionalmente e tal que o m·etodo num·erico associado tenha boas propriedades de esta-
bilidade, consistencia, e principalmente convergencia.
Neste contexto, quatro classes de m·etodos tem destaque na atualidade: as diferenc‚as
nitas, os volumes nitos, os elementos nitos e os m·etodos espectrais. A m de apre-
sentar os objetivos gerais deste trabalho, descreveremos sucintamente estas classes de
2m·etodos para entao localizar nosso foco de trabalho.
O m·etodo das diferenc‚as nitas (Thomas (1995) e Strikwerda (1989)) ·e certamente
o mais antigo dentre os citados. Seu princ·pio geral ·e bastante simples: aproximar op-
eradores diferenciais por operadores de diferenc‚as visando obter sistemas lineares com
esparsidade elevada cujas inc·ognitas representam os valores aproximados da soluc‚ ao nos
pontos nodais dispostos sobre o dom·nio computacional. Estes m·etodos tendem a pro-
duzir esquemas bastante ecientes computacionalmente e de f·acil implementac‚ ao. Suas
desvantagens principais sao: a imposic‚ ao de condic‚ oes de contorno mais complicadas,
resoluc‚ ao de problemas em dom·nios complicados e baixa acur·acia. Recentemente, es-
quemas de acur·acia mais elevada tem sido desenvolvidos, por·em, como consequencia
natural, os demais fatores sao afetados adversamente.
O m·etodo dos elementos nitos (Becker e co-autores (1981); Braess (1997)) con-
siste em dividir o dom·nio do problema em um n·umero nito de subdom·nios, chamados
de elementos. A partir da teoria variacional de EDPs, reformula-se o problema em um
problema variacional em espac‚os de dimensao nita, onde representa-se a aproximac‚ ao
em termos de certas func‚ oes de base polinomiais por partes. A soluc‚ ao deste problema
variacional discreto conduz a necessidade de resoluc‚ ao de sistemas lineares esparsos, que,
quando resolvidos, possibilitam a construc‚ ao de uma aproximac‚ ao da soluc‚ ao em todos os
elementos. Os elementos nitos possuem vantagens computacionais em problemas envol-
vendo geometrias complicadas. Al·em disso, desfrutam de uma teoria rigorosa, e bastante
avanc‚ada, de an·alise de erros, estabilidade e convergencia (Brenner Escott (1994); Ciarlet
(1978); Oden e Reddy (1976); Girault e Raviart (1986)). Esta versao cl·assica do m·etodo
emprega polinomios de grau xo e suporte local, e como consequencia, os erros decaem
algebricamente com o tamanho da malha. Versoes mais recentes do m·etodo, o p-Finite
element, xam a malha e elevam o grau dos polinomios a m de obter acur·acia elevada
(Babuska e Suri (1994)).
O m·etodo dos volumes nitos (Maliska (1995); Patankar (1981)) consiste em di-
vidir o dom·nio de interesse em subdom·nios (os volumes). A id·eia central ·e inte-
3grar as equac‚ oes diferenciais sobre cada volume e utilizar expansoes em s·eries de Taylor
para relacionar as vari·aveis nas faces dos volumes com as vari·aveis nos centros de cada
volume. Este processo de discretizac‚ ao resulta em sistemas lineares alg·ebricos com es-
trutura muito similar ao das diferenc‚as nitas. Embora estes m·etodos sejam de f·acil
implementac‚ ao e podem ser empregados em problemas com geometrias complicadas (via
mapeamentos), em geral produzem soluc‚ oes de baixa acur·acia (segunda ordem no mel-
hor dos casos). A obtenc‚ ao de esquemas de mais alta ordem aproximam ainda mais estes
m·etodos de esquemas de diferenc‚as nitas. Mais recentemente, estes m·etodos tem sofrido
forte inuencia dos elementos nitos (Raw (1985); Maliska (2003)).
Os m·etodos espectrais (Boyd (2000); Canuto e co-autores (1988); Gottlieb e co-
autores (1977)) utilizam espansoes em s·eries truncadas de func‚ oes innitamente difer-
enci·aveis a m de representar soluc‚ oes de equac‚ oes diferenciais. Enquanto o m·etodo dos
elementos nitos ·e baseado na expansao em func‚ oes de base locais, os m·etodos espec-
trais sao baseados na expansao em func‚ oes de base globais. Nas expansoes espectrais
geralmente utilizamos s·eries de polinomios ortogonais, como os polinomios de Cheby-
shev, Legendre, Laguerre, etc. Expansoes em s·eries de Fourier tamb·em sao espectrais
quando envolvem condic‚ oes de contorno peri·odicas. A aproximac‚ ao espectral quando
aplicada de forma correta, fornece excelentes resultados. O erro entre a soluc‚ ao exata
e a aproximac‚ ao espectral, decai a zero exponencialmente com o n·umero de termos da
s·erie truncada (a denominada convergencia espectral). Em contraste, os m·etodos citados
anteriormente apresentam erros de truncamento com decaimento alg·ebrico (em func‚ ao
do espac‚amento da malha, por exemplo). Os m·etodos espectrais tornaram-se populares
desde 1970, principalmente a partir do desenvolvimento dos m·etodos de transformada
r·apida, com aplicac‚ oes em previsoes num·ericas do tempo, simulac‚ oes diretas de escoa-
mentos turbulentos, an·alises de estabilidade de escoamentos, e outros problemas onde
alta acur·acia ·e requerida.
Com a intenc‚ ao de criar um m·etodo para resolver geometrias mais complicadas,
Patera (1984) propos o m·etodo dos elementos espectrais, que uniu a acur·acia dos m·etodos
espectrais com a generalidade dos elementos nitos.
4A monograa de Gottlieb e Orszag (1977) ·e o primeiro a apresentar uma discussao
sistem·atica dos m·etodos espectrais. Nessa monograa os m·etodos utilizando s·eries de
Fourier sao recomendados apenas para problemas peri ·odicos, onde atingem acur·acia es-
pectral.
Gottlieb e co-autores (1992) propuseram um procedimento para remoc‚ ao do feno-
meno de Gibbs, presentes em s·eries de Fourier truncadas de func‚ oes anal·ticas e nao
peri·odicas. O fenomeno de Gibbs manifesta-se por meio de oscilac‚ oes esp·urias pr·oximo
aos contornos do dom·nio, ou seja, pr·oximo a descontinuidade da func‚ ao h·a oscilac‚ oes
que nao decaem com o n·umero de termos retidos na s·erie. Isto ·e a consequ¨encia da nao
periodicidade da func‚ ao. Logo, o m·etodo proposto permite aplicar o m·etodo de Fourier
para problemas nao peri·odicos e mesmo assim obter acur·acia espectral.
O presente trabalho ·e uma continuac‚ ao natural de um trabalho anterior (Oliveira
e Silva (1999)) onde resultados preliminares sobre a aplicac‚ ao do m·etodo de Fourier-
Gegenbauer, originalmente proposto por Gottlieb e co-autores (1992), a resoluc‚ ao com-
putacional de equac‚ oes diferenciais foram apresentados.
Neste trabalho empregamos o software MATLAB como ambiente de programac‚ ao.
O MATLAB ·e uma linguagem de alto n·vel, espec·ca para computac‚ ao cient·ca, com
poderosa interface gr·aca e desempenho mais eciente a cada nova versao.
O objetivo deste trabalho ·e desenvolver medodologias para resolver equac‚ oes difer-
enciais atrav·es da construc‚ ao de variac‚ oes do m·etodo de Fourier-Gegenbauer. Estudare-
mos apenas a versao associada ao m·etodo de Fourier-Galerkin.
Capı´tulo 2
Revisa˜o Bibliogra´fica
Resumo: Este capı´tulo tem por objetivo revisar os trabalhos publicados na literatura que tem
relevaˆncia para o presente trabalho. Os trabalhos considerados dizem respeito aos me´todos de
Fourier, Fourier-Gegenbauer, me´todos espectrais e elementos espectrais.
Na atualidade, os m·etodos num·ericos com maior destaque sao as diferenc‚as nitas,
os volumes nitos, os elementos nitos e os m·etodos espectrais. A m de apresentar
os objetivos deste trabalho, concentramos esforc‚os no estudo da literatura dispon·vel so-
bre m·etodos espectrais, dando maior enfase a uma classe particular destes m·etodos: os
m·etodos de Fourier-Gegenbauer. Estes estudos sao necess·arios a compreensao dos con-
ceitos b·asicos, id·eias centrais e resultados fundamentais sobre m·etodos espectrais, bem
como dos outros m·etodos num·ericos utilizados na aproximac‚ ao de func‚ oes e na soluc‚ ao
de equac‚ oes diferenciais. A seguir, apresentamos uma breve revisao da literatura sobre o
assunto.
Orszag (1972) utiliza alguns problemas-modelo para comparar a acur·acia da aproxi-
mac‚ ao espectral por colocac‚ ao, que denominaremos espectral-colocac‚ ao, e a aproximac‚ ao
espectral pelo m·etodo de Galerkin, que denominaremos espectal-Galerkin. Para um sim-
ples problema hiperb·olico, usando s·eries de Fourier, a aproximac‚ ao pseudoespectral apre-
senta erros de alcunha (ou distorc‚ ao - aliasing, no ingles). Por outro lado, a aproximac‚ ao
espectral-Galerkin nao apresenta tais erros. Mesmo assim, a aproximac‚ ao espectral-
6colocac‚ ao possui vantagens operacionais sobre a aproximac‚ ao espectral. A primeira
requer somente duas transformadas r·apidas de Fourier para soluc‚ ao do problema em
questao, enquanto a segunda requer quatro transformadas r·apidas de Fourier. As transfor-
madas discretas de Fourier sao implementadas ecientemente em N log N operac‚ oes pelo
algoritmo de transformada r·apida de Fourier. Logo, para problemas mais complicados,
o m·etodo espectral mais r·apido requer, no m·nimo, duas vezes o n·umero de transfor-
madas r·apidas de Fourier, quando comparado ao m·etodo pseudoespectral. Al·em disso,
para um mesmo problema, o c·odigo pseudoespectral ·e mais simples de implementar que
o c·odigo espectral correspondente. Por m, a aproximac‚ ao pseudoespectral ·e aplicada a
uma maior classe de problemas do que a aproximac‚ ao espectral. A ·unica desvantagem da
aproximac‚ ao pseudoespectral ·e que ela est·a propensa a instabilidade num·erica devido aos
erros de alcunha. Em Canuto e co-autores (1988) sao descritos m·etodos para remoc‚ ao
destes erros. Outro exemplo apresentado no trabalho de Orszag ·e o da expansao em
s·erie de polinomios de Chebyshev. Neste exemplo, ca claro que os erros envolvidos na
aproximac‚ ao espectral-colocac‚ ao e espectral-Galerkin sao similares quando a expansao
apresenta r·apia taxa de convergencia.
Gottlieb e Orszag (1977) ·e o primeiro trabalho a apresentar uma discussao sis-
tem·atica dos m·etodos espectrais. Os m·etodos espectrais consistem em representar a
soluc‚ ao do problema por uma s·erie truncada de func‚ oes conhecidas. Esta representac‚ ao ·e
feita utilizando m·etodos de aproximac‚ oes chamados Galerkin, Tau ou Colocac‚ ao (pseu-
doespectral). Dentre estes, os mais utilizados sao Galerkin e Colocac‚ ao usando s·eries
de Fourier ou Chebyshev. Outros polinomios ortogonais tamb·em podem ser utilizados
como Legendre, Laguerre, etc. O trabalho apresenta a soluc‚ ao de problemas cl·assicos
utilizando os m·etodos citados, mostrando que a diferenc‚a entre estas aproximac‚ oes est·a
no tratamento que cada um faz nos termos de contorno (em problemas mais complicados,
existem outras diferenc‚as mais signicativas). Assim sendo, as condic‚ oes de contorno
impostas pelo problema sao fatores decisivos na escolha da representac‚ ao espectral apro-
priada. Esta escolha vai garantir a convergencia espectral ou nao do m·etodo, ou seja, o
erro de truncamento entre a soluc‚ ao exata e a aproximac‚ ao espectral decai a zero expo-
7nencialmente com o n·umero de termos da s·erie aproximante. Nesse trabalho os m·etodos
que utilizam s·eries de Fourier sao recomendados apenas para problemas peri ·odicos. Caso
contr·ario, teremos a presenc‚a do fenomeno de Gibbs (oscilac‚ oes esp·urias pr·oximo ao
contorno).
Obtidos bons resultados com uso de m·etodos espectrais na soluc‚ ao de problemas
em dom·nios retangulares, Orszag (1980) estende o m·etodo para resolver problemas em
dom·nios mais complicados. Segundo o autor, as expansoes espectrais devem utilizar
s·eries de polinomios ortogonais (como Chebyshev e Legendre), a menos que as condic‚ oes
de contorno do problema sejam compat·veis com outra classe de autofunc‚ oes, podendo
neste caso, utilizar s·eries de Fourier. Para muitos problemas em dom·nios complicados,
torna-se dif·cil encontrar um conjunto de func‚ oes de expansao espectral que consiga uma
sintonia·· com os detalhes da geometria. Isto causa diculdades computacionais e de
convergencia. Para evitar esses problemas, a id·eia foi criar um m·etodo geral e poderoso,
que preservasse todas as caracter·sticas dos m·etodos espectrais em geometrias simples.
Esta nova formulac‚ ao do m·etodo utiliza o sistema chamado mapping e patching. A
func‚ ao do mapping ·e transformar o dom·nio complicado em um mais simples, enquanto
o patching subdivide o dom·nio complicado em subregioes de modo que as expansoes
espectrais sejam v·alidas em cada subregiao. Depois, resolve-se o problema na regiao
complicada, aplicando condic‚ oes de continuidade nas fronteiras comuns entre os sub-
dom·nios.
Patera (1984) propos o m·etodo dos elementos espectrais para resolver as equac‚ oes
de Navier-Stokes. Este m·etodo uniu a acur·acia dos m·etodos espectrais com a gener-
alidade dos elementos nitos. Inicialmente, Patera apresentou o problema modelo uni-
dimensional, a equac‚ ao advecc‚ ao-difusao. Utilizando o esquema de Adams-Bashforth
para o operador da onda e o m·etodo de Crank-Nicolson para o termo de difusao, obteve
uma forma discretizada no tempo para a equac‚ ao em questao. Estas formas sao simi-
lares as equac‚ oes de Navier-Stokes. A soluc‚ ao destas equac‚ oes a cada passo de tempo
envolve uma equac‚ ao da onda, uma equac‚ ao de Poisson (para pressao) e uma equac‚ ao
de Helmholtz (para o termo viscoso). O m·etodo dos elementos espectrais aplicado ao
8problema modelo, consiste em particionar o dom·nio computacional em uma s·erie de el-
ementos. Dentro de cada elemento a func‚ ao ·e representada atrav·es de um interpolante
Lagrangeano com pontos de colocac‚ ao de Chebyshev. A parte hiperb·olica (equac‚ ao da
onda) ·e avaliada por colocac‚ ao. Apenas a continuidade da func‚ ao ·e requerida, sendo facil-
mente satisfeita na representac‚ ao pelo m·etodo dos elementos espectrais. Para avaliar as
equac‚ oes de Helmholtz e Poisson, por este m·etodo, ·e necess·ario um princ·pio variacional
equivalente, que utiliza o interpolante Lagrangeano como func‚ ao teste. Para demonstrar
a acur·acia do m·etodo dos elementos espectrais, Patera resolveu a equac‚ ao de Poisson uti-
lizando o m·etodo espectral, o m·etodo dos elementos espectrais (com dois elementos) e
o m·etodo dos elementos nitos (quadr·atico). Como esperado, o m·etodo espectral e dos
elementos espectrais convergiram exponencialmente, enquanto o m·etodo dos elementos
nitos convergiu algebricamente. Para o problema modelo, a soluc‚ ao pelo m·etodo dos el-
ementos espectrais possui maior acur·acia comparado a t·ecnica dos elementos nitos. Os
exemplos mostram que quanto mais complexo ·e o dom·nio, mais inapropriando torna-se
o uso do m·etodo espectral.
Dando continuidade ao trabalho sobre elementos espectrais, Korczak e Patera (1985)
apresentam a t·ecnica dos elementos espectrais isoparam·etricos na soluc‚ ao de equac‚ oes de
Navier-Stokes bidimensionais em dom·nios arbitr·arios. O primeiro passo foi apresentar a
formulac‚ ao isoparam·etrica para as equac‚ oes de Helmholtz, que consiste no mapeamento
de um elemento mestre (em um sistema de coordenadas locais), em cada um dos elemen-
tos reais da malha (no espac‚o f·sico). As func‚ oes de forma em cada elemento sao inter-
poladores de Lagrange. A representac‚ ao do espac‚o local ·e dada por pontos de colocac‚ ao
de Chebyshev Gauss-Lobatto e a malha f·sica ·e especicada exatamente, de acordo com
a distribuic‚ ao dos pontos de colocac‚ ao. Este procedimento nos leva a resolver um sis-
tema de equac‚ oes, que, por mais preciso, possui pouco interesse pr·atico a menos que seja
resolvido ecientemente. Neste caso, foi aplicado o m·etodo de condensac‚ ao est·atica. A
convergencia do m·etodo dos elementos espectrais foi analisada quando aplicado a proble-
mas el·pticos de segunda ordem. Foi considerado o caso onde a soluc‚ ao converge quando
aumenta-se o n·umero de elementos. Sao tres as contribuic‚ oes para o erro: o funcional
9·e minimizado em um subespac‚o restrito; os termos nao homogeneos no funcional, nao
sao integr·aveis exatamente e as perturbac‚ oes no funcional causadas pela nao exatidao da
integrac‚ ao e representac‚ ao dos fatores de transformac‚ ao geom·etrica. A primeira fonte de
erro nao depende da escolha dos pontos de colocac‚ ao. J·a a segunda e terceira depen-
dem fortemente desta escolha. A escolha por pontos de colocac‚ ao de Chebyshev para
coordenadas f·sicas e locais ·e razo·avel na soluc‚ ao de problemas de interpolac‚ ao, pois
a representac‚ ao de Chebyshev de func‚ oes suaves converge exponencialmente. Estudos
emp·ricos mostram que, para soluc‚ oes sucientemente suaves, o m·etodo converge ex-
ponencialmente. Para demonstrar a convergencia, foi utilizado o m·etodo do elemento
espectral para soluc‚ ao da equac‚ ao de Poisson em uma regiao anular. Todas as malhas
apresentadas fornecem convergencia exponencial para este problema em particular. Se
o dom·nio apresentar singularidades, o convergencia nao ser·a mais a mesma, neste caso,
aplica-se uma t·ecnica de renamento e a convergencia ser·a apenas de ordem nita. O
esquema de time-splitting, tamb·em denominado m·etodo dos passo fracionados, para as
equac‚ oes de Navier-Stokes foi apresentado. O caso semi-discreto (no tempo), trata os ter-
mos nao lineares usando Adams-Bashforth de terceira ordem por ter grande estabilidade.
A formulac‚ ao reduz a tarefa computacional de resoluc‚ ao das equac‚ oes de Navier-Stokes
a resoluc‚ ao de uma equac‚ ao de Poisson (para pressao) e duas de Helmholtz (para o vetor
velocidade). O esquema de splitting atinge compar·avel acur·acia para m·etodos de alta or-
dem, a um baixo custo computacional. Os autores tamb·em mostram como este esquema
pode ser implementado para dom·nios complicados no contexto dos elementos espectrais.
Coment·arios sobre ltros para m·etodos espectrais de Chebyshev e Legendre e de
elementos espectrais, foram apresentados por Boyd (1998). Uma forma de reduzir ruidos
num·ericos com m·etodos espectrais de Chebyshev ou Legendre ·e ltrar os coecientes, ou
seja, substituir a s·erie truncada de Chebyshev (uN(x)) por sua s·erie ltrada (uF (x)), para
alguma func‚ ao ltro. O problema ·e que o uso de ltros violam as condic‚ oes de contorno.
Por exemplo, se u(±1)=0, a func‚ ao ltrada nao ·e zero em ambos os extremos, exceto em
casos especiais. Entao, a proposta ·e simplicar as modicac‚ oes do ltro para que uF (x)
satisfac‚a as mesmas condic‚ oes de contorno como uN(x). A id·eia ·e reescrever uN(x) em
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termos de novas func‚ oes base que satisfac‚am as condic‚ oes de contorno homogeneas e
entao aplicar o ltro modicando os coecientes desta nova expansao. Se as condic‚ oes
de contorno nao forem homogeneas a soluc‚ ao u(x) ·e dividida na soma de um polinomio
de baixo grau que satisfaz as condic‚ oes de contorno nao homogeneas, mais uma soma
sobre as func‚ oes base que satisfac‚a as condic‚ oes de contorno homogeneas equivalente. A
escolha da base ·e feita entre as in·umeras combinac‚ oes lineares dos polinomios de Cheby-
shev que satisfaz cada conjunto de condic‚ oes de contorno, e que apresentam os menores
erros de arredondamento. O equivalente acontece com os polin omios de Legendre. O au-
tor explica que o uso correto dos ltros, permite adicionar uma viscosidade adicional na
computac‚ ao do problema usando polinomios de Chebyshev ou Legendre e ainda preservar
as condic‚ oes de contorno originais.
Gottlieb e co-autores (1992) propoem um procedimento para remoc‚ ao do fenomeno
de Gibbs, presente em s·eries de Fourier truncadas de func‚ oes anal·ticas e nao peri·odicas,
que causam oscilac‚ oes esp·urias pr·oximo aos contornos do dom·nio. Ou seja, pr·oximo
a descontinuidade h·a oscilac‚ oes que nao decaem com o n·umero de termos retidos na
soma espectral. Isto ·e a consequencia da nao-periodicidade da func‚ ao. Esse m·etodo per-
mite aplicar o m·etodo de Fourier para problemas nao-peri·odicos e mesmo assim obter
acur·acia espectral. Fourier-Gegenbauer ·e o m·etodo proposto que elimina por completo o
fenomeno de Gibbs presente nestes problemas. Os autores provam que, os coecientes
de Fourier fˆ(k), |k| ≤ N de uma func‚ ao anal·tica e nao peri·odica f(x), x∈[-1,1], cont·em
informac‚ oes sucientes para construir, com acur·acia espectral, a expansao de Gegenbauer
para esta func‚ ao em todo intervalo, incluindo as descontinuidades x=±1. Os polin omios
de Gegenbauer Cλl (x) sao ortogonais em [-1, 1] com as func‚ oes pesos (1− x2)λ−1/2. Os
coecientes de Gegenbauer podem ser expressos de forma fechada em termos dos fˆ(k). O
trabalho apresenta, de forma sucinta, os polinomios de Gegenbauer. Em seguida, inicia os
passos que provam a remoc‚ ao do fenomeno. O primeiro passo diz que, dada a soma par-
cial dos primeiros 2N+1 coecientes de Fourier de uma func‚ ao anal·tica, nao peri·odica,
·e poss·vel descobrir a soma parcial dos primeiros m coecientes na expansao de Gegen-
bauer da mesma func‚ ao, com acur·acia espectral (exponencial) na norma do m·aximo. O
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erro entre os coecientes de Gegenbauer exatos e a s·erie de Fourier truncada ·e deno-
tado como o erro de truncamento. A cota superior obtida para esse erro constitui um
dos teoremas importantes (teorema 3.4 do trabalho). O pr ·oximo passo estabelece uma
cota superior para o erro entre a s·erie truncada em polinomios de Gegenbauer e a func‚ ao
dada, chamado erro de regularizac‚ ao, provando a convergencia espectral (exponencial)
na norma do m·aximo. Por m, ·e construido o teorema principal (teorema 5.1 do trabalho)
a respeito da remoc‚ ao do fenomeno de Gibbs. Resultados num·ericos sao apresentados
usando toda esta teoria.
Gottlieb e Shu (1995a), tamb·em investigaram a remoc‚ ao do fenomeno de Gibbs,
visando obter acur·acia espectral em todos os pontos, incluindo as pr·oprias descontinuida-
des. Existem alguns esquemas de Fourier-Gegenbauer, que utilizam aproximac‚ oes por
Fourier (Galerkin), baseados em polinomios trigonom·etricos para problemas peri·odicos
ou nao, e os que empregam aproximac‚ oes por Chebyshev e Legendre para problemas nao
peri·odicos. Nestes casos, o objetivo ·e aproximar func‚ oes anal·ticas por partes, removendo
os fenomenos de Gibbs presentes devido as descontinuidades da func‚ ao. Nesse trabalho,
a prova cobre os casos de s·eries em polinomios de Chebyshev e Legendre, comuns em
muitas aplicac‚ oes. Os passos da prova sao os mesmos citados em Gottlieb e co-autores
(1992). A diferenc‚a agora est·a na s·erie utilizada e no fato que a func‚ ao ·e analisada em
um subintervalo [a, b] ⊂ [-1, 1], onde ela ·e anal·tica. Desta forma obt·em-se acur·acia
espectral sobre o intervalo [a, b]. O erro de truncamento ·e dado pela distancia entre a
expansao de Gegenbauer no intervalo [a, b] e sua aproximac‚ ao baseada na soma parcial
de Gegenbauer em [-1, 1]. O erro de regularizac‚ ao causado pelo uso da expansao nita
de Gegenbauer em um subintervalo [a, b] ⊂ [-1, 1] para aproximar uma func‚ ao que ·e
anal·tica neste subintervalo, ·e estudado em Gottlieb e co-autores (1996). Combinando as
estimativas para os erros de truncamento e regularizac‚ ao, obteve-se o principal teorema
do trabalho (teorema 4.3). Para ilustrar a teoria, os autores apresentaram dois exemplos
num·ericos que usam s·eries de Chebyshev, por serem mais frequentemente utilizadas na
pr·atica. Os exemplos mostram que para diferentes subintervalos, a convergencia espectral
·e obtida.
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Gottlieb e Shu (1995b) mostram que, dados os pontos de colocac‚ ao (ou uma aproxi-
mac‚ ao altamente precisa) de Gauss ou Gauss-Lobatto, pode-se recontruir uma aproxima-
c‚ ao convergente espectralmente para uma dada func‚ ao, e algum subintervalo [a, b] ⊂ [-1,
1] onde a func‚ ao ·e anal·tica. A prova aborda os casos de Fourier, Chebyshev, Legendre e
m·etodos de colocac‚ ao de Gegenbauer mais gerais. Novamente a prova segue os mesmos
passos dos trabalhos anteriores. Neste caso, o erro de truncamento ·e dado pela distancia
entre a expansao de Gegenbauer no intervalo [a, b] e sua aproximac‚ ao baseada nos pon-
tos de colocac‚ ao da func‚ ao f(x) em [-1, 1]. O erro de regularizac‚ ao causado pelo uso
da expansao nita de Gegenbauer baseada no subintervalo [a, b] ⊂ [-1, 1], para aprox-
imar uma func‚ ao que ·e anal·tica neste subintervalo, estudado em [19]. Mais uma vez,
combinou-se as estimativas para os erros truncamento e regularizac‚ ao, obtendo o princi-
pal teorema do trabalho (teorema 4.2). Os exemplos num·ericos utilizaram os casos de
Fourier e Chebyshev. Para o m·etodo de Fourier, desde que os pontos de colocac‚ ao sejam
igualmente espac‚ados, podemos escolher todos os pontos de colocac‚ ao em [-1, 1] para
contruir a aproximac‚ ao em [a, b] (global-local); ou utilizar apenas os pontos de colocac‚ ao
em [a, b], usando um mapeamento para expandir [a, b] para [-1, 1] (local-local). Ambos
procedimentos foram aplicados e produziram resultados similares, convergindo espectral-
mente. Aplicando Chebyshev no mesmo exemplo, com os procedimentos (global-global)
e (local-local), novamente obteve-se resultados similares com convergencia espectral.
A nao-uniformidade da convergencia das s·eries de Fourier para func‚ oes descont·nu-
as, e em particular, o comportamento oscilat ·orio da soma nita, ·e chamado de fenomeno
de Gibbs. Este assunto foi discutido em Gottlieb e Shu (1996) que apresentaram um pro-
cedimento para eliminar completamente o fenomeno de Gibbs. Este fenomeno nao est·a
relacionado apenas com aproximac‚ oes de Fourier de func‚ oes anal·ticas e nao peri·odicas.
Existem muitas outras situac‚ oes em que o fenomeno de Gibbs se manifesta, como ·e o
caso das expansoes baseadas nos polinomios de Chebyshev e Legendre (estes polinomios
sao casos especiais dos polinomios de Gegenbauer). Para resolver o fenomeno de Gibbs
no caso de expansoes de Fourier, Gottlieb e Shu apresentam duas classes de m·etodos. A
primeira classe cont·em todos os m·etodos que tratam a aproximac‚ ao no espac‚o de Fourier,
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modicando os coecientes de expansao. Os coecientes de Fourier sao multiplicados
por um fator que modica a s·erie nita tornando-a com convergencia mais r·apida que a
s·erie original. Este fator ·e chamado de ltro. A aplicac‚ ao do ltro no espac‚o Fourier
nao aumenta o custo computacional (N log2 N) e recupera a acur·acia espectral at·e mesmo
nas descontinuidades. A segunda classe considera os m·etodos que tratam a aproximac‚ ao
no espac‚o f·sico. O procedimento ·e semelhante ao anterior, mas o custo computacional
·e maior. Um estudo dos erros de truncamento e regularizac‚ ao ·e feito para estas duas
classes de m·etodos, mostrando que a aproximac‚ ao converge espectralmente na norma do
m·aximo, como pode ser vizualizado nos exemplos num·ericos apresentados.
Oliveira e Silva (1999) desenvolveram uma metodologia computacional baseada no
m·etodo de Fourier-Gegenbauer proposto por Gottlieb e co-autores (1992), e estendido por
Gelb e Gottlieb(1997) para o caso bidimensional, e aplicaram-na a equac‚ oes diferenci-
ais parciais em dom·nios retangulares envolvendo condic‚ oes de contorno nao-peri·odicas.
O trabalho explora a simetria dos problemas investigados para obter aproximac‚ oes por
Fourier-Gegenbauer com acur·acia espectral.
Vozovoi e co-autores apresentam trabalhos sobre uma t·ecnica multidom·nio espec-
tral e aplicac‚ ao do m·etodo de Fourier-Gegenbauer na soluc‚ ao de equac‚ oes diferencias.
Dentre esses, os que contribuiram diretamente para o desenvolvimento deste trabalho,
serao citados a seguir.
O m·etodo de Fourier-Gegenbauer (FG), introduzido em Gottlieb co-autores (1992),
recupera os valores da func‚ ao nao peri·odica atrav·es de seus coecientes de Fourier, eli-
minando o fenomeno de Gibbs. Vozovoi e co-autores (1996), sugeriram um m·etodo de
Fourier espectral de alta ordem para soluc‚ ao de problemas nao-peri·odicos, modicando o
algoritmo de FG original. Este novo algoritmo incorpora novas t·ecnicas como subtrac‚ ao
polinomial para acelerar a convergencia das s·eries de Fourier. O algoritmo de FG ·e im-
plementado somente nos extremos do intervalo, para avaliar as derivadas da func‚ ao nos
contornos. Esta nova proposta, recebe o nome de m·etodo de Fourier-Gegenbauer H·brido.
Nesse trabalho, os aspectos num·ericos do m·etodo de FG estao relacionados com a versao
pseudoespectral deste m·etodo. Neste caso, temos os 2N+1 coecientes de Fourier do
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interpolante, enquanto que no m·etodo de Galerkin as informac‚ oes dadas sao os 2N+1 co-
ecientes de Fourier da pr·opria func‚ ao. A acur·acia do m·etodo h·brido foi demonstrada
atrav·es de exemplos, comparado-o com o m·etodo FG puro. Em todos os exemplos o
m·etodo h·brido apresentou acur·acia muito maior a do m·etodo de FG. A implementac‚ ao
eciente do m·etodo de FG est·a restrito aos casos onde as func‚ oes sao suaves. Para func‚ oes
oscilantes ou com fortes gradientes, a s·erie de Gegenbauer converge lentamente. Mas o
algoritmo de FG ·e muito ·util na aproximac‚ ao por decomposic‚ ao de dom·nio, combinado
com o m·etodo de bases de Fourier locais.
Vozovoi e co-autores (1997), propuseram a extensao do m·etodo de Fourier Gegen-
bauer (FG) de Gottlieb e co-autores (1992), com acur·acia espectral, para avaliar as deriva-
das de um func‚ ao anal·tica por partes e tamb·em na soluc‚ ao de equac‚ oes diferenciais nao-
peri·odicas. O procedimento de Gottlieb e co-autores (1992) foi analizado e de acordo
com a demonstrac‚ ao, pode-se mostrar que o erro de truncamento na aproximac‚ ao das
derivadas e integrais de f(x) torna-se pequeno quando existe uma relac‚ ao linear entre m
(n·umero de termos da s·erie de Gegenbauer), λ (parametro da func‚ ao peso) e N (n·umero
de termos da s·erie de Fourier). De acordo com a teoria apresentada neste trabalho so-
bre a convergencia das s·eries de FG para as derivadas e integrais, o erro aumenta com
o n·umero de derivadas. Esta estimativa pode ser visualizada nos exemplos num·ericos.
Os autores mostram tamb·em que a convergencia das s·eries de Fourier pode ser mel-
horada subtraindo-se uma func‚ ao linear da func‚ ao original. A soluc‚ ao das equac‚ oes
diferenciais foi realizada em dois etapas. A primeira constituiu em utilizar o m·etodo
de FG para construir uma soluc‚ ao particular com condic‚ oes de contorno arbitr·arias. Esta
soluc‚ ao particular ·e entao corrigida (func‚ oes de Green nos contornos) para satisfazer as
condic‚ oes de contorno do problema. Esta correc‚ ao ·e feita adicionando uma combinac‚ ao
linear de soluc‚ oes homogeneas. A outra etapa ·e compensar a perda da acur·acia causada
pela soluc‚ ao particular, que apresenta pers ·ngremes perto dos contornos. Estas regi oes
·ngremes introduzem grandes erros na soluc‚ ao nal que possui um perl suave no in-
tervalo inteiro. Atrav·es de exemplos num·ericos os autores mostraram que as correc‚ oes
na soluc‚ ao particular recuperou a acur·acia espectral. A acur·acia espectral tamb·em foi
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obtida aplicando a t·ecnica na soluc‚ ao de problemas dependentes do tempo. Os autores
deixam claro a necessidade de um solver de FG para problemas el·pticos em regioes
retangulares sem direc‚ oes peri·odicas.
Vozovoi co-autores (1996) propoem um m·etodo direto para resolver a equac‚ ao de
Poisson em dom·nios retangulares. O m·etodo ·e baseado na aproximac‚ ao por Fourier
pseudoespectral e na t·ecnica de subtrac‚ ao polinomial. A r·apida convergencia da s·erie de
Fourier ·e alcanc‚ada removendo as descontinuidades usando func‚ oes de subtrac‚ ao polino-
mial. Esse m·etodo ·e apresentado em dois passos. O primeiro passo consiste em computar
uma soluc‚ ao particular para equac‚ ao de Poisson (∆u = f), up, com alguma condic‚ ao de
contorno (zero ou peri·odica). O segundo passo ·e computar a soluc‚ ao da equac‚ ao de
Laplace (∆u = 0), uh e adicion·a-la a soluc‚ ao particular do passo anterior, u = up + uh,
obtendo uma soluc‚ ao para a equac‚ ao de Poisson com condic‚ oes de contorno (CC) corre-
tas. No primeiro passo, para construir a soluc‚ ao particular ·e usado o m·etodo de Bases de
Fourier Locais (BFL) de Vozovoi (1993) e (1994). A id·eia ·e projetar o forc‚ante de forma
suave no dom·nio estendido. Depois, expande-se o forc‚ante suavizado em uma s·erie de
Fourier de convergencia r·apida. No segundo passo, resolve-se um problema de valor no
contorno (PVC) auxiliar obtendo a CC verdadeira. Usa-se a t·ecnica de subtrac‚ ao polino-
mial para acelerar a convergencia das s·eries de Fourier. A id·eia consiste na remoc‚ ao de
todas as descontinuidades nas CC, que surgem devido a nao periodicidade e a nao suavi-
dade da func‚ ao nos contornos. A func‚ ao de subtrac‚ ao ·e construida por func‚ oes polinomi-
ais harmonicas para evitar o aparecimento de termos nao peri·odicos e nao homogeneos.
Os autores apresentam o primeiro algoritmo para a soluc‚ ao de PVC (de Dirichlet ou Neu-
mann) baseado na t·ecnica de separac‚ ao de vari·aveis para CC peri·odicas. A equac‚ ao de
interesse a ser resolvida ·e a equac‚ ao de Laplace onde aplica-se a transformada discreta
em senos (DST) para obter os coecientes de expansao. Esses coecientes sao multi-
plicados por func‚ oes hiperb·olicas. A transformada para o espac‚o f·sico ·e feita usando a
DST inversa. Para CC de Neumann o procedimento ·e similar. A diferenc‚a agora est·a
na aplicac‚ ao da transformada discreta em cosenos (DCT) para obter os coecientes de
expansao. No caso de CC nao peri·odicas, a s·erie trigonom·etrica exibe o fenomeno de
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Gibbs pr·oximo aos contornos. A convergencia pr·oximo aos contornos pode ser aceler-
ada subtraindo-se uma func‚ ao polinomial de forc‚ante. Este procedimento ·e descrito em
forma algoritmica para o caso unidimensional. Um terceiro algoritmo ·e apresentado para
o caso bidimensional utilizando essa t·ecnica. O trabalho apresenta tamb·em uma func‚ ao
de subtrac‚ ao harmonica que satisfaz a equac‚ ao de Laplace, no caso anal·tico e singular.
No caso anal·tico, o erro obtido na soluc‚ ao num·erica usando a func‚ ao subtrac‚ ao ·e muito
menor que no m·etodo da quadratura trapezoidal . No caso singular, o que se faz ·e ex-
trair a parte singular da soluc‚ ao e trabalhar apenas com a parte suave. Essa aproximac‚ ao
fornece resultados melhores usando uma func‚ ao de subtrac‚ ao do que um m·etodo de alta
ordem. Por m, os autores apresentam o quarto algoritmo que resolve a equac‚ ao de Pois-
son, envolvendo os algoritmos anteriormente comentados. A eciencia do algoritmo ·e
ilustrada em alguns exemplos, que demonstram a r·apida convergencia do m·etodo. A prin-
cipal ferramenta nesse trabalho ·e a tranformada r·apida de Fourier. O m·etodo proposto
mostra-se ser r·apido e com acur·acia de alta ordem. Problemas com coecientes nao con-
stantes podem ser tratados usando esse m·etodo combinado com um m·etodo de iterac‚ ao
pr·e-condicionado.
Capı´tulo 3
Se´ries de Fourier e Transformadas
Discreta (TDF) e ra´pida (FFT) de
Fourier
Suma´rio: Este capı´tulo aborda os fundamentos teo´ricos cla´ssicos do trabalho com eˆnfase especial
no fenoˆmeno de Gibbs e na caracterizac¸a˜o e propriedades da transformada discreta de Fourier.
3.1 Transformada Finita Contı´nua de Fourier
Func¸o˜es Perio´dicas
Consideremos func‚ oes f reais a valores complexos. Dizemos que u ·e T-peri·odica
se
u (x + T ) = u (x)
e T ·e o menor n·umero positivo que satisfaz esta igualdade.
Atrav·es da mudanc‚a de vari·avel g (x) = u
(
T x
2 pi
)
, observa-se que basta considerar
func‚ oes 2pi-peri·odicas, que abreviaremos para ’peri ·odicas’.
Dentre as func‚ oes desta classe, estudaremos primeiramente o problema de aproxima-
c‚ ao de func‚ oes peri·odicas cont·nuas por uma s·erie de func‚ oes peri·odicas innitamente
18
diferenci·aveis, que denominaremos func‚ oes de base. Posteriormente, analisaremos a
situac‚ ao em que tal s·erie ·e utilizada para aproximar func‚ oes nao peri·odicas.
·E natural usar func‚ oes seno e cosseno, isto ·e
{1, sin (x) , cos (x) , sin (2x) , cos (2x) , . . .}
como func‚ oes de base. Outra representac‚ ao equivalente, e conveniente em certas aplicac‚ oes,
utiliza exponenciais complexas (exp (ikx))k∈Z .
Se´rie de Fourier
Dada uma func‚ ao cont·nua e peri·odica u(x), dene-se que
∞∑
k=−∞
ck exp (i k x)
·e a s·erie de Fourier (em forma exponencial) para u(x) se
ck =
1
2 pi
∫ 2 pi
0
u (x) exp (−i k x) .
·E usual empregar a notac‚ ao u(x) ∼
∑∞
k=−∞ ck exp (i k x) para lembrar que sao
necess·arias hip·oteses adicionais sobre u para que tenhamos convergencia. De fato, ·e
necess·ario especicar que tipo de convergencia podemos ter nesta representac‚ ao.
O espac‚o da func‚ oes cont·nuas e peri·odicas, denotado Cper (R), torna-se um espac‚o
pr·e-Hilbert quando munido do seguinte produto interno
〈u, v〉 =
∫ 2 pi
0
u (x) v (x) dx.
Este espac‚o linear com produto interno nao ·e completo, i.e., existem seq¤uencias de
func‚ oes cont·nuas e peri·odicas que convergem para func‚ oes que nao estao em Cper (R).
No entanto, o completamento deste espac‚o produz o conhecido espac‚o L2, formado pelas
func‚ oes cujo quadrado ·e (Lebesgue) integr·avel.
Os detalhes sobre estes assuntos fogem ao escopo desta dissertac‚ ao e podem ser
encontrados em livros de An·alise Funcional (por exemplo, Kreyszig (1978)). O resultado
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fundamental com relac‚ ao ao assunto deste cap·tulo ·e que as s·eries de Fourier de func‚ oes
em L2 convergem a estas func‚ oes no sentido da m·edia quadr·atica, isto ·e,
‖PNu− u‖ → 0,
quando N tende ao innito, onde PN :=
∑N
k=−N ck exp (i k pi x) ·e a se´rie de Fourier
truncada e ‖ ‖ representa a norma gerada pelo produto interno.
Condic¸o˜es para Convergeˆncia da Se´rie de Fourier
Se tivermos apenas u ∈ Cper (R), a convergencia da s·erie de Fourier ponto a ponto
para u(x) nao ·e garantida. No entanto, se
∑
k∈Z ck < ∞, entao a s·erie converge a u
absoluta e uniformemente em [0, pi]. O mesmo tipo de convergencia ocorre se u ∈ C2
com u e sua derivada primeira peri·odicas.
Um resultado cl·assico que ·e fundamental para este trabalho estabelece o seguinte:
se u ∈ Cnper (R) para algum n ∈ N de modo que u e todas as suas derivadas at·e a
ordem n-1 sejam peri·odicas , entao a s·erie de Fourier converge uniformemente a u(x) e
os coecientes de Fourier de u satisfazem |ak| , |bk| ≤ C/kn+α, para k ∈ N , desde que
u(n) satisfac‚a uma condic‚ ao de Lipschitz de ordem α ∈ (0, 1].
Outro resultado similar estabelece que se u ∈ Cnper (R) ·e tal que u(n+1) ·e (Lebesgue)
integr·avel, entao |ak, bk| ≤ C/kn+1 e a s·erie de Fourier converge uniformemente a u(x)
em [0, 2 pi]. A convergencia uniforme e absoluta da s·erie tamb·em ·e garantida se u ∈
Cper (R) tem derivada em L2 [0, 2 pi].
A convergencia pontual ocorre se:
(i) u for diferenci·avel no ponto, ou
(ii) u satisfaz uma condic‚ ao de Lipschitz de ordem α > 0 em x, ou seja,
|u (x + t)− u (x)| ≤ Ctα
onde C denota uma constante, ou
(iii) u ∈ L1 [0, 2 pi] ·e tal que u (x+), u (x−), u′ (x+) e u′ (x−) existem.
Um corol·ario de destaque estabelece que se u ∈ L1 [0, 2 pi] for C1 por partes em
I = [a, b] com 0 ≤ a < b ≤ 2 pi, entao a s·erie de Fourier de u converge em todos
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os pontos de I. A convergencia para u(x) ocorre nos pontos de continuidade de u, caso
contr·ario tem-se a convergencia para a m·edia dos limites laterais de u em x.
Maiores detalhes sobre tais resultados e v·arios outros de mesma natureza podem ser
encontrados, por exemplo, em Davis (1975).
3.2 Fenoˆmeno de Gibbs
Dada a importancia deste tema para o presente trabalho, descreveremos detalhada-
mente nesta sec‚ ao o fenomeno descoberto por Michelson que construiu uma m·aquina para
calcular coecientes de Fourier de func‚ oes peri·odicas e aproximar func‚ oes peri·odicas a
partir de seus coecientes de Fourier. Gibbs elucidou heuristicamente o fen omeno em
1899, e com isso teve seu nome atribuido ao fenomeno. Em 1906, o matem·atico Bocher
demonstrou matematicamente o fenomeno e estendeu o resultado enunciado por Gibbs.
O fenomeno de Gibbs caracteriza-se pela presenc‚a de oscilac‚ oes esp·urias pr·oximo
a pontos de descontinuidade da func‚ ao a ser aproximada pela s·erie de Fourier. Ao aumen-
tarmos o n·umero de termos da expansao, observa-se que tais oscilac‚ oes tornam-se cada
vez mais pr·oximas do ponto de descontinuidade, mas nao diminuem de intensidade, cau-
sando um erro m·aximo de 17 a 18 por cento em uma certa vizinhanc‚a da descontinuidade.
Para apreciar este fenomeno em mais detalhe, consideremos a func‚ ao dente-de-serra
dada por h (x) = x, se x 6= pi, e h (x) = 0 se x = pi. Entao, prova-se que a s·erie de Fourier
com N termos converga a µpi para x = pi−pi/N , e a −µpi para x = −pi +pi/N , onde µ =
(2/pi)
∫ pi
0
sen (x) /x dx > 1, 17. A aproximac‚ ao deveria aproximar os valores m·aximo
(1) e m·nimo (-1) de u(x). Ao inv·es de atingir os valores desejados, a aproximac‚ ao
ultrapassa o valor m·aximo e nao atinge o valor m·nimo. O primeiro gr·aco do cap·tulo
5 deste trabalho ilustra a presenc‚a deste fenomeno quando tentamos aproximar a func‚ ao
nao peri·odica f (x) = x por uma expansao em s·erie de Fourier.
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3.3 A Transformada Discreta de Fourier (TDF)
Seja N um inteiro positivo (na pr·atica, uma potencia de 2 pelo que veremos mais
adiante) e un uma sequencia de n·umeros complexos correspondentes aos pontos nodais
xn = 2 (n − 1)/N , onde n = 1,2, ..., N. Entao, sua Transformada Discreta de Fourier
(TDF) ·e outra seq¤uencia de n·umeros complexos dada por
u˜k =
N∑
n=1
une
−i(k−1)x(n) (3.1)
para k = 1,2, ..., N.
Sao v·arias as denic‚ oes encontradas para representar a TDF. Neste trabalho vamos
considerar a representac‚ ao acima apresentada, assumindo que N ·e potencia de 2. A es-
colha de N ·mpar tamb·em ·e poss·vel, e neste caso, existe uma versao an·aloga que pode
ser aplicada.
Proposic‚ ao 1 (Relac‚ ao de ortogonalidade discreta): Seja P um inteiro qualquer. Entao
P+N−1∑
n=P
exp (i 2 pi n j/N) exp (−i 2 pi n k/N) = N δˆN (j − k) ,
onde δˆN (k) ·e igual a 1 se k ·e nulo ou um m·ultiplo de N , e igual a 0 caso contr·ario.
Devido a Proposic‚ ao 1 (ver, por exemplo, Briggs e Henson, 1995), a transformada
discreta de Fourier inversa (TDFI) ·e a seguinte seq¤uencia de n·umeros complexos
un =
1
N
N∑
k=1
u˜ke
−ik x(n) (3.2)
para n = 1,2, ..., N.
Isso permite-nos denir o polinomio INu (x) como
INu (x) =
1
N
N∑
k=1
u˜ke
−ik x,
que denominados de interpolante trigonome´trico de u(x) nos pontos x (n).
A transformada de Fourier discreta ·e empregada para obter soluc‚ oes aproximadas
para equac‚ oes diferenciais. Em termos gerais, aplica-se a transformada de Fourier a
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equac‚ ao diferencial de modo a transform·a-la em uma equac‚ ao diferencial ordin·aria (no
tempo, geralmente) ou em uma equac‚ ao alg·ebrica. Esta equac‚ ao ·e resolvida numerica
ou analiticamente e entao aplica-se a transformada de Fourier inversa para obter uma
aproximac‚ ao para a soluc‚ ao da equac‚ ao original. A transformada discreta ·e justamente a
transformada efetivamente calculada computacionalmente, que aproxima a transformada
de Fourier cont·nua na formulac‚ ao do problema discreto associado a formulac‚ ao cont·nua.
Um estudo detalhado sobre a transformada discreta de Fourier pode ser encontrado
em Briggs e Henson (1995).
3.4 Diferenciac¸a˜o por Fourier-Galerkin ou por Colocac¸a˜o
Denominados derivada de Fourier-Galerkin de uma func‚ ao u, DFGN ,a func‚ ao
PNu (x)
′
.
·E fato que PNu′ = (PNu)′. Como na pr·atica nao temos os coecientes de
Fourier exatos da func‚ ao u, denimos a derivada de Fourier-colocac‚ ao: DFCN u := (INu)
′
.
Neste caso, tem-se que DFCN u 6= INu′ e DFCN u 6= DFGN u. Se a func‚ ao u for innitamente
diferenci·avel e peri·odica juntamente com todas as suas derivadas, isto ·e u ∈ C∞per (R),
entao as derivadas citadas sao excelentes aproximac‚ oes para a verdadeira derivada de
u(x).
3.5 Transformada Ra´pida de Fourier (TRF)
At·e o momento, apresentamos as denic‚ oes da TDF, sem nos preocuparmos com
procedimento de c·alculo computacional. Este procedimento ·e conhecido como a transfor-
mada r·apida de Fourier (FFT do ingles Fast Fourier Transform). O sentido de r·apidasig-
nica que o algoritmo requer um custo computacional praticamente ·otimo: a forma mais
simples de FFT requer que N seja uma certa potencia de 2 e envolve 5N log2N − 6N
operac‚ oes reais, onde adic‚ oes e multiplicac‚ oes sao consideradas como operac‚ oes sepa-
radas (uma soma direta requer 8N 2 operac‚ oes reais). Existem extensoes do algoritmo
para os casos que N nao ·e igual a uma potencia de 2, por·em a economia atingida nao ·e
tao dr·astica quanto no caso N = 2M .
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Embora em essencia j·a fosse conhecida por Gauss e outros pesquisadores que o
sucederam, a primeira versao algoritmica publicada da FFT, teve como autores dois pesqui-
sadores da IBM chamados John Tukey e James Cooley em 1965. Desde entao, o m·etodo
original de Cooley-Tukey foi renado e modicado para uma variedade de arquiteturas
de computador. Para mais detalhes, sugere-se Temperton(1983) ou Van Loan (1992).
Capı´tulo 4
O Me´todo de Fourier-Gegenbauer
Resumo: Este capı´tulo trata do tema central deste trabalho, o me´todo de Fourier-Gegenbauer. A-
presentamos as ide´ias centrais e o teorema de Gottlieb, Shu, Solomonoff e Vandeven, que originou
o me´todo (versa˜o Galerkin) desenvolvido neste trabalho para resolver equac¸o˜es diferenciais.
Gottlieb e co-autores (1992) descreveram uma metodologia para eliminar o fen o-
meno de Gibbs presentes em expansoes em s·eries de Fourier ou Gegenbauer de func‚ oes
descont·nuas e anal·tica por partes denidas no dom·nio [-1, 1], denominada M·etodo de
Fourier-Gegenbauer (MFG).
No presente trabalho, aplicamos o MFG proposto naquele trabalho para resolver
aproximadamente equac‚ oes diferenciais de interesse no desenvolvimento de m·etodos para
tratar as equac‚ oes de Navier-Stokes para escoamentos incompress·veis. Iniciamos com o
caso unidimensional ilustrado naquele trabalho: aproximar com acur·acia espectral uma
func‚ ao anal·tica e nao peri·odica f(x) denida em x ∈ [−1, 1], representada por sua s·erie
de Fourier. Obtem-se aqui uma representac‚ ao em s·erie de Gegenbauer para f(x) sem
fenomeno de Gibbs nos contornos do dom·nio. Em seguida passamos a explorar a ex-
tensao desta t·ecnica a resoluc‚ ao computacional de equac‚ oes diferenciais (parab·olicas,
hiperb·olicas e el·pticas), obtendo convergencia uniforme e espectral na representac‚ ao de
Gegenbauer.
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4.1 Uma Introduc¸a˜o a` versa˜o por Galerkin do MFG
Nesta sec‚ ao, descrevemos o MFG proposto por Gottlieb e co-autores (1992). Con-
sidere uma func‚ ao anal·tica mas nao peri·odica f(x) denida em x ∈ [−1, 1]. A func‚ ao
tem descontinuidades nos contornos x = ±1 se ela ·e estendida periodicamente com
per·odo 2. Os coecientes de Fourier sao denidos por
fˆk =
1
2
∫ 1
−1
f(x)e−ikpixdx. (4.1)
Assumimos que os 2N+1 coecientes de Fourier fˆk sao dados mas a func‚ ao f(x) nao. O
objetivo ·e recuperar a func‚ ao f(x) em x ∈ [−1, 1] com acur·acia espectral na norma do
m·aximo. A s·erie de Fourier truncada para as func‚ oes descont·nuas f(x)
fN(x) =
N∑
k=−N
fˆke
ikpix, (4.2)
converge lentamente, com o erro da ordem de
(
1
N
)
dentro do intervalo, e exibe oscilac‚ oes
esp·urias perto dos contornos x = ±1. Este comportamento ·e conhecido como o fenomeno
de Gibbs. Logo, nao h·a convergencia na norma do m·aximo.
A id·eia principal proposta por Gottlieb e co-autores (1992) consiste em re-expandir
a s·erie dada em (4.2) em uma s·erie de Gegenbauer convergente.
A representac‚ ao da func‚ ao f em uma s·erie por polinomios de Gegenbauer ·e deno-
tada por
f(x) =
∞∑
l=0
fˆλ(l)Cλl (x), (4.3)
onde fˆλ sao os coecientes de Gegenbauer denidos por
fˆλ(l) =
1
hλl
∫ 1
−1
(1− x2)λ−1/2f(x)Cλl (x)dx. (4.4)
O fator de normalizac‚ ao hλl ·e dado por
hλl = pi
1/2Cλl (1)
Γ(λ + 1/2)
Γ(λ)(l + λ)
. (4.5)
A seguinte expressao ·e empregada para avaliar os polinomios de Gegenbauer Cλl (x):
Cλl (cos θ) =
l∑
k=0
Γ(k + λ)Γ(l − k + λ)
k!Γ(λ)(l − k)!Γ(λ)
, (4.6)
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onde Γ ·e a func‚ ao Gamma.
Nao conhecemos a func‚ ao f(x), mas sim sua s·erie de Fourier truncada denida em
(4.2), podemos apenas conseguir uma aproximac‚ ao para fˆλ(l), que denotamos por
gˆλ(l) =
1
hλl
∫ 1
−1
(1− x2)λ−1/2fN(x)C
λ
l (x)dx. (4.7)
A existencia de uma forma fechada para a integral de uma exponencial por um
polinomio de Gegenbauer, permite obtermos uma representac‚ ao expl·cita para os coe-
cientes de Gegenbauer gˆλ(l) em func‚ ao dos coecientes de Fourier fˆ(k):
gˆλ(l) = δ0lfˆ(0) + Γ(λ)ı
l(l + λ)
∑
0<|k|≤N
Jl+λ(pik)
(
2
pik
)λ
fˆ(k) (4.8)
(Jv(x) ·e a func‚ ao de Bessel de 1a esp·ecie de ordem zero). Uma vez obtidos os coecientes
de Gegenbauer gˆλ(l), podemos aproximar f(x) por
gλm =
m∑
l=0
gˆλ(l)Cλl (x). (4.9)
Ana´lise do Erro
EG = erro global
ET = erro de truncamento
ER = erro de regularizac‚ ao
EG ≤ ET + ER
EG = max−1≤x≤1
∣∣∣∣∣f(x)−
m∑
l=0
gˆλ(l)Cλl (x)
∣∣∣∣∣
onde
gˆλ(l) =
1
hλl
∫ 1
−1
(1− x2)λ−1/2fN(x)C
λ
l (x)dx
ER = max−1≤x≤1
∣∣∣∣∣f(x)−
m∑
l=0
fˆλ(l)Cλl (x)
∣∣∣∣∣
onde
fˆλ(l) =
1
hλl
∫ 1
−1
(1− x2)λ−1/2f(x)Cλl (x)dx
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ET = max−1≤x≤1
∣∣∣∣∣
∞∑
l=0
fˆλ(l)Cλl (x)−
m∑
l=0
gˆλ(l)Cλl (x)
∣∣∣∣∣
ET : erro entre os coecientes de Gegenbauer exatos e os coecientes de Gegenbauer da
s·erie de Fourier truncada de f(x) aproximada.
ER: erro entre a func‚ ao dada e os coecientes de Gegenbauer da s·erie de Fourier truncada
de f(x) exata.
Em suma, a id·eia proposta por Gottlieb e co-autores (1992) ·e recuperar f , com
acur·acia espectral na norma do m·aximo, a partir dos conhecidos coecientes de Fourier
fˆ(k). Isto ·e realizado atrav·es de uma expansao em polinomios de Gegenbauer em que os
coecientes sao obtidos dos coecientes de Fourier fˆ(k). Assim, chegamos ao principal
teorema de Gottlieb e co-autores (1992).
Teorema 1 (Eliminac‚ ao do fenomeno de Gibbs): Considere uma func‚ ao anal·tica e nao-
peri·odica f(x), denida sobre o intervalo [-1, 1], que satisfaz
max−1≤x≤1
∣∣∣∣ dkdxk f(x)
∣∣∣∣ ≤ C (ρ) k!ρk , ρ ≥ 1. (4.10)
Assume que os coecientes de Fourier dados por (4.1) s ao conhecidos para −N ≤ k ≤
N . Seja gˆλ(l), 0 ≤ l ≤ m, os coecientes de expansao de Gegenbauer de fN(x) dada
por (4.8). Entao para λ = m = βN , onde β < 2
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pie
max−1≤x≤1
∣∣∣∣∣f(x)−
m∑
l=0
gˆλ(l)Cλl (x)
∣∣∣∣∣ ≤ AN 2qNT + A˜qNR , (4.11)
onde qT =
(
27β
2pie
)β
< 1, qR =
(
27
32ρ
)β
< 1, ρ(≥ 1) e A e A˜ sao constantes.
Neste trabalho estamos interessados na utilizac‚ ao de s·eries de Fourier exponenciais
para conseguir os coecientes de Gegenbauer. Mas existem outros esquemas de FG que
utilizam outros procedimentos, como podemos encontrar em Gottlieb e Shu (1995a), que
utiliza os polinomios de Chebyshev e Legendre, para um subintervalo [a, b] ⊂ [−1, 1].
Assim como encontramos em outro paper de Gottlieb e Shu (1995b), um m·etodo para
conseguir acur·acia exponencial em todos os pontos, incluindo as descontinuidades, uti-
lizando pontos de colocac‚ ao de Gauss.
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4.2 Extenso˜es do MFG
Para resolvermos equac‚ oes diferencias em duas dimensoes, ·e preciso estender o
teorema enunciado por Gottlieb e co-autores (1992), apresentado na sec‚ ao anterior. A
seguir apresentamos o procedimento empregado por Oliveira e Silva (1999).
Considere a func‚ ao f ∈ L2
(
[−1, 1]2
)
. Assumimos que os (2N+1) × (2M+1) coe-
cietnes de Fourier fˆ(k, s) sao conhecidos. Portanto, os primeiros (n+1) × (m+1) coe-
cientes de Gegenbauer de fN,M (x, y) dados por
fN,M (x, y) =
M∑
s=−M
N∑
k=−N
fˆ(k, s)ϕk(x)ϕs(y) (4.12)
onde ϕk(x) := eikpix e ϕs(y) := eikpiy, sao calculados atrav·es da seguinte f·ormula
gˆλx,λy(j, k) =
N∑
0<|n|≤N
M∑
0<|m|≤M
{
fˆ(n,m)Γ(λx)ıj(j + λx)Jj+λx(pin)
(
2
pin
)λx}
×
{
Γ(λy)ık(k + λy)Jk+λy(pim)
(
2
pim
)λy}
+
∑
0<|n|≤N
{
fˆ(n, 0)δ0,kΓ(λx)ı
j(j + λx)Jj+λx(pin)
(
2
pin
)λx}
+
∑
0<|m|≤M
{
fˆ(0,m)δ0,jΓ(λy)ı
k(k + λy)Jk+λy(pim)
(
2
pim
)λy}
+
fˆ(0, 0)δ0,jδ0,k (4.13)
onde λx = αxN , λy = αyM , m = βxM , n = βyN , e αx, αy, βx, βy sao n·umeros
positivos, escolhidos de forma similar como mostra o teorema, isto ·e, o erro decai espec-
tralmente. O teorema estendido bem como sua demonstrac‚ ao foram propostos original-
mente por Gelb e Gottlieb (1997).
Capı´tulo 5
Estudo de Problemas-Modelo,
Apresentac¸a˜o e Discussa˜o da
Metodologia
Resumo: Neste capı´tulo apresentamos va´rios problemas-modelo em ordem crescente de comple-
xidade e descrevemos em paralelo as metodologias computacionais desenvolvidas para resolveˆ-los
visando aplicac¸o˜es futuras em problemas de mecaˆnica dos fluidos. O capı´tulo tambe´m conte´m
va´rias comparac¸o˜es entre procedimentos propostos no presente trabalho com os me´todos exis-
tentes na literatura.
5.1 Aproximac¸a˜o de Func¸o˜es
A aproximac‚ ao de func‚ oes peri·odicas suaves (C∞ ou anal·tica) por s·eries de Fourier
possui erro de aproximac‚ ao tendendo a zero a uma taxa pelo menos mais r·apida que
qualquer potencia inversa de N, onde N ·e o n·umero de termos da s·erie aproximante.
Entretanto, problemas que envolvem condic‚ oes de contorno nao peri·odicas podem ser
resolvidos com acur·acia espectral desde que a escolha das func‚ oes de base seja adequada
(por exemplo, Chebyshev).
Ao utilizarmos s·eries de Fourier em problemas nao peri·odicos teremos a presenc‚a
do fenomeno de Gibbs. Gottlieb e co-autores (1992) apresentam uma medodologia para
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eliminar o fenomeno de Gibbs de representac‚ oes em s·erie de Fourier. Para ilustrar o
fenomeno, reproduzimos o exemplo utilizado pelos mesmos que consiste em aproximar
a func‚ ao f(x) = x no dom·nio Ω = [−1, 1]. Neste exemplo, a soma parcial de Fourier
apresenta oscilac‚ oes esp·urias pr·oximo aos contornos. Estas oscilac‚ oes sao removidas
aplicando o m·etodo de Fourier-Gegenbauer, como mostra a gura 5.1. Na tabela 5.1
vericamos o erro m·aximo para a aproximac‚ ao de Fourier e de Fourier-Gegenbauer. A
gura 5.2 mostra que a taxa de convergencia dos coecientes de Fourier ·e bastante lenta,
O( 1
N
), em decorrencia do fenomeno de Gibbs.
N 8 16 32 64 128
‖e‖FG∞ 1.90E-1 2.72E-2 1.4E-3 9.67E-6 6.92E-10
‖e‖F∞ 2.12 2.06 2.03 2.01 2.00
Tabela 5.1: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em func‚ ao
de N para f(x) = x (α = β = 0.25).
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linha cont. = exata, * = Fourier, x = FG
Figura 5.1: Aproximac‚ ao de f(x) = x por Fourier e por Fourier-Gegenbauer com N=32
(α = β = 0.25).
Na gura 5.3 observamos a r·apida convergencia dos coecientes de Fourier-Gegen-
bauer at·e um determinado valor de N . Teoricamente, quando maior N , melhor a con-
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Figura 5.2: Ordem de convergencia dos coecientes de Fourier. log10 erro em func‚ ao de
N.
vergencia. Na pr·atica o que ocorre ·e que a medida que aumentamos N temos problemas
com os erros de arredondamento. Estes erros tem origem no c·alculo dos coecientes de
Gegenbauer, calculados a partir dos coecientes de Fourier, pois estes envolvem o c·alculo
de func‚ oes Gamma e Bessel (veja equac‚ ao 4.8).
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Figura 5.3: Ordem de convergencia dos coecientes de Fourier-Gegenbauer. log10 erro
em func‚ ao de N.
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Quando aproximamos uma func‚ ao peri·odica innitamente diferenci·avel ou anal·tica
utilizando s·eries de Fourier, o fenomeno de Gibbs nao ocorre pois nao h·a descontinuidades
na func‚ ao (ou em suas derivadas). Obtemos r·apida convergencia, como mostra a tabela
5.2 e a gura 5.4. Neste caso, o m·etodo de Fourier-Gegenbauer nao ·e necess·ario.
N 8 16 32 64
‖e‖F∞ 1.97E-1 5.00E-4 2.12E-11 9.49E-15
Tabela 5.2: Erro m·aximo da aproximac‚ ao de Fourier em func‚ ao de N para f(x) =
sin (pi cos (x)) (α = β = 0.25).
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Figura 5.4: Aproximac‚ ao de Fourier para f(x) = sin(pi cos(x))
com N=16.
Para atenuar os efeitos do fenomeno de Gibbs, ·e comum o uso de ltros (Gottlieb
e Shu (1997)), mas o teorema 1 do cap·tulo anterior contribuiu muito nas aplicac‚ oes onde
o fenomeno estava presente. A partir deste teorema ·e poss·vel eliminar por completo o
fenomeno e atingir acur·acia espectral com os M·etodos de Fourier.
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5.1.1 Metodologia
Metodologia utilizada na aproximac‚ ao de func‚ oes nao peri·odicas:
1. Avaliar a func‚ ao no intervalo de interesse;
2. Calcular os coecientes de Fourier da func‚ ao;
3. Calcular os coecientes de Gegenbauer, a partir dos coecientes de Fourier;
4. Calcular numericamente a aproximac‚ ao por polinomios de Gegenbauer;
5. Calcular a aproximac‚ ao por Fourier (para comparac‚ ao);
6. Avaliar se a seq¤uencia de aproximac‚ oes obtidas converge a func‚ ao a ser aproxi-
mada;
7. Avaliar se a seq¤uencia de aproximac‚ oes converge a taxa desejada.
Para aproximar uma func‚ ao peri·odica, basta seguir os passos anteriores exceto
os passos (3) e (4).
Nas pr·oximas sec‚ oes apresentamos a resoluc‚ ao de equac‚ oes diferenciais, uni-
dimensionais e bidimensionais, utilizando o m·etodo de Fourier-Gegenbauer.
5.2 Aplicac¸a˜o a Equac¸o˜es Diferenciais 1-D
5.2.1 Problema-modelo 1
Considere a equac‚ ao de Poisson, com condic‚ oes de contorno homogeneas de Dirich-
let no dom·nio Ω = (−1, 1)
−
d2u
dx2
= f(x), (5.1)
u(−1) = u(1) = 0
u(x) exata ·e dada por
u(x) = exp(1)− exp
(
x2
)
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e o forc‚ante ·e
f(x) = exp
(
x2
) (
2 + 4x2
)
Formulac¸a˜o Aplicando a Metodologia Proposta
A m de construir uma aproximac‚ ao de Fourier para este problema, aplicamos a transfor-
mada de Fourier em (5.1):
uˆk =
(−1)k+1 µ0
k2 pi2
+
fˆk
k2 pi2
k 6= 0 (5.2)
onde
µ0 =
u′ (1)− u′ (−1)
2
Integrando a equac‚ ao diferencial, obtemos:
µ0 = −fˆ0 (5.3)
Calculamos (aproximadamente) uˆ0 impondo as condic‚ oes de contorno u(±1) = 0 na
aproximac‚ ao de u:
u(x) =
N/2∑
k=−N/2
uˆke
ikpix (5.4)
Entao,
uˆ0 = −
∑
0<|k|≤N/2
uˆk(−1)
k (5.5)
As equac‚ oes (5.2), (5.3) e (5.5) permitem-nos avaliar diretamente os coecientes de
Fourier. Calculamos µ, uˆk e uˆ0 nesta ordem.
N 8 16 32 64 128
‖e‖FG∞ 1.13 2.37E-1 6.94E-2 3.39E-2 1.71E-2
‖e‖F∞ 3.23E-1 1.71E-1 8.80E-2 4.46E-2 2.25E-2
Tabela 5.3: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em func‚ ao
de N (α = β = 0.25).
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Observa-se na tabela 5.3 que o erro nao apresenta um r·apido decaimento com N . Isso
deve-se primordialmente a lenta convergencia da s·erie e aos erros de arredondamento no
c·alculo de uˆ0. Ao substituirmos (5.2) e (5.3) em (5.5), e usando o fato de que
∞∑
1
1
k2
=
pi2
6
obtemos uma expressao para o coeciente fundamental de Fourier uˆ0 em termos dos co-
ecientes de Fourier do forc‚ante f :
uˆ0 = −
∑
0<|k|≤N/2
(−1)kfˆk
k2pi2
+
fˆ0
3
(5.6)
Como uˆ0 ·e calculado impondo-se as condic‚ oes de contorno, esta segunda forma eli-
mina problemas associados a perda de precisao por cancelamentos subtrativos e a con-
vergencia lenta da s·erie que aproxima uˆk . Conforme mostra a tabela 5.4, recuperamos
a convergencia espectral. Para o mesmo problema, aplicamos o m·etodo espectral via
polinomios de Chebyshev conseguindo a convergencia desejada com 16 termos da s·erie.
N 8 16 32 64 128
‖e‖FG∞ 1.39 3.68E-1 8.39E-2 2.0E-3 2.82E-6
‖e‖F∞ 2.56E-1 1.31E-1 6.70E-2 3.39E-2 1.71E-2
‖e‖C∞ 3.5E-3 6.12E-9 8.88E-16
Tabela 5.4: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em func‚ ao
de N (α = β = 0.25) e em polinomios de Chebyshev.
Os m·etodos espectrais puroscom polinomios de Chebyshev apresentam acur·acia
superior ao m·etodo de Fourier-Gegenbauer (para um mesmo N, por exemplo), por·em
restringem excessivamente o passo no tempo em esquemas temporais. A condic‚ ao de
estabilidade num·erica ·e func‚ ao do menor espac‚amento entre os pontos nodais, ou seja,
adensamento de pontos pr·oximo ao contorno nos m·etodos espectrais-Chebyshev, causa
fortes limitac‚ oes no passo temporal. Isto implica em um maior custo computacional e
justica o m·etodo de Fourier-Gegenbauer.
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5.2.2 Problema-modelo 2
Considere a equac‚ ao de Helmholtz com condic‚ oes de contorno homogeneas de
Dirichlet no dom·nio Ω = (−1, 1)
−
d2u
dx2
+ µ2 u = f (x) , (5.7)
u (−1) = u (1) = 0
para valores reais de µ
u(x) = exp (1)− exp
(
x2
)
f(x) = exp
(
x2
) (
2 + 4x2
)
+ µ2u(x)
Formulac¸a˜o Proposta por Vozovoi e co-autores (1997)
O m·etodo proposto por Vozovoi e co-autores para resolver esta equac‚ ao diferencial con-
siste dos seguintes passos:
Passo 1: A transformada de Fourier ·e aplicada a equac‚ ao (5.7) obtendo-se os coe-
cientes uˆk
uˆk = −
fˆk
k2pi2 + µ2
(k = −N,−N + 1, ..., N) (5.8)
A soluc‚ ao particular up resultante nao satisfaz as condic‚ oes de contorno. Neste caso, faz-
se uma correc‚ ao:
Passo 2:A correc‚ ao da soluc‚ ao particular ·e feita adicionando duas soluc‚ oes ho-
mogeneas linearmente independentes de (5.7)
u(x) = up(x) + h1(x) + h2(x),
onde
h1(x) = α exp(µx)
h2(x) = β exp(−µx)
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e os coecientes α e β sao determinados pelas condic‚ oes de contorno da equac‚ ao (5.7),
ou seja,
h1(−1) + h2(−1) = −up(−1),
h1(1) + h2(1) = −up(1).
A soluc‚ ao particular up ·e uˆk p·os-processado por Fourier-Gegenbauer e up(±1) ·e o resul-
tado da expansao em polinomios de Gegenbauer nos pontos (-1) e (1). Calculados α e β,
soma-se α G (exp(µx))+β G (exp(−µx)) a soluc‚ ao particular up. Onde G (exp(±µx)) ·e
a aproximac‚ ao de Fourier-Gegenbauer das func‚ oes exp(µx) e exp(−µx). A soma destes
termos a soluc‚ ao particular ·e necess·aria pois para valores grandes de µ, a soluc‚ ao torna-se
ruim.
Os resultados da implementac‚ ao do m·etodo de Vozovoi estao na tabela a seguir.
N 8 16 32 64 128
‖e‖FG∞ 1.31 3.60E-1 8.39E-2 2.0E-3 1.58E-5
‖e‖F∞ 2.44E-1 1.14E-1 4.26E-2 4.94E-2 6.13E-2
Tabela 5.5: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em func‚ ao
de N (α = β = 0.25), com µ = 80.
Formulac¸a˜o Aplicando a Metodologia Proposta
Aplicamos a tranformada de Fourier em (5.7), obtemos os coecientes uˆk
uˆk =
fˆk + (−1)
kµ0
k2pi2 + µ2
(k 6= 0) (5.9)
onde
µ0 =
u′ (1)− u′ (−1)
2
Integrando (5.7) obtemos o coeciente fundamental uˆ0:
µ0 + µ
2uˆ0 = fˆ0 (5.10)
Como µ0 tamb·em nao ·e conhecido, impomos as condic‚ oes de contorno:
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uˆ0 = −
∑
0<|k|≤N/2
uˆk(−1)
k (5.11)
Para resolver este sistema, substituimos (5.9) e (5.10) em (5.11) e calculamos o valor de
µ0. Depois calculamos uˆk e por m uˆ0.
N 8 16 32 64 128
‖e‖FG∞ 1.20 2.37E-1 5.74E-2 3.21E-2 1.71E-2
‖e‖F∞ 3.14E-1 1.68E-1 8.85E-2 3.61E-2 1.86E-2
Tabela 5.6: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em func‚ ao
de N (α = β = 0.25), com µ = 1.
Observa-se na tabela 5.6 que nao atingimos convergencia espectral para µ = 1. Se, no
entanto, incorporamos a correc‚ ao proposta por Vozovoi e co-autores em nossa formulac‚ ao
nao convergente e aumentarmos o valor de µ, atingimos uma acur·acia um pouco melhor
comparando com a tabela 5.5.
N 8 16 32 64 128
‖e‖FG∞ 1.31 3.60E-1 8.39E-2 2.0E-3 7.69E-6
‖e‖F∞ 2.03E-1 1.13E-1 6.17E-2 3.40E-2 1.88E-2
Tabela 5.7: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em func‚ ao
de N (α = β = 0.25), µ = 80.
Na medodologia proposta no presente trabalho, aplicando o resultado do problema
modelo 1, considerando que neste caso o forc‚ante ·e igual a f − µ2 u, recupera-se nova-
mente o decaimento espectral do erro. Ao fazer algumas manipulac‚ oes alg·ebricas, a partir
das equac‚ oes anteriores, obtemos uma nova equac‚ ao da forma:
(3 + µ2) uˆ0 = fˆ0 +
3
pi2
∑
0<|k|≤N/2
(−1)k+1
(
fˆk − µ
2uˆk
k2
)
(5.12)
substituindo (5.9) e (5.10) em (5.12), obtemos uma nova equac‚ ao para uˆ0:
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ω1uˆ0 = fˆ0ω2 +
3
pi2

 ∑
0<|k|≤N/2
(−1)k+1
fˆk
k2
(
1−
µ2
µ2 + k2pi2
) (5.13)
onde
ω2 := 1−

 3
pi2
∑
0<|k|≤N/2
µ2
(µ2 + k2pi2) k2


ω1 := 3 + µ
2ω2
Logo, calculamos uˆ0, µ0 e uˆk nesta ordem. A tabela 5.8 apresenta o erro m·aximo na
soluc‚ ao em func‚ ao do n·umero de termos da s·erie. A aproximac‚ ao pode ser visualizada na
gura 5.5. Observa-se que o procedimento que adotamos resulta em um decaimento mais
acentuado do erro quando comparado a correc‚ ao proposta por Vozovoi.
N 8 16 32 64 128
‖e‖FG∞ 1.38 3.68E-1 8.38E-2 2.0E-3 1.85E-6
‖e‖F∞ 7.82E-2 1.88E-2 2.11E-2 2.29E-2 1.52E-2
Tabela 5.8: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em func‚ ao
de N (α = β = 0.25), µ = 80.
Vozovoi e co-autores (1997) discutem sobre a distorc‚ ao da soluc‚ ao quando aumen-
tamos o valor de µ na equac‚ ao (5.7). Mas se observarmos o m·etodo proposto por eles,
quando aplicamos a tranformada de Fourier na equac‚ ao (5.7), os termos que aparecem nos
contornos sao desprezados. Desta forma, ·e preciso corrigir a soluc‚ ao nal, conforme ap-
resentado anteriormente. Comparando com a medodologia apresentada nesta dissertac‚ ao,
estes termos que aparecem nos contornos quando aplicamos Fourier, sao tratados e por
isso conseguimos convergencia espectral na soluc‚ ao nal, sem a necessidade de correc‚ oes.
Conseq¤uentemente, se aumentarmos o valor de µ, a convergencia nao sofre mudanc‚as sig-
nicativas. Os resultados podem ser visualizados na tabela 5.9.
J·a no m·etodo proposto por Vozovoi e co-autores, o erro sofre mudanc‚as signicati-
vas para certos valores de µ, como podemos ver na tabela 5.10.
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Figura 5.5: Aproximac‚ ao de u(x) por Fourier e por Fourier-Gegenbauer com N=128,
(α = β = 0.25), µ = 80.
µ ‖e‖FG∞ µ ‖e‖
FG
∞
0.01 2.82E-6 30 4.21E-5
0.1 2.81E-6 40 2.06E-5
0.5 2.66E-6 50 8.38E-6
1 2.35E-6 60 3.82E-6
5 2.38E-6 80 1.85E-6
10 1.31E-5 100 1.65E-6
20 4.51E-5 200 1.63E-6
Tabela 5.9: Erro m·aximo nas aproximac‚ oes de Fourier-Gegenbauer em func‚ ao de µ com
N=128. Metodologia proposta neste trabalho.
A soluc‚ ao escolhida para o problema naquele trabalho (u(x) = x) ·e muito simples,
a derivada da func‚ ao ·e zero, e, portanto, nao apresenta gradientes fortes. Neste caso, foi
necess·ario implementar a metodologia proposta naquele trabalho para o problema modelo
apresentado nesta sec‚ ao.
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µ ‖e‖FG∞ µ ‖e‖
FG
∞
0.01 1.80E-7 30 3.90E-2
0.1 1.80E-7 40 1.03E-2
0.5 1.73E-7 50 2.00E-3
1 1.59E-7 60 3.80E-4
5 4.59E-7 80 1.58E-5
10 4.59E-7 100 3.88E-7
20 4.30E-2 200 1.60E-6
Tabela 5.10: Erro m·aximo nas aproximac‚ oes Fourier-Gegenbauer em func‚ ao de µ com
N=128. Metodologia proposta por Vozovoi e co-autores.
5.2.3 Problema-modelo 3
Considere a seguinte equac‚ ao diferencial parcial hiperb·olica (Equac‚ ao da onda):
∂u
∂t
+
∂u
∂x
= x + t, 0 < x < pi, (5.14)
u (0, t) = 0, t ≥ 0
u (x, 0) = 0, 0 ≤ x ≤ pi.
A soluc‚ ao exata ·e u = xt.
Para discretizac‚ ao no tempo, resolvemos pelo m·etodo de Runge-Kutta de 4a ordem,
e na resoluc‚ ao espacial utilizamos o m·etodo de Fourier-Gegenbauer.
Formulac¸a˜o Aplicando a Medodologia Proposta
Como o dom·nio ·e (0, pi) efetuamos uma mudanc‚a de vari·avel para mapear o intervalo
original no intervalo (-1, 1) da seguinte forma:
xm =
(
b + a
2
)
xl =
(
b− a
2
)
x = xm + z ∗ xl
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onde, a≤ x ≤ b e -1 ≤ z ≤ 1. Entao obtemos a seguinte equac‚ ao:
∂u
∂t
+
1
xl
∂u
∂z
= xm + (xl ∗ z) + t, −1 < z < 1. (5.15)
Aplicamos a tranformada de Fourier em (5.15):
uˆ′k = fˆk −
ikpi
xl
uˆk, k 6= 0 (5.16)
Pelas condic‚ oes de contorno,
uˆ0 = −
∑
0<|k|≤N/2
(
(−1)k
fˆk − uˆ
′
k
ikpi
xl
)
(5.17)
ou seja,
uˆ0 = −
∑
0<|k|≤N/2
(
(−1)k
fˆk − fauxk
ikpi
xl
)
(5.18)
Novamente temos o problema da perda de precisao por cancelamento subtrativo no c·alculo
de uˆ0 e a lenta convergencia da s·erie, conforme ilustra a tabela 5.11, onde apresentamos
o erro m·aximo obtido em func‚ ao do n·umero de termos da s·erie.
N 8 16 32 64
‖e‖FG∞ 7.0E-3 5.5E-3 5.0E-3 5.0E-3
‖e‖F∞ 3.05E-1 3.02E-1 2.95E-1 2.82E-1
Tabela 5.11: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em
func‚ ao de N (α = β = 0.25).
A m de recuperar a taxa exponencial de convergencia, integramos a equac‚ ao da onda,
obtendo uˆ0 em forma fechada.
uˆ0 =
t2
2
.
Na tabela 5.12 e na gura 5.6, apresentamos os resultados correspondentes, que
atestam a recuperac‚ ao da acur·acia desejada. A tabela corresponde ao erro obtido para
t = 0.1. Escolhemos t pequeno neste exemplo para que o erro na soluc‚ ao da EDO pelo
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m·etodo de Runge-Kutta fosse desprez·vel quando comparado ao erro na discretizac‚ ao
espacial (empregamos ∆t = 10−2).
N 8 16 32 64
‖e‖FG∞ 1.89E-3 8.85E-5 4.35E-7 1.75E-11
‖e‖F∞ 1.82E-1 9.83E-2 3.63E-2 2.10E-2
Tabela 5.12: Erro m·aximo entre aproximac‚ oes de Fourier e Fourier-Gegenbauer em
func‚ ao de N (α = β = 0.25) para t = 0.1.
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Figura 5.6: Aproximac‚ ao de u(x) por Fourier e por Fourier-Gegenbauer com N=32 (α =
β = 0.25).
Estes exemplos mostram que o m·etodo de Fourier-Gegenbauer para soluc‚ oes de
equac‚ oes diferenciais ·e sens·vel aos erros de arredondamento ou a convergencia lenta das
aproximac‚ oes dos coecientes de Fourier. Tais fatores podem degradar completamente a
acur·acia nal do m·etodo.
5.2.4 Metodologia
Metodologia, e suas variac‚ oes, para resolver equac‚ oes diferenciais unidimensionais:
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1. Aplicar o m·etodo de Fourier cl·assico a equac‚ ao diferencial, resolvendo-a no espac‚o
transformado, onde o problema se reduz a soluc‚ ao de equac‚ oes alg·ebricas;
2. Avaliar o forc‚ante no intervalo de interesse;
3. Calcular os coecientes de Fourier do forc‚ante;
4. Resolver a EDO, usando as equac‚ oes obtidas no passo (1), calculando os coe-
cientes da aproximac‚ ao uˆk;
5. Impor as condic‚ oes de contorno, calculando o coeciente uˆ0. Este coeciente deve
ser calculado de forma a evitar a degradac‚ ao da acur·acia nal desejada;
6. Calcular os coecientes de Gegenbauer, a partir dos coecientes de Fourier;
7. Calcular numericamente a aproximac‚ ao por polinomios de Gegenbauer;
8. Calcular a aproximac‚ ao por Fourier (para comparac‚ ao);
9. Avaliar se a seq¤uencia de aproximac‚ oes obtidas converge a soluc‚ ao do problema;
10. Avaliar se a seq¤uencia de aproximac‚ oes converge a taxa desejada.
Metodologia para problemas no tempo:
1. Aplicar o m·etodo de Fourier cl·assico a equac‚ ao diferencial, resolvendo-a no espac‚o
transformado, onde o problema se reduz a soluc‚ ao de equac‚ oes alg·ebricas;
2. Avaliar o forc‚ante no intervalo de interesse;
3. A cada passo no tempo:
• Calcular os coecientes de Fourier do forc‚ante da equac‚ ao original;
• Resolver a EDO, usando as equac‚ oes obtidas no passo (1), discretizando no
tempo, por exemplo, por Runge-Kutta, obtendo os coecientes da aproximac‚ ao
uˆk;
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4. Impor as condic‚ oes de contorno, calculando o coeciente uˆ0. Este coeciente deve
ser calculado de forma a evitar a degradac‚ ao da acur·acia nal desejada;
5. Calcular os coecientes de Gegenbauer, a partir dos coecientes de Fourier;
6. Calcular numericamente a aproximac‚ ao por polinomios de Gegenbauer;
7. Calcular a aproximac‚ ao por Fourier (para comparac‚ ao);
8. Avaliar se a seq¤uencia de aproximac‚ oes obtidas converge a soluc‚ ao do problema;
9. Avaliar se a seq¤uencia de aproximac‚ oes converge a taxa desejada.
5.3 Aplicac¸a˜o a Equac¸o˜es Diferenciais 2-D
5.3.1 Problema-modelo 1
Considere a equac‚ ao de Poisson com condic‚ oes de contorno peri·odicas, no dom·nio
Ω = (−1, 1)2.
−∇2u = f (x, y) , (5.19)
u(x, y) exata ·e dada por
u(x, y) = sin(2pix) sin(3piy)
e o forc‚ante ·e
f = − [uxx + uyy]
Formulac¸a˜o Aplicando a Metodologia Proposta
Aplicamos a tranformada de Fourier em (5.19), e obtemos os coecientes uˆm,n
uˆm,n =
fˆm,n
pi2 (m2 + n2)
(5.20)
Calculamos uˆ0,0 impondo as condic‚ oes de contorno, que sao peri·odicas, logo
uˆ0,0 = 0 (5.21)
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Com as equac‚ oes (5.20) e (5.21) determinamos os coecientes de Fourier do forc‚ante e
depois calculamos uˆm,n.
N 8 16
‖e‖F∞ 2.40E-5 2.79E-14
Tabela 5.13: Erro m·aximo na expansao de Fourier na aproximac‚ ao de uma func‚ ao
peri·odica.
Podemos observar com os dados da tabela 5.13 que, utilizar o m·etodo de Fourier
para problemas peri·odicos, conseguimos convergencia espectral se o forc‚ante for suave.
A aproximac‚ ao ·e semelhante as guras 5.7 e 5.8.
5.3.2 Problema-modelo 2
Considere a equac‚ ao de Helmholtz com condic‚ oes de contorno peri·odicas, no dom·nio
Ω = (−1, 1)2
−∇2u + µ2 u = f (x, y) , (5.22)
u(x, y) exata ·e dada por
u(x, y) = sin(2pix) sin(3piy)
neste caso, o forc‚ante agora ·e
f = − [uxx + uyy] + µ
2u(x, y)
onde µ = 1.
Formulac¸a˜o Aplicando a Medodologia Proposta
Aplicamos a transformada de Fourier em (5.22), e obtemos os coecientes uˆm,n
uˆm,n =
fˆm,n
pi2 (m2 + n2) + µ2
(5.23)
Calculamos uˆ0,0 impondo as condic‚ oes de contorno, que sao peri·odicas, logo
uˆ0,0 =
fˆ0,0
µ2
(5.24)
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Com as equac‚ oes (5.23) e (5.24) determinamos os coecientes de Fourier uˆm,n.
N 8 16
‖e‖F∞ 2.41E-5 2.80E-14
Tabela 5.14: Erro m·aximo na expansao de Fourier na aproximac‚ ao de u(x, y) exata.
Como estamos aproximando um problema peri ·odico e o forc‚ante ·e suave, o m·etodo
de Fourier apresenta convergencia espectral. A aproximac‚ ao pode ser visualizada nas
guras 5.7 e 5.8.
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Figura 5.7: Aproximac‚ ao de Fourier para u(x, y) exata com N=16.
5.3.3 Problema-modelo 3
Considere a equac‚ ao de Poisson no dom·nio Ω = (−1, 1)2
−∇2u = f (x, y) , (5.25)
com as seguintes condic‚ oes de contorno
u (−1, y) = u (1, y)
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Figura 5.8: u(x, y) exata
u (x,−1) = u (x, 1) = 0
u(x, y) exata ·e dada por
u(x, y) =
(
1− y2
)
sin (pi cos ((x + 1)pi))
Formulac¸a˜o Aplicando a Medodologia Proposta
Integrando(5.25) com relac‚ ao a x temos
ux(1, y)− ux(−1, y) + 2uˆ0,yy = −2fˆ0(y) (5.26)
Aplicamos a tranformada de Fourier em x (peri ·odico), obtemos um conjunto de equac‚ oes
1-D para os coecientes de Fourier
−
d2
dy2
uˆk(y) + k
2pi2uˆk(y) = fˆk(y) + µ0(−1)
k , 0 < |k| ≤ N/2 (5.27)
onde
µ0 =
ux(1, y)− ux(−1, y)
2
uˆk(−1) = uˆk(1) = 0
para u(x, y) peri·odica em x, µ0 = 0. Neste caso,
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−
d2
dy2
uˆk(y) + k
2pi2uˆk(y) = fˆk(y) , 0 < |k| ≤ N/2 (5.28)
onde
uˆk(−1) = uˆk(1) = 0
Entao, o problema 2-D com uma direc‚ ao peri·odica ·e reduzido a sucessivas soluc‚ oes
de problemas 1-D (Helmholtz) na direc‚ ao y (nao peri·odica). Logo, utilizamos o algoritmo
da sec‚ ao anterior, desenvolvido utilizando a metodologia proposta no presente trabalho,
na soluc‚ ao do problema. Para o caso onde k = 0, na equac‚ ao (5.28), usamos o algoritmo
que resolve Poisson 1-D. De (5.26) temos
d2
dy2
uˆ0(y) = −fˆ0(y) (5.29)
com as condic‚ oes de contorno
uˆ0(−1) = uˆ0(1) = 0
Os resultados podem ser visualizados na tabela 5.15.
N 8 16 32 64 128
‖e‖FG∞ 4.25E-1 6.74E-4 6.20E-5 2.33E-5 4.85E-6
Tabela 5.15: Erro m·aximo de Fourier-Gegenbauer na aproximac‚ ao de u(x, y) exata
peri·odica em x e com condic‚ oes de contorno de Dirichlet homogeneas em y (µ = 1).
Podemos observar pela tabela 5.15 que o erro nao decai espectralmente. Isto se deve
aos erros de arredondamento no c·alculo de uˆ0, como visto na sec‚ ao de problemas 1-D.
5.3.4 Problema-modelo 4
Considere a equac‚ ao de Helmholtz no dom·nio Ω = (−1, 1)2
−∇2u + µ2u = f (x, y) , (5.30)
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com as seguintes condic‚ oes de contorno
u (−1, y) = u (1, y)
u (x,−1) = u (x, 1) = 0
u(x, y) exata ·e dada por
u(x, y) =
(
1− y2
)
sin (pi cos ((x + 1)pi))
Formulac¸a˜o Aplicando a Medodologia Proposta
Integrando (5.30) com relac‚ ao a x temos
ux(1, y) − ux(−1, y) + 2uˆ0,yy + µ
2uˆk(y) = −2fˆ0(y) (5.31)
Aplicamos a transformada de Fourier em x (peri ·odico), obtemos um conjunto de equac‚ oes
1-D para os coecientes de Fourier
−
d2
dy2
uˆk(y) +
(
k2pi2 + µ2
)
uˆk(y) = fˆk(y) + µ0(−1)
k , −N/2 ≤ k ≤ N/2 (5.32)
onde
µ0 =
ux(1, y) − ux(−1, y)
2
Como no problema modelo 3 desta sec‚ ao, para u(x, y) peri·odica em x, µ0 = 0, logo
−
d2
dy2
uˆk(y) +
(
k2pi2 + λ2
)
uˆk(y) = fˆk(y) , −N/2 ≤ k ≤ N/2 (5.33)
onde
uˆk(−1) = uˆk(1) = 0
Da mesma forma, a soluc‚ ao da equac‚ ao de Helmholtz 2-D com uma direc‚ ao peri·odica
·e reduzido a sucessivas soluc‚ oes de problemas 1-D (Helmholtz) na direc‚ ao y (nao peri·odica).
Neste passo, utilizamos o algoritmo apresentado na sec‚ ao de problemas 1-D, desenvolvido
utilizando a metodologia proposta no presente trabalho.
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A aproximac‚ ao num·erica pelo m·etodo de Fourier ·e dada por:
uˆFoN (x, y) =
N/2∑
k=−N/2
uˆk(y) e
(ikpix)
A aproximac‚ ao nal por Fourier-Gegenbauer ·e:
uˆFGN (x, y) =
m∑
k=0
uˆλk(y) C
λ
k (x)
Os resultados da aproximac‚ oes sao apresentados na tabela 5.16 e nas guras 5.9 e
5.10.
N 8 16 32 64 128
‖e‖FG∞ 4.14E-1 6.76E-4 6.26E-5 2.35E-5 4.89E-6
Tabela 5.16: Erro m·aximo de Fourier-Gegenbauer na aproximac‚ ao de u(x, y) peri·odica
em x e com condic‚ oes de contorno de Dirichlet homogeneas em y (µ = 1).
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Figura 5.9: Aproximac‚ ao de Fourier-Gegenbauer para u(x, y) com N=32.
Novamente observamos que o decaimento espectral do erro ·e impedido pelos efeitos
dos erros de arredondamento. Vericamos a seguir se o mesmo ocorre no caso da metodolo-
gia proposta por Vozovoi e co-autores (1997).
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Figura 5.10: u(x, y) exata com N=32.
Formulac¸a˜o Proposta por Vozovoi e co-autores (1997)
Aplicamos a tranformada de Fourier em x (peri ·odico), obtemos um conjunto de equac‚ oes
1-D para os coecientes de Fourier.
Resolvemos da mesma forma como no caso anterior, ou seja, resolvemos problemas
1-D na direc‚ ao y utilizando o m·etodo proposto por Vozovoi e co-autores. Os resultados
apresentados na tabela 5.17 foram obtidos com a implementac‚ ao do m·etodo de Vozovoi
apresentado na sec‚ ao de problemas 1-D.
N 8 16 32 64 128
‖e‖FG∞ 4.42E-1 6.16E-2 4.28E-2 2.24E-2 8.81E-4
Tabela 5.17: Erro m·aximo de Fourier-Gegenbauer na aproximac‚ ao de u(x, y) peri·odica
em x e com condic‚ oes de contorno de Dirichlet homogeneas em y (µ = 1).
Observamos que o procedimento proposto pelos autores tem efeitos ainda mais
severos sobre a acur·acia nal da aproximac‚ ao. Os erros de arredondamento sao tamb·em
neste caso os causadores da baixa acur·acia obtida.
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5.3.5 Metodologia
Nesta sec‚ ao apresentamos uma metodologia, e suas variac‚ oes, para resolver equac‚ oes
diferenciais em dom·nios bidimensionais:
Problemas perio´dicos
1. Aplicar o m·etodo de Fourier cl·assico a equac‚ ao diferencial, resolvendo-a no espac‚o
transformado, onde o problema se reduz a soluc‚ ao de equac‚ oes alg·ebricas;
2. Avaliar o forc‚ante no intervalo de interesse;
3. Calcular os coecientes de Fourier do forc‚ante;
4. Resolver a EDP, usando as equac‚ oes obtidas no passo (1), calculando os coecientes
da aproximac‚ ao uˆm,n;
5. Impor as condic‚ oes de contorno, calculando o coeciente uˆ0,0. Este coeciente
deve ser calculado de forma a evitar a degradac‚ ao da acur·acia nal desejada;
6. Calcular a aproximac‚ ao por Fourier;
7. Avaliar se a seq¤uencia de aproximac‚ oes obtidas converge a soluc‚ ao do problema;
8. Avaliar se a seq¤uencia de aproximac‚ oes converge a taxa desejada.
Problemas Perio´dico-Dirichlet
1. Aplicar o m·etodo de Fourier cl·assico a equac‚ ao diferencial na direc‚ ao peri·odica
(x), resolvendo-a no espac‚o transformado, onde o problema se reduz a soluc‚ ao de
equac‚ oes unidimensionais;
2. Para cada y
• Avaliar o forc‚ante no intervalo de interesse;
• Calcular os coecientes de Fourier do forc‚ante (na direc‚ ao x);
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3. Para cada k
• Resolver na direc‚ ao nao peri·odica, sucessivos problemas 1-D (Helmholtz -
equac‚ ao resultante no passo (1)), obtendo os coecientes da aproximac‚ ao
uˆk(y);
4. Para a equac‚ ao de Poisson: Impor as condic‚ oes de contorno, calculando o coe-
ciente uˆ0(y). Este coeciente ·e calculado utilizando outro problema 1-D (equac‚ ao
de Poisson).
5. Para cada y
• Avaliar os coecientes de Gegenbauer;
• Obter a s·erie em polinomios de Gegenbauer;
• Calcular a aproximac‚ ao aplicando a transformada inversa de Fourier na direc‚ ao
x;
6. Avaliar se a seq¤uencia de aproximac‚ oes obtidas converge a soluc‚ ao do problema;
7. Avaliar se a seq¤uencia de aproximac‚ oes converge a taxa desejada.
5.3.6 Verificac¸a˜o da Convergeˆncia de u aproximado para u exato
Uma vez obtida a soluc‚ ao aproximada, ·e necess·ario vericar se a soluc‚ ao num·erica
est·a de fato convergindo a soluc‚ ao exata do problema. Esta vericac‚ ao se faz da seguinte
maneira:
1. Calcula-se a expansao de Gegenbauer em pontos de colocac‚ ao de Chebyshev;
2. Avalia-se os coecientes das s·eries em polinomios de Chebyshev correspondentes
a estes valores discretos (interpolac‚ ao);
3. Utilizando sub-rotinas para o c·alculo de derivadas de qualquer ordem, avalia-se o
res·duo da equac‚ ao (Lu = f ) nos pontos de colocac‚ ao.
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Se o res·duo for menor que uma certa tolerancia , consideramos que a soluc‚ ao obtida ·e
satisfat·oria.
Para os casos apresentados, analisamos a ordem de convergencia do m·etodo atrav·es
do gr·aco log10 erro em func‚ ao de N (n·umero de termos da s·erie de Fourier), conforme
descrito na sec‚ ao 1 deste cap·tulo.
Capı´tulo 6
Considerac¸o˜es Finais
Resumo: Neste u´ltimo capı´tulo delineamos os passos futuros em conexa˜o com o material desen-
volvido nesta dissertac¸a˜o.
A aplicac‚ ao direta do m·etodo de Fourier-Gegenbauer a resoluc‚ ao de equac‚ oes difer-
enciais el·pticas encontra certos obst·aculos (num·ericos) a obtenc‚ ao da desejada con-
vergencia espectral.
Nas metodologias propostas, empregamos variac‚ oes adequadas dos m·etodos de
Fourier. Como j·a sabemos, as s·eries de Fourier nao apresentam boa aproximac‚ ao para
problemas nao peri·odicos. No entanto, aplicando o p·os-processamento por Fourier-Gegen-
bauer eliminamos as oscilac‚ oes esp·urias associadas ao fenomeno de Gibbs e atingimos
convergencia espectral, se os dados do problema sao sucientemente suaves. Empreg-
amos esta metodologia na soluc‚ ao de problemas-modelo representativos das equac‚ oes de
importancia em esquemas num·ericos para resoluc‚ ao das equac‚ oes bidimensionais tran-
sientes e incompress·veis de Navier-Stokes. Mais especicamente, v·arios esquemas de
passos fracionados no tempo envolvem a resoluc‚ ao de equac‚ oes de Poisson e Helmholtz
(ver Canuto e co-autores (1988)), desenvolvidos neste trabalho.
Para ilustrar como se pode aplicar os procedimentos desenvolvidos as equac‚ oes
de Navier-Stokes, considere o seguinte problema de conduc‚ ao de calor bidimensional
transiente com fonte de calor:
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∂u
∂t
= ∇2u + g
com condic‚ oes de contorno homogeneas de Dirichlet no dom·nio Ω = (−1, 1)2. Re-
solvemos eciente e precisamente este problema atrav·es do seguinte esquema de passos
fracionados:
u(n+1/3) − u(n)
∆t
=
1
2
∂xx
(
u(n+1/3) − u(n)
)
[yfixo]
u(n+2/3) − u(n+1/3)
∆t
=
1
2
∂yy
(
u(n+2/3) − u(n+1/3)
)
[xfixo]
u(n+1) − u(n+2/3)
∆t
= g(n+1)
Portanto, resolve-se duas equac‚ oes de Helmholtz unidimensionais a cada passo no
tempo, ou alternativamente, podemos evitar o esquema de passos fracionados resolvendo
uma equac‚ ao de Helmholtz bidimensional a cada passo temporal.
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