INTRODUCTION
In many hydrological investigations, it is desirable to estimate the quantity of inflow to a stream reach that comes from each of several source areas. For example, during a surface runoff event, inflow to a reach may in clude surface runoff from several areas with different land use, runoff from rainfall on saturated areas near the stream, and groundwater inflows from several different geological formations. In special circumstances, small, but chemically significant, inflows may reach the stream from waste disposal ponds or municipal or industrial waste outfalls. Because of the diffuse nature of some of these inflows, it is difficult to measure them directly.
The chemical quality of water in a stream is influenced by four factors: (1) the physical and chemical composi tion of the geologic material that it has come in contact with as it moved through the watershed, (2) chemicals
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With the added error terms, equation (3] can be writAt. Thus, the mass balance equation for water can be ten jn matrix notation as written:
[C]{x} +JB} ={e} [4] where
j=l [1] if subsurface inflow to and outflow from the watershed is assumed negligible. Let us assume that, over the At in question, the change in storage is negligible; thus, AS = 0, and equation [1) becomes s Xj = QQ-Ql [2] Now, if we let C,7 represent the concentration of the i'* ionic species in the j"1 inflow, we can write a mass balance equation for each of the m ionic species.
c" Xj+ c, 2 x, + . . . + cta xn -crn+a Q0+ crn+1Qu = o hixi+ ci2 x2 +. . . + Cj"xn-Cin+2Q0 + cin+1Qu = o [3] Cml
where the inflow concentration of the i'* ionic species is designated as Cltn+1 and the concentration in the outflow
The most important assumption inherent in equation [3] is that each ionic species is conservative within the reach. There must be no chemical exchange, deposition or gaseous transport, and no uptake by living organisms. These requirements will affect the choice of the ionic species to be used. For example, N03-would be a poor tracer during periods of algal growth or decay, and temperature, or pH changes that affect the solubility of C02 may invalidate the use of HC03-, Ca*+, and Mg++ as tracers.
Additional assumptions include: 1 There must be complete mixing within the reach. water from a mined area must pass through undisturbed formations before reaching the stream, the accompany ing chemical transformation, precipitation, exchange, or dissolution must be negligible.
Because of errors in the chemical analysis, and be cause the concentration of each ionic species in each in flow is not known exactly (some inflows may not be iden tified at all), these equations will not all be satisfied if m > n. Therefore, we add an error term £, to the righthand side of each equation and try to find the set of in flows X(, X2, . . . X" that minimize the sums of the squared error terms.
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We can eliminate one of the Xj from equation [2] re sulting in a set of m equations in n-1 unknowns. Equa tion [4] is still appropriate, but now the [C] matrix is and b{ = (c^-cin+2) q0 + <cin+1 -cin) Qu [6] Consider the following objective function:
k=l k By substituting equation [4] into equation [7] , we obtain the quadratic form which we wish to minimize, thus:
where:
[10]
[11] This expression is to be minimized subject to the con straints: [13] The only situation in which we may wish to relax this constraint is where there is significant evaporative loss or diversion of water from the reach in question. Care must be taken in selecting the X, to be eliminated, because it is no longer subject to the non-negativity constraint equa 4 Omission of a significant inflow.
Furthermore, if the chemical characteristics of two or more inflow sources are very nearly identical, distin guishing between them should be very difficult.
To assess the sensitivity of the optimum inflow esti mates to errors in the chemical analysis, we did an em pirical sensitivity study. We wrote a simulation program that added a normally distributed error term to each con centration C". Cjj+CjjVjU [14] where Cy is the perturbed concentration, Cy is the con centration of the i'* ion in the j"1 input water, V, is the coefficient of variation of the error term, and U is an in dependent, normally distributed random variable with mean of zero and standard deviation of ± one.
The data set used was a theoretical mixture of three waters found near a surface coal mine in western Colo rado. In dealing with a mixture, Q0 is set equal to one. and Qu is zero. The unknowns, X,, are then proportions The concentration of eight ions, Na+, Ca*+, Mg+\ K+, CI", N03-, HCO3-and SCV were used in the calcula tions. These data are shown in Table 1 . It should be noted that these particular ions are used only as an ex ample. Other ions, including some of the environmental isotopes, may be more effective tracers in many cir cumstances.
Because each concentration, Ctf, i = 1,8; j = 1,4 was perturbed according to equation [14] , the unknowns solved for by the quadratic programming algprit^m reflected these errors. The perturbed unknowns X1f X2, and X3 were obtained for nine randomly generated samples for coefficients of variation, V = 0.03 and 0.05.
The same coefficient of variation was used for all ions.
The sample mean$, standard Adeviations, and coeffi cients of variation of X,, X2» and X3 for each V are shown in Table 2 . Table 2 shows that the coefficients of varia tion of the unknown inflows Xt, X2, and X3 may be as much as an order of magnitude greater than the coeffi cient of variation of the concentration errors, although the mean values are quire close to the theoretical values. Because this large variability was unacceptable, we ex amined methods of reducing it.
From equations [5] and [6] , we can write the equation
The partial derivative of the objective function, E, with respect to the ionic concentration is a measure of the sen sitivity to errors in determining the concentration. Thus, 3E = ae,a _0 ". de.
[ig]
The greatest sensitivity occurs when £, and 3£,/3Cy are large. The value of £, is highest for the most abundant ion, and the maximum 3£,/3C,7 is Q0. One method of obtaining the approximate equality in equation [19] is to normalize the concentrations Cy in each ion balance equation by dividing them by a charac teristic concentration. The outflow, or "mixture" con centration, C.+2, is an appropriate normalizing quan tity.
The following normalizing procedure was used on the perturbed input data for Mixture No. 1 (see Table 1 ).
Cu =Cy/c;.n+3 i =1.8;j =Ln [20] where Cy is the normalized concentration. The sample means, standard deviations, and coefficients of variation of the unknown inflows X1t X2, and X3, obtained using this normalizing scheme, are shown in Table 3 . A com parison of the coefficients of variation, V, in Table 3 with those in Table 2 shows that normalization signifi cantly reduced the errors in estimating X1( X2, and X3. Errors in the chemical analyses could be accounted for by weighing each equation by the inverse of the coeffi cient of variation Se/C where Sc is the standard deviation of concentrations obtained by replicate analysis of a single water sample and C is the mean concentration.
To obtain an estimate of the variability of concentra tions in replicate samples, we analyzed samples that were taken at hourly intervals with an automatic sampler at two sites on a stream in western Colorado on 14 June, 1978. Although the water quality at these sites showed very little diurnal variation at this time of the year, a flow recession was occurring, so these samples are not true replicates. The variability in the laboratory-determined concentrations represents errors due to sampling, storage of samples, laboratory technique, instrument er ror, and trends in the water quality. The coefficients of variation for each ion, based upon a sample of 25, are shown in Table 4 .
The high coefficient of variation for N03-reflects in accuracies at the very low concentrations present in these samples (= 0.9 mg/L). The reasons for the large V for Cl are both the low concentrations (= 0.9 mg/L) and, possibly, contamination. Because of the trend present, the V's for the other ions are larger than those due only to sampling technique, laboratory technique, and instru ment error. Therefore, the use of a maximum V of 0.05 in the simulations seems appropriate. The V's of the un known inflows are approximately what one might expect in field applications. Furthermore, except for CI-and No3-, it appears that the weights should be equal.
The sensitivity of the method to errors in the inflow and outflow was estimated by adding a normally distributed random error term (V = 0.10) to the inflow and outflow.
The test case was a theoretical mixture of seven waters, as shown in Table 5 . Tables 5 and 6 show that the large inflows X1 and X6 and the small, but highly concentrated, inflows X3 and X7 were estimated quite closely, but the small flows with To examine the effect of omitting a significant inflow, seven runs were made with Test Case No. 2, omitting a different inflow each time. Thus, for each case there were six unknown inflows, although the theoretical mixture included seven. The results are shown in Table 7 .
An examination of Table 1 and the simple correlations between the concentrations of the eight ions at different sites reveal that the greatest relative errors due to omis sion were usually in the calculated inflow with chemical characteristics that are the most highly correlated with the source that is omitted. For example, when X6 is omit ted from the calculations, most of the error is transferred to X,. The ionic concentrations, C,6, have a higher simple correlation with C,, than with any of the remaining un known inflows.
EXAMPLE
Data for the following example were obtained from a field study in western Colorado. A map of the study area is shown in Fig. 3 . One of the objectives of this study was to determine the effects of surface mining for coal on water quality. Therefore, it would be useful to know the rates at which waters affected by the mine (surface and subsurface runoff) were entering the streams draining the area.
For this example, we used data for the reach of Fish Creek, between stations 1001 and 1003, on 18 April, 1979. The lower elevation snow pack was melting at the time, and considerable surface runoff from the range, agricultural, and surface-mined areas was observed. The inflow at 1001 was 2.97 rnVs. Inflows to the reach of stream between the two stations could include surface runoff from winter wheat areas, range areas, and the mined area as well as shallow groundwater flow from the undisturbed area and the mined area. From an examina tion of the geologic map of the watershed, we concluded that there could be at least two different natural ground waters contributing: water that had moved through the Lewis shale and water that had moved through the
where C*l7 = Cy/C,,^. The coefficient of variation V(X,) is plotted vs. 0y on Fig. 2 for the data shown in Table 6 and for the cases in volving errors in the concentrations. Although only two cases are shown here, in general the coefficient of varia tion seems to be inversely proportional to 0. The inflow estimates appear to be more sensitive to concentration errors than they are to inflow and outflow errors, because the points for Test Case No. 2, with C,7 perturbed (V = 0.05), lie very close to those with Q« and Q0 perturbed (V 620 Fig. 4 . These vectors were plotted ac cording to the method devised by Korzhinski (1959) and described by Hounslow et al. (1978) , and provide a quick graphical method of portraying the relative concentra tion of the major ions. The ionic compositions of these water samples are pre sented in Table 8 Outflow from reach (measured)
The inflows computed by the Wolfe quadratic pro gramming algorithm are shown in Table 9 . These values show that the major lateral inflow to this reach of stream on April 18, 1979 was surface runoff from wheat land.
This could also include surface runoff from rangeland because the program could not distinguish between the two. From hydrologic conditions on the day of sampling, this is quite reasonable. The other amounts predicted seem reasonable, but the relative error present cannot be assessed until several more cases are computed. The in put data are subject to significant errors because the water quality data for surface inflows and reach outflow are from single grab samples rather than integrated quantities over a 24-h, or longer, period. The reach in flow and outflow rates are also subject to errors on the order of ±10 percent.
SUMMARY AND CONCLUSIONS
A technique to identify several unknown inflows to a reach of stream has been developed. It requires that the inflow sources be identified and that the concentrations of the principal anions and cations be measured. A quadratic programming algorithm is used to find the in 622 flows that minimize the sum of squared error terms for m ion balance equations. We found that the method is less sensitive to errors in the chemical analyses if the concen tration of each ion is divided by the concentration of that ion in the mixture. This is equivalent to minimizing the sum of squared percentage errors.
Errors in estimates of a particular inflow are related to the proportion of the total ionic load contributed by that inflow relative to the total ionic load contributed to the reach of stream. If a significant inflow is omitted from the calculation, the error is transferred to the inflows that have similar chemical characteristics.
As an example, inflows to a reach of stream were cal culated using data from a surface-mined area in western Colorado. The results seem reasonable.
The procedure described appears to be promising as a method of estimating surface and groundwater inflows to a reach of stream from several sources if the required assumptions are met. Further testing is required to determine the limitations.
