Abstract. In this paper we propose two different primal-dual splitting algorithms for solving inclusions involving mixtures of composite and parallel-sum type monotone operators which rely on an inexact Douglas-Rachford splitting method, however applied in different underlying Hilbert spaces. Most importantly, the algorithms allow to process the bounded linear operators and the set-valued operators occurring in the formulation of the monotone inclusion problem separately at each iteration, the latter being individually accessed via their resolvents. The performances of the primal-dual algorithms are emphasized via some numerical experiments on location and image deblurring problems.
Introduction and preliminaries
In applied mathematics, a wide range of convex optimization problems such as single-or multifacility location problems, support vector machine problems for classification and regression, portfolio optimization problems as well as signal and image processing problems, all of them likely possessing nondifferentiable convex objectives, can be reduced to the solving of inclusions involving mixtures of monotone set-valued operators.
In this article we propose two different primal-dual iterative error-tolerant methods for solving inclusions with mixtures of composite and parallel-sum type monotone operators. Both algorithms rely on the inexact Douglas-Rachford algorithm (cf. [8, 9] ), but still differ clearly from each other. An important feature of the two approaches and, simultaneously, an advantage over many existing methods is their capability of processing the set-valued operators separately via their resolvents, while the bounded linear operators are accessed via explicit forward steps on their own or on their adjoints.
The conjugate function of f is f * : H → R, f * (p) = sup { p, x − f (x) : x ∈ H} for all p ∈ H and, if f ∈ Γ(H), then f * ∈ Γ(H), as well. The (convex) subdifferential of f : H → R at x ∈ H is the set ∂f (x) = {p ∈ H : f (y) − f (x) ≥ p, y − x ∀y ∈ H}, if f (x) ∈ R, and is taken to be the empty set, otherwise. For a linear continuous operator L i : H → G i , the operator L * i : G i → H, defined via L i x, y = x, L * i y for all x ∈ H and all y ∈ G i , denotes its adjoint, for i ∈ {1, . . . , m}.
Having two functions f, g : H → R, their infimal convolution is defined by f g : H → R, (f g)(x) = inf y∈H {f (y) + g(x − y)} for all x ∈ H, being a convex function when f and g are convex.
Let M : H → 2 H be a set-valued operator. We denote by zer M = {x ∈ H : 0 ∈ M x} its set of zeros, by fix M = {x ∈ H : x ∈ M x} its set of fixed points, by gra M = {(x, u) ∈ H × H : u ∈ M x} its graph and by ran M = {u ∈ H : ∃x ∈ H, u ∈ M x} its range. The inverse of M is M −1 : H → 2 H , u → {x ∈ H : u ∈ M x}. We say that the operator M is monotone if x − y, u − v ≥ 0 for all (x, u), (y, v) ∈ gra M and it is said to be maximally monotone if there exists no monotone operator M : H → 2 H such that gra M properly contains gra M . When Ω ⊆ H is a nonempty, convex and closed set, the function δ Ω : H → R, defined by δ Ω (x) = 0 for x ∈ Ω and δ Ω (x) = +∞, otherwise, denotes the indicator function of the set Ω. For each γ > 0 the proximal point of γδ Ω at x ∈ H is nothing else than
Prox γδ Ω (x) = Prox δ Ω (x) = P Ω (x) = arg min
which is the projection of x on Ω. [2] ).
Algorithms and convergence results
Within this section we provide two algorithms together with weak and strong convergence results for the following primal-dual pair of monotone inclusion problems.
Problem 2.1. Let A : H → 2 H be a maximally monotone operator and z ∈ H. Furthermore, for every i ∈ {1, . . . , m},
The problem is to solve the primal inclusion
together with the dual inclusion 
, and A : H → 2 H and B : G → 2 G be the convex subdifferentials of the functions f ∈ Γ(H) and g ∈ Γ(G), respectively. Then, under appropriate qualification conditions (see [2, 4] ), to solve the primal inclusion problem (2.1) is equivalent to solve the optimization problem inf x∈H {f (x) + g(Lx)} , while to solve the dual inclusion problem (2.2) is nothing else than to solve its Fencheldual problem
For more primal-dual pairs of convex optimization problems which are particular instances of (2.1)-(2.2) we refer to [10, 14] .
A first primal-dual algorithm
The first iterative scheme we propose in this paper and which we describe as follows has the particularity that it accesses the resolvents of A, B 
Furthermore, let (λ n ) n≥0 be a sequence in (0, 2), (a n ) n≥0 a sequence in H, (b i,n ) n≥0 and (d i,n ) n≥0 sequences in G i for all i = 1, . . . , m and set 
and consider the sequences generated by Algorithm 2.1. 
respectively. Furthermore, consider the Hilbert space K = H × G endowed with inner product and associated norm defined, for (x, v), (y, q) ∈ K, as
respectively. Consider the set-valued operator 
which proves to be skew (i. e. S * = −S) and hence maximally monotone (cf. [1, Example 20.30]). Further, consider the set-valued operator
which is maximally monotone, as well, since D i is maximally monotone for i = 1, ..., m. Therefore, since dom S = K, both Finally, we introduce the bounded linear operator
It is a simple calculation to prove that V is self-adjoint, i. e. V * = V . Furthermore, the operator V is ρ-strongly positive for
which is a positive real number due to the assumption
made in Algorithm 2.1. Indeed, using that 2ab ≤ αa 2 + b 2 α for any a, b ∈ R and any α ∈ R ++ , it yields for each i = 1, . . . , m
and, consequently, for each
Since V is ρ-strongly positive, we have cl(ran V ) = ran V (cf. 
We introduce for every n ≥ 0 the following notations:
The scheme (2.12) can equivalently be written in the form
(2.14)
We set for every n ≥ 0
Next we introduce the Hilbert space K V with inner product and norm respectively defined, for x, y ∈ K, as
respectively. Since 
are maximally monotone on K V . Moreover, since V is self-adjoint and ρ-strongly positive, one can easily see that weak and strong convergence in K V are equivalent with weak and strong convergence in K, respectively. Consequently, for every n ≥ 0 we have
Thus, the iterative rules in (2.14) become
(2.20)
In addition, we have
By defining for every n ≥ 0
thus, it has the structure of an error-tolerant Douglas-Rachford algorithm (see [9] ).
(i) The assumptions made on the error sequences yield
and, by the boundedness of V −1 , S and V , if follows
Further, by making use of the nonexpansiveness of the resolvents, the error sequences satisfy
By the linearity and boundedness of V it follows that
(i)(a) According to [9, Theorem 2.1(i)(a)] the sequence (x n ) n≥0 converges weakly in K V and, consequently, in K to a point x ∈ fix (R A R B ) with J B x ∈ zer(A + B). The claim follows by identifying J B x and by noting (2.8).
(i)(b) According to [9, Theorem 2.
thus, by taking into consideration the nonexpansiveness of the reflected resolvent and the boundedness of (λ n ) n≥0 , it yields
The claim follows by taking into account that
(i)(c) As shown in (a), we have that x n → x ∈ fix (R A R B ) (n → +∞) with J B x ∈ zer(A+B) = zer(M +S+Q). Moreover, by the assumptions we have b n → 0 (n → +∞) (cf. (2.13), thus e b n → 0 (n → +∞) (cf. (2.15)) and β n → 0 (n → +∞). Hence, by the continuity of J B and (2.21), we have
(ii) The assumptions made on the error sequences yield 
This implies that
which, due to the linearity and boundedness of V , yields
Since A and B 
is increasing and vanishes only at 0 and it fulfills for each (x, u),
Thus, M is uniformly monotone on K.
The function φ B : 
Consequently, B is uniformly monotone on K V and, according to [9, Theorem 2.1(ii)(b)], (J B x n ) n≥0 converges strongly to the unique element y ∈ zer(A + B) = zer (M + S + Q). In the light of (2.21) and using that β n → 0 (n → +∞), it follows that y n → y (n → +∞).
Remark 2.1. Some remarks concerning Algorithm 2.1 and Theorem 2.1 are in order.
(i) Algorithm 2.1 is a fully decomposable iterative method, as each of the operators occurring in Problem 2.1 is processed individually. Moreover, a considerable number of steps in (2.4) can be executed in parallel. (ii) The proof of Theorem 2.1, which states the convergence of Algorithm 2.1, relies on the reformulation of the iterative scheme as an inexact Douglas-Rachford method in a specific real Hilbert space. For the use of a similar technique in the context of a forward-backward-type method we refer to [14] . (iii) We would like to notice that the assumption +∞ n=0 λ n a n H < +∞ does not necessarily imply neither that ( a n H ) n≥0 is summable nor that (a n ) n≥0 (weakly or strongly) converges to 0 as n → +∞. We refer to [9, Remark 2.2(iii)] for further considerations on the conditions imposed on the error sequences in Theorem 2.1.
Remark 2.2.
In the following we emphasize the relations between the proposed algorithm and other existent primal-dual iterative schemes.
(i) Other iterative methods for solving the primal-dual monotone inclusion pair introduced in Problem 2.1 were given in [10] and [14] for D (ii) When for every i = 1, ..., m one takes 
A second primal-dual algorithm
In Algorithm 2.1 each operator L i and its adjoint L * i , i = 1, ..., m are processed two times, however, for large-scale optimization problems these matrix-vector multiplications may be expensive compared with the computation of the resolvents of the operators A, B 
(2.28)
Theorem 2.2. In Problem 2.1 suppose that
and consider the sequences generated by Algorithm 2.2. (ii) If Proof. We let G = G 1 × . . . × G m be the real Hilbert space endowed with the inner product and associated norm defined in (2.6) and consider
the real Hilbert space endowed with inner product and associated norm defined for x = (x, y, v), u = (u, q, p) ∈ K as
respectively. In what follows we set
Consider the set-valued operator 
(2.31)
From the above calculations it follows that
Finally, we introduce the bounded linear operator
which is self-adjoint, i. e. V * = V . Furthermore, the operator V is ρ-strongly positive for
and, consequently, for each x = (x, y, v) ∈ K, it follows that
The algorithmic scheme (2.28) is equivalent to
Hence, the scheme (2.35) can equivalently be written in the form
Considering again the Hilbert space K V with inner product and norm respectively defined as in (2.16), since V is self-adjoint and ρ-strongly positive, weak and strong convergence in K V are equivalent with weak and strong convergence in K, respectively. Moreover, A = V −1 (S + M ) is maximally monotone on K V . Thus, by denoting e n = V −1 ((S + V ) a n − a τ n ) for every n ≥ 0 the iterative scheme (2.37) becomes
Furthermore, introducing the maximal monotone operator B : K → 2 K , x → {0}, and defining for every n ≥ 0 α n = J A (x n − e n ) − J A (x n ) + a n , the iterative scheme (2.38) becomes (notice that J B = Id)
thus, it has the structure of the error-tolerant Douglas-Rachford algorithm from [9] . Obviously, zer(A + B) = zer(M + S).
λ n a n K < +∞ and 
1(i)(b). (i)(c) Follows from Theorem 2.2(i)(a).
(ii) The iterative scheme (2.38) can be also formulated as , our choice of (λ n ) n≥0 to be variable in the interval (0, 2), however, relaxes the assumption in [7] that (λ n ) n≥0 is a constant sequence in (0, 1].
Application to convex minimization problems
In this section we particularize the two iterative schemes introduced and investigated in this paper in the context of solving a primal-dual pair of convex optimization problems.
To this end we consider the following problem. 
and its conjugate dual problem
Considering the maximal monotone operators
the monotone inclusion problem (2.1) reads
while the dual inclusion problem (2.2) reads 
7)
and consider the sequences generated by Algorithm 3.1.
and
converges strongly to an optimal solution to (P ) and (p 2,1,n , . . . , p 2,m,n ) n≥0 converges strongly to an optimal solution to (D).
(ii) If 
(3.8)
Theorem 3.2. In Problem 3.1 suppose that
and consider the sequences generated by Algorithm 3.2.
spaces, (x n ) n≥0 converges strongly to an optimal solution to (P ) and (v 1,n , . . . , v m,n ) n≥0 converges strongly to an optimal solution to (D). 
Numerical experiments
In this section we emphasize the performances of the algorithms introduced in this article in the context of two numerical experiments on location and image deblurring problems.
The generalized Heron problem
We start by considering the generalized Heron problem which has been recently investigated in [12, 13] and where for its solving subgradient-type methods have been used.
While the classical Heron problem concerns the finding of a point u on a given straight line in the plane such that the sum of distances from u to given points u 1 , u 2 is minimal, the problem that we address here aims to find a point in a closed convex set Ω ⊆ R n which minimizes the sum of the distances to given convex closed sets Ω i ⊆ R n , i = 1, . . . , m.
The distance from a point x ∈ R n to a nonempty set Ω ⊆ R n is given by
Thus the generalized Heron problem reads
where the sets Ω ⊆ R n and Ω i ⊆ R n , i = 1, . . . , m, are nonempty, closed and convex. We observe that (4.1) perfectly fits into the framework considered in Problem 3.1 when setting
However, note that (4.1) cannot be solved via the primal-dual methods in [10] and [14] since they require the presence of at least one strongly convex function (cf. BaillonHaddad Theorem, [1, Corollary 18 .16]) in each of the infimal convolutions · δ Ω i , i = 1, . . . , m, fact which is obviously not the case. Notice that
thus the proximal points of f , g * i and l * i , i = 1, ..., m, can be calculated via projections, in case of the latter via Moreau's decomposition formula.
We test our algorithms on some examples taken from [12, 13] and denote in the final evaluations for every k ≥ 0 by V k the value of the objective function of (4.1) at each iterate. 
Hence, when choosing x 0 ∈ R 2 and (
For the same initial choices, but when τ
, the iterative scheme in Algorithm 3.2 reads As pointed out in the above table, our methods need less than 50 iterations to obtain an accuracy up to 6 decimal places for both function values and iterates. By comparison, the subgradient-type method in [13] , when applied to this particular problem with the same starting point, requires more than a million iterations. Algorithm 3.1 and Algorithm 3.2 achieve accuracies for both the values of the objective function and the iterates in less than 50 iterations. By comparison, as shown in [13, Example 5.4] , the subgradient-type methods are not able to provide these accuracies not even after 10 million iterations.
Image deblurring
The second numerical experiment concerns the solving of an ill-conditioned linear inverse problem arising in image deblurring. To this end, we consider images of size M × N as vectors x ∈ R n for n = M N , where each pixel denoted by x i,j , 1 ≤ i ≤ M , 1 ≤ j ≤ N , ranges in the closed interval from 0 (pure black) to 1 (pure white). For a given matrix A ∈ R n×n describing a blur (or averaging) operator and a given vector b ∈ R n representing the blurred and noisy image, our aim is to estimate the unknown original image x ∈ R n fulfilling Ax = b.
To this aim we are solving the following regularized convex nondifferentiable problem
where the regularization is done by a combination of two functionals with different properties. Here, α 1 , α 2 ∈ R ++ are regularization parameters, T V : R n → R is the discrete isotropic total variation function and W : R n → R n is the discrete Haar wavelet transform with four levels transforming the image into wavelet coefficients with respect to the orthonormal Haar wavelet basis. Notice that the norm of the operator W is W = 2 −8 and that none of the functions occurring in the objective function of (4.3) is differentiable.
The picture undergoes a Gaussian blur of size 9 × 9 with standard deviation 4, as done in [5, 
