Abstract In this paper we present randomized algorithms for k ? k routing, k ? k sorting, and cut through routing on an n n mesh connected computer (referred to simply as the mesh). The stated resource bounds hold with high probability. The algorithm for k ? k routing runs in k is a known lower bound for all the three problems (which is the bisection bound), and hence our algorithms are very nearly optimal. All the above mentioned algorithms have optimal queue length. These algorithms also extend to higher dimensional meshes.
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Introduction

Packet Routing
Fixed connection machines are some of the most practical models of parallel computing, as inferred from the parallel computers available today. A xed connection machine is usually represented as a directed graph whose nodes correspond to processing elements, and whose edges correspond to communication links. The speed of a parallel computer is determined by 1) the computing power of component processors, and 2) the speed of inter-processor communication. Nowadays the computing power of individual processing elements can be made arbitrarily high owing to the decline in hardware costs. Thus the speed of any parallel machine crucially depends on how fast the inter-processor communication is.
A single step of inter-processor communication in a xed connection network can be thought of as the following task (also called packet routing): Each node in the network has a packet of information that has to be sent to some other node. The task is to send all the packets to their correct destinations as quickly as possible such that at most one packet passes through any wire at any time.
A special case of the routing problem is called the partial permutation routing. In partial permutation routing, each node is the origin of at most one packet and each node is the destination of no more than one packet. A packet routing algorithm is judged by 1) its run time, i.e., the time taken by the last packet to reach its destination, and 2) its queue length, which is de ned as the maximum number of packets any node will have to store during routing. Contentions for edges can be resolved using a priority scheme. Furthest destination rst, furthest origin rst, etc. are examples of priority schemes. We assume that a packet not only contains the message (from one processor to another) but also the origin and destination information of this packet. An algorithm for packet routing is speci ed by 1) the path to be taken by each packet, and 2) a priority scheme.
Di erent Models of Packet Routing and k ? k Sorting
How large a packet is (when compared with the channel width of the communication links) will determine whether a single packet can be sent along a wire in one unit of time. If a packet is very large it may have to be split into pieces and sent piece by piece. On this criterion many models of routing can be derived. A packet can be assumed to be either atomic (this model is known as the store and forward model), or much larger than the channel width of communication links (thus necessitating splitting).
In the later, if each packet is broken up into k pieces (also called its), where k depends on the width of the channel, the routing problem can be studied under two di erent approaches. We can consider the k its to be k distinct packets, which are routed independently. This is known as the multipacket routing approach 10]. Each it will contain information about its origin and destination. The problem of k ? k routing is one where k packets originate from any node and k packets are destined for any node under the multipacket model.
Alternatively, one can consider the k its to form a snake. All its follow the rst one, known as the head, to the destination. A snake may never be broken, i.e., at any given time, consecutive its of a snake are at the same or adjacent processors. Only the head has to contain the origin and destination addresses. This model is called the cut through routing with partial cuts or simply the cut through routing 17].
The problem of k ? k sorting on any xed connection machine is the problem of sorting where exactly k packets are input at any node. 
Mesh Connected Computers
The xed connection machine assumed in this paper is the mesh connected computer. The basic topology of a two dimensional mesh is an n n square grid with one processor per grid point (see Figure 1 ). Except for processors at the boundary, every other processor is connected to its neighbors to the left, right, above, and below through bidirectional links. Variations in this topology are possible depending on whether one or more of the following connections are allowed: 1) vertical wrap arounds, 2) horizontal wrap arounds, and 3) connections to diagonal neighbors. In this paper we only consider the mesh with the basic topology. The instruction stream assumed is MIMD. This in particular means that each node can send and receive a packet (or a it) from all its (four or less) neighbors in one unit of time.
Mesh connected computers have drawn the attention of computer scientists in recent times because of their many special properties. Some of the special features of meshes are: 1) they have a simple interconnection pattern, 2) many problems have data which map naturally onto them, and 3) they are linear-scalable.
Previous and New Results
Many optimal algorithms (both deterministic and randomized) have been derived for store and forward routing. See e.g., 31, 26, 27, 9, 15, 23, 22] . The problem of multipacket routing on the mesh was rst studied by Kunde and Tensi 10] who presented an e cient algorithm for k ? k routing with a time bound of 5 4 kn + O( kn q ) and a queue length of q packets (for any 1 q n). Makedon and Simvonis 17] initiated the study of cut through routing on the mesh and presented both a deterministic algorithm with a time bound of 3 2 kn+O( kn q ) and a randomized algorithm with a time bound of kn + O( kn q ), the queue length being q (for any 1 q n). Later Rajasekaran and Raghavachari 24] showed that both multipacket and cut through routing can be performed in kn + O(k log n) steps using a randomized algorithm, the queue length being O(k) its, for any k 4 p kn log n) steps, for any k 8. In 21] , he also presented a simple three phase algorithm (call this algorithm`Algorithm A' from hereon) and showed that it has a time bound of 3 4 kn + 3 2 n + O( p kn log n) for k ? k routing and cut through routing. The queue sizes were k + o(k) and O(k) its, respectively. All these algorithms are randomized and the stated bounds hold with high probability for k 8 n + o(kn) for cut through routing 6]. The analysis of 6] was novel and very complicated.
In this paper we give simple and straight forward proofs to the fact that Algorithm A runs in k As far as k ?k sorting on the mesh is concerned, several optimal algorithms can be found in the literature for 1?1 sorting 30, 8, 29, 16, 9, 14] (all of which have a run time of 3n+o(n)).
Recently Kaklamanis, Krizanc, Narayanan, and Tsantilas 5] showed that 1 ? 1 sorting can be accomplished within 2:5n + o(n) steps and constant queue length using a randomized algorithm. Later, Kunde 11] matched this time bound with a deterministic algorithm and a queue length of 2. More recently Kaklamanis and Krizanc 4] have presented a 2n + o(n) time constant queue algorithm for 1?1 sorting. Park and Balasubramanian 19] proved that 2?2 sorting can be performed on an n n mesh in an optimal 3n+o(n) steps. Subsequently Kunde 11] gave an algorithm for k ? k sorting that runs in dk=4e2n + kn=2 + o(kn) time with a queue length of k, for any k 4. We give in this paper a randomized algorithm for k?k sorting which runs in k 2 n+2n+O(kn 4=5 ) time and which has a queue length of k+o(k), for any k 8. The queue length of our routing and sorting algorithms is only k + O(1) if k = O(n ) for some constant < 1. In practice k is usually small and hence it may be safe to assume this queue length to be k + O(1).
We also show that our routing and sorting algorithms apply to higher dimensional meshes. Several algorithms exist for o -line routing (see e.g., 2, 7, 18, 20] ). In 13], Leighton analyzes the expected behavior of certain greedy algorithms for packet routing. For an excellent treatise on sorting and routing algorithms for the mesh, the reader is referred to Leighton 14] . Since kn 2 is a lower bound for all the three problems we consider in this paper 10, 11], our algorithms are very nearly optimal.
Some De nitions
We say a randomized algorithm uses e O(g(n)) amount of any resource (like time, space, etc.) if there exists a constant c such that the amount of resource used is no more than c g(n) with probability 1 ? n ? on any input of size n and for any . Similar de nitions apply to e o(g(n)) and other such`asymptotic' functions.
By high probability we mean a probability of 1 ? n ? for any xed 1 (n being the input size of the problem at hand). Let B(n; p) denote a binomial random variable with parameters n and p, and let`w.h.p.' stand for`with high probability' .
Cherno Bounds
One of the most frequently used facts in analyzing randomized algorithms is Cherno bounds. These bounds provide close approximations to the probabilities in the tail ends of a binomial distribution. Let X stand for the number of heads in n independent ips of a coin, the probability of a head in a single ip being p. X is also known to have a binomial distribution B(n; p). The following three facts (known as Cherno bounds) are now folklore (and were discovered by Cherno 3] The rest of this paper is organized as follows. In Section 2 we give several algorithms for routing on a linear array. These algorithms will be applicable in the context of routing on a 2D mesh also. In Section 3 we show that Algorithm A is optimal for k ? k routing. In Section 4 we prove that a variant of Algorithm A yields a near optimal algorithm for cut through routing on the mesh. Section 5 contains our optimal algorithm for sorting on the mesh. Finally, Section 6 concludes the paper.
Routing on a Linear Array
In this Section we study di erent routing problems on a linear array. These results will help us analyze routing algorithms on the mesh. As will be shown, routing on a mesh can be broken into a constant number of phases, where in each phase routing is performed either along the rows or along the columns. Problem 1. Each node of a linear n?array has k packets initially and each node is the destination of k packets. Send all the packets to their destinations sending at most one packet along any edge in a single step.
The following Lemma can be proven using the proof technique of 27]: (Proofs of more general versions of these Lemmas are given in Section 3). steps on an n n mesh, the queue length being k + e o(k), as long as k 8. The algorithm to be presented is similar to the original algorithm of Valiant and Brebner 31] . There are three phases in the algorithm. Let p be any packet whose origin is (i; j) and whose destination is (r; s).
In phase I, p chooses a random node in the column of its origin (each such node being equally likely). If ({ 0 ; j) was the node chosen, it traverses along column j up to this node. In phase II, p travels along row { 0 up to column s. Finally, in phase III the packet reaches its destination traversing along column s. Use the furthest destination rst priority scheme for all the three phases. Call this algorithm Algorithm B from hereon.
In this Section we show that a modi ed version of Algorithm B runs in kn 
An Upper Bound for the Run Time
First we give a summary of the proof of 21] that a modi ed version of the above algorithm runs in 3 4 (k + 2)n + e O( p kn log n) steps. Later we give a proof of kn Proof. In phase I, the number of packets originating from any i successive nodes is ki.
In phases I and II, the number of packets that are destined for any successive i nodes is B(kin; 1=n) and B(kn; i=n) respectively. Expected value of this number is ki. p kn log n) using the following trick (which has been used in previous works 10, 17, 24] ).
Realize that the above algorithm is uniaxial, i.e., at any given time either only the row edges are used or the column edges are used. The idea is to make use of the unused edges also. At the beginning color each packet as red or blue by ipping a 2-sided unbiased coin. The red packets use the above mentioned algorithm without any modi cation, whereas the blue packets exploit the unused edges. To be more precise, in phase I, a blue packet chooses a random node in the row of its origin and goes there along the row. In phase II it traverses along the current column to the row of its destination and in phase III it travels along the current row to its destination. Because of the MIMD model assumed in this paper, and because all the three phases are disjoint there will not be any con ict between blue and red packets. Also, both the number of blue packets and the number of red packets is B(kn 2 ; 1=2). Thus w.h.p. these two numbers will be nearly the same. Call the above algorithm Algorithm A from here on.
Further, the number of blue (red) packets that will participate in the row routing of phases I and III (phase II) is very nearly B(kn; 1=2) each. Also, the number of red (blue) packets that participate in column routing of phases I and III (phase II) is very nearly B(kn; 1=2) each. Thus using Lemma 2.2, we can show that each of the three phases can be completed in
p kn log n) steps.
The total queue length of any successive log n nodes is e O(k log n) (because the expected queue length at any single node is k implying that the expected queue length in log n successive nodes is k log n; now apply Cherno bounds, equation 2). One could employ the technique of Rajasekaran and Tsantilas 27] to distribute packets locally such that the number of packets stored in any node is e O(k). The queue length can further be shown to be k+e o(k) using the same trick. Instead of distributing packets over a region of length O(log n), we distribute over a region of size O(n ), ( being a constant < 1). Therefore we have the following Theorem 3.1 k ?k routing can be completed in 3 4 (k +2)n+ e O( p kn log n) steps on an n n mesh, the queue length being k + e o(k), as long as k 2.
Algorithm A is Optimal
Algorithm A was rst presented by Rajasekaran in 21] , where he showed that this algorithm can be used to perform both k?k routing and cut through routing in 3 Observations. Consider only packets whose destinations are to the right of their origins.
Let the nodes in the array be numbered 1; 2; : : : ; n. Let i be an arbitrary node. It su ces to show that any packet that ever wants to cross node i from left to right will do so within At any given time (including the starting time), if a node sees a 1 in the sequence and if it has at least one packet, it substitutes the 1 with a packet. If a node sees a packet in the sequence with a lower priority than one of its packets, this node replaces the lower priority packet with the packet of highest priority in its queue.
The claim is that all the packets will eventually join the sequence. Notice that the queue size of any node can only decrease or remain the same and never increase at any time. Also realize that a packet can be inserted into the sequence at some point in time and later removed by a node to the right.
Consider an arbitrary node j i. This node gets to see the whole sequence except the p kn log n). Let`1;`2; : : :;`n be the number of such packets, at the beginning, at nodes 1; 2; : : : ; n, respectively. Let m be such that`m > 1 and`m0 1 for m < m 0 n. Call the sequence`m +1 ; : : :;`n the free sequence. Notice that a packet in the free sequence will not be delayed by any other packet in the future. It is easy to see that at least one new packet joins the free sequence at every time step. Thus, every packet that has to cross i will join the free sequence at or before time T i . Now we show that at step T i , packets that have to cross i can only be found to the right of node 3(n?i). Let q be the node 3(n?i) and let r be the node 3 4 n. The number of packets that originate at or to the left of q that have to cross node r is T 0 = kq 1 4 + e O( p kn log n).
One could argue along the same lines as in Case 1 that the packets under concern (i.e., the ones that originate to the left of q and want to cross r) will cross the node q at or before step T 0 , as long as k 4. Notice that T 0 is T i . Therefore, after T i steps, all the packets that want to cross node i can only be found to the right of node 3(n ? i). By this time, every such packet will be in the free sequence. Thus any such packet needs no more than i ? 3 p kn log n) steps, all the packets that have to cross i will be in the free sequence. Also, after T i steps, packets that have to cross i can only be found to the right of node (n ? i) (applying Case 1 to node (n ? i)). Therefore, after k(n ? i) + e O( p kn log n) steps, the maximum distance any packet (that has to cross i) has to travel, in order to cross i is i ? (n ? i). Thus Proof. Consider an n n : : :n mesh with n r nodes. The algorithm to be used is very similar to Algorithm A. There will be (r + 1) phases. At the beginning packets are colored from f1; 2; : : : ; rg each color being equally likely. The number of packets of color c will be kn r r + e O( q kn r =r log n), for any 1 c r. In phase 1, packets of color c will be traversing along dimension c. In phase 2, packets of color c will be traversing along dimension (c + 1) mod r.
In general, in phase p, c-colored packets will traverse along dimension (c + p ? 1) mod r, for 1 p (r + 1). In phase 1, a packet chooses a random node along its dimension and goes there. After phase 1, every packet traverses to its destination along a shortest path.
In phase 1, the number of packets that will participate in routing along any dimension is B(kn; ; ; s i , i k, are consecutive processors that contain at least one it of the snake. A snake can never be broken. The length of a snake s at time t, length(s; t), is de ned to be the number of processors over which the snake is distributed. A snake is in full-extension if length(s; t) = k 17]. We say a packet has become free if it is fully extended and will never get delayed again.
In this Section we show that cut through routing can be completed on an n n mesh in Proof. This proof is very similar to the proof of Lemma 1 in 17]. The algorithm used by the processors is quite simple. At each time unit, every processor transmits the its in the heads of its queues (one for each direction). At the same time it receives a it from each neighbor and appends these its to appropriate queues. (All the queues are FIFO).
Consider a packet p that originates in node i (1 i n) and whose destination is j. Since the links are bidirectional, ow of packets in one direction does not a ect the ow in the other direction. Thus w.l.o.g. assume that j is to the right of i and consider only packets that are traversing from left to right.
From out of packets that traverse from left to right, clearly, at least one new packet becomes free every k steps such that this packet never gets delayed again. Also realize that the left boundary of the packets that travel from left to right moves t steps to the right every kt + e O( p kn log n) steps (c.f. the proof of Lemma 3.2). ? O( p n log n)).
The other possibility is that the number of packets going from left to right is > n 2 + O( p n log n). We claim that after T = kn 2 + O( p kn log n) time steps no collisions can occur (i.e., every packet would have become free; A collision is said to occur if there are its from two packets in a queue of some processor). Also, after step T, these packets can only be found to the right of node n 2 ? O( p n log n). These two assertions will prove the Lemma.
Assume that a collision occurs after T 0 = k(n=2 + j) + O( p kn log n) steps for some j > 0. We could identify a sequence of at least (n=2 + j) packets that caused this collision. Let this sequence be P (n=2+j) ; P (n=2+j)?1 ; : : :; P 1 . These packets become free one per k steps in the order: P 1 ; P 2 ; : : :. If I j was the origin of packet P j (for 1 j ( (n=2 + j))), the following are true: 1) I 1 n 2 + j ? O( p n log n), and 2) all of these (n=2 + j) packets have destinations to the right of I 1 . (This is because even if one of these packets has a destination to the left of node I 1 , say at node`, when that packet reaches`, at least two packets will become free implying that a collision after step T 0 can not possibly occur). But by hypothesis, the number of packets destined for nodes to the right of I 1 is only (n=2 ? j) + O( p n log n). . We use the block-wise snake-like row-major indexing scheme. Under this indexing scheme, the mesh is partitioned into blocks; the blocks are ordered in snake-like row-major order. The ordering of keys within a block is immaterial. Keys in any block will be all the keys in the next higher block. A similar indexing was used in 11] also. Figure  2 gives an example of a 6 6 mesh with 2 keys per node. Blocks are of size 2 2.
Summary. Random sampling has played a vital role in the design of parallel algorithms for comparison problems (including sorting and selection). Reischuk's 28, 25] sorting algorithm is a good example. Given n keys, the idea is to: 1) randomly sample n (for some constant < 1) keys, 2) sort this sample (using any nonoptimal algorithm), 3) partition the input Let X = k 1 ; k 2 ; : : :; k n be a given sequence of n keys and let S = f`1;`2; : : : ;`sg be a random sample of s keys picked from X (in sorted order). X is partitioned into (s+1) parts de ned as follows. X 1 = f`2 X :` `1g, X j = f`2 X :`j ?1 <` `jg for 2 j s, and X s+1 = f`2 X :`>`sg. The following Lemma 28, 25] probabilistically bounds the size of each of these subsets, and will prove helpful to our algorithm.
Lemma 5.1 The cardinality of each X j (1 j (s + 1)) is e O( n s log n). Kaklamanis, Krizanc, Narayanan, and Tsantilas 5] recently implemented a similar algorithm on the mesh to show that 1 ? 1 sorting can be done on the mesh in 2:5n steps (for a constant queue length). Next we describe our algorithm which is similar to that of 5]. A random sample is chosen and sorted. The sorted sample is broadcast to the whole mesh, using which each key can compute an approximate rank. Now each key is routed to its approximate destination using the algorithm of Section 4. By then, the global rank of each splitter key is computed and broadcast. The global ranks of the splitter keys enable each key to compute its global rank. Finally, every key is sent to its actual destination (which will be very close to its approximate destination w.h.p.) Figure 3 might help the reader better understand the steps of the following algorithm:
Algorithm k ? k Sorting
Step 1 Step 3
Perform a pre x sums operation within each block to determine an approximate destination block for each key and also compute the partial rank of each splitter key in this block. Let B 1 ; B 2 ; : : :; B n 0:4 be the blocks of the mesh in snake-like row-major order. Also let`1;`2; : : :;`s be the sample in sorted order. For any key q, let m be such that`m ?1 q <`m. The approximate destination of q is B a where a = d m s n 0:4 e.
In Figure 3 , for instance, t is the partial rank of`1 in block B 1 . Partial ranks of sample keys in each block can be computed using a pre x sums computation. (* Can be done in O(kn 4=5 ) steps. After this step, each key knows the X j it belongs to. *)
Step 4
Compute the global rank of each splitter key and broadcast this information to each block in the mesh. (* This is done by summing up the partial ranks computed in
Step 3 for each sample key. Summing is done as the sample blocks traverse toward the center of the mesh. Within n + e o(kn) steps the global ranks of all the splitter keys will be available at the center. In another n+ e o(kn) steps these ranks can be broadcast (as a block). *)
Step 5
Using the k ? k routing algorithm of Section 4 route each packet to a random node in its approximate destination block (see Step 3) . (* This can be shown to take k 2 n + e O( p kn log n) steps, the queue length being k + e o(k). At the end of this step each packet is at most one block away from its actual destination w.h.p. *)
Step 6
Sort each block and make use of the global ranks of the splitter keys to compute the global rank of each key in the block. Proof. Let the number of sample keys be s and let S =`1;`2; : : :;`s be the sorted sample.
Consider an arbitrary key q in the input, X. Step 1
Step 2
Step 3
Step 7 2 
Conclusions
In this paper we have presented randomized algorithms for k ? k routing, k ? k sorting, and cut through routing on the mesh. These algorithms have time bounds which very nearly match the bisection width of kn 2 . Recently, Kunde 12] has given deterministic algorithms for k ? k sorting and k ? k routing whose time bounds match or very nearly match the bounds given in this paper.
