Abstract-Queries to search engines on the Web are usually short. They do not provide sufficient evidence for an effective selection of relevant documents. Previous research has proposed the utilization of query expansion to deal with this problem. However, expansion terms are usually determined on term co-occurrences within documents. In this study, we propose a new method for query expansion based on user interactions recorded in user logs. The central idea is to extract correlations between query terms and document terms by analyzing user logs. These correlations are then used to select high-quality expansion terms for new queries. Compared to previous query expansion methods, ours takes advantage of the user judgments implied in user logs. The experimental results show that the log-based query expansion method can produce much better results than both the classical search method and the other query expansion methods.
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INTRODUCTION
I N recent years, we have been witnessing the explosive growth of information on the World Wide Web. People are relying more and more on the Web for their diverse needs of information. However, the Web is an information hotpot where innumerous authors have created and are creating their Web sites independently. The vocabularies of the authors vary greatly. There is an acute requirement for search engine technology to help users exploit such an extremely valuable resource. Despite the fact that keywords are not always good descriptors of contents, most existing search engines still rely solely on keyword-matching to determine the answers. Users usually describe their information needs by a few keywords in their queries, which are likely to be different from those index terms of the documents on the Web. This problem is general in Information Retrieval (IR) systems and has been documented before the popularization of the Web: New or intermittent users often use the wrong words and fail to get the actions or information they want [15] . As a consequence, in many cases, the documents returned by search engines are not relevant to the user information need. This raises a fundamental problem of term mismatch in information retrieval, which is also one of the key factors that affect the precision of the search engines.
Very short queries submitted to search engines on the Web amplify this problem: Many important words or terms may be missing from the queries. To solve this problem, researchers have investigated the utilization of query expansion techniques to help users formulate better queries.
Query expansion involves supplementing the original query with additional words and phrases. There are two key aspects in any query expansion technique: the source from which expansion terms are selected and the method to weight and integrate expansion terms.
Manual query expansion has been studied by many researchers, for example, [1] and [17] . Manual query expansion demands user interventions. It is also required that the user is familiar with the online search system, the indexing mechanism, and the domain knowledge, which is generally not true for the users on the Web.
In this paper, we will focus on automatic query expansion. Current automatic query expansion techniques can be generally categorized into global analysis and local analysis.
A query expansion method based on global analysis usually builds a thesaurus to assist users reformulating their queries. A thesaurus can be automatically established by analyzing relationships among documents and statistics of term co-occurrences in the documents. From the thesaurus constructed in this way, one will be able to obtain synonyms or related terms given a user query. Thus, these related terms can be used for supplementing users' original queries.
Another group of techniques for query expansion is local analysis, which extracts expansion terms from a subset of the initial retrieval results. This subset may be determined directly by the user according to relevance judgments, or by the system (i.e., the top-ranked documents). Terms selected from them are added in a new query or their weights in the latter are increased [31] . Compared to the thesaurus-based expansion technique, local analysis is more query-oriented. Previous experiments have shown significant impact of local analysis on retrieval effectiveness. However, if the subset of documents is selected by the user, then we put a heavy burden on the user. If it is selected by the system, then it is questionable whether they are indeed relevant to the query; thus, the improvement on retrieval effectiveness is uncertain.
In this paper, we propose a new query expansion method based on user logs which record user interactions with the search systems. User logs are exploited so as to extract implicit relevance judgments they encode. In this approach, we assume that the documents that the user chose to read are "relevant documents." The log-based query expansion overcomes several difficulties of local analysis because we can extract a large number of user judgments from user logs, while eliminating the step of collecting feedbacks from users for ad hoc queries. Probabilistic correlations between terms in the user queries and the documents can then be established through user logs. With these term-term correlations, relevant expansion terms can be selected from the documents for a query. Our experiments show that mining user logs is extremely useful for improving retrieval effectiveness, especially for very short queries on the Web.
In this paper, we carry out a series of experiments to investigate the effects of our query expansion method on queries of different length. The experimental results on both long and short queries are presented in this article. As we will see, these results show that query expansion produces more significant improvements on short queries than on long queries.
The remainder of this paper is organized as follows: Section 2 describes the inconsistency between query terms and document terms, which will motivate our approach. Our experimental result suggests a large difference between the terms used in queries and those in documents, therefore, the need in developing appropriate query expansion techniques for Web search. Section 3 reviews previous work on query expansion. Our log-based query expansion technique is described in detail in Section 4. Sections 5 and 6 describe the experiments comparing our method with local context analysis. Section 7 draws some conclusions.
MOTIVATION
The problems of under-specification and inappropriate term usage in user queries are two motivations for studying query expansion. They are due to two facts: queries are often short, thus contain insufficient number of terms; and query terms are often inconsistent with (different from) those in the documents. In this section, we will examine these two facts with respect to a search engine on the Web.
It is generally observed that users on the Web typically submit very short queries to search engines and the average length of Web queries is less than two words [34] . A similar conclusion was drawn in [9] . We deduce that the very small overlap of the query terms and the document terms in the desired documents negatively affects the performance of Web searching.
In [15] , it was observed that people use a surprisingly great variety of words when referring to the same thing and, thus, terms in user queries often fail to match the index terms contained in the relevant documents. It is even worse when the query is very short as on the Web. In this case, the chance of mismatching is much larger than for a long query.
In fact, we can view the term usages in the documents as forming a term space, that we call document space. The term usages in the queries form another term space-query space.
The mismatching problem we just described comes from the inconsistency between the two spaces. This fact has often been hypothesized. However, no previous study has tried to measure the difference between the two spaces quantitatively. This measurement is difficult because the number of relevant judgments is always limited. With a large amount of user logs that we consider to encode relevance judgments, this becomes possible. In order to confirm the large difference between the two term spaces, we will measure the "similarity" between them. It is to be noted, however, that the resulting measure of similarity is an approximation. A true measure of similarity is only possible with real relevance judgments.
Our measurement is conducted with two-month user logs (about 22 GB) from the Encarta search engine (http:// encarta.msn.com), as well as the 41,942 documents in the Encarta Web site. The user logs contains 4,839,704 user query sessions. Each query session consists of the query itself and its corresponding document clickthroughs (the documents on which the user clicked, see Section 4). Below is an excerpt of query sessions.
We represent each document as a document vector 
where tf ðdÞ i is the frequency of the ith term in the document D, N the total number of documents in the collection, and n i the number of documents containing the ith term. For each document, we can construct a corresponding virtual document in the query space by collecting and counting all the terms, excluding stopwords, in the queries for which the document has been selected and clicked on by the user. A virtual document is represented as a query vector W is the weight of the ith term in the virtual document and it is also defined by the TF*IDF measure.
The similarity between the two vectors is calculated and it is assumed to reflect the similarity between the query space and document space we measure. Specially, the similarity of each pair of vectors is calculated using the following Cosine formula:
We notice that many terms in the document space never or seldom appear in the users' queries. Thus, the query vector created is much shorter (with less nonzero terms) than a document vector. This artifact will dramatically decrease the similarity between the two vectors if all the terms are used in the measurement. To obtain a fairer measure, we only use the n highest ranking words in each document vector for the similarity calculation, where n is the number of terms in the corresponding query vector. Fig. 1 illustrates the final results of similarity values on the whole document collection. This figure shows that, in most cases, the similarity values of term usages between user queries and documents are between 0.1 and 0.4. Only very few documents have similarity values above 0.8. The average similarity value across the whole document collection is 0.28, which means the average internal angle between the query vector and the document vector is 73.68 degree.
This result suggests that there is indeed a large gap between the query space and the document space. It is thus very difficult to retrieve the desired documents with a direct keyword matching approach. It is important to find ways to narrow the gap or to bridge the two spaces in order to improve retrieval effectiveness.
REVIEW OF PREVIOUS WORK ON AUTOMATIC QUERY EXPANSION
In this section, let us review some previous approaches to query expansion. The existing state-of-the-art query expansion approaches can be classified mainly into two categories-techniques based on global analysis, which obtains expansion terms on the statistics of terms in the whole corpus, and local analysis, which extracts expansion terms from a subset of the search results.
Global Analysis
In this section, we only review the approaches that exploit term co-occurrences in documents. We do not analyze the approaches that use a manual thesaurus (e.g., WordNet [22] ). One can refer to [33] for some examples of utilization of such a resource for query expansion.
Global analysis is one of the first techniques to produce consistent and effective improvements through query expansion. The basic idea of global analysis is to use the context of a term to determine its similarity with other terms. Global analysis selects expansion terms on the basis of the information on the whole document set. It builds a set of statistical term relationships which are then used to expand queries.
One of the earliest global analysis techniques is term clustering [20] , [32] . Queries are simply expanded by adding similar terms that are grouped into the same cluster according to term co-occurrences in documents.
Qiu and Frei [24] presented a query expansion model using a global similarity thesaurus. Another work based on a global statistical thesaurus is [10] , which first clusters documents and then selects low-frequency terms to represent each cluster. PhraseFinder [19] is a component of the INQUERY system that creates an association thesaurus. The phrases selected by PhraseFinder are used in query expansion.
Latent Semantic Indexing [12] can also be viewed as a kind of query expansion. In its reduced dimensional space, implicit correlations among terms can be discovered and employed in expanding original queries.
Generally, global analysis requires corpus-wide statistics, such as statistics of co-occurrences of pairs of terms, resulting in a matrix of similarities between terms or a global association thesaurus. Although the global analysis techniques are relatively robust, the corpus-wide statistical analysis consumes a considerable amount of computing resources. Moreover, since it focuses only on the document side and does not take into account the query side, global analysis only provides a partial solution to the term mismatching problem.
Local Analysis
Different from global analysis, local analysis uses only a subset of documents that is returned with the given query. The result is thus more focused on the given query than global analysis. Local analysis techniques are grouped into two categories: approaches based on user feedback information and approaches based on information derived from a subset of the returned documents.
Relevance Feedback
Relevance feedback is a straightforward strategy for reformulating queries. In a relevance feedback cycle, the user is presented with a list of initial results. After examining them, the user marks those documents he or she considers relevant. The original query is expanded according to these relevant documents. The expected result is that the next round of retrieval will move toward the relevant documents and away from nonrelevant documents.
Early experiments with the Smart system [30] and later experimental results using a probabilistic model [25] indicate improvements in precision with relevance feedback for small collections.
Rocchio performed query reformulation using vector space model and obtained significantly positive results [27] . Salton and Buckley [31] did experiments on six test collections to compare various relevance feedback methods. Their work mainly consisted of term reweighting and query expansion.
Typically, expansion terms are extracted from the relevant documents judged by the user. Relevance feedback can achieve very good performance if the user provides sufficient and correct relevance judgments. Unfortunately, in a real search context, users usually are reluctant to provide such relevance feedback.
Local Feedback
To overcome the difficulty due to the lack of sufficient relevance judgments, local feedback, also known as blind feedback or pseudofeedback, is commonly used in IR. Local feedback mimics relevance feedback by assuming that the top-ranked documents are relevant [4] . Expansion terms are extracted from the top-ranked documents to formulate a new query for a second-cycle retrieval.
Local feedback has been proven effective in previous TREC experiments. In some cases, it outperforms global analysis [6] , [13] , [14] , [26] . Nevertheless, this method can hardly overcome its inherent drawback: If a large fraction of the top-ranked documents are actually irrelevant, then the words added into the query (drawn from these documents) are likely to be unrelated to the topic and as a result, the quality of the retrieval using the expanded query is degraded. Therefore, the effect of pseudofeedback strongly depends on the quality of the initial retrieval.
In recent years, many improvements for local feedback have been proposed. Mitra et al. [23] suggested improving query expansion by refining the set of documents used in feedback with Boolean filters and proximity constraints. Clustering the top-ranked documents and removing the singleton clusters are techniques used in [21] in order to concentrate relevant documents for query expansion. Buckley et al. [5] employed clustering to identify concepts. More recently, Carpineto et al. [7] presented a method of weighting and selecting expansion terms using Information Theory. To enhance the reliability of pseudorelevance feedback (PRF), Flexible PRF was proposed in [29] , which varies the number of expansion terms according to the number of documents retrieved.
Recently, Xu and Croft [37] , [38] proposed a local context analysis method, which applies the measure of global analysis to the selection of query terms in local feedback. From the top-ranked documents, noun groups are selected according to their co-occurrences with the query terms. In this way, the local context analysis method can solve the problem of insufficient statistical data of local analysis to some extent. However, local context analysis is based on the hypothesis that a frequent term from the top-ranked relevant documents will tend to co-occur with all query terms within the top-ranked documents. This is a reasonable hypothesis, but not always true, as shown by our examination on the gap between the document and query spaces. This is precisely the problem we will address by exploiting user logs for query expansion.
LOG-BASED QUERY EXPANSION
To deal with the mismatching problem at its source, i.e., the inconsistency problem between the terms used in the documents and those used in the queries, a possible way is to create relationships between the two sets of terms. User logs provide a resource exploitable for this end.
Principle of Using User logs
We observe that many search engines have accumulated a large amount of user logs from which we can know what the query is and what the documents users have selected to read. These user logs provide valuable indications to understand the kinds of documents the users intend to retrieve by formulating a query with a set of particular terms. There has been some work on mining user logs to enhance Web searching. Beeferman and Berger [2] exploited "clickthrough data" in clustering URLs and queries using graph-based iterative clustering technique. Wen et al. [34] used a similar method to cluster queries according to user logs in order to find Frequently Asked Questions (FAQs). These FAQs are then used to improve the effectiveness of question answering.
In this study, we further extend the previous utilizations of user logs by trying to extract relationships between query terms and document terms. These relationships are then used for query expansion. Thus, our work may be viewed as a trial to construct a live thesaurus that bridges the document and the query spaces. The general principle is: If queries containing one term often lead to the selection of documents containing another term, then we consider that there is a strong relationship between the two terms. This principle is an extension to that exploiting term cooccurrences. In previous approaches, term co-occurrences are observed within documents. The term relationships extracted from them are those between the terms used by the same authors. Therefore, we can see them as relationships within the document space. As we explained earlier, an important factor of the mismatching problem is the lack of relationships between the document space and the query space. There is an acute need to create a bridge between them. The idea of exploiting user logs precisely aims to create such a bridge between the two spaces.
To exploit this principle, our first task is to extract query sessions from a large set of noisy log data. The query sessions we extract are defined as follows:
session :¼< query text > ½clicked document Ã Each session contains one query and a set of documents which the user clicked on (which we will call clicked documents). The central idea of our method is that, if a set of documents is often selected for the same queries, then the terms in these documents are strongly related to the terms of the queries. Thus, some probabilistic correlations between query terms and document terms can be established based on the user logs.
One important assumption behind this method is that the clicked documents are "relevant" to the query. At the first glance, this assumption may appear too strong. However, although the clicking information is not as accurate as explicit relevance judgment in traditional relevance feedback, the user's choice does suggest a certain degree of relevance. Typically, upon getting a list of documents, many users do not select resulting documents randomly. They have a rough idea of what the documents are about from their titles and snippets. In most of the cases, they click and read those documents which are the most similar to what they have in mind. Therefore, these clicked documents do have some relationship with the queries they submit. Of course there are exceptions, such as an error click or a sudden shift in the user's intention. But, in the long run with a large amount of log data, the click-through records allow us to find strong correlations among terms from a statistical point of view. Similar observation has been made in [34] . On the whole, user logs can be viewed as a very reliable resource containing abundant implicit relevance judgments.
Characteristics of Log-Based Query Expansion
In a more general sense, the log-based query expansion method may be viewed as a special case of local analysis because its expansion terms are derived from a subset of the documents. However, it is enhanced by human judgments: Not only the clicked documents are usually top-ranked documents, but also they have been selected by the users. This method thus has several advantages over relevance feedback and pseudorelevance feedback.
Recall that the factor which limits the application of relevance feedback is the unavailability of user relevance judgments in a multiple-query process. Users tend to mark only a few, if any, documents when presented with a list of resulting documents. In addition, this feedback information can be exploited only once. Once the query is changed, the same feedback process is to be started again. Log-based query expansion collects and analyzes all users' historical relevance judgments as a whole without intervention of users. We benefit from abundant records of "voted" documents, while the biases or errors in a single round of feedback can be minimized. Thus, we can overcome the problem of lacking sufficient relevance judgments in previous local feedback techniques.
On the other hand, compared to the pseudorelevance feedback, our method has an obvious advantage: Not only are the clicked documents part of the top-ranked documents, but also there is a further selection by the user. Because document clicks are more reliable indications than top-ranked documents used in pseudorelevance feedback, log-based query expansion is expected to be more robust and accurate than the former.
The log-based query expansion method has three other important properties. First, since the term correlations can be precomputed offline, the initial retrieval phase of pseudorelevance feedback is not needed anymore. Second, since user logs contain query sessions from different users, the term correlations can reflect the preference of the majority of the users. For example, if the majority of the users use "windows" to search for information about Microsoft Windows product, the term "windows" will have stronger correlations with the terms such as "Microsoft," "OS," and "software," than with the terms such as "decorate," "door," and "house." Thus, the expanded query will result in a higher ranking for the documents about Microsoft Windows, which corresponds to the intentions of most users. The similar idea has been used in several existing search engines, such as Direct Hit (http:// www.directhit.com). Our query expansion approach can produce the same results. Third, the term correlations may evolve along with the accumulation of user logs. Hence, the query expansion process can reflect updated user interests at a specific time.
Correlations between Query Terms and Document Terms
Query sessions in the user logs provide a possible way to bridge the gap between the query space and the document space. As illustrated in Fig. 2 , weighted links can be created between the query space (all the query terms) and the query sessions, as well as between the document space (all the document terms) and the sessions. In general, we assume that the terms in a query are correlated to the terms in the documents that the user clicked on. If there is at least one path between one query term and one document term, a link is created between them. Thus, the correlations between the query terms and document terms can be measured by investigating the weights of the links constituting the path between them. By analyzing a large number of such links, we can obtain a new matrix storing probabilistic correlations between the terms in these two spaces (the right part of Fig. 2) . This is similar, in principle, to building a term-term similarity thesaurus in global analysis as in [36] . However, it benefits from the additional user judgments. Let us now discuss how to determine the degrees of correlation between terms. We define these degrees as the conditional probabilities between terms, i.e., P ðw (4), (5), and (6), we obtain the following formula for P ðw 
Query Expansion Based on Term Correlations
Equation 7 describes how to calculate the chance of a document term being selected as an expansion term given a query term. We also need to determine the relationship of a document term to the whole query in order to rank it. For this, we use an idea similar to that of [24] , i.e., we select expansion terms according to their relationship to the whole query. The relationship of a term to the whole query is measured by the following cohesion calculation:
which combines the relationships of the term to all the query terms.
On the whole, log-based query expansion takes the following steps to expand a new query Q:
1. Extract all query terms (eliminating stopwords) from Q. 2. Find all documents related to any query term in query sessions. 3. To each document term in these documents, use (8) to calculate its evidence of being selected as an expansion term according to the whole query. 4. Select n document terms with the highest cohesion weight and formulate the new query Q 0 by adding these terms into Q. 5. Use Q 0 to retrieve documents in a searching system.
EXPERIMENTAL DATA AND METHODOLOGY
Before illustrating the experimental results, let us first describe the test data used.
Data
Due to the characteristics of our query expansion method, we cannot conduct experiments on standard test collections such as the TREC 1 data since they do not contain user logs that we need. To deduct term-term correlations, we use the same twomonth user logs from the Encarta Web site as described in Section 2, which contains 4,839,704 user query sessions. With respect to documents set, we collected 41,942 documents from the Encarta Web site to form the test corpus. Diverse topics are covered by these articles with greatly varying lengths, from dozens of words to several thousand words. In user logs, each document bears a large number of queries with which users have clicked on that document. This ensures that we have sufficient click-through information to establish meaningful probabilistic correlations among terms in the two spaces. In addition, this data set can reflect the impact of our query expansion technique for searches on the Web since it is obtained from a real search engine.
We focus on using query expansion to counter the effect of short queries on the Web. Xu and Croft [38] conducted experiments on very short queries, in which the results showed that query expansion can produce even better improvements on short queries than on long queries. We compiled two sets of queries in order to see how query expansion affects retrieval results on short queries and long queries. In order to test our method on a more general basis, some queries are extracted randomly from the user logs. Some others come from the TREC query set. Yet, another subset of queries is added manually by us. Table 1 shows all the 30 queries in both short and log versions used in our experiments.
The short queries in our experiments are very close to those employed by the real Web users and the average length of these queries is 2.0 words. The average length of the long queries is 4.8 keywords (excluding the stopwords). Though it is still shorter than the average length of most TREC queries, we consider that it reflects the real situation on the Web since few users use over five keywords to express their information needs.
We used three human assessors to build the relevance judgments. Relevant documents for each query were judged according to the human assessors' manual selections, and standard relevant document sets were prepared for all of the 30 queries. Assessors had no knowledge of the testing methods, but made decisions with the assistance of a basic searching system. To solve their disagreements when they occurred, the assessors discussed them together. All judgments from the assessors constituted a reference set. We run all experiments in a batch mode according to the relevance judgment set.
Word and Phrase Thesaurus
Encarta has well-organized manual indexes in addition to automatically extracted index terms. In order to test our technique in a general context, we do not use the manual indexes and the existing Encarta search engine which exploits it for our evaluation. Instead, we implement a vector space model as the baseline method in our experiments.
We do not use traditional methods to extract phrases from documents because we are more interested in the phrases in the query space. Therefore, we extract all sequences of N-grams, where N is the number of nontrivial terms in a query, from the user logs with occurrences higher than 5. These N-grams are treated as candidate phrases. Then, we locate the candidate phrases in the document corpus and filter out those not appearing in the documents. In the end, we get a thesaurus containing over 13,000 phrases, which are used as additional indexes. When using phrases and single words together, our system always gives priority to phrases.
Evaluation Methodology
In order to evaluate our log-based query expansion method, we will compare its performance not only with that of the original queries, but also with that of local context analysis. We employ interpolated 11-point average precision as the main metric of performance. Statistical t-test [18] is used to indicate whether an improvement is statistically significant. A p-value less than 0.05 is deemed significant. Terms are weighted using TF*IDF measure in our retrieval system. Both the original and the expanded queries are evaluated by the same retrieval system, making it possible to compare the effects of query expansion.
For local context analysis, we use 30 expansion terms (including words and phrases) from 100 top-ranked documents for query expansion. The smoothing factor in local context analysis is set to 0.1, as suggested by [38] . For the log-based query expansion, we use 40 expansion terms.
We notice that the occurrences of phrases are far less than those of words. This creates an unbalance between the weights we assigned to word correlations and to phrase correlations. In order to create a better balance, the probability associated with a phrase correlation is multiplied by a factor S because phrases are less ambiguous than words (S is set to 10 in our experiments). The formula used to measure phrase correlations is modified from (7) to the following one: are, respectively, a document phrase and a query phrase. In addition, the above results of (7) and (9) should be divided by the sum of all P ðw 
EXPERIMENTAL RESULTS
Performance Comparison
We now present the experimental results of the local context analysis and the log-based query expansion method. Results with the original queries without expansion are used as the baseline. All the experiments are carried out with both words and phrases. The results with the long queries and the short queries are presented, respectively, in Table 2 and Table 3 .
We see that our log-based query expansion performs very well on both query sets. On the long query set, the logbased query expansion method brings an average improvement of 38.53 percent in precision (p-value = 0.000077) over the baseline, while the local context analysis achieves an average improvement of 6.56 percent in precision (p-value = 0.33) over the baseline. The p-value suggests that the logbased query expansion gains a statistically significant improvement over the original queries. It is to be noted that the log-based query expansion also provides an average improvement of 30.00 percent compared to local context analysis, which is also statistically significant (p-value = 0.0017). In general, we observe that log-based query expansion selects more accurate expansion terms than local context analysis due to the exploitation of user judgments. In contrast, local context analysis searches expansion terms in the top-ranked retrieved documents and is more likely to add some irrelevant terms into the original query, thus introducing some undesirable sideeffects on retrieval performance.
The results shown in Table 3 advocate our conjecture that our query expansion approach is even more useful for short queries than for long queries. There is a dramatic change in the performances of both local context analysis and the log-based query expansion method when short queries are expanded. The log-based query expansion offers an average improvement of 78.71 percent (and maximum improvement of 112.45 percent) in comparison with the original queries. The p-value for this augment is 0.0000056 which indicates its statistical significance. Local context analysis boosts the average precision to 22.24 percent, which is 30.72 percent better than the baseline (p-value = 0.018) (compared to only 6.56 percent improvement gained on the long query set). All these results suggest that query expansion is of extreme importance for short queries. According to our observation that less than two words are used in most user queries in the Encarta logs, we come to the conclusion that query expansion may improve the effectiveness of search engines which deals with short queries.
It is interesting to compare the results of the query expansion techniques on both query sets. With the local context analysis, the results with the long queries are slightly better than those with short queries, with an improvement of 1.33 percent. However, the results obtained by the log-based query expansion on the long queries are 3.64 percent worse than their counterparts for short queries. This may suggest that our method can select expansion terms for short queries that are even better than those used in the long queries to describe the information needs. Globally, with query expansion, the performances for short and long queries are similar. This confirms that query expansion is an effective way to reduce the difference between short and long queries.
Impact of Phrases
Experiments on noun phrases in [38] showed that the local context analysis can achieve a small improvement with phrases. However, they only tested it with long queries. We believe that this impact can be even larger for short queries. In fact, even if a word-based representation is not precise, in a long query, this imprecision is compensated by the large number of words in the query. The whole set of query words together may give a quite precise description of the information need. However, this is not the case for short queries. For short queries, the user's intention can be expressed more accurately with phrases because phrases are inherently less ambiguous than single words. We conduct experiments of the log-based query expansion with and without phrases. The results are shown in Table 4 and Table 5 . The results confirm our expectation just described. The improvement gained with phrases on the short queries is almost twice of that obtained with phrases on the long queries. Similar to the retrieval process, query expansion is also affected by the ambiguity of the terms in original queries. The use of phrases can help reduce the ambiguity of query terms, thus allow query expansion to extract more relevant expansion terms. For example, for the short version of the query #8 "Six Day War" (see Table 1 ), each word is common and appears in many documents irrelevant to this query. If it is parsed as three single words, many irrelevant documents will be found. However, when it is presented as a phrase, the concept represented by it becomes unambiguous and it can match less irrelevant documents; so, the retrieval effectiveness can be improved. In comparison, given the long version of this query, if the three words are supplemented by the words "Israel" and "Arab," then they describe together a more precise meaning, leading to more relevant documents. So, even though phases are not recognized in a long query, the impact is less dramatic than for a short query.
Our other results (that are not listed here) show that, if we use phrases in the baseline method, the performance of this latter can also be improved by 2.35 percent and 8.95 percent, respectively, on the long and the short queries. Integrating phrases into the local context analysis can achieve improvements of 8.21 percent and 43.63 percent for the long and short queries. These results are consistent with those of the logbased query expansion.
In summary, phrases are very important for searching with short queries. In addition, our method of phrase extraction from user logs, although simple, proved to be effective.
Impact of Number of Expansion Terms
In general, the number of expansion terms should be within a reasonable range in order to produce consistently good performance. Too many expansion terms not only consume Fig. 3 . Impact of number of expansion terms.
more time for the retrieval process, but also have sideeffects on the retrieval performance. We examine the performance of the log-based query expansion by using 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 expansion terms on the two query sets. The results are shown in Fig. 3 .
The best performances are obtained with around 30 expansion terms for both query sets. It is worth noting that the curve produced on the long query set is flatter than the other one. The curve of the long query set reaches its summit at 30 expansion terms and remains very flat after 30. In comparison, the curve of the short query set drops after adding more than 60 expansion terms. We attribute this to the fact that the short queries have less original terms, which, when expanded excessively without other terms to serve as context, may produce more side-effects and generate more irrelevant terms. For long queries, as more terms act together in the selection of expansion terms, the chance of generating many irrelevant terms is much less.
CONCLUSIONS
The proliferation of the World Wide Web prompts the wide application of search engines. However, short queries and the incompatibility between the terms in user queries and documents strongly affect the performance of the existing search engines. Many automatic query expansion techniques have been proposed, which can solve the short query and the term mismatching problem to some extent. However, they do not take advantage of the user logs available in various Web sites, and use them as a means for query expansion.
In this article, we presented a novel method for automatic query expansion based on user logs. This method aims first to establish correlations between query terms and document terms by exploiting the user logs. These relationships are then used for query expansion. We have shown that this is an effective way to narrow the gap between the query space and the document space. For new queries, high-quality expansion terms can be selected from the document space on the basis of the extracted correlations. We tested this method on a data set that is similar to the real Web environment. A series of experiments conducted on both long queries and short queries showed that the logbased query expansion method can achieve substantial improvements in performance. It also outperforms local context analysis, which is one of the most effective query expansion methods in the past. Our experiments also show that query expansion is more effective for short queries than for long queries. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
