Abstract. We study discrete spectrum in spectral gaps of an elliptic periodic second order differential operator in L 2 (R d ) perturbed by a decaying potential. It is assumed that a perturbation is nonnegative and has a power-like behavior at infinity. We find asymptotics in the large coupling constant limit for the number of eigenvalues of the perturbed operator that have crossed a given point inside the gap or the edge of the gap. The corresponding asymptotics is power-like and depends on the observation point.
of results and the choice of technical tools. The case of nonpositive perturbations is studied much more completely than the case of nonnegative perturbations (see the survey [1] and references therein). The present paper is devoted to the case of nonnegative perturbations.
Let (α, β) be an internal gap in the spectrum of A, and let λ ∈ [α, β] be a fixed number called an observation point. The spectrum of the operator B(t) in the gap (α, β) is discrete. As t grows, the eigenvalues of the operator B(t) in the gap (α, β) move from the left to the right; they "are born" at the left edge and they "disappear" at the right edge of the gap. By N (λ, τ, V ) we denote the number of eigenvalues of the operator B(t) that have crossed the point λ as t grows from 0 to τ . In the survey [1] , the asymptotics for N (λ, τ, V ) as τ → +∞ was described (without proof) in the case where the perturbation V (x) has a power like asymptotics at infinity (see Theorem 1.2). The main goal of the paper is to prove this asymptotics for the case of "slowly" decaying perturbations (see Theorem 1.3).
The paper consists of three sections. Section 1 contains necessary notions and notation, formulation of the main result and discussion of the results known before. In Section 2, the main result (Theorem 1.3) is deduced from Proposition 2.3 about asymptotics of singular numbers of some integral operators. In Section 3, the required results on asymptotics of the singular numbers of integral operators are collected and Proposition 2.3 is proved.
Now we introduce some notation. The symbol 1 stands for the identity (d × d)-matrix; ·, · denotes the standard inner product in C . If A is a closed densely defined operator in the Hilbert space H, then σ(A) stands for its spectrum, and A * stands for the adjoint operator. If A is selfadjoint, then E A (·) denotes the spectral measure of A. For a Borel set δ ⊂ R, we put π A (δ) := rankE A (δ). Next, we introduce the counting functions for the positive and negative spectrum of A by n ± (s, A) := π ±A (s, +∞), s > 0. By B(H) we denote the class of bounded linear operators in H; the symbol S ∞ (H) stands for the class of compact linear operators in H.
In order to describe the spectrum of A, we introduce standard objects related to the spectral decomposition of a periodic elliptic operator (see, e. g., [2] , [3] 
denote the consecutive eigenvalues of A(k). The mappings E s : Ω → R are called band functions. They extend periodically (with respect to the lattice (2πZ)
, k ∈ Ω, be the eigenfunctions of A(k) which are orthonormal in L 2 (Ω) and correspond to the eigenvalues (1.5). We extend functions
Now we introduce the operators Φ s : 
(1.7)
Here and in what follows the symbol [m(k)] stands for the operator of multiplication by the function m(k) in L 2 ( Ω). The spectrum of A is the union of the spectral bands that are the images of the continuous functions E s :
The spectrum σ(A) may contain gaps. Assume that (α, β) is a gap in σ(A). Then for some l 2 we have α = max
(1.8)
Perturbation
The operator (1.3) is perturbed by a real-valued potential V (x). Assume that V (x) satisfies the following conditions:
Under conditions (1.9), (1.10), the function ω is nonnegative and bounded on S
. Since the domain of the quadratic form (1.4) coincides with
Besides, under conditions (1.9), (1.10) the operator
is compact (e. g., this follows from the results of [5] ). Hence, we have
The perturbed operator is defined by B(t) := A + tV , t > 0. By (1.9) and (1.11), the perturbation is nonnegative and relatively compact:
Hence, the spectrum of the operator B(t), t > 0, in the gap (α, β) is discrete and does not accumulate to the right edge of the gap. We consider the counting function
By definition, the right-hand side of (1.12) is equal to infinity if there exist infinitely many points t ∈ (0, τ ) such that dim Ker (B(t) − λI) > 0. The next statement (the BirmanSchwinger principle) follows from variational arguments (see, e. g., [6] 
is finite for all τ > 0 and λ ∈ (α, β), and is a nonincreasing function of λ (for a fixed τ > 0). Now we define the counting function at the left edge of the gap:
The limit in the right-hand side can be finite or infinite. Naturally, N (α, τ, V ) can be interpreted as the number of eigenvalues of B(t) that "were born" at the left edge of the gap as t grows from 0 to τ .
Main result
Now we describe the asymptotics of the function N (λ, τ, V ) as τ → +∞. We put
If λ ∈ (α, β), then Γ (λ) is a fortiori finite. Next, Γ (α) is finite under the following conditions:
(1.14)
In the survey [1] , the following theorem was formulated (without proof) in the case d 2. 
Under the additional condition (1.14) asymptotics (1.15) is valid also in the point λ = α.
Our goal is to give the proof of Theorem 1.2 under the condition
In the case where λ ∈ (α, β) and g(x) = 1, Theorem 1.2 was proved in the pioneer paper [7] . In [7] , the potential p was not assumed to be periodic; it was only assumed that there exists the so called integrated density of states for the operator A = −∆ + p. The case where g(x) = 1, p(x) is periodic and λ = α was considered in [8] .
In the present paper we establish the following result. In Section 2, the proof of Theorem 1.3 will be reduced to the study of asymptotics for singular numbers of some integral operators (which will be studied in Section 3). The order of asymptotics (1.15) differs from the "standard" order τ
. The asymptotic coefficient depends on the observation point λ. However, it becomes clear that this asymptotics is of the "Weyl" nature, if the roles of coordinates and (quasi)momentums change.
We say that the left edge of the gap
where q j is a positive definite quadratic form.
If the left edge of the gap is regular, then 
, by s n (T ), n ∈ N, we denote the singular numbers of the operator T (i. e., the consecutive eigenvalues of the operator (T * T )
1/2
). The counting function of singular numbers is defined as follows:
Obviously, we have
We shall need the following "variational" property of the counting function n + (s, T ) for a selfadjoint compact operator T in the Hilbert space H (see, e. g., [9] , Ch. 10, Sec. 2, Subsec.
, q > 0, be the class of compact operators T such that the following functional is finite:
(see, e. g., [5] , [10] ). Functional (2.3) is a quasinorm; the space Σ q is complete with respect to the quasinorm (2.3) and, in general, nonseparable. We define the following continuous functionals on Σ q (see, e. g., [11] ):
The following functionals are continuous on the class of selfadjoint operators in Σ q :
Sometimes, we shall use the notation D q (T ) for any of functionals
q is a separable subspace of Σ q , and the class of finite rank operators is dense in Σ 0 q . We note that (see, e. g., [11] )
We shall also need the following statement (see, e. g., [9] , Ch. 11, Sec. 6, Subsec. 3).
2 , and
If, additionally,
q . Finally, if T ∈ Σ q and A, B are bounded operators, then AT B ∈ Σ q , and
The study of the bordered resolvent
By Proposition 1.1, in order to prove asymptotics (1.15) for λ ∈ (α, β), it suffices to show that lim
We introduce some notation in order to represent the bordered resolvent Z(λ), λ ∈ (α, β), as a sum of two terms which correspond to different parts of the spectrum of A. We put
By (1.11), the operators Z j (λ) are compact for j = 1, 2 and λ ∈ (α, β). 
Under the additional condition (1.14), we have
where Z 1 (α) is a compact operator such that
In the end of the present section, the proof of Lemma 2.2 will be reduced to Proposition 2.3 about asymptotics of singular numbers of some integral operators. Now we show how Theorem 1.3 follows from Lemma 2.2.
Deduction of Theorem 1.3 from Lemma 2.2
In the sum
, the second term is negative, whence
From (2.10) and (2.13) we obtain the upper estimate:
The variational property (2.2) implies the lower estimate:
, from (2.8) and (2.9) it follows that
Taking (2.4), (2.9), and (2.10) into account, we obtain 
Inequalities (2.14) and (2.17) imply asymptotics (2.6) and asymptotics (1.15) for λ ∈ (α, β) with it. It remains to note that, under condition (1.14), relations (1.13), (2.11)-(2.13) imply that N (α, τ, V ) is finite for all τ > 0, and lim sup
From the other side, by monotonicity of N (λ, τ, V ), we have lim inf
Passing to the limit in (2.19) as λ → α + 0 and comparing the result with (2.18), we see that, under the additional condition (1.14), asymptotics (1.15) is valid also in the point λ = α.
Asymptotics of singular numbers for integral operators of special form
Here we formulate the result about integral operators which is required for the proof of Lemma 2.2.
Note that under these assumptions v is bounded on S
Let Φ s be the operators (1.6). Consider the operators
In Section 3, we shall prove the following statement. 
A similar statement was discussed before (without proof) in [8] . Now, we assume that condition (2.20) is satisfied with some ν ∈ (0, d). Assume also that
By Proposition 2.3, we have 
where 
Relations (2.23), (2.26)-(2.28) imply that
Thus, we arrive at the next statement. 
Deduction of Lemma 2.2 from Proposition 2.3 and Corollary 2.4
First, let us check that inclusion (2.8) and relation ∆ 
By (1.7), the operator F (λ), λ ∈ (α, β), can be represented as 
Moreover, according to Corollary 2.4, under the additional condition (1.14) the right-hand side of (2.32) with λ = α defines an operator
satisfies (2.12) with q = d. Moreover, inequality (2.11) is obvious.
By (2.1) and (2.7), in order to check that δ
By (1.7), the operator G(λ) is represented as
Then relations (2.34) and (2.35) follow from Corollary 2.
Next, the subspaces H s = Φ * s Φ s H, s ∈ N, are mutually orthogonal, and
Hence, the series
is convergent in the norm of B(H). Combining this with (2.36), we conclude that the series 
Estimates and asymptotics of singular numbers of some integral operators
The present section is devoted to estimates and asymptotics of singular numbers of the integral operators of the form (2.22).
Preliminaries. Weak L q -classes
Let (Z, dν) be a separable measurable space with σ-finite measure. For a ν-measurable function f : Z → C, we put
Let L q,∞ (Z, dν), q > 0, be the class of functions f such that the following functional is finite:
Functional (3.1) is a quasinorm. The space L q,∞ is complete with respect to the quasinorm (3.1). In general, the class L q,∞ is nonseparable. We consider the following subspace of L q,∞ :
) has the following asymptotics
The generalized Cwikel estimate

Let (X , d ) and (Y, dτ ) be two separable spaces with σ-finite measures. Let t(x, y), x ∈ X , y ∈ Y, be the kernel of a bounded integral operator T acting from
Let w : X → C and h : Y → C be measurable functions. We consider an integral operator wT h :
with the kernel w(x)t(x, y)h(y).
We formulate the compactness conditions and estimates of singular numbers for the operator wT h in terms of the function (wh)(x, y) := w(x)h(y) and the measure
The next statement (the generalized Cwikel estimate) was obtained in [12] .
. Under the additional assumption that the kernel t(x, y) is bounded, Proposition 3.2 implies the following statement (see [12] and also [13] ).
Obviously, in Proposition 3.3 assumptions on w and h can be interchanged.
Asymptotics of singular numbers for some pseudodifferential operators of negative order
) be a row-matrix and c(x) = (c
, q > 1, and that the matrix-valued functions
where Φ is the Fourier operator. By Propositions 2.1, 3.3 and Remark 3.1, we have A ∈ Σ q . Next statement gives the asymptotics of singular numbers of the operator (3.3). 
Proposition 3.4 is a particular case of the more general theorem proved in [14] , [15] .
Integral operators of the Fourier-Bloch type
In order to prove Proposition 2.3, it is convenient to study integral operators of more general type than (2.22). Assume that ψ : Ω × R d → C is a measurable function satisfying the following conditions
Proposition 3.5. Under conditions (3.4) and (3.5) the function (2π)
is absolutely convergent for almost every
. We have
Proof.
which implies that the integral in the left-hand side of (3.6) is absolutely convergent for a. e.
Integrating the last identity over the cell Ω, we obtain
Relation (3.9) implies estimate (3.7).
In what follows, the operator T [ψ] is called the operator of the Fourier-Bloch type.
Remark 3.6. The function e ikx satisfies conditions (3.4) and (3.5). We have
where Φ :
) is the Fourier operator and the operator Π : 
The following statement is a consequence of Propositions 3.2 and 3.5.
2q . Now, assume that the bordering functions w(x), h(k) satisfy the conditions
Here we denote |||x||| = max{1, |x|},
Proposition 3.8. Assume that conditions (3.4), (3.5), and (3.11) with some
.
(3.12)
Proof. Obviously, we have
Combining this with the inequalities |||x||| 1, |||x||| |x|,
, we see that
where
: |x| < R}. We denote
Since B R (0) ⊂ Ω(R), then (3.14) implies that
For s ∈ (0, A h L∞ ) it follows from (3.15) that
Using obvious relations #Z R = Vol Ω(R) and
Combining (3.1), (3.13), (3.16), and (3.17), we arrive at (3.12).
Corollary 3.7 and Proposition 3.8 imply the following statement. 
. ). Finally, assume that functions f, h : Ω → C satisfy the condition f, h ∈ L 2q ( Ω). (3.19) Consider the following integral operator
Asymptotics of singular numbers of the product of two bordered operators of the Fourier-Bloch type
We put
) satisfies (3.18) for some q > 1. Let f, h : Ω → C be subject to (3.19) . Then for the operator (3.20) we have X ∈ Σ q and
The rest of Section 3 is devoted to the proof of Proposition 3.10. Obviously, Proposition 2.3 is a particular case of Proposition 3.10 (with
Proof of Proposition 3.10
The proof of Proposition 3.10 consists of several steps.
Step
, and the function 
Then the operator (3.20) can be represented as a sum X = X (1) + X (2) , where
Then, by Propositions 2.1, 3.3, and 3.5, we have X (1) ∈ Σ q , X (2) ∈ Σ 0 q . We have proved the following statement. Lemma 3.11. Suppose that the assumptions of Proposition 3.10 are satisfied. Let X and X (1) be the operators defined by (3.20) and (3.22) respectively. Then
Step 2. By Remark 3.1, we have
(3.23)
From Propositions 2.1, 3.3 and 3.5 and from (3.23) it follows that the operator X
) × L 2q ( Ω). Herewith, the functionals ∆ q (X (1) ) and δ q (X (1) ) depend on coefficients
)×L 2q ( Ω). Similarly, the right-hand side of (3.21) is continuous with respect to {f, v, h} in L. Consequently, in order to prove that
for all {f, v, h} ∈ L, it suffices to check this relation for {f, v, h}
Thus, we have proved the following statement.
Step 3. Suppose that assumptions of Proposition 3.10 are satisfied. Suppose also that f, h ∈ C ∞ 0 ( Ω). We put 
Relations (3.25) can be rewritten as
We denote
, k ∈ Ω, j = 1, 2. 
The last relation follows by the Lebesgue theorem from (3.29) and from the convergence , is bounded, whence the pairs of functions W 1 , f and W 2 , h satisfy condition (3.11) for q > 1. Hence, from (3.29), (3.30), and Proposition 3.9 it follows that
Combining the last relations with Proposition 2.1, we see that
We arrive at the following statement. Step 4. Now, suppose that the assumptions of Proposition 3.10 and also condition v ∈ C
) are satisfied. Comparing (3.10), (3.22) , and (3.27), we can write the operator X Taking Remark 3.14 into account, we arrive at the following statement. 
