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Abstract
Portfolio optimization has been a major topic of research in finance, as it has
a significant impact on investment profit. In this paper, we investigate the
problem of data uncertainty in convex multi-objective portfolio optimization.
We extend Bertsimas’ definition of the robustness to the multi-objective case,
which has two important advantages over the previous solutions. First, by
restricting the maximum number of coefficients that are allowed to deviate
in each row of the uncertainty matrix, we control the conservativeness of our
results. This modification renders our problem more flexible. Second, by
using box uncertainty to model a noisy environment, we obtain an optimiza-
tion problem with linear uncertainty set. This second alteration makes the
solution more favorable computationally compared with the earlier nonlinear
methods. Finally, using MANOVA analysis, we derive the exact amount of
uncertainty for which our solution outperforms the previous results.
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Portfolio optimization
1. Introduction
Although Markowitz’s novel approach for portfolio optimization had an ex-
traordinary impact on the field of economics and financeMarkowitz (1952), it
has certain drawbacks. A major issue that has been overlooked is the stochas-
tic nature of the return values, which was addressed in Barry (1974); Philippe
(1992); Best and Grauer (1991); Kolm et al. (2014). This uncertainty im-
plies that we have no precise knowledge of our data, and merely estimates
of data are available. Therefore, considering return values as determinis-
tic variables is imprecise and may lead to erroneous outputs Hodges (1976).
Bertsimas and Sim (2004) tried to overcome this problem by proposing a
robust method, which resulted in more reliable outcome even in noisy en-
vironments. Moreover, his approach gave an (almost) full control over the
degrees of conservativeness. In spite of such improvements, the proposed so-
lution is unable to produce reliable results for various risk values at the same
time. This quality could be interpreted as a lack of multi-objectiveness.
Although multi-objective optimization adds a level of difficulty to the prob-
lem, it has certain advantages over the single objective counterpart. Multi-
objectiveness allows deriving an efficient frontier, which by definition consists
of an infinite number of solutions for different values of return and risk. This
means that participants with different risk averseness will be able to choose
their desirable portfolios. Note however that defining an optimal solution is
not as straightforward as the single objective case. Since in multi-objective
optimization we are dealing with vectors, the important problem is to define
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a measure that can compare different solutions with each other(Jaimes et al.
(2009)). For this end, dominance will be defined as follows: z1 dominates z2
if and only if:
∀i : z1i ≤ z2i
∃i0 : z1i0 < z2i0
For illustration of the concept, consider Fig.1. In this figure, z3 will obviously
dominate z2 in the problem of minimization, given that both measures f1 and
f2 have smaller values in point z
3. On the other hand, z1, z4 are incomparable
because neither of them has total dominance. As a result, dominance is
defined partly on the basis of different measures f1, f2. To solve a multi-
objective optimization problem in the most effective way, we have to find
the non-dominated points. Non-dominated points are the those that are
not dominated by any other ones in the feasible region. The set of all non-
dominated points form the Efficient Frontier (EF). EF presents the solutions
suitable for participants with different risk averseness.
To the best of our knowledge, Bertsimas’s method has never been used
in multi-objective portfolio optimization. However, efforts have been made
to combine stochastic linear programming (SLP) with multi-objective opti-
mization (see Adeyafa and Luhandjula (2011) for an example). Even though
application of SLP produced promising results, certain shortcomings were
noticed Bertsimas and Sim (2004); Sengupta (1991). For example, we have
to assume a probabilistic distribution for uncertainty which imposes the com-
plexity of estimating a probability distribution for the uncertainty set. Es-
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Figure 1: Illustration of the Pareto dominance relation extracted from Jaimes et al. (2009)
timating the probability distribution is a setback, as we generally use the
future values of the returns in the problem of portfolio optimization. Hence,
it is nearly impossible to consider an exact distribution for future data. Un-
like SLP, uncertainty is modeled as set-based in robust methods. This means
that every uncertain coefficient was considered equal to its worst case in its
corresponding set Bertsimas and Thiele (2006). This implies that we obtain
an optimal yet reliable solution for any realization of the uncertainty in a pre-
defined set Bertsimas et al. (2011). This property makes robust optimization
more numerically malleable in practical problems.
Robust optimization problem has received considerable attention in the lit-
erature. Soyster was the first to propose the concept of robust optimization
Soyster (1973), by considering the worst case scenario for every constraint. In
his work, he was overly conservative regarding constraints, which sacrificed
optimality in order to guaranty robustness. Ben-Tal and Nemirovski (1998,
1999, 2000) and Ghaoui and Lebret (1997); Ghaoui et al. (1998) proposed
a convex optimization method that solved this problem by defining ellip-
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soidal uncertainty and considering a robust counterpart of the main prob-
lem. Consequently, they presented a conic quadratic form for the optimiza-
tion problem. Though ben-tal’s method has great advantage over Soyster’s,
its nonlinearity makes the problem computationally complex Bertsimas and
Sim (2004). Fliege and Werner (2014) extended Ben-Tal’s definition of ro-
bustness to the multi-objective domain and considered its application to
portfolio optimization. Other notable work is Xidonas et al. (2017), in which
the extension of miniax regret criterion was used to incorporate future re-
turn scenarios in the investment decision process. Xidonas proved that the
smaller the minimax regret is for each weight combination, the more robust
the specific pareto optimal solution is.
In this paper, we aim to employ Bertsimas’ definition of robustness to-
gether with simultaneous consideration of risk and return factor to propose
a multi-objective method for portfolio optimization. We will accomplish
this task by first introducing a single-objective optimization problem for the
risk factor. Based on this single-objective model and by combining both re-
turn and risk objective functions, we will derive our final model for robust
multi-objective portfolio optimization problem. We will demonstrate that
our approach improves the solution compared with the one derived in Fliege
and Werner (2014).
The remainder of this paper is organized as follows: In section 2, we present
an overview of various models proposed for robust optimization. Then, we
propose our model for portfolio optimization problem by combining Bertsi-
mas’s robust optimization with multi-objective methods. In section 3, we
compare our results with Fliege and Werner (2014) when solving the numer-
5
ical example proposed in Ben-Tal and Nemirovski (2000). Finally, we give
the concluding remarks in section 4.
2. The Proposed Model
2.1. Nomenclature
Let us begin by fixing our notation. In what follows small bold letters
denote column vectors. Assume thatA denotes the uncertainty matrix, where
A is M ×N and each row is given as aTi , i = 1, 2, ...,M . Consider x as the
unknown weights to be determined via the optimization problem. Define:
Ax ≤ b (1)
Note that each aTi x ≤ bi represents the constraints of a nominal problem.
Using the same notion as Bertsimas and Sim (2004) we will assume that
each aij has an independent identical distribution in a predefined interval
[a′ij− aˆij, a′ij + aˆij], a′ij and aˆij being the mean and standard deviation of aij,
respectively. We also define Γi (0 ≤ Γi ≤ N, i = 1, 2, ...,M) as the maximum
number of coefficients that are allowed to deviate in each row. This implies
that not all aij in each row are stochastic.
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2.2. Problem Modeling
Let us consider the main problem as follows:
max Z
subject to Ax ≤ b,
xi ≥ 0, i = 1, 2, ..., N.
(2)
We assume that uncertainty only affects the elements of A, consequently
Z will be a deterministic objective function. Soyster proposed the robust
optimization problem as follows Soyster (1973):
max Z
subject to
∑
j
aijxj +
∑
jJi
aˆijyj ≤ bi, Ji ⊆ {1, ...,M} and i = 1, ..., N.
− yj ≤ xj ≤ yj ∀j = 1, ...,M.
lj ≤ xj ≤ uj, 0 ≤ ui, li ≤ 1
yj ≥ 0.
(3)
where Ji is the set of coefficients a
′
ij that are subject to the parameter uncer-
tainty in row i of the uncertainty matrix (A). Based on the above definition,
each ai can perturb exactly aˆi, hence Soyster considered the most conser-
vative form of the objective function. This methodology is reliable even in
noisy environments. Nevertheless, it does not produce a very efficient solu-
tion. This is because the above formulation wastes away considerable efficient
frontier to ensure robustness.
One of the most effective methods to solve this problem was proposed by
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Ben-tal, Nemirowski Ben-Tal and Nemirovski (1998, 1999, 2000). Consid-
ering the ellipsoidal uncertainty to model the problem environment, they
obtained the following quadratic formulation which is a robust counterpart
of the main model:
max Z
subject to
∑
j
aijxj +
∑
jJi
aˆijyij + Ωi
√∑
jJi
aˆ2ijz
2
ij ≤ bi, ∀i
− yij ≤ xj − zij ≤ yij, ∀i, jJi
y ≥ 0.
(4)
Although this method solves the problem of over-conservatism, it is a non-
linear yet convex model. This implies that the problem is computationally
complex but solvable in polynomial time.
Bertsimas built upon the above formulations but only considered return
as the main objective to solve the problem. Such a perspective renders the
problem single objective. Bertsimas and Sim (2004) defined Eq.5 as the first
step for their optimization procedure:
max Z
subject to
∑
j
aijxj +
max
{Si⊆Ji:|Si|=bΓic,tiJi\Si}
∑
jSi
aˆijyj + (Γi − bΓic)aˆitiyt ≤ bi ∀i
− yj ≤ xj ≤ yj ∀j
lj ≤ xj ≤ uj, y ≥ 0.
(5)
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Here Γi can take a non integer value as well. This means that only bΓic coef-
ficients are allowed to change in their respective intervals and one coefficient
aiti changes by (Γi − bΓic)aˆiti .
It can be shown that Eq.5 is equivalent to Bertsimas and Sim (2004):
max Z
subject to
∑
j
aijxj + max
∑
j
aˆij|x∗j |zij ≤ bi, ∀i∑
jJi
zij ≤ Γi ∀jJi
0 ≤ zij ≤ 1
xX,
(6)
where zijs are the auxiliary variables in the interval [0, 1]. These variables
are defined to form the protection function 1 in Eq. 6 as a linear optimization
problem. Using strong duality to solve the protection function, we have that:
1Protection function is the condition put forth by Bertsimas in the first constraint. It
is named protection function because it protects the constraint from being infringed by
considering the worst case scenario for the stochastic coefficients.
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max Z
subject to
∑
j
aijxj − ziΓi −
∑
jJi
pij ≤ bi
zi + pij ≥ aˆijyj ∀i, j
− yj ≤ xj ≤ yj ∀j
lj ≤ xj ≤ uj ∀j
pij ≥ 0 ∀i, j
yj ≥ 0 ∀j
zi ≥ 0 ∀i.
(7)
According to Bertsimas and Thiele (2006) we have:
• yj equals |xj| for any j,
• zi equals the Γi-th greatest aˆij|xj|, ∀i,
• pij = max (0, aˆij|xj| − zi).
Bertsimas stated that for the number of the stochastic variables fewer
than Γi, the problem will satisfy all conditions and will be feasible. Further,
even if the number of stochastic coefficients exceeds the predefined upper
bound (Γi), it can be shown that the robust solution will be feasible with the
following probability Bertsimas and Sim (2004):
Pr(
∑
j
a′ijx∗j > bi) ≤ exp(
−Γ2i
2|Ji|) (8)
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2.3. Our proposed Model
In this section, we generalize the previous methodology to optimize risk
(Standard Deviation) in the portfolio optimization problem. Our goal is to
obtain a robust counterpart for the risk objective. For this end, first we have
to maximize variance over the uncertainty set and then minimize it over the
decision variables. Considering only risk as our objective, we have:
min Z
subject to min
{Si⊆Ji:|Si|=bΓic,tiJi\Si}
∑
jSi
aˆ2ijy
2
j+ (Γi − bΓic)2aˆ2itiy2ti ≥ b′i ∀i
− yj ≤ xj ≤ yj ∀j
lj ≤ xj ≤ uj.
(9)
Unlike Eq.(5), deriving an equivalent form for the above problem is not
straightforward. This is due to the fact that the model contains both nonlin-
ear and discrete aspects (As apparent in Eq.9). To overcome this issue, we
split our problem into two parts. The first part pertains to the coefficients
that change in their predefined intervals and the resulting problem is a binary
one. Hence, zis can only take values of 0 and 1. The second part, relates to
the coefficient that change by (Γi − bΓic)aˆiti , which is a nonlinear optimiza-
tion problem. In this problem, zi takes on the values in the interval (0, 1).
As it is apparent, not only does this extension complicate our problem, but
also changes the notion to a nonlinear one. One way to solve this dilemma
is to neglect the nonlinear part and approximate the problem with a linear
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equivalent:
min Z
subject to min
∑
j
aˆ2ij|x∗2j |zij ≥ b′i ∀i∑
jJi
zij ≤ Γi ∀jJi
0 ≤ zij ≤ 1
zX
(10)
Indeed the above reformulation is a valid approximation for practical prob-
lems since the maximum error of the estimation would be:
max((Γ− bΓc)− (Γ− bΓc)2)aˆ2itix2ti = 0.25aˆ2itix2ti (11)
Recall that ti is the (bΓc + 1)th coefficient, we neglect
∑n
j=bΓc+2 aˆ
2
ijx
2
j to
make our problem less conservative. Hence, omitting 0.25aˆ2itix
2
ti
would not
drastically change the results. This is especially true for high values of Γ.
More importantly, our objective is to reduce standard deviation and not
variance. Therefore, we compensate for our estimation error by calculating
the square root of variance values.
After all, using the same methodology we used before, we can obtain the
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risk objective for our optimization problem
min Z ′
subject to z′iΓi +
∑
jJi
p′ij ≥ b′i
z′i + p′ij ≥ aˆ2ijyj2 ∀i, jJi
− yj ≤ xj ≤ yj ∀j
lj ≤ xj ≤ uj ∀j
p′ij ≥ 0 ∀i, jJi
yj ≥ 0 ∀j
z′i ≥ 0 ∀i.
(12)
Where:
• yj will equal |xj| for any j,
• z′i will equal the Γi’th greatest aˆ2ij|xj|2, for any i,
• pij = max (0, aˆ2ij|xj|2 − z′i).
Therefore, considering both return and risk as our objectives, our main
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problem is formulated as follows:
max
∑
j
aijxj − ziΓi −
∑
jJi
pij
min z′iΓi +
∑
jJi
p′ij
subject to zi + pij ≥ aˆijyj ∀i, jJi
z′i + p′ij ≥ aˆ2ijyj2 ∀i, jJi
− yj ≤ xj ≤ yj ∀j
lj ≤ xj ≤ uj ∀j
pij ≥ 0 ∀i, jJi
p′ij ≥ 0 ∀i, jJi
yj ≥ 0 ∀j
zi ≥ 0 ∀i.
z′i ≥ 0 ∀i.
(13)
3. Computational Results
In order to solve the proposed multi-objective problem, we use Non Sorting
Genetic Algorithm (NSGAII) proposed by Deb et al. (2002). Further, to
provide a data set to examine our methods, we use the numerical example in
Ben-Tal and Nemirovski (1999). Consider a problem where n = 150, define:
pi = 1.15 + i
0.05
150
,
δi =
0.05
450
√
2in(n+ 1)
(14)
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where pi and δi are the return and standard deviation of the i-th stock,
respectively. Based on the above definition, stocks with higher returns are
riskier.
Our main goal is to compare our results with the one derived in Fliege and
Werner (2014). For this end, we consider two different values for gamma,
namely Γ = 1 and Γ = 150. Note that the lower bound will be accomplished
by considering Γ = 0, which represents the nominal problem without any
kind of uncertainty. Nevertheless, for the better comparing different efficient
frontiers corresponding to different values of Γ we also derive the results for
Γ = 1. On the other hand, Γ = 150 represents the most conservative form
of the problem (Soyster’s method). Solving Eq.(13) based on these values,
we arrive at Fig.2. As the figure demonstrates, our method is able to derive
lower and upper bounds of the space that is spanned by different values of Γ
from 0 to 150.
Fig. 2 demonstrates that the obtained efficient frontier will improve the
one calculated in Fliege and Werner (2014) for some values of Γ. However,
the largest value of Γ for which the improvement is noticeable is unclear.
Note that we need a systematic approach to determine this value of Γ (which
we call Γmax), since comparing different stochastic trends with each other
is a difficult job especially when their means and variances do not deviate
significantly.
In order to determine Γmax, in Fig.3 we present EFs corresponding to Γ in
the set { 10, 60, 100, 150}. The presented graphs gives an intuition regarding
the variation in our results with respect to Γ.
As the depicted figures reveal, the value of Γ for which our EF and the
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Figure 2: Efficient frontier for our method and Ben-tal’s. (Blue) Our method with Γ = 1.
(Green) Our method with Γ = 150. (Yellow) Ben-tal’s method.
one derived in Fliege and Werner (2014) are stochastically equivalent is in
the interval [50 − 80]. We use Multiple Analysis of Variance (MANOVA)
to stochastically compare the EFs with the one derived by Fliege. The null
hypothesis in MANOVA is that the two data sets under comparison are statis-
tically equivalent, meaning that they have the same mean. If this hypothesis
is refuted, we conclude that the data sets have meaningful distinction among
themselves. Table 1 demonstrates the results of MANOVA analysis for the
data set. Based on the data in the table, we can conclude that there is a mul-
tivariate equivalence between our results and the one obtained from Fliege’s
model (Wilks’ λ = 0.971, F (2, 197) = 2.929, p− value = 0.0558 ≥ α). Con-
sequently, for Γ = 60 the EF from our method and the one in Fliege are
stochastically equivalent. Since by decreasing Γ the resultant EF would be
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Figure 3: Comparing our results with the one in Fliege and Werner (2014) for different
values of Γ
lower, we can also conclude that our EF outperforms the one in Fliege for
Γ < 60.
For further validation of our method, we also tested it on a new data set.
This second data set pertains to the performance of the 20 Equity funds
which has the best performance in Tehran Stock Exchange2. Consider a
problem where n=20. define:
pi = 0.71 + i
1.14− 0.71
20
,
δi =
0.4
60
√
2in(n+ 1)
(15)
2See http://www.tse.ir/en/.
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Table 1: MANOVA analysis for equivalence of our results corresponding to Γ = 60
and the one in Fliege.
Effect Value F Hypothesis df Error df Sig.
Intercept
Pillai’s Trace .865 630.363 2.000 197.000 .000
Wilks’ Lambda .135 630.363 2.000 197.000 .000
Hotelling’s Trace 6.400 630.363 2.000 197.000 .000
Roy’s Largest Root 6.400 630.363 2.000 197.000 .000
Optimization
Method
Pillai’s Trace .029 2.929 2.000 197.000 .056
Wilks’ Lambda .971 2.929 2.000 197.000 .056
Hotelling’s Trace .030 2.929 2.000 197.000 .056
Roy’s Largest Root .030 2.929 2.000 197.000 .056
Computed using α = 0.05
Fig.4 is an assessment of the upper bound of our optimization problem
(Soyster method) and the one in Fliege. It shows that solving the resul-
tant multi-objective optimization problem with Ben-tal approach improves
the results significantly. Although, considering Bertsimas approach for some
values of Γ will be resulted into more efficient solutions.
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Figure 4: Efficient frontier for our method and Ben-tal’s. (Red) Our method with Γ = 20.
(Blue) Ben-tal’s method.
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Fig.5 compares our results with the one in Fliege and Werner (2014) for
different values of Γ. Needless to say, increasing Γ will increase the number
of coefficients in matrix A that are allowed to deviate in their predefined
intervals. Consequently the resultant EFs would be less efficient. Using
MANOVA analysis, we can calculate the exact value of Γ for which the
obtained EF would be stochastically equivalent to the one in Fliege and
Werner (2014).
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Figure 5: Comparing our results with the one in Fliege and Werner (2014) for different
values of Γ
We should finally mention that the Matlab implementation of our method
is available. We encourage the research society to apply the algorithm for
different applications and data sets.
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4. Conclusion
The goal of this paper was to extend Bertsimas’ definition of robustness
to the multi-objective optimization domain. For this end and by considering
Eq.(13) as our main problem, we presented a multi-objective form for the
problem of portfolio optimization. This new form of the problem led to an
efficient frontier well suited for participants with different risk averseness.
On the other hand, employing Bertsimas’ definition of robust optimization
increased the flexibility of our problem. Moreover, the resulting formulation
was linear with respect to uncertainty which decreased the computational
complexity. We also compared our numerical results with the one derived
by other methods in the literature. An assessment of the results revealed
that our method was able to achieve a more efficient EF. Moreover, using
MANOVA analysis we were able to accurately determine the uncertainty
values (Γ) that resulted in such an improvement.
The formulation we presented in this paper could be extended in several
interesting ways. For example, we could use principle component analysis
(PCA) in order to merge more objective functions such as turnover ratio to
measure liquidity Deb and Saxena (2005, 2006). This way, we can obtain
a more accurate result for portfolio optimization. Furthermore, allowing
other factors such as transactional costs and short selling to play a role
would lead to more accurate results in the real world scenarios Mansini et al.
(2015); Meghwani and Thakur (2017); Najafi and Pourahmadi (2016); Yu
et al. (2017); Kellner and Rsch (2016).
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