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We provide a compilation of metallic systems in which a low-temperature ferromagnetic or similar
transition is observed. Our objective is to demonstrate the universal first-order nature of such
transitions in clean systems in two or three spatial dimensions. Please contact the authors with
information about omissions, corrections, or any other information.
Quantum phase transitions are phenomena of great
interest.1,2 Perhaps the most obvious quantum phase
transition, and the first one considered historically, is the
transition from a paramagnetic metal to a ferromagnetic
metal at zero temperature (T = 0) as a function of some
non-thermal control parameter. Stoner’s theory of itin-
erant ferromagnetism3 describes both the thermal tran-
sition and the static properties of the quantum transi-
tion in a mean-field approximation. It predicts a second-
order or continuous transition with standard Landau or
mean-field static critical exponents. For the thermal or
classical transition this constitutes an approximation for
spatial dimensions d ≤ 4. In the physical dimensions
d = 3 or lower, fluctuations of the magnetization order
parameter, which are neglected in Stoner theory, lead
to deviations from the mean-field critical behavior that
require the renormalization group (RG) for a theoreti-
cal understanding.4 In a seminal paper, Hertz1 derived a
Landau-Ginzburg-Wilson (LGW) functional for the fer-
romagnetic transition from a model of itinerant electrons
that interact via a point-like potential in the particle-
hole spin-triplet channel. Hertz analyzed this dynamical
LGW functional by means of RG methods. He concluded
that, at T = 0, Stoner theory is exact as far as the static
critical behavior is concerned, i.e., the transition is of sec-
ond order with mean-field static critical exponents, and
a dynamical critical exponent z = 3, for all d > 1. This
is because the coupling of the statics to the dynamics
makes the system effectively behave as if it were in a
higher spatial dimension, given by D = d + z.
It became clear in the late 1990s that this theoretical
picture is not correct. It was shown that particle-hole
excitations about the Fermi surface, which exists in all
metals in dimensions d > 1, couple to the magnetization
and invalidate Hertz’s conclusions.5,14 As a result, the
quantum ferromagnetic transition was predicted to be
generically of first order in clean metallic ferromagnets in
d > 1. Physically, the mechanism that drives the transi-
tion first order is very similar to the fluctuation-induced
first-order transition that was predicted earlier for the
classical transition in superconductors and smectic liq-
uid crystals,6 and to the spontaneous mass-generation
mechanism known as the Coleman-Weinberg mechanism
in particle physics.7 In all of these cases a generic soft
mode (the photon in the cases of superconductors and
scalar electrodynamics; the nematic Goldstone mode in
the case of liquid crystals) that is distinct from the order
parameter fluctuations couples to the latter and qualita-
tively changes the nature of the phase transition. For the
quantum ferromagnetic transition in metals, the result-
ing prediction is the generic phase diagram shown in Fig.
1. At zero temperature (T = 0), there is a first-order
transition triggered by a non-thermal control parameter
t. A nonzero temperature gives the generic particle-hole
excitations a mass, and as a result the mechanism driving
the first-order transition becomes weaker with increasing
FIG. 1: Generic phase diagram of a metallic ferromagnet in
the space spanned by temperature (T ), magnetic field (H),
and the control parameter (t). Shown are the ferromag-
netic (FM) and paramagnetic (PM) phases, lines of second-
order transitions, surfaces of first-order transitions (“tricriti-
cal wings”), the tricritical point (TCP), and the two quantum
critical points (QCP).
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2temperature. This leads to a tricritical point (TCP) at
some temperature Ttc > 0, and for T > Ttc the transi-
tion is generally of second order with classical critical
exponents. Upon the application of an external field
conjugate to the order parameter, i.e., a homogeneous
magnetic field H in the case of a ferromagnet, surfaces
of first-order transitions called tricritical wings emerge
from the tricritical point. This is true for any classical
phase diagram that contains a tricritical point,8 and it
holds for quantum ferromagnets as well.9 These tricriti-
cal wings are bounded by lines of second-order transitions
and end in a pair of quantum critical points (QCPs) in
the T = 0 plane. The critical behavior at these QCPs
can be determined exactly and is a slight modification
of the critical behavior predicted by Hertz for the quan-
tum phase transition at H = 0 that is pre-empted by the
first-order transition.9
This general picture is theoretically predicted to apply
to all transitions from a metallic paramagnetic phase to a
metallic ferromagnetic one in dimensions d > 1, irrespec-
tive of whether the magnetism is caused by the conduc-
tion electrons (“itinerant ferromagnets”) of by electrons
in a different band, and irrespective of the isotropy or
lack thereof of the magnetization. That is, it applies to
easy-axis (Ising) and easy-plane (XY) magnets as well as
to isotropic (Heisenberg) magnets. It also applies to fer-
rimagnets and canted ferromagnets, and more generally
to any metallic system that has a nonvanishing homo-
geneous magnetization,10 but the most extensive experi-
mental information is available for ferromagnets. There
are only two ways to avoid these conclusions: (1) In 1-d
or quasi-1-d systems there is no Fermi surface, and hence
no particle-hole excitations, and the soft-mode mecha-
nism is not operative. (2) In the presence of sufficiently
strong quenched disorder the nature of the particle-hole
excitations changes from ballistic to diffusive, and the na-
ture of the coupling to the magnetization changes as well.
This can lead to a second-order quantum phase transition
with non-mean-field critical exponents that still can be
determined exactly.11–14 Disorder may also have stronger
effects, leading to Griffiths phases and smeared transi-
tions, see Ref. 15.
Experimentally, the picture summarized above is con-
firmed with remarkable uniformity. To the authors’s
knowledge, all metallic ferromagnets that do not fall into
one of the two exceptional classes mentioned above, show
a first-order transition if the transition temperature is
sufficiently low, or can be driven sufficiently low by a non-
thermal control parameter, such as pressure, or composi-
tion. This is especially remarkable if compared with the
case of classical liquid crystals, where the observed tran-
sition is usually of second order, and only recently have
examples of weakly first-order transitions been found.16
The reason why the theory is so much more successful
in the quantum case is not entirely understood, but it
is likely related to the fact that order-parameter fluctua-
tions, which can invalidate the fluctuation-induced first-
order mechanism, are strongly suppressed in the quan-
tum case for the same reasons that lead to a mean-field
critical behavior in Hertz’s theory.10
The purpose of this informal communication is to
demonstrate this remarkable agreement between theory
and experiment by compiling a list of metallic systems in
which a quantum ferromagnetic transition has been ob-
served. The systems are listed roughly in order of com-
pleteness of the experimental information available. All
but three of the systems listed display a confirmed or sus-
pected first-order transition. The three expections are,
URu2−xRexSi2, which is strongly disordered, YbNi4P2,
which is quasi-1-d, and NixPd1−x, where the lowest tran-
sition temperature achieved is 7K, which may be above
the tricritical point, if one exists. All other examples are
consistent with the phase diagram shown in Fig. 1. In
some cases (e.g., UCoGe) the transition is first order at
the highest, or only, temperature observed, so the tricrit-
ical point is not accessible. In all cases where a tricritical
point is accessible and the behavior in a magnetic field
has been studied, tricritical wings have been observed.
One of the best studied materials, MnSi, is actually a
helimagnet,17 but the helical wavelength (≈ 200A˚) is so
long compared to the atomic length scale that the system
is well approximated as a ferromagnet.18
We conclude with a few general remarks. First,
there also are cases of transitions from a metallic fer-
romagnet to some insulating phase. Examples include,
FeSi1−xGex,19 and RE0.55Sr0.45Mn3, with RE a rare
earth or a combination of rare earths.20 In these cases
the theoretical situation is more complicated, and we
do not include them in our discussion. Second, in any
given material a first-order transition may occur for rea-
sons other than the coupling to particle-hole excitations.
This is likely the case in systems that have a tricritical
point at a relatively high temperature, such as various
manganites, see, e.g., Ref. 21. Finally, we mention that
some of the materials listed in the table have gotten a
lot of attention for properties other than, although pos-
sibly related to, the ferromagnetic transition. Examples
are the coexistence of superconductivity and ferromag-
netism observed in UGe2,
22 URhGe,23 and UCoGe,24 or
the non-Fermi-liquid phase and the A-phase in MnSi.25,26
As a result, there is a large body of literature on some of
these materials; we quote only papers that are directly
relevant to properties reflected by the entries in the table.
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3TABLE I: Systems with low-T ferromagnetic transitions and their properties. Tc = Curie temperature, Ttc = tricritical
temperature. ρ0 = residual resistivity. FM = ferromagnet, SC = superconductor. N/A = not applicable; n.a. = not available.
System a Order of Tc/K
b magnetic tuning Ttc/K wings Disorder Comments
Transitionc moment/µB
d parameter observed (ρ0/µΩcm)
e
MnSi 27 1st 18 29.5 28 0.4 28 hydrostatic ≈ 10 18 yes 25 0.33 25 weak helimagnet 17
pressure 18 exotic phases 25,26
ZrZn2
27 1st 29 28.5 29 0.17 29 hydrostatic ≈ 5 29 yes 29 ≥ 0.31 30 confusing history,
pressure 29 see Ref. 27
Sr3Ru2O7 1st
f 0 g 0 g pressure g n.a. yes 31 < 0.5 31 foliated wing tips,
nematic phase 31
UGe2
33 1st 34 52 35 1.5 35 hydrostatic 24 36 yes 35,36 0.2 22 easy-axis FM
pressure 22,35 coexisting FM+SC 22
URhGe 33 1st 37 9.5 23 0.42 23 transverse ≈ 1 37 yes 37 8 38 easy-plane FM
B-field 37,39 coexisting FM+SC 23
UCoGe 33 1st 40 2.5 40 0.03 24 none > 2.5? h no 12 24 coexisting FM+SC 24
CoS2 1st
41 122 41 0.84 41 hydrostatic ≈ 120 41 no 0.7 41 rather high Tc
pressure 41
La1−xCexIn2 1st 42 22 – 19.5 42 i n.a. composition 42 > 22? j no n.a. third phase between
FM and PM? 42
Ni3Al
27 (1st) k 41 – 15 l 0.075 m hydrostatic n.a. no 0.84 44 order of transition
pressure 43 uncertain
YbIr2Si2
n 1st 45 1.3 – 2.3 o n.a. hydrostatic n.a. no ≈ 22 p FM nature of ordered
pressure 45 phase suspected 45
YbCu2Si2
n n.a. 4 – 6 46 q n.a. hydrostatic n.a. no n.a. nature of magnetic
pressure 46 order unclear
URu2−xRexSi2 2nd 47,48 25 – 2 r 0.4 – 0.03 48 composition 47 N/A N/A ≈ 100 s strongly disordered
NixPd1−x 2nd 50 600 – 7 t n.a. composition 50 N/A N/A n.a. disordered, lowest
Tc rather high
YbNi4P2 2nd
51 0.17 51 ≈ 0.05 51 none N/A N/A 2.6 51 quasi-1d, disordered
aReferences in this column refer to reviews, if any exist. Most references are to be understood as “This reference and references therein”.
bA single value of Tc, for the default value of the tuning parameter (ambient pressure, zero field) is given where a tricritical temperature
has also been measured. A range of Tc, with a corresponding range of the control parameter, is given in all other cases.
cAt the lowest temperature achieved.
dPer formula unit unless otherwise noted.
eFor the highest-quality samples.
fPhase diagram not mapped out completely; the most detailed measurements show the tips of the wings. See Ref. 31.
gParamagetic at ambient pressure. Hydrostatic pressure drives the system away from FM, uniaxial stress drives it towards FM. See Ref.
31 and references therein, especially Ref. 32.
h1st order transition with no tuning parameter; TCP not accessible.
iFor x = 1.0 – 0.9
j1st order for x = 1, TCP not accessible.
kSuspected 1st order transition near p = 80kbar, Refs. 27,43.
lFor pressures p = 0 – 60 kbar, Ref. 43.
mPer Ni at p = 0, Ref. 43
nYbRh2Si2 belongs to the same family, but has an AFM phase between the FM and the PM.45.
oFor pressures p ≈ 8 – 10GPa.
pFor a magnetic sample at pressures p ≈ 8 – 10GPa. Samples with ρ0 as low as 0.3µΩcm have been prepared.45
qFor pressures p ≈ 10 – 20GPa.
rfor x = 0.6 – 0.2, Ref. 48.
sFor x = 0.1, Ref. 49.
tfor x = 1 – 0.027, Ref. 50
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