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Principal componentsThe human visual system can implicitly extract a prototype of encountered visual objects (Posner &
Keele, 1968). While learning a prototype provides an efﬁcient way of encoding objects at the category
level, discrimination among individual objects requires encoding of variations among them as well. Here
we show that in addition to the prototype, human adults also implicitly learn the feature correlations that
capture the most signiﬁcant geometric variations among faces. After studying a group of synthetic faces,
observers mistook as seen previously unseen faces representing the ﬁrst two principal components
(eigenfaces, Turk & Pentland, 1991) of the studied faces at signiﬁcantly higher rates than the correct rec-
ognition of the faces actually studied. Implicit learning of the most signiﬁcant eigenfaces provides an
optimal way for encoding variations among faces. The data thus extend the types of summary statistics
that can be implicitly extracted by the visual system to include several principal components.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
The human visual system has the ability to extract statistical
regularities from the environment. It has been demonstrated that
humans can automatically extract the central tendency (prototype)
of a series of exemplars. Human observers tend to regard the un-
seen prototype as more familiar than the experienced exemplars.
This phenomenon is known as the prototype effect (Posner & Keele,
1968). The prototype effect has been observed with a wide range of
visual stimuli, from simple geometric shapes (e.g., dot patterns,
Posner & Keele, 1968; circles, Chong & Treisman, 2003) to complex
visual objects (e.g., faces, Baudouin & Brochard, 2011; Cabeza et al.,
1999; de Fockert & Wolfenstein, 2009; de Haan et al., 2001; Haber-
man &Whitney, 2009; Or &Wilson, 2013; Solso & McCarthy, 1981;
Wallis et al., 2008).
The prototype effect indicates an efﬁcient mechanism for
encoding objects at the category level, as the prototype permits
easy classiﬁcation of new exemplars. However, for many object
categories, it is also crucial to recognize individual exemplars,
and human faces are one clear example (Tanaka, 2001). Although
it has been demonstrated that humans can implicitly learn the pro-
totype of encountered faces (Baudouin & Brochard, 2011; Cabeza
et al., 1999; de Fockert & Wolfenstein, 2009; de Haan et al.,
2001; Haberman & Whitney, 2009; Or & Wilson, 2013; Solso &
McCarthy, 1981; Wallis et al., 2008), learning the prototype is
not sufﬁcient for encoding individual faces. On the other hand,remembering all the exemplars is not an efﬁcient way of encoding.
We know, however, little about what kind of statistical regularity is
learned in addition to the prototype. Principal components (PC)
have proved effective in capturing the major variations among
faces for computer recognition (Sirovich & Kirby, 1987; Turk &
Pentland, 1991) and for modeling human perception (Calder
et al., 2001; Hancock, Burton, & Bruce, 1996; O’Toole et al., 1991,
1993; Said & Todorov, 2011). However, it is not clear whether
the human brain utilizes a mechanism that is similar to Principal
Component Analysis (PCA) in encoding faces, nor has the ability
of learning PC been demonstrated with any other visual objects.
In the current study, we investigated whether human observers
can learn PC from geometric information of faces, given that learn-
ing PC from a set of exemplars is biologically plausible as demon-
strated by neural network architectures based on Hebbian learning
mechanisms (Diamantaras & Kung, 1996; Rubner & Schulten,
1990).
We calculated summary statistics from a set of synthetic faces.
Each synthetic face was derived from a frontal face photograph and
speciﬁed by 37 parameters capturing the major geometric infor-
mation in the face (Wilson, Lofﬂer, & Wilkinson, 2002). Although
the synthetic faces are simpliﬁed representations of real faces, they
are sufﬁciently complex to capture salient shape information of
real faces as evidenced by high accuracy in matching the synthetic
faces to grayscale photographs from which the synthetic faces
were derived (Wilson, Lofﬂer, & Wilkinson, 2002). The synthetic
faces can be precisely manipulated as with Cartoon faces (e.g.,
Brunswik & Reiter, 1937; Freiwald, Tsao, & Livingstone, 2009;
Sigala & Logothetis, 2002), while having an advantage over the
Cartoon faces as they were derived from the geometric measures
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based representation of faces (i.e., photographs). The synthetic
faces provide a precise representation of feature locations while
pixel-based representation can only provide an approximate repre-
sentation of the feature location. As the result of the approximate
nature of the representation of the feature location, eigenfaces de-
rived from face photographs are far from realistic looking. These
eigenfaces cannot be used in combination to create new facial
identities that are realistic looking. With the synthetic faces, we
are able to derive eigenfaces that have the same quality of repre-
sentation as the original synthetic faces. We are also able to create
new facial identities by combining several eigenfaces. Most impor-
tantly, studies of PCs derived from face photographs show that the
ﬁrst several PCs contain only low spatial frequency information
that is related to shadows and shading but not to individual iden-
tity. Synthetic faces, on the other hand, are bandpass ﬁltered in the
optimal band for identity processing (Gao & Maurer, 2011;Gold,
Bennett, & Sekuler, 1999a; Näsänen, 1999) and are comprised
exclusively of geometric information indicative of individual iden-
tity. These characteristics make synthetic faces optimal for our
investigation of the learning of PCs from faces.
The prototype effect in face recognition shows that the unseen
face prototype is more likely to be recognized than the actually
studied exemplar faces (de Fockert & Wolfenstein, 2009; Haber-
man & Whitney, 2009; Or & Wilson, 2013; Solso & McCarthy,
1981). We hypothesize that if the prototype face and the most sig-
niﬁcant eigenfaces of the studied synthetic faces are implicitly
learned, the observers would identify the unseen prototype face
and the unseen eigenfaces as having been seen during a subse-
quent face memory test.2. Experiment 1
2.1. Method
2.1.1. Participants
Ten adults (27.6 ± 5.1 years, ﬁve males) participated in Experi-
ment 1. All the participants had normal or corrected-to-normal vi-
sion. We obtained informed written consent from all participants.
The procedures were approved by the York University research
ethics board.Novel Studied Prototype PC1+ PC1−
R
ec
og
ni
tio
n 
ra
te
 (%
) ±
 1
 s
.e
.m
.
0
20
40
60
80
10
0
b
Fig. 1. Stimulus composition and recognition rates in Experiment 1. (A) Each
studied exemplar face (black oval) is a linear combination of two eigenvectors with
a length of 0.15. The length or distance (shown as a number on each arrow) is
deﬁned as the Euclidean distance between two faces in the 37-dimensional face
space as a fraction of the mean head radius of the faces. The blue arrows represent
the ﬁrst PC. The gray arrows represent four mutually orthogonal higher PC. The
eigenfaces (blue oval) and the prototype face (red oval) were never studied and only
presented in the testing phase. (B) Mean recognition rates (±1 s.e.m) for novel faces
(white bar), studied faces (black bar), prototype face (red bar), and eigenfaces of PC1
(blue bars). (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article.)2.1.2. Stimulus
A detailed description of the design of the synthetic faces has
been reported elsewhere (Wilson, Lofﬂer, & Wilkinson, 2002).
Brieﬂy, each synthetic face is deﬁned by 37 parameters. Among
the 37 parameters, 23 of them deﬁne the head shape and hairline,
while the remaining 14 parameters deﬁne the locations and sizes
of the facial features. All the 37 measures were normalized with
the unit change on each measure representing a percentage rela-
tive to the mean head radius of 41 synthetic faces. The recon-
structed synthetic faces were grayscale and were ﬁltered with a
band pass difference of Gaussians ﬁlter centered on 10 cycles per
face with a bandwidth of two octaves to keep the most important
information for facial identity. The Face stimuli were presented on
a 20-in. LCD monitor with a mean luminance of 74 cd/m2. From a
viewing distance of 127 cm, each face subtended an angle of 6.9
(height) by 4.6 (width).
We submitted 41 synthetic faces of Caucasian males to PCA. The
resulting 37 PCs were used to deﬁne a multidimensional face
space. The distance between any two synthetic faces in this face
space is deﬁned as the Euclidean distance between the two faces
in the 37-dimensional face space as a fraction of the mean radius
of the 41 faces. New faces created using a single eigenvector will
be referred to as eigenfaces (Turk & Pentland, 1991). Weconstructed eigenfaces using both positive and negative values of
the PC, and we refer to these as PC+ and PC. The ﬁrst eigenface
incorporates the maximum amount of variance among facial fea-
tures as deﬁned by the covariance matrix, and subsequent eigen-
faces incorporate the maximum of the remaining variance.
As shown in Fig. 1A, we created 16 faces for the study phase by
combining an eigenvector on one direction of PC1 (PC1+ or PC1)
with an eigenvector on one direction of a higher PC (PC2, PC4, PC6,
or PC8; + or ). We also created 16 faces as the new faces in the
testing phase by combining an eigenvector on one direction of
PC3 (PC3+ or PC3) with an eigenvector on one direction of a high-
er PC (PC5, PC7, PC9, or PC10; + or ), so that the new faces would
be in a non-overlapping and orthogonal volume of the face space
from the studied faces. The distance of each eigenvector was set
to 0.15 from the average face.2.1.3. Procedures
In the study phase, participants studied 16 faces each for a total
of 40 s. There were four blocks in the study phase. Within each
block, each face appeared once for 10 s in a random order. Before
the study phase started, the participants were informed that they
would be tested on their memory of the studied faces following
the study phase. Immediately after the study phase, the partici-
pants performed a studied/novel recognition task. In this task, each
trial started with a central ﬁxation cross for 500 ms, followed by a
a14 X. Gao, H.R. Wilson / Vision Research 99 (2014) 12–18face displayed for 500 ms. The participant then pressed the appro-
priate button to indicate the response, which was followed by a
1000 ms ISI. Faces in the testing phase were the same size as in
the study phase. The testing phase had six blocks with each block
containing all 16 studied faces, 16 new faces sampled from a vol-
ume of face space orthogonal to the studied faces, the average face
of the 16 studied faces, and the eigenfaces of the ﬁrst PC of the
studied faces displayed in a random order. Thus, there were 35 dis-
tinct faces in the testing phase.
2.2. Results and discussion
As shown in Fig. 1B, the participants recognized the studied
faces 74 ± 3.5%, a rate signiﬁcantly above chance, and they mistak-
enly recognized only 12 ± 4.1% of the new faces, a rate signiﬁcantly
below chance (see Table 1 for one-tailed t-test results, all corrected
for multiple comparisons). These results indicate that signiﬁcant
face learning indeed occurred. For the unseen prototype face, the
participants mistakenly identiﬁed it as studied 98 ± 1.6% of the
time, a rate signiﬁcantly higher than the recognition rate of the
actually studied faces (Table 1). In agreement with previous litera-
ture (de Fockert & Wolfenstein, 2009; Haberman &Whitney, 2009;
Or & Wilson, 2013; Posner & Keele, 1968; Solso & McCarthy, 1981),
this result indicates a strong prototype effect, as the unstudied pro-
totype is ‘‘recognized’’ signiﬁcantly more frequently than the seen
exemplars. Most importantly, the participants also mistakenly rec-
ognized the PC1+ and PC1 eigenfaces at rates that did not differ
from the prototype (repeated measure ANOVA, F(2,18) = 0.57,
p = 0.57), and recognition rates of the PC1 eigenfaces were signiﬁ-
cantly higher than the studied exemplars (Table 1). These results
indicate that observers implicitly learned the most signiﬁcant
dimension of variation within the studied faces, as represented
by the PC1 eigenfaces.3. Experiment 2
In Experiment 1, as shown in Fig. 1A, the 16 studied faces formed
two clusters centered on the two PC1 eigenfaces, which were thus
local means. One alternative explanation of these data is that the
observers simply learned local means of the studied faces rather
than PC1 eigenfaces in this experiment. To investigate whether
the eigenfaces are implicitly learned when they are not the localTable 1
Major effects in all three experiments.
Comparison Experiment 1 Experiment 2 Experiment 3
Studied > chance t(9) = 6.97 t(9) = 7.10 t(9) = 6.45
p < 0.001 p < 0.001 p < 0.001
Novel < chance t(9) = 9.02 t(9) = 10.94 t(9) = 12.58
p < 0.001 p < 0.001 p < 0.001
Prototype > studied t(9) = 6.14 t(9) = 4.20 t(9) = 2.55
p < 0.001 p = 0.005 p = 0.047
PC1+ > studied t(9) = 6.41 t(9) = 3.97 t(9) = 6.42
p < 0.001 p = 0.008 p < 0.001
PC1 > studied t(9) = 8.90 t(9) = 4.36 t(9) = 4.22
p < 0.001 p = 0.005 p = 0.003
PC2+ > studied Not applicable t(9) = 2.93 Not applicable
p = 0.042
PC2 > studied Not applicable t(9) = 5.18 Not applicable
p = 0.001
Note. Statistical results of t-tests (all one-tailed and corrected for multiple com-
parisons) for all major effects observed in all three experiments. In every experi-
ment, studied faces were correctly recalled at a rate signiﬁcantly above chance,
while novel faces were recalled at a rate signiﬁcantly below chance. The prototype,
PC1, and PC2 were all incorrectly recalled at rates signiﬁcantly greater than the
faces actually studied. There was no signiﬁcant difference in rates for the prototype
compared to the PCs (see text).means of the studied faces, we created a new set of 16 faces for
the study phase based on eigenfaces of two PCs, which were not
the local means of the face clusters (Fig. 2A). Each face is a combi-
nation of an eigenvector on one direction of PC1 (PC1+ or PC1)
with a length of 0.16 and an eigenvector on one direction of PC2
(PC2+ or PC2) with a length of 0.12 and an eigenvector on one
direction of a higher PC (PC5, PC7, PC9, PC11; + or ) with a length
of 0.08.We used eigenvectors of different lengths to ensure that the
original PC1 and PC2 would be the ﬁrst and the second principal
components of the 16 studied faces. We also created 16 new faces
for the testing phase using another set of combination of three
eigenfaces so that the new faces would be from a non-overlapping
volume of the face space than the faces used in the study phase. We
tested a separate group of ten adults (23.5 ± 4.5 years, ﬁve males)
with the same procedure as described in Experiment 1. The partic-
ipants studied the 16 faces and were then tested in the recognition
task with the 16 studied faces, 16 novel faces from an orthogonal
region of the face space, the prototype, and four eigenfaces (PC1+,
PC1, PC2+, PC2) representing the ﬁrst and the second PCs of
the 16 studied faces (Fig. 2A). The data (Fig. 2B, Table 1) showed
the same pattern as in Experiment 1. Participants’ recognition rates
for studied faces were signiﬁcantly above chance, and their false
recognition rate for the new faces was signiﬁcantly below chance.
The average face wasmistakenly recognized as seen at a higher rate
than the studied faces, a result demonstrating a strong prototype
effect. Participants also showed high recognition rates for the four
unstudied eigenfaces, and these recognition rates did not differ be-
tween the eigenfaces and the prototype (repeatedmeasure ANOVA,Novel Studied Prototype PC1+ PC1− PC2+ PC2−
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Fig. 2. Stimulus composition and recognition rates in Experiment 2. (A) Each
studied exemplar face (black oval) is a linear combination of three eigenvectors. The
blue and the green arrows represent the ﬁrst and the second PCs. The gray arrows
represent four mutually orthogonal higher PCs. The faces in the blue and green
ovals are the eigenfaces of the ﬁrst and second PCs of the studied exemplar faces.
The numbers on the arrows are the lengths of the eigenvectors from the prototype
face (red oval). (B) Mean recognition rates (±1 s.e.m) for novel faces (white bar),
studied faces (black bar), prototype face (red bar), and eigenfaces of PC1 and PC2
(blue and green bars). (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
X. Gao, H.R. Wilson / Vision Research 99 (2014) 12–18 15F(4,36) = 0.09, p = 0.98). Finally, all were higher than the recogni-
tion rate for the studied faces (Table 1). Thus, observers implicitly
learned the ﬁrst two PCs even when they were not local means of
the studied face set.
4. Experiment 3
In Experiments 1 and 2, the eigenfaces were closer to the aver-
age face than the studied exemplar faces (a distance of 0.15 for the
eigenfaces vs. 0.21 for the studied exemplar faces in Experiment 1;
distances of 0.16 and 0.12 for the eigenfaces vs. 0.21 for the studied
exemplar faces in Experiment 2). As previous studies have demon-
strated that an unseen face is more likely to be mistakenly recog-
nized as seen if it is closer to the prototype (e.g., Wallis et al.,
2008), it is possible that this might explain our results. Therefore,
we tested another group of ten adults (28.2 ± 5.3 years, ﬁve males)
with the same set of stimuli and procedures as in Experiment 1, ex-
cept that during the studied/novel recognition testing session, sub-
jects were tested with eigenfaces of the ﬁrst PC having the same
distance (0.21) from the average face as the studied exemplar faces
(see Fig. 3A). It is signiﬁcant that a distance of 0.21 from the aver-
age face is greater than the mean distance of the original 41 faces
in the population, which was 0.18 from the average.
The results of this experiment were virtually identical to the
previous experiments. As shown in Fig. 3B, observers exhibited a
very strong prototype learning effect, and they learned the more
distant and unstudied eigenfaces signiﬁcantly more effectively
than the faces actually studied (Table 1). Again, the rates for the
eigenfaces were not statistically different from the recognition rate
for the prototype (repeated measure ANOVA, F(2,18) = 0.19,Novel Studied Prototype PC1+ PC1−
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Fig. 3. Stimulus composition and recognition rates in Experiment 3. (A) The stimuli
were constructed in the same way as in Experiment 1, except that the eigenfaces of
PC1 used in the testing phase had a distance of 0.21 (the same as the distance
between each studied exemplar and the prototype) from the prototype in
Experiment 3, instead of a distance of 0.15 in Experiment 1. (B) Mean recognition
rates (±1 s.e.m) for novel faces (white bar), studied faces (black bar), prototype face
(red bar), and eigenfaces of PC1 (blue bars). (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)p = 0.83). These data demonstrate that recognition rates for the un-
seen eigenfaces in the previous experiments did not result from
closer distance to the average than the studied faces. Instead, the
PC axes themselves were implicitly learned.5. Control experiment
Could the observers havemisidentiﬁed the eigenfaces as learned
simply because the eigenfaces were indiscriminable from the pro-
totype face? To test this possibility, we ran a control experiment
with 10 adults (25.6 ± 6.0 years, ﬁve males) with normal or cor-
rected-to-normal vision. In this experiment, observers attempted
to discriminate between the prototype face and the two eigenfaces
used in Experiment 1 (PC1+/, 0.15 from the prototype), two of the
eigenfaces used in Experiment 2 (PC2+/, 0.12 from the prototype),
the two eigenfaces used in Experiment 3 (PC1+/, 0.21 from the
prototype), and the 16 exemplar faces used in Experiment 1 and 3
(0.21 from the prototype). Each trial started with a 500 ms ﬁxation
cross, followed by a target face displayed for 500 ms, with a 50%
probability that the target face was the prototype face. The target
face was then replaced by a 500 ms white noise mask, followed
by two comparison faces displayed side by side until the observer
made a response of which face was the same as the target face.
One of the two comparison faces was always the prototype face
with the left right position randomized. Each observer discrimi-
nated each eigenface from the prototype face 16 times and discrim-
inated each exemplar face from the prototype face one time (a total
of 16 exemplars). In all cases the observers were highly accurate in
discriminating between the prototype face and the eigenfaces
(mean accuracy = 0.90 ± 0.04, 0.88 ± 0.06, 0.97 ± 0.04, for the eigen-
faces used in Experiment 1, Experiment 2, and Experiment 3 respec-
tively) as well as between the prototype face and the exemplar
faces (mean accuracy 0.99 ± 0.05). These results rule out the possi-
bility that learning the eigenfaces was a result of any lack of dis-
criminability between the prototype face and the eigenfaces.6. Learning model
One potential alternative to implicit learning of eigenfaces
might be partial exemplar learning in which recognition rates are
based on the summed distances from novel faces to memory traces
from the studied exemplar faces. We evaluated this possibility
using a quantitative model (Or & Wilson, 2013) to predict recogni-
tion rates based on similarity between test items and the learned
items (Minda & Smith, 2011; Nosofsky et al., 2011). We compared
predictions from three models: prototype plus PCs, prototype plus
exemplar, and exemplar learning alone. It is worth noting that a
model assuming only memory representation for the prototype
would predict no difference in the recognition rates for the studied
and the new faces since the two groups of faces have the same dis-
tance from the prototype. This is obviously false given the different
recognition rates for the studied and the novel faces in all three
experiments. In the current models, we assumed that each face
(exemplar face, eigenface, or the prototype) is stored in memory
as a point in a multi-dimensional space. The distance (d) between
a test face and a stored face is the normalized Euclidian distance in
the stimulus space. The similarity (S) between two faces is an
exponentially decreasing function of this distance:
S ¼ expðd=kÞ ð1Þ
where k is the length constant determining the rate of memory
trace decay with distance from a stored face.
The memory strength of each face is a weighted sum of the sim-
ilarity of all the faces stored in memory with one exception for the
eigenfaces. We assume that there is no inﬂuence between different
16 X. Gao, H.R. Wilson / Vision Research 99 (2014) 12–18eigenfaces. The memory strength for the four types of faces: proto-
type (PT), exemplars (EX), eigenfaces (PC), and distractor faces (D)
were calculated with the following formulas,
PT ¼WPT þWEX
Xn
i¼1
expðdPTEXi=kÞ þWPC
Xm
j¼1
expðdPTPCj=kÞ
PC ¼WPC þWEX
Xn
i¼1
expðdPCEXi=kÞ þWPT expðdPCPT=kÞ ð2Þ
EX ¼WEX
Xn
i¼1
expðdEXEXi=kÞ þWPC
Xm
j¼1
expðdEXPCj=kÞ þWPT
 expðdEXPT=kÞ
D ¼WEX
Xn
i¼1
expðdDEXi=kÞ þWPC
Xm
j¼1
expðdDPCj=kÞ þWPT
 expðdDPT=kÞ
where WPT, WPC, and WEX are the weights for the prototype, eigen-
faces, and exemplar faces respectively; n is the number of exem-
plars and m is the number of eigenfaces; dab is the Euclidian
distance between face a and face b.
We converted the memory strength to probabilities (w) that the
observers will report this face as seen using the Naka–Rushton
function (Naka & Rushton, 1966):
wðxÞ ¼ x
rþ x ð3Þ
where x = PT, PC, EX, or D from Eq. (2); r is known as the semi-
saturation constant, because w(r) = 0.5. We estimated the best ﬁt-
ting model parameters using a least square method. All the compu-
tations were conducted using Matlab with custom code.
Table 2 shows the model assumptions and predictions for each
experiment. For the model assuming prototype and principal com-
ponents, we set WEX = 0; for the model assuming prototype and
exemplars, we setWPC = 0; for the model assuming only exemplars,Table 2
Model assumptions and predictions.
Experiment 1 Behavioral data/model predictions (%)
Model assumptions Prototype PC1 Exemplars Distractor
Behavioral data 98.33 95.83 74.17 12.40
PT & PC 98.24 99.83 74.10 12.48
PT & EX 100 94.09 73.76 13.29
EX only 97.94 99.93 100** 12.60
Experiment 2 Behavioral data/Model predictions (%)
Model assumptions Prototype PC1 PC2 Exemplars Distractor
Behavioral data 91.67 91.67 89.17 70.11 12.50
PT & PC 96.77 99.27 89.05 67.96 14.62
PT & EX 100 90.06 99.43 69.75 13.10
EX only 86.52 98.34 93.51 99.96*** 14.29
Experiment 3 Behavioral data/model predictions (%)
Model assumptions Prototype PC1 Exemplars Distractor
Behavioral data 91.67 93.33 73.33 11.67
PT & PC 99.08 98.25 71.65 13.31
PT & EX 98.37 88.73 99.66*** 13.86
EX only 89.98 97.94 99.99*** 12.21
Note: PT: prototype; PC: principal component; EX: exemplar; Two-tailed tests,
corrected for family wise type I error using Bonferroni correction.
** P < 0.01.
*** P < 0.001.we set WPT = 0 and WPC = 0. We tested each predicted recognition
rate against its corresponding behavioral data from 10 observers.
The only model that adequately ﬁt all of the data was the one in
which only the prototype and PCs were learned. Models incorpo-
rating prototype plus exemplar or exemplar only could be rejected.
Thus, implicit learning of the prototype and PCs also explains the
partial recognition of the studied exemplar faces.7. General discussion
The current study demonstrates for the ﬁrst time that adults
implicitly learn at least the most informative ﬁrst two geometric
eigenfaces, representing the feature correlations that capture the
most signiﬁcant geometric variations among faces. This effect is
strong and was replicated across all three experiments on all 30
subjects. The implicit learning of the prototype and PCs provides
strong evidence for the forming of a face space structure (Valen-
tine, 1991). It suggests that humans learn the distributional infor-
mation of faces encountered in their life and map individual facial
identities into a space centered on the central tendency of the faces
and with dimensions formed through a PCA-like mechanism.
Learning of the PCs cannot be explained by the prototype effect.
Forming a prototype is a process of extracting the central tendency
of a group of visual objects while discarding the variation among
the exemplars. The current results demonstrated that in addition
to the prototype, human observers can also learn the most signiﬁ-
cant variations among the faces as summarized by PCA. Therefore,
the current ﬁndings extend the summary statistics that can be
learned to include at least the ﬁrst two PCs.
Although PCA has been successful in predicting aspects of face
perception (Calder et al., 2001; Hancock, Burton, & Bruce, 1996;
O’Toole et al., 1991, 1993; Said & Todorov, 2011), there is compu-
tational evidence that independent component analysis (ICA) may
perform even better (Bartlett, 2001; Bartlett, Movellan, & Sejnow-
ski, 2002; Draper et al., 2003). However, since the exemplar faces
used in the current study were constructed with PCs and were
therefore orthogonal, ICA and PCA produce the same representa-
tion of our stimuli. Thus, our data provide empirical support for
either PCA or ICA as the basis for face memory storage, and further
experiments will be required to differentiate the two.
As eigenfaces combine correlated information across features
(e.g. head elongation, mouth width, eye separation, nose length,
etc.), they represent the conﬁgural information in faces and could
thus be valuable for encoding facial identities (Maurer, Le Grand,
& Mondloch, 2002). It has been shown that expertise in processing
conﬁgural information in faces is especially slow to develop in
childhood (Mondloch, Le Grand, & Maurer, 2002). However, none
of the previous studies has established a link between children’s
ability to extract statistical regularities in faces and their ability
in conﬁgural face processing. It would be interesting to investigate
when implicit learning of PCs emerges in children and how this
ability links to children’s conﬁgural face processing.
Previous studies have shown that during perceptual learning of
faces, human observer becomemore efﬁcient in using the available
information in discriminating among the learned faces (e.g., Bi
et al., 2010; Gold, Bennett, & Sekuler, 1999b; Hussain, Sekuler, &
Bennett, 2009). The current ﬁndings suggest that the implicit
learning of the prototype and the most signiﬁcant principal com-
ponent is an efﬁcient way of encoding information in the learned
faces.
Learning the prototype and PCs is instrumental in developing
familiarity with faces (Burton et al., 2005; Jenkins & Burton,
2008). Future studies should investigate whether more PCs are
learned to promote ﬁner discrimination among additional facial
identities. Alternatively, the brain may employ a hybrid strategy
X. Gao, H.R. Wilson / Vision Research 99 (2014) 12–18 17utilizing several PCs or ICs plus additional idiosyncratic memory
components. In the current study, we only used frontal view faces.
It has been demonstrated that face-space structure in one view-
point matches the face-space structure in a different viewpoint
(Blank & Yovel, 2011), and that face prototype learning can be gen-
eralized across viewpoints (Or & Wilson, 2013). It would be impor-
tant for future studies to investigate how the implicit learning of
the prototype and the eigenfaces from frontal view faces transfers
to side view faces.
The synthetic faces used in the current study provided a conve-
nient tool for studying statistical regularities in faces. By design,
the synthetic faces eliminated texture information and focused
on geometric information of faces. This simpliﬁcation may raise
concern whether synthetic faces have sufﬁcient information to
represent the original individual facial identities. This question
has been addressed by asking observers to match synthetic faces
to the original grayscale photographs from which the synthetic
faces were derived (Wilson, Lofﬂer, & Wilkinson, 2002). In a four-
alternative forced choice task, the observers had a mean accuracy
of 97.4% in matching between frontal view synthetic faces and
photographs. Even for matching between frontal view and 20 side
view, the mean accuracy was 90.7%. These results provide evidence
that the synthetic faces capture the most important aspects of indi-
vidual face geometry. Although early studies of eigenfaces per-
formed PCA on the gray-scale pixel images (Turk & Pentland,
1991), more recent work has challenged this. Hancock, Burton,
and Bruce (1996) performed an analysis of gray-scale faces by ﬁrst
identifying 35 key reference points. Using these, they performed
PCA separately on shape-free gray-scale face textures alone and
independently on the geometric shape vector. Their experiments
then showed that PCA based on geometry was more accurate at
predicting face discrimination than was PCA of face texture. As
their geometric face PCA is similar to our PCA of synthetic faces,
their results thus support the relevance of memory for the princi-
pal components of the synthetic faces to face memory itself. None-
theless, it would be important to investigate whether the learning
of the principal components also underlies the encoding of facial
texture (O’Toole, Vetter, & Blanz, 1999). In future studies, three-
dimensional face models (e.g., Blanz & Vetter, 1999) would be a
possible way to represent both the feature location and facial tex-
ture for calculating principal components of faces. Future study can
also investigate how such statistical regularities in faces are repre-
sented in the face selective cortical areas (Kanwisher, McDermott,
& Chun, 1997; Sergent, Ohta, & Macdonald, 1992). Finally, the fact
that unseen faces resembling the most signiﬁcant feature conjunc-
tions in a group of seen faces are highly likely to be mistakenly
identiﬁed has important practical implications and could be rele-
vant in real-world applications such as eyewitness testimony.
In summary, the current study demonstrated for the ﬁrst time
that adults implicitly learn at least the ﬁrst two geometric eigen-
faces, representing the feature correlations that capture the most
signiﬁcant geometric variations among faces. Together with
implicitly learning the prototype, learning the eigenfaces provides
evidence for the formation of the face space structure.Acknowledgments
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