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A programação quadrática não é propriamente um tema muito novo dentro da 
otimização. De fato, até em virtude de sua aparente simplicidade, temos inicialmente a 
impressão de que pouco ainda resta por ser dito sobre este assunto. 
Nosso objetivo aqui é mostrar, todavia, que, pelo contrário, além de possuir um 
número incontável de aplicações ainda não exploradas, a programação quadrática pode ser 
usada com sucesso na construção de métodos competitivos destinados a resolver problemas 
de grande porte n ao lineares com restrições. 
Para tanto, usaremos como premissa a idéia, quase consensual nos dias de hoje, 
de que para gerar algoritmos eficientes é preciso, em primeiro lugar, vencer o caráter com-
binatório associado à busca das restrições que estão ativas na solução ótima do problema, 
e, como um segundo objetivo, evitar que muito esforço seja dispendido à toa quando ainda 
estamos longe desta solução. 
Com base nesses conceitos, no capítulo primeiro, apresentamos um novo algo-
ritmo de minimização de funções quadráticas sujeitas a canalizações, que permite o uso de 
diferentes estratégias para a determinação de uma direção de descida nas faces do politopo 
definido pelas restrições. Analisamos também seus aspectos teóricos e de implementação 
computacional e avaliamos seu desempenho com base em algumas aplicações práticas inter-
essantes. 
O segundo capítulo é dedicado a análise de um método baseado na programação 
quadrática seqüencial, destinado à resolução de problemas não lineares com restrições, para 
o qual apresentamos os primeiros resultados numéricos. 
Por fim, investigamos, em um último capítulo, a possibilidade de unir duas ver-
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usam o lagrangiano aumentado, com o objetivo de apresentar um algoritmo híbrido que visa, 
também, a solução de problemas com restrições. 
CAPÍTULO 1 
Minimização de quadráticas com 
canalizações 
Reunimos sob o nome de programação quadrática o conjunto de problemas de 
otimização cujo objetivo é minimizar uma função quadrática satisfazendo restrições lineares. 
Dentre os problemas assim descrit.os, iremos nos dedicar neste capítulo apenas à resolução 
do mais elementar deles, ou seja, aquele no qual as únicas restrições são canalizações das 
variáveis. Mas tal simplicidade não diminui seu interesse ou importância, e tampouco implica 
ser algo absol ut.amente trivial a obtenção de sua solução. 
De fato, para ressaltar a relevância da minimização de quadráticas em caixas 
(isto é, com canalizações) .poderíamos nos deter em enumerar suas aplicações, que vão da 
mecânica dos sólidos (veja (28], [31]) à reconstrução de imagens (veja [17]), e que podem 
possuir de poucas a milhares de variáveis. 
Mais do que isso, a utilidade dos algoritmos para este tipo de problema simples 
não se resume às suas aplicações diretas, pois, como veremos nos próximos capítulos, eles 
também podem ser empregados com sucesso na resolução de problemas mais complexos de 
programação não linear. 
1.1 Descrição do problema 
O problema de minzmização de uma função quadrática convexa com restrições de 
canalização consiste em encontrar o vetor x que resolve 
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sujeita a (11) 
onde o termo ~ é usado componente a componente, a matriz H é sem:ldefinida positiva, 
x, l, 11. E JRn e l < u. 
Dizemos que um ponto X é factível se l $ X ::; u. Se um ponto factível X tem uma 
de suas componentes no limite, a canalização correspondente está ativa em .i. Assim, por 
exemplo, se X i = li (ou X i = u.i), chamamos de ativa em X a restrição xi ;:::: l; (ou xi ~ ui)· Por 
outro lado, uma variável Xi que não está em nenhum de seus limites (ou seja, li < Xi < 11.i) 
é dita livre. 
Tanto podemos considerar o problema 1.1 corno um caso particular da pro-
gramação quadrática no qual as restrições lineares foram reduzidas às canalizações das 
variáveis, como imaginar tratar-se de um problema de otimização em caixas que tem como 
objetivo minimizar uma função quadrática. 
Entretanto, qualquer que seja a abordagem, devemos aproveitar algumas de suas 
peculiaridades para facilitar a resolução do problema. Por exemplo, o fato das restrições 
serem apenas canalizações de variáveis não só garante a existência de uma solução para 
1.1, como evita a possibilidade de existir degeneração primai (pois nenhuma variável pode 
estar ao mesmo tempo em seus dois limites). Temos, assim, uma vantagem com relação à 
programação quadrática geral, que inclui tanto problemas infact.íveis quanto degenerados. 
Além disso, neste caso é absolutamente trivial a escolha de uma solução factível 
inicial (outra dificuldade da programação quadrática). 
Também a convexidade da função objetivo deve ser considerada, pois implica que, 
encontrado um ponto estacionário para o problema, este será um minimiímdor global (vide 
a seção 1.2.2). 
Outro detalhe importante, o fato de ser limitado o número de faces do poli-
topo defiuido pelas restrições (ainda que este número cresça exponencialmente à medida em 
que aumentamos a quantidade de variáveis), permite-nos garantir, sob certas condições, ser 
possível identificar, em tempo finito, a face ótima do problema. Com isso, a determinação da 
solução passa a depender apenas do método usado para resolver um sistema linear restrito à 
face ótima, o que, como se sabe, consome uma quantidade de operações proporcional ao cubo 
do número de variáveis livres nesta face. Por conseqüência, podemos assegurar a existência 
de algoritmos capazes de resolver o problema 1.1 em um número finito de iterações. 
Finalmente, cabe também salientar que, em virtude do tipo de restrição e de 
função objetivo que temos, a t.arefa de encontrar uma direção de descida no subespaço 
definido pelas restrições ativas e a estimação dos multiplicadores de Lagrange são enorme-
mente facilitadas. 
Os algoritmos tradicionais para este tipo de problema são divididos de acordo 
com a estratégia adotada para trabalhar com as canalizações em: 
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• algoritmos que usam o método das restrições ativas (veja [22], [16]), nos quais a cada 
iteração k definimos o conjunto I de canalizações ativas no ponto xk e tentamos en-
contrar uma direção de descida dk int.erna à face associada a I (isto é, sem alt.erar 
o valor das variáveis que estão nos limites). Para tanto, ignoramos a cxist.éncia das 
outras restrições. Em seguida, determinamos À tal que X= x~.;: + Àdk minimiza q(x) ua 
direção definida por d~;: mantendo a factibilidade com relação às canalizações que não 
estavam ativas em Xk- Se uma restrição passou a ser ativa em X, é preciso incluí-la em 
I, depois do que podemos passar a iteração seguinte. Por outro lado, no caso de termos 
encontrado o ponto de mínimo na face associada a I (ou se.ia, se dk =O) calculamos os 
multiplicadores de Lagrange correspondentes as restrições ativas e verificamos se seus 
sinais estão de acordo com as condições de otimalidade que iremos estabelecer na seção 
1.2.2. No caso destes sinais estarem corretos, paramos o algoritmo (pois já obtivemos 
a solução do problema), senão escolhemos uma restrição ativa e a excluímos de I. 
• algoritmos baseados no método do gradiente projetado (veja [4], [12], [31]) que tentam 
corrigir as inconveniências que se manifestam quando se usa a estratégia das restrições 
ativas para resolver problema grandes, quais sejam a lentidão com que se adiciona ou 
exclui restrições do conjunto I citado acima e a necessidade de minimümr a funçito 
objetivo dentro de uma face antes de tornar livre uma variáveL Para t.ant.o, os al-
goritmos mais modernos desta classe (como o descrito em [31]) empregam o método 
dos gradient.E'..s conjugados para encontrar direções de descida dent,ro de uma face c o 
método do gradiente projetado para alterar várias componentes de I antes mesmo do 
ponto de mínimo na face ter sido encontrado. 
Recentemente, Friedlander e Martínez (17] propuseram um método que combina 
a estratégia das restrições ativas e o gradiente projetado. Nesta terceira linha ele trabalho, 
uma face é explorada com o auxílio do método dos gradientes conjugados, mas sem que seja 
necessário encontrar nela o ponto de mínimo da função quadrática. A face é abandonada 
numa iteração k quando é possivel garantir que saindo dela conseguiremos reduzir a função 
objetivo a um valor menor do que poderíamos obter nos pontos contidos numa bola de 
determinado raio centrada no ponto xk. Neste caso, usa-se a direção definida pelo gradiente 
projetado ou pelo gradiente "chapado" (cuja descrição será feita na próxima seçito). 
Foram os bons resultados apresentados por este ült.imo método que encorajaram 
a elaboração do algoritmo que passamos a descrever. 
1.2 O algoritmo QuaCon 
Reunindo resultados teóricos obtidos por Friedlauder e Martíner.,.; [17] e novas 
propostas para a minimização dentro de uma face, com base em diferentes alternat.ivas 
descritas por Friedlander, Mart.íne,; e Raydan em [20] e [19], elaboramos um a!g·orit.mo, que 
passou a ser denominado QuaCon, cujas características principais são; 
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• o uso do gradiente "chapado" nas mudanças de face; 
• o abandono de uma face F com base na relação entre a norma da componente do vetor 
gradiente que é perpendicular a F e a componente tangente a F; e 
• a utilização de diferentes métodos para minimi?.ação irrestrita de acordo com a di-
mensão da face na qual estamos trabalhando, incluindo a decomposi~;ão de Cholesky, o 
método dos gradientes conjugados e métodos de gradiente com retardo (apresentados 
em [19]). 
1.2.1 Definições e notação 
Por comodidade, e também por uma questão organizacional, vamos resumir 
abaixo as principais definições necessárias à descrição do algoritmo QuaCon, juntamente 
com alguns detalhes referentes à notação adotada no texto. 
• A região factível do problema, O, é dada por: 
n = { x E IR" 11 :<: cc :<: ,. J. (1.2) 
• O vdor gradiente calculado em x é 
g(x) = ?q(x) = I!x + b. (1.3) 
• Para representar corretamente as canalizações inferiores c superiores ativas na face 
em que estamos trabalhando, definimos ! 1 e lu, subconjuntos de { 1, 2, ... 1 n} tais que 
! 1 n lu= 0 (vide a descrição de F r feita abaixo). 
• O conjunto que identifica todas as restrições ativas é I = ! 1 U lu. 
• Descrevemos F r c fl, a face aberta de O associada aos conjuntos !1 e I v., por 
F1 ={:r E rl I Xi =li se i. E h x, = n,_ se i E lu, li-< Xi <ui caso contrário}. (1.4) 
• Desta forma, a variedade afim correspondente a F1 é dada por 
(15) 
• Definimos, btmbém, S(Fr), o subespaço paralelo a [F1], como 
( 1.6) 
1.2. O ALGORITMO QUACON 
• o fecho de FI é, então, F,= n n [FJ]. 
• A dimensão de S(F1) é 
• Para cada ponto w E r2, o gradiente projetado em w, gp(w), é um vetor tal que 
se Wi =li e g(w)i >O; 
se wi = n,. e g(w)i <O; 




• Para um ponto x E F1 podemos dividir gp(x) em duas componentes, o gradiente in-
terno, 9I(x), e o gradiente "chapado", gc(x), de modo que gp(x) = g1(x) + gc(x); 
• O gradiente chapado, introduzido em (18], é definido por 
gc(x)i = { O, ( )· 
9P X'' 
• Já o gradient:e interno é dado por 
1.2.2 Condições de otimalidade 
seir/ItUlu; 
caso contrário . 
se 1: E !1 U lu.; 
caso contrário . 
(19) 
(1.10) 
As condições necessárias e suficientes para que um ponto x seja mínimo global de 
1.1 são dadas por: 
g(x)- ),1- Àu =O, 
),'{(x- l) = O, 
),~(x- n) =O, 
l:S:x:S:u, 
Àt;::: O, Àu:; O, 
(1.1!) 
onde >. 1 e /\~ são vetores de multiplicadores de Lagrange associados às canalizações inferiores 
e superiores respedivament.e. Est.as condições podem ser confortavelmente resumidas na 
expressao: 
gp(x) =O. (J.l2) 
O lema abaixo, retirado de [17], mostra que se .i é um ponto estacionário do 
problema restrito a F r podemos concluir que X é um minimizador global de 1.1 ou que gc(:t:) 
não é nulo. Neste último caso, g0 (X) fornece uma estimativa dos multiplicadores de Lagrange 
que uão satisfazem 1.11 por estarem com o sinal trocado. 
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Lema 1.1 Se X E P1 é tal que q(i) :s; q(x) para todo x E F1, então é eq1r,ivalente dzzcT quP 
q(x) <:; q(x) para todo X E n, ou que gc(x) ~o. 
Demonstração. Veja [17]. D 
1.2.3 Descrição do algoritmo 
Para definir QuaCon admitimos a existência de um ponto inicial .r0 E 0 c dos 
parâmetros (} E (0, 1) e 8 > O (além de outros parâmetros utilizados nos critérios de con-
vergência, que serão enumerados posteriormente). Também iremos assumir que, em cada 
iteração k, o ponto xk pertence a uma face F[ de n, de acordo com (1.4'), e que a variável 
lógica MudaFace indica se decidimos ou não abandonar uma face. 
















ENQUANTO não é obedecido algum critério de parada REPETIR 
MudaFace+-falso; 
SE llgc(cck)ll2 > Bllqr(xk)ll,, 
.T~ arg min{q(y) I y = ·'k- Àgc(xk), y E n}; 
SE q(x) < q(xk)- 6llg,(xk)ll,, 
x~+l +-.i; 
M udaFace+- verdadeiro; 
SE (NÃO MudaFace), 
Encontrar X E [Ffj tal que q(X) < q(xk); 
SE X E f'k I• 
Xk+l +-x; 
CASO CONTRÁRIO 
Encontrar xk+l E F[- F[ tal que q(xk+1) < q(xk:l; 
Atualizar o conjunto I para definir a nova face F}. 
k--k + 1; 
Em cada iteração do algoritmo 1.1 executamos, antes de mais nada, um teste 
(apresentRdo no item 1.2) que evita a minimização exata da função na face, induzindo um 
passo na direção do gradiente "chapado". Entretanto, este passo (1.2.1) pode tJer recusado 
se não provocar um suficiente decréscimo da função objetivo (conforme 1.2.2). A inclusão 
deste último critério foi feita apenas para garantir a convergência do algoritmo quando há 
degeneração duaL Nm casos em que a degeneração não é problema usamos 6 =O. 
Permanecendo na mesma face, escolhemos uma das diferentes alternativas de 
passo disponíveis para o problema de minimização irrestrita em [F1] (item 1.3.1), as quais 
detalharemos em uma próxima seção. No caso de encontrarmos um ponto fora da região 
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factível, fazemos uma busca projetada para encontrar um novo ponto na fronteira de F1 
(1.3.3.1). 
Não é difícil garantir que Quacon está bem definido, bastando para isso que nos 
detenhamos um pouco mais nos itens 1.2.1, 1.3.1 e 1.3.3.1 do algoritmo. Em primeiro lugar, 
no caso de g0(xk) ser suficientemente grande, recorremos ao lema 3.1 de [17] (que iremos 
nos abster de repetir aqui) no qual Friedlander e :Lvlartínez mostram ser possível executar 
um pa:sso nesta direção. Por sua vez, a redução do valor da função quadrática quando nos 
movemos dentro da face (item 1.3.1) sempre é conseguida em virtude de serem convergentes 
os métodos de minimização irrestrita utilizados. Finalmente, a convexidade de q(x) implica 
que a busca projetada irá gerar um ponto Xk+I tal que q(xk+I) < q(x), como veremos na 
seção 1.2 .5. 
1.2.4 Critérios de parada 
Os critérios de parada adotados pelo algoritmo são três: 
• Critério absoluto de converyência. Paramos quando a norma do gradiente projetado é 
muito pequena: 
• Critério relativo de convergêncza. Paramos quando o gradiente projetado é pequeno 
se comparado ao valor obtido na primeira iteração: 
• Critério de progresso insuficiente. QuaCon também é interrompido se o progresso 
obtido numa iteração, medido em função do valor de q(x), é relativamente pequeno: 
q(Xk-I)- q(xk) < 'P max {q(x,_1)- q(x,)). 
t==l,k-1 
Os valores de Ea :::=: O, Er E [O, 1) e Ep E [O, 1) devem ser fornecidos como dados de 
entrada do programa. 
1.2.5 A busca projetada 
A busca projetada ao longo da direção dk, partindo de .'Ek, sugerida no ir.em 1.3.3.1 
do algoritmo, é feita nos mesmos moldes de [21] e [31]. Definida a projeção de um pont.o 
sobre a caixa como o vetor P[x] cuja i-ésima componente é dada por 
(1.13) 
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queremos encontrar a tal que ~(a)~ q(P[x; + od,]) < q(x,) 1 
A função ·tj;(o) = P[xk+o:dk], embora contínua, é linear por partes. As mudanças 
de inclinação da função ocorrem sempre que alguma componente de x atinge um de scns 
limites. Os m pontos de mudança de direção correspondem a valores específicos de n que 
podem ser enumerados em ordem crescente 
de modo que '1/J(a) é linear no intervalo [aj,Õj+I]· 
Os valores de õ: 1 e Õm são facilmente determinados por 
0 1 = max{a ~O I Xk + adk E O}; (1.14) 
(1.15) 
Inicialmente, atribuimos a a o valor que minimiza c/J( a) supondo que o problema 
é irrestrito e envolve apenas as variáveis livres: 
(l!6) 
Obviamente, se este valor de a 0 é menor ou igual a õ 1 não há problema em aceitar 
Xk+l = :q. + o:orh. Pensemos, então, no caso em que ao> C}}, para o qual desenvolveu-se o 
algoritmo 1.2. 










a- rnin {o: o, õm} 
ENQUANTO (q(P[x, + ad,]) > q(xk)) E a> ii1 REPETIR 
T'(O)c:t2 . 
a+-- 2(<,1>(et) <,1>(0) <,I>'(O)a)' 
SE O. las; a+ s; 0.9a, 
SENAO 
a+--a/2; 
SE n < 0- 1 , 
(.1'-(tl. 
O critério de parada J.a busca projet.ada exige apenas que corwigamos um pauto 
capaz de diminuir o valor da função objetivo com relação a :I+ Se este ponto ainda não foi 
1 E;mbom nsemos .~ubínJiceH Lauto para reprcscutar as cowponentes de um vetor como a iteração na qnal 
cstun1oH trabalhando, 11~\0 parece lw.vcr nisto nmtivo para coufnsão e11tre os dois siguilicado.~. l'vlas para ter 
certe:.~a de que a notação é clara, cabe citar que o ÍIJdice ~: neHt.a fórmula representa a i tcração. 
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encontrado, calculamos o:+ o minimizador da parábola que interpola ~(O) = q(xk), çD'(O) = 
g(xk)T dk e cf;(a) = q(P[xk + o:dk]) (veja 2.1). O novo valor para o: só é aceito se a+ E 
[O. la, 0.9a]. Caso contrário reduzimos a pela metade. 
O ciclo também pára se a é menor que 0:1, já que sabemos ser este valor aceitável. 
Para comprovar isso, basta observar que não há mesmo, nesse caso, nenhuma projeção. Se 
juntamos a isso o fato do minimizador de q( x) na direção dk não estar dentro da face, e 
lembramos que a função quadrática q(x) é convexa, podemos garantir que 
(1.17) 
Este resultado é, inclusive, usado para mostrar que a busca projetada está bem 
definida, posto que dividimos a pela metade a cada recusa de um novo ponto, o que certa-
mente implica que iremos satisfazer um dos dois critérios de parada do algoritmo 1.2 em um 
número finito de iterações. 
1.3 Alternativas para o cálculo da direção 
O item 1.3.1 do algoritmo consiste em encontrar X E [Ff'J tal que q(.T) < q(xk)· 
Uma vez que as restrições do problema são de canalização, podemos usar para isso al-
gum método de minimização irrestrita de funções quadráticas convexas. As alt.ernativas 
disponíveis em QuaCon incluem: 
1. O uso da decomposição de Cholesky. A forma mais óbvia de encontrar uma direção de 
descida em [F1] consiste em determinar o minimizador da quadrática nesta variedade 
afim através da resolução por um método direto do sistema linear reduzido. 
(ll8) 
onde, naturalmente, H e h foram extraídos do problema 1.1, X contém apenas d1.mF1 
elementos, x 1 é um vetor tal que 
(xT); = { 
l; se (:n)i = l; 
1/.i se (xk)i = 11.; 
o caso contrário . 
(1.19) 
e Z é uma matriz de dimensão n x dim FI, obtida a partir da matriz identidade pela 
exclusão de suas colunas que correspondem às variáveis fixas na face FI· 
Uma vez que a matriz H é simétrica, optamos por decompô-la na forma 
LDLT usando uma fatoração de Cholesky que leva em conta a esparsidadc de zTHz. 
Postergaremos para a seção 1.5 o detalhamento da implementação computacional deste 
método, juntamente com o procedimento adotado quando a matriz H é quase singular. 
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2. O método dos gradientes conjugados. Por convergir, ao menos teoricamente, em um 
número finito de passos, este é o método mais lembrado quando se trata de resolver 
de forma iterativa o sistema linear associado a uma face F1 . Neste caso, se estamos 
realizando a primeira iteração em F1 usamos 
(1.20) 
e nas demais iterações 
(1.21) 
onde 
!3k = [[g,(xk)lli,. 
. [[g,(xk-1)[[, (1.22) 
seguindo a descrição de Golub e Van Loan [23] para o clássico algoritmo de Hcstenes 
e Stiefel [26]. 
3. Métodos de gradiente com r·etardo. Introduzida por Friedlauder, Ivlrtrtínez e H.aydan 
em [19], esta classe de métodos de miuirnização de quadráticas é composta d0 genera-
lizações do método de máxima descida, do qual herdam a direção escolhida em cada 
iteração, diferindo tão somente na escolha do comprimento do passo. 
Para melhor ilustrar este tipo de método, vamos fixar a notação usada 
tomando como base uma iteração-- digamos a de índice k- do algoritmo de máxima 




Barzilai e Borwein [1] propuseram uma modificação do método de máxima 
descida que consiste em tomar o valor de .À calculado na iteração anterior: 
(1.25) 
mantendo, é claro, o cálculo de .À~o. A escolha de ),_1 é arbitrária. 
Friedlandcr, Martíne?; e Raydan [19] sugeriram outras variantes do método 
da máxima descida na forma: 
( 1. 26) 
onde v(k), o retardo adotado na iteração k, é um índice que pode ser escolhido de 
diferentes maneiras dentre os elementos de {max(O, k- m), ... , k- 1, k}. O valor de 
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rn é conhecido como o retardo máximo, e é um parâmetro de entrada do algoritmo. 
Em virtude de não dispormos de m + 1 valores para ,\ nas primeiras iterações, o índice 
da iteração correspondente ao retardo máximo é dado por k = max{O, li:- m}. Como 
se observa, se adotamos v( k) = k obtemos o método de máxima descida. Além desta 
alternativa, QuaCon ainda dispõe das seguintes formas de escolher v(k): 
(a) retardo máximo: v(k) = k .. O método de Barzilai e Borwein é um caso particular 
desta opção, e é obtido fazendo m = 1; 
(b) retardo aleatório: v(k) é um número aleatório entre k e k; 
(c) retardo cíclico; v(k) ~ k- (k mod (m. + 1)); 
(d) retardo com o passo máximo: v(k) = argmax{.\~:, ... , ,\k}; 
(e) retardo com o passo mínimo: v(k) = argmin{Àk, ... , Àk}; 
(f) retardo mínimo-máximo: v(k) = k se k é par, v(k) =/,~se k é impar (de outra 
maneira: v(k) ~ max{O, k- ((k + 1) mod 2)m.}); 
(g) retardo alea,tório e.uetuando o método de máxima descida: v(k) é um número 
aleatório entre k e k - 1; 
Essas várias opções para a escolha do passo produzem algoritmos que, em-
bora convergentes como o método de máxima descida, deste também diferem em outro 
ponto fundamental: a não monotonicidade. Enquanto no método do gradiente geramos 
a cada iteração um passo que reduz o valor da função objetivo, o mesmo não acontece 
obrigatoriamente quando escolhemos um comprimento de passo com retardo. Com isso, 
é preciso fazer algumas iterações até conseguir um ponto que forneça um decréscimo da 
função quadrática, como pede o item 1.3.1 de QuaCon, para então prosseguir fazendo 
a busca projetada. Desse e de outros pormenores voltaremos a falar mais tarde, ua 
seção dedicada exclusivamente à implementação computacional. 
A determinação do método mais indicado para a minimização de q(.T) em [FI] 
é difícil e depende, dentre outros fatores, da dimensão da face FI, da disponibilidade de 
memória do computador no qual implantamos QuaCon, do padrão de esparsidade da matriz 
hessina H c do bom ou mal condicionamento desta matriz, devendo ser feita, portanto, com 
base nas particularidades de cada problema. 
Em linhas gerais, como a resolução do sistema reduzido 1.18 fornece já na primeira 
iteração o minimizador da função quadrática em [FI], dever-se-ia optar por determinar desta 
forma o vetor dk sempre que a dimensão da face e o padrão de csparsidade da matriz; hessiana 
reduzida assim o permitissem, deixando o método dos gradientes conjugados para sistemas 
nos quais a rnat.riz é um pouco maior on mais densa, desde que bern condicionada. Os 
métodos com retardo serviriam para sist.ernas muito grandes, em virtude de serem muito 
econômicos no que diz respeito a memória computacional e ao tempo gasto em cadA.. iteração. 
Mas como não é possível definir de uma forma mais genérica qual alternativa 
QuaCon deveria empregar para a minimização dentro da face, estabelecemos uma regra 
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bastante elementar. Se dim F1 é menor que um valor limite fixado em função do problema que 
estamos resolvendo, usamos um método direto, caso contrário optamos por um único método 
iterativo que também deve ser arbitrado antecipadamente (de acordo com as características 
da matriz H). 
1.4 Resultados Teóricos 
Os algoritmos mais recentes para minimização de quadráticas convexas em caixas 
costumam apresentar resultados de convergência fortemente baseados no desempenho do 
método usado na minimização irrestrit.a dentro das faces do politopo definido pelas ca-
nalizações. Apenas para corroborar est.a afirmação, lembramos ter sido a propriedade de 
terminação finita do método dos gradientes conjugados invocada por Maré e Toraldo [31] e 
Friedlander e Martínez [18] para garantir a convergência em um número finito de passos de 
seus próprios algoritmos. 
Não seria, portanto, a QuaCon que ousaríamos dispensar tratamento outro 
daquele usado nestes já citados exemplos. E é exatamente por este motivo que iremos nos 
limitar a estudar a convergência do algoritmo, não lhe exigindo terminação finita, uma vez 
que esta propriedade não é observada pelos métodos de gradientes com retardo, empregados 
por QuaCon para a minirnização nas faces (vide [19]). 
Cabe ressaltar também, antes de prosseguir, que tudo aquilo que aprescutaremos 
nesta seção nada mais é que uma reprodução dos resultados obtidos em [6.1. 
Feita esta ressalva, começernos por estabelecer um teorema que gnrante um 
decróscimo suficiente da função objetivo quando usamos o gradiente "chopado" como ve-
t.or direção. 
Para tanto, não só será preciso supor a existfmcirt de um valor L > O tal que 
IIHII2 :S L, bem cmno definir r= min{u.i-lil1: E I1Ulu} e lembrar que, dada a couvexidade 
de q( J:), podemos escrever, para todo x, z E IRn, 
T 1 T L 2 O<; q(z)- q(.T)- Vq(x) (z- .T) ~ 2(z- x) H(z- x) <; 2llz- xll 2 ( 1.27) 
Lema 1.2 Se o valor de X é definido como no item 1.2.1 do algoritmo QuaCon, então 
R~ B 2 
q(x,)- q(x) :> rnín{211YP(x,)lb 2LII.9P(x,)ll,). 
Dem.onstmção. Uma vez atingido o item 1.2.1 do algoritmo, é possível gara:rJtir que .9c(:rk) f. 
O. A~Rirn, :ck- Àgc(.Tk) E fl para todo À E [0, ~],onde 
(1.28) 
Definida a função quadrática 
(1.29) 
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o único minimizador de q(xk- Àgc(xk)) no caso de Yc(xk)T Hgc(xk) i- O é dado por 
.\' ~ llgc(x,JIIl 
gc(xk)T H gc(xk) 
Consideremos, inicialmente, o caso em que Xk- .\*gc(xk) não é factível. Se isto ocorre, 
podemos escrever 
x ~ argmin{q(y) I y ~ Xk- Agc(Xk) E l1} 
e também 
(1.30) 
para algum :\ tal que Ã :" A < .\ '. Substituindo :\ dado por (1.28) em (1.29), obtemos 
Usando novamente (L28) para reescrever o último termo da equação acima e lembrando que 
),*>;,transformamos (1.31) em 
(1.32) 
Combinando (1.32) e (1.30) com a desigualdade do passo 1.2 de QuaCon, obtemos, então, 
(1.33) 
Past>emos agora a analisar a situação em que xk- ,\*g0 (x~rJ é factível c é, portanto, o valor 
adotado para X. Neste caso, 
(1.34) 
E, com base nesta equação, em (1.27) e no it.cm 1.2 de QuaCon, escrevemos diretamente 
( 1.35) 
Finalmente, no caso em que gc(xkfHgc(xk) =O, usamos (1.31) para obter 
e, por ser q(X) < q(xk- ~9c(xk)), escrevemos, então, 
Posto este lema, estamos prontos para demonstrar a convergência do algoritmo: 
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Teorema 1.1 Se x* é um ponto de acumulação de {xk}, a 8eqüênC'ia znfinita gemda por 
QuaCon, então x* é um ponto estacionário do problema (1.1). 
Demonstração. A existência de pontos de acumulação para { xk} é assegurada pelo fato da 
seqüência permanecer em n, um conjunto fechado e limitado. 
Provemos então que ao menos um destes pontos de acumulação é um ponto 
estacionário de (1.1). Para tanto iremos supor, por contradição, que existe t >O tal que 
llgp(x,)l2 >E para todo k. (1.36) 
Consideremos primeiro a hipótese da condição estabelecida no passo 1.2 do 
algoritmo2 ser atendida apenas em um número finito de passos. Neste caso, existe A: 0 tal que 
para todo k 2:: k0 temos xk E F1 para um conjunto I fixo. Com isso, a partir de k = ko, 
os pontos da seqüência são gerados por um método de minimização irrestr:tta (passo 1.3.2.1) 
usado dentro de F1. Se este método é convergente, então g,(xk) tende a zero à medida que 
k vai para infinito. Sendo assim, como estamos admitindo ser verdadeira a equação ( 1.30), 
em algum passo k ;:::: ko suficientemente grande teremos satisfeito a eondição do item 1.2 de 
QuaCon, o que contradiz nossa hipótese. 
Suponhamos agora que existe um conjunto infinito de índic.cs 1< 1 c lN tal que a 
condição do item 1.2 de QuaCon é satisfeita para todo k E K 1. Seja ki o j-ésimo índice em. 
!{1. Com base no fato de {q(xk)} ser monotonicamente decrescente, escrevemos 
k;-1 kJ -1 
'J(x,,)- q(xkJ ~ L (q(x,+,)- q(xt)) :S L (q(x,+l)- q':.o:,)) 
Usando agora o lema 1.2, temos 
e urna vez que llgp(xl)ll2 >E para todo l E K1, 
donde concluímos que 
~im q(xk
1
) = -CXJ, 
J-•= 
o que contradi..: o fato ele q(x) ser limitada inferiormente em O. 
Assim, ao rn(~nos um dos pontos de acumulação de { :1:k} ó ta,mbém um ponto 
estacionário de ( 1.1). 
Chamemos est.e ponto de x*. Como a seqüência { q(:Dk)} gerada por QuaCou é 
monótona decrescente, temos que q(X) = q(x*) para todos os outros pontos de acumulação 
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X i- x* de {xk}. E sendo q(x) uma função quadrática convexa ex* um ponto estacionário, 
concluimos finalmente que gp(X) =O. O 
Urna das conseqüências imediatas do teorema acima é o 
Corolário 1.1 Se o problema (1.1) tem apenas uma solução x*, então a seqüência {xk} 
gerada por QuaCon converge para x*. 
Também podemos usar o teorema 1.1 1 juntamente com o corolário 3.6 de [7], para 
demostrar o seguinte resultado: 
Corolário 1.2 Se { xk} é uma seqüência gerada por QuaCon que converge para um ponto 
estacionário que não é_ dual degenerado x* e se x* E Fp , então existe k E IN tal que 
xk. E FI· para todo k 2: k. 
A propriedade de identificação em um número finito de üerações da face ótima 
do problema de minimização no caso deste possuir uma solução ótima que não R dual de-
generada, descrita no corolário acima, pode ser generalizada no 
Teorema 1.2 Se nenhum dos pontos de acumulação de u.ma seqüência {xk} gerada por 
QuaCon é dual degenerado, então existe k e u.ma fo.ce Fr tal que Xk E Fr para todo k 2: k. 
Demonstração. Por contradição, admitamos que existe uma face F.1 e um conjunto infinito 
K 1 c IN tais que xk E F.J e Xk+I f/_ F.1 para k E K1. Então Xk+I é obtido pelo passo 1.2.2.1 
de QuaCon3 para todo k E K 1, e assim uma das restrições que define FJ deixará de estar 
ativa em um subconjunto infinito K2 C K 1. Sem perda de generalidade, suponhamos que 
esta restrição é xj = l1, de modo que j E Il(XkJ e j f/_ I1(xk+ 1) para k E K 2 . Assim, 
8q 
- -(x,) >O. (137) 
8xj 
Por outro lado, se x* é um ponto de acumulação de {xkhEK2 , então xj = l;. e, 
usando (1.37), temos 
âq ( ') 
--X 2: Ü. 
8xj 
Mas, pelo teorema (1.1), x* é um ponto estacionário, de modo que -/;;(x*) =O, 
o que contradiz o fato de x* não ser degenerado. O 
Depois de apresentados tantos resultados teóricos baseados na hipótese de que o 
problema não seja dual degenerado, vejamos o que acontece nos casos em que este último 
fenômeno ocorre. 
Podemos demonstrar não só que QuaCon converge mas que é capaz de identificar 
a face ótima de um problema do tipo (1.1) mesmo que este seja dual degenerado, desde que 
:l.Tk+l ...... arg miu{ q(y) I y - .T.k - À_q 0 (rq), 1J E H}. 
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incluamos como condição adicional para abandonar uma face (no item 1.2.2 do algoritmo) 
a exigência de que o novo ponto Xk+l, isto é, o minimizador da função q(x) na direção do 
gradiente "chapado", obedeça o seguinte critério de decréscimo suficiente: 
(138) 
onde 6 > O. 
Este novo critério é usado no seguinte lema para mostrar que se saimos de uma 
face na iteração k, em nenhuma iteração posterior de QuaCon retornaremos a algum dos 
pontos da face inscritos numa bola com centro em xk e raio 6. 
Lema 1.3 Sejam xk E F1 e o ponto Xk-1-1 gerado no passo 1.2.1 do algoritmo. Se Xk+l 
satisfaz a condição (1.38}, então para todo X E F1 tal que IIX ~ xkll2:::; 8 vc&le a desigualdade 
q(xk+l) < q(x). 
Demonstração. De (1.27) temos, para t.odo X E FI, 
Usando, então, a desigualdade de Cauchy-Schwarz; c (1.38) podemos escrever, para t.odo 
x E F1 t.al que llx- xkll2 <: ó, 
T'erminando esLa seção, usamos cst.e último resultado para estabelecer, finalmente, 
a convergência global de QuaCon mesmo na presença de degeneração dual: 
Teorema 1.3 Se {:r:d é mna 8eqüência gerada. por QuaCon, então {:cd conver-qe para 
:r*, urna 5olução globnl do problema (1.1). Alfm disso, exzstc uma face F r c 11.m. índiee /;: 0 >O 
para os quais não somente .Tk E FI para todo k ~ ko como também :c* E F'1 . No caso de .T* 
não ser dual dcgenemdo, .T* E FI. 
Dem.onstrnção. Com base no lema 1.3 e no fato de ser fiuito o número de faces de n, é po:-1sívd 
def-inir k.0 e FI tais que x E FI para todo k ~ k0 . Então, a partir de ko, a seqüência {:r:k} 
é gerada por um método de minimização irrestrita que converge em FI. Usando o teorema 
(1.1), concluirnos que {xk} converge para um ponto estacionário x* E FI, ou .r* E FI no crtso 
de .1:* não ~er dual degenerado, O 
De forma diferente do que acrtbarnos de apresentar, Friedlamler c Martínez [17], 
em artigo recente, impuseram um critério para mudam;a de face que ~:mvolvia o uso de um 
limitante para a norma da matri,; H como forma de garantir a convergência de seu algoritmo 
quaudo submetido à resolução de problema degenerados. Entretanto, uma vez que este tipo 
de limitante é difícil de calcular na maioria das aplicações reais, optou-se por incluir em 
QuaCon um teste mais simples que dependesse de termos mnhecidos corno q(:1;) e g1 (:~;). 
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1.5 Aspectos Computacionais 
Depois de termos comentado a importância teórica dos métodos de minimização 
irrestrita utilizados por QuaCon dentro de cada face, parece oportuno lembrar que deles de-
pende não só a convergência mas também a eficiência do algoritmo. Isto porque enquanto em 
cada um dos demais passos de QuaCon efetuamos algo em torno de n operações aritméticas, 
onde n é o número de variáveis do problema, o cálculo da direção interna à face pode vir 
a consumir, em cada iteração, um valor cuja ordem de grandeza está próxima a n 2 ou n 3 
operações. E como até mesmo o número de iterações realizadas pelo algoritmo está inti-
mamente relacionado ao método usado neste passo, julgamos conveniente voltar ao assunto 
para tornar mais claro aquilo que foi comentado de forma propositalmente superficial até 
agora. 
Dividiremos, então, esta seção em três para podermos analisar separadamente os 
aspectos mais relevantes de cada método de minimização. 
1.5.1 A decomposição de Cholesky 
Examinemos primeiro como minimizar uma função quadrática convexa 
I T T q(x)=:? Hx+b x, (1.39) 
resolvendo por um método direto o sistema linear 
Hx = -b. 
Para simplificar a notação, consideramos aqui que a matriz simétrica H E !Rnxn 
e os vetores b E IR'" ex E IRn correspondem ao problema quadrático já reduzido à face F (de 
dimensão n) na qual QuaCon está trabalhando, não contendo conseqüentemente os dados 
das variáveis fixas em F (vide 1.18). 
Se decompomos a hessiana do problema na forma 
(1.40) 
onde L é uma matriz triangular inferior unitária e D é diagonal, o sistema passa a ser escrito 
como LD LT x = -b e podemos encontrar facilment.e sua solução por intermédio da seguinte 
seqüência de passos: 
Ly=-b; Dz=y; LTx=z. 
Obviamente, a resolução destes três últimos sistemas é elementar, motivo pelo 
qual deteremos nossa at.enção na fatoração de Cholesky (1.40) de H. 
Os elementos da j-ésima coluna de L e de D podem ser obtidos de forma simples 
em função das colunas de índice menor através das expressões: 
j-1 
d1 <----- h11 - L dkt}k ( 1.41) 
k=l 
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Mas embora a decomposição de Cholesky seja simples de calcular, seu emprego 
em QuaCon possui alguns grandes inconvenientes, dentre os quais salientamos 
• A obrigatoriedade de efetuarmos n iterações para determinar L e LJ, mesmo que te-
nhamos que abandonar a face logo após a determinação do minimizador da quadrática. 
Nas faces muito distantes da solução ótima do problema, a determinação precisa do 
minimizador da quadrática pode não ser necessária e tampouco conYeniente. 
• O alto consumo de memória computacional. Dependendo da dirnensiio e do padrão de 
esparsidade da hessiana do problema, o espaço necessário para armazenar a matriz L 
pode ser um fator limit.ante para a triangularização de H. E além de não ser possível, 
geralmente, prever de forma inexpensiva o tamanho da estrutura ch:! dados que deve 
ser usada para armazenar L, existem mesmo casos em que H é bast.::tnte esparsn mas 
a matriz triangular oriunda da fatoração é densa. 
Por outro lado, se o sistema é suficientemente pequeno ou S(~, como fruto da 
decomposição, obtemos L muito esparsa, a adoção de um método direto para resolver (1.39) 
torna-se extremamente atraente. 
Levando em conta todas estas observações, a implementação computacional da 
decomposição de Cholesky foi feita de modo que: 
1. Adotamos este t.ipo de método sempre que a dimensão do sistema for menor qne um 
limit.e, LimChol, passado para QuaCon como parâmetro, desde que a memória do 
computador assim o permita. 
2. O algoritmo considera densa uma matriz se suas colunas contêm menos elementos que 
um valor inteiro fixo LzmDen, ou se a densidade da coluna (ou seja, o número de 
elementos não nulos dividido pela dimensão d<l matriz) é maior que outro parâmetro 
Fra.cDen. 
3. Se L é densa, guardamos seus elementos por colunas em um vetor U. A matriz diagonal, 
por sua vez, é armazenada em outro vetor Diag. 
4. Salvo se mn dos critério::; descritos acima indicar que L deve ser considerada densa, 
aplicamos uma decomposição esparsa. Com isso, guardamos em U e ColU, novamente 
por colunas, o valor e o índice da linha correspondente a cada elemento não nulo de 
L. Fornecemos ainda outro vetor, I niLU, cuja componente I niLU (k) indica a posição 
ern U e ColU do primeiro elemento da coluna k de L. 
5. A est.ruLurfl.. de dados usada para definir L pode ser híbrida. Ohscrva-se com o decorrer 
da decomposição de matri:r;cs esparsas uma tendência de aumento da densidade das 
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colunas de L, pela introdução de elementos não nulos em posições que originalmente 
continham zeros, fenômeno que conhecemos como preenchimento. Se, com isso, em 
algum momento um dos critérios descritos no item 2 for atendido, a parte ainda não 
decomposta da matriz passa a ser tratada como densa. 
6. Não se supõe disponível a estrutura de dados do fator L no início da decomposição. Dito 
de outra forma, em QuaCon não é feita uma fatoração simbólica, já que a dimensão 
de H pode variar muito entre as iterações. 
7. A parte do algoritmo que depende do problema que estamos resolvendo fica confinada 
na subrotina PegaColHess que deve ser criada de forma a fornecer cada coluna da 
hessiana original de (1.1) usando dois vetores, um contendo os elementos não nulos da 
coluna e o outro os índices das linhas destes elementos. Já a eliminação dos elementos 
correspondentes às variáveis fixas na face F é feita numa rotina interna a QuaCon. 
8. É possível promover a redução do número de elementos não nulos da matriz L cria-
dos durante a fatoração através da reordenação das colunas c linhas de H, o que é 
feito com base em um processo heurístico bastante conhecido, denominado método 
do gmu mínimo (veja [15]). Obtém-se com isso, geralmente, uma redução do tempo 
computacional consumido pela decomposição, além da economia de memória. 
Entretanto, uma vez que a determinação desta permutação pode ser relati-
vamente cara e como as variáveis fixas do problema nunca são as mesmas em iterações 
.sucessivas, é difícil definir mecanismos para decidir quando é conveniente tentar reduzir 
o enchimento em L. Observa-se apenas que parece razoável tentar manter a mesma 
ordenação das variáveis por algumas iterações de QuaCon, desde que não haja uma 
mudança de face tal que a dimensão do subproblema aumente. 
Embora disponível em QuaCon, a subrotina de ordenação segundo o grau 
mínimo não foi utilizada em nenhum dos problemas testado8. Em lugar disto preferimos 
dedicar um tempo maior à análise das características de cada problema e estabelecer 
uma ordem inicial conveniente para as variáveis. 
9. Admite-se que a he&Biana seja apenas semidefinida positiva. Nestes casos, usamos uma 
fatorayão de Cholesky modificada, decompondo a matriz 
onde E é diagonal e seus elementos, além de serem maiores ou iguais a zero) são tão 
pequenos quanto o necessário para tornar ii definida positiva e minimamente bem 
condicionada. O procedimento é semelhante àqueles apresentados por Gill, Murray e 
Wright [22] e Dennis e Schnabel [14], diferindo apenas levemente na definição da matri7. 
E. 
Descrevemos simplificadamente no algoritmo 1.3 a decomposição, incluindo o 
tratamento de matrizes semidefinidas positivas, na forma de um algoritmo. Nele, o termo 
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nel;. que aparece em alguns passos representa o número de elementos não nulos da coluua 1. 
de L, e ZrFat, um número positivo pequeno, é o menor valor admitido em D. 
Algoritmo 1.3 Decomposição de Cholesky 
























PARA k~1, . . ,n REPETIR 
diagi+-hki• i = k, ... , n; 
f3~ max{/3, Jdiag;,J); 
f3~ max{;J, ~Jdiag;J), i ~ k + 1, ... , n; 
diagk+--diagk + (); 
PARA i~1, ... , min{k- 1, Lim.Den- 1} REPETIR 
SE (lb i- O), executar como uma operação esparsa 
rliagjt-diagj - diag;)k,iJk,1 , j = k + 1, ... , n; 
SE (k: < Li.mDen), 
SE (ne~J,. :2: FracDen(n- /..: + 1)), 
LzTrtDen+--k; 
SE (J:: ~ Lim.Den), executar como uma operação densa 
PARA i~ Lim.Den, ... , k- 1 REPETIR 
diagj+-rliagj - diagil~:,ilkj, j = k + 1, ... , n; 
SE (diagk < Z.,-Fat), 
Ct---Ü; 
rt-- max{c, ldiagJI}, J = k + 1, ... , n; 
()+-- max{c2 jj3, ldiagkl, ZTFat}- d1:agk; 
rhagk+-diagk + 8; 
Passar os elementos de d1.ag para a coluna h: de L; 
O método dos gradientes conjugados 
A implementação computacional do método dos gradientes conjugados não cons-
titui dificuldade e decidimos, portanto, não nos deter demasiadamente em detalhá-la. Dos 
aspectos que mais podem nos interessar neste método iterativo, citamos apenas que 
1. O cnsto computacional costuma ser pequeno se comparado ao da decomposição de 
Cholesky, tanto porque é necessário calcular apenas mn passo do método a cada ite-
ração de QuaCon (enquanto um método direto promove uma rninimização exata na 
face em que rstarnos calculrmdo o vetor rl.ireç:ão, o que pode não ser necessário nem 
conveniente se esta face é grande c não contém a solw;ão do problema), comu pdo 
fato da parte mais cara de cada iteração estar relacionada ao produto da hcssiana do 
problema por um vetor, o que, como se sabe, exige apenas um número de opcraçt"les 
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proporcional à quantidade de elementos não nulos em H (geralmente pouco se com-
parado ao número operações necessárias à fatoração de uma matriz, inclusive porque 
matrizes esparsas costumam sofrer certo preenchimento durante sua decomposição). 
2. A propriedade de terminação finita que na teoria o método possui é perdida na prática 
em virtude dos erros de arredondamento oriundos do uso de números com precisão finita 
pelo computador. Como veremos na seção de resultados numéricos, particularmente 
se H é mal condicionada, o número de iterações efetuadas dentro da mesma face por 
QuaCon pode ser muito grande. 
3. A forma de evitar os efeitos negativos dos erros de arredondamento citados no item 
anterior costuma estar baseada no precondicionamento do problema. Isto inclui a 
solução por um método direto de um outro sistema cuja matriz M é relativamente fácil 
de decompor. O precondicionador (termo usado para designar M) freqüentemente não 
passa de uma cópia incompleta de H para a qual a decomposição de Cholesky é barata. 
Mas como pretendemos resolver problemas grandes, para os quais existe não 
apenas uma certa dificuldade em definir M corretamente, mas também uma limitação 
natural de memória computacional, não adotamos nenhum tipo de prccondiciona-
mento. 
4. A única salvaguarda que adotamos para a prevenção de problemas relativos à con-
vergência do método consiste em recomeçá-lo em alguns casos. Isto significa que voH.a-
mos a usar -g1(xk) como direção no caso de já termos efetuado n iterações sucessivas 
de QuaCon sem mudar de face (veja abaixo o item 2 do algoritmo) ou quando o vetor 
direção dk não forma um ângulo agudo com a direção de -g1 (xk) (item 3.3). 
5. A interface entre o problema que resolvemos e QuaCon se resume, neste caso, à rotina 
MultHess, cuja função é multiplicar a matriz hessiana por um vetor. 
No algoritmo 1.4 resumimos como obter uma nova aproximação da solução do 
problema de minimização de uma quadrática dentro de uma face F1 , a partir de um ponto xk, 
através de um passo do método dos gradientes conjugados. A variável der- informa quantas 
iterações já fizemos dentro da mesma face em que estamos. 
Algoritmo 1.4 Deter-mmação do passo pelo método dos gradientes conjugados 
L iter-o 
2. SE (iter ~O) OU (iter ~ n), 
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SENÃO 
!3~ llg,( x,) lll/119 ,(x,_,) lll; 
;h~- g,(x,)/llg,(x,)lloo + fldk-lllg,(xk-dlloo/llg,(x,)lloo; 




iten-iter + 1; 
À~- dTg,(x,)jd[Iid; 
X+---xk + Àdk. 
Os métodos de gradiente com retardo 
Como já foi mencionado, o método dos gradiente~ conjugados costuma aprcsentCtr 
uma taxa de convergência teórica melhor que àquela obtida por métodos de gradiente com 
retardo. Por out.ro lado, por consumirem menos memória e tempo computacional em cada 
iteração, estes últimos parecem ser mais indicados quando precisamos resolver problemas 
muito grandes, para os quais uma economia de espaço correspondente a um vetor e uma 
redução da ordem de n operações aritméticas passam a ter importância. 
Não foi, contudo, esse uso diferenciado dos métodos o motivo que nos fez adotá-
los em QuaCon. De fato, estamos interessados em comparar o desempenho destas duas 
alternativas, de forma que permitimos o uso de qualquer urna delas para minimizar a função 
quadrática numa face cuja dimensão é relativamente grande (pois nas faces pequenas em-
pregamos a decomposição de Cholesky). 
E uma vez que os métodos de gradiente com retardo foram apresentados de forma 
bastante satisfatória na seção 1.3, iremos nos limitar aqui a expor um passo do algoritmo. 
Lemhramos, então, que, devido à não monotonicidadc do método, só consideramos calculada 
uma nova aproximação X para a solução do problema quadrático se q(X) é m::mor que o melhm 
valor já encontr<~,do para q(.1;) (vide item 3 abaixo). Até que isso ocorra, permitimos que os 
pontos intermediários (x+) gerados sejam infactíveis. Finalmente, após a determinação de 
X, a busca projetada (item 1.3.3.1 de QuaCon) é feita apenas no caso de alguma de suas 
componentes estar fora dos limites. 
Na descrição abaixo usamos IJnán para representar o menor vnlor já encontrado 
para r1(:1:) e JtTof para indicar o número total de iterações, incluindo aquelas em que q(:1:) 
aumentou. 
Algorit1no 1.5 Dctenn.inaçiio do pa.5so por um método de gmrlicnte co·1r,: retardo 
1. x++-x~:; 
2. REPETIR 
2.1. d+~- g,(x+); 
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2.2. ÀitTot~d!d+fd~Hd+; 
2.3. Escolher). usando uma das alternativas citadas na seção 1.3; 
2.4. X++--X+ + Àd+; 
2.5. ltTot ~ltTot+l; 
3. ENQUANTO (q(x+) ;> qm;n); 
4. dk+--X+ - Xk; 
5. X+--x+. 
1.6 Aplicações 
Das inúmeras possíveis aplicações da mmrmrzação de funções quadráticas su-
jeitas a canalizações selecionamos quatro tipos de problemas com características bastante 
diferentes, e já incluídos na bibliografia associada ao assunto, para auxiliar a análise do 
desempenho de QuaCon. O fator preponderante nesta escolha foi a possibilidade de ade-
quar os problemas ao estudo do comportamento do algoritmo, não só no que diz respeito ao 
tratamento de matrizes com dimensões e padrões de esparsidade variados (assunto que nos 
interessa particularmente), mas também no que se refere, por exemplo, à convergência na 
presença de soluções dual degeneradas. 
1.6.1 O problema do obstáculo 
O objetivo do primeiro conjunto de problemas que vamos comentar é a obtenção 
da posiçào de equilíbrio de uma membrana elástica com tensão T que, presa pela borda 
a uma curva r (no plano horizontal), foi submetida a uma força vertical f e obrign.da a 
amoldar-se a um obstáculo inferior e a outro obstáculo superior, os quais iremos representar 
por intermédio de funções simples. A descrição completa deste problema e de seu significado 
físico encontra-se no livro de Ciarlet [8], referenciado em nossa bibliografia. 
Como nos experimentos de Dembo e Tulowitzski [12], Moré e Toraldo [31] e 
Friedlander e Martínez [17], consideramos constante a força f, supomos que a curva r que 
define o domínio correponde a um retângulo e, usando elementos quadrados com lados iguais 
a h., aproximamos o problema através do método dos elementos finitos de modo a reescrevê-lo 
na forma 
sujeita a (1.42) 
onde H é a matriz bloco diagonal oriunda da aproximacão por diferenças do operador lapla-
ciano (ou seja, com elementos iguais a 4 na diagonal principal e a -1 na outras posições) e 
b = [h;] é tal que bi = fh 2• Cada elemento vi corresponde ao valor da função v (isto é, à 
posição vertical da membrana) no ponto de índice 1. do domínio, cujas coodenadas são Xi 
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e y;,. Os vetores leu definem para cada ponto a altura dos obstáculos inferior c superior, 
respectivamente. 
Três são os tipos de problemas desta classe que, a exemplo de Fricdlauder e 
Martínez [17], utilizamos em nossos experimentos. Em todo eles consideramos que a força 
f tem valor constante e igual a 1 e descrevemos os obstáculos através das funções l(x,y) e 
u(x,y), conforme a tabela 1.1. 
Problema l(x, y) 
u(x,y) ~ A pl[sin(3.2x) sin(3.3y )]P' 2000 
B [sin(9.2x) sin(9.3y)]P' [sin(9.2x) sin(9.3y)]" + 0.02 
c [16x(1- x)y(l- y)]''' [16x(1- .T)y(1- y)]" + 0.01 
Tabela 1.1: obstáculos inferior e superior dos problemas 
Observa-se que a definição de l(x, y) e n(x, y) foi feita proposit;:dnw.nte em função 
dos parâmetros p 1 e p2 . Atribuindo valores variados a estes termos, modificando a dimensão 
dos problemas e escolhendo pontos iniciais diferentes, com base nos v0ton··s f= [1. 1, ••• ,l 11 ]r, 
u = [u.l, ... , unF. e l = [1, .. , 1]1', produzimos uma raz;oável gama de t,este~, que reunimos 
na tabela 1.2. 
1.6.2 Problemas de reconstrução de imagens 
Outra aplicação interessante para QuaCon tem origem na tomografia computa-
dorizada (vide [25], [17]) e consiste em reconstruir uma imagem definida, por uma função 
v [0, 1] x [0, 1] -----> [1, u] usando integrais de linha. Para tanto, dividimos cada aret>ta do 
quadrado [0, 1] x [0, 1] em nrl int",ervalos de mesmo tamanho h= }r:l, de modo que o domínio 
da função contém n = nrP pixels, sobre os quais traçamos: 
• nrl raios horizontais igualmente espaçadm;, com alturas que vão de h/2 a 1 - h/2; 
• nrl raios verticais também igualmente espaçados, com abcissas que vão de h/2 a 1-h/2; 
• 2Trrl-1 raios com ângulo de 45° em relação ao eixo-x, igualmente espao~ados, comc<,;aurlo 
JWio raio que liga os pontos (0, 1 ~h) e (h, 1) c terminando no raio qne liga (1 -h .. O) 
'(1, h); 
• 2nd - 1 rrtios com ângulo de 1:35° em relação ao ~:ixo-x, igunlmnut.e r:spaçados, 
começando pdo raio qne liga os pout,os (0, h) e (h, O) c t-,enninando no raio que liga 
(1- h, l) "(!, 1- h); 
o que totaliza m = 6nd - 2 raios. 
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# Tipo PI P2 n XQ 
1 A 1 1 2601 E 
2 A 1 1 2601 l 
3 A 0.3 1 2601 E 
4 A 0.3 1 2601 l 
5 A 1 2 2601 E 
6 A 1 2 2601 l 
7 A 1 3 2601 E 
8 A 1 3 2601 l 
9 A 1 1 5041 E 
10 A 1 1 5041 l 
11 A 0.3 1 5041 E 
12 A 0.3 1 5041 l 
13 A 1 2 5041 E 
14 A 1 2 5041 l 
15 A 1 3 5041 E 
16 A 1 3 5041 l 
17 A 1 1 10000 E 
18 A 1 1 10000 l 
19 A 0.3 1 10000 e 
20 A 0.3 1 10000 l 
21 A 1 2 10000 E 
22 A 1 2 10000 l 
23 A 1 3 10000 E 
:4 A 1 3 10000 l 
25 B 3 2 5041 n 
26 B 3 2 5041 E 
27 B 3 2 5041 (f+n.)/2 
28 c 3 2 5041 '/f, 
29 c 3 2 5041 e 
30 c 3 2 5041 (e+n)/2 
Tabela 1.2: problemas de obstáculo. 
28 CAPiTULO 1. lv!INIMIZAÇÃO DE QUADR.ÁTICAS COM CANALIZAÇÕES 
A imagem a ser reconstruída é obtida igualando-se a valores obtidos experimen-
talmente as integrais de linha discrctizadas definidas pelas direções dos rams. 
Obtém-se assim um sistema linear esparso Ax = d que tem como incógnitas 
os valores da função v nos n pixels e onde cada elemento a;..i da matriz A correBponrle ao 
comprimento da interseção entre o raio i e o pixel J. Já o termo di contém o valor fornecido 
pelo tomógrafo. 
Para determinar a solução do sistema formulamos o seguinte problema de quadra-
dos mínimos 
minimizar ~IIAx- dllâ 
snjezta a (143) 
cuja matriz hessiana, H= ATA, além de esparsa, é singular, uma vez que o número de raios 
é menor que o número de pixels (supondo que nd > 5). 
Os resultados numéricos que Rpresentaremos na seção 1.7 foram ohtidot> com 
base nos dados gerados a partir ele três diferentes formulações da funçiio v, as qncüs cstiio 
enumeradas abaixo. Em todos os problemas supomos que, para cada pú:cl, o valor da função 
que precisamos reconstruir é const,ante e equivale a v(X, fi), onde .i e :U são as coordenadas 
do centro do p-lxel. 
• Problema A: 
• Problema D: 
• Problema C: 
( ) { 
l, 
V.-1 X, y = O, 
se 0.25-:; x-:; 0.75; 
caso contrário . 
vn(x,y) ~ (x 2 +y)/2. 
vc(:r;, y) = min{l, v;~(:r:, y) + vo(:c, y)} 
Coui:iideramos também que, em qualquer um dos casos, l = O, u = 1 e nd = 256, 
donde n = G5536. 
1.6.3 Projeções de pontos sobre politopos 
O cAlculo da projeção de um dado ponto y E lfl.n sobre um poiitopo podP srr 
descrito como um problema de programação quadrática do tipo 
m.i.n'I.Tn.i.za.r ~llw- Yll~ 
S"II.)Cifa. G. A w -:; rl. (1.44) 
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Para transformar (1.44) em um problema de minimização com canalizações for-
mulamos o seu dual: 
sujeita a 
e substituimos 
de modo a obter 
sujeita a 









( 1.4 7) 
(1.48) 
Obviamente este problema tem a forma (1.1), onde H= AAT e b = d- Ay. A 
matriz H é semidefinida positiva, tornando-se definida positiva apenas quando A tem posto 
coluna completo (como aliás é o caso dos exemplos que apresentaremos abaixo). O vetor w, 
solução do problema original de projeção (1.44), pode ser obtido facilmente usando (1.46). 
Para analisar o desempenho de QuaCon empregaremos dois tipos de testes na 
forma (1.44). No primeiro deles, denominado problema A, supomos que esteja disponível 
um vetor y que representa as ordenadas de uma função y(z) calculadas em alguns pontos 
específicos z1, z2 , ... , Zn· Procuramos, então, aproximar y(z) por uma função crescente w(z) 
usando o método dos quadrados mínimos, o que representamos por: 
minimúar ~jjw- vil~ 
sujeita a Wi ::; Wi+I• i = 1, ... , n- 1. (1.49) 
Por sua vez, o segundo problema, ou problema B, difere do primeiro apenas no 
fato de tentarmos aproximar y(z) por uma função w(z) convexa, em lugar de crescente. 
Queremos, neste caso, 
m.1.nzm.1.zar ~jjw- yjjj 
sujeita a wi::; (wi--I + wi+I)/2, i= 2, ... , n- 1 (!.50) 
Quanto à escolha de y( z ), decidimos utilizar cinco funções em nossos experimentos 
numéricos: 
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Ly(z)=z; 
2. y(z) = log(z + 0.01); 
3. y(z) = sin(l.5z); 
4. y(z) = 1/(1 + 9e-6'); 
5. y(z) = 1.6z2 - 0.7z +O. L 
Em cada caso supomos conhecidos os valores de y(z) em uma centena de pontos 
z1, ... , z100 igualmente espaçados no intervalo [0, 1]. Com base nestes dados, geramos um 
vetor y cuja i-ésima componente é definida pela soma de y(zi) a um valor aleatório pequeno. 
1.6.4 Problemas aleatórios 
Além de aplicações reais, incluímos, ern nosso conjunto de t:cstei3, problemas 
aleatórios criados ::trtificialmcnt.e segundo sugestão formulada por 1Joré c Toraldo [30]. 
Cada um destes problemas, escritos na forma (1.1), po~sui uma matriz hcssiaua 
H definida por 
H =YDY (1.01) 
e 
2 T 
Y = 1 - llvlllYY · (J:j2) 
Para oht.er esta matriz Y, geramos aleatoriamente (dentro do intervalo [-1, 1]) 
as componentes do vetor y. Já os elemeut.os não nulos da matriz diagonal D são calculados 
segundo: 
(l.S3) 
o11de ncond ó um parfunct.ro cujo va.Ior devemos escolher de acordo com o número d0. condiçfw 
dm;ejaJo para H, já que ncond = log(comi(H)). 
A solução do problema, x*, é gerada de forma t.al que suas componentes estão 
distribuídas aleatoriamente em ( -1, 1). 
Definida a solução, podemos cst.ipular aproximadamente a dimensi'io da face ót.ima 
Jo problema utili7.ando o parâmetro no(:r:*) E [0, n]. Uma variável .1:7 e::Jtará fixada em um 
de se11s limit.('S se {1-;n ~ nn(x*), onde f.ti (~11m número aleat,ório entre O c 1. 
()r--; coujnut.o,'J I/ c I,: reúnem oo índices das canalizações·- inferiores e snpc~riores, 
respcctivamelltc · at.ivas crn x*. Com isso, os limites de cada componente ::rj sfi.o dados por 
l; = { .r;, 
-1, 
sei E li 
caso contrário . (!54) 
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e 
{ . - xi, 1/.i- 1, sei E I~ caso contrário . 
O vetor b é calculado com o auxílio da fórmula b = H x* - r, onde 
seiEit 
se i. E J~ 




O parâmetro deg foi introduzido no expoente dos termos em (1.56) para que 
possamos gerar soluções mais ou menos próximas da degeneração dual. 
Determinamos x 0 , nosso ponto inicial de forma semelhante àquela descrita para 
x*. A partir de na(x0 ), um valor aproximado da dimensão da face que contém xo, obtemos 
os conjuntos IP e 1~, de modo que 
(xo); = { ;;;, 
(l; + n;)/2, 
. I' se 1. E 1 
. I' setE u 
caso contrário . 
(1.57) 
Problemas degenerados são criados a partir dos dados acima forçando alguns 
elementos do vetor r correspondentes a variáveis no limite a assumirem o valor zero. 
Da mesma forma, admitimos autovalores nulos na matriz H se permitimos que 
alguns elementos da diagonal de D sejam iguais a zero. 
Para as experiências que apresentaremos a seguir, geramos problemas com 1000 
variáveis, a partir de diferentes valores fornecidos para os termos ncond, deg, na(x*) e na(x0 ) 
supra citados, conforme disposto na tabela 1.3. 
Incluimos, também na tabela 1.4 alguns outros problemas, agora degenerados 
ou com hessiana semidefinida positiva, fazendo variar dois parâmetros, fdeg e nsing que 
indicam, respectivamente, qual fração do vetor r e da diagonal da matriz D será constituída 
de elementos nulos. 
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Problema na(x*) na(x0 ) deg 
1 100 100 1 
2 100 100 12 
3 100 500 1 
4 100 500 12 
5 100 900 1 
6 100 900 12 
7 500 100 1 
8 500 100 12 
9 500 500 I 
10 500 500 12 
11 500 900 1 
12 500 900 12 
13 900 100 1 
14 900 100 12 
15 900 500 1 
16 900 500 12 
17 900 900 I 
18 900 900 12 
Tabela 1.3: problema/i aleatórios do tipo A. 
Problema na(x*) na(x0 ) deq fdeg HSWfj 
j 900 100 o o 238 
2 900 100 o 384 238 
3 900 100 o 650 2:18 
4 000 100 o o 740 
Tabda 1.4: prohlema.s aleatórios do tipo B. 
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1.7 Resultados numéricos 
Para que QuaCon pudesse ser avaliado, elaboramos uma primeira versão do al-
goritmo na forma de uma subrotina em FORTRAN, a qual implantamos em estações de 
trabalho com ambiente UNIX. 
Em linhas gerais, o programa segue à risca o disposto nas seções 2 e 5 acima, sendo 
exigido para a sua utilização apenas o fornecimento de duas outras subrotinas: uma que seja 
capaz de calcular o produto da hessiana do problema por um vetor, e outra (necessária 
apenas quando pretendemos usar a decomposição de Cholesky) que forneça os elementos de 
qualquer coluna de H. 
Ao tentar resolver os problemas associados às aplicações que acabamos de men-
cionar, centramos nosso interesse não apenas na análise do desempenho geral do algoritmo, 
mas pricipalmente nos efeitos relacionados a variação de alguns de seus parâmetros como: 
• A dimensão máxima da face na qual permitimos o uso da decomposi<Jto de Cholcsky 
(dada pela variável LimChon; 
• O método usado nas faces de dimensão maior qu0 LimChol, isto é, se usamos graJicntcs 
conjugados ou algum tipo de gradiente com ret.ardo; 
• A constante() utilizada para decidir se saimos ou não de uma face (item 1.2, pág. 8); 
• A constante /j que define se um passo na direção do gradiente "chopado" será aceito, 
particularmente se estamos tratando de problemas dual degenerados (item 1.2.2 do 
algoritmo). 
Dado o número muito grande de dados colhidos nos experimentos, para evitar 
que se torne maçante a leitura desta seção decidimos apresentar aqui apenas um resumo 
dos resultados que obtivemos, utilizando eventualmente alguma figura para reforçar urna 
ou outra conjectura. Isto não significa, entretanto, que nossa análise uão esteja baseada em 
todas as informações fornecidas pelos inúmeros testes feitos com QuaCou, as quais incluímos 
como uma coleção de tabelas no apêndice A. 
1.7.1 Empregando a decomposição de Cholesky 
Vamos estudar, inicialmente, que efeito prático proprociomt o uso da decom-
posição de Cholesky no cálculo do vetor direção. 
Como o desempenho deste tipo de rnét.odo de minimi:~,ação cst.á int.irnanwntc 
relacionado ao problema que estamos resolvendo, por depender da est.ru1:ura de dados da 
maLrb-; heRsiana correspondcutc à face na qual trabalhamos, vemo-nos forçados a tratar de 
cada tipo de aplicação em separado. 
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Figura 1.1: Problemas aleatórios do tipo A (B = 0.1). 
1. Problemas aleatónos 
Se a matriz H é totalmente densa, como é o caso dos problemas aleatórios 
que geramos, muito cuidado deve ser tomado na definição da dimensão máxima da 
face na qual utilizamos a decomposição de Cholesky. 
Dizemos isto tendo em mente que cada vdor direção calculado por urn 
método direto consome algo em torno de n 3 operações aritméticas, enquanto os métodos 
iterativos exigem apenas cerca de n 2 operações. Como se não bastasse, tal como se 
observa com relação ao trabalho computacional, a memória gasta no armazenamento 
da matriz triangular oriunda da fat.oracão também cresce exponencialment.e à medida 
em que aumentamos A.. dimensão da face. Desta forma, além de precisarmos exigir que 
o sistema linear seja pequeno, só conseguiremos alguma eficiência se a decornposi{(ão 
de Cholesky redu?.ir drasticamente o número de iterações necessárias à obtenção da 
solução global do problema. 
Ainda assim, o fato dos problemas aleatórios serem totalmente controláveis 
permitiu ao menos que pudéssemos utilizá-los para caracterizar de uma forma geral 
em quais circunstâncias parece ser interessante empregar um método direto. Para isso, 
vamos fixar nossa atençâo na Jigura 1.1. 
Corno a face que contém x 0 parece estar longe de ser ótima, não percebemos 
em nenhum dos exemplos uma grande variação do comportamento de QuaCon quando 
alteramos na(x0 ) (o número de componentes de x0 que estão em algum limite). Por 
outro lado, à medida em que reduzimos a dimensão da face que contém x* (ou seja, 
que aumentamos na(.r*)), o desempenho do método direto melhora significativamente. 
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Ainda que a melhora obtida não seja suficiente para compensar, no nosso caso, o custo 
computacional criado, achamos que este comportamento pode ser generalizado para o.s 
problemas com matrizes mais esparsas, fazendo-nos crer que a utilidade da fatoração 
de Cholesky está intimamente ligada à dimensão da face ótima. 
Também consideramos importante destacar aqui que, se a face ótima é 
pequena e se, portanto, nas últimas iterações teremos que executar sucessivas fatorações 
de matrizes até certo ponto semelhantes, poderíamos aumentar a eficiência dos métodos 
diretos se adotássemos alguma estratégia de atualização dos fatores L criados pela 
decomposição da hessiana reduzida, em lugar de recalculá-los sempre. 
Embora não a tenhamos implementado, esta atualização poderia ser feita 
facilmente, por exemplo, com o emprego da conhecida fórmula de Sherman-Morrison, 
ou através da refatoração de uma parte pequena da matriz, economizando em muito o 
tempo gasto na decomposição, à custa de um pequeno consumo de memória. 
2. Pmblcma.s de reconstrução de imagens 
Mesmo quando a matriz hessiana nao é completamenJ.c densa, existem 
aplicações, corno as de reconstrução de imagens, em que o padrão ck esparsidade rle 
H não permite o uso freqüente da decomposição de Cholesky. 
Percebemos isso facilmente a partir dos exemplos mencionados à seção 1.6.2, 
nos quais o domínio quadrado foi dividido em 2562 pixels, e sobre estes traçamos 1534 
raios. Deste modo, o problema quadrático resultante tem sua matriz hessiana dada 
por H = Ar A, onde A possui 1534 linhas, 256 2 colunas e mais de cem milhões de 
elementos, dos quais apenas 263144 são diferentes de zero. Já o número de elementos 
em H é da ordem de 4 bilhões, dos quais estimamos que cerca de 53 milhoes não são 
nulo.s. Neste caso, antes mesmo de fazer a decomposição, o próprio cálculo de uma 
rwquena parte de H pode ser uma operação cara em t.ermos computacionais. Mas, 
corno veremos, as dificuldades não param por aí. 
Antes de prosseguir analisando o que aconteceria se fizéssemos a decom-
posição propriamente dida, para simplificar o trabalho, vamos supor que estamos li-
dando com um problema com apenas 162 pixels e 94 raios, capa,;>: de reprodU?;ir em 
menor escala o que acontece nos sistemas muito grandes. A mat;ri:-: A seria, ent.ão, 
aquela representada pela figura 1.24 . Por sua vez, <.t matriz H teria um total de 65536 
elementos, 3397 dos quais seriam diferentes de zero. 
Imaginemos que é preciso resolver um problema no qual eliminamos do li 
vánas linhas c colunhas de modo a obt.er fi cuja dimensão é igual a 120, conforme 
mostra a figura 1.3. 
Observa-se que, neste exemplo, embora menos de 30 porcenJ.o elo elementos 
de H sejam diferentes de zero, a decomposição desta matriz produz um fator L c:x-
4NoH grálico.~, o termo nz expre~Ha o número Jc e]emeutos uão wt!os da mat.riL>. 
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Figura 1.2: Mat.riz A. 
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Figura 1.3: Mat.rizes [[e LT, onde f{= LLT. 
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nz•6100 
Figura 1.4: A mesma matriz H reordenada, e LT, oude H= LLT. 
r.remarnente denso, com 5939 elementos não nulos de um total de 72GO, o que significa 
mais de oitenta porcento de preenchiment.o. 
E mesmo escolhendo de forma totalmente diferente as colunas qne compõem 
i{, oU tivemos em outro exemplo semelhante urna mat.riz com 3397 elementos diferentes 
de zero, para qual o fator L apresentou 93 porcento de enchimento, mostrando que estes 
maus resultados não estão restritos a algumas faces do problema. 
Poderíamos, então, nos perguntar ::;e nm reordemuncnto das linhas f' cnlntws 
da hcssiana não seria suficiente para fazer com que L fosse mais esparsa. A resposLa, ao 
menos quando se trata dos problemas de reconstruções de imagens, seria um categórico 
uao. E é fácil mostrar porque. 
Primeiro vamos observar o que acontece se aplicamos uma permutação de 
Jiuhas e colunas, segundo o algoritmo do grau mínimo5 , sobre a hessiana q11e dPfinP 
o problema quadrático geral (e que no nosso exemplo reduzido tem dimensão igual a 
250). Neste caso, Pxt.raiudo de H a mesma subrnat.riz H que definimos acimrt, est.a 
teria um padrão de csparsidade t.al cowo o expost.o ua figura 1.4. Como se observa 
(na mesma figura), L t.cm 6100 elementos uão nulos, nümero ainda maior qne o que 
foi obtido sem as permutações. 
Se, imm.tisfcil;os com o deit.o negal.ivo demoust.mdo pdo roordcnallleul.o de 
urna mat.ri~ grande sobre a decomposição de uma submat.riz sua, resolvermos ut.i!i;>;ar 
o mér.odo do grau mínimo sobre H, de forma a t.ent.ar minimizar o euchimeut.o dr-! 
5Ve_ja a Heçào U.d. 
~-·· --·-, .. _ 
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Figura 1.5: As matrüws H e LT depois de um segundo rconlenamento. 
L diretamente, mesmo sabendo tratar-se de urna operação cara e que provavelmcnt,e 
só será aproveitada em uma iteração, ainda assim obteremos result.ados pífios, como 
ilustra a figura 1.5. 
Mais do que justifiear o fato de não termos resultados nu mencos dos pro-
blemas de reconstrução Je imagens para apresentar, buscamos com e.c;ses comentários 
expor os cuidados que devem ser tomados para que seja possvel ut.ilizar os métodos 
diretos de forma eficiente. 
3. Problemas de obstáculo 
À diferença do que vimos at.é agora, em um problema de obstáculo a matriz 
hessiana é basi,aute esparsa, possuindo apenas cinco diagonais com elementos não nulos. 
Dessas diagonais as mais distantes estão a m = .jn posições da diagonal principal da 
matri:.~, o qne faz com que a decomposição de Cholesky produza matrizes r.riangularcs 
L também com L anda igual a m. 
E mesmo que o gasto de mP.mona ainda não seja comparável ao cous11mo 
insignificante de métodos como o dos gradientes conjugados, poderíamos, ao menor-;, 
conjecturar que se os sistemas lineares ralativarnente são pequenos os métodos diretos 
sào favor(~cidos. 
Mas para nossa infelicidade, como bem ilustra a Iig;nra l.G, nos problmnas 
de obstáculo quase só percorremos faces grandes. Até mesmo quando partimos de 
um ponto inicial corn muitas variáveis fixas em seus limites, um passo na dinc(.:fto do 
gradiente "chapado" já é suficiente para que aumentemos rapidamente a dimensão da 
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Figura 1.6: Problemas de obstáculo do tipo A (n = 2601, O= 0.1). 
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face, de forma que em quase todos os exemplos verificamos na prática que somente 
quando DimChal6 é muito grande o número de iterações cai significativamente. 
4. Problemas de projeção 
Para encerrar esta seção, vamos tratar dos problemas de projeção, nos quais 
a hessiana tem banda pequena, sendo tridiagonal nos problemas do tipo A e peutadia-
gonal nos do tipo n. 
Em ambos os casos, a decomposição de Cholesky nao somente pode ser 
feita sem nenhum consumo adicional de memória, como tem um baixíssimo custo 
computacional em termos de operações aritméticas. 
Por outro lado, as matrizes são muito mal condicionadas, fato que vai SP 
aJ!;ravando à medida em que aumentamos a dimensão do problema, e que t.em como 
reflexo o péssimo desempenho dos métodos iterativos, conforme constatamos na figura 
1.7 (cabendo inclusive menção à escala logarítmica nela empregada). 
Nos problemas testados, que possuem não mais que cem variáveis, o número 
condição das matrizes chega a atingir 4 x lO;j para os problemas do tipo A e 3 x lOG 
para o;; do bpo I3. Aument.ando a dimensão dos problemas de forma a fazer com qtH' 
contenham .1000 variáveis, estes valores sobem para 5 x lOr' e 4 x .1010 respectivamente, 
tornando imprevisível os resultados relativos aos métodos do gradiente c dos gradientes 
conjugados. 
6variâvel qne reprosenttl. a dimeusão máxima Ja face em q1te UHUIJIOH a JccOJJl]JOHÍÇito de CIJO!e~ky. 
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Figura 1.7: Problemas de projeção do tipo D (com duas alt;ernat.ivas para 0;3 pontos iniciais). 
O mesmo fenômeno foi observado quando alteramos o número de condição 
da hessiana dos problemas aleatórios. Se nos exemplos já mencionados tínhamos 
Iog(ncond(H)) = 3, fazendo subir este valor para 5 constatamos mais uma vez a 
dificuldade encontrada pelos método iterativos na resolução dos sistemas lineares, fi-
cando também patente a importância de termos iucludo um método direto dentre as 
alternativas de rninimização irrestrita usadas por QuaCon. 
Apenas a título de ilustração, apresentamos no apêndice A, alguns gráficos 
que contêm os resultados referentes a aproximação de funções através da projcçã.o de 
pon(·,os sobre poli topo~. 
No que t~ possvel reunir todas estas informações para fazer urna análise global, 
parece interessante que um algoritmo para minimização de quadráticas inclua a possibilidade 
de que sistemas lineares pequenos sejam resolvidos da forma mais direta possvel. Coutndo, 
para que esta alternativa seja completamente explorada, é imprescindvel que algum cuidado 
seja tomado para que a dimensão em que usamos um mét.odo direto e a estrutura de dados a 
ser adot.ada sejam escolhidas em função das caract.ersticas do problema que estamos tratando. 
1.7.2 Investigando o desempenho dos métodos com retardo 
Além de J,erem servido para que pudéssemos esLudar o comportamento ele QuaCm1 
<~rn fun\:ão <ia dimem:fl.o das facPs percorridas pelo algoritmo, nossas exper.lências numéricets 
também têm como objetivo estabelecer em que condições as variautes do método do gradiente 
são capazes de concorrer, em termos de eficiência, com o método dos grad.tent.es conjugados 
e quais são as mel110res alternativas para definir o retardo. 
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Para permitir que este tipo de análise fosse feita, aplicamos QuaCon a um número 
razoavelmente grande de problemas, incluindo em cada um deles a possibilidade de escolher-
mos ), segundo: 
• O retardo máximo com m = 5; 
• O retardo máximo com m = 1 (a proposta de Barzilai e J3orwein); 
• Um retardo aleatório, com m = 5 e m = 10; 
• O retardo mnirno-máximo, com m = 5 em = 10; 
• Um retardo aleatório excetuando o caso em que v(A:) = k, com m = 5 em= 10. 
A partir dos dados obtidos experimentalmente, elaboramos gráficos do tipo mapa, 
nos quais as colunas estão relacionadas aos problemas 1 enquanto as linhas correspondem as 
escolhas diferentes de retardo. Em cada região, um determinado padrão representa o vA.lor 
aproximado da fração itret./it_qr., onde itret indica quantas iterações foram necessÁ.rias para 
que o método com retardo convergisse, e i.f.gc representa o número de iterações gasto pelo 
método dos gradient,es conjugados. Os intervalos correspondentes aos diverso."l padrões são 
fornecidos ua legenda que aparece à direita da figura. 
Observando, ent.fio, o gráficos coluna por coluna, podemos traçar um paralelo 
entre cada tipo de método com retardo. Da mesma forma, também não há dificuldade em 
identificar, a partir das cotas dos pontos de int.ersf!ção ent.rc as linhas hori?:ont.ais c ver1.icais, 
qual o comportamento elos mét.oclos com relação aos gradientes conjugados. 
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Figura L 11: Problemas de obstáculo do tipo A ( x 0 = l) 
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Figura 1.12: Problemas de obstáculo do tipo B e C 
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I U 1-1.3 
No entanto, a primeira constatação qne fazemos a partir dessas figuras advém 
de seu número e não do conteúdo, pois parece óbvio que a necessidade de exibir muitos 
problemas ao mesmo tempo, mais que qualquer outra coisa, reHete a 110:~sa dificuldade em 
definir ('Om alguma segurança um comportamento médio para os diYersm; tipos de métodos 
com retardo. 
r·vias mesmo sendo grande a variação dos valores eneontrados em alguns gráficos 
(os de número 1.8 e 1.13, por exemplo), podemos mencionar como conclusões prelimiuarcs 
que: 
• Os mdhores resultados comparativos foram obtidoa para problema~; grandes, como s<:: 
coust,ata particularmente a partir da figura 1.11, na qual quatro problemas de obstáculo 
são apresentados em versões qne incluem 2601, 5041 e 10000 variáveis, de modo q1w 
os dados qne apftrecem mais à esquerda são relativos a problemas menores que os da 
direita. 
• O numnnto do valor de m, o retardo máximo permitido, em geral provoca uma dd.n-
riorarJio do mdoclo corresponcleut.c, sendo raros os casos em qnc os rcsult>tdos para 
m = 10 foram melhores qnc aqueles obtidos para m. = G, independentemente da di-
mcw;il.n do prohlt:ma. 
• O desempenho do método de Barzilai e Borwein parece ser, na média. bastante sa-
tisfatório, embora com algumas exceções (que incluem, por exemplo, os problemas de 
I>rojeçiio). 
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• Levando em conta que o cálculo do vetor direção através do método de máxima de-
scida é muito barato, podemos admitir, para efeito de comparação, que o número de 
iterações dos métodos com retardo seja ligeiramente maior que o valor obtido com o uso 
dos gradientes conjugados. Com isso, alternativas como aquela em que escolhemos o 
retardo de forma aleatória ou a que alterna o uso de um retardo máximo c um mínimo 
passam a ser interessantes. 
• Para problemas como os de reconstução de imagens do tipo A e C, nos quais as mu-
danças de face são freqüentes, como t.ambém nos testes em que o parâmetro B era 
pequeno, os resultados apresentados pelos métodos com retardo são muitas vezes me-
lhores que os alcançados quando usamos gradientes conjugados, fazendo-nos crer que 
é preferível permenecer em uma face por algumas iterações, mesmo que passando por 
pontos nos quais o valor da função quadrática aumenta, em lugar de adotar sucessivas 
iterações do método de máxima descida7 . 
Como coment.ário final, salientamos que embora em momento algum fosse do 
nosso interesse mostrar que os métodos com retardo são a melhor opção para o cálculo 
da direção em QuaCon, as observações que fizemos parecem suficientes pnra que não os 
descartemos como uma alternativa bastante interessante, principalmente quando os proble-
mas são muito grandes ou se, como foi lembrado por Friedlander, Martíncz e R.aydan [20], 
pretendemos utilizar computadores paralelos. 
1. 7.3 Analisando as mudanças de face 
No algoritmo 1.1, as mudanças de face são definidas em função de dois parâmetros. 
O primeiro deles, B, é usado para decidir se a norma do gradiente "chapado" é grande o 
suficiente a ponto de justificar que este vetor seja usado como direção, enquanto o segundo, 
ó, permite que recusemos um passo na direção de gc(xk) se o decréscimo da função quadrática 
não for suficiente. 
A importância de B está relacionada ao fato de ser com base em seu valor que 
definimos até que precisão pretendemos nos aproximar do minimizador de uma face. E como 
disso muito depende o desempenho de QuaCon, em uma larga maioria das experiências que 
executamos, fizemos este parâmetro assumir os valores w-10 , w-5 , w-2 , 0.1 e 0.9, para que 
pudéssemos verificar qual deles proporciona os melhores resultados práticos (em termos do 
número de iterações). 
O que constatamos como uma tendência comurn a quase todos os Lestes foi que, 
se não exigimos a rninimizaçâo exata nas faces do problema, ao menos parece não valer a 
pena sair delas com muita frequênda, já que o número de iterações de QuaCon aurrwnta 
consideravelmente quando usamos valores muito pequenos de e. 
7Coruo acol!tece com o método do.~ gradientes conjugadoA quaudo nllldamos de face. 
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Figura 1.14: Problema de obstáculo do tipo A (n = 2601, p; = 0.21, xo = 1). 
Por outro lado, independentemente do método de minimizaçào que uUlhamos 
dentro da face, os melhores resultados foram sempre obtidos para fJ = O._l ou fJ = 0.9, com 
uma ligeira vantagem para o primeiro. 
Já no que diz respeito a ó, sabendo que sua importância limita-se àqueles pro-
blemas em que há degeneração dual, utilizamos de nosso conjunto de te.sto.s os problemas 
que possuem essa caractcrstica c variamos 8 cnt.re O e 0.5, para analisar a influência dcst.e 
parâmetro sobre a convergência do algoritmo. 
Observamos, então, que para obter bons resultados precisamos fazer ó assumir 
valores muito baixos, como mostra o gráfico 1.7.3, havendo mesmo certos casos em que o 
uso de valores altos para 6 provocaram um aumento significativo do número de iterações. 
Embora isso pareça contraditório com a sugestão de manter fJ grande, acredita-
mos que, na prática, se por um lado o uso de valores altos para 6 evita que abandonemos 
indevidamente a face ótima, por outro também pode exigir que um bom número de it.-
eraccões sejam feitas desnecessariamente em torno de pontos degenerados pertencentes a 
muitas outras faces. 
Assim, se fm;sc preciso recomendar algnm valor deste parâmetro para uso geral, 
mesmo em problemas degenerados, cert.mnent.e a melhor alt.crnat.iva seria t.cnbu usar iuicia.l-
menlc f, = O. 
CAPÍTULO 2 
• • • Um algoritmo para m1n1m1zaçao com 
restrições 
Neste capítulo, bem como no próximo, iremos nos aventurar a tratar de problemas 
de uma das classes mais abrangentes da otimização: a programação não linear com rest,rições 
de igualdade e desigualdade. 
Nossa atenção estará centrada na apresentação de um método que, além de 
ser absolutamente original, enquadra-se no que conhecemos como programação quadrática 
seqüencial, permitindo a manutenção da linha mestra da tese, e até mesmo o uso do algo-
ritmo recém descrito para minimização em caixas. 
2.1 Descrição do problema 
O objetivo de um problema geral de otimização é a minimização de uma função 
não linear sujeita a quaisquer restrições também não lineares. o que por conveniência iremos 
escrever como 
m.1-nim1.2ar f(x) 
sujeita a C(x) =O 
{:-::;X:-::; 11. 
onde o termo ~ é usado componente a componente e l < 11 .. 
(2.1) 
Embora esta não seja a representação mais freqüentemente utilizada, parece claro 
que a conversão de um problema no qual aparecem restrições de desigualdade para o formato 
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acima não constitui dificuldade alguma, exigindo apenas a introdução de algumas variáveis de 
folga e excesso. Por outro lado, nenhuma exigência adicional será feita sobre as componentes 
de (2.1), a não ser a suposição de que são contínuas as primeiras derivadas parciais da função 
f : IFC' --+ IR e das restrições C : IRn --+ IRm. 
Para comentar de forma breve e superficial o tipo de abordagem utili?.:ada pelos 
diversos algoritmos já apresentados para otimização com restrições, iremos dividí-los em: 
L /vi é todos do tipo gradiente reduzido (veja [22], [29]). 
Retomando em parte a idéia dos métodos de restrições ativas para pro-
blemas com restrições lineares, em uma iteração típica de um algnritmo desta classe 
as variáveis são divididas em dois conjuntos. O primeiro, XB, com m. elementos, é 
composto das variáveis básicas, que devem satisfazer lB < XB < U.B· O outro, XN, tem 
n-m variáveis (supondo, obviamente, quem< n) ditas não básicas. Usando, então, as 
m restrições disponíveis, as componentes de XB são isoladas de forma a tornar possível 
escrever o problema apenas em função das variáveis não básicas e de suas canalizações. 
Em seguida, adota-se um passo na direção definida pela minirnização de uma 
aproximação de primeira ou segunda ordem da função objetivo do problema reduzido, 
mantido o cuidado de não tornar infactíveis as variáveis não básicas cujas canalizações 
estão ativas. Com a mudança dos valores das componentes de xN, as variáveis básicas 
precisam ser recalculadas para manter C(x) =O, o que é feito através da resolução de 
um sistema não linear pelo método de Newton. 
2. Métodos do tipo lagranqiano aumentado (veja [3], [10]). 
Em cada iteração deste tipo de método é preciso resolver aproximadamente 
um subproblema que consiste em minimizar, com relação a x, o lagrangiano aumentado 
(2.8) definido pelo problema (2.1), desconsideradas as canalizações, que são tratadas 
separadamente1 . A isto se segue uma atualização criteriosa do vetor de multiplicadores 
e do parâmetro de penalü~ação (representados, respectivamente, por À e(} em (2.8)). 
3. Métodos qu.e usam progmmação quadrática seqÜenc·ial (veja [16]). 
Também nestes métodos resolvemos um problema quadrático por iteração. 
O modo como isso se dá, entretanto, nos absteremos de comcnt.ar aqui para evitar 
redundância, já que na seção 2.2 apresentaremos dct.alhadamente um algoritmo desta 
natureza. 
2.1.1 Definições e notação 
Da mesma maneira que no primeiro capítulo, para facilitar umR eventual consulta 
posterior cabe-nos o dever de mencionar que: 
1Corno o snbproblema definido a cada iteraçiio é quadrático e possui apenas caualizações, o algoritmo 
QuaCou descrito uo primeiro capítulo pode perfeitamenle lier utilizado para sna liOiução, 111-ilillllto ao qual 
retomarell!OS brevemente. 
2.1. DESCRlÇAO DO PROBLEMA 49 
• Adotaremos o termo JJ · )) para representar uma norma qualquer em iR"'; 
• Ao longo do texto, iremos tratar de forma diferenciada as restrições de igualdade e as 
canalizações, de modo que definimos em separado o conjunto 
fl = {x E !Rn I l S: X S: u.} (2.2) 
e denominamos factível um ponto X se X E Sl e C(X) =O. 
• Derivando a função objetivo com relação às componentes de x, escrevemos o vetor 
gradiente: 
g(x) = \7 f(x). (2.3) 
• Definimos o Jacobiano das restrições é como uma matriz m x n cujas colunas são 
obtidas derivando C(x) com relação a cada componente de x: 
A(x) = V'C(xf. (2.4) 
• Esquecendo, por hora, as canalizações, definimos em função de x E JR"' e dos multipl'l-
cadores À E !Rm o lagrangiano associado ao problema com restrições de igualdade: 
T l(x, ,\) = f(x) + ,\ C(x), 
cujas derivadas parciais com relação às componentes de x fornecem 
e que tem como hessiana 
,. 
\7 xf(x,À) = g(x) + A(x) À, 
m 





• Com base em um patâmetro de penalização (} E [0, 1], usamos uma expressão bastante 
original para formular abaixo o que conhecemos como lagrangiano aumentado: 
L:(x,,\,B) = Bf(x,À) + (1- B)cp(x). (2.8) 
• Dada a função 
1 2 
cp(x) = ;;:IIC(x)ll2 , (2.9) 
dizemos que um ponto .T E O é rp-estacwnário se é um ponto estacionário de rp(x) 
sujeito a x E O. 
• Derivando rp(x) obtemo::>: 
V'cp(x) = A(x)"C(x). (2.10) 
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• A aproximação de C(x + s) obtida a partir da expansão em série de Taylor até o termo 
linear (em torno de x) denotamos por 
A(x)s + C(x). (2.11) 
• Com base em (2.11) definimos a aproximação de 'P(x + s) como 
1 
M(x, s) = 2IIA(x)s + C(x)lll. (2.12) 
de modo que 
V,M(x,s) = A(x)T(A(x)s + C(x)) (2.13) 
2.2 Usando programação quadrática seqüencial 
A tentativa de aplicar o método de Newton para encontrar a solução do sistema 
não linear formado pelas condições de otimalidade definidas a partir do lagrangiano de 
problemas com restrições de igualdade deu origem a um conjunto de métodos ao qual nos 
referimos sob a epígrafe de programação quadrática seqüencial. 
Naturalmente, o uso deste tipo de método foi estendido para os problemas que 
contém restrições não lineares, tais como aquele que formulamos em (2.1). Apresentaremos, 
em linhas gerais e apenas a título de ilustração, as idéias centrais de um algoritmo que figura 
nesta classe. 
Tomando, então, como base a iteração que, como é de praxe, tem índice ~~, e 
supondo conhecido xk, uma aproximação da solução de (2.1), além de uma estimativa dos 
multiplicadores de Lagrange, Àk, tent.amos obter um novo ponto x~r; + sk resolvendo o modelo 
quadrático 
m1.n1.m.1.zar· 1 T T q(B) = 2s Hks + Vf(.rk) s + f(xk) 
suje#a a A(xk)s + C(xk) =O (2 14) 
l:S:xk+s:S:n 
onde H k é uma aproximação de v;xe(xk, Àk), a hessiana do lagrangiano calculada em Xk, Àk 
(veja (2.7)). 
Resolvido este problema, resta-nos usar algum erit.ério relativamente simples para 
atualizar as componentes de ), 2 . 
Infelh;ment.e a convergência deste tipo de algoritmo fica bastante comprometida 
em pontos distantes da solução ótima, nos quais não se pode garantir que sejam válidas as 
condições suficientes de ot.imalidade de segunda ordem, isto é, que a matriz H seja positiva 
2Este passo t~m geralmcute rueuos importância que o anterior c, como veremos, pouco iremos exigir Uos 
valores obtidos para À. 
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definida no cone gerado pelas direções factíveis obtidas a partir de xk, desconsiderado o seu 
vértice (ou seja, a hipótese de sk=O). 
Para contornar este problema é preciso usar o que chamamos de estratégia de 
globalização. No algoritmo que ora apresentamos isto é feito restringindo em (2.14) a região 
na qual acreditamos ser válido o modelo quadrático. Introduzindo a exigência que encon-
tremos sk restrito a uma regzão de confiança definida pela limitação do tamanho deste vetor 
medido em alguma norma, obtemos o problema 
m.i,nimüar 1 T T Q(s) = 2s H,s + 'Vf(x,) s + f(xk) 
su.jeita a A(x.)s + C(x,) = O (2.15) 
l ::; Xk + S ~ U 
ffsll :S li. 
Para medir se o modelo definido por (2.15) reflete razoavelmente o problema real 
na vizinhança de Xk e se Sk é um "bom" passo, ou seja, se é capaz de diminuir de uma forma 
que julgamos equilibrada tanto !(:1:) quanto a infactibilidade (medida pela função <p(.-r), por 
exemplo L lançamos mão de uma junção de mérito. No nosso algoritmo é o lagrangiano 
aumentado, escrito na forma (2.8), que cumpre esse papel. O ponto xk + sk só é aceito se 
a redução prevista pelo modelo para o lagraugiano aumentado for próxima ao decréscimo 
real obtida entre Xk e xk + .sk· Caso contrário, o valor de b é considerado alto e a região de 
confiança é reduzida. 
O único inconveniente grave da formulação (2.15) para o problema quadrático é 
a possibilidade de que, com a restrição sobre a norma do püsso, este problema não tenha 
solução. Urna das formas de contornar isso consiste em dividir s~r. em duas componentes. A 
primeira delas, sn, é definida numa direção segundo a qual seja reduzida a iufact.ibilidade (ao 
menos para um valor de fi suficientemente pequeno). Já a segunda, s~,, que tem como fuw;ão 
diminuir o lagrangiano, está contida no espaço tangente às restrições. Obtém-se, finalmente, 
o passo através de Sk = s, + St· 
2.2.1 Um novo algoritmo 
Com base uo que acaba de ser exposto, formulou-se, da forma mais abrangente 
possível, um algoritmo para o qual é possível demonstrar convergência global com base em 
hipótesc."l bast,ante flexíveis (veja [24]), generalizando e ampliando os resuH.ados obtidos por 
Deunis, El-Alem e Ivlaciel [13] para problemas que só contêm restrições de igualdade. 
Nossa intenção é apreRent.ar aqui este método, dispensando-lhe um tratamento 
cuidadoso como requer o seu ineditismo. 
Vamos imaginar, então, que dispomos de uma aproximaçfi.o :;;0 E n da solução 
do problema que estamos resolvendo, uma estimat,iva >.o dos multiplicadores de Lagrange, 
uma matriz H 0 simétrica e um raio 60 para a região de confiança.. Iremos supor t::l.mbórn a 
existi'ncia de um limitante L para a norma de 6.>. e de um outro número real positivo, Ómü1 , 
~ ~ 
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usado para impedir que 6 seja muito pequeno. Nosso objetivo é obter a c11~da iteração novas 
aproximações aceitáveis para x e À (eventualmente com a atualização rle H, (} e 8). P:=tra 
isso utilizamos o seguinte algoritmo. 
Algoritmo 2.1 Minimização com restrições 

















ENQUANTO não é satisfeito algum critério de parada REPETIR 
SE xk é factível, 
Sn+-0 
SENÃO 
SE (NÃO ReduziDelta), 
Calcular uma direção de descida com relação às Testrições: 
Determinar d,(xk) tal que 
d'{;Vcp(x,) <O e 
l :::; xk + adn ::; u, 
para a > O suficientemente pequeno; 
Calcular o passo de contmle do decréscimo da infactibilidade: 
Determinar .~,(xk, 6k) que 
mzmmua M (xk, s) 
sujeita a l ::; Xk + s ::; n, 
]]s]] ~ 0.88, e 
S = o:dn; 
Calcular o "passo normal 11 : 
Determinar sn(xk16k) tal que 
M(x,, O)- M(xk. sn) :> 0.9[M(x,, O)- M(.xk. sn)], 
l S Xk + Sn :5 '!f. e llsnll :5 0.86b 
SE (NÃO ReduziDelta.) OU SE xk é infactível, 
Calcular· uma direção de descida com relação ao lagrangiano: 
Tentar determinar dt(Hkl xk, Àk, 6k) tal que 
d['VQ(Hk,xklÀk,sn) <O, 
A(x;,)d, ~ O e 
l S Xk + 8n + ,Brlt. :5 u para algum j3 >O; 
SE não foi obtido sucesso no passo acima, 
St+--0; 
SENAO 
















Calcular o passo de controle do decréscimo do lagrangzano: 
Determinar St(Hkl xk, >..~o, Ok) que 
minimiza Q(sn + s) 
sujeita a l :; Xk + Sn + s :; u, 
[[sn + s[[ < ó, e 
s = f3dt; 
Calcular o ''passo tangenten: 
Determinar st(Hk, xk, Àk, ók) tal que 
Q(sn)- Q(sn + ,,) 2 0.9[Q(sn)- Q(sn + s,)]. 
A(x,)s, =O, 
[ '$_ Xk + Sn + St :; 11. e 
[[sn + s,[[ 'S 6.; 
Skf--Sn + St; 
Calcular a atualização dos multiplicadores de Lagrange: 
Determinar /:,.)..(H,, x,, >.,, ó,) tal que[[!:,.>.[[<; L; 
Calcular a red'u.ção prevista da função de mér-ito: 
P;~·:J(Hk, Xk, Àk, Sk, 6>..) = Q(Hk, X ~c, Àk, O)- Q(Hk, :x:k, Àk, s,,:) 
-!:,.>.T(A(xk)sk + C(x,)); 
P/e~(.'rk,sk) = M(xk,O) -.tVI(x~~:,sk)i 
Pred( H k, X b Àk, Sk 1 .Ó.À, fh) = IJ kP:!J(Hk, Xk, Àk, Sk, .Ó.À) 
+(1- e,)P/,~(x,, s,); 
Calcular a redução real da função de mérito: 
A,,d(Xk, Àk, ''-!:,.)..,e,)= L:(xk, Àk, e,)- L:(xk + s;, >., + /:,.).., B,). 
SE P,d(H,, x., >.,, Sk, ""· e,_l) 2 0.5[M(x, O)- M(x, s,)], 
fht---Ok-1; 
SENÃO 
Calcular o parâmetro de penalização: 
Determinar fh(Hkl xk, Àk, sk, ,6,,\, Ók) E [O, 1] tal que 
Pred(H,,x,,>.k,sk,!;,B;) 2 0.5[M(x,O)- M(x,s,)]; 
SE Ared(xk,·Àk, sk, ,6,..\, Bk);:::: O.lPred(Hk,Xk, Àk, Sk, ,6,..\, fh), 
Aceitar o passo: 
SENAO 
Xk+l +--Xk + Sk; 
Àk+I+--Àk + ,6,,.\; 
Eventualmente, atualizar H e ó; 
ReduziDelta<- falso; 
Manter o ponto e redu.Z'ir a região de confiança: 
Xk+l +--Xk; 
Àk+l+--À + k; 
Escolher ók+l tal que O.lók $ Ók+l ::;; 0.9ók: 
ReduziDelta+-- verdadeiro: 
k~k + 1; 
53 
54 CAPíTULO 2. UM ALGORITMO PARA MINIMIZAÇÃO COM RESTRIÇÕES 
Na descrição feita acima, permitimos que em alguns itens a clareza fosse sacrifi-
cada para evitar que o excesso de informação tornasse mais difícil a leitura do algoritmo. A 
ocasião parece, assim, oportuna para comentarmos que 
• Os motivos de parada aos quais o teste do item 2 faz referência incluem, além do 
caso em que x é uma solução de (2.1), a possibilidade de encontrarmos um ponto 
~.p-estacionário infactível e um ponto factível mas não regular. 
• O termo "passo normal", foi cunhado em virtude de ser a direção normal ao núcleo 
do jacobiano das restrições a escolha natural para dn no item 2.2.3 acima (veja [13]). 
Entretanto, isto pode não ter ficado claro à primeira vista já que lizemos exigências 
bem mais brandas quanto ao referido passo. De forma análoga, mais suaves também 
são as condições estipuladas para a determinação do "passo tangente" (o passo dado 
no subespaço tangente às restrições) e do parâmetro de penalizaçii.o do lagrangiano 
aumentado. Até mesmo a norma usada na regiões de confiança é arbitrária, o que 
torna bastante genérico o algoritmo apresentado. 
• A variável lógica ReduziDelta é usada apenas para evitar que alguns passos sejam 
repetidos desnecessariamente quando um ponto é recusado e iniciamos nova iteração 
sem atualizar os valores de x e À. 
Por outro lado, deixamos de citar, também, algumas hipóteses que precisam ser 
estabelecidas, por exemplo, sobre a seqüência {Ok} e o vetor sn, para que tenhamos como 
assegurar a convergência do algoritmo. Antes de tratar deste assunto, porém, terminaremos 
esta seção provando ser possível garantir que o algoritmo assim exposto é capaz de, em 
um número finito de iterações, definir um par de vetores (s, Lj.,\) aceito segundo o crit.ério 
estabelecido no item 2.13. Em outras palavas, mostraremos que, à medida em que é reduzida 
a região de confiança, o modelo quadrático se aproxima do problema real. 
Teorema 2.1 Se f e C têm prime~ras derivadas parciais contínuas e se xk não atendeu. 
a. um dos critérios de paro.da acima mencionados, então o algoritmo 2.1 encontra, ern u.rn 
número finito de passos, um novo ponto que satisfaz o teste imposto no item 2.13. 
Demonstração. Eliminando, antes de mais nada, os subíndices que identificam a iteração 
de forma a simplificar a notação, vamos provar este teorema em duas etapas. Na primeira 
delas suporemos que x não é factível (ou melhor, que não é ip-est.acionário). Neste caso, 
determinada dn #-O (item 2.2.1.1), definimos, para todo ó >O, 
a(6) = max{a >O I x + <>dn E !1, e ll<>dnll <: 0.86), 
v(6) = x + a(o)dn, e 
1 'T 1 T 
"= -2dn 'Vcp(x)/lldnll = -2d"'VM(x,O)/IIdnll 
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Obviamente, K. >O. Dado que M(x, s) é uma função quadrática, existe 6 >O tal que, para 
todo 6 E (O,b), 
I T M(x,O)- M(x,a(6)dn) :0: -2a(6)dn V10(x) ~ N.n(6)lldnll ~ 0.8,6. 
Supondo que, na pior de hipóteses, obtivemos Sn = a(ó)dn no item 2.2.2 do algoritmo, a 
escolha do passo normal no item 2.2.3 permite que escrevamos 
M(x, O)- M(x, s,) :0: 0.72,.6. 
E como A(x)s, ~O (passo 2.6), obtemos 
M(x,O)- M(x,s) 2c 0.72Nó. 
Definido, então,() segundo o item 2.9.1 ou 2.10.1, é possível garantir que 
Pced(H, x, À, s, I'>,\, 8) ? 0.36K.6. (2.16) 
Por outro lado, dada a diferenciabilidade de f e C e o fato de 116...\(ó)ll ser limitada, usamos 
as definições de Arert e Pred para obter 
lim IA,,d(6)- P,,d(6)1 ~ 0 
6-o 6 
(2.17) 
Assim, com base em (2.16) e (2.17) podemos finalmente concluir que 
lim IA,d(6) -li= O 
6-o P,d(6) (2.18) 
Passando à segunda etapa, analisemos o que acont,ece quando :r é factível. Neste 
caso, sn =O e existe d1. f= O que sat.izfaz os critérios definidos no passo 2.3.1. Desta forma, à 
semelhança do que foi feito quando o ponto era infactível, escrevemos, para todo ó > O, 
(3(6) ~ max{f3 >O I x +(3d., E il, e llf3d.tll <; 6), 
v(6) ~ x + (3(6)d1, e 
I T I T ) 
K. = -2dn Vf(x, A)/lldtll = -2dn 'VQ(O /lldnll· 
Observando que K. >O, considerando que Q(s) = Q(H, x, ..\, s) é quadrática, e atendendo ao 
prescrito nos passos 2.5.1 e 2.6, existe 6 >O tal que para todo ó E (0, 8) temos 
Q(O)- Q(s) ;> 0.9K.8. 
Como o fato de x ser factível implica A(x)s =O e C(.1;) =O, obtemos M(x, O) = A1(x, s) =O. 
Com isso a condição do item 2.11 do algoritmo será sempre satisfeita, de modo que nunca 
recalcularemos B nas iterações em que 6 é reduzido. Assim, para 6 E (0, 6), 
P,ed(H,x,À,s,M,,e) ~ il[Q(O)- Q(s)]:O: 0.9BK.6. (2.19) 
onde a é o valor de (J calculado na última iteração em que obt.ivemos X infactível. Usando 
agora (2.17) e (2.19) verificamos (2.18) facilmente. O 
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2.3 Aspectos práticos do algoritmo 
Reduzimos ao máximo o detalhamento do algoritmo 2.1 na certeza de que quanto 
mais abrangente este fosse, tanto maior seria o número de alternativas eficientes para imple-
mentá-lo. Entretanto, como já dissemos, para estabelecer resultados teóricos de convergência 
será necessário restringir em parte a liberdade de escolha que existe em alguns de seus passos. 
Assim, com o intuito de tornar clara uma possível formulação prática do algo-
ritmo, apresentamos abaixo maneiras simples e até certo ponto intuitivas de definir aqueles 
itens que ficaram em aberto. 
1. Definindo a direção dn·· 
Particularmente no que diz respeito a dn, a forma mais elementar de, con-
forme exige o item 2.2.1.1, garantir que esta direção, além de factível, faça um ângulo 
agudo com~ \l~(xk) consiste em escolher 
onde P(y) é a projeção ortogonal de y em Q. 
2. Calculando o passo normal: 




A(x,)s + C(xk) ~O 
l:s;xk+s:s;u 
llsll= <: 0.88. 
(2.20) 
(2.21) 
Observamos facilmente que, se s11 resolve este problema quadrático, então 
certamente satisfaLJ o critério descrito no item 2.2.3 do algoritmo, tornando inclusive 
desnecessário o cálculo de rLn. e Sn (segundo os itens 2.2.1.1 e 2.2.2, respectivamente). 
Quando tratarmos da implementação computacional deste passo, veremos 
como adaptar o algoritmo QuaCon, apresentado no capítulo anterior, para a deter-
minação de Sn. 
3. Definindo a direção dt: 
Uma escolha natural para a direção de descida do lagrangiano, definida no 
espaço tangente às restrições (como pede o item 2.3.1), é dada por 
d,(x) ~ PA-VQ(sn)) (2.22) 
onde Fn(lJ) é a projeção ortogonal de y em {y E N(A(x)) ll:::; x + S 11 + y::; u.} 3 • 
JNatnrahueule, N(A(x)) representa aqlli o uúcleo de A(x). 
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4. Calculando o passo tangente 
Embora a determinação de St segundo o que foi disposto no item 2.6 seja 
suficiente para demonstrar a convergência do algoritmo, aproveitamos o momento para 
comentar também como é possível encontrar Sk = sn + St resolvendo um problema 
quadrático, e evitando o cálculo de dt e s, (no item 2.5.1). Para tanto, é suficiente que 
definamos o passo tangente como a solução de: 
minimizar 
sujeita a 
1 T T 
2s Hks + g(xk) s 
A(xk)s = A(xk)sn 
l S Xk + S S 11· 
llslloo :SÓ 
(2.23) 
onde Hk é uma aproximação da hessiana do lagrangiano. Novamente aqui, a resolução 
de 2.23 pode ser feita recorrendo ao uso de QuaCon. 
5. Atualizando o termo penalizador da função de mérito 
Um dos aspectos mais interessantes do algoritmo reside no fato da escolha 
de fh não exigir que este seja monotonamente decrescente, como é comumente feito 
com parâmetros equivalentes em métodos do mesmo gênero. 
Contudo, para assegurar que o algoritmo seja capaz de gerar uma seqüência 
{xk} com pontos de acumulação rp-estacionários precisaremos estipular como condição, 
na p'roxima seção, que {fh} seja convergente. Com o objetivo de satisfa,;er anteci-
padamente esta exigência4 e ao mesmo tempo permitir que não haja um decréscimo 
monótono de e, definimos no passo 2.12.1 
0'/:'in = min{l, Bo, ... , ek- 1}; 
e~up sup{e E [O, 1] I Pced(H>, Xk, Àk, '" LlÀ, e) 2 0.5?/;~(xk, sk)). 
0.5P;~~(xk, sk)/[P/e~(xk, sk)- P;:;:(Hk, Xk 1 Àk, Sk, .6>,)] 
e finalmente 
(2.24) 
onde v é um m'imero escolhido de acordo com o grau de não monotonicidade desejado. 
2.4 Resultados teóricos 
Mencionamos até agora em quais situações o algoritmo termina e provamos que 
sempre é possível gerar em um número finito de iterações uma nova aproximação xk aceitável. 
4A JemonHtração ela couvergência de {ek} encontra-se em [24]. 
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Vamos, então, ext.rair de [24] os resultados que garantem a convergência de toda seqüência 
infinita de passos gerada pelo algoritmo para um ponto estacionário do problema 2.1. 
Comecemos por demonstrar que todo ponto de acumulaçã.o de { xk} é r.p-
estacionário. Para tanto será preciso estabelecer as seguintes hipóteses aobre o problema 
e o algoritmo: 
Hipótese 1 As seqúênczas infinitas xb Àk e Hk estão contidas em subc01~juntos compactos 
de IRn, IRrn e IRnxn, respectivamente. 
Hipótese 2 Para todo X I y E n temos 
IIV f(x)- V f(y)ll2 <; O(lx- yl) 
e 
IIVC(x)- V'C(y)ll2 <; O(lx- Yl) 
Hipótese 3 Se x E O não é <p-cstacionáno, então dn é contínua ern x. 
Estas condições são pouco restritivas se consideramos o tipo de problema que 
queremos resolver e a generalidade com que definimos o algoritmo. Alem disso, não é difícil 
provar que a determinação de dn segundo (2.20) satisfaz a hipótese 3 acima ,~vide [24]). Feitas 
estas ressalvas, pode-se formular o seguinte teorema. 
Teorema 2.2 Se siio atendidas as hipóteses supra citadas,e se {ek} é convergente, então é 
cp-estacionário todo ponto de acumulação de {xk}, isto é, da seqüência gemda pelo algoTitm.o 
2.1. 
Dem.onstmção. Definimos, primeiro, 8 tal que 
Supomos, estão, por absurdo que x* é um ponto de acumulação de { xr,J mas não é cp-
estacionário. Do lema 4.3 de [24] temos que, sob as hipóteses já mencionadas, se x~ não é 
r.p-estaciouário e se K 1 é urn conjunto infinito de índices tal que limkEiú Xk === x*, então existe 
c > O para o qual 
Arerl(xk, ),k, Sk, f:::,.),k, ek) 2:: c. 
Usando este resultado temos, para todo k E IN 1 
BI(XJ+J, Àk+J) + (1- B)'P(XJ+J) 
o,c(.''+J, ,~,+1) + (1- e,),(x,+I) 
+(íJ- Bk) [I(XHJ, Àk+J) - 'P(Xk+l)l 
< e,e(x,, À,)+ (1- e,j,(x,)- c 
+(Õ- B,)[I(XHJ, ÀJ+J)- 'P(Xk+l)l 
Gl(xk, Àk) + (1- G)'P(xk) + (Bk- ÍÍ)[I(x., ÀJ)- 'P(x,)J- c 
+(íJ- 8,)[/(XJ+J, Àk+l)- 'P(Xk+l)l 
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Considerando o fato de { (} k} ser convergente e C e <p serem limitadas, a scquencia 
ÕC(xk, Àk) + (1 - O)r.p(xk) tende a -oo, o que contradiz a hipótese de que f e <p são limi-
tadas. Assim, x* é um ponto estacionário. D 
Posto que os pontos de acumulação de { xk} são r.p-est.acionários, resta provar que 
o algoritmo encontra um ponto crítico de (2.1). Para tanto, iremos mais uma vez supor que 
o problema e o algoritmo atendem a algumas condições adicionais, quais sejam: 
Hipótese 4 Se x é <p-estacionário, então x é factível. 
Hipótese 5 Todos os pontos de acumulação de {xk} são regulares, o que szgnifica que são 
linearmente independentes os gradientes das restrições ativas nestes pontos. 
Hipótese 6 llsn(x, ó)ll <:: O(IIC(x)ll), ou seja, existe um número .finito "' > O ta.l que 
llsn(x,ó)ll <:: '·IIC(x)ll· 
Hipótese 7 sn é tal que 
[M(x, O)- M(x, sn)] 2: "IIC(x)ll5 
sempre que aó:::; IIC(x)ll:::;; {3, onde v, {3 e a são constantes positivas. 
Hipótese 8 Se x não é rp-estacionário, então é possível definir q, c1 > O tais que, para 
IIC(x)ll S ''• ó >O, 
-'VQ(sn(x,ó)fd,(H,x,À,b) 2: C) 
e lldt(H, x, >., 6)1), além de ser limitada, não assume o valor zero. 
E mais uma ve7, constatamos que as formas propostas na seção anterior para 
o cálculo de sn e St são suficientes para garantir que as três últimas hipóteses acima são 
satisfeitas. 
Com base nessas premissas, demonstra-se em [24] que se, nenhum ponto de acu-
mulação de uma seqüência { x~r.} é um ponto estacionário de (2.1), então obrigatoriamente 
limfh=O=O. 
k~= 
Por outro lado, também se prova que, mesmo nas iterações em que é preciso reduzir O, 
é possível garantir que ó/0 é uniformemente limitado. Como conseqüêcia da contradição 
exprimida pelas duas afirmações acima, obtém-se o teorema abaixo: 
Teorema 2.3 Seja {x~r} a seqüência gerada pelo algoritmo 2.1. Supondo válidas todas as 
condições acima estabelecidas, existe um ponto limite de { xk} que é um ponto estacionáno 
de (2.1). 
Demonstração. Veja os detalhes em [24]. 
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2.5 Aspectos computacionais 
Estabelecidas todas as condições necessárias para que o algoritmo, além de bem 
definido, tivesse sua convergência garantida, resta-nos descrever como implantá-lo em um 
computador. 
Assim, apresentamos abaixo, em detalhes, tanto os passos que julgamos mais 
importantes, como os dados do problema que é preciso fornecer. 
1. determinando o passo normal. 
Como mencionamos na seção 2.3, uma das formas de encontrar s"' consiste 
em resolver o problema quadrático (2.21). Em virtude deste problema conter restrições 
de igualdade, além das canalizações, e de pretendermos utilizar o algoritmo QuaCon, 
fomos obrigados a embutir na função objetivo um termo de penalização, obtendo assim: 
~1 llslll + ~IIAh)' + c(x,)Jil 
sujeita a f -X~; ::; S ::; 11.- .'Ek 
llsll= <: 0.86. 
R.eescrevendo o problema acima, temos 
sujeita a 
~sT[i<II + A(x;Y A(x;)]s + C(x,YA(x;)s 
f- Xk ::; 8 ::; U - Xk 
li si I=<: 0.86. 
(2.25) 
(2.26) 
Não há dificuldade em aplicar QuaCon a (2.26), utiliza.ndo sn = O como 
ponto inicial (factível). Mas cabe aqui ressaltar que a escolha de fJ·l é um det.alhe 
complicado desta formulação, devendo ser feit.a cuidadosament,e com base nos dados 
do problema que pretendemos resolver. Na verdade, em muitos de nossos experi-
mentos observamos que variando f..t1 alterávamos razoavelmente o comportamento do 
algoritmo. 
2. determinando o passo tangente. 
Também a determinação de sk = sn + St (segundo (2.23)) exige a solução ele 
um problema que, por conter restrições de igualdade, precisa ser tnmsformaclo, atrnvés 
da introduc;ão de um termo penalizado na funçã-o objetivo, de modo que possmnos 
aplicar QuaCon. Neste caso escrevemos 
m.1.nim.1-za.r ly TI 1 2 1',[2' H,s + g(x;) s + 2]]A(x,)[s- s,]]] 2 
sujeita. a {- Xk ::; S ::; 1/. - Xk (2.27) 
llsll= <: 6 
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ou, de outra forma, 
1 TI T T T T 2s f1.2Hk + A(xk) A(x,)]s + [l'29(x,) - s"A(x,) A(xk)]s 
sujeita a l - Xk :::; S _-:; U- Xk (2.28) 
]]s]]oo ~ 8. 
Para este problema, um ponto inicial razoável e factível seria sk = sn. 
Além disso, f-L2 deve ser escolhido de forma ainda mais cautelosa que f-lt, na tentativa 
de manter um equilíbrio entre os objetivos de manter A(xk)Bk + C(xk) = O e reduzir o 
lagrangiano. 
3. escolhendo H. 
Diversas vezes ao longo do texto fizemos referência à matriz H k, uma a-
proximação da hessiana do lagrangiano do problema sem canalizações. Nesta primeira 
versão do algoritmo, como não estamos demasiadamente preocupados com o esforço dis-
pendido no cálculo de tal matriz, e como dispomos de todas as informações necessárias 
para definir \l_;xe(xk, Àk), resolvemos adotar como Hk esta matriz. 
Quanto à possibilidade de termos que fatorar H k (para resolver alguns sis-
temas lineares necessários à determinação de dt), que pode não ser definida positiva, 
nada temos com que nos preocupar pois QuaCon possui uma rotina de decomposição 
de Cholesky modificada, particularmente indicada para estes casos. 
4. definindo os critérios de parada 
A interrupção do algoritmo é determinada sempre que: 
(a) O passo for muito pequeno: 
(2.29) 
(b) A redução da infactibilidade e da função objetivo for pouco significativa: 
P/e~(Xk. Sk) <E f e P;:;;'(Hk, Xk 1 Àk 1 sk, .6.),) < f 0 . (2.30) 
5. atuahzando os multipl·icadores de Lagrange. 
No passo 2.8, fazemos uma atualização de primeira ordem das estimativas 
dos multiplicadores de Lagrange diretamente pela emprego da fórmula: 
1 Àk+l+--A(xk.)[sk- sn.] 
1'2 
6. atuahzando o do raio da região de confiança 
(2.31) 
Toda vez que o passo é aceito, dobramos (em 2.13.1) o raio da região de 
confiança. Por outro lado, reduzimos (em 2.14.1) ó pela metade se o passo não for 
aceito. Em qualquer caso, não aceitamos ó menor que w-4. 
62 CAPiTULO 2. UM ALGORITMO PARA MINIMIZAÇÃO COM RESTRIÇÕES 
7. Calculando o termo penalizador da função de mérito. 
No passo 2.12.1, o valor de (} depende de v, um parâmetro utilizado para permitir 
diferentes graus de não monotonicidade. Durante os nossos testes, experimentamos 
diversos valores para v, na tentativa de verificar qual influência est;e termo tem sobre 
o desempenho do método. 
8. detalhando a estrutura de dados 
Mais que uma aproximação inicial da solução do problema ou dos multipli-
cadores de Lagrange, para que possamos aplicar o algoritmo é necessário fornecer sub-
rotinas que calculem j(x), C(x), V j(x), VC(x), V 2 f(x) e V2 C,(x), par·ai. ~ !, ... , m .. 
Na tentativa de fazer com que os dados sejam utilizados de forma eficiente 
por QuaCon, estabelecemos algumas regras para a criação destas rotinas:. 
• g( x) c C ( x) devem ser fornecidos em vetores densos; 
• \7C(:r) deve ser fornecida como um conjunto de n vet.ores densos ou esparsos, cada 
um deles contendo a derivada de todas as restrições de igualdade com relação a 
uma das componentes de x. 
• \7 2 f(x) também deve ser fornecida como um conjunto de n vetores densos ou 
esparsos, compostos das segundas derivadas de f com relação a cada componente 
de x. Nesta versão do algoritmo, não utilizamos uma aproximaç;ão por diferenças 
finitas pam as hcssianas. 
• Cada matriz V 2C1 ( x) deve ser fornecida da mesma forma que a hessiana da função 
objetivo. 
No caso de desejarmos resolver um problema relativamente graude sem 
usar a decomposição de Cholesky como método de minimização irrestrita em QuaCon: 
também permitimos que, em lugar do cálculo de VC(x), V 2j(x) e cada uma das ma-
trizes \72Ci{;:r), sejam criadas apenas rotinas de multiplicação destas matrizes por um 
vetor qualquer. 
2.6 Aplicações e resultados numéricos 
Para testar este novo algoritmo, decidimos aplicá-lo à resoluçã.o de um subcon-
junto dos problemas compilados por Hock c Schit.tkowski em [27]. 
A descrição completa dos problemas que selecionamos, incluindo o ponto inicial 
sugerido para cada um deles, encontra-se no apêndice B. Mas apresent.ar.~ws na tabela 2.1 
um resumo das informações que julgamos mais relevantes, indicando, pela ordem, o índice 
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problema número de tipo de função 
aqui em [27] var. restr. can. f. objetivo restrições 
I 38 4 o 8 polinomial -
2 41 4 I 8 polinomial linear 
3 45 5 o !O polinomial -
4 53 5 3 !O quadrática linear 
5 54 6 I 12 não polinomial linear 
6 55 6 6 8 não polinomial linear 
7 60 3 I 6 polinomial polinomial 
8 62 3 I 6 não polinomial linear 
9 63 3 2 3 quadrática quadrática 
lO 74 6 5 12 polinomial não polinomial 
11 75 6 5 !2 polinomial não polinomial 
12 80 5 3 !O não polinomial polinomial 
13 81 5 3 !O não polinomial polinomial 
14 99 7 2 14 não polinomial não polinomial 
15 107 9 6 8 polinomial não polinomial 
16 110 !O o 20 polinomial -
17 111 !O 3 20 não polinomial não polinomial 
18 112 !O 3 20 não polinomial linear 
19 113 18 8 8 quadrática quadrática 
20 119 16 8 32 polinomial linear 
Tabela 2.1: Problemas de Hock e Schittkowski 
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de cada problema, o índice usado em [27], o número de variáveis, restriçi5et> de igualdade c 
canalizações5 , o tipo de função objetivo e o tipo de função usado nas restrições. 
A opção por problemas pequenos mas com características variadas revela nossa 
intenção de fazer apenas uma primeira análise do desempenho do algoritmo quando sub-
metido a testes práticos, sem a preocupação de compará-lo a outros métodos conhecidos. 
O algoritmo 2.1 foi implementado (em FORTRAN) conforme as especificações 
contidas nas seções 2.2.1, 2.3 e 2.5, feitas as seguintes ressalvas: 
• Para definir os critérios de parada segundo (2.29) e (2.30), adotamos Ex= 10-6 , EJ = 
lQ-S e Eo = 10-8 , salVO TIO problema 5, em que USamOS Ex= 10-? e E_r = 10-1 , e no 
problema 14, onde empregamos Ex= 10-10 e E f= 10-1 . 
• Escolhemos um valor inicial suficientemente grande para 6, com base na magnitude de 
x 0 e da solução do problema a ser resolvido. 
• Na prática, em lugar de usarmos o teste mencionado no item 2.13 do algoritmo, aceita-
mos um passo sempre que 
• Para a minimizaçáo dos subproblemas quadráticos definidos em (2.26) n (2.28), 
necessários à det.ennição de sn e st, adotamos como critério de parada 
• Utilizamos /-il = 10-6 , exceto no problema 14, para o qual /-il = 10-1. 
A tabela 2.2 cont.óm os resultados que obtivemos para cada problema, incluindo 
o número total de iterações nas quais o passo foi aceito, a quant.idade de passos recusados e o 
total de iterações de QuaCon, urn número que indica qual critério de parada foi atendido de 
acordo com (2.29) e (2.30), o valor de /J2 utilizado e o valor de e obtido na última iteração. 
Em todos os exemplos o algoritmo foi capaz de encontrar uma solução e, em geral, 
o número de iterações foi pequeno se comparado à dimensão do problema. 
Obtivemos os resultados mencionados usando v= O em (2.24), ou seja, exigindo 
um decréscimo monótono do parâmetro de penalizaçã.o do lagrangiano aumentado. 
Parrt anrtlisar a influência causada sobre o desempenho do programa por um.ct 
estratégia não monótona para a escolha de B, experimentamos resolver os mesmos problemas 
atribuindo a u os valores 102 , 101 e 106 . Mas apenas nos testes 6, 13 e 14 notamos alguma 
diferença) conforme mo.stra a tabela 2.3. 
Atrihuimos a pouca influência cn.usada pela variação ele v em nossos exemplos ao 
fato estarmos usando a própria hessiaua do lagrangiano, além de boas estimativas para os 
5Para iadicM o número de canali,.;açõeH couHüleramoH qw:~ catla variável pode estar sujeita a um limite 
iuferior e o11Lro superior, podendo ser .~euJo contada, neste ca.~o, Jnas vezes. 
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prob. n. de iterações crit. parâmetros 
total recus. QuaCon par. !12 e final 
1 31 o 39 1 - -
2 5 o 12 2 w-' 1.0 
3 2 o 2 1 - -
4 2 o 4 2 10-6 0.13 
5 433 o 877 2 JO' 1.0 
6 2 1 9 1 w-5 0.28 
7 7 o 14 1 w-6 0.5 
8 5 2 15 1 10-10 w-n 
9 5 1 18 2 w-6 0.64 
10 9 o 21 1 w-6 0.49 
11 148 o 297 1 w-w w-' 
12 7 o 17 2 w-6 0.49 
13 20 14 117 2 w-' 0.037 
14 12 24 337 1 10-15 w-n 
15 6 2 27 1 10-10 w-' 
16 4 1 5 1 - -
17 52 2 390 1 w-w 0.017 
18 12 o 33 1 w-6 1.0 
19 5 o 15 1 w-6 0.5 
20 7 1 35 1 w-6 w-' 
Tabela 2.2: Resultados numéricos 
prob. iterações v 
o 10 10 10 
total 2 3 3 3 
6 recus. 1 o o o 
QuaCon 9 9 9 9 
total 20 17 72 85 
13 recus. 14 7 37 38 
QuaCon ]]7 76 390 466 
total 12 4 4 4 
14 recus. 24 20 20 20 
QuaCon 337 219 219 219 
Tabela 2.3: Resultados para diversos valores de v 
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multiplicadores de Lagrange. Com isso, obtivemos normalmente em cada iteração uma boa 
redução da infactibilidade e da função objetivo (nos nossos exemplos quase nunca recusamos 
iterações), de modo que os valores de(} mantêm-se altos, como se constata na tabela 2.0. 
Embora seja necessário efetuar muitos experimentos mais para permir.ir que 
cheguemos a uma conclusão segura, acreditamos que, nos casos em que contamos com esti-
mativas piores de H e.\, a adoção de uma estratégia não monótona para determinar de (}k 
forneça resultados mais significativos. 
Por fim, não se pode deixar de mencionar novamente aqui a~ sensibilidade do 
algoritmo a variações dos parâmetros lll e J-t2, assunto que também deve ser objeto de uma 
análise mais demorada. 
CAPÍTULO 3 
Outro algoritmo para minimização 
com restrições 
Terminando nosso trabalho, voltamos neste capítulo à programação não linear 
com restrições para tratar de um algoritmo que emprega diretamente, é não apenas como 
função de mérito, o lagrangiano aumentado. 
Se aqui a minimização de quadráticas ainda aparece, isto acontece de forma um 
tanto sutil, não pela aplicação direta de QuaCon, mas através da combinação de um novo 
tipo de método com aquele baseado na programacão quadrática seqüencial que acabamos de 
analisar. 
3.1 Usando o lagrangiano aumentado 
Consideremos, mais uma vez, o problema de minimização de uma função nao 
linear sujeita a restrições de igualdade e canalizações das variáveis descrito por1: 
minimizar f(x) 
sujeita a C(x) =O 
[ :::; X :::; 1/. 
onde, como já sabemos, o termo :;_ é usado componente a componente e l < u. 
(3.1) 
1Reproduzirnos aqui a formulação feita no capítulo anterior para tornar menos aborrecida a lcitnra do 
texto. 
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Excluindo de (3.1) as canalizações, o lagrangiano aumentado do problema resul-
tante pode ser definido como a função 
L(x, !-, !') = f(x) + !-TC(x) + _l_IIC(x)lll, 
21' 
(3.2) 
onde o vetor ). contém uma estimativa dos multiplicadores de Lagrange e 1-l é um parâmetro 
de penalização2 . 
Com a atencão voltada às aplicações de grande porte, Conn, Gould e Toint [10] 
sugeriram, em artigo recente, um método que consiste em resolver a cada iteração um pro-
blema na forma 
sujeita a 
L(x,Ã,!') 
l .:::; X :S; 'IJ. (3.3) 
Nosso objetivo é construir um algoritmo eficiente com base nesta proposta, recor-
rendo para isso a tudo o que já foi apresentado nos capítulos anteriores. 
3.1.1 Definições e notação 
Como sempre, à explanação do algoritmo precederemos uma definição da notação 
adotada, ainda que tenhamos, com isso, que repetir alguns termos já apresentados. 
• Adotamos o termo 11·11 para representar uma norma qualquer em !J'ln; 
• As canalizações são representadas pelo conjunto O, definido por: 
() = {x E IRn ll :S x :S u}. (3.4) 
• O lagrangiano associado ao problema sem canalizações é: 
f(x, !-) = f(x) + !-TC(x) (3.5) 
que derivado com relação a x fornece 
'\lf(x, !-) = '\7 J(x) + '\lC(x)TÀ. (3.6) 
• As derivadas da função .C(x, À, J-L) com relação às componentes de x são definidas pelo 
vetor 
1 
'\lL(x,À,I') = '\lf(x) + '\lC(x)T[!- + -C(x)J. 
I' 
(3.7) 
2 Apesar de equivalente a (3.2), a definição do lagrangiano aumentado feita em (2.8) não será adotada 
aqui. 
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• Definindo como estimativa (de primeira ordem) dos multiplicadores de Lagrange asso-
ciados às restrições de igualdade de (3.1) o termo 
- 1 À(x, À,~)= À+ -C(x) 
I" 
obtemos 
• Para todo ponto X E n, definimos também o vetor P(x, \7 .C(x, >.))como 
{ 
X;- l;, 
(P(x, '\7L(x, À)));= "-i- x;, 
('\7 L(x, À)),, 
3.2 Descrição do algoritmo 
se x; -l, <; ('\7 L(x, À)),; 
se ui- Xi::; -('V C(x, >.))i; 




Supondo conhecidas uma aproximação inicial do problema (3.1), x 0 , uma esti-
mativa dos multiplicadores de Lagrange, >..o, além dos parâmetros Eo, "lo, E'\ TJ* e J.to, cuja 
utilidade tornar-se-á clara abaixo, formulou-se, em [10], o seguinte algoritmo3 : 
Algoritmo 3.1 Minimização com restrições usando o lagmngiano aumentado. 
1. k~O; 
2. ENQUANTO IIP(x;, VL(x,,À,))ii :>,.OU IIC(x,)ii :> '7' REPETIR 
2.1. Resolver o problema quadrático definido pelo lagrangiano 
aumentado e pelas canalizações: 
Encontrar Xk E n tal que 
jjP(xk, '\7 L(x>, A,))jj <; 'k; 
2.2. SE IIC(xk)il' <; ryk, 
2.2.1. Aceitar o passo: 
2.3. SENÃO 
Àk+J~Àk + C(x,)/Jt: 
J-Lk+l f--J-Lk; 
eti-- min {J-Lk+l, 'Y }; 
Ek+lt-D'f./r,; 
1Jk+1 i--O. 91Jk; 
3 Como sempre, para reduzir a notação e facilitar o entendimento, na descrição do algoritmo representamos 
com números alguns termos que são tidos norrnalmente corno parámetros. 
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2.3.1. Recusar o passo: 
Àk+I+-Àk; 
1-tk+I+---Tf-lk; 
a+- min{t-tk+l• 1' }; 
E"k+l +-O:EQ; 
1Jk+I +-Ü.l1Jo; 
2.4. k~k + 1. 
Embora tenha uma estrutura muito simples, o algoritmo exige, no item 2.1, are-
solução aproximada de um problema não linear sujeito a canalizações, o que, como sabemos, 
encerra grande complexidade. Como a forma pela qual é executado esLe passo está rela-
cionada mais à eficiência do método que aos resultados teóricos de convergência, voltaremos 
a tratar deste assunto na seção dedicada aos aspectos computacionais. 
Por sua vez, a atualização dos valores estimados dos multiplicadores de Lagrange 
adotada no passo 2.2.1, tendo por base a fórmula (3.8), não é a única alternativa sugerida 
por Conn, Gould e Toint, que apresentam em [10] um outro algoritmo no qual ), pode ser 
calculado de forma bem mais genérica. 
3.3 Resultados teóricos 
Supondo que f(x) e C(x) têm segundas derivadas contínuas, que a seqüência 
{ x k} está contida em um subconjunto compacto de IRn e que os pontos de acumulação de 
{ xk} são regulares4 , Conn, Gould e Toint [lO] demonstraram que o algoritmo 3.2 satizfaz o 
seguinte teorema: 
Teorema 3.1 Seja x"' u.m ponto de acumulação de {xk} gerada pelo algoritmo 3.21 seja 
também ), * o vetor de multiphcadores definido pela estimativa de quadrados mínimos5 para 
x = x"', e K o corôunto de índices de uma subseqüência infinita de { xk} que converge para 
x"'. Se são satisfeitas as hipóteses do parágrafo acima, então: 
• existem constantes u > O, (3 > O e um inteiro ko tais que, para todo k > ko, k E K, 
e 
IIC(x,)ll <: Mdilek + 11>.,- >."11 + <>llx,- x"lll; 
• se C(x"') =O, então x"' é um ponto estacionário de (3.1) e),* é o vetor de multipli-
cadores de Lagmnge cmTespondente. Além disso, { .\k} converge para ), * e 'V C(xk, Àk) 
converge para 'VC(.'r*, X"). 
4Veja hipótese 6 na seção 2.4. 
GObticla através da rninimização de IIVC(x*)T;.- \lf(x*)[l~, onde C(.r*) contém a.< restrições ativa.~ em 
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3.4 Aspectos computacionais 
Como já foi dito, o desempenho do algoritmo está subordinado quase que exclusi-
vamente à forma pela qual é implementado o passo 2.1, descrito acima com certa liberalidade. 
Para encontrar uma solução aproximada do problema de minimização do la-
grangiano aumentado sujeito a canalizações, Conn, Gould e Toint sugerem o uso de um 
método de minimização em caixas introduzido por eles mesmos recentemente (vide [9], [11]), 
e já bastante conhecido. 
Nada impede, porém, o emprego direto, neste passo, do método de programação 
quadrática seqüencial que formulamos no capítulo anterior, que pode ser adaptado para ser 
incluído como subrotina do algoritmo global. Para tanto, a única alteração que precisamos 
fazer diz respeito à compatibilização dos critérios de parada dos dois métodos. 
Assim, para não termos que calcular a norma de P(xk, \7 .C(xb Àk)), adotamos 
na minimização do lagrangiano aumentado o critério de parada definido no algoritmo 2 .1. 
Em função disso, precisamos modificar também o passo 2 do algoritmo 3.1, aceitando como 
solução do problema 3.1 um ponto Xk que satisfaz: 
e 
Estas alterações não nos obrigam, felizmente, a definir novas fórmulas para o 
cálculo de Ek e 1Jk, de modo que podemos manter inalterados os demais .itens do algoritmo 
3.1. 
3.5 Experimentos numéricos 
Ainda que este novo método seja mais indicado para problemas grandes, de-
cidimos avaliá-lo preliminarmente utilizando o conjunto de test.es apresentado na figura 2.1 
(excluindo os problemas 1, 3 e 16 por não possuírem restrições de igualdade). 
A tabela 3.1 exibe os resultados alcançados, fornecendo, pela ordem, o índice 
do problema, o número total de iterações do algoritmo 3.1, o número de iterações em que 
aumentamos o penalizador do lagrangiano aumentado, a quantidade de iterações aceitas e 
recusadas ao utilizarmos como subrotina o algoritmo 2.1 e o número de iterações de QuaCon. 
Indicamos entre parênteses os valores análogos obtidos no capítulo 2, para facilitar uma 
comparação dos métodos. 
No programa em FORTRAN que elaboramos, atribuímos ao parâmetro ~:* o 
mesmo valor adotado para o parâmetro Ex definido em (2.29). Além deste, outros valores 
utilizados que merecem menção são: ry* = 10-6, EQ = 1, "'lo= 1 e Mo= 0.1. 
Os resultados obtidos mostram que esta nova proposta é interessante, tendo al-
cançado a solução em todos os testes feitos, e geralmente em um número razoável de it-
erações. Na maioria dos exemplos, entretanto, o desempenho foi inferior ao obtido pelo 
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número de iterações 
prob. algoritmo 3.1 algoritmo 2.1 QuaCon 
total recus. total recus. 
2 4 o 5(5) 0(0) 5( 12) 
4 5 1 10(2) 0(0) 5(4) 
5 8 o 440(433) 0(0) 464(877) 
6 2 o 5(2) O( I) 8(9) 
7 6 o 15(7) 3(0) 24(14) 
8 7 3 22(5) 2(2) 29(15) 
9 5 o 20(5) 9(1) 35(18) 
!O 3 I 32(9) 21(0) 61(21) 
11 8 4 245(148) 214(0) 472(297) 
12 5 o 21(7) 12(0) 33(17) 
13 5 o 13(20) 2(14) 16(117) 
14 12 7 1012(12) 1167(24) 4655(337;1 
15 7 3 23(6) 2(2) 37(27) 
17 6 I 1005(52) 996(2) 3446(390) 
18 4 I 18(12) 0(0) 22(33) 
!9 7 2 29(5) 0(0) 33(15) 
20 5 2 17(7) 2(1) 23 (35) 
Tabela 3.1: Resultados numéricos 
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algoritmo 2.1, particularmente se observamos o número de iterações de QuaCon exigidas 
pelos dois métodos, ainda que a quantidade de testes seja insuficiente para que possamos 
extrair conclusões definitivas. 
Além disso, o grande número de iterações efetuadas pelo algoritmo 3.1 em alguns 
poucos casos sugere a necessidade de estudarmos novos critérios para a redução do parâmetro 
de penalização incluído na função objetivo. 
Mas o que mais nos impressiona é o desperdício que há em utilizar o algoritmo 
2.1 para resolver um problema que contém apenas canalizações, em lugar de aproveitá-lo 
totalmente. Para comentar isso seremos forçados a recorrer a uma última seção ... 
3.6 Mesclando os algoritmos 
Tendo à mão duas maneiras diferentes de minimizar funções. não lineares com 
restrições, não foi possível resistir à enorme tentação de entremeá-las ainda mais e criar, com 
isso, um método híbrido que divide as restrições de igualdade e atribui a cada algoritmo o 
encargo de tornar factível uma parte delas. 
Para observar como isso é feito precisamos, em primeiro lugar, reescrever o pro-
blema 3.1 na forma 
mzmmzzar f(x) 
sujeita a C(x) ~ (311) 
[ ::; X ::; 11 .. 
Nesta nova formulação, supomos que apenas o conjunto de restrições C1(x) será 
incluído no lagrangiano aument.ado, de modo que em cada iteração temos que 
m:~n'tm1.zar 
sujeita a 
Z:(x, ~. !') 
G2(x) ~o 
[ ::::; X ::::; U.. 
onde), contém os multiplicadores associados a C1(x), e 
- - -T 1 2 




Mesmo contendo as restrições C2(x), (3.12) pode ser resolvido no item 2.1 do 
método se usarmos nesse passo o algoritmo 2.1. Esta alteração simples não exige sequer 
que modifiquemos o programa descrito acima, mas apenas que redefinamos alguns dados de 
entrada. 
Dentre todos os nossos problemas, selecionando para estes últimos testes os únicos 
que continham dois tipos diferentes de restrições: 
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restrições número de iterações 
prob. usadas algoritmo 3.1 algoritmo 2.1 QuaCon 
em C1(x) total recus. total recus. 
9 quadrática 7 3 21 1 47 
linear 7 3 19 6 67 
10 lineares 6 3 20 10 (17 
polinomiais 10 5 18 o 41 
11 lineares 6 3 13 22 95 
polinomiais 10 5 21 2 !:i6 
19 lineares 9 4 27 1 60 
quadráticas 7 3 11 o 27 
Tabela 3.2: Misturando os métodos 
• O problema 9, com uma restrição quadrática e uma linear; 
• O problemas 10 e 11, que possuem duas restrições lineares e 3 polinomiais; 
• O problema 19, composto de três restrições lineares e cinco quadráticas. 
Como existem duas formas de dividir as restrições em dois conjuntos, resolvemos 
cada problema ora fazendo C1(x) conter as restrições lineares, ora as demais. A tabela 3.2 
resume as informações colhidas nessas experiências. 
Observando estes resultados) e comparando-os aos valores das tabelas 2.2 e 3.1, 
mais uma vez somos levados a crer que ambas as alternativas são promissoras e devem ser 
melhor exploradas. E mesmo sendo muito pequeno o número e o tamanho dos testes feitos, 
tudo indica que a divisão das restrições entre os dois algoritmos melhora o desempenho do 
método que usa o lagrangiano aumentado. 
Os resutados também sugerem ser melhor embutir as restrições mais complicadas 
(não lineares) na função objetivo (em lugar das restrições lineares). 
Além disso, cabe ressaltar que como o algoritmo 2.1 pouco mais foi que formulado, 
do seu desenvolvimento ainda podemos e.sperar obter indiretamente algum progresso aqui. 
Conclusões 
" ... como quereis vós que não me encha 
de confusão o antigo legislador, chamado Vulgo, 
quando ele vir que no cabo de tantos anos, 
como há que durmo no silêncio do esquecimento, 
me saio agora, tendo já tão grande carga 
de anos às costas, com uma legenda 
seca como as palhas, falta de invenção, 
minguada de estilo, pobre de conceitos, 
e alheia a toda erudição e doutrina. " 
Miguel de Cervantes 
in: Dom Quixote de La Mancha 
Chegando a este ponto do trabalho em que o damos por concluído, longe ainda 
estamos de imaginar que nada mais haja por fazer. Pelo contrário, julgamos sim que a 
utilidade deste relato de nossas experiências reside justamente no fato de termos dado um 
primeiro passo. 
Empregamos um algoritmo novo para minimização de quadráticas em caixas na 
resolução de aplicações práticas e o resultado foi muitíssimo promissor, como também de-
monstraram grande potencial os algoritmos apresentados para problemas não lineares com 
restrições. 
Mas dos resultados obtidos não podemos extrair mais que essa promessa vaga, 
pois muito ainda resta por detalhar, definir, alterar até que venhamos a ter finalmente como 
75 
76 
assegurar aos métodos propostos eficiência ou competitividade. 
Cumpre-nos, assim, antes de bater o ponto final, apenas o dever de utilizar parte 
do que aprendemos para sugerir temas de futuras linhas de pesquisa nesta área, incluindo: 
• A comparação de todos os algoritmos com programas do mesmo gênero já bem estabe-
lecidos, visando principalmente aplicá-los a problemas de grande porte; 
• A elaboração e avaliação de uma rotina de atualização da decomposição de cholesky 
em QuaCon; 
• Uma análise mais ampla do desempenho dos métodos do tipo gradiente com retardo, 
particularmente no que diz respeito à programação em paralelo; 
• A discussão de alternativas para a resolução dos problemas de programação quadrática 
com restrições contidos no algoritmo 2.1, sem que seja usado, como fizemos, um método 
baseado em penalização; 
• A definição de novas propostas para o cálculo de alguns passos no algoritmo 2.1, aten-
dendo melhor ao espírito menos restritivo do método e reduzindo o custo computacional 
de cada iteração. 
• A especialização de um dos dois métodos mesclados no capítulo 3 para o tratamento 
exclusivo de algum tipo particular de restrição (as lineares, por exemplo), visando uma 
melhoria do desempenho global do algoritmo. 
APÊNDICE A 
Experimentos do primeiro capítulo 
Reunimos neste apêndice todos os resultados dos experimentos realizados com o 
algoritmo QuaCon. Os dados aparecem agrupados em tabelas segundo o tipo de problema 
a que se referem. 
Inicialmente, investigamos qual o comportamento de QuaCon quaudo alteramos 
a dimensão da face em que utilizamos a decomposição de Cholesky para a miuimização 
unidimensional. 
Dedicamo-nos, em seguida ao estudo dos desempenho dos diversos métodos de 
gradiente com retardo. Nas tabelas correspondentes, os resultados são fornecidos em função 
do parâmetro e (vide item 1.2 à página 8), que define a freqüência com que mudamos de 
face. 
Passamos, então, à analise dos efeitos decorrentes do uso de vários valores para 
o termo 8 (vide item 1.2.2 à página 8), que tem por finalidade assegurar a convergência do 
algoritmo quando resolvemos problemas dual degenerados. 
Finalmente, apresentamos alguns gráficos que ilustram o result.ado da aplicação 
do programa aos problemas de projeção de pontos sobre politopos. 
Muitos dos termos que aparecem nas tabelas, corno e, na(x*), na(x0 ), deg e 
8, já foram mencionados e supomos conhecidos seus significados. Além disso, em alguns 
casos, usamos expressões como xo = O ou xo = U, por exemplo, parn indicar que todas a.s 
componentes da aproximação inicial utilizada são iguais a zero ou seus limites superiores. 
Nas tabelas A17, A18, A19, A20, A29 e A30, os valores fornecidos representam 
o número total de iterações, o número de iterações com decréscimo da função e o índice da 
iteração na qual foi encontrada a face ótima. 
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Teta Dim. Problema 
C h o! 1 2 3 4 5 6 7 8 
10-m o 127 250 115 288 202 259 229 240 
100 127 250 115 288 202 259 229 240 
200 127 250 115 288 202 259 229 240 
500 88 250 80 235 202 259 229 240 
1000 21 134 17 165 202 259 229 240 
2601 21 21 17 18 19 20 22 23 
w-o o 127 250 117 288 202 259 229 240 
100 127 250 117 288 202 259 229 240 
200 127 250 117 288 202 259 229 240 
500 88 250 80 235 202 259 229 240 
1000 21 134 17 165 202 259 229 240 
2601 21 21 17 18 19 20 22 23 
0.01 o 88 212 78 254 153 211 152 229 
100 88 212 78 254 153 211 152 229 
200 88 212 78 254 153 211 152 2~~9 
500 89 212 76 234 153 211 152 22:9 
1000 20 122 17 170 153 211 152 229 
2601 20 19 17 18 19 20 20 n 
0.1 o 90 128 65 279 116 182 134 218 
100 76 128 65 279 116 182 134 218 
200 76 128 65 279 116 182 134 218 
500 73 128 58 279 116 182 134 218 
1000 17 68 15 210 116 182 134 218 
2601 17 17 15 15 17 18 18 19 
0.9 o 75 146 64 175 116 217 137 274 
100 75 146 64 175 116 217 137 274 
200 73 146 63 175 116 217 137 274 
500 65 146 55 176 116 217 137 274 
1000 21 90 18 93 116 217 137 274 
2601 21 20 18 18 18 19 26 27 
Tabela A.l: Problemas de obstáculo A (n=2601) 
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Teta Dim. Problema 
Chol 9 10 11 12 13 14 15 16 
10 -w o 200 314 211 410 330 413 401 406 
100 200 314 211 410 330 413 401 406 
200 200 314 211 410 330 413 401 406 
500 200 314 211 410 330 413 401 406 
1000 153 269 150 410 330 413 401 406 
2000 32 116 25 249 330 413 401 406 
5041 32 27 25 24 24 25 31 32 
10_, o 200 313 211 437 330 413 401 406 
100 200 313 211 437 330 413 401 406 
200 200 313 211 437 330 413 401 406 
500 200 313 211 437 330 413 401 406 
1000 153 269 150 369 330 413 401 406 
2000 32 116 25 257 330 413 401 406 
5041 32 27 25 24 24 25 31 32 
0.01 o 148 328 123 364 262 356 286 392 
100 148 328 123 364 262 356 286 392 
200 148 328 123 364 262 356 286 392 
500 148 328 123 364 262 356 286 392 
1000 133 328 110 364 262 356 286 392 
2000 30 206 21 253 262 356 286 392 
5041 30 24 21 22 22 23 28 29 
0.1 o 119 215 75 499 168 279 165 362 
100 119 215 75 499 168 279 165 362 
200 119 215 75 499 168 279 165 362 
500 116 215 75 499 168 279 165 362 
1000 106 209 76 499 168 279 165 362 
2000 24 135 20 359 168 279 165 362 
5041 24 22 20 19 21 22 26 27 
0.9 o 120 171 96 478 166 335 219 388 
100 120 171 96 478 166 335 219 388 
200 119 171 96 478 166 335 219 388 
500 114 176 94 478 166 335 219 388 
1000 98 160 72 478 166 335 219 388 
2000 30 89 25 281 166 335 219 388 
5041 30 26 25 23 22 23 34 35 
Tabela A.2: Problemas de obst.áculo A (n~5041) 
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Teta Dim. Problema 
Chol 17 18 19 20 21 22 23 24 
w= o 428 1226 408 1851 813 765 742 850 
100 428 1226 408 1851 813 765 742 850 
200 428 1226 408 1851 813 765 742 850 
500 428 1226 408 1851 813 765 742 850 
1000 428 1226 408 1851 813 765 742 850 
2000 255 1226 259 1851 813 765 742 850 
5000 41 659 32 1390 813 765 742 850 
10000 41 35 32 28 32 29 37 24 
w-' o 420 1224 406 1847 812 765 741 850 
100 420 1224 406 1847 812 765 741 850 
200 420 1224 406 1847 812 765 741 850 
500 420 1224 406 1847 812 765 741 850 
1000 420 1224 406 1847 812 765 741 850 
2000 254 1224 258 1847 812 765 741 850 
5000 41 658 32 1388 812 765 741 850 
10000 41 35 32 28 32 29 37 24 
0.01 o 220 676 181 1046 430 487 499 604 
100 220 676 181 1046 430 487 499 604 
200 220 676 181 1046 430 487 499 604 
500 220 676 181 1046 430 487 499 604 
1000 218 676 181 1046 430 487 499 604 
2000 221 676 187 1046 430 487 499 604 
5000 38 347 27 672 430 487 499 604 
10000 38 33 27 24 28 26 34 21 
O. I o 154 351 146 732 355 552 404 680 
100 154 351 146 732 355 552 404 680 
200 154 351 146 732 355 552 404 680 
500 154 351 146 732 355 552 404 680 
1000 188 351 133 708 355 552 404 680 
2000 163 351 155 675 355 552 404 680 
5000 33 156 27 597 355 552 404 680 
10000 33 27 27 22 26 23 35 18 
0.9 o 171 275 158 584 230 472 314 649 
IDO 171 275 158 584 230 472 314 649 
200 171 275 158 584 230 472 314 649 
500 162 275 153 584 230 472 314 ti49 
1000 165 273 146 584 230 472 314 ti49 
2000 150 248 114 584 230 472 314 649 
5000 40 147 36 287 230 472 314 fi49 
10000 40 35 36 28 28 25 48 18 
Tabela A.3, Problemas de obstáculo A (n=IDDOO) 
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Teta Dim. Problema B Problema C 
Chol 25 26 27 28 29 30 
10-w o 234 454 490 227 276 187 
100 234 454 490 227 276 187 
200 234 454 490 227 276 187 
500 234 454 490 227 276 187 
1000 234 454 490 227 276 187 
2000 234 454 490 227 276 187 
5041 24 28 29 22 27 21 
10-o o 261 452 490 227 276 187 
100 261 452 490 227 276 187 
200 261 452 490 227 276 187 
500 261 452 490 227 276 187 
1000 261 452 490 227 276 187 
2000 261 452 490 227 276 187 
5041 24 28 29 22 27 21 
0.01 o 170 281 289 154 204 184 
100 170 281 289 154 204 184 
200 170 281 289 154 204 184 
500 170 281 289 154 204 184 
1000 170 281 289 154 204 184 
2000 170 281 289 154 204 184 
5041 21 24 26 21 25 20 
0.1 o 143 190 222 142 181 184 
100 143 190 222 142 181 184 
200 143 190 222 142 181 184 
500 143 190 222 142 181 184 
1000 143 190 222 142 181 184 
2000 143 190 222 142 181 184 
5041 18 22 23 18 22 17 
0.9 o 113 166 223 128 191 195 
100 113 166 223 128 191 195 
200 113 166 223 128 191 195 
500 113 166 223 128 191 195 
1000 113 166 223 128 191 195 
2000 113 163 223 !28 191 195 
5041 18 28 25 23 29 22 
Tabela A.4: Problemas de obstáculo B e C (n=5041) 
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Teta Dim. na(x0 ) - 100 na(x0 ) - 500 na(x0 ) ,_ 900 
C h oi deg-1 deg-12 deg-1 deg-12 deg-1 deg-12 
10-!U o 620 722 543 630 551 769 
100 355 563 318 626 363 803 
200 355 563 318 626 363 803 
500 355 563 318 626 363 803 
1000 9 21 22 14 15 24 
lO-' o 604 639 543 630 551 769 
100 355 618 318 672 363 908 
200 355 618 318 672 363 908 
500 355 618 318 672 363 908 
1000 9 21 22 14 15 24 
0.01 o 483 551 482 536 479 652 
100 299 485 299 686 328 604 
200 299 485 299 686 328 604 
500 299 485 299 686 328 604 
1000 8 19 14 12 14 24 
0.1 o 506 510 494 520 481 548 
100 285 453 298 498 315 454 
200 285 453 298 498 315 454 
500 285 453 298 498 315 454 
1000 8 18 14 12 11 21 
0.9 o 457 508 472 496 521 538 
100 283 329 307 309 316 306 
200 283 329 307 309 316 306 
500 283 329 307 309 316 306 
1000 11 9 8 7 10 12 
Tabela A.5: Problemas aleatórios (na(x*) = 100) 
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Teta Dim. na(xo) - 100 na(xo) - 500 na(xo)- 900 
Chol deg-1 deg-12 deg-1 deg-12 deg-1 deg-12 
!0-w o 547 * 580 * 569 * 
100 375 1479 408 3046 396 4218 
200 375 1479 408 3046 396 4218 
500 !59 !341 223 3046 119 4218 
1000 20 33 14 48 20 44 
10-' o 547 1878 598 * 569 * 
100 375 !359 428 7173 396 4180 
200 375 !359 428 7173 396 4180 
500 !59 !359 215 7173 119 4180 
IODO 20 33 14 47 20 44 
0.01 o 552 1239 542 1014 537 1253 
100 382 661 372 663 370 651 
200 382 661 372 663 370 651 
500 142 661 140 663 141 651 
1000 18 38 12 37 18 33 
0.1 o 505 834 527 851 522 883 
100 336 609 361 507 355 547 
200 336 609 361 507 355 547 
500 118 609 126 450 104 547 
1000 11 29 10 30 11 33 
0.9 o 461 556 477 59! 498 539 
!OU 294 377 310 385 329 371 
200 294 377 310 385 329 371 
500 69 205 94 299 !OI 259 
1000 7 8 13 17 15 20 
• -excedido o limite de Iteraçoes 
Tabela A.6: Problemas aleatórios (na(x"') = 500) 
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Teta Dim. na(xo) - 100 na(x0 ) - 500 na( xo) -' 900 
Chol deg-1 deg-12 deg-1 deg-12 deg-1 deg-12 
10 -w o 478 1790 471 * 523 * 
100 328 1211 325 3589 372 9458 
200 172 1110 172 3326 !54 9458 
500 104 406 49 441 61 4882 
1000 20 38 19 55 19 51 
10-' o 478 1711 465 * 523 * 
100 328 1029 323 2755 372 9155 
200 172 1029 170 2755 154 9155 
500 104 403 47 428 61 4792 
1000 20 38 19 55 19 51 
0.01 o 403 963 451 1371 454 1035 
100 259 554 304 807 309 585 
200 82 554 147 763 97 585 
500 61 190 40 257 36 159 
1000 24 56 16 50 17 41 
0.1 o 399 844 430 976 422 983 
100 254 452 286 498 276 625 
200 80 337 84 384 68 419 
500 60 95 44 98 35 123 
IODO 22 39 19 43 16 34 
0.9 o 380 635 393 569 435 529 
100 237 429 250 419 300 397 
200 54 182 67 141 80 159 
500 37 34 37 37 33 42 
1000 10 16 11 15 18 16 
• -excedido o hmlte de tteraçoes 
Tabela A.7: Problemas aleatórios (na(x*) = 900) 
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na(x') na(x0 ) dimensão em que usamos Cholesky 
o 100 200 500 1000 
100 100 3770 3770 3770 3770 23 
500 4014 4014 4014 4014 26 
900 4699 4699 4699 4699 19 
500 100 9943 9943 9943 3846 38 
500 8901 8901 8901 3676 47 
900 9597 9597 9597 3086 69 
900 100 6777 6777 1724 208 42 
500 7296 7296 1439 236 117 
900 6809 6809 1042 267 54 
Tabela A.8: Problemas aleatórios (cond=l05, e= 0.1, deg=l) 
Prob. xo Dim.Chol. 
o 100 
1 o 40 7 
1 92 8 
2 o 57 9 
1 84 10 
3 o 51 10 
1 110 11 
4 o 81 9 
1 130 10 
5 o 54 7 
1 128 8 
Tabela A.9: Problemas de projeção A 
86 APÊNDICE A. EXPERIMENTOS DO PRIMEIRO CAPíTULO 
Prob. XQ Dim.Chol. 
o 100 
1 o 8717 12 
1 11342 17 
2 o 6512 27 
1 7517 28 
3 o 5021 24 
1 5053 25 
4 o * 47 
1 ' 1 
5 o 5132 14 
1 4906 15 
* 
-excedtdas 32000 tteraçoes 
Tabela A. lO: Problemas de projeção B 
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Teta Método Problema 
1 2 3 4 5 6 7 8 
w-w gradientes conjugados 127 250 115 288 202 259 229 240 
retardo maximo (5) 175 257 102 297 274 297 275 395 
retardo maximo (10) 248 433 155 367 423 391 550 490 
barzilai-borwein 177 199 128 203 240 245 330 260 
retardo aleatorio (5) 208 212 170 357 346 313 277 325 
retardo aleatorio (lO) 202 283 178 323 312 292 292 329 
retardo max-minimo (5) 148 185 102 224 273 261 214 293 
retardo max-minimo (10) 166 217 113 338 244 358 222 298 
retardo aleat. exc. k (5) 164 244 134 285 303 301 228 317 
retardo aleat. exc. k (10) 167 224 124 364 306 327 248 336 
w-o gradientes conjugados 127 250 117 288 202 259 229 240 
retardo maximo (5) 175 257 102 297 274 297 275 395 
retardo maximo (10) 248 433 155 367 423 374 550 490 
barzilai-b orwein 177 199 128 203 240 245 330 260 
retardo aleatorio (5) 201 212 170 357 333 339 277 325 
retardo aleatorio (lO) 190 283 178 323 353 292 292 329 
retardo max-minimo (5) 148 185 102 296 273 276 214 293 
retardo max-minimo (10) 166 217 113 358 244 358 222 298 
retardo aleat. exc. k (5) 164 244 134 285 303 301 228 317 
retardo aleat. exc. k (10) 167 224 124 364 306 327 248 374 
0.01 gradientes conjugados 88 212 78 254 153 211 152 229 
retardo maximo (5) 119 209 115 264 205 316 223 308 
retardo maximo (lO) 117 353 134 363 370 362 511 605 
barzilai-borwein 129 162 115 204 252 253 173 239 
retardo aleatorio (5) 154 189 132 238 254 285 201 255 
retardo aleatorio (10) 157 282 135 283 284 285 298 321 
retardo max-minimo (5) 119 160 93 235 200 296 210 248 
retardo max-minimo {10) 137 235 94 215 203 224 230 311 
retardo aleat. exc. k (5) 120 207 101 202 256 264 214 293 
retardo aleat. exc. k (10) 109 188 103 242 227 295 202 272 
Tabela A.ll: Problemas de obst.áculo A (n=2601) 
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Teta Método Problema 
I 2 3 4 5 6 7 8 
0.1 gradientes conjugados 90 128 65 279 116 182 134 218 
retardo maximo (5) 150 212 91 249 180 302 233 293 
retardo maximo (10) 219 372 153 261 434 543 559 494 
barzilai-borwein 88 170 88 201 143 232 201 216 
retardo aleatorio (5) 96 189 107 199 199 262 211 285 
retardo aleatorio (10) 145 174 106 196 213 260 231 281 
retardo max-minimo (5) 129 144 131 273 262 278 214 237 
retardo max-minimo (lO) 165 178 111 257 242 238 310 274 
retardo aleat. exc. k (5) 112 191 98 227 216 257 184 341 
retardo aleat. exc. k {10) 137 151 106 257 209 267 227 277 
0.9 gradientes conjugados 75 146 64 175 116 217 137 274 
retardo maximo (5) 165 218 122 257 275 292 290 322 
retardo maximo (10) 223 590 185 359 415 519 453 530 
harzilai-borwein 118 178 104 207 185 206 235 270 
retardo aleatorio (5) 155 224 130 265 204 355 232 412 
retardo aleatorio (10) 164 229 169 300 269 277 256 392 
retardo max-minimo (5) 146 219 100 251 244 290 268 352 
retardo max-minimo (lO) 148 204 138 233 245 276 251 290 
retardo aleat. cxc. k (5) 145 197 111 234 230 243 202 313 
retardo aleat. exc. k (lO) 183 247 129 209 260 389 257 300 
Tabela A.l2: Problemas de obstáculo A (n=2601) 
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Teta Método Problema 
9 10 11 12 13 14 15 16 
10-w gradientes conjugados 200 314 211 410 330 413 401 406 
retardo maximo (5) 273 447 300 416 398 405 491 451 
retardo maximo (10) 319 401 294 774 501 1103 838 1004 
barzilai-borwein 294 355 294 590 434 416 425 410 
retardo aleatorio (5) 245 429 341 907 620 517 549 423 
retardo aleatorio (10) 329 453 338 373 607 507 565 409 
retardo max-minimo (5) 242 331 303 272 431 449 529 417 
retardo max-minimo (lO) 251 351 290 397 429 471 471 505 
retardo aleat. exc. k (5) 241 315 255 616 466 529 586 551 
retardo aleat. exc. k (10) 284 265 279 380 505 550 473 536 
w-o gradientes conjugados 200 313 211 437 330 413 401 406 
retardo maximo (5) 284 393 300 416 398 405 491 451 
retardo maximo (lO) 318 401 294 687 501 1103 838 1004 
barzilai-borwein 274 355 294 590 434 417 415 417 
retardo aleatorio (5) 345 429 341 907 627 482 549 423 
retardo aleatorio (10) 329 453 338 373 604 507 565 409 
retardo max-minimo (5) 245 325 303 272 431 449 529 417 
retardo max-minimo (10) 256 456 290 397 429 471 471 505 
retardo aleat. exc. k (5) 241 338 255 577 466 529 586 551 
retardo aleat. exc. k (10) 262 265 279 380 505 550 473 536 
0.01 gradientes conjugados 148 328 123 364 262 356 286 392 
retardo maximo (5) 192 400 169 330 350 393 320 483 
retardo maximo (lO) 211 595 249 734 536 1246 406 1237 
barzilai-borwein 195 268 156 301 290 348 293 341 
retardo aleatorio (5) 204 268 180 320 393 554 385 415 
retardo aleatorio (10) 202 296 194 291 347 363 376 394 
retardo max-minimo (5) 159 277 158 329 306 306 29(1 358 
retardo max-minimo (10) 196 302 154 318 382 394 360 442 
retardo aleat. exc. k (5) 187 230 1Sl 351 284 425 362 438 
retardo aleat.. exc. k (10) 173 276 172 308 274 477 354 428 
Tabela A.13: Problemas de obstáculo A (n=5041) 
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Teta Método Problema 
9 10 11 12 13 14 15 16 
0.1 gradientes conjugados 119 215 75 499 168 279 165 362 
retardo maximo (5) 194 298 135 358 300 415 380 459 
retardo maximo (lO) 246 688 303 615 1090 1047 787 1593 
barzilai-borwein 149 215 120 308 220 306 255 460 
retardo aleatorio (5) 162 276 128 335 286 451 319 393 
retardo aleatorio (10) 179 260 147 326 264 430 320 413 
retardo max-mínimo (5) 169 251 122 287 253 376 262 432 
retardo max-minimo (10) 261 251 184 371 341 396 400 444 
retardo aleat. exc. k (5) 161 279 136 334 262 413 374 386 
retardo aleat. exc. k (10) 158 277 116 324 259 349 310 491 
0.9 gradientes conjugados 120 171 96 478 166 335 219 388 
retardo maximo ( 5) 292 303 202 374 341 443 462 553 
retardo maximo (lO) 422 518 252 1067 483 1231 794 1056 
barzilai-borwein 173 211 138 289 249 265 310 386 
retardo aleatorio (5) 228 282 171 316 302 399 368 410 
retardo aleatorio (10) 230 270 198 345 334 441 448 501 
retardo max-minimo (5) 198 304 143 313 350 411 370 485 
retardo max-minimo (10) 264 338 192 356 386 379 464 
retardo aleat. exc. k (5) 235 296 177 346 411 416 393 
retardo aleat. exc. k (lO) 247 301 195 319 448 384 468 
Tabela A.l4: Problemas de obstáculo A (n=5041) 
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Teta Método Problema 
17 18 19 20 21 22 23 24 
w-w gradientes conjugados 428 1226 408 1851 813 765 742 850 
retardo maximo (5) 430 625 457 711 726 1006 815 798 
retardo maximo (10) 620 1195 479 637 874 1231 1603 1566 
barzilai-borwein 502 572 470 672 785 935 891 577 
retardo aleatorio (5) 642 754 550 1004 931 713 1098 889 
retardo aleatorio (10) 707 467 539 673 923 672 1056 1002 
retardo max-minimo (5) 440 455 450 786 813 726 861 694 
retardo max-minimo (10) 460 505 456 870 749 809 849 573 
retardo aleat. exc. k (5) 445 599 464 925 760 726 803 665 
retardo aleat. exc. k (10) 453 603 473 846 775 831 960 848 
w-o gradientes conjugados 420 1224 406 1847 812 765 741 850 
retardo maximo (5) 467 581 455 694 757 963 917 798 
retardo maximo (lO) 480 1064 477 819 1009 1683 1491 1566 
barzilai-borwein 454 572 490 672 804 950 938 577 
retardo aleatorio (5) 616 718 535 814 901 667 1068 798 
retardo aleatorio {lO) 596 467 537 663 872 696 1134 992 
retardo max-minimo (5) 435 455 448 802 786 702 906 600 
retardo max-mínimo (10) 424 508 454 830 745 718 825 678 
retardo aleat. exc. k (5) 459 640 462 961 771 726 841 665 
retardo aleat. exc. k (lO) 432 621 478 727 742 883 841 848 
0.01 gradientes conjugados 220 676 181 1046 430 487 499 604 
retardo maximo (5) 326 512 197 527 370 607 490 619 
retardo maximo (10) 302 1216 204 1279 926 1681 962 1471 
barzilai-borwein 276 410 275 530 330 530 438 533 
retardo aleatorio (5) 297 369 249 479 55! 635 501 603 
retardo aleat.orio (lO) 305 491 296 505 474 535 580 621 
retardo max-minimo (5) 290 391 224 487 512 633 585 672 
retardo max-minimo (lO) 370 438 325 468 490 578 684 564 
retardo aleat. exc. k (5) 325 483 199 534 399 512 491 751 
retardo aleat. exc. k (lO) 297 511 206 584 546 729 448 619 
Tabela A.l5: Problemas de obstáculo A (n=lOOOO) 
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Teta Método Problema 
17 18 19 20 21 22 23 24 
0.1 gradientes conjugados 154 351 146 732 355 552 404 680 
retardo maximo (5) 302 422 205 584 512 723 594 607 
retardo maximo (lO) 684 753 536 1049 1165 1928 1516 1918 
barzilai-borwein 254 313 168 398 407 534 367 633 
retardo aleatorio (5) 236 348 217 384 374 570 429 578 
retardo aleatorio (10) 235 405 225 450 416 502 518 479 
retardo max-minimo (5) 323 356 210 385 512 646 489 509 
retardo max-minimo (10) 386 346 248 539 482 636 592 681 
retardo aleat. exc. k (5) 253 323 201 504 464 526 444 577 
retardo aleat. exc. k (10) 266 411 216 548 446 531 571 878 
0.9 gradientes conjugados 171 275 158 584 230 472 314 649 
retardo maximo (5) 436 580 356 887 596 779 661 704 
retardo maximo (10) 618 757 473 1430 911 1621 1234 -
barzilai-borwein 288 378 231 400 373 419 530 572 
retardo aleatorio (5) 315 380 268 555 450 528 609 721 
retardo aleatorio (lO) 374 400 270 498 464 537 645 794 
retardo max-minimo (5) 348 426 250 558 594 580 747 841 
retardo max-minimo (lO) 399 421 340 579 587 577 651 697 
retardo aleat. exc. k (5) 319 347 255 504 507 464 480 609 
retardo aleat. exc. k (lO) 332 408 267 553 490 692 620 816 
Tabela A.16: Problemas de obstáculo A (n=lOOOO) 
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xo- (L+ U)/2 xo- u xo- L 
teta método iterações face iterações face iterações face 
total decr. ótima total decr. ótima total decr. ótima 
!0-'" grad. conjugados 234 234 225 454 454 437 490 490 478 
ret. maximo (5) 211 181 172 512 475 462 482 412 401 
ret. maximo (10) 315 228 187 542 452 429 830 499 455 
barzilai-borwein 241 211 179 611 583 541 482 452 425 
ret. aleatorio (5) 321 305 290 558 540 517 500 455 435 
ret. aleatorio (10) 357 343 330 612 578 561 511 448 426 
ret. max-min (5) 219 208 174 533 514 484 510 502 486 
ret. max-min (10) 260 253 197 533 524 499 502 490 438 
r. aleat. exc. k (5) 218 178 161 474 448 425 481 451 438 
r. aleat. exc. k (10) 226 203 174 493 442 419 501 433 416 
!0_, grad. conjugados 261 261 240 452 452 435 490 490 478 
ret. maximo (5) 285 199 172 525 464 456 482 412 401 
ret. maximo (I O) 492 216 183 657 490 464 830 499 455 
barzilai-borwein 242 215 184 536 517 497 482 452 425 
ret. aleatorio (5) 357 307 284 573 530 512 500 455 435 
ret. aleatorio (10) 305 289 285 546 535 501 511 448 426 
ret. max-min (5) 247 230 193 561 534 508 510 502 486 
ret.. max-min (lO) 273 267 201 560 551 510 502 490 438 
r. aleat. exc. k (5) 201 174 146 501 452 430 481 451 438 
r. aleat.. exc. k (!O) 289 210 205 485 460 430 501 433 416 
0.01 grad. conjugados 170 170 !54 281 281 276 289 289 283 
ret. maximo (5) 2!0 147 122 283 214 204 239 178 174 
ret. maximo (lO) 172 148 326 201 198 448 233 211 
barzilai-borwein !57 135 121 306 273 258 238 207 194 
ret. aleatorio (5) 193 161 134 307 264 241 316 259 254 
ret. aleatorio (10) 230 168 130 378 325 298 332 260 242 
ret. max-min (5) 229 211 164 273 249 214 233 201 177 
ret.. max-min (10) 280 261 226 225 211 172 238 219 187 
r. aleat. exc. k (5) 216 157 141 264 231 211 250 203 185 
r. aleat. exc. k (10) 173 129 116 293 232 203 317 206 187 
Tabela A.l7: Problemas de obstáculo B (n=5041) 
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xo- (L+ U)/2 xo- U x 0 - L 
teta método iterações face iterações face iterações face 
total decr. ótima total decr. ótima total decr. ótima 
0.1 grad. conjugados 143 143 124 190 190 172 222 222 212 
ret. maxirno (5) 201 89 69 243 127 122 260 111 98 
ret. maximo (10) 142 106 543 167 130 521 105 84 
barzilai-borwein 182 135 93 233 195 177 220 170 123 
ret. aleatorio (5) 176 123 98 198 175 139 191 144 132 
ret. aleatorio (10) 189 151 116 252 204 193 256 203 190 
ret. max-min (5) 193 159 126 229 207 191 250 218 157 
ret. max-min (10) 197 136 110 296 239 199 270 215 153 
r. aleat. exc. k (5) 149 116 113 240 137 105 225 150 137 
r. aleat. cxc. k (10) 233 109 94 292 156 125 175 108 91 
0.9 grad. conjugados 113 113 112 166 166 139 223 223 165 
ret. maximo (5) 229 96 86 348 145 128 325 163 148 
ret. maximo (10) 392 93 71 646 200 166 591 199 168 
barzilai-borwein 143 101 75 221 163 133 227 169 168 
ret. aleatorio (5) 205 120 119 269 207 206 276 199 197 
ret. aleatorio (10) 200 138 137 268 201 170 326 230 218 
ret. max-min (5) 174 121 90 263 202 201 288 244 243 
ret. max-min (10) 213 164 121 341 278 277 306 264 246 
r. aleat. exc. k (5) 197 96 79 250 170 159 216 144 107 
r. aleat. exc. k (10) 191 119 103 361 207 177 308 196 191 
Tabela A.18: Problemas de obstáculo B (n=5041) 
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XQ- (L+U)/2 xo- u xo- L 
teta método iterações face iterações face iterações face 
total decr. ótima total decr. ótima total decr. ótima 
10-w grad. conjugados 227 227 208 276 276 254 187 187 167 
ret. maximo (5) 257 167 !53 391 338 317 316 191 168 
ret. maximo (10) 360 176 138 654 356 300 355 185 162 
barzilai-borwein 216 185 166 444 392 361 241 216 209 
ret. aleatorio (5) 220 200 168 393 375 334 294 272 246 
ret. aleatorio (10) 263 210 188 417 356 320 331 280 254 
ret. max-min (5) 209 195 !58 351 340 297 292 269 220 
ret. max-min (10) 204 191 129 352 341 296 282 272 244 
r. aleat. exc. k (5) 210 139 108 398 358 344 235 189 165 
r. aleat. exc. k (10) 232 140 126 390 327 312 303 229 203 
10-o grad. conjugados 227 227 208 276 276 254 !87 187 167 
ret. maximo (5) 257 167 !53 391 338 317 316 191 168 
ret. maximo (10) 483 170 138 654 356 300 355 185 162 
barzilai-borwein 216 185 166 444 392 361 241 216 209 
ret. aleatorio (5) 220 200 168 393 375 334 294 272 246 
ret. aleatorio (10) 263 210 188 417 356 320 331 280 254 
ret. max-min (5) 209 195 158 351 340 297 292 269 220 
ret. rnax-min (10) 204 191 129 352 341 296 282 272 244 
r. aleat. exc. k (5) 210 139 108 398 358 344 235 189 165 
r. aleat. exc. k (10) 232 140 126 390 327 312 303 229 203 
0.01 grad. conjugados 154 154 141 204 204 171 184 184 170 
ret. maximo (5) 228 113 97 275 180 150 232 161 156 
ret. maximo (10) 357 156 132 354 194 169 866 211 177 
barzilai-borwein 226 184 128 270 232 201 205 171 135 
ret. aleatorio (5) 223 174 !54 308 289 278 248 204 180 
ret.. aleatorio (lO) 270 238 223 321 253 226 284 203 163 
ret. max-min (5) 183 167 125 273 233 184 271 253 220 
ret. max-min (10) 192 181 149 268 247 191 270 260 238 
r. aleat. exc. k (5) 229 144 125 227 167 148 251 202 188 
r. aleat .. exc. k (10) 210 146 115 287 208 187 248 194 168 
Tabela A.l9: Problemas de obstáculo C (n=5041) 
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xo- (L+U)/2 x 0 - U x 0 - L 
teta método iterações face iterações face iterações face 
total decr. ótima total decr. ót,ima total decr. ótima 
0.1 grad. conjugados 142 142 112 181 181 169 184 184 167 
ret. maximo ( 5) 228 120 103 272 148 131 284 113 93 
ret. maximo (10) 528 141 91 632 161 141 381 147 106 
barzilai-borwein 160 118 94 183 142 105 200 152 JOl 
ret. aleatorio (5) 188 150 115 298 222 187 253 186 146 
ret. aleatorio (10) 227 179 162 246 171 141 261 202 189 
ret. max-min (5) 169 149 111 240 204 152 208 183 144 
ret. max-min (10) 206 160 141 323 233 206 315 245 200 
r. aleat. exc. k (5) 164 101 86 250 138 104 200 133 108 
r. aleat. exc. k (10) 193 117 98 215 139 119 215 157 147 
0.9 grad. conjugados 128 128 108 191 191 169 195 195 155 
ret. maximo ( 5) 249 86 70 324 149 129 313 172 150 
ret. maximo (lO) 430 104 54 604 204 181 576 196 174 
barzilai-borwein 154 112 89 253 187 154 213 159 108 
ret. aleatorio (5) 198 140 120 311 268 236 251 157 145 
ret. aleatorio (10) 232 145 110 325 257 234 293 176 155 
ret. max-min (5) 214 151 114 288 219 195 241 196 163 
ret. max-min (10) 224 184 156 345 276 251 343 307 223 
r. aleat. exc. k (5) 213 115 104 316 188 162 237 154 123 
r. aleat. exc. k (10) 209 88 69 428 212 202 283 201 164 
Tabela A.20: Problemas de obstáculo C (n=5041) 
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teta método na(x0 ) - 100 na(x0 ) - 500 na(xo)- 900 
deg-1 deg-12 deg-1 deg-12 deg-1 deg-12 
10 -lU gradientes conjugados 620 722 543 630 551 769 
retardo maximo ( 5) 830 1282 1352 1560 1758 1496 
retardo maximo (10) - - - - - -
barzilai-borwein 1499 1337 1285 1426 1283 1142 
retardo aleatorio ( 5) 1024 933 1197 1016 1168 1481 
retardo aleatorio (lO) - 1650 1253 1329 1270 1191 
retardo max-minimo (5) 1519 1431 1225 1305 1385 1078 
retardo max-minimo (lO) 1134 1662 1056 1885 1346 1374 
retardo aleat. exc. k (5) 1075 1231 907 1534 1105 1278 
retardo aleat. exc. k (10) 1940 1347 1308 1356 1235 1521 
10-' gradientes conjugados 604 639 543 630 551 769 
retardo maximo (5) 830 1282 1352 1560 1758 1496 
retardo maximo (lO) - - - - - -
barzilai-borwein 1499 1337 1285 1426 1283 1142 
retardo aleatorio (5) 1024 1426 1197 1016 1168 1150 
retardo aleatorio (10) - 1377 1253 1329 1270 1502 
retardo max-minimo (5) 1519 1431 1225 1305 1385 1202 
retardo max-minimo (10) 1134 1606 1056 1416 1346 -
retardo aleat. exc. k (5) 1075 1231 907 1534 1105 1278 
retardo aleat. exc. k (10) 1940 1347 1308 1295 1235 1521 
0.01 gradientes conjugados 483 551 482 536 479 652 
retardo maximo (5) 1280 1074 1194 1400 1345 1434 
retardo maximo (lO) - - - - - -
barzilai-borwein 1566 1358 1386 844 1260 1300 
retardo aleatorio (5) 1684 1372 850 1466 1635 1855 
retardo aleatorio (10) 1764 1622 1416 1544 1144 1171 
retardo max-minimo (5) 1757 1286 1241 1538 1786 1675 
retardo max-minimo (10) 1156 1694 832 1492 1144 1155 
retardo aleat. exc. k (5) 1376 1550 1091 1106 1423 869 
retardo aleat .. exc. k (10) 1474 1242 1076 1645 1807 1400 
-excedidas 2000 Iteraçoes 
Tabela A.21: Problemas aleatórios [na(x*) = 100] 
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teta método na(xo) - 100 na(xo) - 500 na(x0 ) - 900 
deg-1 deg-12 deg-1 deg=ol2 deg-1 deg-12 
0.1 gradientes conjugados 506 510 494 520 481 548 
retardo maximo ( 5) 1293 1302 1538 1481 1155 1129 
retardo maximo ( 1 O) - - - - - -
barzilai-borwein 1430 1457 890 1690 1060 1139 
retardo aleatorio (5) 1250 1226 1040 1306 1074 1207 
retardo aleatorio (10) 988 1303 852 972 942 1426 
retardo max-mínimo (5) 1325 1491 1437 1362 1300 1168 
retardo max-minirno (10) 1238 811 1110 1423 1649 1155 
retardo aleat. exc. k (5) 1118 1216 1260 1273 1135 1225 
retardo aleat. exc. k (10) 1684 929 1248 1350 1350 983 
0.9 gradientes conjugados 457 508 472 496 521 538 
retardo maximo (5) 1269 1231 1213 1323 1650 1117 
retardo maximo (10) - - - - - -
barzilai-borwein 1145 1378 1020 955 1434 1084 
retardo aleatorio (5) 1163 1104 1312 1554 1175 1588 
retardo aleatorio (10) 1631 942 1408 1662 1108 1323 
retardo max-minimo (5) 1058 984 1812 1553 1058 1735 
retardo max-mínimo (lO) ll89 1051 1358 1143 1534 1050 
retardo aleat. exc. k (5) 1425 1520 1048 1656 1372 1171 
retardo aleat. exc. k (10) 1012 1369 1576 1355 1598 1032 
-excedidas 2000 1teraçoes 
Tabela A.22: Problemas aleatórios [na(x*) = 100] 
gg 
teta método na(xo) - 100 na(xo) - 500 na(x0 ) ~ 900 
deg-1 deg-12 deg-1 deg-12 deg-1 deg~12 
10 w gradientes conjugados 547 - 580 - 569 -
retardo maximo (5) ll08 - 1508 - 1573 -
retardo maximo (lO) - - - - - -
barzilai-borwein 1026 - 1806 - 1485 -
retardo aleatorio (5) 1076 - 1239 - 1482 -
retardo aleatorio (lO) 1201 - 1466 - 1253 -
retardo max-minimo (5) ll18 - 1699 - 1356 -
retardo max-minimo (10) ll36 - 1086 - 1277 -
retardo ale a\. ex c. k ( 5) ll95 - 1364 - 1977 -
retardo aleat. exc. k (10) 975 - 1291 - 1694 -
10-' gradientes conjugados 547 1878 598 - 569 -
retardo maximo (5) 1017 - 1508 - 1573 -
retardo maximo (lO) - - - - - -
barzilai-borwein 1026 - 1806 - 1485 -
retardo aleat.orio (5) 817 - ll30 - 1257 -
retardo aleatorio (lO) 1201 - 1370 - ll69 -
retardo max-minimo (5) 1118 - 1339 - 1356 -
retardo max-minimo (10) 1136 - 1086 - 1277 -
retardo aleat. ex c. k ( 5) 1195 - 1364 - 1977 -
retardo aleat. exc. k (10) 975 - 1291 - 1694 -
0.01 gradientes conjugados 552 1239 542 1014 537 1253 
retardo maximo (5) 1139 - 1686 - 945 -
retardo rnaximo (10) - - - - 2037 -
barzilai-borwein 902 - 1660 - 1320 -
retardo aleatorio (5) 1320 1842 1165 - 834 -
retardo aleatorio (lO) 989 - 1059 - 1284 -
retardo max-minimo (5) 1044 - 1563 - 1494 -
retardo max-minimo (10) 1022 - 1436 - 1353 -
retardo aleat. exc. k (5) 1528 - 1259 - 1460 -
retardo aleat.. exc. k (10) 1186 - 809 - 1376 -
-excedidas 2000 1teraçoes 
Tabela A.23: Problemas aleatórios [na.(x*) = 500] 
100 APENDICE A. EXPERIMENTOS DO PRIMBIR.O CAPíTULO 
teta método na(xo) - 100 na(x0 ) - 500 na(xo) - 900 
deg I deg-12 deg-1 deg 12 deg I deg-12 
0.1 gradientes conjugados 505 834 527 851 522 883 
retardo maximo (5) 1143 . 1069 . 1049 . 
retardo maximo (lO) . . . . . . 
barzilai-borwein 945 - 1429 - !397 1413 
retardo aleatorio (5) 1599 - 2033 - 1174 1!69 
retardo aleatorio (10) 873 - 1474 . !515 1770 
retardo max-minimo (5) 879 - 987 - 987 1412 
retardo max-minimo (10) 866 - 1009 . 1120 1709 
retardo aleat. exc. k (5) 1377 - 1628 - 814 -
retardo aleat. exc. k (10) 1661 - 961 1916 !398 -
0.9 gradientes conjugados 461 556 477 59! 498 539 
retardo maximo (5) 1926 1601 1481 . !663 !098 
retardo maximo (10) - - . - . . 
barzilai-borwein 996 1253 1369 1792 1148 1386 
retardo aleatorio (5) 1067 1061 982 1782 888 1321 
retardo aleatorio (lO) 1237 1285 1408 1492 838 1686 
retardo max-minimo (5) 1628 1015 1143 1777 1328 -
retardo max-rninimo (10) 1085 1809 1296 . 1418 1427 
retardo aleat. exc. k (5) 1107 1287 1744 1640 1193 1129 
retardo aleat. exc. k (lO) 1268 1171 1282 1622 808 839 
. -excedidas 2000 1teraçoes 
Tabela A.24: Problemas aleatórios [na(x*) = 500] 
101 
teta método na(xo)- 100 na(xo) - 500 na(xo) - 900 
deg-1 deg-12 deg-1 deg-12 deg-1 deg-12 
10-w gradientes conugados 478 1790 471 - 523 -
retardo maximo (5) - - 1092 - 858 -
retardo maximo (10) - - - - - -
barzilai-borwein - - 1156 - 849 -
retardo aleatorio (5) 1653 - 1752 - 1500 -
retardo aleatorio (10) 1573 - 1671 - 1222 -
retardo max-minimo (5) 1305 - 1351 - 1245 -
retardo max-minimo (10) 1759 - 1077 - 1325 -
retardo aleat. exc. k (5) 1948 - 1433 - 1131 -
retardo aleat. exc. k (10) 1127 - 1571 - 1649 -
10-o gradientes conugados 478 1711 465 - 523 -
retardo maximo (5) 1632 - 1651 - 1171 -
retardo maximo (10) - - - - - -
barzilai-borwein 955 - 992 - 849 -
retardo aleatorio (5) 1653 - 1160 - 1500 -
retardo aleatorio (10) 1573 - 1253 - 1222 -
retardo max-mínimo (5) - - 1203 - 1382 -
retardo max-minimo (10) 1868 - 1322 - 1057 -
retardo aleat. ex c. k ( 5) 1457 - 1065 - 1131 -
retardo aleat .. exc. k (lO) - - 1570 - 1649 -
0.01 gradientes conugados 403 963 451 1371 454 1035 
retardo maximo (5) 1585 - 882 - 1468 -
retardo maximo (lO) - - - - - -
barzilai-borwein 1210 - 767 - 1138 -
retardo aleatorio (5) 1694 - 1142 - 1311 -
retardo aleatorio (lO) 1631 - 1638 - 899 -
retardo max-mínimo (5) 1380 - 1125 - 1230 -
retardo max-minimo (10) 1817 - 997 - 1597 -
retardo aleat. exc. k (5) 1324 - 1439 - 1345 -
retardo aleat. exc. k (lO) 1704 - 1637 - 1627 -
-excedtdas 2000 1teraçoes 
Tabela A.25: Problemas aleatórios [na(x*) = 900] 
102 APENDICE A. EXPERIMENTOS DO PRIMEIRO CAPíTULO 
teta método na(xo) - 100 na(x0 ) - 500 na(x0 )- 900 
deg=o1 deg-12 deg-1 deg=o12 deg-1 deg-12 
0.1 gradientes conugados 399 844 430 976 422 983 
retardo maximo ( 5) 1557 - 1365 - 1258 -
retardo maximo ( 10) - - - - - -
barzilai-borwein - 1778 1629 - 1399 -
retardo aleatorio (5) 1549 - 1310 - 1414 -
retardo aleatorio (10) - - - - 1168 1948 
retardo max-minimo (5) 1921 - 1467 - 1212 -
retardo max-minimo {lO) 1928 - 1084 - 1438 -
retardo aleat. exc. k (5) 1904 - 1502 - 1438 -
retardo aleat. exc. k (10) 1883 - 969 - 1135 -
0.9 gradientes conugados 380 635 393 569 435 529 
retardo maximo (5) 1473 - 1548 - - 1479 
retardo maximo (10) - - - - - -
barzilai-borwein 1217 940 1076 1087 959 1746 
retardo aleatorio (5) 1015 - 1353 1228 1371 1523 
retardo aleatorio (lO) 1188 - 1225 1309 1144 1445 
retardo max-minimo (5) 1645 - 1435 1552 1189 1991 
retardo max-minimo (10) 1492 1484 1133 1240 1138 1582 
retardo aleat. exc. k (5) - 1623 1052 1594 995 1490 
retardo aleat. exc. k (10) 1480 - 1236 1019 1453 1695 
-excedidas 2000 lteraçocs 
Tabela A.26: Problemas aleatórios [na(x*) = 900] 
103 
teta método Problema 
1 2 3 4 
]Ü-W gradientes conjugados 381 - 1437 170 
retardo maximo (5) 979 - - 1375 
retardo maximo ( 10) - - - -
barzilai-borwein 1350 - - 898 
retardo aleatorio (5) 1369 - - 942 
retardo aleatorio (lO) 1269 -
- 1385 
retardo max-minimo (5) 1579 - - 1287 
retardo max-minimo (10) 1272 - - 1016 
retardo aleat. exc. k (5) 1405 - - 669 
retardo aleat. exc. k (10) 1767 - - 830 
10_, gradientes conjugados 381 - 1498 170 
retardo maximo {5) 979 - - 1375 
retardo maximo (10) - - - -
barzilai-borwein 1350 - - 898 
retardo aleatorio (5) 1369 - - 942 
retardo aleatorio (!O) 1269 - - 1385 
retardo max-minimo (5) 1123 - - 1287 
retardo max-minimo (10) 1272 - 1967 1016 
retardo aleat. exc. k (5) 1405 - - 669 
retardo aleat. exc. k (10) 1767 - - 830 
0.01 gradientes conjugados 385 1011 1049 175 
retardo maximo (5) 1493 - - 998 
retardo maximo (lO) - - - -
barzilai-borwein 1300 - - 600 
retardo aleatorio (5) 1331 - - 882 
retardo aleat.orio (lO) 1354 - - 1211 
retardo max-minimo (5) - - - 1220 
retardo max-minimo (lO) 738 - - 799 
retardo aleat. exc. k (5) 1174 - - 834 
retardo aleat. exc. k (lO) 1009 - - 636 
-exced1das 2000 Iteraçoes 
Tabela A.27: Problemas aleatórios B 
104 APENDICE A. EXPERIMENTOS DO PRIMEIRO CAPiTULO 
teta método Problema 
1 2 3 4 
0.1 gradientes conjugados 389 945 941 124 
retardo maximo (5) 1339 - - 1303 
retardo maximo (10) - - - -
barzilai-borwein 1313 1228 1812 962 
retardo aleatorio (5) 794 - - 133.4 
retardo aleatorio (10) 1133 1640 - 877 
retardo max-minimo (5) 1687 1348 1769 1200 
retardo max-minimo (10) 1062 1389 1466 1438 
retardo aleat. exc. k (5) 991 1778 - 637 
retardo aleat. exc. k (10) 1437 - 1522 918 
0.9 gradientes conjugados 381 491 478 149 
retardo maximo (5) 1427 1292 1145 1535 
retardo maximo (10) - - - -
barzilai-borwein 1523 1364 1363 772 
retardo aleatorio (5) 1582 1315 1592 748 
retardo aleatorio (10) 1464 1228 1955 666 
retardo max-minimo (5) 1105 1496 1758 1223 
retardo max-minimo (10) 1438 1561 1339 910 
retardo aleat. exc. k (5) 1165 1500 1449 1179 
retardo aleat. exc. k (lO) 1740 1189 1296 1608 
excedidas 2000 1teraçoes 
Tabela A.28: Problemas aleatórios B 
105 
Problema A Problema B Problema C 
teta método it.erações face it.erações face iterações face 
total decr. ótima total decr. ótima total decr. ótima 
10-w grad. conjugados 70 70 68 22 22 17 222 222 220 
rei. maximo ( 5) 52 52 51 28 15 o 222 222 220 
ret. maximo (10) 61 61 60 62 23 o 222 222 220 
barzilai-borwein 62 62 61 25 21 17 222 222 220 
ret. aleatorio (5) 70 70 68 35 32 22 222 222 220 
ret. aleatorio (10) 70 70 68 32 30 25 222 222 220 
ret. max-min (5) 63 63 61 26 24 o 222 222 220 
ret. max-min (10) 63 63 61 24 21 o 222 222 220 
r. aleat .. exc. k (5) 57 57 56 27 19 o 222 222 220 
r. aleat. exc. k (lO) 57 57 56 33 19 o 222 222 220 
10-' grad. conjugados 70 70 68 22 22 17 222 222 220 
ret. maximo (5) 52 52 51 28 15 o 222 222 220 
ret. maximo (10) 61 61 60 62 23 o 222 222 220 
barzilai-borwein 55 55 54 25 21 17 222 222 220 
ret. aleatorio (5) 70 70 68 35 32 22 222 222 220 
ret. aleatorio (10) 70 70 68 32 30 25 222 222 220 
ret. max-min (5) 63 63 61 26 24 o 222 222 220 
ret. max-min (10) 63 63 61 24 21 o 222 222 220 
r. aleat. exc. k (5) 57 57 56 27 19 o 222 222 220 
r. aleat. exc. k (10) 57 57 56 33 19 o 222 222 220 
0.01 grad. conjugados 68 68 67 22 22 20 144 144 137 
ret. maximo (5) 50 50 47 28 15 o 78 60 54 
ret. maximo (lO) 53 53 51 62 23 o 141 63 59 
barzilai-bonvein 62 62 60 27 20 o 70 66 64 
ret. aleatorio (5) 69 69 67 35 32 22 83 82 79 
ret. aleatorio (10) 69 69 67 32 30 25 95 87 85 
ret. max-min (5) 51 51 49 26 24 o 60 58 52 
ret. max-min (10) 51 51 49 24 21 o 60 58 52 
r. aleat. exc. k (5) 54 54 52 27 19 o 62 58 56 
r. aleat. exc. k (10) 54 54 52 33 19 o 69 64 62 
Tabela A.29: Problemas de reconstrução de imagens 
106 APENDICE A. EXPERIMENTOS DO PRIMEIRO CAPíTULO 
Problema A Problema B Problema C 
teta método iterações face iterações face iterações face 
total decr. ótima total decr. ótima total decr. ótima 
0.1 grad. conjugados 47 47 44 19 19 o 130 130 123 
ret. maximo (5) 57 33 30 28 15 o 60 38 25 
ret. maximo (lO) 46 46 35 62 23 o 91 37 33 
barzilai-borwein 45 43 36 27 20 o 49 38 33 
ret. aleatorio (5) 33 33 32 32 23 o 69 42 40 
ret. aleatorio (10) 31 31 26 38 27 o 64 53 51 
ret. max-min (5) 48 46 45 26 24 o 46 42 36 
ret. max-min (10) 48 46 45 24 21 o 63 42 39 
r. a]eat. exc. k (5) 47 43 41 27 19 o 75 53 51 
r. a!eat.. exc. k (10) 47 43 41 33 19 o 56 52 50 
0.9 grad. conjugados 35 35 o 19 19 o 147 147 o 
rct. maximo (5) 32 25 o 28 15 o 79 25 o 
ret. maximo (10) 49 29 o 62 23 o 168 48 45 
barzilai-borwein 23 18 o 27 20 o 35 25 o 
ret. aleatorio (5) 23 20 o 32 23 o 42 28 o 
ret. aleatorio (10) 26 24 o 38 27 o 53 31 o 
ret;. max-min (5) 21 18 o 26 24 o 50 40 o 
ret. max-min {10) 28 27 o 24 21 o 42 38 o 
r. aleat. exc. k (5) 26 21 o 27 19 o 54 28 () 
r. aleat. cxc. k (10) 31 22 o 33 19 o 61 32 o 
Tabela A.30: Problemas de reconstrução de imagens 
107 
Problema 
método 1 2 3 4 5 
xo xo xo xo xo 
o 1 o 1 o 1 o 1 o 1 
gradientes conjugados 40 92 57 84 51 llO 81 130 54 128 
retardo maximo (5) 91 121 101 129 96 238 186 197 108 302 
retardo maximo (10) 94 141 165 336 104 346 266 967 133 601 
barzilai-borwein 60 ll8 105 124 75 161 160 202 82 169 
retardo aleatorio (5) 66 llO 88 120 86 230 138 184 102 226 
retardo aleatorio (10) 69 153 103 136 91 181 159 249 96 216 
retardo max-minimo (5) 50 ll6 94 107 83 159 143 227 92 205 
retardo max-minimo {lO) 70 121 llO 107 80 186 158 165 111 2ll 
retardo aleat. exc. k (5) 62 122 91 133 87 201 136 186 84 193 
retardo aleat. exc. k (10) 78 168 89 ll9 93 182 146 166 68 267 
Tabela A.31: Problemas de projeção A (O= 0.1). 
108 APÊNDICE A. EXPERIMENTOS DO PRIMEIRO CAPíTULO 
Problema 
método I 2 3 4 5 
XQ xo xo :r: o xo 
o I o I o I o I o I 
grad. conjugados 11342 8717 7517 6512 5053 5021 * * 4906 5132 
ret. maximo (5) 25691 19903 24379 23032 19350 13385 * * 8225 17425 
ret. maximo (10) * * * * * * * * * * 
barzilai-borwein 13174 11125 5659 10456 8734 8959 * * 10179 9529 
rct. aleatorio (5) 7746 9353 8414 6403 5186 6378 * * 6842 5294 
ret. aleatorio (10) 14655 10195 7279 9524 8530 7037 * * 7071 8582 
ret. max-min (5) 15957 18523 11816 7902 8062 8784 * * 13686 13343 
ret. max-min (10) 8936 8686 6703 9806 5239 8745 * * 4430 5842 
r. aleat. exc. k (5) !1322 12748 12705 12243 5490 7915 * * 8734 8933 
r. alcat. exc. k (1.0) 17545 11598 10748 9955 11013 7706 * * 10080 596tl 
-
*excedidas 32000 It.eraçoes 
Tabela A.32: Problemas de projeção B (O= 0.1). 
109 
teta delta n 
2061 5041 10000 
1E-10 O.E+OO 288 410 1851 
l.E-07 253 422 1200 
l.E-04 415 1059 1916 
l.E-02 548 958 1809 
l.E-01 490 992 1512 
1E-5 O.E+OO 288 437 1847 
l.E-07 253 480 1200 
l.E-04 415 1059 1916 
l.E-02 548 958 1809 
l.E-01 490 992 1512 
1E-2 O.E+OO 254 364 1046 
l.E-07 261 380 1448 
l.E-04 489 985 1818 
!.E-02 548 958 1809 
l.E-01 490 992 1512 
1E-1 O.E+OO 279 499 732 
l.E-07 279 502 732 
!.E-04 544 808 1295 
l.E-02 495 * 1782 
!.E-01 540 * * 
9E-1 O.E+OO 175 478 584 
l.E-07 175 478 584 
l.E-04 175 481 637 
l.E-02 292 776 * 
!.E-01 436 * * 
-*nao obtivemos progresso suficiente 
Tabela A.33: Problemas de obstáculo A (pl=0.3, p2=1) 
110 APENDICE A. EXPERIMENTOS DO PRIMEIRO CAPíTULO 
teta delta problema 
1 2 3 4 
1E-10 l.E-07 392 2876 3278 167 
l.E-04 506 * 4420 166 
l.E-02 466 * * 1024 
l.E-01 1081 * * 345 
5.E-01 1370 4741 * * 
1E-5 l.E-07 392 2913 3184 167 
l.E-04 506 * 4420 166 
l.E-02 466 * * 1024 
l.E-01 1081 * * 345 
5.E-01 1370 4741 * * 
1E-2 l.E-07 385 1536 2150 175 
l.E-04 382 1232 4534 133 
l.E-02 638 4990 * 708 
l.E-01 1259 3461 * 345 
5.E-01 779 2903 * 904 
1E-1 l.E-07 389 652 794 124 
l.E-04 404 1685 984 124 
l.E-02 767 1104 2235 342 
l.E-01 1134 2539 1870 345 
5.E-01 779 2578 2163 628 
9E-1 l.E-07 381 437 455 149 
l.E-04 381 437 455 149 
l.E-02 381 458 484 149 
l.E-01 614 861 680 303 
S.E-01 1248 1238 635 571 
* 
-excedidas 5000 Iteraçoes 
Tabela A.34: Problemas aleatórios B 
111 
teta delta problema 
A B c 
1E-10 l.E-07 70 22 217 
l.E-04 64 21 163 
!.E-02 37 20 137 
l.E-01 46 20 149 
5.E-01 35 20 149 
1E-5 l.E-07 70 22 217 
l.E-04 64 21 163 
l.E-02 37 20 137 
l.E-01 46 20 149 
5.E-01 35 20 149 
1E-2 l.E-07 68 22 144 
l.E-04 64 21 141 
l.E-02 37 20 137 
l.E-01 46 20 149 
5.E-01 35 20 149 
1E-1 l.E-07 47 19 130 
l.E-04 47 19 130 
l.E-02 37 19 123 
l.E-01 46 19 149 
5.E-01 35 19 149 
9E-1 l.E-07 35 19 147 
l.E-04 35 19 147 
l.E-02 35 19 147 
l.E-01 35 19 147 
5.E-01 35 19 147 
Tabela A.35: Problemas de reconstrução de imagens 








• • ~ c • ~ 
~· i •• -~ 
... ~--....-. 
• • ··j • •••• 
• ••• i• 












































-~--+-- j •• •• 
• • •• 
• 















• • • 
• • •• 
• • •• 









Figura A.l: Aproximando y(x) x +E por uma função crescente e por uma função convexa. 
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Figura A.2: Aproximando y(x) 
côncava. 
log(x) +E por uma função crescente e por uma função 
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Figura A.3: Aproximando y(x) 
função convexa. 
1/(1 + 9e-üx) +E por uma função crescente e por uma 
APÊNDICE B 
Problemas de Hock e Schittkowski 
Apresentamos aqui os problemas extraídos do livro de Hock c Schitt.kowski [27] 
e usados nos captulos 2 e 3. 
PROBLEMA 1 (38) 
Funçào ohjetwo: 
f(~') 100(x2 - xl)' + (1- x1)2 + 90(x,- xl) 2 +(I- xz)2 
+lll.l[(r, -1)2 + (x4 - 1) 2] + 19.8(x2 - l)(x1 - 1) 
Canalzzaçôes: 
Ponto 1,1HC'!.al: 
xo (-3 -1 -3 -!) , , , 
115 
116 





APENDICE B. PROBLEMAS DE HOCK E SCHITTJ{O\VSKI 
o~ xi ::; 1, i=1,2,3 
Ü ~ X4 S 2 
x 0 (2,2,2,2) 
117 




Ü ~ Xi ::; 1,, Í, = 1, ... , 5 
Ponto inicial: 
xo (2, 2, 2, 2) 
118 APENDICE IJ. PROIJLEMAS DE HOCf( E SCHITTi\OWSKI 
PROBLEMA 4 (53) 
Fu.nção abjetwo: 
f(x) (x,- x,) 2 + (x, + x,- 2) 2 + (x,- 1) 2 + (x5 - 1)2 
Restnções: 
.1::1 + 3x2 O 
x3 + x4 - 2xr; O 
x2 - :rs O 
Canalizações: 
Ponto im:r:ial: 
xo (2, 2, 2, 2, 2) 
PROBLEMA 5 (54) 
Função objetivo: 
j(x) -e-h(x)/2 
h(x) - [(x1 - 104 ) 2 /6.4107 + (x 1 - 104 )(x,- 1)/2104 + (.7:,- 1)2 ]/0.96 
+(x3 - 2106 ) 2/4.9 1013 + (x4- 102/2.5103 
+(x,- 0.001)2 /0.0025 + (x 6 - 1108 ) 2 /2.5 1017 
Restrição: 
x 1 + 4001lx 2 - 17600 O 
Canalizações: 
os XJ s 2000 
-10 s xz s 10 
os .1:3 s 107 
os x, s 20 
-1S :rs SI 
os XI) s 2108 
Ponto iniciaL 
119 
120 APENDICE B. l'RDBLEMAS DE HOCK E SCHITTIW\VSKI 
PROBLEMA 6 (.55) 
Função objetivo: 
Restrições: 
x1 + 2x2 + 5xs - 6 o 
Xt + X2 + .'!:3 - 3 o 
X4 + .rs + :r6 - 2 o 
:1;1 + .T,J - 1 o 
:r:2 + .1:5 - 2 o 
.T3 + :r:fi- 2 o 
Canalnaçr!ro,ç: 
o < :~;i 
XJ < 1 








-10::; :ri ::; 10, i= 1, 2, :J 
Pnnlo úúci.al: 
.To (2, 2, 2) 
122 AI'ENDICE B. PROBLEMAS DE HOCI< E SCHITT/(0\VSI-:I 
PR.OBLEMA 8 (62) 
Função objetzvo: 
f(x) ~ -32.174{255log[(x 1 + x2 + x3 + 0.03)/(0.09x1 + x2 + "·' + 0.03)] 
+2801og[(x2 + X3 + 0.03)/(0.0h, + x3 + 0.03)] 
+2901og[(x 3 + 0.03)/(0.13x3 + 0.03)]} 
Restrição: 
Canal-lza.çrio: 
o.;:;;; .r,:, i= 1,2,3 
Ponto Hlit,cwl: 
xn - (0.7,0.2,0.1) 
PROBLEMA 9 (63) 
Função objetivo: 




Ü:::; Xi, Í = 1, 2, 3 




124 APENDICE B. PROBLEMAS DE HOCK E SCHlTTIW\VSKI 




X4- X3- X5 + 0.55 Ü 
X:1- .Ttj - X(i + Ü.[í!J () 
lllllü[sin( -x3 - 0.25) + sin( -x;- 0.25)[ + 894.8- '"' 11 
1000[sin(:c.1- 0.25) + sin(xa- x: 4 - 0.25)] + 894.8- .12 IJ 
1li1Jll[sin(.x1 -0.25) + sin(x1 - x3- 0.25)[ + 129•1.8 li 
Craralua çõrcs: 
O <; x·: <; !200, 1 ~ I, 2 
-0.55 ::;: :J:; ::; 0.55, i = 3, 4 
Pon/.u 'inu;"ial. 
:ro (O, O, O, O, 0.55, 0.55) 
12G 
PROBLEMA 11 (75) 
Função objetivo: 
Restrições: 
X4 - X3- :rs + 0.48 O 
X3- Xtj - J:f) + 0.48 0 
lOOO[sin( -.~3- 0.25) + sin( -104 - O 25)] + 894.8- '"' (I 
JOOO[sin(x,- 0.25) + sín(x3- x4- 0.25)] + 89<1.8- .Tz 11 
JOOO[sin(.T.J- 0.25) + sin(x,- .x3 - 0.25)] + !29<!.8 li 
Canal-izaçõe.s: 
IJ $ <<i $ 1200, I = ], 2 
-0.5!) _::; Xj_ _::; 0.55, Í = 3, 4 
Ponto inzcw.l: 
x 0 (0, O, O, O, 0.48, 0.48) 
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J:;, < 2.3, 
' 
- J, 2 












2 2 2 2 2 10 x 1 + x 2 + x 3 + x 4 + x 5 -
.'J;2X3 - 5X4Xf> 
3 3 
x 1 + x 2 + 1 
-2.3 <; X; <; 2.3, 1 ~ 1, 2 
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j(x) -r8(x) 2 
r1 (x) O 
r;,(x) ai(ti-ti_I)cos(xi-l)+ri-t(x), i=2, ... ,8 
'fs(x)- IO' O 
ss("') - 10' O 
q1{cr) O 
,,,(<) o 
q;(.T) 0.5(t1 - ti_ 1 f~[a;.siu(.Ti-l)- b] 
+(t;- t,_J)s;_ 1(x) + 'li-lCr), r= 2, .. , 8 
s;(:r) (ti- ti-l)[aisin(xi_J)- h] 
+s;.1(.T), i=2, ... ,8 
0.1' [0, 50, 50, 75, 75, 75, 100, 100] 
,.,, [11, 25, 50, 1011, 150, 200, 290, 380[ 
() :S .T; :S 1 58, i = J, . , 7 
:tn (0.5,0.5,(l.~l,0.5,0 G,O.G,O.fl) 





J(x) 3000x1 + lOOOx\ + 2000x, + 666.667xl 
0.4- XI+ 2cx;- X5X6(dy1 + cyz)- X5X7(dy3 + cy4) Ü 
0.4- Xz + 2cx~- xs.'r6(dyl- cyz) + x5x7(dy5- cy5) O 
2 0.8 + 2c.& 7 + Xs.'r7(dy3- CY4)- X(;.T7(dy5 + r"Uü) () 
0.2- x3 + 2d:rg + Xs:ru(ryl- dyz) + :1:s:r7(cy;{- r/:114) O 
0.2- X4 + 2d:c~- x5:t(i(cy1 + dyz)- :q;.T7 (C?/s + rfyr,) () 
-0.337 + 2dx~- :csx7(cv.1 + dy,t) + xfi:r7(r·y5 - rl:ur;) O 
YI = sin(xs), Y3 = sin(xg), y,J = si11(xs- :r!J) 
Y2 = cos(xg), Y3 = cos(xg), Ys = cos(xs- .Tg) 
c~ (48.4/50.176)sin(0.25), d. ~ (48.4/50.17G)eos(0.25) 
Ü:::; X;, Í, = 1, 2 
0.911909 :0: .T; ]()909, i ~ 5, 6, 7 
"'O (0.8, 0.8, 0.2, 0.2, 1.0454, 1.0454, 0,11) 
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PROBLEMA 16 (110) 
Punção objetivo: 
10 10 
f(x) IJ[Iog(x; ~ 2)]2 + [Iog(10 ~ x;)]2 } ~ (ll x;)02 
Canalizações: 
2.001"' X; "'9.999, i~ 1, ... , 10 
Ponto u1.ú:ud: 
•o (9,9,9,9,9,9,9,9,9,9) 






f(x) L exi [c;+ x;- log(I; ex')] 
j=l k=l 
cT [-6.089, -17.164,-34.054,-5.914,-24.721,. 
-14.986,-24.100,-10.708, -26.662, -22.179] 
ex1 + 2cx2 + 2c'c~ + e'r6 + e·'l:JO - 2 U 
ex'1 + 2e'r-5 + ex" + ex' - 1 O 
ex:l + ex7 + ex~ + 2ex{j + e:rw - 1 O 
-100::; :l:i ::; 100, i= 1, ... , 10 
.TI) ( -2.3, -2.;], -2.3, -2.3, -2.3, -2.3, -2.3, -2.3, -2.3, -2.3) 
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f(x) I;x;{c; -log[x;/(I;x,)]) 
j=l k=l 
cT [-6.089, -17.164,-34.054,-5.914,-24.721, ... 
-14.986,-24.100,-10.708,-26.662, -22.179] 
XI + 2x2 + 2X3 + Xo + XlQ - 2 Ü 
X4 + 2x5 + XQ + X7 - 1 Ü 
X3 + X7 + Xg + 2xg + XlQ- 1 Ü 
w-6 :o:; xi, i = 1, ... , 10 
xo (O. I, 0.1' 0.1, 0.1, 0.1, 0.1, 0.1' 0.1, 0.1, 0.1) 




j(x) xf +:r;~+ x1x2 -14xl -l6x2 + (xs- 10)2 
+4(x4- 5)2 + (x5 - 3)2 + 2(x,- 1)2 + 5.c~ 
+7(xs- 11)2 + 2(xo- 10)2 + (x 10- 7) 2 + 45 
105- 4:rr- 5.Tz + 3x7- 9:rs- :1:11 O 
-10x1 + 8xz + 17x7- 2:tg - x12 O 
8x 1 - 2xz- 5xg+ 2~rw- x 1:3+ 12 O 
-3(x1 - 2) 2 - 4(x 2 - 3)2 - 2cri + 7x, - .r 11 + 120 O 
-5x~- 8xz- (J:3- 0) 2 + 2x4- Xt5 + 40 O 
-0.5(x1 - 8)2 - 2(:rz- 4) 2 - 3:t~ +.r() - :rw + 30 O 
-x~- 2(x2- 2)2 + 2x,xz- 14:ts + 6xr,- .TJ7 O 
3xl - 6:c2- 12(:cg- 8) 2 + 7.rJn - Xts O 
·"O (2, 3, 5, 5, I, 2, 7, ;), 6, 10, 7ü, 117, 12, 105, 5, 9, 4, !li) 
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L bijXj - Ci 
j=l 
o, i= 1, ... '8 
Ü :'S X i :'S 5, i = 1, . . , 16 
xo (10, ... , 10) 
Os elementos ai.j, IJ;.j e ci. são fornecidos na próxima página. 
A~ 
1 o o 1 o o 1 1 o o o o o o o 1 
O 1 1 O O O I O O 1 O O O O O O 
o o 1 o o o 1 o 1 1 o o o 1 o o 
o o o 1 o o 1 o o o 1 o o o 1 o 
o o o o 1 1 o o o 1 o 1 o o o 1 
O O O O O 1 O 1 O O O O O O I O 
o o o o o o 1 o o o 1 o 1 o o o 
O O O O O O O 1 O 1 O O O O I O 
o o o o o o o o 1 o o 1 o o o 1 
o o o o o o o o o 1 o o o 1 o o 
o o o o o o o o o o 1 o 1 o o o 
o o o o o o o o o o o 1 o 1 o o 
o o o o o o o o o o o o 1 1 o o 
o o o o o o o o o o o o o 1 o o 
o o o o o o o o o o o o o o l o 
o o o o o o o o o o o o o o o 1 
0.22 -1.46 1.29 -1.10 0.00 0.00 1.12 0.00 
0.20 0.00 -0.89 -1.06 0.00 -1.72 0.00 0.45 
0.19 -1.30 0.00 0.95 0.00 -0.33 0.00 0.26 
0.25 1.82 0.00 -0.54 -1.43 0.00 0.31 -1.10 
0.15 -1.15 -1.16 0.00 1.51 1.62 0.00 0.58 
0.11 0.00 -0.96 -1.78 0.59 1.24 0.00 0.00 
0.12 0.80 0.00 -0.41 -0.33 0.21 1.12 -1.03 
0.13 0.00 -0.49 0.00 -0.43 -0.26 0.00 0.10 
1.00 0.00 0.00 0.00 0.00 0.00 -0.36 0.00 
0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.011 
0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 
0.00 0.00 000 0.00 0.00 1.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 
0.00 ().(10 0.00 11.00 0.00 0.00 0.00 1.00 
c?= [2.5, Ll, -3.1, -3.5, 1.3, 2.1, 2.3, -1.5] 
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