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Abstract
Let G be a graph of sufficiently large order n, and let the largest eigenvalue μ(G) of its adjacency matrix
satisfies μ(G) >
√
n2/4. Then G contains a cycle of length t for every t  n/320.
This condition is sharp: the complete bipartite graph T2(n) with parts of size n/2 and n/2 contains
no odd cycles and its largest eigenvalue is equal to
√
n2/4.
This condition is stable: if μ(G) is close to
√
n2/4 and G fails to contain a cycle of length t for some
t  n/321, then G resembles T2(n).
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
It is known [5,7] that if G is a graph of order n and the largest eigenvalue μ(G) of its adjacency
matrix satisfies μ(G) >
√n2/4, then a triangle exists in G.
Here we show that the same premises imply the existence of other cycles as well. This result
contributes to the spectral extremal graph theory.
Theorem 1. Let G be a graph of sufficiently large order n with μ(G) >
√n2/4. Then G
contains a cycle of length t for every t  n/320.
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Write T2(n) for the complete bipartite graph with parts of size n/2 and n/2. Note that
T2(n) contains no odd cycles and μ(T2(n)) =
√n2/4; thus, Theorem 1 gives a sharp spectral
condition for the existence of odd cycles.
Moreover, there is stability in this condition: if μ(G) is close to
√n2/4 and G fails to contain
a cycle of length t for some t  n/321, then G resembles T2(n). Here is a precise form of this
statement.
Theorem 2. Let 0 < θ < 2−16 and n be sufficiently large. For every graph G of order n with
μ(G) > (1/2 − θ)n, one of the following conditions holds:
(i) G contains a cycle of length t for every t  n/321;
(ii) there exists an induced bipartite subgraph G0 ⊂ G satisfying |G0| > (1 − 4θ1/3)n and
δ(G0) > (1/2 − 7θ1/3)n.
The proofs of Theorems 1 and 2 are based on three results of independent interest.
Lemma 3. Let G be a graph of order n with minimum degree δ and μ(G) = μ. If (x1, . . . , xn)
is a unit eigenvector to μ, then
min{x1, . . . , xn} 
√
δ
μ2 + δn − δ2 .
Lemma 4. Let G be a graph of order n with μ(G) = μ. If (x1, . . . , xn) is a unit eigenvector to
μ and u is a vertex satisfying xu = min{x1, . . . , xn}, then
μ(G − u)
n − 1 >
μ(G)
n
(
1 + 1
n − 1
(
1 − nx2u −
1
n − 1
))
.
Combining these two lemmas, we get Theorem 5 below. We hope that this technical statement
can be used in other spectral extremal problems.
Theorem 5. Suppose that 0 < α < 1/4, 0 < β < 1/2, 1/2 − α/4 < γ  1,K  0, and n is a
sufficiently large integer. If G is a graph of order n with
μ(G) > γn − K/n and δ(G)  (γ − α)n,
then there exists an induced subgraph H ⊂ G with |H |  (1 − β)n and satisfying one of the
following conditions:
(i) μ(H) > γ (1 + βα/2)|H |;
(ii) μ(H) > γ |H | and δ(H) > (γ − α)|H |.
2. Proofs
We start with some notation and results needed for our proofs.
Our graph-theoretical notation follows [2]. Specifically, given a graph G, we write:
– |G| for the number of vertices of G;
– E(G) for the edge set of G;
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– k3(G) for the number of triangles of G;
– d(u) for the degree of a vertex u;
– (u) for the set of neighbors of a vertex u;
– δ(G) for the minimum degree of G.
The following fact is a reduced version of Theorem 1 of [6].
Fact 6. Let G be a nonbipartite graph of sufficiently large order n, and let δ(G)  n/3. Then
Ct ⊂ G for every integer t ∈ [4, δ(G) + 1].
The following facts are particular cases of Theorems 2 and 4 in [3].
Fact 7. If G is a graph of order n, then k3(G)  (μ(G)/n − 1/2)n3/12.
Fact 8. Let 0  θ  2−16 and let G be a triangle-free graph of order n with μ(G)  (1/2 − θ)n.
Then there exists an induced bipartite graph H ⊂ G satisfying |H | > (1 − 3θ1/3)n and δ(H) >
(1/2 − 6θ1/3)n.
Proof of Lemma 3. Set σ = min{x1, . . . , xn}. If σ = 0, the assertion holds trivially, so we assume
that σ > 0. This implies also that δ > 0. Taking u ∈ V (G) to satisfy d(u) = δ, we have
μ2σ 2  μ2x2u =
⎛
⎝ ∑
i∈(u)
xi
⎞
⎠
2
 δ
∑
i∈(u)
x2i  δ
⎛
⎝1 − ∑
i∈V (G)\(u)
x2i
⎞
⎠
 δ(1 − (n − δ)σ 2) = δ − (δn − δ2)σ 2,
implying that (μ2 + δn − δ2)σ 2  δ, and the desired inequality follows. 
Proof of Lemma 4. Set for short c = 1 − nx2u and μ = μ(G). We have
μxu =
∑
v∈(u)
xv and μ = 2
∑
vw∈E(G)
xvxw.
Hence, by Rayleigh’s principle, we obtain
μ = 2
∑
vw∈E(G−u)
xvxw + 2xu
∑
v∈(u)
xv  μ(G − u)(1 − x2) + 2x2uμ(G),
implying that
μ(G − u)
n − 1 
μ(G)
n − 1 ·
1 − 2x2u
1 − x2u
= μ(G)
n − 1 ·
(
n − 2 + 2c
n − 1 + c
)
. (1)
On the other hand, in view of 0  c  1, we find that
n
(
n − 2 + 2c
n − 1 + c
)
− n + 1 − c + 1
n − 1 =
−1 + c + cn
n − 1 + c − c +
1
n − 1
=− (1 − c)
2
n − 1 + c +
1
n − 1  0.
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Hence, inequality (1) implies that
μ(G − u)
n − 1 
μ(G)
n − 1 ·
(
n − 2 + 2c
n − 1 + c
)
 μ(G)
n
·
(
1 + c
n − 1 −
1
(n − 1)2
)
,
completing the proof. 
Proof of Theorem 5. Suppose that
n > max
{
15
(1 − β)α ,
1
β
,
84K
α2
}
.
Define a sequence of graphs G0, . . . ,Gk by the following procedure P:
begin
set G0 = G;
set k = 0;
while δ(Gi)  (γ − α)(n − k) and k < βn do
begin
select a unit eigenvector (x1, . . . , xn−k) to μ(Gk);
select a vertex uk ∈ V (Gk) such that xuk = min{x1, . . . , xn−k};
set Gk+1 = Gk − uk;
add 1 to k;
end;
end.
Let H = Gk and note that
|H | = n − k  n − βn  (1 − β)n.
We shall show that
μ(H) > γ
(
1 + 4kα
7n
)
|H |. (2)
To this end, we first prove by induction on i that
μ(Gi)
n − i 
(
1 + 3iα
5n
)
μ(G)
n
(3)
for every i = 0, . . . , k.
The assertion is trivially true for i = 0. Let 0  i  k − 1 and assume that (3) holds for i; we
shall prove that it also holds for i + 1. Set δ = δ(Gi), μ = μ(Gi), and note first that
δ  (γ − α)(n − i), (4)
μ  (n − i)
(
1 + 3iα
5n
)
μ(G)
n
 (n − i)
(
γ − K
n2
)
. (5)
Let (x1, . . . , xn−i ) be a unit eigenvector to μ, and let u ∈ V (Gi) satisfy xu = min{x1, . . . , xn−i}.
Then Lemma 3 implies that
x2u 
δ
μ2 + (n − i)δ − δ2 .
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Noting that the right-hand side increases with δ and decreases with μ, in view of (4) and (5),
we find that
xu(n − i) (γ − α)(n − i)
2
(n − i)2(γ − K/n2)2 + (n − i)(γ − α)(n − i) − (γ − α)2(n − i)2
 γ − α−2γK/n2 + γ − α + 2γα − α2 
γ − α
−2K/n2 + γ − α2
 γ − α
γ − 2α2  1 −
2α
3
.
In the above derivation we used the inequalities
α2/2  2K/n2, γ  1/2 − α/4, γ  1/2 − α/4  3α/4.
Next, Lemma 4 implies that
μ(Gi+1)
n − i − 1 
μ(Gi)
n − i
(
1 + 1
n − i − 1
(
2α
3
− 1
n − i − 1
))
 μ(Gi)
n − i
(
1 + 3α
5n
)
.
Therefore,
μ(Gi+1)
n − i − 1 
(
1 + 3α
5n
)(
1 + 3iα
5n
)
μ(G)
n

(
1 + 3(i + 1)α
5n
)
μ(G)
n
,
completing the induction step and the proof of (3).
Inequality (3) implies that
μ(|H |)
|H | =
μ(Gk)
n − k 
(
1 + 3kα
5n
)
μ(G)
n

(
1 + 3kα
5n
)(
γ − K
n2
)
= γ
(
1 + 3kα
5n
)
− K
n2
(
1 + 3kα
5n
)
> γ
(
1 + 4kα
7n
)
+ α
42n
− 2K
n2
> γ
(
1 + 4kα
7n
)
,
as claimed.
To complete the proof of the theorem, note that, after the procedure P stops, we have either
k = βn or δ(H) > (γ − α)|H |. If k = βn, then
μ(H)  γ
(
1 + 4βnα
7n
)
|H | > γ
(
1 + βα
2
)
|H |;
hence, condition (i) holds.
If k < βn, then δ(H) > (γ − α)|H |, and, in view of (2), we find that
μ(H) > γ
(
1 + kα
2n
)
|H | > γ |H |;
hence, condition (ii) holds, completing the proof. 
Proof of Theorem 1. Let G be a graph of order n with μ(G) >
√n2/4. Assume first that
δ(G) > 2n/5. Since G contains a triangle, it is nonbipartite; hence, for n sufficiently large, Fact
6 implies that Ct ⊂ G for every t  δ(G) + 1, completing the proof.
Thus, we shall assume that δ(G)  2n/5. Let
α = 1/10, β = 1/2, γ = 1/2, K = 1.
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We have δ(G)  (γ − α)n and
μ(G) >
√
n2/4  n/2 − 1/n = γ n − K/n.
Hence, Theorem 5 implies that, for n sufficiently large, there exists an induced subgraph H ⊂ G
with |H | > n/2, satisfying one of the following conditions:
(i) μ(H) > (1/2 + 1/80)|H |;
(ii) μ(H) > |H |/2 and δ(H) > 2|H |/5.
Assume first that condition (i) holds. Then, by Fact 7, we obtain
k3(H) >
(
μ(H)
|H | −
1
2
)
1
12
|H |3  1
80 · 12 |H |
3 = 1
960
|H |3.
Thus, there is a vertex u ∈ V (H) contained in at least 3k3(H)/|H |  |H |2/320 triangles in H ,
and so the neighborhood of u induces more than |H |2/320 edges. By a theorem of Erd"os and
Gallai [4], the neighborhood of u contains a path P longer than
2
320
|H |  1
320
n.
Clearly, the path P and the vertex u form a cycle Ct for every t  n/320, completing the proof
in this case.
If condition (ii) holds then, by μ(H) > |H |/2, the graph H contains a triangle; thus, by Fact
6, Ct ⊂ H for every t  δ(H) + 1, completing the proof. 
Proof of Theorem 2. Let G be a graph of order n with μ(G) > (1/2 − θ)n. If G is triangle-free,
the proof is completed by Fact 8, so we shall assume that G contains a triangle.
Assume first that δ(G) > 2n/5. Since G is nonbipartite, for n sufficiently large, Fact 6 implies
that Ct ⊂ G for every t  δ(G) + 1, completing the proof.
Thus, we shall assume that δ(G)  2n/5. Let
α = 1/10 + θ, β = 40θ, γ = 1/2 − θ, K = 0.
We have δ(G)  (γ − α)n and μ(G) > 1/2 − θ = γ n. Hence, Theorem 5 implies that, for n
sufficiently large, there exists an induced subgraph H ⊂ G with |H | > (1 − β)n, satisfying one
of the following conditions:
(i) μ(H) > γ (1 + αβ/2)|H |;
(ii) μ(H) > γ |H | and δ(H) > (γ − α)|H |.
Assume first that condition (i) holds. Then,
μ(H) γ (1 + αβ/2)|H | = (1/2 − θ + (1/2 − θ)(1/10 + θ)20θ)|H |
= (1/2 − θ − θ + 8θ2 − 20θ3)|H | > |H |/2,
and so, by Theorem 1, Ct ⊂ H ⊂ G for every t < |H |/320. This completes the proof in view of
|H |/320  (1 − 40θ)n/320 > n/321.
If condition (ii) holds then, in view of δ(H) > (γ − α)|H | = 2|H |/5, Fact 6 implies that
Ct ⊂ H for all t  δ(H) + 1, unless H is bipartite. To complete the proof we have to consider
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the case of bipartiteH . SinceH is triangle-free andμ(H) > γ |H | = (1/2 − θ)|H |, Fact 8 implies
that there exists an indiced bipartite subgraph G0 ⊂ H satisfying
|G0| > (1 − 3θ1/3)|H |  (1 − 3θ1/3)(1 − β)n = (1 − 3θ1/3)(1 − 40θ)n > (1 − 4θ1/3)n
and
δ(G0) > (1 − 6θ1/3)|H | (1 − 6θ1/3)(1 − β)n
= (1 − 3θ1/3)(1 − 40θ)n > (1 − 7θ1/3)n,
completing the proof. 
3. Concluding remarks
It is clear that the constant 1/320 in Theorem 1 can be increased even with the present methods;
thus, the following question arises:
Question. What is the maximum C such that for all positive ε < C and sufficiently large n, every
graph G of order n with μ(G) >
√n2/4 contains a cycle of length t for every t  (C − ε)n.
It is known [1, p. 150] that if G is a graph of order n with e(G) > n2/4, then G contains
a cycle of length t for every 3  t  n/2. Thus, one can conjecture that C = 1/2. However,
this is not true: taking the join of a complete graph of order k = (3 − √5)n/4 and an empty
graph of order n − k, we obtain a graph H of order n with μ(H) > n/2  √n2/4, but having
no cycles longer than 2k ∼ (3 − √5)n/2.
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