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ALGEBRE ABSOLUE
PAUL LESCOT
Re´sume´. Nous exposons la the´orie de Zhu concernant un analogue formel du
corps Fp, “pour p = 1”, et la comparons a` celle de Deitmar.
We give an exposition of Zhu’s theory concerning a formal analogue of the
field Fp, “for p = 1”, and then compare it to Deitmar’s.
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2 PAUL LESCOT
1. Introduction
Il a e´te´, ces dernie`res anne´es, propose´ de nombreuses the´ories du “corps a` un
e´le´ment”. Dans celle de Deitmar ([4],[5]), les objets de base sont les spectres de
mono¨ıdes (commutatifs, unitaires) et les sche´mas sont obtenus par recollement de
tels objets. Le mono¨ıde trivial F1 = {1} est donc l’objet final de la cate´gorie de
Deitmar, et son spectre Spec(F1) l’objet initial de la cate´gorie des F1–sche´mas.
Zhu ([7]) a propose´ une autre approche : B1 = {0, 1} de´signe pour lui un ensemble
a` deux e´le´ments, muni de la multiplication habituelle, et d’une addition le´ge`rement
modifie´e : 1 + 1 = 1. Dans les paragraphes 2 et 3, nous de´veloppons, suivant Zhu
mais avec des de´monstrations, l’alge`bre line´aire sur B1 en restant aussi pre`s que
possible des de´finitions classiques. Il s’ave`re que la cate´gorie des B1–modules de
type fini est beaucoup plus complexe que celle des espaces vectoriels de dimension
finie sur un corps : elle est en effet e´quivalente a` la cate´gorie des treillis finis non
vides.
L’analogie formelle entre le groupe syme´trique Σn et le “groupe line´aire de rang
n sur un corps de caracte´ristique 1”est bien connue des spe´cialistes de the´orie des
repre´sentations ; il se trouve qu’en un sens naturel, on a bien GLn(B1) ≃ Σn (Th-
eore`me 3.7). Le traitement naturel (§4) de l’alge`bre commutative et de la ge´ome´trie
alge´brique sur B1, par analogie avec l’e´tude des anneaux de polynoˆmes sur un corps,
nous ame`ne a` conclure que B1 est “alge´briquement clos”, et que, pour chaque n ≥ 1,
MaxSpec(B1[x1, ..., xn]) est de cardinal 2
n (The´ore`me 4.10), ce qui constitue, dans
notre cadre, un analogue du Nullstellensatz de Hilbert.
Dans le cadre de la the´orie de Deitmar, toute structure additive disparaˆıt ; nous
faisons voir que l’on peut, au sens de la the´orie des cate´gories, plonger cette the´orie
dans celle de Zhu, et recre´er ainsi une certaine structure additive (idempotente)
sur les “anneaux de fonctions”des objets ge´ome´triques conside´re´s. Ce point de vue
me`ne a` des descriptions qui nous semblent intuitivement tre`s satisfaisantes (cf. les
exemples (5.4) a` (5.6)).
La pre´publication re´cente de Connes et Consani([2]) est poste´rieure a` la sou-
mission de la premie`re version de cet article. Son point de vue semble, a` certains
e´gards, analogue au noˆtre.
Les paragraphes 2 a` 4 du texte sont issus d’un expose´ au Groupe de Travail
Interuniversitaire en Alge`bre, en date du 15 Janvier 2001 ; je remercie Jacques Alev,
Dominique Castella, Franc¸ois Dumas et Laurent Rigal pour leurs commentaires a`
cette occasion. Une version pre´liminaire du texte complet est parue sous forme
de deux pre´publications de l’I.H.E.S. (M/06/61 et M/06/63) a` l’automne 2006 ;
celles-ci n’auraient pas vu le jour sans l’aide et la disponibilite´ constantes de Ce´cile
Cheikhchoukh.
J’ai pu exposer les re´sultats de ce travail a` l’I.H.E.S. lors de la confe´rence
“Ge´ome´trie Alge´brique sur le Corps a` un Ele´ment”, le 29 Mars 2007 ; ce m’est
un agre´able devoir que de te´moigner ma gratitude a` Christophe Soule´ pour son
invitation, et a` plusieurs des auditeurs pour leurs commentaires et leurs encourage-
ments, notamment Christophe Breuil, Xavier Caruso et Ofer Gabber (cf. la preuve
du The´ore`me 4.8), Anton Deitmar, et Nikolai Dourov (sur la suggestion duquel j’ai
change´ la notation de Zhu “F1”en “B1”afin de pre´venir toute confusion).
Je remercie e´galement le rapporteur pour de nombreuses remarques construc-
tives, dont l’une est a` l’origine du contre–exemple de´crit dans la Remarque 3.5, et
pour avoir attire´ mon attention sur la pre´publication [2].
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Les notations sont entie`rement standard ; si A est un mono¨ıde (note´ multipli-
cativement), nous noterons A∗ l’ensemble de ses e´le´ments inversibles. Si E est un
ensemble, Pf (E) de´notera l’ensemble de ses parties finies, et
jE : E → Pf(E)
x 7→ {x}
l’injection canonique.
Par D nous entendrons la cate´gorie des F1–anneaux au sens de Deitmar, c’est–
a`–dire ([4], p.88) la cate´gorie des mono¨ıdes commutatifs. Si A ∈ D est un mono¨ıde
commutatif et B un sous–mono¨ıde de A, nous dirons que A est entier sur B si,
pour chaque a ∈ A, il existe un entier n ≥ 1 tel que an ∈ B.
2. De´finition de B1 et premie`res proprit´e´s
De´finition 2.1. On notera B1 l’ensemble {0, 1} muni des lois de composition in-
ternes + et . donne´es par :
0 + 0 = 0 ,
0 + 1 = 1 + 0 = 1 + 1 = 1 ,
0.0 = 0.1 = 1.0 = 0 ,
et
1.1 = 1 .
Remarque 2.2. Il est visible que B1 satisfait a` tous les axiomes des corps commu-
tatifs, excepte´ a` celui qui affirme l’existence de syme´triques pour l’addition.
De´finition 2.3. On appelle B1-module la donne´e d’un mono¨ıde commutatif M
d’e´le´ment neutre 0 et d’une B1-loi externe sur M (c’est-a`-dire d’une application
(λ, x) 7→ λx
de B1 ×M dans M), ayant les proprie´te´s usuelles, i.e. :
(1) ∀(λ, µ, x) ∈ B1 ×B1 ×M (λ+ µ)x = λx+ µx ,
(2) ∀(λ, x, y) ∈ B1 ×M ×M λ(x+ y) = λx+ λy ,
(3) ∀x ∈M 1x = x ,
(4) ∀x ∈M 0x = 0 .
De´finition 2.4. Un ensemble ordonne´ pointe´ (E,≤, 0) est dit de´cent s’il posse`de
un (et ne´cessairement un seul) plus petit e´le´ment 0, et si en outre deux e´le´ments
quelconques de E posse`dent une borne supe´rieure.
The´ore`me 2.5. La cate´gorie Z des B1–modules s’identifie canoniquement a` la
cate´gorie des ensembles ordonne´s de´cents.
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De´monstration. Soit M un B1–module ; pour (a, b) ∈M2, de´finissons :
a ≤ b ≡ a+ b = b .
Alors, pour tout a ∈M :
(5)
a+ a = 1a+ 1a
= (1 + 1)a
= 1a
= a ,
soit a ≤ a. En outre, de a ≤ b et b ≤ a, il suit :
a+ b = b et b+ a = a ,
d’ou` a = b+ a = a+ b = b.
De plus, si a ≤ b et b ≤ c, il vient :
a+ c = a+ (b+ c)
= (a+ b) + c
= b + c
= c ,
soit a ≤ c. ≤ est donc une relation d’ordre sur M ; de plus, pour chaque a ∈M :
(6) 0 + a = a ,
soit 0 ≤ a ; (M,≤) posse`de donc un plus petit e´le´ment : 0.
Soient a ∈M et b ∈M ; il est facile de voir que :
a+ (a+ b) = (a+ a) + b
= a+ b (d’apre`s (5)) ,
soit a ≤ a+ b ; de meˆme b ≤ a+ b.
De plus, de a ≤ c et b ≤ c suivent a+ c = c et b+ c = c, d’ou` :
(a+ b) + c = a+ (b+ c)
= a+ c
= c ,
soit a + b ≤ c ; a et b posse`dent donc une borne supe´rieure : a ∨ b = a + b. On a
bien montre´ que (M,≤, 0) e´tait un ensemble ordonne´ de´cent.
Re´ciproquement, soit (E,≤, 0) un ensemble ordonne´ de´cent ; il est facile de voir
que l’addition et la multiplication de´finies par
∀(a, b) ∈ E2 a+ b = a ∨ b ,
∀a ∈ E 0a = 0 ,
et
∀a ∈ E 1a = a
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font de E un B1–module.
Il reste a` de´terminer les morphismes de B1–modules. Soit ϕ : M → N un tel
morphisme ; on a ne´cessairement :
ϕ(0M ) = ϕ(0.0M ) = 0.ϕ(0M ) = 0N ,
et, pour (m,m
′
) ∈M2 :
ϕ(m ∨M m
′
) = ϕ(m+m
′
) = ϕ(m) + ϕ(m
′
) = ϕ(m) ∨N ϕ(m
′
) .
En tant qu’application entre ensembles ordonne´s de´cents, ϕ doit donc pre´server
l’ope´ration de borne supe´rieure (en particulier, eˆtre croissante) et le plus petit
e´le´ment. Re´ciproquement, on ve´rifie aise´ment qu’une application entre ensembles
ordonne´s de´cents ayant ces deux proprie´te´s constitue un morphisme pour les struc-
tures sous–jacentes de B1–modules. 
Corollaire 2.6. Modulo l’identification e´tablie par le The´ore`me 2.5, la cate´gorie
Zf des B1–modules finis s’identifie a` celle des treillis finis non vides.
De´monstration. Soit T un B1–module fini ; par une re´currence imme´diate sur le
cardinal |S| de S on voit que toute partie (meˆme vide) S de T posse`de une borne
supe´rieure ; en particulier, pour (a, b) ∈ T 2 ,
a ∧ b = ∨{c ∈ T | c ≤ a et c ≤ b}
est bien de´fini : T est un treillis, et T 6= ∅ car 0 ∈ T .
Re´ciproquement, soit T un treillis fini non vide ; il suffit de faire voir que T
posse`de un plus petit e´le´ment ; mais, en tant qu’ensemble ordonne´ fini non vide, T
posse`de un e´le´ment minimal m, et on a, pour tout x ∈ T :
m ∧ x ≤ m ,
d’ou`
m ∧ x = m
et
m = m ∧ x ≤ x ;
m est donc bien le plus petit e´le´ment de T . 
3. Alge`bre line´aire sur B1
The´ore`me 3.1. Soit A un ensemble, et munissons l’ensemble Pf (A) de sa struc-
ture habituelle de treillis (C ≤ B si et seulement si C ⊂ B) ; alors l’injection
jA : A→ Pf (A)
x 7→ {x}
fait de Pf(A) le B1–module libre engendre´ par A. En particulier, la cate´gorie des
B1–modules libres de type fini (i.e. finis) s’identifie canoniquement a` celle des
alge`bres de Boole finies.
De´monstration. Il s’agit de faire voir que, pour tout B1–module M et toute appli-
cation ϕ : A→M , il existe un unique morphisme
ρ : Pf (A)→M
tel que ϕ = ρ ◦ jA. Pour tout C ∈ Pf (A), on doit avoir :
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ρ(C) = ρ(
⋃
x∈C{x})
= ρ(
⋃
x∈C jA(x))
=
∨
x∈C ρ(jA(x))
soit :
(7) ρ(C) =
∨
x∈C
ϕ(x) ,
d’ou` l’unicite´ de ρ.
Re´ciproquement, il est visible que ρ de´fini par (7) est un morphisme de B1–
modules et re´pond a` la question.
Lorsque A est fini, Pf (A) = P(A) est une alge`bre de Boole, d’ou` la dernie`re
assertion. 
Plus ge´ne´raux que les modules libres sont les modules projectifs , au sens ge´ne´ral
de la the´orie des cate´gories : le B1–module M est projectif si, quels que soient les
B1–modules N1 et N2 et les morphismes ϕ : M → N2 et ψ : N1 ։ N2 avec ψ
surjectif, il existe un morphisme ρ : M → N1 tel que ψ ◦ ρ = ϕ. Tout B1–module
libre est e´videmment projectif.
De´finition 3.2. Soit (E,≤) un ensemble ordonne´ ; posons
O(E) = {A ⊂ E | ∀x ∈ A[y ≤ x =⇒ y ∈ A]} ;
alors (O(E),⊂) est un treillis de plus petit e´le´ment ∅, donc un B1–module (en fait,
O(E) est un sous-treillis (distributif) de P(E)).
Remarque 3.3. Le The´ore`me suivant ne sera pas utilise´ dans la suite de l’article.
The´ore`me 3.4. Les proprie´te´s suivantes d’un treillis fini non vide M sont
e´quivalentes :
• M , conside´re´ comme B1–module, est projectif.
• M est distributif.
• Il existe un ensemble ordonne´ fini E tel que M soit isomorphe a` O(E).
• M , conside´re´ comme B1–module, est isomorphe a` un sous–module d’un
B1–module libre.
Remarque 3.5. L’e´quivalence (2) ⇐⇒ (3) n’est autre que le cas particulier du
The´ore`me de Repre´sentation de Birkhoff relatif aux treillis finis : cf. par exemple
[1], p.59, Theorem 3, ou [3], p.171, Theorem 8.17.
De´monstration. (1) =⇒ (2) :
Soient N1 = P(M), N2 =M et
ψ : P(M) → M
A 7→
∨
x∈A x .
Il est visible que ψ est un morphisme surjectif de B1–modules, donc il existe un
morphisme ρ : M → P(M) tel que ψ◦ρ = IdM . Mais alors, pour tout (a, b, c) ∈M3 :
ρ(a ∧ (b ∨ c)) ≤ ρ(a) ∩ ρ(b ∨ c)
= ρ(a) ∩ (ρ(b) ∪ ρ(c))
= (ρ(a) ∩ ρ(b)) ∪ (ρ(a) ∩ ρ(c))
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d’ou` :
a ∧ (b ∨ c) = ψ(ρ(a ∧ (b ∨ c)))
≤ ψ((ρ(a) ∩ ρ(b)) ∪ (ρ(a) ∩ ρ(c)))
= ψ(ρ(a) ∩ ρ(b)) ∨ ψ(ρ(a) ∩ ρ(c))
≤ (ψ(ρ(a)) ∧ ψ(ρ(b))) ∨ (ψ(ρ(a)) ∧ ψ(ρ(c)))
= (a ∧ b) ∨ (a ∧ c)
≤ a ∧ (b ∨ c) ,
donc
a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c) ,
c’est-a`-dire que ∧ est distributive par rapport a` ∨. Mais, comme il est bien connu
([1], Theorem 9, p.11 ; [3], Lemma 6.3, p.130), la distributivite´ de ∨ par rapport a`
∧ s’ensuit. En effet, l’on peut e´crire, pour (a, b, c) ∈M3 :
(a ∨ b) ∧ (a ∨ c) = ((a ∨ b) ∧ a) ∨ ((a ∨ b) ∧ c) (d’apre`s le re´sultat ci–dessus)
= a ∨ (c ∧ a) ∨ (c ∧ b) (idem )
= (a ∨ (c ∧ a)) ∨ (c ∧ b)
= a ∨ (b ∧ c) .
(2) =⇒ (3) :
Soit E l’ensemble des e´le´ments m 6= 0 de M irre´ductibles pour ∨ , i.e. tels que :
∀(x, y) ∈M2 x ∨ y = m =⇒ x = m ou y = m .
De la finitude de M re´sulte que chaque e´le´ment de M est la borne supe´rieure
d’une famille (e´ventuellement vide) d’e´le´ments de E ; dans le cas contraire, l’en-
semble M0 des e´le´ments de M n’ayant pas cette proprie´te´ serait non vide, et aurait
donc un e´le´ment minimal (pour ≤ |M0) a. Par hypothe`se on aurait a 6= 0 et a /∈ E,
donc il existerait x et y tels que :
a = x ∨ y , x 6= a et y 6= a .
Mais alors x < a et y < a, donc x /∈M0 et y /∈M0, d’ou`
x =
∨
b∈Ex
b
et
y =
∨
b∈Ey
b ,
avec Ex ⊂ E et Ey ⊂ E. Il s’ensuivrait :
a = x ∨ y
=
∨
b∈Ex
b ∨
∨
b∈Ey
b
=
∨
b∈Ex∪Ey
b /∈M0 ,
une contradiction.
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On a donc :
∀m ∈M m =
∨
x∈Gm
x ,
ou`
Gm = {a ∈ E | a ≤ m} ;
il est visible que Gm ∈ O(E). Soit alors
ϕ : M → O(E)
m 7→ Gm ;
j’affirme que ϕ est un morphisme bijectif de B1–modules. L’injectivite´ de ϕ re´sulte
de ce que
∀m ∈M m =
∨
x∈ϕ(m)
x ,
la proprie´te´ ϕ(0) = ∅ est e´vidente, et m ≤ m
′
entraˆıne Gm ⊂ Gm′ , soit
ϕ(m) ⊂ ϕ(m
′
) ; il ne reste qu’a` faire voir que :
ϕ(m) ∪ ϕ(m
′
) = ϕ(m ∨m
′
) .
L’inclusion ϕ(m) ∪ ϕ(m
′
) ⊂ ϕ(m ∨ m
′
) e´tant e´vidente, il nous suffit d’e´tablir
que :
∀x ∈ Gm∨m′ x ∈ ϕ(m) ∪ ϕ(m
′
) .
Mais on a
m ∨m
′
=
∨
a∈Gm
a ∨
∨
a∈G
m
′
a
=
∨
a∈Gm∪G
m
′
a .
Soit alors x ∈ Gm∨m′ ; il vient :
x = x ∧ (m ∨m
′
)
= x ∧ (
∨
a∈Gm∪G
m
′
a)
=
∨
a∈Gm∪G
m
′
(x ∧ a) .
Donc
∃a ∈ Gm ∪Gm′ x = x ∧ a .
Mais alors x ≤ a, d’ou` x ≤ m si a ∈ Gm, et x ≤ m
′
si a ∈ Gm′ ; en conclusion,
x ∈ ϕ(m) ou x ∈ ϕ(m
′
), et en effet x ∈ ϕ(m) ∪ ϕ(m
′
).
Il reste maintenant a` de´montrer que ϕ(M) = O(E). Soit T ∈ O(E), et soit
m =
∨
t∈T t ∈M ; alors, pour chaque t ∈ T , t ≤ m, donc t ∈ ϕ(m) :
T ⊂ ϕ(m) .
Re´ciproquement, soit v ∈ ϕ(m) ; on a v ≤ m, d’ou` :
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v = v ∧m
= v ∧ (
∨
t∈T
t)
=
∨
t∈T
(v ∧ t)
donc
(∃t0 ∈ T ) v = v ∧ t0 ,
soit
v ≤ t0 ,
d’ou` (car T ∈ O(E)) :
v ∈ T .
Il s’ensuit que ϕ(m) ⊂ T , d’ou`
T = ϕ(m) ;
ϕ est donc bel et bien surjectif.
(3) =⇒ (4) :
C’est e´vident vu l’existence de l’injection canonique
O(E) →֒ P(E) = Pf(E) .
(4) =⇒ (1) :
On peut supposer que M est un sous–B1–module de Pf (E), pour un certain en-
semble E ; en remplac¸ant e´ventuellement E par E1 =
⋃
m∈M m, on peut e´galement
supposer que E est fini, et que E ∈M . Soit, pour A ∈ P(E) :
S(A) = {B ∈M |A ⊂ B}.
Il est clair que S(A) 6= ∅ (car E ∈ S(A)) ; soit θ(A) =
⋂
B∈S(A)B. θ(A) contient
A ; du fait que M est un B1–module fini , donc un treillis d’apre`s le Corollaire 2.6,
re´sulte que θ(A) ∈ M ; en particulier, θ(θ(A)) = θ(A), i.e. θ2 = θ. Il est en outre
clair que θ(∅) = ∅.
Soient A et B deux e´le´ments de P(E) ; alors
A ⊂ θ(A) ⊂ θ(A) ∪ θ(B) ,
et de meˆme
B ⊂ θ(B) ⊂ θ(A) ∪ θ(B) ,
soit :
A ∪B ⊂ θ(A) ∪ θ(B) .
Mais θ(A) ∪ θ(B) ∈M , d’ou` :
θ(A ∪B) ⊂ θ(A) ∪ θ(B) .
Re´ciproquement, si C ∈M et A∪B ⊂ C , on a A ⊂ C et B ⊂ C, d’ou` θ(A) ⊂ C
et θ(B) ⊂ C, soit θ(A) ∪ θ(B) ⊂ C, d’ou`
θ(A) ∪ θ(B) ⊂ θ(A ∪B) ,
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et
θ(A ∪B) = θ(A) ∪ θ(B) .
Nous avons donc construit un morphisme θ : P(E) → M tel que
θ|M = IdM , c’est-a`-dire une re´traction de P(E) sur M . La projectivite´ de M s’en-
suit alors par un raisonnement classique d’alge`bre universelle : soient
ϕ : M → N2 et ψ : N1 ։ N2 surjectif deux morphismes de B1–modules ; alors
ϕ ◦ θ : P(E) → N2 est un morphisme de B1–modules. P(E) = Pf(E) e´tant libre
(The´ore`me 3.1), donc projectif, il existe un morphisme λ : P(E) → N1 tel que
ψ ◦ λ = ϕ ◦ θ. Mais alors, en posant ρ = λ|M : M → N1, on a :
ψ ◦ ρ = ψ ◦ λ|M
= (ψ ◦ λ)|M
= (ϕ ◦ θ)|M
= ϕ ◦ θ|M
= ϕ ◦ IdM
= ϕ ;
on a bien e´tabli la projectivite´ de M . 
Remarque 3.6. On peut se demander s’il est possible de caracte´riser les treillis
finis modulaires (lesquels forment une classe plus ge´ne´rale que celle des treillis dis-
tributifs) au moyen de leur structure de B1–modules, obtenant ainsi un analogue
du The´ore`me 3.3. Tel ne semble pas eˆtre le cas au vu de l’exemple suivant : soit
M = {0, a, b, c, d, e} un ensemble a` 6 e´le´ments, muni de la loi interne + commuta-
tive, associative, idempotente, ayant 0 pour e´le´ment neutre, et telle que
a+ b = d ,
c+ d = e ,
et
b+ c = c .
Il est facile de ve´rifier que l’on de´finit ainsi sur M une structure de B1–module,
et que le treillis associe´ (via le The´ore`me 2.6) est modulaire. Soit alors N =
{0, a, c, d, e} ; on voit que N est un sous–B1–module deM , et que, conside´re´ comme
treillis via, la` encore, le The´ore`me 2.6, il n’est pas modulaire (il est en fait isomorphe
au treillis non–modulaire minimal N5 : cf. [3], (6.10), p. 134). Donc aucun e´nonce´
portant sur un B1–module M analogue a` la dernie`re condition du The´ore`me 3.4 ne
peut eˆtre e´quivalent a` la modularite´ du treillis sous–jacent a` M .
Dans l’exemple ci–dessus, N est un sous–B1–module de M , mais bien suˆr pas
un sous–treillis de ce dernier : dans M
c ∧M d = b
et, dans N :
c ∧N d = 0 ;
aucune contradiction n’apparaˆıt donc.
The´ore`me 3.7. GLn(B1) ≃ Σn.
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De´monstration. GLn(B1) de´signe par de´finition le groupe des automorphismes d’un
B1–module libre (M) de rang n. D’apre`s le The´ore`me 3.1, on peut supposer que
M = Pf (A) = P(A) avec |A| = n ; un automorphisme α de M doit pre´server ∅ et la
relation d’inclusion, donc aussi les e´le´ments minimaux de M \ {∅} pour l’inclusion,
soit les parties a` un e´le´ment :
∀a ∈ A ∃f(a) ∈ A α({a}) = {f(a)} .
α e´tant injectif, l’application f est injective, donc bijective, et on a, pour tout
B ∈M :
α(B) = α(
⋃
x∈B
{x})
=
⋃
x∈B
α({x})
=
⋃
x∈B
{f(x)}
= {f(x)|x ∈ B}
= f [B] ,
soit :
(8) α(B) = f [B] .
Re´ciproquement, toute permutation f de A de´finit par la formule (8) un automor-
phisme α de M , d’ou` :
GLn(B1) ≃ Σ(A) ≃ Σn .

4. Ge´ome´trie alge´brique sur B1
De´finition 4.1. On appelle B1–alge`bre (commutative, unitaire) la donne´e d’un
B1–module A, contenant B1, et d’une multiplication sur A, associative, commuta-
tive, d’e´le´ment neutre 1, et biline´aire par rapport aux ope´rations de B1–module.
On note Za la cate´gorie de ces alge`bres.
De´finition 4.2. On appelle congruence sur laB1–alge`breA une relation d’e´quivalence
∼ sur A telle que
0 ≁ 1
et
a ∼ b et a′ ∼ b′ =⇒ a+ a′ ∼ b+ b′ et aa′ ∼ bb′ .
Les congruences jouent dans notre the´orie le meˆme roˆle que les e´quivalences
modulo un ide´al en alge`bre commutative ; en particulier, pour toute congruence ∼
sur A, l’ensemble quotient A/∼ est muni d’une structure canonique de B1–alge`bre.
De´finition 4.3. On de´finit sur l’ensemble des congruences sur la B1–alge`bre A
une relation d’ordre ≥ par :
∼1≥∼2 ⇐⇒ ∀(a, b) ∈ A
2 a ∼2 b =⇒ a ∼1 b .
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Il est facile de voir que, si∼1≥∼2, alors il existe un morphisme surjectif canonique
A/∼2 ։ A/∼1 .
En particulier,
The´ore`me 4.4. Si l’alge`bre quotient A/∼ est isomorphe a` B1, la congruence ∼
est maximale.
Il est facile de voir que la B1–alge`bre libre B1[x] s’identifie a` l’ensemble des
sommes formelles (e´ventuellement vides) de puissances de x (en posant x0 = 1).
Plus ge´ne´ralement :
The´ore`me 4.5. La B1–alge`bre libre sur A = {x1, ..., xn} s’identifie a` l’ensemble
des sommes formelles de monoˆmes xα11 ...x
αn
n (αi ∈ N) muni des ope´rations e´videntes.
Plus pre´cise´ment, soit
B1[A] = Pf(N
A)
l’ensemble des parties finies de NA, avec la structure naturelle de treillis, et la
multiplication de´finie, pour (R,S) ∈ Pf(NA)2, par
RS = {a+ b | a ∈ R , b ∈ S}
(l’addition dans NA e´tant de´finie composante par composante). Pour a ∈ A, posons
δa = 1{a} ; alors l’injection canonique
i : A→ Pf (NA)
a 7→ {δa}
fait de B1[A] la B1–alge`bre libre sur A.
De´monstration. L’associativite´ et la commutativite´ de la multiplication sont e´videntes,
tout comme l’existence d’un e´le´ment neutre U = {0} ; quant a` la distributivite´, elle
suit de :
R(S + T ) = {a+ b | a ∈ R , b ∈ S + T }
= {a+ b | a ∈ R , b ∈ S ∪ T }
= {a+ b | a ∈ R , b ∈ S ou b ∈ T }
= RS ∪RT
= RS +RT .
Soit maintenant ϕ : A→ E une application de A dans la B1–alge`bre E. Il nous
reste a` montrer qu’existe un unique morphisme ψ : Pf (NA)→ E tel que ψ ◦ i = ϕ.
Si ψ est tel, on doit avoir , pour tout F ∈ Pf (NA) :
(9)
ALGEBRE ABSOLUE 13
ψ(F ) = ψ(
⋃
x∈F
{x})
=
∨
x∈F
ψ({x})
=
∨
x∈F
ψ({
∑
a∈A
x(a)δa})
=
∨
x∈F
ψ(
∏
a∈A
{δa}
x(a))
=
∨
x∈F
∏
a∈A
ψ({δa})
x(a)
=
∨
x∈F
∏
a∈A
ψ(i(a))x(a)
=
∨
x∈F
∏
a∈A
ϕ(a)x(a)
=
∑
x∈F
∏
a∈A
ϕ(a)x(a)
Re´ciproquement, il est tre`s facile de voir que l’application ψ de´finie par (9) convient.

De´finition 4.6. Pour I ⊂ A et R ∈ B1[A], soit
FI(R) = {r ∈ R | r(I) ⊆ {0}}.
The´ore`me 4.7. Pour chaque I ⊂ A, la relation ∼I sur B1[A] de´finie par :
R ∼I S si et seulement si (FI(R) = FI(S) = ∅ ou FI(R) 6= ∅ 6= FI(S))
est une congruence sur B1[A], et
B1[A]/∼I ≃ B1 .
De´monstration. De
FI(R + S) = FI(R) ∪ FI(S) ,
FI(RS) = FI(R)FI(S) ,
FI(0) = ∅ ,
et
FI(1) = {0} = U
suivent aise´ment les proprie´te´s qui de´finissent une congruence. De plus, il est clair
que R ∼I 0 si FI(R) = ∅, et que R ∼I 1 si FI(R) 6= ∅ ; on a donc
B1[A]/∼I = {0¯, 1¯} ,
d’ou` :
B1[A]/∼I ≃ B1.

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En particulier, pour chaque I ⊂ A, la congruence ∼I sur B1[A] est maximale
(The´ore`me 4.4), et B1[A]/∼I ≃ B1. Re´ciproquement, toute congruence (maximale)
∼ sur B1[A] telle que B1[A]/∼ ≃ B1 est de la forme ∼I pour un I ⊂ A (il suffit de
prendre
I = {x ∈ A|x ∼ 0} = {x ∈ A|x ≁ 1}).
On a d’ailleurs le
The´ore`me 4.8. Tout quotient de B1[A] par une congruence maximale est iso-
morphe a` B1.
De´monstration. Soit ∼ une congruence maximale sur B1[A]. J’affirme que :
si u ∈ B1[A] et v ∈ B1[A] sont tels que uv ∼ 0, alors u ∼ 0 ou v ∼ 0 (*) ,
(en d’autres termes, l’alge`bre quotient B1[A]/∼ est “inte`gre”) .
Raisonnons par l’absurde, et soit Ru la relation sur B1[A] de´finie par :
xRu y ≡ ∃(a, b) ∈ B1[A]
2 x+ ua ∼ y + ub .
Il est tre`s facile de voir que Ru est compatible avec l’addition et la multiplication,
et que x ∼ y entraˆıne xRu y. En outre 0Ru u, et 0 ≁ u, donc ∼6= Ru. Il en re´sulte
que Ru n’est pas une congruence, donc que 0Ru 1, i.e.il existe (a, b) ∈ B1[A]2 tels
que :
0 + ua = 1 + ub ,
soit
ua = 1 + ub .
Mais alors
(uv)a = v(ua) = v(1 + ub) = v + uvb
et de uv ∼ 0 suit :
0 = 0a ∼ (uv)a = v + uvb ∼ v + 0b = v ,
soit v ∼ 0, une contradiction ; (∗) est donc bien e´tabli.
Posons I = {x ∈ A|x ∼ 0}. Soit alors z ∈ B1[A] ; de´composons z en somme
de monoˆmes (en les e´le´ments de A) distincts : z = M1 + ... + Mk, et soit (pour
j ∈ {1, ..., k}) Nj =def
∑
l 6=j Ml. Si z ∼ 0, alors, pour chaque j ∈ {1, ..., k},
0 ∼ z = Mj +Nj = (Mj +Mj)+Nj = Mj +(Mj +Nj) = Mj + z ∼Mj +0 =Mj ,
donc Mj ∼ 0. Mais alors, d’apre`s (∗), l’un des e´le´ments de A facteurs de Mj est
∼ –e´quivalent a` 0, donc appartient a` I ; cela valant pour chaque j ∈ {1, ..., k}, on a
z ∼I 0.
Par ailleurs, si z ≁ 0 , alors Mj ≁ 0 pour au moins un j ∈ {1, ..., k} ; aucun des
e´le´ments de A facteurs de Mj n’appartient donc a` I ; en particulier Mj ∼I 1, donc
z ∼I 1.
Il en re´sulte que z ∼ z
′
entraˆıne z ∼I z
′
, donc que ∼≤∼I, d’ou`, au vu de la
maximalite´ de ∼, ∼=∼I.
Cette de´monstration est essentiellement due a` Xavier Caruso ; j’y ai incorpore´
quelques suggestions d’Ofer Gabber. 
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Remarque 4.9. D’apre`s la discussion pre´ce´dant le The´ore`me 4.8, toute congruence
maximale sur B1[A] est de la forme ∼I pour un I ⊂ A. Afin d’appre´hender la
signification de cet e´nonce´, conside´rons-en l’analogue (EK) sur un corps commutatif
K :
(EK) Chaque quotient maximal de K[x1, ..., xn] est isomorphe a` K, et ces quo-
tients sont en bijection canonique avec les points de Kn.
Cet e´nonce´ contient a` la fois l’assertion que K est alge´briquement clos, et le
Nullstellensatz . Il semble donc naturel de reformuler le The´ore`me 4.8 en le
The´ore`me 4.10. B1 est alge´briquement clos et, pour chaque n ≥ 1,
MaxSpec(B1[x1, ..., xn]) est de cardinal 2
n.
Remarque 4.11. Les B1–alge`bres monoge`nes forment de´ja` une famille tre`s riche.
Nous nous proposons de de´terminer les types d’isomorphisme de B1–alge`bres de
cardinal n, pour n ≤ 5. Soit donc A = B1[x]/∼ de cardinal n, et soit a l’image de
x ∈ B1[x] dans A par la projection canonique.
Pour n = 2 on a A = B1, d’ou`
(4.11.2.1)
a = 0
ou
(4.11.2.2)
a = 1 ;
re´ciproquement, chacune de ces possibilite´s de´finit une congruence convenable, d’ou`
c2 = 2 .
Pour n = 3, on a ne´cessairement a /∈ {0, 1}, d’ou` A = {0, a, 1}.Deux cas appa-
raissent alors :
10) a + 1 = a, soit 0 < 1 < a. Il suit alors a2 + a = a2, d’ou` a2 6= 1, 0, soit
a2 = a, et :
(4.11.3.1) {
a+ 1 = a
a2 = a
}
20) a+ 1 = 1, soit 0 < a < 1. Alors a2 + a = a, d’ou` a2 = 0 ou a2 = a, soit
(4.11.3.2) {
a+ 1 = 1
a2 = 0
}
ou :
(4.11.3.3) {
a+ 1 = 1
a2 = a
}
.
On ve´rifie facilement que les alge`bres respectivement de´finies par (4.11.3.1),
(4.11.3.2) et (4.11.3.3) sont bien de cardinal 3. Il existe donc exactement trois
congruences ∼ sur B1[x] telles que B1[x]/∼ soit de cardinal 3 :
c3 = 3 .
Pour n = 4, distinguons deux cas :
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10) a2 ∈ {0, 1, a}. Alors a + 1 /∈ {0, 1, a}, sans quoi {0, 1, a} serait une sous–
B1–alge`bre de A contenant a, et on aurait A = {0, 1, a}, une contradiction.
On a donc A = {0, 1, a, 1+ a}, et 0 < 1 < 1 + a, 0 < a < 1 + a, et trois cas
peuvent apparaˆıtre :
(4.11.4.1)
a2 = 0 ,
(4.11.4.2)
a2 = 1 ,
(4.11.4.3)
a2 = a.
20) a2 /∈ {0, 1, a}, d’ou` A = {0, 1, a, a2}. Trois possibilite´s sont alors a` distin-
guer :
20)α) a + 1 = 1 ; alors a2 + a = a(a + 1) = a, d’ou` a3 + a2 = a(a2 + a) = a2, et
0 ≤ a3 ≤ a2 < a < 1, et encore deux e´ventualite´s :
(4.11.4.4) {
a+ 1 = 1
a3 = a2
}
,
et
(4.11.4.5) {
a+ 1 = 1
a3 = 0
}
.
20)β) a + 1 = a. Alors a2 + a = a(a + 1) = aa = a2, d’ou` a3 + a2 = a3 et
0 < 1 < a < a2 ≤ a3, donc a2 = a3 :
(4.11.4.6) {
a+ 1 = a
a2 = a3
}
.
20)γ)
(4.11.4.7)
a2 = a+ 1 .
Re´ciproquement (4.11.4.1),..., (4.11.4.7) de´finissent chacun une alge`bre de cardinal
4, d’ou` bien :
c4 = 7 .
Pour n = 5, distinguons a` nouveau deux cas :
10) a + 1 ∈ {0, 1, a}. Alors a2 /∈ {0, 1, a}, sans quoi {0, 1, a} serait une sous–
B1–alge`bre de A contenant a, et on aurait A = {0, 1, a}, une contradiction
Deux cas peuvent alors se pre´senter :
1o)α)
a+ 1 = 1 .
Mais alors a2 + a = a(a+1) = a.1 = a, et a3 + a2 = a2(a+1) = a2.1 = a2,
d’ou` 0 < a3 < a2 < a < 1 ; en effet, on a ne´cessairement a3 6= a2 et a3 6= 0,
sans quoi {0, 1, a, a2} serait une sous–alge`bre stricte de A contenant a. Il en
re´sulte que A = {0, a3, a2, a, 1} ; du fait que a4+a3 = a3(a+1) = a3.1 = a3
suit a4 ≤ a3 d’ou` deux e´ventualite´s :
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(4.11.5.1) {
a+ 1 = 1
a4 = 0
}
,
et :
(4.11.5.2) {
a+ 1 = 1
a4 = a3
}
.
1o)β) a+ 1 = a.
Alors a2 + a = a2, a3 + a2 = a3 , et il suit d’arguments similaires a` ceux
utilise´s en 10)α) que 0 < 1 < a < a2 < a3. Mais alors a4 = a3 et :
(4.11.5.3) {
a+ 1 = a
a4 = a3
}
.
20) a+ 1 /∈ {0, 1, a}.
Il s’ensuit que a2 /∈ {0, 1, a, a + 1}, sans quoi {0, 1, a, a + 1} serait une
sous–alge`bre stricte de A contenant a. On a donc A = {0, 1, a, a+ 1, a2},
et neuf possibilite´s sont alors a` distinguer :
20)α) a2 + 1 = 1 et a2 + a = a ; alors a3 + a2 = a(a2 + a) = a2, et a3 + a =
a(a2 + 1) = a, d’ou` 0 ≤ a3 ≤ a2 < 1 et 0 ≤ a3 ≤ a2 < a et encore deux
e´ventualite´s :
(4.11.5.4) 

a2 + 1 = 1
a2 + a = a
a3 = 0

 ,
et :
(4.11.5.5) 

a2 + 1 = 1
a2 + a = a
a3 = a2

 .
20)β) a2 + 1 = 1 et a2 + a = a2.
Mais alors a + 1 = a + (a2 + 1) = (a2 + a) + 1 = a2 + 1 = 1, une
contradiction.
20)γ) a2 + 1 = 1 et a2 + a = a+ 1.
Mais alors a3+a = a et a3+a2 = a2+a = a+1 d’ou` a3 /∈ {0, 1, a+1, a2},
et a3 = a :
(4.11.5.6) 

a2 + 1 = 1
a2 + a = a+ 1
a3 = a

 .
18 PAUL LESCOT
20)δ) a2 + 1 = a2 et a2 + a = a.
Alors 1 < a2 < a, d’ou` a+ 1 = a, une contradiction.
20)ǫ) a2 + 1 = a2 et a2 + a = a2.
Alors il suit : 0 < 1 < a2 et 0 < a < a2, d’ou` a2 > a + 1 ; de plus
a3 + a2 = a3 d’ou` a3 ≥ a2 et a3 = a2 :
(4.11.5.7) 

a2 + 1 = a2
a2 + a = a2
a3 = a2

 .
20)ζ) a2 + 1 = a2 et a2 + a = a+ 1.
Alors a3 + a = a3 et a3 + a2 = a2 + a = a + 1, d’ou` a3 /∈ {0, 1, a2}, et
a3 = a ou a3 = a+ 1, soit :
(4.11.5.8) 

a2 + 1 = a2
a2 + a = a+ 1
a3 = a

 , ou :
(4.11.5.9) 

a2 + 1 = a2
a2 + a = a+ 1
a3 = a+ 1

 .
20)η) a2 + 1 = a + 1 et a2 + a = a. Alors a3 + a = a2 + a = a et a3 + a2 = a2,
d’ou` a3 /∈ {1, a, a+ 1}, et a3 = 0 ou a3 = a2 :
(4.11.5.10) 

a2 + 1 = a+ 1
a2 + a = a
a3 = 0

 ,
ou :
(4.11.5.11) 

a2 + 1 = a+ 1
a2 + a = a
a3 = a2

 .
20)θ) a2 + 1 = a+ 1 et a2 + a = a2.
Alors a3 + a = a2 + a = a2 et a3 + a2 = a3, d’ou` a3 /∈ {0, 1, a, a+ 1}, et
a3 = a2, soit :
(4.11.5.12) 

a2 + 1 = a+ 1
a2 + a = a2
a3 = a2

 .
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20)ι) a2 + 1 = a+ 1 et a2 + a = a+ 1.
Alors a3 + a = a2 + a = a + 1 et a3 + a2 = a2 + a = a + 1 d’ou`
a3 /∈ {0, a, a2}, et a3 = 1 ou a3 = a+ 1 :
(4.11.5.13) 

a2 + 1 = a+ 1
a2 + a = a+ 1
a3 = 1


ou :
(4.11.5.14) 

a2 + 1 = a+ 1
a2 + a = a+ 1
a3 = a+ 1

 .
Re´ciproquement (4.11.5.1),..., (4.11.5.14) de´finissent chacun une alge`bre de cardinal
5, et on a bien :
c5 = 14 .
On observe que, pour 2 ≤ n ≤ 5,
cn =
3
2
n2 −
13
2
n+ 9 .
Zhu ([7]) a conjecture´ qu’il en e´tait de meˆme pour tout n ≥ 2 ; il affirme l’avoir
ve´rifie´ jusques n = 8 inclusivement.
5. Deux foncteurs
Comme ci–dessus, par D nous entendrons la cate´gorie des F1–anneaux au sens
de Deitmar, c’est–a`–dire ([4], p.88) la cate´gorie des mono¨ıdes commutatifs, et par
Za la cate´gorie des B1–alge`bres au sens de la De´finition 4.1.
The´ore`me 5.1. Pour A ∈ D, posons F(A) = Pf (A), et de´finissons sur F(A) la
multiplication suivante :
B.C =def {xy|x ∈ B, y ∈ C}.
Alors F(A), muni de la structure de B1–module associe´e a` sa structure naturelle
d’ensemble ordonne´ de´cent (cf. The´ore`me 2.5) et de la multiplication sus-de´finie,
constitue une B1–alge`bre. On a F(F1) = B1. De plus, si A1 et A2 sont deux
e´le´ments de D, et ϕ : A1 → A2 un morphisme, alors F(ϕ) : F(A1) → F(A2)
de´fini par :
∀B ∈ F(A1) F(ϕ)(B) = {ϕ(b)|b ∈ A1}
est un morphisme de Za, et F de´finit un foncteur covariant de D dans Za.
De´monstration. Que F(A) = Pf(A), muni de sa structure naturelle de treillis,
constitue un B1–module, re´sulte du The´ore`me 2.5.
Il est clair que la multiplication de´finie ci–dessus est associative, commutative,
et d’e´le´ment neutre 1F(A) = {1A} ; sa distributivite´ par rapport a` l’addition est
e´galement e´vidente, l’addition dans F(A) n’e´tant autre que la re´union ensembliste.
De plus, pour chaque B ∈ F(A), on a :
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0F(A).B = ∅.B
= {ab|a ∈ ∅, b ∈ B}
= ∅
= 0F(A) ;
tous les axiomes de la De´finition 4.1 sont bien satisfaits, et F(A) est une B1–alge`bre.
Il est clair que F(F1) = B1. La validite´ de la de´finition de F(ϕ) et la fonctorialite´
de F peuvent alors eˆtre ve´rifie´es sans proble`me. 
Remarque 5.2. Si A est le mono¨ıde libre sur un ensemble fini X (en d’autres termes,
A ≃ (NX ,+)), alors F(A) s’identifie a` la B1–alge`bre libre B1[X ] construite ci-
dessus(cf. le The´ore`me 4.5, ainsi que la remarque le pre´ce´dant).
Soit G : Za → D le “foncteur d’oubli”associant a` une B1–alge`bre le mono¨ıde
multiplicatif sous–jacent.
Proposition 5.3. Les foncteurs F et G sont adjoints l’un de l’autre.
De´monstration. Soient A ∈ Za et B ∈ D ; il s’agit de faire voir l’existence d’une
bijection naturelle :
HomZa(F(B), A) ≃ HomD(B,G(A)) .
Soit donc ϕ : F(B) → A un Za–morphisme ; pour chaque b ∈ B, ϕ({b}) est un
e´le´ment ψ(b) ∈ A, et il est clair que ψ pre´serve la multiplication et l’e´le´ment neutre
(car
∀(b, b
′
) ∈ B2 ψ(bb
′
) = ϕ({bb
′
})
= ϕ({b}{b
′
})
= ϕ({b})ϕ({b
′
})
= ψ(b)ψ(b
′
)
et
ψ(1B) = ϕ({1B}) = ϕ(1F(B)) = 1A) ,
donc ψ : B → A = G(A) est un morphisme de D. De´finissant Λ(ϕ) = ψ, il est clair
que
Λ : HomZa(F(B), A)→ HomD(B,G(A))
est une bijection, dont la bijection inverse est de´finie par :
∀C ∈ F(B) Λ−1(ψ)(C) =
∨
x∈C
ψ(x) .

Exemple 5.4. Si A =< x > est le mono¨ıde libre engendre´ par un e´le´ment x, alors
F(A) = B1[x] est l’anneau des fonctions sur la droite affine Spec(C∞) de Deitmar
([4]).
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Exemple 5.5. Si A = µn(n ≥ 1) est le groupe cyclique d’ordre n (A =< x >
avec xn = 1), alors F(A) est le quotient de B1[x] par la congruence (cf. De´finition
4.2) engendre´e par la relation xn ∼ 1 : F(A) est de cardinal 2n, et apparaˆıt comme
l’anneau des fonctions sur l’espace Spec(µn) au sens de Deitmar ([4]).
Exemple 5.6. Si A =< τ, τ−1 >≃ Z est un groupe monoge`ne infini (engendre´ par
τ), B1[A] = B1[τ, τ
−1] est le B1–anneau des fonctions sur le groupe multiplicatif
GL1 de Deitmar ([4],p.93). On peut aussi le voir comme le quotient du B1–anneau
B1[x, y] par la congruence engendre´e par la relation xy ∼ 1.
Lemme 5.7. Pour tout A ∈ D,
F(A)∗ = jA(A
∗) = {{u}|u ∈ A∗} .
De´monstration. Soit B ∈ F(A) inversible : alors il existe C ∈ F(A) tel que BC =
1F(A) = {1A}. Alors on a ne´cessairement B 6= ∅ et C 6= ∅ ; soient alors fixe´s b0 ∈ B
et c0 ∈ C. On a b0c0 ∈ BC, donc b0c0 = 1A : b0 et c0 sont inversibles. Pour
chaque b ∈ B, on a donc bc0 ∈ BC = {1A}, donc bc0 = 1A et b = c
−1
0 = b0 :
B = {b0} = jA(b0) ∈ jA(A∗) d’ou` F(A)∗ ⊆ jA(A∗). L’inclusion re´ciproque est
e´vidente. 
Corollaire 5.8. Soit ψ un morphisme de F(A) dans F(B) ; alors
ψ(jA(A
∗)) ⊆ jB(B
∗) .
De´monstration. Il suffit de remarquer que ψ transforme tout e´lement inversible de
F(A) en un e´le´ment inversible de F(B), et d’appliquer le Lemme 5.7. 
Remarque 5.9. Le foncteur F : D → Za n’est pas pleinement fide`le : si A =< x >
est un mono¨ıde libre a` un ge´ne´rateur x, le morphisme de B1[x] = B1[A] dans lui-
meˆme de´fini par x→ x+1 ne provient pas d’un morphisme de mono¨ıdes de A dans
lui-meˆme .
Ne´anmoins la situation est meilleure si l’on se restreint a` la cate´gorie des groupes
(abe´liens) :
Proposition 5.10. La restriction de F a` la cate´gorie Ab des groupes abe´liens
(laquelle est une sous–cate´gorie pleine de D) est pleinement fide`le.
De´monstration. Si A et B sont des groupes abe´liens et ψ un morphisme de F(A)
dans F(B), il re´sulte de la Proposition que ψ(jA(A)) ⊆ jB(B) ; donc, pour chaque
a ∈ A, il existe ϕ(a) ∈ B tel que ψ(jA(a)) = jB(ϕ(a)). Il est maintenant clair que
ϕ : A→ B est un morphisme, et que ψ = F(ϕ). L’application naturelle
HomAb(A,B)→ HomZa(F(A),F(B))
est donc surjective, d’ou` le re´sultat. 
6. Une remarque
Le Lemme suivant est l’analogue, pour des mono¨ıdes, d’un re´sultat classique de
Dedekind sur les anneaux.
Lemme 6.1. Soient A ∈ D un mono¨ıde commutatif, et B ⊂ A un sous–mono¨ıde
de A tel que A soit entier sur B.
Alors A est un groupe si et seulement si B en est un.
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De´monstration. Supposons que A soit un groupe, et soit b ∈ B ; alors il existe
b
′
∈ A tel que bb
′
= 1. Mais, par hypothe`se, on peut trouver un entier n ≥ 1 tel
que b
′n
∈ B, d’ou` :
1 = 1n
= (bb
′
)n
= bnb
′n
= b(bn−1b
′n
).
Soit c = bn−1b
′n
; alors c ∈ B et bc = 1 : b est donc bien inversible dans B . Chaque
e´le´ment de B y e´tant inversible, B est un groupe.
Re´ciproquement, supposons que B soit un groupe, et soit a ∈ A ; par hypothe`se,
il existe un entier n ≥ 1 tel que an ∈ B. B e´tant un groupe, il existe b
′
∈ B tel que
anb
′
= 1 ; mais alors :
1 = anb
′
= a(an−1b
′
),
et a est inversible : A est un groupe.

Il s’ensuit le :
Corollaire 6.2. Si B ⊂ A est une extension alge´brique au sens de Deitmar ([5],
§2), alors A est un groupe si et seulement si B en est un.
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