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Owing to the increasing complexity in various management, aggregating experts’ knowl-
edge and experiences to make an appropriate decision is an important research area. How-
ever, with aggregation of information in decision process, some information may be lost.
The aim of this paper is to present a systematic methodology avoiding information loss
for group decision making. An extended TOPSIS method is twice used to the current
method, which is ﬁrst used to determine the weights of decision makers, and second used
to rank the preference order of alternatives. The proposed approach is straightforward and
has no aggregation of information. A comparison of proposed method with other methods
is also done. Finally, a numerical example for supplier selection is given to illustrate the
application of the introduced method.
 2012 Elsevier Inc. All rights reserved.1. Introduction
Multiple attribute decision making approach is often used to solve various decision making and/or selection problems [1–
6]. Due to the increasing complexity in decision process, aggregating group’s knowledge and experiences to make appropri-
ate decisions is a commonly used method. The multiple attribute group decision making (MAGDM) has been a crucial tool for
evaluating and/or selection alternative [7–14].
The technique for order preference by similarity to ideal solution (TOPSIS) proposed by Hwang and Yoon [15] is one of the
well-known methods for classical multiple attribute decision making. The underlying logic of TOPSIS is to deﬁne an ideal
solution and negative ideal solution. The ideal solution is the solution that maximizes the beneﬁt attributes and minimizes
the cost attributes, whereas the negative ideal solution is the solution that maximizes the cost attributes and minimizes the
beneﬁt attributes. In short, the ideal solution consists of all best attribute values, whereas the negative ideal solution is com-
posed of all worst attribute values. The optimal alternative is the one which has the shortest distance from the ideal solution
and the farthest distance from the negative ideal solution [16–19]. It has been applied to a large number of cases in human
resources management [20,21], advanced manufacturing [22,23], purchasing and outsourcing [24,25], selecting plant loca-
tion [26], energy planning [27,28], supplier selection [29,30], e-sourcing [31], democratic appraisal [32], personnel selection
[33,34], evaluation for air quality [35] and trafﬁc police assessment [36].
With the deepening realization about TOPSIS technique, many extend TOPSIS techniques have been applied to group deci-
sion making environment [37–40,29,41–44]. However, as far as we know, most of works using TOPSIS technique to MAGDM
exist aggregation(s) in decision process. According to the viewpoint proposed by Shih [45], these works about aggregation in
group decision making can be classiﬁed as external or internal aggregation. As is known to all, the decision information may
be lost in the aggregating process. How to avoid the aggregation(s) in decision process is an important research topic in
MAGDM problems. In this paper, we present a systematic methodology based on an extended TOPSIS method for group deci-
sion. The proposed approach is straightforward and has no loss of information.. All rights reserved.
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extends the ideal solutions expressed by vectors in traditional TOPSIS to ideal decisions expressed bymatrices [46,47]. So, we
can call it the group TOPSIS method. An extended TOPSIS method is twice used to the current systematic methodology,
which is ﬁrst used to determine the weight of decision maker (DM, or expert, or member of group), and second used to rank
the preference order of alternatives. When we consider the weight of DM, we consider not only DM’s own opinion/decision
to close to other DMs, but also his/her inﬂuence as an expert in own area (attribute).
Rest of this paper is organized as follows. Section 2 gives a brief description of traditional TOPSIS method. Section 3 pre-
sents the detailed description of a systematic methodology avoiding information loss under group decision making environ-
ment, in which an extended TOPSIS method is used. Section 4 compares the developed method in this study with other
methods. Section 5 demonstrates a numerical example. Finally Section 6 presents a conclusion of this paper.
2. Traditional TOPSIS method
In this section, we review the traditional TOPSIS method.
For convenience, throughout this paper, the decision process may be described by means of the following sets:
(1) three ﬁnite setsM = {1,2, . . .,m}, N = {1,2, . . .,n} and T = {1,2, . . ., t}, which are used in describing the sets of alternatives,
attributes and DMs, respectively, and i 2M, j 2 N, and k 2 T;
(2) a set of m feasible alternatives called A = {A1,A2, . . .,Am}(mP 2);
(3) a set of n attributes called U = {u1,u2, . . .,un}(nP 2);
(4) a set of t DMs called D = {d1,d2, . . .,dt}(tP 2), which is used in next section.
For a multiple attributes decision making problem, suppose that each alternative Ai(i 2M) is evaluated with respect to the
n attributes {u1,u2, . . .,un}(nP 2), whose values constitute a decision matrix denoted byð1ÞThe traditional TOPSIS method consists of the following steps [18,46,48]:
1. Calculate the weighted decision matrix.
Suppose that w = (w1,w2, . . .,wn) is the weight vector of the attributes, with 0 6 wj 6 1 and
Pn
j¼1wj ¼ 1, then we can con-
struct the weighted decision matrix asð2Þ2. Normalize the weighted decision matrix.
In general, there are beneﬁt attributes and cost attributes in the multiple attribute decision making problems. In order to
measure all attributes in dimensionless units and facilitate inter-attribute comparisons, we introduce the following for-
mulas [46] (4) and (5) to normalize each attribute value yij in decision matrix Y = (yij)mn into a corresponding element rij
in normalized decision matrix given by Eq. (3).ð3Þwhererij ¼
yijﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPm
i¼1ðyijÞ2
q ; for benefit attribute uj; i 2 M; j 2 N; ð4Þ
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yijﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPm
i¼1ðyijÞ2
q ; for cost attribute uj; i 2 M; j 2 N: ð5Þ3. Determine the positive and negative ideal solutions.
The positive ideal solution A+ and negative ideal solution A are determined, respectively, as follows:Aþ ¼ yþ1 ; yþ2 ; . . . ; yþn
  ð6ÞandA ¼ y1 ; y2 ; . . . ; yn
 
; ð7Þ
where yþj ¼ max16i6mfyijgðj 2 NÞ and yj ¼ min16i6mfyijgðj 2 NÞ.
4. Measure the separations of each alternative from positive and negative ideal solutions.
The separation of each alternative from the positive ideal solution, Sþi , is given asSþi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xn
j¼1
yij  yþj
 2
vuut ; i 2 M: ð8ÞSimilarly, the separation of each alternative from the negative ideal solution, Si , is given asSi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xn
j¼1
yij  yj
 2
vuut ; i 2 M: ð9Þ5. Calculate the relative closeness to the ideal solutions.
The relative closeness of the ith alternative Ai with respect to the ideal solutions A+ and A is deﬁned asRCi ¼ S

i
Sþi þ Si
; i 2 M: ð10ÞSince Sþi P 0 and S

i P 0ði 2 MÞ, then, clearly, RCi 2 [0,1](i 2M).
6. Rank the preference order of alternatives.
The alternatives then can be ranked by preference according to the descending order of RCi; in other words, the larger RCi
means the better alternative Ai.
The traditional TOPSIS method is used in multiple attributes decision making problem. The extended TOPSIS method be-
low is used in MAGDM problem.
3. Proposed approach
3.1. Framework of the proposed model
A MAGDM problem can be described in detail by means of the following steps:
3.1.1. Determining the weights of decision makers
First, each DM provides his/her decision information, and letandwk ¼ wk1;wk2; . . . ;wkn
 
; k 2 T; ð11Þ
respectively, be the decision matrix and the weight vector of attributes with 0 6 wkj 6 1 and
Pn
j¼1w
k
j ¼ 1, which are provided
by kth (k 2 T) DM.
The weight wkj ðj 2 NÞ is given to the attribute uj(j 2 N), the more weight indicates the more importance of this attribute.
Rating on the attributes are multiplied by their weights, then the weighted decision matrix is obtained as:
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Pn
k¼1kk ¼ 1. The following research focus on rat-
ing DMs according to his/her decision and inﬂuence as an expert in own area (attribute). The bigger the weight, the more the
importance of DM. In order to obtain the weights of DMs, we ﬁrst normalize Yk in Eq. (12) into Rk in Eq. (13) by Eqs. (4) and/or
(5).ð13ÞFor all individual decisions Rk(k 2 T), what is the ideal decision? Inspired by the literature [46], in mean sense, the best
decision should be the average of all individual decisions:ð14Þwhere rij ¼ 1t
Pt
k¼1r
k
ijði 2 M; j 2 NÞ.
The R⁄ is called the positive ideal decision (PID) of all individual decisions Rk(k 2 T).
A negative ideal decision (NID) should be of the maximum separation from the PID. For this reason, the literature [46]
gave left negative ideal decision (L-NID) and right negative ideal decision (R-NID), respectively, as follows:ð15Þandð16Þwhere rlij ¼min16k6tfrkijg and rrij ¼max16k6tfrkijg.
The separations of each individual decision from the ideal decisions, including PID, L-NID and R-NID, respectively, are gi-
ven by using the Euclidean distance:sk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xm
i¼1
Xn
j¼1
rkij  rij
 2
vuut ; k 2 T; ð17Þ
slk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xm
i¼1
Xn
j¼1
rkij  rlij
 2
vuut ; k 2 T; ð18Þ
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xm
i¼1
Xn
j¼1
rkij  rrij
 2
vuut ; k 2 T: ð19ÞThe closeness coefﬁcient of the individual decision with respect to ideal decisions is deﬁned asCk ¼ s
l
k þ srk
sk þ slk þ srk
; k 2 T: ð20ÞSince slk P 0; s
r
k P 0 and s

k P 0ðk 2 TÞ, then, clearly, Ck 2 [0,1](k 2 T).
Our initial consideration is that a DM’s opinion is closer to group’s opinion (the average of all individual decisions), which
implies that his/her opinion is more important. That is to say, the larger the value Ck, the more the important for kth DM’s
opinion, and the greater the weight for kth DM. For example, Assume that there is a teaching competition participated in by
young teachers in a university. If there are t referees as DMs for this competition, then the ﬁnal score of each competitor is
the average of t scores given by the DMs.
However, in many cases each DM is an expert in an area (the main reason of group decision making) and most likely be-
cause of that his/her opinion in that area (attribute) is much more important whether or not it is different from others. And
this relative importance of DM as an expert also can be measured. For example, a member of the Chinese Academy of Engi-
neering/Sciences (at a national level), a famous expert in a province (at a provincial level), and a famous expert in a local city
(at a local level), in Chain, can be scored as 1, 0.8, 0.6, respectively. The importance of an expert in his/her area is called the
individual importance, denoted by Ik.
Based on above reasons, a combination of two considerations can be described as follows:vk ¼ aIk þ ð1 aÞCk; k 2 T; ð21Þ
where Ik is the measure of importance of kth DM as an expert in his/her area, with 0 6 Ik 6 1; Ck (see Eq. (20)) is a measure of
importance of kth DM, which is the measure of kth DM’s opinion to close to other DMs, with 0 6 Ck 6 1, and which is called
the consistency importance; a(0 6 a 6 1) is the optimistic coefﬁcient, whose value can be chosen according to group’s opin-
ion. The larger the value a, the more the concern on individual importance Ik, and the less the concern on consistency impor-
tance Ck. And vk is called a comprehensive closeness coefﬁcient. It is clear that 0 6 vk 6 1.
So, the weight of DM is obtained bykk ¼ vkPt
k¼1vk
; k 2 T; ð22Þsuch that kk P 0;
Pt
k¼1kk ¼ 1.
After determining the weights of DMs, in the traditional MAGDMmethod, all individual decisions will be aggregated into
a collective decision using the weights of DMs, then the alternatives are ranked according to the collective decision. If so, as
mentioned in the introduction, the decision information will be lost in the aggregating process. To solve this issue, we use the
following technology to handle it.
3.1.2. Ranking the preference of alternatives
For the weight vector k = (k1,k2, . . .,kt) of DMs, we can assign kk to individual decision Rk in Eq. (13) as follows:ð23ÞIn following research, we will focus on how to rank alternatives, of which is also the goal of MAGDM.
The MAGDM problems have three common characteristics: alternative, attribute and DM. What we have discussed above
is to focus on DM as the breakthrough/starting point to address this decision problem. To rank the preference order of alter-
natives, in the following, we convert our attention to alternative. First, we convert the individual decision matrix in Eq. (23)
into the group decision of alternative as follows:ð24Þ
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k
ij shown in Hk of Eq. (23).
To complete the decision that ranks alternatives, motivated by the idea of the traditional TOPSIS, the primary concern is
now the ideal decisions of group decisions of all alternatives.
A PID should be of the best decision of all Hi(i 2M) in Eq. (24), so we deﬁne it asð25Þwhere hþkj ¼maxi2Mfhikjgðk 2 T; j 2 NÞ.
A NID should be of the worst decision of all Hi(i 2M) in Eq. (24), so we deﬁne it asð26Þwhere hkj ¼mini2Mfhikjgðk 2 T; j 2 NÞ.Fig. 1. Framework of external aggregation using TOPSIS technique for MAGDM.
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; Sþi and S

i , respectively, are given asSþi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xt
k¼1
Xn
j¼1
hikj  hþkj
 2
vuut ; i 2 M; ð27ÞandSi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xt
k¼1
Xn
j¼1
hikj  hkj
 2
vuut ; i 2 M; ð28Þwhere hþkj ¼ maxi2Mfhikjg;hkj ¼mini2Mfhikjgðk 2 T; j 2 NÞ.
At last, an extended relative closeness of group decision of each alternative, which is Hi with respect to ideal decisions,
including H+ and H, is deﬁned asRCi ¼ S

i
Sþi þ Si
; i 2 M: ð29ÞObviously, the relative closeness RCi of group decision of each alternative is closer to the H+ and farther from H as RCi
approaches to 1. Specially, if Hi = H+, then S
þ
i ¼ 0, we have RCi = 1. Therefore, according to the extended relative closeness,
we can rank the preference order of all alternatives. The larger the relative closeness RCi in Eq. (29), the better the alternative
Ai(i 2M).
3.2. Procedure of the proposed model
In sum, an algorithm avoiding information loss under MAGDM environment, using the aforementioned extended TOPSIS
method, is given in the following steps:Fig. 2. Framework of internal aggregation using TOPSIS technique for MAGDM.
Z. Yue / Applied Mathematical Modelling 37 (2013) 112–126 119Step 1. Provide individual decision information including the weights of attributes, for each DM.
Each DM dk provides his/her decision matrix xkij
 
mn
on alternatives with respect to attributes and weight vector
wk1; w
k
2; . . . ; w
k
n
 
of attributes by using Eq. (11).
Step 2. Construct the weighted (on attributes) individual decision.
For the attributes’ weight vector wk1; w
k
2; . . . ; w
k
n
 
given by DM in Eq. (11), the weighted (on attributes) individual
decision matrix Yk is constructed by Eq. (12).
Step 3. Normalize the weighted (on attributes) individual decision.
The weighted (on attributes) individual decision can be further normalized by Eqs. (4) and/or (5), which is shown
in Eq. (13).
Step 4. Determine the ideal decisions of all individual decisions.
The ideal decisions of all individual decisions Rk(k 2 T), R;Rl and Rr , are determined by Eqs. (14)–(16),
respectively.
Step 5. Calculate the separations of each individual decision from the ideal decisions.
The separations of each individual decision Rk from the ideal decisions, including the R
;Rl and R

r ; s

k; s
l
k and s
r
k,
using the Euclidean distance, are calculated by Eqs. (17)–(19), respectively.
Step 6. Calculate the closeness coefﬁcient of each individual decision to ideal decisions.
An extended closeness coefﬁcient Ck of each individual decision Rk to ideal decisions, including R
;Rl and R

r , is
calculated by Eq. (20).
Step 7. Calculate the comprehensive closeness coefﬁcient of DM.
For the individual importance Ik, the optimistic coefﬁcient a and the consistency importance Ck in Eq. (20), a com-
prehensive closeness coefﬁcient of DM can be calculated by Eq. (21).
Step 8. Determine the weights of DMs.
The weights of DMs are determined by using Eq. (22).
Step 9. Construct the weighted (on attributes and DMs) decision matrix, for each DM.
Assign each weight kk in Eq. (22) to Rk in Eq. (13), then the weighted (on attributes and DMs) individual decision
matrix Hk is obtained by Eq. (23).
Step 10. Convert the weighted (on attributes and DMs) individual decision into the group decision, for each alternative.
The weighted (on attributes and DMs) individual decision matrix Hk(k 2 T) in Eq. (23) can be converted into the
group decision matrix Hi(i 2M) of each alternative by Eq. (24).Table 1
Preference aggregation using TOPSIS technique for MAGDM.
No. Decision information Aggregation function Aggregation target Proposed by
I External aggregation
1 Interval-valued Geometric mean All individual decisions Tan [50]
intuitionistic fuzzy number into a collective decision
2 Linguistic variables represented Arithmetic mean All individual decisions Kutlu and
by trapezoidal fuzzy number into a collective decision Ekmekçiog˘lu [49]
3 Linguistic variables represented Arithmetic mean All individual decisions Roghanian et al. [51]
by triangular fuzzy number into a collective decision
4 Linguistic variables represented Arithmetic mean All individual decisions Wang and Lee [40]
by triangular fuzzy number into a collective decision
5 Linguistic variables represented weighted mean All individual decisions Boran et al. [29]
by triangular fuzzy number into a collective decision
6 Crisp number and Arithmetic mean All individual decisions Vahdani et al. [52]
triangular fuzzy number into a collective decision
7 Linguistic variables represented Arithmetic mean All individual decisions Chu [38]
by triangular fuzzy number into a collective decision
8 Crisp number Borda’s count All individual decisions Shih et al. [53]
into a collective decision
II Internal aggregation
1 Crisp number Geometric mean Separation measure Shih [45]
2 Crisp number Geometric mean Separation measure Shih et al. [37]
3 Linguistic variable represented Arithmetic mean Separation measure Roghanian et al. [49]
by trapezoidal fuzzy number
4 Linguistic variable represented Euclidean distance Separation measure Krohling et al. [54]
by triangular fuzzy number
5 Interval number Weighted mean All individual decisions Yue [55]
into a collective decision
6 Crisp number Weighted mean All individual decisions Yue [46]
into a collective decision
7 Interval number Weighted mean All individual decisions Yue [47]
into a collective decision
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For all alternatives, the PID H+ and NID H are determined by Eqs. (25) and (26), respectively.
Step 12. Calculate the separations of group decision of each alternative from the ideal decisions.
The separations of group decision of each alternative from the ideal decisions H+ and H; Sþi and S

i , using the
Euclidean distance, are calculated by Eqs. (27) and (28), respectively.
Step 13. Calculate the relative closeness of group decision of each alternative.
The relative closeness of alternative’s group decision Hi to ideal decisions, including H+ and H,RCi, is calculated by
Eq. (29).
Step 14. Rank the preference order of alternatives.
All alternatives are ranked in accordance with their relative closeness.Fig. 3. Framework for MAGDM developed method in this study.
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Many methods and approaches have been proposed in the area of MAGDM, including using extended TOPSIS technique.
In this section, we will discuss the pros and cons of existing methods using TOPSIS technique to handle MAGDM problems
and give a probable comparison with the proposed method.
The existing methods using TOPSIS technique to deal with MAGDM problems can be classiﬁed as external or internal
aggregation [45]. The individual decisions are aggregated into a collective decision, then the TOPSIS technique is used to
the collective decision in order to rank alternatives, which is called the external (outside the TOPSIS procedure) aggregation
(see Fig. 1). If we utilize TOPSIS technique at ﬁrst to manipulate individual decision, and obtain the TOPSIS parameters (for
example, separation measures), then aggregate these TOPSIS parameters in order to rank alternatives, which is called the
internal (within the TOPSIS procedure) aggregation (see Fig. 2). The difference between external and internal aggregations
relies on whether the aggregation is done before or after the TOPSIS procedure.
Roghanian et al. [49] call the external aggregation ‘‘ﬁrst aggregation’’, and the internal aggregation ‘‘last aggregation’’.
Some related works, including their decision information, aggregations function, aggregation target and author’s informa-
tion, are shown in Table 1.
Unfortunately, both the internal and external aggregations using TOPSIS technique to MAGDM problems need aggre-
gation in the decision process. As mentioned in the introduction, the decision information may be lost in the aggregating
process. To overcome this drawback, this paper has introduced a method avoiding the aggregation(s) in decision process.
To make our model more understandable, we show a framework developedmethod in Fig. 3, which shows that this model
has no information loss.
5. Numerical example
In order to validate the model at hand, a numerical example is designed and performed by concrete data.
A textile company, which is located on Shijiazhuang, China, desires to select suitable supplier(s) for its purchasing deci-
sion regarding a main product that affects the production process considerably. After pre-evaluation, four suppliers/candi-
dates, recorded as A1, A2, A3 and A4, are included in the evaluation process. Five DMs d1, d2, d3, d4 and d5 make decision for this
selection, their are
d1: the production manager,
d2: the quality manger,
d3: the material manager,
d4: the planning manager, andTable 2
DM’s decision information for potential suppliers.
DMs Suppliers and weights of attributes u1 u2 u3 u4
d1 A1 1055 89 93 78
A2 1038 90 76 88
A3 1029 78 69 97
A4 1040 92 89 65
w1 0.2129 0.2927 0.2602 0.2342
d2 A1 1055 65 89 100
A2 1038 78 88 92
A3 1029 75 90 69
A4 1040 92 89 71
w2 0.2016 0.3222 0.2734 0.2028
d3 A1 1055 66 78 71
A2 1038 76 81 63
A3 1029 71 64 67
A4 1040 70 68 76
w3 0.1765 0.3529 0.3529 0.1176
d4 A1 1055 92 98 97
A2 1038 89 93 95
A3 1029 83 81 80
A4 1040 90 80 77
w4 0.5217 0.1304 0.2609 0.0870
d5 A1 1055 71 80 75
A2 1038 68 99 80
A3 1029 77 70 80
A4 1040 82 79 73
w5 0.2309 0.2582 0.2663 0.2446
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Four main attributes are considered as
u1: price/cost ($),
u2: technical level,
u3: supply capacity, and
u4: product quality.
In which u1 is quantitative coat attribute, and others are qualitative beneﬁt attributes.
Five DMs adopt the hundred-mark system to assess the three qualitative beneﬁt attributes against each alternative, and
give weights of four attributes independently, which are shown in Table 2.
Using the attributes’ weight vector given by each DM, ﬁve weighted (on attributes) individual decisions can be obtained
by Step 2, which are shown in Table 3.Table 4
DM’s normalized decision information for potential suppliers.
Normalized decisions Suppliers u1 u2 u3 u4
R1 A1 0.4931 0.5090 0.5649 0.4707
A2 0.5012 0.5148 0.4616 0.5310
A3 0.5055 0.4461 0.4191 0.5853
A4 0.5003 0.5262 0.5406 0.3922
R2 A1 0.4931 0.4161 0.5000 0.5948
A2 0.5012 0.4994 0.4944 0.5472
A3 0.5055 0.4802 0.5056 0.4104
A4 0.5003 0.5890 0.5000 0.4223
R3 A1 0.4931 0.4658 0.5336 0.5114
A2 0.5012 0.5364 0.5542 0.4538
A3 0.5055 0.5011 0.4379 0.4826
A4 0.5003 0.4941 0.4652 0.5474
R4 A1 0.4931 0.5194 0.5547 0.5530
A2 0.5012 0.5025 0.5264 0.5416
A3 0.5055 0.4686 0.4585 0.4561
A4 0.5003 0.5081 0.4528 0.4390
R5 A1 0.4931 0.4753 0.4838 0.4866
A2 0.5012 0.4552 0.5987 0.5191
A3 0.5055 0.5154 0.4233 0.5191
A4 0.5003 0.5489 0.4778 0.4736
Table 3
DM’s weighted (on attributes) decision information for potential suppliers.
Weighted decisions Suppliers u1 u2 u3 u4
Y1 A1 224.6095 26.0503 24.1986 18.2676
A2 220.9902 26.3430 19.7752 20.6096
A3 219.0741 22.8306 17.9538 22.7174
A4 221.4160 26.9284 23.1578 15.2230
Y2 A1 212.6880 20.9430 24.3326 20.2800
A2 209.2608 25.1316 24.0592 18.6576
A3 207.4464 24.1650 24.6060 13.9932
A4 209.6640 29.6424 24.3326 14.3988
Y3 A1 186.2075 23.2914 27.5262 8.3496
A2 183.2070 26.8204 28.5849 7.4088
A3 181.6185 25.0559 22.5856 7.8792
A4 183.5600 24.7030 23.9972 8.9376
Y4 A1 550.3935 11.9968 25.5682 8.4390
A2 541.5246 11.6056 24.2637 8.2650
A3 536.8293 10.8232 21.1329 6.9600
A4 542.5680 11.7360 20.8720 6.6990
Y5 A1 243.5995 18.3322 21.3040 18.3450
A2 239.6742 17.5576 26.3637 19.5680
A3 237.5961 19.8814 18.6410 19.5680
A4 240.1360 21.1724 21.0377 17.8558
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The ideal decisions of all individual decisions in Table 4 can be determined by Step 4, which are shown in Table 5.
By Step 5, the separations of each individual decision Rk from the ideal decisions R
;Rl and R

r ; s

k; s
l
k and s
r
k, respectively,
are shown in Table 6.
Then the closeness coefﬁcient Ck(k = 1,2, . . .,5) of each individual decision to ideal decisions R
;Rl and R

r can be calcu-
lated by Steps 6, whose values are shown in Table 6.
For the given individual importance of DMsTable 7
DM’s w
Weig
H1
H2
H3
H4
H5
Table 5
Ideal de
Idea
R⁄
Rl
Rr
Table 6
Separat
DMs
d1
d2
d3
d4
d5I1 ¼ 0:6000; I2 ¼ 0:9000; I3 ¼ 0:4000; I4 ¼ 0:8000; I5 ¼ 0:3000;eighted (on attributes and DMs) decision information for potential suppliers.
hted decisions Suppliers u1 u2 u3 u4
A1 0.0972 0.1003 0.1113 0.0927
A2 0.0988 0.1014 0.0910 0.1046
A3 0.0996 0.0879 0.0826 0.1153
A4 0.0986 0.1037 0.1065 0.0773
A1 0.1233 0.1041 0.1250 0.1487
A2 0.1253 0.1249 0.1236 0.1368
A3 0.1264 0.1201 0.1264 0.1026
A4 0.1251 0.1473 0.1250 0.1056
A1 0.0806 0.0761 0.0872 0.0836
A2 0.0819 0.0877 0.0906 0.0742
A3 0.0826 0.0819 0.0715 0.0789
A4 0.0817 0.0807 0.0760 0.0895
A1 0.1192 0.1256 0.1341 0.1337
A2 0.1212 0.1215 0.1273 0.1309
A3 0.1222 0.1133 0.1108 0.1103
A4 0.1209 0.1228 0.1095 0.1061
A1 0.0729 0.0702 0.0715 0.0719
A2 0.0741 0.0673 0.0885 0.0767
A3 0.0747 0.0762 0.0626 0.0767
A4 0.0739 0.0811 0.0706 0.0700
cisions of all individual decisions.
l decisions Suppliers u1 u2 u3 u4
A1 0.4931 0.4771 0.5274 0.5233
A2 0.5012 0.5016 0.5270 0.5185
A3 0.5055 0.4823 0.4489 0.4907
A4 0.5003 0.5333 0.4873 0.4549
A1 0.4931 0.4161 0.4838 0.4707
A2 0.5012 0.4552 0.4616 0.4538
A3 0.5055 0.4461 0.4191 0.4104
A4 0.5003 0.4941 0.4528 0.3922
A1 0.4931 0.5194 0.5649 0.5948
A2 0.5012 0.5364 0.5987 0.5472
A3 0.5055 0.5154 0.5056 0.5853
A4 0.5003 0.5890 0.5406 0.5474
ions, relative closeness, individual importance, comprehensive relative closeness, weights of DMs and their ranking.
sk slk s
r
k Ck Ik vk kk Ranking
0.1666 0.2531 0.2745 0.7600 0.6000 0.6640 0.1970 3
0.1596 0.2196 0.2762 0.7564 0.9000 0.8426 0.2500 1
0.1325 0.2337 0.2271 0.7766 0.4000 0.5506 0.1634 4
0.0866 0.2077 0.2353 0.8365 0.8000 0.8146 0.2417 2
0.1174 0.2317 0.2231 0.7948 0.3000 0.4979 0.1478 5
124 Z. Yue / Applied Mathematical Modelling 37 (2013) 112–126and optimistic coefﬁcient a = 0.6, the comprehensive closeness coefﬁcient of each DM, vk, can be calculated by Step 7, whose
values are shown in Table 6. Further, the weights of DMs, kk, can be determined by Step 8, and the ranking of DMs is also
done, which are also summarized in Table 6.
Table 6 shows that the weight vector of DMs is (k1,k2,k3,k4,k5) = (0.1970,0.2500,0.1634,0.2417,0.1478). Further, by Step
9, we can assign the weight kk(k = 1,2, . . .,5) to the decision matrix Rk(k = 1,2, . . .,5) shown in Table 4, respectively, then the
weighted (on attributes and DMs) decision matrices Hk(k = 1,2, . . .,5) are obtained, which are shown in Table 7.
Next, we convert the ﬁve individual decisions Hk(k = 1,2, . . .,5) in Table 7 into the group decisions Hi(i = 1,2,3,4) of can-
didates by Step 10, which are shown in Table 8.
Then the ideal decisions of four potential suppliers are determined by Step 11, which are shown in Table 9.
The separations of group decision matrix Hi(i = 1,2,3,4) in Table 8 from ideal decisions H+ and H in Table 9, using the
Euclidean distance, are calculated by Step 12, respectively; the relative closeness of each Hi(i = 1,2,3,4) in Table 8 to ideal
decisions H+ and H in Table 9 are calculated by Step 13, respectively, and the candidates are ranked by Step 14, which
are summarized in Table 10.
Table 10 shows that the preference order of potential suppliers as follows:Table 10
Separations, relative closeness of group decisions of candidates and their ranking.
Suppliers Sþi S

i RCi Ranking
A1 0.0551 0.0727 0.5691 2
A2 0.0411 0.0695 0.6285 1
A3 0.0799 0.0441 0.3555 4
A4 0.0730 0.0577 0.4415 3
Table 8
Group decision matrices of four potential suppliers.
Group decisions DMs u1 u2 u3 u4
H1 d1 0.0972 0.1003 0.1113 0.0927
d2 0.1233 0.1041 0.1250 0.1487
d3 0.0806 0.0761 0.0872 0.0836
d4 0.1192 0.1256 0.1341 0.1337
d5 0.0729 0.0702 0.0715 0.0719
H2 d1 0.0988 0.1014 0.0910 0.1046
d2 0.1253 0.1249 0.1236 0.1368
d3 0.0819 0.0877 0.0906 0.0742
d4 0.1212 0.1215 0.1273 0.1309
d5 0.0741 0.0673 0.0885 0.0767
H3 d1 0.0996 0.0879 0.0826 0.1153
d2 0.1264 0.1201 0.1264 0.1026
d3 0.0826 0.0819 0.0715 0.0789
d4 0.1222 0.1133 0.1108 0.1103
d5 0.0747 0.0762 0.0626 0.0767
H4 d1 0.0986 0.1037 0.1065 0.0773
d2 0.1251 0.1473 0.1250 0.1056
d3 0.0817 0.0807 0.0760 0.0895
d4 0.1209 0.1228 0.1095 0.1061
d5 0.0739 0.0811 0.0706 0.0700
Table 9
Ideal decisions of four potential suppliers.
Ideal decisions DMs u1 u2 u3 u4
H+ d1 0.0996 0.1037 0.1113 0.1153
d2 0.1264 0.1473 0.1264 0.1487
d3 0.0826 0.0877 0.0906 0.0895
d4 0.1222 0.1256 0.1341 0.1337
d5 0.0747 0.0811 0.0885 0.0767
H d1 0.0972 0.0879 0.0826 0.0773
d2 0.1233 0.1041 0.1236 0.1026
d3 0.0806 0.0761 0.0715 0.0742
d4 0.1192 0.1133 0.1095 0.1061
d5 0.0729 0.0673 0.0626 0.0700
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that is to say, the best or most suitable supplier is A2 among the four potential suppliers for this textile company.
6. Conclusions
MAGDMmethod, designed to rank alternatives, is a widely used in engineering and management technique. The solution
to MAGDM problems in being literatures is to aggregate group’s decisions into a collective decision, or utilize TOPSIS tech-
nique at ﬁrst to individual decision, and then synthesize the decision information to rank the alternatives. However, as long
as there exist aggregation, the decision information will be lost in the aggregating process. In this paper, we have proposed a
decision model for MAGDM problems, which has no loss of information.
An extended TOPSIS technique has been twice used in the developed approach in this paper, which is ﬁrst used in deter-
mining the weights of DMs, and second used in ranking the preference order of alternatives.
The proposed method is straightforward and can be performed on computer easily. As a future work, this paper should be
extended to support situations where the information is in other forms, e.g., interval number, linguistic variable or fuzzy
number.
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