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PREFACE
Nonlinear boundary value problems which arise in conjunction
with optimal control problems have been the object of considerable
research in recent years. Interest in optimal control has been
increased by the demands of modern sophisticated equipment, such
as aircraft and spacecraft. The development of modern high speed
computers has provided a practical means of applying the lengthy
numerical methods which are usually required to solve optimization
problems. Many methods for the solution of, and many approaches to,
optimal control problems have been suggested and investigated with
n
varying degrees of success.
The research which is documented by this thesis is concerned
1
	
with a numerical investigation of the effectiveness of the recently
developed sweep method. Certain modifications and extensions of
the method are included. The modified sweep method is then used
to determine the optimal control for a lifting atmospheric reentry
vehicle.
The sweep method was first suggested by Gelfand and Fomin as
a method of solving linear two point boundary value problems. The
idea was later extended by McReynolds to include nonlinear systems
and was referred to as a successive sweep method. At about the
same time Mitter conducted a similar investigation and referred to
the method as a successive approximation technique.
The author would 'Like to express his appreciation to Dr.
Wallace T. Fowler of the Aerospace Engineering Department of The
iii
University of Texas for the suggestion of the project and for his
guidance during the investigation and to Mr. Walton E. Williamson
for many valuable discussions concerning all phases of the investi-
gation.
The author is pleased to acknowledge the support of the
Bureau of Engineering Research of The University of Texas, and
LTV Aerospace Corporation of Dallas, Texas, during the entire
course of his graduate studies at The University of Texas. In
addition, the author is pleased to acknowledges support of
the Texas Center for Research under contract Nas 9-6963 during
the final phases of the preparation of this report.
C. 0. M.
January, 1969
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ABSTRACT
The successive sweep method developed recently to
solve the two point boundary value problems appearing in non-
linear optimal control problems is modified and extended to
handle inequality constraints explicitly containing the con-
trol. The method is modified to overcomB the numerical diffi-
culties near the singularities which usually appear on early
iterates when attempting to optimize complex nonlinear systems.
These modifications significantly increase the convergence
range of the sweep method by allowing the iteration to continue
when the singularities are encountered. The method is extended
to include systems where inequality constraints are present. A
procedure is developed to handle the inequality constraints by
a method that exactly satisfied the constraints on each iterate.
This is then compared to a penalty function method where viola-
tions of the constraint are allowed but a penalty is associated
with the violations.
The problem of controlling a lifting vehicle during
E.
atmospheric reentry is chosen to demonstrate the effectiveness of
the modified sweep method. It is desired to determine a control
function that will minimize a weighted combination of the aero-
dynamic heating and deceleration and satisfy the specified terminal
state. A two dimensional trajectory model is used to simulate a
reentry vehicle with pitch control. The lift coefficient is used
as the control variable and the drag coefficient is calculated
from a parabolic drag polar. An optimal control program isis com-
puted for several values of the induced drag coefficient. An
inequality constraint is applied to the lift coefficient to ensure
physically realizable values.
A three dimensional trajectory model is used to simulate
an Apollo type reentry vehicle where only the direction of the
lift force may be controlled. The roll angle is used as the con-
trol variable and no inequality constraint is necessary since any
roll angle is acceptable. Reentries from both near Earth orbits
and lunar return trajectories are simulated.
The sweep method is found to be an effective method of
solving the lifting body reentry optimization problem.
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CHAPTER I
INTRODUCTION
1.1 Reentry Trajectory
Manned exploration of space, which began with the Mercury
and Gemini near Earth orbital missions, is expected to be extended to
the lunar surface by the end of this decade. Atmospheric reentry is
one of the many complex dynamical problems which must be resolved if
such missions are to be successfully completed. i;:e prime concern
is astronaut safety which involves, among other things, maintaining
the aerodynamic heating and deceleration within tolerable limits.
The problems of reentry heating and deceleration become increasingly
critical as the manned missions move from near Earth orbits to the
lunar missions and later to planetary missions. A consideration of
secondary interest, which is related to the reentry trajectory, is
the attainment of a preselected landing site.
A spacecraft approaching the Earth's atmosphere from space
at orbi"I speeds possesses a large amount of energy. Most of this
energy is in the form of kinetic energy which must be dissipated
during reentry. Much of the kinetic energy is converted into heat
which raises the temperature of the vehicle and the surrounding
atmosphere. This energy conversion, and the corresponding decelera-
tion, must be accomplished at a rate that is tolerable for both the
reentry vehicle and its occupants. The vehicle is sensitive to the
magnitude of the heating rate and to the total heat input and the
deceleration. The astronauts are sensitive to the magnitude of the
1
adeceleration and to the length of time the deceleration is experienced.
Therefore, it seems desirable to design a reentry trajectory that
minimizes the integral of a combination of the deceleration and the
heat input rate.
The possible types of reentry trajectories vary from the
vertical direct entry, which subjects the vehicle to large deceleration
loads and heating rates, to very shallow trajectories which tend to re-
duce the deceleration and the heating rates. The deceleration and
heating rates are greatest in regions of the trajectory where there is
a combination of high atmospheric density and high velocity. Assuming
that the initial conditions are fixed and that there are no thrust de-
vices available, the only means of controlling the trajectory is
through adjustment of the lift and drag. Lift may be used to maintain
the trajectory at high altitudes so that the deceleration can be
accomplished at a tolerable rate in the less dense atmosphere prior to
descent into the more dense region of the lower atmosphere.
The early manned spacecraft had very little maneuver
capability during reentry. The later spacecraft posses a significant
amount of aerodynamic control and thus have "flying" ability during
reentry. Using the available aerodynamic control the _reentry trajectory
may be adjusted to minimize the aerodynamic deceleration or heating or
a combination of the two. (The control may also be used to minimize or
maximize other functions). A lower limit on the deceleration and heat-
ing will be determined by the initial trajectory state, the aerodynamic
characteristics of the reentry vehicle, the control system capability,
and the desired terminal state.
3One of the most important phases of any technical investi-
gation is concerned with the simplifying assumptions. The atmospheric
reentry of a lifting body is a complex physical phenomenon and several
simplifying assumptions must be mace if results are to be obtained with
a reasonable level of effort. The current study is concerned with the
motion of the center of gravity of a lifting b~dy entering and passing
through the °arth's atmosphere to a point where the velocity is
sufficiently reduced to allow deployment of a parachute. No thrusting
devices will be considered and motions about the center of gravity will
be neglected. The forces which influence the motion of the vehicle
are assumed to be the aerodynamic forces of lift and drag and the
force of gravity. The Earth will be approximated with a non-rotating,
homogeneous sphere. An approximate expression will be used to repre-
sent the convective heat transfer rate and all other modes of heat
transfer will be neglected. It is assumed that the pre-reentry tra-
jectory is known and that the state just prior to reentry will be
part of the given data. Two-dimensional and three dimensional
trajectory formulations are conside=red. The two dimensional formulation
considers both a constant drag coefficient and a quadratic drag polar
with the lift c=oefficient serving as the control variable. The three
dimensional formulation uses constant lift and drag coefficients and
the roll angle, or bank angle, is used as the control variable.
1.2 Optimization Techniques
Since it is desired to minimize some specified combination
4of heating and deceleration, it should be possible to select an optimal
control program by a variational process. There have been several
optimization techniques applied to the nonlinear problem of reentry
trajectories with varying degrees of success. The gradient method was
used by Bryson et al. 2 , a second order succe,live.approaimation-method
was used by Breakwell et al. 1 , ti,e ?ontryagin maximum principle was
used by Leondes and Niemann12 , and a perturbation technique was used
by Lastman and Tapleyll . In the present work the-sweep method
developed by McReynolds is and independently by Mitter 
18 is extended
and is applied to the reentry problem. Mitter presents a development
of the theory without application and McReynolds-applied the method
to the brachistochrone probler, and a planar orbit transfer problem.
The-basic sweep method was suggested by Gelfand and Fomin7
as a means of solving linear two point boundary value problems. As
developed by McReynolds and Mitter, the nonlinear problem is trans-
formed into a linear boundary value problem. The sweep method uses an
inhomogeneous Riccati transformation to generate a linearized-field of
solutions about a nominal trajectory. This technique transfers the
specified-terminal conditions back to the initial time. After the
terminal conditions are transferred back to the initial time, the
particular solution which also satisfies the initial conditions may
be selected. A new nominal solution to the nonlinear system of
equations may be developed Using the linearized correct-ions. The
new trajectory will not in general satisfy the terminal conditions
exactly but the process may be applied iteratively until convergence
is obtained. The iterative process begins with an estimated control
function and estimated values for the missing boundary-conditions.
The method exhibits quadratic convergence properties within a suitable
neighborhood of the optimal solution but often exhibits-unstable
convergence properties at some distance from the.eptimal.
A development of the sweep method is presented in Chapter
Ii which closely follows the development given by W-Reynolds except
that the Riccati transformation matrix is not assumed to be symmetric
and inequality constraints are added. '..,.: ditex-ential 9quati.ons for
the variables of the Riccati transformation are -symmetric but the
boundary conditions are not symmetril: except in the special case where
the partial derivativ of the Ham3ltoniwi with respect "Co the control
is equal tc zero at the final time. The development is extended to
include control variable inequality constraints by two methods. The
first method was originally proposed by Valentine 26 and was extended
by Lastman10 . This method converts the inequality constraint rela-
Lion to an equality consL-ra..;t and uses Lagrz.:..;e multipliers to adjoin
the new constraint: Constraint violations are not allowed and the
method is known as a hard constraint methoa. The second method is
due to Courant3 and is imown as the penalty tunction method.
The penalty function method allows violations of the con-
straint but penalizes the performance index when the trajectory
moves into the constrainted region. The penalty function method is
somewhat easier to implement but small violations-of the constraint
should be aVacted. These violations may be reduced by increasing
S
5the penalty associated with the violations.
Chapter III presents a detailed outline of the computational
procedure that is used to implement the optimization technique developed
ip Chapter I i .
The variational problems are formulated in Chapter IV for
both the two and three dimensional reentry trajectories. An inequality
constraint is used in the two dimensional formulation but is not re-
quired for the three dimensional formulation.
The results of the trajectory calculations are presented in
Chapter V. Optimal lift coefficient programs are presented for the
two dimensional formulation and optimal roll angle programs are pre-
sented for the three dimensional formulation.
In Chapter VI certain conclusions concerning the effective-
ness of the sweep method are presented along with recommendations for
further study.
CHAPTER II
The Sweep Method with Inequality Constraints
2.1 Introductory Remarks
The basic sweep method, as presented by Gelfand ?nd Fomin7
and Rybicki and Usher 24 . is a method for solving linear two point
boundary value problems. The method is applicable to a system
described by first or second order, linear, nonhomogenous, ordinary
differential equations. Real physical systems can seldom be ade-
quately described by such a set of linear equations but almost
always require nonlinear equations. The sweep method was extended
by McReynoldsl5,17 and by Mitter18 to handle nonlinear mo point
boundary value problems. The development involves a linearization
of the nonlinear system equations and an iterative application of
the linear sweep method. In optimal control problems the optimality
condition (Hu(t) = 0.) must be satisfied in addition to the specified
boundary conditions. The method presented in the next section satis-
fies the differential equations and I- qrt of the boundary conditions
identically and uses an iterative process to satisfy the optimality
condition and the remaining boundary conditions. In this sense the
method is a hybrid of the boundary condition iterative methods and
the control variable-iterative methods.- The-following-development
extends the ...,ethod to-include-control variable inequality constraints-
and modifies the canpatational method to improve the convergence
characteristics.
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2.2 Theoretical Development
The optimal control problem may be stated as the problem of
determining the control u(t) which minimizes a given performance
functional of the form
t 
I = G(x(tf) ,t f) +	 Q(x(t) ,u(t) ,t)dt 	 (2.1)
ito
The system is assumed to be described by a vector of first order
ordinary differential equations of the form
X(t) = f (x(t) ,u(t) ,t) 	 (2.2)
It will be assumed that the initial state is completely specified
and given by
x(to) = xo	 (2.3)
and a vector of specified terminal state relations is given by
L(x(t f) ,t f) = 0	 (2.4)
where
x is an n vector of state variables
u is a p vector of control variables
L is an R vector of terminal conditions (L < n)
Equations (2.2), (2.3), and (2.4) are constraints which must be
8
n
satisfied while minimizing the functional of Equation (2.1). In
addition inequality constraints of the form
Ci (x,u,t) < 0	 i - 1,2, --- j < p 	 (2.5)
will be considered. It will be assumed that each Ci explicitly
contains a control, u, and that no more than p of the C i are
equal to zero at any one point. It will also be assumed that the
Ci are independent relations. The inequality constraint may be
replaced by an equality constraint by using a method originally.
suggested by Valentine 25 and developed for computation by Lastmanl0.
Define a real number Z  by
C  + Z  = 0	 K = 1,2, --- j	 (2.6)
and let Z2
 be defined by
9
Z1
Z 
Z2
 =
ZI
The inequality constraint of Equation (2.5) may now be replaced b,
the equality constraint of Equation (2.6). The constraints of
Equations (2.2), (2.4), and (2.6) may then be adjoined to the
functional I by the use of unknown Lagrange multipliers v, A,
and M to form
tfI = r: + vTL +
	
	 {Q.+ aT (t) [ f - xJ + MT (t) [c + Z2 ] "t
Ito
(2.7)
where it is indicated that X and M are functions of time and
v is a constant vector. The functional dependence of all the other
variables which appear in Equation (2.7) has been given previously.
The functional dependence of the variables will not be included in
the subsequent development except where it may be required for
clarity. The following definitions will be used
H = Q + XTf + MTC	 (2.8)
P = G + A	 (2.9)
where H is referred to as the Variational Hamiltonian. Then the
augmented functional (2.7) may be written as
tf
I=P+	 [H-ax+MTZ2]dt
to
The first necessary conditions for a minimum may be obtained by
setting the first variation of I equal to zero. This derivation
is presented by Lastman10
 and only the results will be presented
here as
10
11
(2.10)x	 HT
J1	 = -HX
a(tf) = PX
H
u 
= 0
Q	 = 0
MiCi = 0
where Equation (2.10` ;- Equation (2.2) in a different form and
where a is defined as
(2.11)
(2.12)
(2.13)
(2.14)
(2.15)
n = H(tf) + Pt
The conditions to be satisfied in the interval to < t < tf are
x	 H^
	
(2.16)
a	 = -HT
	
x
	 (2.17)
(2.18)
Hu	 0
(2.19)MiCi = 0
and the corresponding boundary conditions are
?2
x(to)	 = xo	(2.20)
L(x(tf) ,t f) - 0	 (2.21)
a(tf)	 W Px	 (2.22)
a(tf)	 = 0	 (2.23)
Equations (2.16) through (2.19) along with the boundary conditions
given by Equations (2.20) through (2.23) constitute a nonlinear two
point boundary value problem with n conditions specified at the
initial time and n conditions specified at the final time. Equa-
tion (2.23) is an additional boundary condition which provides a
means of determining the final time if it is not given explicitly.
The problem will be fyrmlated here for the case where the final
time is not specified. If the final time is part of the given data
the complexity of the problem is significantly reduced. In the
procedure that will be used to solve the two point boundary value
problem Equations (2.16), (2.17), (2.19), (2.20), and (2.22) will
be satisfied identically (within the numerical accuracy of the
computation) and the iterative technique of the sweep method will
be used to satisfy Equations (2.18), (2.21), and (2.23). If a
nominal control program, u(t), is chosen and the specified initial
states are used, Equation (2.16)-may be integrated-from the initial
time to some selected--final time. At this point, if values for the
multipliers, v, are chosen and Equation (2.22) is used, Equation
(2.17) may be integrated from the final time to the initial time.
At this point, Equations (2.16), (2.17), (2.19), (2.20), and (2.22)
are satisfied, but Equations (2.18), (2.21), and (2.23) are, in
general, not satisfied.
In order to apply the sweep method the nonlinear problem
must be transformed into a linear problem. This linearization is
accomplished by considering linear perturbations around Equations
(2.16) through (2.19) as follows
6x = HXx6x + HAU6u
	
(2.24)
dJ1 _ -Hxx6x - HxX6A - Hxu6u - HxM6M	 (2.25)
d u = 'Wx + %X"' + uu6u + HUM6M	 (2.26)
6M1Ci + Mi [(Ci) u6u + (Ci)x6x] = n	 (2.27)
If the trajectory is not on a constraint boundary, i.e., all of the
Ci < 0, then from Equation (2.19)
M=0
and from Equation (2.27)
6M - 0
and Equations (2.25) and (2.26) reduce to
67i = - I^6x - Xa 6X - Hxu6u	 (2.28)
6Hu = HMU + HUA 6a + Huudu	 (2.29)
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Using Equation (2.29), au is given by
du = Hw[6Hu - Hudx - HUX 6A]	 (2.30)
It is usually assumed that Hu
 is positive definite but this
assumption will not be used here. The quantity H. will, be
tested at each point and if it becomes singular, or near singular,
a pre-specified nonsingular matrix will be used in the place of
Details of this process will be discussed in Chapter III.
Substituting du from Equation (2.30) into Equations (2.24)
and (2.28), the following equations are obtainsd.
di = Adx + M + v	 (2.31)
da = Cdx - ATSX + w	 (2.32)
where
H 1N
A = HAx - HAu1 emu- t x
B = -H Au uu uA
C = - xx + H 1 H^Hux 	(2.33)
v=H^HB
u
W = -IWUIHu
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Now suppose that the trajectory is on the constraint boundary
is
and further assume that the constraints given by relations (2.5)
are arranged so that the first s of the total p constraints
are zero, then
Ca = 0	 a = 1,2, --- s
Cs< 0
	
s=s+1, s+2, --- j
and from Equations (2.15) and (2.27)
(Cdu 6u  + (Ca)xdx = 0	 (2.34)
MS = 0	 (2.35)
6Ms = 0	 (2.36)
Equation (2.36) determines j - s of the 6M's. There remains to
be determined s of the 6M's and p of the 6u's and there
are s of Equations (2.34) and p of Equations (2.26) which may
be used for this purpose. The solution for the 6u's and the
6M's may be indicated in matrix notation as follows
-1
Su	 HIM	 HUM
	 Hux	 -lava	
6x
	 ° n
6M	 (Ca)u	 0	 -(Ca)x	 0	 6X	 0
(2.37)
This solution exists if the indicated matrix inversion is possible.
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The matrix to be inverted is non-singular if %U and Hum are
non-singular and if each Ca
 explicitly contains u and if the
Ca I s are independent. The quantities %u
 and HuM are restricted
by the method metioned earlier and the conditions on C a
 were
assumed at the beginning.
For convenience, Equation (2.37) will be written implicitly
as
6u = a1 6x + a2 6A + a3 	(2.38-6
6M = b16x + b2 6A+ b3 	(2.39)
then Equations (2.24) and (2.25) may be written in the form of
Equations (2.31) and (2.32) where
AT = H
xa + '^xua2 + HXMP2
7►ua2
C = -Hx - 'rixual - V,
	
(2.40)
_
v 03
w = -Hxua3
	 3
A linear two point borndary value problem is now defined by
Equations (2.31) and (2.32) and initial conditions given by
6x (to) = 0
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and final conditions given by Equations (Al) , (A7) , and (A14) in
Appendix A. To solve this linear problem the following Riccati
transformation may be introduced
6a (t) = W(t)ax(t) + R(t)4v + m(t)dt f + h(t)
	 (2.41)
dL	 = RT(t)6x(t) + J(t)dv + n(t)dtf + y 
	 (2.42)
do	 = Z(t)dx(t) + S(t)dv + a(t)dtf + B(t)	 (2.43)
Differentiating with respect to time
da = Wdx + Wdz + Rdv + Ihdtf + fi
0 = RTdx + RT6x + Jdv + ndtf + y
0 = Zdx + Zdz + °Mv + adt f + S
and substituting Equations (2.31) and (2.32) for 6x and 61 and
substituting Equation (2.41) for ax leads to the fo'lowing equations
[C - ATW - * - WA - WBW]dx + [-ATR - WBR - R]dv
+ [-ATM- WBm - m]dtf - ATh + w - WBh - Wv - fi = 0
R + RTA + RTT	 T	 T	 •[•	 BW]dx + [R BR + J]dv + [R Bm + n]dtf
+ RTBh + RTv + y = 0
[Z + ZA 4 ZBW]dx + [ZBR + S]dv + [ZBm + a]dtf
+ZBh+Zv+S=0
For independent variations of x, v, and t f the coefficients of
bx, dv, and dtf must be zero, or
18
W=
R=
m=
h=
.J =
n-
Y=
L=
s
a=
The bonndary condi,
-(AT+IB)W-WA+C
- (AT + WB) R
- (AT + WB)m
-(AT + WB)h - WV + w
-RTBR
-RTBM
-RT
 (Bh + v)
-Z (A + BW)
-ZBR
-ZBm
-Z(Bh + v)
tions for the variables described br the above
(2.44)
(2.45)
(2.46)
(2.47)
(2.48)
(2.49)
(2.50)
(2.51)
(2.52)
(2.53)
(2:54)
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equations are derived in Appendix A. Equation (2.44) is a matrix
Riccati equation whose solution is finite along an optimal path if
there are no conjugate points present. The nonexistence of a
solution to this equation along a non-optimal path has a meaning
that is unclear except that an alternate method must be found to
continue the procedure. If Equations (2.44) through (2.54) are
integrated from the final time to the initial time along a nominal
path, x(t), the terminal conditions are then transferred to the
initial time by Equations (2.42) and (2.43) written as
dL = J(t0)dv + n(to)dtf + y(to)	 (2.55)
da = S (to)dv + a (to) dt f + s (to)	 (2.56)
where 6x(to) = 0 as specified and dL and do are obtained
from
dL = -cL* 	(2.57)
da - -ca* 	(2.58)
*	 *
The quantities L and a are the values of L and n that
were obtained on the last trajectory, which in general are not zero.
The factor a is a correction factor, or damping factor, used to
red-ace the magnitude of the corrections in L * and 0* which will
be attempted on the next nominal trajectory. Then dv and dtf
may be found from
20
-1
dv	 J(to)	 n(to )	 dL - y (to)
_	 (2.59)
dt 
fJ
	 S(to)	 O(to)	 do - (to)
Correction to the nominal values of the multipliers,	 v, and the
final time, t f, may now be made by the relations
vnew = vold + dv	 (2.60)
t 
	 = t 	 + dtf 	(2.61)
new	 old
and a new control program may be computed from
U(t)
new = u(t) old + 6u(t)	 (2.62)
where 6u(t) is found from Equation (2.30), i.e.,
6u(t) = K16x + K2dv + K3dtf + K4 	(2.63)
where
K1 = -HLL (Hux + HuXW)	 (2.64)
K2 -H UXR	 (2.65)
K3 = -"
 HOW"" (2.66)
K4 = H^(6Hu - fuah)	 (2.67)
i,
i
1
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The quantity SHu
 is found from
6Hu - -0lu	 (2.68)
where a is the same correction factor used on the boundary
condition dissatisfactions and Hu
 is determined along the
previous nominal trajectory. A new nominal may be generated by
integrating the nonlinear state equations using the new control
program. In general, the specified terminal conditions and the
optimality condition ( u . 0) will not be satisfied exactly
by the new nominal since a linearized procedure was used to
approximate a nonlinear system.
Details of a computational procedure to implement the
iterative method described above will be discussed in the next
chapter.
2.3 Penalty Function Method
::he penalty function method due to Courant  will also be
considered as a method of handling inequality constraints by the
sweep method. In the development of the weep method presented
in the previous section the inequality constraints were converted
to equality constraints and adjoined using the Lagrange multiplier
M: If M is assumed to be identically zero all of the equations
developed in .°section 2.2 for the sweep method will be applicable
for the present development. Whereas the hard constraint method
does not allow violations of the inequality constraint at any time,
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the penalty function method allows violations to occur but penalizes
the performance index in accordance with the violations. The method
consist.; of adding a penalty function to the performance index in the
form
I' = I + (K')TC3	(2.69)
where 1 is given by Equation (2.7) with Ni = 0 and C 3 is de-
fined as
C31
C3
C3	 2=
C3
J
and the Ki are defined as follows
For Ci < 0	 K!1  0
For Ci > 0	 Ki are some large positive numbers
The third power of the constraints, C i , is used in the penalty
function to avoid discontinuities in the first and second partial
derivatives of the Hamiltonian, H. The penalty term is non-
negative since the Ki take on positive values only if C i > 0.
When the control constraint is violated the penalty term
23
is added to the Hamiltonian as,
H' - ii + (K') T C 3
	
(2.70)
The partial derivative with respect to the control then becomes
% = Hu + ((K')TC3)u
H'
u = Iiunz + i(K')TC3]uu
when the constraints are satisfied, i.e., C i < 0, K!1  0 and
the Hamiltonian and its derivatives remain unaltered. When one
or more of the constraints are violated, i.e., C i > 0, the
corresponding K!1 	large positive values and the Hamiltonian
and its derivatives are altered by the penalty term.
The sweep method iteration begins with an estimated con-
trol program u(t) which, in general, does not satisfy the
condition Hu(t) = 0 nor does the initial trajectory satisfy the
terminal conditions L(x(tf),tf) = 0 and n(x(tf),A(tf),tf) = 0.
Improvement of the control is then computed from
du = K1 Sx + K2dv + K3dt3 + K4
The terms involving dv and dtf serve to reduce the dissatis-
factions of the terminal conditions, while K4 , which contains
Mu, serves to reduce the dissatisfaction of the condition
Hu(t) - 0. If the initial iterate lies within the constraint
boundary, the calculations of the control increment du does
not anticipate the abrupt change in slope of the Hamiltonian at
the constraint boundary. This characteristic may be expected to
cause convergence problems in a numerical application of the
method. A method suggested by Kelly  may be used to help over-
come this problem. The method consists of starting with a
relatively small value of Ki and increasing it as convergence
proceeds.
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CHAP'T'ER III
Computational Method
To begin a solution of an optimal control problem by the
sweep method it is necessary to estimate values for the control
history, u(t), to < t < tf the multipliers, v, and the final
time, tf. It is also necessary to select an initial value of
the correction factor, c, and a nonsingular weighting matrix to
be used when %u approaches a singular point. This is a
formidable task and one should feel free to consult the wizard
or to u:.i any form of black magic that might be at his disposal.
It is suggested that the initial value of the correction factor
not exceed 0.1 and that it be slowly increased until the full
correction is made as the optimal solution is approached. An
effective weighting matrix depends on the problem being considered
and on the units used in the computation. Once suitable values
are selected one might proceed as follows:
1. Integrate the state equation, (2.2), from the
initial time, to , to the selected final, t f , using the assumed
control, u(t), and the given initial conditions, x(t o). If it
is not convenient to select a final time, one of the state variables
may be used as a stopping condition. At each step in the integra-
tion process, the inequality constraint relation (2.5) must be
checked. If the constraint is not satisfied, adjustments in the
control may be required. For the hard constraint method of Section
2.2 control adjustments are made so that the constraints are
satisfied at all times. The times at which the trajectory enters
and exits the constraint boundary must be saved. These times are
used in the reverse integration to include the effect of constraints
in the calculation.of the new control. For the penalty funcV on
method of Section 2.3, constraint violations are allowed and the
penalty term is included in the calculation of the new control.
Save the state variables, x(t), and the control, u(t), at each
time point, for use in the reverse integration and calculation of
the new control for the next iterate.
2. Compute the values of the moatipliers, A, at the
final.time from,Equations (2.12) using the present values of the
multipliers, v, and the states at t  obtained in Step 1. Also
compute the values of the variables of the Riccati-transformation
at t  from the boundary conditions given by Equations (A3)
through (A6), (A9) through (Al2), and (A16) through (A20) in
Appendix A.
3. Using the boundary conditions computed in Step 2
and the states and controls saved from Step 1, integrate Equations
(2.11) and Equations (2.44) through (2.54) from the final time to
the initial time, to. During this process compute and save the
values of the gains, Ki , as indicated in Equations (2.64) through
(2.67). At each step it is necessary to compute and test H.. If
Huu is positive definite, its inverse may be computed and the com-
putation proceeds normally. If H. is singular, near singular,
or negative definite, the pre-specified nonsingular matrix introduced
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-i
K4 (t) el1US% (3.2)
in connection with Equation (2.30) is used instead of H -I in the
uu
integration of the Riccati variables and in computing the gains.
If at any time during the reverse integration of the Matrix
Riccati Equation the numerical integration corrector fails to con-
verge, it is assumed that a point has been reached where a finite
solution does not exist. Since this point occurs on a non-optimal
path it is not a true conjugate point but it will be referred to as
a pseudo-conjugate point. At this point the integration of all of
the Riccati variables is terminated but the integration of the
Euler-Lagrange equations proceeds and subsequent values of the
gains ar. computed from
Ki (t) = 0	 i = 1,2,3	 (3.1)
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f	 where el is a small damping factor. Computation of the gains
in this manner ignores the changes in the multipliers, A, that
will be encountered on the next iterate. If the gains are computed
in this manner over a large portion of the trajectory the boundary
condition dissatisfactions will no;; be improved. It is for these
reasons that the e l is required. This alternate method is used
to make control corrections that will reduce 61lu and allow the
integration of the Riccati equations to proceed further on the
next iterate.
4. Compute dv and dtf from Equation ;2.59) and compute
new nominal values of v and t f from Equation (2.60) and (2.61).
5. Compute a new nominal trajectory using the new final
time and the new control program determined from
U(t) new 
u(t) old + 6u(t)
where 6u(t) is computed from Equation (2.63). The gains, Ki,
and the values of dv and dt f
 were determined previously. As
the new nominal trajectory is developed, 6x will be dete-Ml.ned
from
6x a 
anew - xold
	 (3.3)
where xold are the states saved from the previous nominal. On
the first nominal trajectory an assumed control, u(t), is used and
6u is not required.
6. Repeat steps two through five until convergence is
obtained. The optimal has been reached if
2s
i 1vt) I I < 61	 (3.4)
IILII <62
	 (3.5)
I I'l l I <63
	 (3.6)
where 61 , d 2 , and 63 are suitably chosen small parameters.
The equations which describe the physical system being
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considered and the equations used in the variational process are
usually nonlinear ordinary differential equations which require
the use of numerical integration. In the example problems that
are considered in Chapters IV and V the numerical integration was
performed using an	 predictor-corrector procedure with a
Runge-Kutta starter. The Rung.: Kutta starter and the predictor
have a truncation error of 0(h5) and the corrector has a trunca-
tion error of 0(h6). The corrector is applied twice automatically
during the forward integration of the state equations. During the
reverse integration of the Riccati variables the percentage error
between two successive applications of the corrector is tested
after the first two corrections are applied automatically. If
E
{
	 the percentage error is less than a specified value (usually 10-6)
{	 a new step is taken. If the error is greater than the reference
value the corrector is alpliPd again. Up to seven applications of
t
the corrector are allowed. Lf after seven applications of the
corrector the error criteria is still not satisfied it is assumed
that a pseudo-conjugate point has been reached and the special
procedure described in step three above is used.
The decision to allow seven applications of the corrector
was reached after obtaining considerable experience with the re-
entry problem. After a suitable integration step size had been
determined it was found that the procedure seldom applied the
corrector more than the two automatic corrections until a pseudo-
conjugate point was approached. As a pseudo-conjugate point is
I
approached the number of corrections on each step increases until
a prespecified limit is reached or the solution reaches infinity.
It was found that if the solution had not converged after seven
applications of the corrector it usually was not going to converge.
If the correct^- was applied more than seven times the solution was
in danger of reaching infinity. An attempt was made to integrate
througi. one of the pseudo-conjugate points by reducing the step
size and using double precision accuracy. The attempt was not
successful, which indicates that the singular point was not the
result of numerical inaccuracy.
The integration step size, which was constant, was
determined by requiring four decimal place accuracy for all vari-
ables after one forward and one reverse integration. A step size
of about 0.5 seconds was found to be quite adequate for the low
reentry velocity cases except near the constraint boundary entry
and exit points. The peculiarity near the constraint boundary
will be explained in Chapter IV. A step size of about 0.25 seconds
was used in the final iterates of the high reentry velocity case.
Exactly 0.50 seconds or x .25 seconds was not used because the step
size was adjusted so that the final seep would terminate exactly
at the specified final time.
The numerical calculations described above were carried.
cut by a FORTRAN program written for the Control Data Corporation
6600 computer which has a sixty binary bit word length or approxi-
mately fifteen decimal places. Because of t'^is accuracy feature
singly, precision calculations ware found to be adequate.
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CHAPTER IV
The Reentry Problem
4.1 The Two dimensional Formulation
To illustrate the sweep method with inequality constraints,
a two dimensional atmospheric reentry trajectory problem was chosen.
The lifting body reentry- problem is a complex nonlinear system that
provides a very adequate test for the effectiveness of the method.
A spacecraft begins the reentry phase at the altitude where
the aerodynamic forces become significant. The altitude at which
the aerodynamic forces become significant depends on the velocity
and the ballistic coefficient of the reentry vehicle. The reentry
altitude is assumed to be 300,000 feet above the Earth's surface
for near Earth orbital return. velocities (25,000 - 26,000 fps) and
400,000 feet above the Earth's surface for lunar return velocities
(-36000 fps).
If it is assumed that the Earth may be represented as a
non-rotating, homogenous sphere and if the Earth center is assumed
to be an inertial point in space, the motion of the reentry vehicle
moving in a vertical plane, as shown in Figure 4-1, may be repre-
sented by the following differential equations.
V= fl = - m - gsin -y	 (4.1)
L
Y = f2 = V - f)cos Y +	 (4.2)
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Figure 4.1. Two Dimensiona Geocentric Coordinate System
-$a(r-re)
p poe (4.7)
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r = f3 =V sin y	 (4.3)
Q=f4-r Cos y
	 (4.4)
The first two equations are dynamic relations and the last two
equations are kinematic relations which describe the motion of
the center of mass of the vehicle. The coordinate system used
is shown in Figure 4.1. Only the aerodynamic forces of lift and
drag and the force due to the Earth's gravitational potential
are considered. The lift force, La , and the drag force, D, are
assumed to be functions of the atmospheric density, the velocity,
and the geometric characteristics of the vehicle according to the
following relations.
D = T pV2CDS
	
(4.5)
La = ^ pV2CL5
	
(4.6)
The atmospheric density, p, is actually a complicated function of
the altitude, the time of day, the season of the year, and many
other variables; but only the dependence on altitude will be con-
sidered here. The dependence of density on altitude will be
approximated by the exponential function,
where p  is the density at sea level, ro is the mean Earth
II
radius, and 6a is a density constant. The lift coefficient,
CL , is used as the control variable and an inequality constraint
of the form
CL - C2 	 •< 0	 (4.8)
IMAX
is imposed to insure that the lift coefficient will remain within
physically realistic limits. The drag coefficient, CD , is
assumed to be related to the lift coefficient by the following
quadratic function
CD
 = CD + KC2 	(4.9)
0
where CD is the zero lift drag coefficient and K is a
0
constant selected to represent the aerodynamic characteristics of
the vehicle being considered. The quantities CD and K are
0
assumed to be constants although they are functions of the Mach
number.
The aerodynamic convective heating rate may be approximated
by
q = alp l/?.V3.15	 (4.10)
where al is a heating constant. The total relative deceleration
is given by
34
aT
 = V "a + D2 /m	 (4.11)
The function to be minimized is the integral of a linear combina-
tion of the heating and the deceleration squared, i.e.,
I = tf {a p1/2V3.15 + a [(L
 
a)
2
 + (D) 2 ]}dt
	 (4.12)1	 o m	 m
J [to
where 
x
  is used as a scaling factor to adjust the relative
magnitudes of the two terms. The function, I, was chosen to
agree with the function used by Leondes 3
 so that the results of
a test case might be compared with his.
Ihe initial conditions for the reentr y trajectory are
given as
V (to) = Vo
Y (to) = YO
	 (4.13)
r(t0) = TO
where V  is the initial velocity, Yo is the initial flight
path angle, and ro is the initial radius. The initial values
of the Lagrange multipliers, al (to), a2(to), and a3(to) are
unknown quantities. The initial time, to , is assumed to be zero.
The specified terminal trajectory conditions are given as
V(tf) = Vd
Y (t f) - free
	
(4.14)
r (t f) = rd
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where Vd
 is the desired terminal velocity and rd is the
desired terminal radius and the terminal flight path angle is
not specified.
The terminal values of the Lagrange multipliers, A(tf),
are determined from Equation (2.22) written as
XT (tf) = vTLx
	(4.15)
where G(x(tf),tf) is identically zero for the present problem.
Using the terminal constraints given above, Equation (4.15) re-
duces to
al(tf) 
= Ill
a 2 (t f) = 0
A 3 ktf) = v2
The values of v l and v2 are part of the quantities which must
be estimated to begin the iterative process.
For the variable final time problem Equation (2.23) must
be satisfied at the final time. Since P is not explicitly time
dependent for the reentry problem, Equation (2.23) reduces to
H(t f) = 0.
If the equations of motion and the terminal constraints
are adjoined to the function to be minimized, given by Equation
(4.12), the augmented function may be written as
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I - vl [V(tf) - Vd] + v2 [r(tf) - rd]
t 
+	 [H - a 1V - a 2Y - a3r]dt
ito
where the Hamiltonian, H, is defined as
H = alpl/2V3.15 + ao [( ma) 2 + (m)2]
L
+ a l [- m - g sin Y] + A 2 I (r - )co s Y + a
+ a 3 [V sin Y] + M[CL - CLMAX]
The range angle, a, described by Equation (4.4) was not adjoined
since it does not enter the variational problem but is computed
only to complete the trajectory data.
All of the partial derivatives required to implement the
sweep method ate given in the equation summary given in Appendix B.
When integrating Equations (2.44) through (2.54) to obtahi
the values of the Riccati variables, it is necessary to evaluate
the coefficients in the differential equations using Equations
(2.33) when not on a constraint boundary while using Equations
(2.40) when on a boundary. For the present problem Equations (2.40)
reduce to
A = fx
B=0
37
C - -11-a
v- 0
w- 0
Therefore, the time derivatives of the Riccati variables are
discontinuous at the entry and exit points of the constraint
boundary. A numerical integration step size of 0.5 seconds is
used to numerically integrate the differential equations over
all parts of the trajectory away from the constraint boundary
entry and exit points. In regions near the entry and exit points
the step size was reduced to 0.05 seconds. This procedure was
used as a simple alternative to the technique of searching for
the exact entry and exit times. Special procedures were required
in these regions not only because of the discontinuity in the de-
rivatives but because Hu
 could not be sufficiently reduced near
the entry and exit points without taking a numerical integration
step very near these points. The Lagrange multiplier derivatives
are not discontinuous across the constraint entry and exit points
since the constraint does not contain a state variable. (See
Equation (4.8)).
The variational two point boundary value problem is now
well defined and the sweep method may be applied using the compu-
tational procedure described in Chapter III. The optimal control
histories and the reentry trajectories that resulted are presented
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in Chapter V.
4.2 The Three Dimensional Formulation
In order to adequately simulate a reentry trajectory in
which out of plane motions are to be considered a three dimensional
formulation must be used. Out of plane motion must be considered
in a simulation of a reentry vehicle of the Apollo type. The
Apollo reentry vehicle has no pure pitch control available but
only the roll angle, or bank angle, control. The Apollo reentry
vehicle was chosen as the vehicle to be simulated because (1) the
Apollo Program is currently of great interest and (2) the vehicle
has a unique control system.
The forces acting on the Apollo spacecraft during reentry
are shown pictorially in Figure 4.2. The center of gravity is
off set from the geometric center and maintains the trim angle
of attack, mA. The magnitude of this angle of attack depends
on the Mach number and other variables but it is approximately
2.5 degrees. Z3 The resultant force of the aerodynamic lift and
drag forces passes through the center of gravity and maintains
the trim angle of attack. The force of gravity, mg, will be
the only other force considered to act on the vehicle. The drag
coefficient, CD, is not a function of the lift coefficient, CL,
since the angle of attack is constant. Control is obtained by
changing the direction of the lift while the magnitude of the
lift coefficient remains constant. The dependence of the lift
and drag coefficients on the Mach number will not be considered.
The lift &-M drag forces are determined from Equations (4.5) and
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Figure 4.2. Force Diagram for tie Apollo Spacecraft.
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(4.6) as before. The direction of the lift force is determined by
the roll angle, 8C , which is shown in Figure 4.2. Using the roll
angle as the control variable removes the inequality constraint that
was present in the two d.in:ensional formulation since any roll angle
is acceptable. The absence of the control variable inequality con-
straint tends to simplify the problem but the three dimensional
trajectory nodel is more complex. The problem is further complicated
by the addition of terminal position constraints. As the variational
problem is formulated at least one of the terminal quantities lati-
tude, longitude, or heading angle must be specified to avoid an
undesirable situation in determining the optimal control. This
problem will be discussed in a later paragraph.
The same Earth model used in the two dimensional formula-
tion will be maintained except the gravity potential will be
approximated by the inverse square law. The equations of motion
of the reentry vehicle in a three dimensional model may be written
as
V=fl=-g sin Y'm
	
(4.16)
L
Y = f2 = (r - f) Cos Y + ^ cos BU 	(4.17)
r=f3 =V sin Y
	 (4.18)
-V cus cos A sin a La sin BCA = f	 Y4	 rcos a	 " MV cos Y	 (k• t5;
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=f=V cos 
r 
sin AS
_V cos y cos Ae 
=f6 	 rcos A
(4.20)
(4.21)
where the lift force, La , and the drag force, D, are defined
in Equations (4.5) and (4.6). The local acceleration of gravity,
g, is determined from,
g = u
	
(4.22)
where u is the gravitational constant for the Earth. The mass,
M, of the vehicle will be assumed to be constant and the atmos-
pheric density, p, will be determined from an °xponential function
of altitude as given by Equation (4.7). The coordinate system used
in Equations (4.16) through (4.21) is shown in Figure 4.3. This
system of equations possesses singularities near zero velocity,
near zero radius, near the poles (A _ t 90°), and near vertical
flight (y = ± 90°). These singularities will pose no problems
since the flight paths of interest are well away from these areas.
Equations (4.16), (4.17), and (4.19) are dyna.^=ic equations involv-
ing the forces acting on the vehicle and Equations (4.18), (4.20),
and (4.21) are kinematic relations.
The performance index to be minimized is
Itf
I =	
(JCL-2--+C^2
   ^pSV2 + aop112V3)dt
0
where A  is used as a scaling factor. The first term is the
r
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Figure 4.3. Three Dimensional Geocentric Coordinate System
aerodynamic acceleration and the second term is the heating.
Neither term is the same as was used for the two dimensional model.
This performance index was chosen so that a correspondence would
exist between this study and a closely related study presently be-
ing conducted by a fellow graduate student.
If only the final altitude and velocity are chosen as the
trajectory terminal constraints, then
V(tf) - Vd	0
L (x (t f) , t f) =	 _
r (t f) - rd	0
as was used for the two dimensional model. These terminal con-
straints will lead to an undesirable situation involving the
optimal control as is shown by the following analysis. If the
constraints are adjoined to I by Lagrange multipliers, then
I = vl [V(tf) - Vd] + v2 [r(tf) - rd]
+ 
Jtf
	 XTx] dt
to
where the Hamiltonian, H, is defined as
H = Q + XTf
44
The differential equations for the multipliers, a, may be written
as:
45
al
 = -IY 	 {QV
 + 11(fl)v + 2 ( '7)V
(4.23)
+ a 3 (f3 )V + a4 (f4 )V + a 5 (f5 )V + a6(f6)V}
i2 = -HY = - { Al (fl ) Y + a 2 (f2 ) Y + A3(f3)Y
(4.24)
+ A4 (f4 ) , + a5 (f5 ) Y + a6(f6)Y}
a3 = -Hr = - (Qr + a i lrl ) .r + a2(f2)r
(4.25)
+ a3 (f3 ) r + a4 (f4 ) r } a5(f5)r + a6(f6)r}
a4 = -HA 	
"
4 ("4 )A 
+ '5(f5)A + a6 (f6 )A}	 (4.26)
i5 = -Ho = - {X 4(f4)6+ a6 (f6 ) A }	 (4.27)
i6
= -
He =0
	
(4.28)
where the terms that are identically zero were deleted. Now the
final values of the multipliers, a, are determined from Equation
(2.12) as
al(^f) = vl
a 2 (tf) = 0
x 3 (tf) ` v2
A4
 (t f) = 0
a s (t f) = 0
a6 (t f) = 0
By inspection of the final values of a 4 , a 5 , and a6 and the
corresponding differential equations it is seen that
a4 (t) = a s (t) = A 6 (t) = 0
If the optimality condition is now written as
La	 La cos $CHu = - a2 
mMV sin sC A4 m	
=
0 cos Y	 0
or
L
a2 ^ sin SC = 0
then 
a  
can only be
sC = 0°
or
sC = 180°
L
since 
m 
is non -zero and a2 is zero only at a finite number
46
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of points. At the points where 
a2 is identically zero the optimal
8C is indeterminate. The choice of the two possible values of BC
is grade so that ifuu
 is positive.
L
fiuu
 = - a 2 m . cos 8C
L
Since the term 
mv 
is assumed to be strictly positive, then
8C = 0 0 for x2 < 0
and
8C = 180 0 for a2 > 0
and is indeterminate for a 2 = 0.
Thus, if only the final altitude and velocity are used as
terminal constraints, tine optimal trajectory seeks to remain in a
vertical plane and the control experiences discontinuities at the
points where A 2 passes through zero. This is the undesirable
control situation mentioned earlier.
The final value of the heading angle, A, does not appear
to be an important trajectory variable but the final values of the
latitude, n, and the longitude, e, may be used to control the
landing site. The terminal trajectory constraints were then chosen
to be velocity, latitude, and longitude. The final value of the
altitude was not constrained under the assumption that if the final
velocity was satisfied the altitude would necessarily be within
the desired range. The numerical results tend to verify this assumption.
With the final latitude and longitude included in the
terminal constraints the final values of the associated multipliers,
A 5 and A6 , are not in general equal to zero. Then the solutions
of Equations (4.26) and (4.27) are non-trivial and the discontinuities
do not appear in the solution for the optimal control. The new
terminal constraint relations may then be written as
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V(t f) - Vd	0
L(X(tf),tf) =	 A(tf) - Ad	 0
	
(4.29)
e (t
.) - ed	 0
where the desired final values of the velocity, latitude, and
longitude are indicated by Vd , ed , and ed , respectively. From
Equation (2.12) the final values of the multipliers are
A1 (t f) = vl
A2 (tf) = 0
A3 (tf) = 0
A4 (t f) = 0
A5 (t f)	 v2
A6 (tf) = v3
where vl , v2 and v3 are part of the unknown parameters which
0
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must be estimated to begin the solution. An additional condition
which must be satisfied at the final time is given by Equation
(2.14) which roduces to
fi (t f) - 0
since Pt is idmitically zero.
The relations which must be satisfied on the interval
are summarized as follows
x - f(x,u,t)
	
(4.30)
a - -Fix	 (4.31)
H
u
 - 0
	
(4.32)
The vector Equation (4.30) represents the state equations (4.16)
through (4.21). The vector Equation (4.31) represents the six
Lagrange multiplier equations. Equation (4.32) is the optimality
condition and is a scalar equation since only one control variable
is used. The partial derivatives of the Hamiltonian with respect
to the states, Hx , and the partial derivative of the Hamiltonian
with respect to the control, Hu , are given in Appendix B along
with all of the other partial derivatives which are required to
implement the sweep method.
Numerical data, that resulted from an application of the
sweep method to the boundary value problem defined above, are
presented in Chapter V.
C: tAPM V
Numerical Results
The two atmospheric reentry trajectory problems formulated
in Chapter IV were programmed in FORIM for the control Data
Corporation 6600 digital computer. The computational method des-
cribed in Chapter III was used as the programming approach. Single
precision computation was used throughout the investigation after
a test run using double precision revealed no significant changes.
This is attributed to the fact that the 6600 computer is accurate
to fifteen decimal places using single precision computation. The
numerical results for both the two and three dimensional reentry
trajectory problems are presented in the following sections.
5.1 The Two Dimensional Trajectories
The two point boundary value problem formulated in Section
4.1 for the two dimensional atmospheric reentry model was solved
numerically by the sweep method using the following set of boundary
conditions
V(to) - 25800 fps	 V(tf) - 1500 fps
Y(to) - -2.29 deg	 Y(tf) - free
r(to) - 300,000 + re ft ; r(tf) - 80,000 + re ft
to - 0	 ; tf - free
The given initial conditions represent typical reentry conditions
50
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from a near Earth The terminal zon4itions were selected so
that the vehicle wou?:' Lie well beyond the critical region of heat-
ing =d aecel_eratian.
The trajectory model, the function to be minimized, and
the asscci."_•td constants were selected to ag ee with those used
h3►
 Leondes and Niemann12
 so that a comparison of the results would
be possible. The following physical data constants were used and
all agree with those used by Leondes except CD and K.
0
S = 130 ft 
g = 32.2 ft/sec2 (assumed constant)
CD = 1.2; 1.3
0
K = 0.0; 0.2; 0.3; 0.4; 0.6
ao = .0027 slugs/ft3
sa = 4.2 x 10 -5 ft-1
re = 3960. x 5280. ft
m = 326 slugs
C4t ^ = 0.700
There are three major differences in this problem and that of
Reference 12:
(1) The terminal velocity used in the present study is
1500 FPS compared to about 3000 FPS used by Leondes
(2) The final time is free in this study but was a fixed
S1
from a near Fart^,	 '11ie terminal . -ornlitions were selected sn
that the vehicle woul:" Oe well beyond the critical region of lieat-
ing ::nd decelcratien,
T7i-, trajectory, model, the functior to be minimized, and
the asFi c, a'cd constants were selected to a ll,,-cc with those used
h;,
 Leon(ieG a,id Nicm.-.:ui12
 so that	 comparison of the results would
be possible. 11 ,c following physical (-'at,. constants were used and
all agree with those used by Leondes except CD and K.
0
S = 130 ft 
g = 32.2 ft/sec t (assumed constant)
C 
	
= 1.2; 1.3
0
K = 0.0; 0.2;	 9.4; 0.6
00 = .0027 slugs /ft'
B  = 4.2 x 10 -5 ft-1
re = 3960. x 5280, ft
m = 326 3ls;!:s
C^
	
= 0.700
Mere are three major differences in this problem and that of
Reference 12:
(1) The terminal velocity used in the present study is
1500 FPS compared to about 3000 FPS used by Leondes
(2) The final time is free in this study but was a fixed
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quantity in Reference 12.
(3) The d-ag coefficient used in this study is computed
from CD = CD + KC L, whereas Leondes used CD and CL0
as independent control variables.
Although these differences are significant, the shape of the curves
for the optimal lift programs shown in Figures 5.1, 5.3, 5.5, 5.7,
and 5.9 are very similar to the shape of the curve given in Figure
3 of Reference 12. The state variable histories correspostding to
the optimal lift histories are shown in Figures 5.2, 5.4, ^.6, 5.8,
and 5.10. Thy constant, K, in the drag polar was varied from zero
for the data given in Figures 5.3 and 5.4, to 0.6 for the data given
in Figures 5.9 and S.10, all other parameters were held constant.
The data of Figures 5.1 and 5.2 are a special case where K is
zero and CD is 1.3.
0
A table which illustrates the convergence of the iterative
method for K = 0 and CD = 1.3 is given in Table 5.1. The table
0
lists the values of the following quantities for about every second
iterate: the correction factor, e; the final time, t f; the terminal
altitude, hf; the terminal veloci ty, Vf; the maximm absolute value
of u encountered on the trajectcry, Ham; and the multiplier
corrections, dv1 and dv2 . The first iterate uses the control pro-
gram given by the dotted line in Figure 5 . 1 and the following estimated
values of the multipliers, v, and the final time, tf.
r0
14
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TABLE 5.1
Convergence Table
CD a 1.3 K = 0
0
Iter
	 e	 t 	 h 	 V 	 dv1	 dv2
1 .05 400.0 81808 1545 -3.989 x 105 -389.4 20.64
3 .05 404.5 80328 1513 -3.581 x 105 21.2 .18
5 .05 408.0 80636 1525 -3.189 x 10 5 4.9 .90
7 .25 414.3 81833 1578 -2.559 x 10 5 -411.9 8.47
9 .45 428.4 88381 1912 -1.284 x 10 5 -718.5 25.38
10 .55 448.4 83726 1746 -4.939 x 104 -869.8 13.82
-------------------------------------------- ------------------------- -----*
11 .10 450.0 81066 1610 -1.895 x 10 5 645.9 -35.30
13 .10 467.0 81006 1547 -9.120 x 104 113.9 - 5.60
15 .10 475.0 80133 1507 -7.596 x 104 - 10.8 - 2.15
17 .30 485.0 80932 1539 -5.406 x 104 -143.0 - 0.47
19 .50 508.4 79892 1513 -1.454 x 104 -502.,3 6.72
--------------------------------------------------------------------- -----*
20 .10 500.0 80083 1503 6.935 x 103 -332.5 4.82
22 .10 519.0 80830 1543 5.776 x 10 3 -308.2 5.32
26 .20 546.0 79492 1500 1.965 x 104 -539.4 10.20
30 .30 570.3 79453 1501 1.405 x 104 -325.9 4.67
32 .50 S81.5 79214 1487 1.692 x 104 -142.6 0.27
34 .70 586.9 79507 1486 6.668 x 10 3 24.0 -1.67
36 .90 587.9 79638 1486 -1.382 x 103 6.58 -0.27
38 1.00 587.9 80005 1500 2.672 x 101 0.28 -0.01
40 1.00 587.9 80000 1500 1.681 x 101 0.00 0.00
Manual Restart of Iterative Procedure
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vl
 = 6500
V2 = 30
t  = 400 sec
The initial control program and final time were chosen to produce
a terminal altitude and velocity near the desired values. Com -
parison of the two curves of Figure 5.1 shows that the initial
control was a poor estimate of the optimal solution. The initial
values of vl and v2 were chosen using data obtained during
checkout of the computer program. The final computed values of
vi and v2 are given in Table S.2 as al(tf) and X3(tf)'
These final values are significantly different than the assumed
starting values. The first entry in the H 	 column indicates,
uMAX
by its large absolute value, that the first trajectory is not close
to the optimal solution. A correction factor, e, of .05 was used
on iterates 1 through 5 and was increased by 0.1 on each of the
iterates 6 through 10. On iterate number 11 a correction factor
of 0.65 proved to be too large and was consequently reduced to
0.1 by a manual restart of the procedure. A similar situation
occurred on iterate number 20 where it was again necessary to re-
duce the correction factor to 0.1 after 0.6 was found to be too
large. The large increments in the final time seemed to be the
factor that made it necessary to reduce the correction on iterates
11 and 20. The procedure did not converge smoothly to the desired
values of the terminal altitude and velocity nor did it reduce
P
55
TABLE 5.2
Lagrange Multiplier Boundary Conditions
CD  K
t
 al(to) A2(to) a3(to) a1 (tf) a3(tf)
1.3 0 587.9 1.1049 x 104 6.4909 x 10 7 65.953 -372.3 154.90
1.2 0 604.9 1.1409 x 104 7.3030 x 107 66.675 1406.0 87.95
1.2 0.2 597.1 1.1505 x 104 9.1847 x 107 71.219 1644.6 81.05
1.2 0.3 592.7 1.1505 x 104 9.2747 x 107 71.371 1771.9 77.34
1.2 0.4 587.8 1.1473 x 104 8.7918 x 107 69.927 1902.3 73.54
1.2 0.6 577.1 1.1328 x 104 6.4686 x 107 63.408 2166.1 65.79
A2 (tf) - 0
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IIU9AX smoothly until the final time reached a constant value on
iterate 36. The final time increased throughout the process, ex-
cept on iterate 20 which was restarted manually at 500 seconds.
The non-uniform convergence is partly the result of the arbitrary
selection of the correction factor.
On the first trajectory a volution to the matrix Riccati
equation existed only from 60 to 400 seconds and it was not until
iterate number 9 that a solution existed over the entire trajectory.
This illustrates the effectiveness of the numerical method presented
in Chapter III for such a situation.
The case where K = 0 was selected for the initial con-
vergence attempt since H UU. is strictly positive when K = 0 (see
Appendix B for the H U expression). The value of H
u
 used in
the reverse integration of.the Riccati equations was restricted
to a minimum of 1000. Smaller values were encountered during the
first sixty seconds of the trajectory and although Ii uu remained
positive, values smaller than about 1000 increased the tendency
of the Matrix Riccati Equation to become unstable.
The optimal control program obtained for the case K = 0
and CD = 1.3 was used as the initial guess to begin the itera-
tion for K = 0 and CD
 = 1.2. The process of beginning with a
0
previously determined control history was repeated until a family
of control programs were generated for K = 0 to K - 0.6. From
fifteen to eighteen iterations were required for convergence for
each value of K greater than zero. Even with the good estiinates
Ilb
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of the control program, 11 U almost always assumed negative values
during the first one hundred seconds of the trajectory on the early
iterates. Using the technique of placing a positive lower limit on
the value of H
uU 
used in the integration of the Riccati equations,
Huu would take on positive values over the entire trajectory after
five or six iterations.
The convergence table for K = 0.6 is shown in Table 5.3
where it is seen thpt the convergence characteristics are much
better behaved th;ut the initial convergence given in Table 5.1.
Of course, this is because a much better estimate of the optimal
control was available. Perhaps the correction factor, E, could
have been increased more rapidly and convergence obtained in fewer
iterations. The selection of a correction factor is not a trivial
matter and is an area that needs further study. Much more ambi-
tious correction factors were used for K = 0.3 and the results
are shown in Table 5.4. In this case the result was rapid con-
vergence but in many cases unstable behavior might be expected.
Figure 5.11 shows a comparison between the optimal lift
programs computed by penalty function method and the hard constraint
method for K = 0.3. The penalty function constant, K', was chosen
to be 5.0 x 10 7 . The value was chosen so that the constraint
violations would be readily apparent in a plot such as Figure 5.11.
Larger values of K' could be used to reduce the magnitude of the
violations.
During the iteration procedure using the penalty function
method, large violations of the constraint were experienced on the
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TABLE 5.3
Convergence Table
CD i 1^2, K . 0.6
0
Iter	 E	 tf	 h 	 Vf	 IfuMAX
	dvl	 dv2
1 .2 588.1 65126 1035 -1.808 x 10 5 -1335.0 29.15
2 .2 584.6 68028 1132 -7.784 x 104 - 630.5 12.05
3 .2 582.6 70401 1209 -6.109 x 104 -	 41.48 -	 .80
4 .2 581.0 72321 1269 -4.526 x 104 165.8 -5.93
5 .2 579.9 73736 1312 -3.586 x 104 196.5 -6.87
6 .2 579.0 74953 1349 -2.825 x 104 182.2 -6.53
7 .2 578.4 75989 1381 -2.224 x 104 154.8 -5.72
8 .2 578.1 76754 1403 -1.754 x 104 124.9 -4.75
9 .2 577.8 77433 1424 -1.387 x 104 100.2 -3.91
10 .2 577.6 77928 1438 -1.099 x 104 79.18 -3.15
11 .3 577.5 78359 1451 -8.725 x 103 94.15 -3.82
12 .4 577.4 78822 1465 -6.017 x 103 85.84 -3.56
13 .5 577.2 79299 1479 -3.529 x 103 63.01 -2.68
14 .6 577.2 79657 1490 -1.720 x 10 3 36.95 -1.61
15 .7 577.2 79869 1496 -6.729 x 102 16.91 -0.747
16 .8 577.16 79934 1498 -2.020 x 102 5.71 -0.255
17 .9 577.13 79997 1500 -4.144 x 101 1.30 -0.058
18 1.0 577.14 80018 1501 -5.940 x 100 0.14 -0.006
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TABLE 5.4
Convergence Table
CD
 - 1.2 K - 0.3
0
Iter a tf h V  H
1 .5 604.9 68474 1176 3.512 x 104
2 .5 597.1 74651 1351 -1.323 x 104
3 .7 595.1 77342 1428 -6.784 x 103
4 .9 593.5 79187 1478 -2.182 x 103
5 1.0 592.8 79925 1498 3.355 x 102
6 1.0 592,.7 79970 1499 8.207 x 100
7 1.0 592.67 80003 1500 2.628 x 10'
8 1.0 592.67 80004 1500 1.890 x 100
9 1.0 592.68 80000 1500 0.706 x 100
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early iterates. This was particularly true when the state variable
terminal constraint dissatisfactions were large and called for
large increments in the control variable. The large violations were
reduced as convergence proceeded.
S.2 The Three Dimensional Trajectories
The two point boundary value problem formulated in Section
4.2 for the three dimensional reentry model was solved numerically
for two sets of boundary conditions. The initial conditions for
the first set are similar to those used for the two dimensional
model and are used to simulate reentry from a near Earth orbit.
The first set of state variable boundary conditions are given by
V(to) = 25800 fps	 V(tf) = 1000 fps
Y (to) _ -2.29 deg	 Y((tf) - free
r(to) = 300,000 + re ft ; r(tf) - free
A(to) = 0 deg	 ; A(tf) - free
gto) = 0 deg	 ; e(tf) _ -0.2 deg
e(to) = 0 deg	 ; e(tf) = 18.53 deg
to = 0 sec
	 ; t f - free
The initial values of the heading angle, A, the latitude, a, and
the longitude, e, were chosen arbitrarily. The final value of
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the velocity was chosen so that the terminal altitude would be
near 80,000 feet. The final values of the latitude and longitude
were chosen to represent a hypothetical terminal point. The fol-
lowing physical constants are used.
S - 129.3 ft 
P - 1.4076519 x 1016
 ft3 /sec t
CD - 1.3
CL = 0.35
Po - . 0027 slugs/ft3
O
a
 - 4.2 x 10 -5
 ft-1
ro - 3960. x 5280. ft
m - 204. slugs
The aerodynamic reference area, S, the drag coefficient, CD, the
lift coefficient, CL , and the mass, m, were chosen to be repre-
sentative of the reentry configuration of the Apollo spacecraft.
A convergence table for this set of boundary conditions
is given in Table S.S. The terminal constraints were very nearly
satisfied on the first iterate and the violations were small
through out the iterations process. On the first iterate H .
was negative over approximately eighty percent of the trajectory
f
TABLE 5.5	 73
Convergence Table
V(t0) - 25800 fps
Iter
t 
H,^M dvi dv2 dv3 c
1 465.0 471.2 3.117 -14.92 x 104 71.60 x 104 .1
3 466.9 370.2 -0.671 -4?.55 x 102 -12.93 x 104 .1
5 467.1 90511 -1.480 53.15 x 103 -42.86 x 104 .1
7 457.8 1707. -1.092 96.14 x 103 -52.32 x 104 .1
9 468.3 1429. -0.797 81.12 x 103 -50.14 x 104 .1
-------------------------------------------------------------------- -----*
10 469.0 1257. -2.455 -62.70 x 103 -23.53 x 104 .1
12 469.2 1402. -0.665 11.37 x 104 -46.10 x 104 .1
14 469.5 1006. -0.399 11.17 x 104 -35.46 x 104 .1
16 469.6 742. -0.476 89.79 x 103 -29.65 x 104 .1
18 469.7 c -0.311 89.46 x 103 -23.79 x 104 .1
20 469.9 398. -0.764 20.76 x 104 -52.52 x 104 .3
23 470.1 85.0 -0.274 11.77 x 104 -23.07 x 104 .6
-------------------------------------------------------------------- -----*
24 470.0 57.9 0.636 -14.16 x 103 31.52 x 103 .2
28 470.4 26.5 -0.055 64.91 x 102 -21.26 x 103 .2
30 470.4 14.6 -0.076 75.27 x 102 -24.19 x 103 .4
32 470.4 7.79 -0.066 28.76 x 102 -82.50 x 102 .6
34 470.3 5.23 -0.053 52.79 x 101 -14.56 x 102 .8
36 470.3 3.72 -0.039 11.29 x 100 -61.38 x 101 1.0
39 470.3 2.54 -0.019 75.25 x 100 -28.64 x 101' 1.0
-------------------------------------------------------------------- -----*
40 470.24 1.95 -0.038 27.00 x 101 -10.45 x 101 1.0
42 470.24 0.782 -0.002 -82.34 x 10-1 -20.39 x 100 1.0
44 470.23 0.640 -0.000 32.18 x 10-2 -21.51 x 10-2 1.0
* Manual Restart of the Iterative Procedure
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and was not positive over the entire trajectory until iterate
number 22. The lower limit on I% was set at 500 for use in the
reverse integration of the Riccati variables. This value proved
to be too large for the last few iterations and the convergence
rate was inhibited. For this example no problems were encountered
during the integration of the matrix Riccati equation.
Figure 5.12 shows a comparison of the initial estimated
control program and the final solution for the optimal control pro-
gram. The initial assumed roll angle as a function of time is
represented by the dotted line and the optimal roll program is
represented by the solid line. This problem is another example
of the ability of the procedure to converge to the optimal solution
from a relatively poor guess of the co'
Three of the state variable histic.les of the optimal
trajectory are shown in Figure 5.13. The altitude decreases rapidly
during the first one hundred seconds but a mild increase in altitude
begins at about one hundred thirty seconds. The altitude continuously
decreases from about two hundred seconds to the final time.
The optimal roll program shown in Figure 5.12 has two peaks,
one at about sixty seconds and another at about four hundred seconds.
The effect of these peaks on the heading angle is shown in Figure
5.14. This effect is partic^.Llarly evident at four hundred seconds
where a sharp change in the slope of the heading angle curve is
apparent.
The second set of boundary conditions, for which an optimal
control program was computed, simulates reentry from a lunar return
r0
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trajectory. This set of state variable boundary conditions is given
by
V(to) - 36000 fps 	 V(tf) - 1000 fps
Y (to) - -6.5 deg	 Y(tf) - free
r(to) - 400,000 + re ft ; r(tf) - free
A(to) - 0 deg	 ; A(t f) - free
o(to) - 0 deg	 ; n(tf) _ -0.6 deg
e(to) - C leg	 ; e(tf)	 22.0 deg
to = 0 sec	 t  - free
A cor.-rergence table for this case is given in Table 5.6. The
terminally constrained state variables are listed since +.i.ey
were somewhat in error on the initial trajectory. The correc-
tion factor, e, was not used on terminal constraint dissatis-
faction, as indicated in Equations (2.79) and (2.80), but was
used only on the dissatisfaction of fu. This accounts for the
fact that the terminal velocity experiences some over shoot and
that all terminal constraints are closely satisfied after only
four iterations. Using the full corrections on the terminal
constraint dissatisfaction is not usually recommended since the
over shoot experienced on the second iterate is likely to cause
divergence. The rapid but oscillatory convergence of the final
velocity may be compared to the slow but smooth convergence of tub
3
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Convergence Table
V(to) = 36000 fps
Iter 1^w tf Vf 6f of E
1 6.207 x_ 104 528.6 638 -.60 21.36 .1
2 2.197 x 104 495.1 1226 -.59 21.84 .1
3 1.629 x 104 507.3 1024 -.60 21.99 .1
4 1.458 x 104 508.8 1001 -.60 22.00 .1
6 1.180 x 104 508.7 1000 -.60 22.00 .2
7 0.949 x 104 508.6 1000 -.60 22.00 .3
8 0.675 x 104 508.4 1000 -.60 22.00 .4
-----------------•--------------------------------------------- -----*
9 -5.629 x 103 508.1 7.020 -.61 22.07 .1
10 -5.064 x 103 508.1 1000 -.60 22.00 .1
12 -4.157 x 103 507.7 998 -.60 21.99 .1
14 -3.418 x 103 507.3 998 -.60 21.99 .2
15 -2.774 x 103 506,9 1000 -.60 22.00 .3
16 -1.928 x 103 506.3 998 -.60 21.99 .4
18 -6.249 x 102 504.7 1001 -.60 22.00 .6
20 -2.073 x 102 504.0 997 -.60 21.99 .8
22 -5.586 x 101 502.7 998 -.60 22.00 1.0
24 -3.565 x 101 501.6 1000 -.60 22.00 1.0
28 -8.470 x 100 500.14 1000 -.60 22.00 1.0
30 -5.002 x 10° 500.15 1000 -.60 22.00 1.0
34 -6.852 x 10 -1 500.17 1000 -.60 22.00 1.0
36 -4.999 x 10 -1 501.17 1000 -.60 22.00 1.0
* Manual Restart of Iterative Procedure
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where the correction factor was applied.. The abrupt change in
sign of H	 and the terminal constraint dissatisfactions on
uNAX
iterate nine are due to a manual restart of the procedure at
that point. The terminal constraints are again immediately satis-
fied eva iterate ten.
The convergence of the optimality condition, Hu , is
shown graphically in Figure 5.15. The need for the correction
factor, e, is illustrated by iterates one and two where only a
ten percent correction was requested but the actual reduction
in 
u
 was about sixty-five percent. If the full correction
had been used divergence would have almost certainly resulted.
Distinct changes in slope can be seen at iterates six and four-
teen where increases in the correction factor were begun.
H. was again restricted to a minimum value of 500 and
convergence probably could have been accelerated as the optimal
was approached by reducing this min=um --alue. Within a suitable
neighborhood of the optimal the restriction on H , may be re-
moved completely except near the final time where Hinz is
identica?.ly zero. After the iterative process is complete and
the optimal solution is determined it is a simple matter to
review the p-tncess and determine more effective values for the
correction factor and the minimum H.J. but to determine these
parameters in advance is no trivial task.
The optimal solution for the roll angle program, BC(t),
for the given boundary conditions is shown in Figure 5.16. The
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corresponding velocity, flight path angle, and altitude histories
are shown in Figure 5.17, During the first fifty seconds the lift
vector is oriented almost vertically downward as indicated by a
roll angle of about 170 degrees, Ihis initial dive is required to
reenter in the relatively short range, about 1520 statute miles,
imposed by the specified initial and final latitudes and longitudes.
The attitude of the spacecraft is relatively unimportant during the
first twenty seconds where the dynamic pressure is small. The
dynamic pressure begins to increase rapidly at about twenty seconds.
Between fifty and seventy seconds the craft rolls almost straight
up and the pull up phase is initiated, The pull-up phase is clearly
indicated in the altitude history shown in Figure 5.17. During the,
first encounter with the dense atmosphere the vehicle experiences a
high load factor, about 15.6 g's, as evidenced by the step slope of
the velocity curve at about seventy-five seconds as shown in Figure
5.17. The velocity then decreases only slightly until the dense
atmosphere is again reached at about 325 seconds. The velocity
decreases rapidly from this point to the final time. From about
250 seconds to the final time the roll program of Figure 5.16 shows
a remarkable resemblance to roll program of Figure 5.12 which was
computed for the lower reentry velocity.
The deceleration of 15.6 g's experienced on the first dip
into the atmosphere is intolerable if the vehicle is to be manned.
The operational trajectory for the Apollo 6 missionZ3
 has a maximm
deceleration of less than six g's. The initial state vector of the
operational trajectory is very similar to the initial state vector
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used in this study and the altitude profile is similar to that of
Figure 5.17, but the reentry range is about 2900 miles compared to
about 1500 miles for the trajectory of Figure 5.17.
The two most sensitive areas of the control program, with
respect to satisfying the condition u - 0, are the steep slope
at about 60 seconds and the peak at about 430 seconds. Figure 5.18
illustrates the sensitivity of the control program to the dissatis-
faction of the optimality condition in the area of the maximum
value. The two larger values of HuMX shown, -55.9 and -35.6,
occur in the area of 430 seconds. The smallest value of H
shown, which was assumed to be the converged solution, does not
occur in this area. The value of Hu at 430 seconds on the con-
verged solution is about 10 -4 . It should be emphasized that the
values given for 
HUNM 
represent the maximum value of Hu en-
countered over the entire trajectory. The value of Hu is much
smaller in all other areas of the trajectory.
The boundary values of the Lagrange multipliers for the
3
final converged solution are given below.
to 	  
al	 5.374618 x 102	4.554255 x 102
A 2	 1.775991 x 10 7	 .
a3	 -0.2248801
	 0.
A4	 2.020472 x 106
	 .
r
i
80
to 	  
A S	 5.335776 x 106
	5.704133 x 106
A6	 -1.198077 x 107
	-1.198077 x 107
Tl:e data given in Table 5.6 was computed using a numerical integra-
tion step size of 0.S seconds. The multiplier boundary values given
above were refined using data from the final itsrate of Table 5.6
and an integration step size of 0.25 seconds. Although the above
data are given to seven decimal place accuracy it is estimated that
the accuracy is good only to five or six places.
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Conclusions and Recommendations
6.1 Sunnary
The sweep method of determining an optimal control program
for a nonlinear system has been modified to improve the convergence
characteristics and extended to include control variable inequality
constraints. The modifications include revisions to the Riccati
transformation matrix, an alternate method for determining the new
control when a singularity is encountered in the solution of the
Matrix Riccati Equation, and a method handling singularities that
might appear in the second partial derivative of the Hamiltonian
with respect to the control.
The modified sweep method was then applied to an atmospieric
reentry trajectory problem. Two and three dimensional formulations
of the atmospheric reentry problem were considered. In both formula-
e
tions, a control program was determined that minimizes
 
a combination
of the aerodynamic heating and the deceleration due to the aerodynamic
forces. The two dimensional model was used to sindate reentry from
1	 ^
a near Earth orbit and the lift coefficient was used as the control
variable. An inequality constraint was imposed on the lift coefficient
to insure physically realizable values. The three dimensional model
was used to simulate the reentries of an Apollo type vehicle from an
Earth orbit and from a lunar return trajectory.
The conclusions resulting from the study and reccmimerdations
for further study are discussed in the following two sections.
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6.2 Conclusions
1. TF.e convergence properties of the sweep method are
significantly improved by the modifications that handle the singu-
larities which might appear in the solution of the Matrix Riccati
Equation and in 1U. No attempt was made to investigate the con-
verg%nce envelope of the sweep method. However, in almost every
example problem considered, one or both types of singularities were
encountered in the early iterations. If there is no provision made
for automatically handling these singularities, it is necessary to
guess a new control program and new values for the multipliers, v,
and perhaps a new final time, t f. For the lifting-body atmospheric
reentry problem, it is very difficult to obtain . Messes of the
unknown parameters that will avoid both of the singularities.
2. In theory, the sweep method has quadratic convergence
properties within a suitable neighborhood of the optimal. However,
in practice numerical difficulties are likely to destroy the quadratic
convergence rate. The use of a correction factor less than unity
promotes convergence in an area which is outside the region of
linearity, i.e., outside the "suitable neighborhood" of the optimal.
However, a correction factor of less than unity retards convergence
within a region where the linear approximation is valid. Since it
is a difficult problem to determine the boundary of the region of
linearity, the usual procedure is to use conservative values of the
correction factor throughout the iterative process. This procedure
has the greatest probability of success although the quadratic
03	 f
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convergence properties may be inhibited.
The use of a prespecified nonsingular matrix instead of
when Huu approaches a singularity also may inhibit con-
vergence near the optimal. This adverse effect on the convergence
prdperties may be minimized by a judicious choice of the preselected
matrix used.	 One would not ordinarily expect to encounter singular-
ities in H.	 on or near the optimal path. 	 However, in the three
dimensional formulation of the reentry problem given in Chapter IV,
H.	 is identically zero at the final time. 	 In this example, un-
stable behavior should be expected in the neighborhood of the final
time unless an appropriate nonsingular matrix is used to replace
the inverse of H	 near the terminal time.
3.	 Numerical integration of the Matrix Riccati Equation
is the greatest difficulty encountered in the application of the
sweep method.
	 The Matrix Riccati Equation is integrated from the
final time to the initial time. 	 Unless a finite solution is ob-
tained over a large percentage of the initial trajectory, it is
unlikely that the process will converge to the optimal trajectory.
The nature of the solution of the Riccati Equation depends on the
control and on the multipliers, v.
	
Almost any reasonable estimate
of the control and multipliers will allow a finite solution of the
Riccati Equation to exist over about half of the trajectory. 	 A
judicious choice of the control and multipliers will allow a
finite solution to exist over a mulch larger percentage of the tra-
jectory and within the range for which the iterative procedure
f
i
1
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might be expected to converge.
4. For the example problem considered the hard constraint
method seems to be superior to the penalty function method in handling
the control variable inequality constraint. Linearized corrections
are computed which are designed to drive a nominal solution a little
closer tc the optimal solution. These linearized corrections cannot
anticipate the sharp change in the slope of the Hamiltonian which
occurs at a constraint boundary. Using the cubic penalty function,
the Hamiltonian and the first and second derivatives with respect
to the control are continuous across the constraint boundary. The
third derivative of the Hamiltonian with respect to the control
experiences a large discontinuity at the boundary and consequently
causes rapid changes in the slopes of the lower derivatives. Using
the penalty function method large violations of the inequality
constraints may be expected on early iterates whereas the hard con-
strain. method assures that the constraint relations are satisfied
at all times.
S. If local maxima and minima exist the sweep procedure
will converge to the maximum or minimum that is nearest the initial
nominal path. The use of a lower bound on Huu in minimization
pr.)blems prevents convergence to a local maximum. When Hw
 is
singular, or nearly singular, a replacement must be found for the
inverse of H.. The inverse of H. may be used when H,, is
negative definite but the procedure would be in danger of converg-
ing to a maximum if a maxima exists. If a maxima does not exist
92
the procedure would diverge if Huu is negative definite and its
inverse is used.
6. The optimization of a complete atmospheric reentry
trajectory of a lifting body is a difficult problem. A complete
reentry trajectory is defined as the trajectory from the atmospheric
entry point down to an altitude of about 80,000 feet and consists
of the part of the trajectory in which approximately 95 percent of
the heating and deceleration have been experienced. There have been
presented in the literature many examples of reentry trajectories
that minimize various indices of performance on an interval from
the entry point down to altitudes of about 200,000 to 250,000 feet.
While these works are significant contribuions they do not encom-
pass the complete reentry problem. The extended time (500 - 600
seconds) of the complete reentry trajectories aggravates the prob-
lem of numerical integration accuracy and as the trajectory enters
the lower regions of the atmosphere the integration of all the
variational equations becomes much more sensitive.
6.3 Recommendations for Further Study
It is recommended that the study be extended in the follow-
ing areas:
1. The correction factor, e, which was introduced in
Chapter II exerts a significant influence on the convergence be-
`	 havior of the sweep method. The correction factor is used to
reduce the magnitude of the corrections that are requested on a
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particular iterate and thereby promotes stability of convergence.
In general, the correction factor should be small during the
early iterates and increased to unity as the optimal solution is
approached. The manner in which this factor is increased should
be studied further and some considerations given to developing a
method of selecting an optimum correction factor so that the
iterative process may proceed efficiently.
Z. The meaning of the nonexistence of a solution of the
Matrix Riccati Equation on a non-optimal path should be investi-
gated. The nonexistence of a solution of the Matrix Riccati
Equation along a candidate path satisfying 1u = 0 indicates
that the path is not a true optimal path, but along an arbitrary
path of which Hu
 # 0 the meaning is unclear.
3. The iterative process of the sweep method seems to
pass through a critical phase just before it reaches what is
assumed to be a converged solution. The iterations usually begin
with a nominal trajectory that is a poor estimate of the optimal
solution. After several iterates the nominal is significantly
improved. However, in certain cases the procedure will begin to
diverge before the optimal solution is reached. This behavior
was observed in both the two and three dimensional reentry prob-
lems, but was much more apparent in the three dimensional problem.
This phenomenon appears to be a numerical problem but further
investigation is needed.
i
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iAPPENDIX A
Boundary Conditions for the Riccati Functions
The sweep technique requires the integration, usually by
a numerical process, of the set of ordinary differential equations
given by Equations (2.66) through (2.76). The integration is car-
ried out from the final time to the initial time. A complete set
of boundary is then required for the Riccati functions at the
final time. The first set of boundary conditions may be determined
from 6A evaluated at tf. From Equation (2.14), which is part of
the first necessary conditions, a at t  is
A(tf) = PT 	(A.1)
The total differential of a(tf) may be written as
da(tf) = Pxxdx + Pxvdv + Pxtdtf 	(A.2)
If one makes the substitutions
dx a 6x + xdt	 (A.3)
dX = 6a + i►dt	 (A.4)
i _ -HT	 (A.5)
Equation (A.2) may be written as
6 A (t f) = Pxx6x + LXdv + (Pxt + Pxxf + 1
T^) dt f	 (A. 6)
9S
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Writing Equation (2.57) for the final time
6a(tf) = W(tf)6x + R(tf)dv + m(tf)dtf + h(tf) (A.7)
and equating the right hand sides of Equations (A.6) and (A.7)
there results
[W(t f) - Pxx] 6x + [R(t f) - LX]dv
+ [m(tf) - P	 - P	 f -	 1;]dt f + h(tf)	 0 (A.8)
If independent variations of x, v, and 	 tf	are considered
then the coefficients of these terms must be zero and the first
set of boundary conditions result.
W(tf) = P
xx
(A.9)
R(tf) = LT (A.10)
m(tf) _ [Pxt + Pxxf + H^T]tf (A.11)
h(tf) = 0 (A.12)
The second set of conditions at the final time may be
determined from the total differential of L and from Equation
(2.S8) as follows
L = L(x,tf) (A.13)
dL = Lxdx + Ltdtf (A.14)
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If Equation (A.3) is used, Equation (A.14) may be written as
dL n Lx6x + (Lt + Lx O dtf 	(A.15)
The Riccati transformation given by Equation (2.58) may be written
for the final time as
dL - RT (tf)6x + J(tf)dv + n(tf)dtf + y(tf)	 (A.16)
If the expressions for dL given in Equations (A.1S) and (A.16)
are equated the following relation results
[RT (tf) - Lx]dx + J(tf)dv
+[n(tf) - Lt - Lxx]dtf + y(tf) a 0	 (A.17)
If independent variations of x, v, and tf
 are again considered,
then the following conditions must hold
RT(tf) • Lx	 (A.18)
J(tf) ' 0	 (A.19)
n (tf) ' [Lt + Lxx]t
f	
(A.20)
Y(tf) = 0	 (A.21)
A third set of conditions at the final time may be obtained
from Equations (2.16) and (2.59) as follows
a = Q(x,v,a,u,tf)	 (A.22)
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The total differential of n may be written as
do - nxdx + ovdv + nudu + itch + otdt f
Using the relations given in Equations (A.3) and (A.4) and
du - 6u + udt
Equation (A.23) may be written as
do = ax6x + nVdv + 0A 6x + Vu
+[at + Qxx + ax ! + Quu]dtf
Restating Equation (2.35) as
6u - ^[6xu - Nux6x - Hui O]
and writing Equation (A.7) as
(A.23)
(A.24)
(A.25)
(A. 26)
da(tf) = Pxx6x + Tjdv + [P xt + Pxxf + NX]dtf
and making the appropriate substitutions one may write Equation
(A.25) as
die o [,Ix 
+ 
II
aPxx - Iu"t; (Hx + HUXPxx) ] Ix
• (av + 0& - nu `iu1X]dv
(A. 28)
• [nA (Pxt + Pxxf) + It + nif + Auu
- %Ik HuX (Pxt + Pxxf + Hz)]dtf + IIuHU;6Hi
(A.27)
^i
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Using the Riccati transformation given by Equatiou (2.59), da
may also be written as
do - Z(tf)6x + S(tf)dv + a(tf)dtf + s(tf)
	
(A.29)
Considering Equations (A.28) and (A.29) and :axleependent va::-ations
of x, v, and tf me obtains the following relati(. ,r,7	 !lie
final time
Z (tf) 
a [,,x + "Apxx - nuHuu (}iux + } ^, , . `^_L. ] t	 (A. 30 )
	
'	 f
S (t f)	 [nv + f2^
 LX - "U'U ALx] t f	 (A. 3J )
a(tf) M [tt a (Pxt + Pxxf) + At + sxf
(A.32)
+ stuu - IIUIUHua (Pxt + Pxxf + Hx) I tf
O(tf) = AuHuudHu 	 (A.33)
The complete set of conditions at the final time for the variables
of the Riccati transformation are now available in Equations (A.9)
through ( 1k.12), (A. 18) through (A.21), and (A.30) through (A.33).
APPENDIX B
Equation Summary
I. Two Dimensional Reentry Model
Equations of Motion
fl (x,u,t) = D g sin y
m
f	 f) cos Y + a2 (xlu,t) =	
-Mv
f 3(x,ult) = V sin y
v
f4 (xlult) = f cos Y
where
D CDSPV'
L
a
	CLSPV'
2
CD CD + KCZ
0 
guentity  to be Mi-.-:r,.',.zed
I = Itf {a	 L 2pl/2V3.15 + x[(
	
D 2
-.N + (m=) ] )dtl	
o m
0
100
0101
Variational Hamiltonian
ti = alp1/2V3.15 + X S2 2V4 C2 + C2
 o 
4m 
p ( L D)
CDSpV2
+ a l [- —gym - r sin Y]
V -
	
CLSpV
+ a2 [ (r f) cos Y 
+ _7m_—
+ a3 [V sin Y] + M[CL - Ci ____^
Euler-Lagrange Equations
aH _	 1/2V2.15 _	 S2 2V3 2	 2? .1 = - _3v - - 3.15 alp	 ao 
m 
p	 (Cj + CH)
T!!1
	 CLS
+ ^1 m
	
a21(r + ) cos Y 
-imi-] - a3 sin Y
a2 = - BY= a1 gcos Y + a 2 (r 	 sin  - a3vcos Y
i
H1	 1/2	 .15 + x S2 2	 2	 2a3
 = - r = alp saV3	
0 2m p 
saV4(CL +
CHSV2
	 	 CLSV
- ai 2m a + a2 1J cos Y + = psa]
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Partial Derivatives of the Hamiltonian
2
i u = arL = ao W p2V4 (CL + -2KCLCD) - al Sm KCLL	 2m
SpV
+ ^2 N-
11uu = 
2	
^o 2 p21/4 (1 + 2KCD + 4K2CL) - X1 Sm'^ K11	S
a 
	 2m
2
aa^V 
= 2ao
	p2V
4
CL (1 + 2KCD) - 2a1 
SmV KCL + ^2L	 m
a 
2 
H = 0
aCLay
2	 2
a H	
o 7 V`^ p2 BaCL (1 + 2KCD) + ^I 
-g- KCLPoa - a2 T P aL	 m
a 2 H = (2.15)(3.15) alp1'12V1.15 + 3ao S2 p2V2(CL +C2
aV2
	m
^1
	2a28
- m CD	
V-1-
-
	- 
cos Y
2
M	 - ^'2 (r + )s in Y + a3 cos YY
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a 
2 
H	
-3.15 a v2.15p1/2s - 2a 
S2 V3P 2 s (C2 + C2 )avar = ^- 1	 a	 o ^i	 a L D
a 1CDSV	 k2	 C'Spsa
+ m sap- j
2
aY2 = alg sin y - a2 (r - ) COs y - a3V sin y
2
3y3r = x2 -j sin Y
a2H _ 1	 1/2 02V3 . 15	
S2 P2s^ (C2
 + C2)
R2 T alp as
	
+ 
a0 
m
/.
	
a	 L	 D
- 
a CDSV2 a
2p + X 
^2V cos y + CLSv s 2PI1 -m	 r3	 a
I^ 	 Partial Derivatives of the Functions f
aft	 CDSPV
ate+ ^ m
aft
ay 	
- g COS y
afl
 CDSV2
aT m 2m
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afI -Spv2
L m KCL
aft _ 1
	
CLSp
TV-- (r +^ cos Y + =m
aft = - (r - f) sin y
aft	
V	
CLSVSap
Dr s - —ZcosY - —
aft  SpV
aVL
af3
aV = sin Y
af3
aY = V cos y
af3 =
ar	
o
af3 _ 0
ac
where
0105
f - 32.2 (constant)
-sa(r-ro)
P ' Poe
Po = .0027
e
a 
= 4.2i x 10-5/ft
ro - (3960)(5280) ft
II. Three Dimensional Reentry Model Equations of Notion (Apollo
Type Vehicle)
CDPSV2
V = fl (x,u,t) _ -	 sin y - — Z--
r
V u	 CLP^
Y = f2 (x,u,t)
 _ (r - –) cos y + —	 cos sC
r
i = f3 (x,u,t) = V sin y
A= f (x,u,t)
	
c
 V cos y cos A sin D	 LPsv sin SC
	
4	 r	 cos A	 ^' cos y
o = f5 (X,i:,t) = V cos 
-y 
sin A
s y cos A6	 V co= f6	 ,(x,ut) =	
r cos 6
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where
CL is a constant
CL is a constant
g= u
-sa(r-ro)
p poe
Po = .0027 slugs/ft3
sa = 4.2 x 10 -5 / ft
u - 14.076519 x 1015
 ft3 /sec t
Quantity to be Minimized
t 
I =
	 {	 CL + r2 psV2 + aopl/2V3}dt
Jo
Variational Hamiltonian
H =
	 CL + CD pSV2 + aopl/2V3
u
PJVCD
+ al [- ^ sin Y - zm]
V u	 CLP^
+ a2 [(T - r	 cos Y +	
m 
cos sC]
r
+ A 31 sin Y]
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+	
[-	
c
^	 V cos y cos A sin e _ LPSV Sin s C
4 r
	 Cos a	 -m cos y
+ A5 IV cos 
r 
sin A^
V COs Y COS A
+ A6 1 r cos e
Euler-Lagrange Equations
^1	-
aH 
_ -/CTt, - 2 pSV - 3aop1^^
P^
+ Al m	 A2 (Yr + p cos Y
r
cLPS
- A2 
-Tm— 
cos 
sC - 
A3 sin Y
C PS sin B+A 1cosYcossine
cos
+ L	 C
4(r
	 AA	 = cos y
cos Y Sin A _	 cos Y cos A
S	 r	 6	 r cos e
ax_A2 	
ay = 71 1	 COS y + A2 (r	 u rZ^) sin yr
V sin y cos A sin
- 
A 3 
COS Y - A4 r
	 cos e
i	 -
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cLPSV sin sc
+a4^CO^sinY
V sin Y sin A +A V sin y cos A
	
S	 r	 6	 r cos e
	7i3 = - air =	 A + CD SV2Psa + 7 J1oP1/2saV3
C SV2
- 2a1 sin Y - a1 ^ Psa
ry
C SV
- a2(- j + r7 COS Y + a2 -COS RCP Sa
r
_	 V cos Y cos A sin o CL	 sin sC
^4 ;T	 Cos e	 - ^4 = Psa cos Y
+	 V cos y sin A + X V cosy cos A
	5 	 r	 6	
r2 cos a
eH = _	 V cos Y sin A sin 0 _	 V cos Y cos A
4	 A4 r
	 Cos e	 AS	 r
V cos Y sin A
+ a6	 r cos e
i = _ aH = a V cos y cos A _ a V cos cos A sin d
Co	 6	 r cos a
i6= -ae '0
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Partial Derivatives of the iiamiltonian
aH . C
LpSV
	 cos 0 
asC -7m--[-a2 sin sC - x4 cos Y l
	a 
2 
H 
CLpSV
	 sin 8 
uu as --7m—[-a2 cos sC + '4 cos y ]
C
a2H	 CLpS	 cos 0 
HuV . aoO7 - '= [- A2 sin 6C - 'X4 cos Y l
H = 
L211
= CLpSV	 sin
uy asC ay ^— [- a4 cos sC cosz y
	
i - 
32H . CLSV	 cos sC
r asCar =m psa[X2 sin sC + A4 cos Y l
a2H
HuA s as^Ca C " 0
s a2 Hue asCae - o
. 
32 
Hue asCae - 0
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0
COOSHW
 = /CL' +	 pS + 6aopl/ZV - al 
- 2a2 =li  cos Y
rV
HVY ' - A2 (Il—, + r 	 sin Y + a3 cos Y
r
1 sin Y cos A sin e _ CLPS sin sC sin Y
+ ^4 (r	 cos a	 zi— 
cos Y	 )
_	 sin Y sin A _	 sin Y cos A
^5	 r	 ^6 r cos e
};Vr = -	 CL + CD P O.SV - 3 XOp112saV2
+
 al -
SV
P Ba - a2(+ -2u )GOS Y
r	 r"V-
CLS	 1 cos Y cos A sin a
• ^2	 psacos sC + Y-17Cos n
+ CLS	 sin 
sC	 cos -r sin A
Tm 0 0
 si
Cos Y ) - ^5 r
_	 cos Y cos A
6 r cos e
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H	
A4 cos Y sin A sin a +	 cos Y cos A
VA r
	 cos e	 5	 r
_	 cos Y sin A
A6 r cos a
I	
_	
1 cos Y cos A +
	cos Y cos A sin a
IVa	
4 r cos a	 6	 r cos 6
HV8 0
HYV = -VY
HYY ° Al j sin Y - A2 (TV—	 u ) COS Yr	 rr V
AVsinY+A V cos Y cos Asin 1
3	 4 rr	 cos a
CLpSV sin 0 
	 cLpSV "'n 6c sin  Y
A4 — 7N -
 cos Y - A4 m
cos Y
V cos Y sin A 
A
_	 V cos Y cos A
- A. 5 —	 r	 6rCOS Aw-.
ff - 2x1 P cos y - - A2 (- V + -2 u^ ) sin Y
r	 r r"V
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V sin Y cos A sine
	
LSV	 s in 6 C
	 )
4 (;z	 cos a	 - 
C	
P sa --^-- sin Y
V sin Y sin A +a V sin Y cos A
S	 r	
6
 J cos a
H 	 x V sin Y sin A sin a _	 V sin Y cos A
YA -	 4 r
	 cos a	 5	 r
V sin Y sin A
T ' 6	 r cos a
V sin Y cos A	 V sin Y cos A
a	 ^ - a^	 sin abra - 4 r cosi °	 - cos a
Hy 0  0
HrV - HVr
Hx,1,	 Hy
r
Hrr	 CL + CD ^'saoSV2
 + aop1/26a
SV2
a l ($-T sin Y +	 sa
r	
P)
F':.
t113
C SV
+ 71 2 [ (	 6r COs y + =Bap	 SCJ
r	 r'V
_	 2V cos y cos A sin 4 
+ 
c LSV 2	 C
^4 [r3	 cos e	 = s sin sap cos Y
+ 2a V cos y sin A + 2A V Cos Y cos A
5	 r	 6	 r cos e
H __	 V cos Y sin A sin o_ a V cos y cos A
rA -	 4	 cos e	 5	
r
+ A V cos y sin A6
r cos 6
V cos y cos A_
	 V cos cos A
Hrn _ a4
	
co	
a6	
r cos o 
sin e
fire=0
HAV = HVA
HAY HYA
Ham, = HrA
V cos y cos A sin a	 V cos y sin A
HAA ' '4 r
	 cos o	 ^5	 r
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_	 V COs y COs A
^6	 r cos A
H	 V cos sin A_	 V cos y sin A sin a
Ae	
4 r cos" A	 6	 r cos A
HAe=0
HeV = HVA
Hay - HYA
Har Hra
HaA = HAe
V cos cos A sin A
Haa = - 2a4
	
r cos a
+ a V cosy cos A 2 sing a + 16	 r	 (CO I Cos a^
HAe s 0
HeV Hey Her HeA - Hea = Hee- 0
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Partial Derivatives of the F mctions fi
afl
	CDpSV
V	 m
afl
 = u cos YBY
afl =
	
S2p -	 CDBoar	 ^ a
afl_0
aA
afl
an = 
o
afl_0
Be
afl
a0 =C 0
aft 	 1	 u	 CLpS
aV ^r + r^) cos Y + -^- cos 0 
a,.y s _ ^V ..
	 )sin Y
i Y
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capSv
art = ^" "'^ + -2u ) cos Y - L— m — cos s^
r	 r"V
aft
aA - 0
aft
M 'o
aft
as 0
af` 	 cLpSV
aAc _ _— sin Sc
af3
aV - sin Y
ayY 
3 =V Cos Y
af3
ar - 0
af3
- 0
af3
o
an
-
af3
are—' 
o
af3
as c
af4 = _ cos Y cos A sin a CLpS sin s 
	
r cos a	 Zm cos Y
af4
 _ V sin Y cos A sin a 
_ CLpSV sin a 
aY	 Cos a
	
^m —	 sin Y
Cos Y
af4 	 $ pSV sin s_ V cos Y cos A sin a	 La	 C
ar - 
r7
	 cos a	 + Zm cos Y
af4 = V cos Y sin A sin a
aA	 r cos a
af4 = _ V cos ^ cos A
as	
r cos-_tea
af4
ae = 
o
af4
	CLpSV cos sC
50C = - -— cos Y
afs
= cos Y sin A
r
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afs
a = osp
3f6 = cos y cos A
r cos a
af6 = _ V sin y cos A
ay	 r cos e
af6 = _ V cos y cos A
ar	
r z cos e
af6 = _ V cos y sin A
aA	 r cos 9
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afs = _ V sin y sin A
ay	 r
Ifs = _ V cos i sin A
ar	
r
af
s = V
 cos y cos A
aA	 r
afs
an = o
afs
30 = o
J
}
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af6 s V cos cos A sin e
ad	
r cos D
8%
ae '
af6
asp ` °
f
j
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