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Abstract 
Recent studies illustrate how machine learning (ML) can be used to bypass a core challenge of molecular 
modeling: the tradeoff between accuracy and computational cost. Here, we assess multiple ML 
approaches for predicting the atomization energy of organic molecules. Our resulting models learn the 
difference between low-fidelity, B3LYP, and high-accuracy, G4MP2, atomization energies, and predict the 
G4MP2 atomization energy to 0.005 eV (mean absolute error) for molecules with less than 9 heavy atoms 
and 0.012 eV for a small set of molecules with between 10 and 14 heavy atoms. Our two best models, 
which have different accuracy/speed tradeoffs, enable the efficient prediction of G4MP2-level energies 
for large molecules and are available through a simple web interface. 
1 Introduction 
There are a large range of quantum chemical methods for calculation of molecular energies, with trade-
offs between accuracy and computational cost governed by the approximations used to make the 
predictions computationally tractable.[1] One type of quantum chemical approach for accurate energy 
calculations is based on a composite technique in which a sequence of well-defined ab initio molecular 
orbital calculations is performed to determine the total energy of a given molecular species. Composite 
methods, such as G4MP2,[2] typically have a mean absolute error (MAE) accuracy of better than 1 
kcal/mol (0.04 eV) for test sets of molecules with accurate data. However, at the current time the size of 
molecules to which these methods can be applied is limited by the availability of sufficient computational 
power. Density functional methods are much faster, but less accurate.[3] The widely used B3LYP DFT 
method[4] has a MAE of about 4 kcal/mol (0.2 eV), but is also limited in the size of the molecules that can 
be handled, due to time-consuming calculations. 
Machine learning (ML) offers opportunities for bypassing the tradeoff between accuracy and computation 
cost. Recent publications have shown how ML can create fast models that directly link the inputs and 
outputs of an expensive calculation.[5–7] Further studies demonstrate the advantages of predicting the 
differences between low- and high-fidelity calculations (i.e., Δ-Learning),[8] or of using multiple levels of 
fidelity to train the same model.[9,10] It is also possible to link easily-computable properties to the 
outcomes of extensive calculations, as shown by how Seko et al. used calculated bulk moduli as inputs to 
a model that predicts melting temperature.[11] Neural networks offer more possibilities through the 
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ability to train the same model on multiple properties (e.g., multi-task or transfer learning).[12] It is as yet 
unclear which of these many options yields optimal performance for different types of applications. 
In this work, we focus on designing ML models to predict the atomization energy of molecules at G4MP2-
level accuracy at a lower computational cost. In particular, we investigate how to tailor two of the best-
performing methods for learning molecular properties to this task, namely: SchNet[13]—a deep 
convolutional neural network approach, and FCHL—a conventional machine learning approach.[14] We 
examine how to integrate information from low-cost B3LYP calculations into each method and find that 
both techniques predict atomization energies of molecules larger than our training set with errors below 
0.04 eV using a Δ-learning approach. We have created a simple interface to allow others to use our best-
performing models by publishing them on DLHub,[15] so that accurate atomization energies are readily 
accessible to the materials and chemistry community at large. 
2 Methods 
We first describe the datasets and ML approaches used in this work. 
2.1 Datasets 
We used the QM9-G4MP2 dataset described by Curtiss et al.[16] as a starting point for our model. This 
dataset contains the B3LYP- and G4MP2-computed properties for 133,296 molecules, each with from one 
to nine heavy atoms (C, F, N, O). The B3LYP data and the geometries for the molecules are from the QM9 
dataset of Ramakrishnan et al.[17] We selected 130,258 of the 133,296 molecules for use in our study, 
omitting those whose bonding connectivity changed on relaxation, as identified by Ramakrishnan et al.. 
We randomly selected 10% of the remaining QM9-G4MP2 as the hold-out set to be used to evaluate 
model performance, but never used in model training or hyperparameter optimization, yielding a 
117,232-molecule training dataset, QM9-G4MP2-train, and a 13,026-molecule hold-out set, QM9-
G4MP2-holdout. 
We also make use of a separate dataset, G4MP2-heavy, of G4MP2 energies for 66 molecules with between 
10 and 14 heavy atoms, calculated previously as part of a study on bio-oil derived molecules. We used 
these molecules to evaluate the ability of our models to predict the properties of molecules larger than 
those in QM9-G4MP2, although we note this is a relatively small set and a set including more larger 
molecules is needed to more accurately evaluate our models.  
The identities, molecular coordinates, and computed properties of the molecules in G4MP2-heavy and 
the exact train/test splits used for QM9-G4MP2-train are available in full on the Materials Data 
Facility[18,19] and GitHub.[20] 
2.2 Machine Learning Approaches 
We employ two ML strategies: the continuous-filter convolution neural networks of Schütt et al. (SchNet), 
and the alchemical and structural distribution approach of Faber et al. (FCHL). 
2.2.1 SchNet 
We selected SchNet as a deep learning approach for predicting the properties of molecules, given its best-
in-class performance on predicting atomization energies at the time this study began.[13] SchNet takes 
the atomic numbers and positions of each atom in a molecule as inputs. First, each atomic number is 
mapped to a vector (the “embedding”) to generate the initial representation for each atom. The 
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interaction layers of SchNet update these representations based on distances to, and representations of, 
nearby neighbors. The representation produced at the end of the interaction layers is then fed into a 
multi-layer, dense neural network to produce the contribution of each atom. The atomic contributions 
are then aggregated (e.g., via summation) to generate the molecular property.  
We use the open-source implementation of SchNet available in SchNetPack[21] and the recommended 
hyperparameters defined in Ref. [21]. With these hyperparameters, a SchNet model has millions of 
trainable parameters, including the embeddings for each element, parameters for how distance relates 
to updated representation, and other model components. As with most deep neural networks, SchNet is 
trained by iteratively adjusting each parameter based on the gradient of the error with respect to each 
parameter, as computed via backpropagation. We employ the optimizer (Adam) and learning rate 
schedule specified in Ref. [21]. 
2.2.2 FCHL  
The FCHL method uses Kernel-Ridge Regression (KRR) to learn molecular properties of an atomistic system 
from M-body representations of the local chemical environment.[14] The core of the FCHL method is an 
approach for measuring the similarity of the local environments of two atoms. Each atom is described 
using a series of M-body expansions, which are modeled as weighted sums of Gaussians over sets of the 
neighbors. The similarity of two atomic environments is computed as an integral over the squared 
difference between each of these distributions. The similarity of two molecules is defined as a sum of the 
similarities between each atom in each molecule, which leads to improved accuracy on training sets with 
diverse molecular sizes over similarity metrics that consider the molecule as the fundamental unit.[22] 
We use the recommended hyperparameters for this method, and the open-source QML library[23] and 
Scikit-learn[24] to fit FCHL models. 
3 Results and Discussion 
Our goal is to develop a model that predicts G4MP2 energies for organic molecules with accuracies 
comparable to G4MP2 computations. (G4MP2-computed enthalpies of formation, obtained from 
atomization energies of organic molecules, have a MAE of 0.77 kcal/mol when compared to accurate 
experimental values[1,16].)  That is, we want a model that when trained on a set of (molecule description, 
G4MP2 energy) pairs (the training set) can achieve high accuracies when used to predict G4MP2 energies 
for other molecules for which only the description is provided (the test set).  
In our work, we compared the performance of different modeling strategies, validated the ability of each 
strategy to compute the energies of molecules larger than the training set, and assessed the degree to 
which knowledge of a molecule’s equilibrium structure effects accuracy. We explore each topic in turn. 
3.1 Modifying SchNet to Incorporate Information from Low-Fidelity Calculations 
The SchNet neural network architecture permits several routes to augmenting our predictions of G4MP2 
energies with results from other calculations. We implemented five strategies in all to produce five models 
in addition to the baseline SchNet. Three require only a molecular structure as input: 
SchNet Transfer: Transfer learning in neural networks is often accomplished by using the weights 
learned in a related problem as a starting point in training a new model. We used the weights 
from a model trained on B3LYP atomization energies as a starting point for our model.  
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SchNet Multitask: Training a network on several related outputs is thought to cause models to 
learn more-generalizable representations.[25] We explore this strategy by concurrently training 
a SchNet model on B3LYP- and G4MP2-computed atomization energies and the B3LYP-computed 
HOMO, LUMO, and Zero Point Energy.  
SchNet Stacked: Stacking in ML is the technique of using one model’s output as an input to 
another. We use the atomic contributions to the total B3LYP energies as inputs to the output layer 
of SchNet, creating what is effectively a Δ-learning model (see SchNet Delta below) that infers the 
difference between B3LYP and G4MP2 energies, rather than the B3LYP energy directly. 
The other two models use molecular/atomic properties computed with B3LYP as model inputs: 
SchNet Delta: As introduced by Ramakrishnan et al., Δ-Learning models learn the difference 
between different calculations.[8] We train a model that learns the difference between B3LYP and 
G4MP2 energies. 
SchNet Charges: We use the partial charges from B3LYP as features in the SchNet embedding 
layer, which originally contains only features related to the atomic element. (We also 
experimented with using partial charges in the output layers rather than the embedding layer, 
but did not find notable improvements in performance.) 
All source code needed to create models using these approaches is available in a GitHub repository that 
includes scripts with the hyperparameter choices for our models, results showing that we replicate 
previous literature, and the exact versions of SchNetPack used in our study.[20] The modifications we 
made to SchNetPack will be contributed to the main repository after submission of this paper. 
We first tested each model by performing a standard cross-validation test. Each model was trained by 
using identical subsets of QM9-G4MP2-train with sizes ranging from 1000 to 117,232 entries, all of which 
are available from MDF.[19] We trained each model until the learning rate decayed to 10-6 (as suggested 
by Schütt et al.[21]), and then measured the performance of the model on QM9-G4MP2-holdout.  
All models achieve MAEs relative to the G4MP2 atomization energy that are much lower than the MAE 
between B3LYP and G4MP2 atomization energies on the same molecules, 0.20 eV. We show the best-
performing models in Figure 1. Our best-performing model, SchNet Delta, predicts G4MP2 energies with 
a MAE of only 4.5 meV (0.1 kcal/mol) after being trained on 117,232 molecules: much less than that 
between experiment and G4MP2 (~0.8 kcal/mol). SchNet Delta predictions are thus also an accurate 
estimator of experimental atomization energies.  
We note interesting trends among the performance of our modified SchNet models. SchNet Delta, which 
uses the B3LYP energy as an input, performs best. In contrast, using the atomic partial charges as input 
(SchNet Charges) yields only a small performance improvement (4%) over baseline SchNet, most visible 
for smaller training set sizes. We conclude that ML models perform better when they incorporate 
properties that are more related to the property being predicted. 
The benefits of transfer learning are also most visible on the smaller training set sizes. SchNet Transfer 
achieves an error of ~90 meV with only 1000 training points: 28 times better that the baseline SchNet. 
This result suggests a relationship between the features that best predict B3LYP and G4MP2 energies. 
SchNet Transfer converges faster than all other ML strategies, reaching optimal weights after only 222 
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epochs on our largest training set size. (Baseline SchNet requires twice as many epochs.) Re-using data 
clearly provides speed advantages, although the accuracy benefits decrease with training set size. The 
MAE of 13.4 meV for transfer learning at the largest training set size is only 10% better than baseline 
SchNet.  
SchNet Multitask performs uniformly worse than all other models. We constructed this model by adding 
more outputs to the “Atomwise” output layers at the end of the network, which increases the number of 
parameters by less than 0.1%. This increase is apparently insufficient to simultaneously capture G4MP2 
atomization energy and all other properties with the same fidelity. Given that the SchNet Transfer results 
indicate that the representations learned for B3LYP and G4MP2 energies are sufficiently alike to make 
transfer learning beneficial, the poor performance of SchNet Multitask suggests that HOMO/LUMO 
energies require a conflicting representation to energies or, simply, that the network requires more 
flexibility (e.g., more trainable weights) to model all five properties concurrently.  
The performance improvements achieved by SchNet Stacked relative to baseline SchNet also diminish for 
large training sets. Here, the issue is that accuracy is limited by the accuracy of the underlying B3LYP 
model, 14 meV when trained on the full dataset; we do not exceed this accuracy in predicting the G4MP2 
energies. We do note that SchNet Stacked produces accuracies comparable to SchNet Delta for small 
training sets and that it is superior to SchNet Transfer with the same training set size.  
3.2 Training FCHL Models on QM9-G4MP2 
We also evaluated the FCHL method, which has the best performance of any conventional machine 
learning strategy for predicting molecular atomization energies on the QM9 dataset to date.[14] We only 
tested two variants of FCHL: training directly on the atomization energies (FCHL) and training on the 
difference between G4MP2 and B3LYP atomization energies (FCHL Delta). As shown in Figure 1a, we find 
that the FCHL method achieves a MAE of 22.3 meV with a training set of 104, which is consistent with the 
MAE reported by Faber et al. when using FHCL with B3LYP energies.[14] We were only able to train the 
model on training sets of 104 entries or less, due to the large memory required to train, and the slow 
evaluation times of FCHL models with large training sets. We expect that further improvements are 
possible at larger training set sizes, given that the learning curve shown in Figure 1a remains roughly linear 
up to 104 entries.  
Like SchNet Delta, the FCHL Delta model also predicts G4MP2 energies very accurately, with a MAE of only 
5.2 meV (0.1 kcal/mol) after being trained on 104 molecules: much less than that between experiment 
and G4MP2 (~0.8 kcal/mol). Consequently, we do not expect that further expanding the training set of 
FCHL Delta will yield any improvement in the utility of the resulting models when evaluating molecules 
like those in QM9-G4MP2-holdout. At 5.2 meV, the error of the model is low enough that the error 
between G4MP2 and experiment would dominate the error between FCHL Delta and experiment. 
However, the fact that the learning rate for FCHL Delta has not plateaued (Figure 1a) suggests that the 
FCHL Delta method is flexible enough to address problems more challenging than that posed by QM9-
G4MP2 (e.g., larger molecules, more diversity in chemical elements). 
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3.3 Comparing SchNet and FCHL for Energy Prediction 
We found that the FCHL models had better accuracy than the SchNet models trained with the same data. 
As shown in Figure 1, each FCHL model achieves accuracy comparable to that of the equivalent SchNet 
model (SchNet and SchNet Delta, respectively) trained with 10 times more data. The FCHL models require 
many fewer than 1000 G4MP2 calculations to predict the G4MP2 energies more accurately than B3LYP. 
SchNet Transfer performs nearly equivalently to FCHL when trained on 1000 G4MP2 calculations, 
illustrating the advantages of weight sharing in deep neural networks. Analogous multi-resolution training 
approaches in KRR[9,10] could offer a route to achieving similar improvements for the FCHL model (e.g., 
fewer expensive G4MP2 calculations may be necessary).  
We also find a significant tradeoff between accuracy and execution speed in SchNet and FCHL. Being based 
on KRR, FCHL requires comparing a molecule to each molecule in its training set when predicting 
molecular properties, leading to an execution time that scales linearly with the number of training points 
(see Figure 1b). In contrast, the size of the network used in SchNet need not scale with the number of 
training entries and, consequently, the execution rate is invariant to training set size. FCHL achieves similar 
performance to SchNet with a training set of 100 entries on 10 cores of an Intel E-2680v3 CPU. Given that 
deep neural networks can easily use accelerators (e.g., GPGPUs) and considering that we made predictions 
in batches for FCHL but not for SchNet, we expect there is more room to further accelerate SchNet than 
FCHL. 
One route to reducing the tradeoff between accuracy and execution speed is careful selection of the 
molecules in the FCHL training set. Browning et al. report that using a genetic algorithm to identify the 
best molecules can reduce KRR model error by up to 75%.[26] However, we do not expect this strategy to 
equalize performance, as the errors of SchNet models trained on all available data are 20 times lower than 
FCHL models with similar evaluation speed (i.e., those trained on 100 entries). We conclude that FCHL 
presents a better choice than SchNet for models of atomization energy only when training data are scarce 
or longer execution times are acceptable.  
 
Figure 1. (a) Mean Absolute Error (MAE) and (b) execution speed of several ML models trained to predict the G4MP2 atomization 
energy. Solid lines are SchNet models,[13] and dashed lines are FCHL models.[14] Each model was trained on identical training 
sets of varied sizes and then tested on 13,026 total energies of molecules that were absent from the training set. The horizontal 
dashed line in (a) denotes the MAE of B3LYP total atomization energies compared to G4MP2 for these molecules: 0.20 eV. We 
limited the training set size for FCHL to 104 due to its large computational cost. 
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3.4 Predicting Energies of Molecules Larger than the Training Set 
We further tested the usefulness of our models by 
validating their ability to predict molecules that 
are larger than those in the training set. 
Specifically, we trained each SchNet and FCHL 
model with QM9-G4MP2-train subsets containing 
exclusively molecules with fewer than 41 (152 
molecules), 51 (1161 molecules), 61 (14317 
molecules), and 71 (111906 molecules) electrons, 
respectively. We then evaluated performance on 
the 6166 molecules with more than 67 electrons 
in QM9-G4MP2-holdout. 
All of our ML models achieve more accurate 
predictions of atomization energy than B3LYP for 
large molecules, but different models require 
different amounts of training data to pass this 
threshold. As shown in Figure 2, FCHL Delta 
requires only the molecules with fewer than 41 
electrons to improve upon B3LYP. In contrast, the 
best SchNet models and the baseline FCHL model 
require all molecules with fewer than 51 electrons 
to predict atomization energies better than B3LYP. 
All models outperform B3LYP when they are trained on all molecules smaller than 61 electrons. At that 
training set size, SchNet Delta and FCHL Delta predict G4MP2 atomization energies with a MAE 8.5 and 
27.7 times lower than that of B3LYP, respectively, which illustrates how our ML models can generate 
accurate predictions for molecules larger than those in the training set. 
We also studied the effect of molecule size on model error, with the goal of understanding how our 
models are likely to perform for molecules even larger than those in QM9-G4MP2. We trained each model 
on all molecules in QM9-G4MP2-train with fewer than 61 electrons and measured model performance 
for subsets of molecules from QM9-G4MP2-holdout with different sizes. The MAEs for each model 
generally increase with molecule size yet are all lower than the MAE of B3LYP. This increase in error with 
molecule size cannot be explained completely by the energy scale of the molecules increasing with size. 
As shown in Figure 3, we find that the error in energy per electron also tends to increase with molecular 
size. Given that the difference between B3LYP and G4MP2 energies remains roughly constant with 
molecule size (Figure 3), we expect that there is a maximum molecule size beyond which our models will 
fail to predict GM4MP2 energies accurately. However, we lack sufficient data to estimate the cross-over 
point with confidence. 
 
Figure 2. Comparison of ML models for predicting the G4MP2 
atomization energies of molecules larger than those in the 
training set. The chart shows the MAE of models trained on 
various subsets of QM9-G4MP2-train, each containing all 
molecules that are smaller than a maximum electron count (the 
x axis) and evaluated using molecules larger than 67 electrons 
from QM9-G4MP2-holdout. The horizontal dashed line 
indicates the MAE of B3LYP with respect to G4MP2. The vertical 
dashed line marks the smallest molecule size the evaluation set. 
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To further test the ability of our models to predict 
the energies of large molecules, we compared 
model predictions to the G4MP2 results in the 
G4MP2-heavy data set (see Section 2.1). We first 
trained SchNet Delta on all 117,232 entries in 
QM9-G4MP2-train and FCHL Delta on the largest 
training set feasible on our hardware, 104 entries. 
We found that the FHCL Delta and SchNet Delta 
models achieve MAEs of 12.5 meV and 39.5 meV, 
respectively, on G4MP2-heavy. The results are 
shown in Figure 5. These errors are somewhat 
higher than those measured on QM9-G4MP2-
holdout (4.4 meV and 5.1 meV, respectively), 
which is consistent with our finding that errors 
increase with molecule size. That said, the models 
predict G4MP2 energies with substantially more 
accuracy than the B3LYP energies for these 
molecules (MAE 439.1 meV). FCHL and SchNet 
Transfer, which do not use the B3LYP energy as 
input, achieve MAEs that are better estimates of 
the G4MP2 energy than B3LYP but are worse than 
the Δ-learning models—of 52.2 and 110.8 meV, respectively. The 10 times or greater improvement in the 
atomization energy of the Δ-learning models further supports our conclusion that our models can be used 
for larger molecules. For now, we estimate that the models are applicable to molecules with at least 14 
heavy atoms but recommend further studies, due to the small test set size of 66 molecules. 
3.5 Sensitivity of Predictions to Molecular Coordinates 
A key limitation of SchNet and FCHL is that, in contrast to molecular-graph-based methods (e.g., Refs. 
[22,27–31]), both require 3D coordinates to predict molecular properties. As each model was trained 
using the B3LYP equilibrium structures as input, we assume that it may be necessary to first determine 
the equilibrium structure with B3LYP before predicting atomization energy—unless a suitable 
approximation is available. Removing the need to perform a B3LYP calculation to determine the 
equilibrium structure would drastically accelerate the rate at which we can predict G4MP2 energies. 
Consequently, we studied whether energies can be computed accurately when using, instead, atomic 
coordinates generated by using cheap force fields.  
Our first step was to study the effect of different methods for guessing atomic coordinates on model 
accuracies. We used Open Babel to approximate atomic coordinates algorithmically using known bond 
angles, by relaxing the structure using the MMFF94 force field,[32] and using a search for the lowest 
energy conformation among different permutations of rotatable bonds.[33] We used the resulting 
coordinates as input to the G4MP2 Transfer model trained on all of QM9-G4MP2-train, and then 
determined the MAE of the model with respect to QM9-G4MP2-holdout. The model evaluated using the 
structure post conformer search achieved the lowest MAE of 327 meV—higher than the B3LYP 
atomization energy MAE of 201 meV and 25 times larger than the error when using the B3LYP coordinates. 
We found similar performance degradation for SchNet Stacked. We conclude that the models retain some 
 
Figure 3. Effect of molecule size on prediction error. The chart 
shows, for subsets of the test data with different electron 
counts, the MAE normalized by the number of electrons 
between five ML models and G4MP2. Models were trained only 
on molecules with fewer than 61 electrons from QM9-G4MP2-
train and evaluated against molecules from QM9-G4MP2-
heavy; a vertical dashed line at 61 electrons is provided for 
clarity. We also show, as B3LYP, the equivalent error metric 
between B3LYP and G4MP2 energies. 
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predictive power (a MAE of 327 meV is 200 times 
better than a guess-the-mean model) when used 
on approximate coordinates, but that 
performance is degraded enough to make the 
models significantly less useful. 
We attempted two different transfer learning 
routes for improving the performance of models 
on approximate coordinates. First, we retrained 
SchNet Transfer with the approximate coordinates 
as input and using the weights learned using all of 
QM9-G4MP2-train as a starting point; this reduces 
the MAE to 222 meV. We further reduced the 
dependence on coordinates by selecting a 
different conformer for each molecule at each 
epoch and rattling the coordinates of the 
conformer with a standard deviation of 0.1 Å. 
Retraining with “blurred” coordinates of 
molecules reduced the MAE to 205 meV, which is equivalent to the B3LYP atomization energy for the 
same molecules (200 meV). In short, our model produces estimates of the G4MP2 atomization energy for 
molecules with nine or fewer heavy atoms that are as good as B3LYP, but at much faster rates. 
Unfortunately, the strategy of re-training the model on perturbed coordinates fails for larger molecules. 
As shown in Figure 4, the baseline SchNet model retrained on the perturbed conformers for each molecule 
has errors of up to 2 eV when predicting the energy of a molecule given its generated atomic coordinates. 
The errors increase with molecular size, which could be both an effect of the error of ML models increasing 
with molecular size and the quality of the generated coordinates decreasing. The RMSD between the 
generated and B3LYP coordinates increases with the number of heavy atoms in our large model test set; 
for the largest molecules (14 heavy atoms), it is over four times larger than the median RMSD in our small 
molecule test set.  
We conclude that it is possible to reduce the dependence of SchNet-based models on knowing the DFT-
relaxed coordinates of a molecule by training on the conformers of each molecule with perturbed 
coordinates. The retrained models can predict the G4MP2 energies of small molecules with superior 
accuracy to B3LYP when provided only the coordinates generated with force fields. However, this strategy 
currently fails for larger molecules. Considering the higher accuracy of our models when given the B3LYP 
coordinates (Section 3.4), better accuracy on large molecules could be achieved with better estimates of 
relaxed coordinates (e.g., by using generative networks[34]). However, we do not currently recommend 
using SchNet to predict atomization energies without relaxed coordinates until improved techniques for 
generating atomic coordinates are available. 
 
Figure 4. Accuracy of a (cyan) SchNet Transfer model retrained 
on the conformers each molecule in QM9-G4MP2-train dataset, 
the SchNet Delta model (red), and (gray) B3LYP on predicting 
the G4MP2 atomization energy. The SchNet Transfer was 
trained by selecting a random conformer for each molecule and 
then coordinates were perturbed with a standard deviation of 
0.1 Å at each epoch. Each point represents the error between 
the prediction and G4MP2 for a molecule with more heavy 
atoms than those in the training set.  
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3.6 Recommendations 
Our results lead us to recommend two different ML models for predicting accurate energetics at the 
G4MP2 level of theory, depending on performance needs. If optimized B3LYP coordinates and energies 
are available, we recommend using the FCHL Δ-learning model for optimal accuracy and the SchNet Δ-
learning model if slower time-per-prediction of the FCHL model is unacceptable. As shown in Figure 5, 
both models can be used to increase the accuracy of energies relative to B3LYP calculations by up to a 
factor of 10.  
The SchNet Delta and FCHL Delta models are available for anyone to use via DLHub.[15] DLHub’s simple 
Python interface takes the XYZ coordinates of a molecule and returns the G4MP2 atomization enthalpy; 
it runs models on cloud or cluster resources, eliminating the need to understand how to use QML or 
SchNetPack or even to install them. We hope that by publishing the models in this way, we will enable 
others to integrate the capabilities developed in this work in their own research. 
4 Conclusion 
We compared multiple ML strategies for producing accurate estimates of G4MP2-level atomization 
energies of molecules at reduced computational costs. We evaluated models based on the FCHL and 
SchNet approaches and found that both approaches yield models that reliably predict the atomization 
energy 10 times more accurately than B3LYP for molecules larger than those in their training sets. The 
strong performance was achieved by learning the difference between B3LYP and G4MP2 atomization 
energies—an approach that we found yields higher accuracy than other methods of integrating data from 
multiple fidelities of calculations (e.g., transfer learning). We produced two state-of-the-art ML models 
that predict the G4MP2-level atomization energy of molecules within 5 meV for molecules of similar size 
and somewhat larger for molecules larger than those in the training set. Our FCHL-based model has 
accuracies three times better than SchNet but has at least a 100 times greater computational cost per 
prediction. We have made the models available for unrestricted use via a web API. 
 
Figure 5. MAEs between G4MP2-level atomization energy calculations and SchNet Delta predictions, FCHL Delta predictions, and 
B3LYP-level energy calculations. The two ML models were trained, using only molecules with nine heavy atoms or fewer, to 
predict the difference between B3LYP and G4MP2 energies. MAEs are shown relative to two sets of molecules, both outside of 
the ML models’ training set: (a) a holdout set of molecules with nine or fewer heavy atoms, and (b) a small dataset of molecules 
with 10 or more heavy atoms. The error bars are the standard error of the mean. Numbers above each bar indicate the number 
of molecules with each number of heavy atoms. 
   
 
-11- 
5 Acknowledgements 
This research was supported in part by the Exascale Computing Project (17-SC-20-SC) of the U.S. 
Department of Energy (DOE), by DOE’s Advanced Scientific Research Office (ASCR) under contract DE-
AC02-06CH11357, and by the Joint Center for Energy Storage Research (JCESR), an Energy Innovation Hub 
funded by the U.S. Department of Energy, Office of Science, Basic Energy Sciences. This work used 
resources from the Extreme Science and Engineering Discovery Environment (XSEDE), supported by 
National Science Foundation Grant No. ACI-1548562:[35] specifically, Jetstream at the Texas Advanced 
Computing Center through allocation CIE170012;[36] the University of Chicago Research Computing 
Center; and the Argonne Leadership Computing Facility. This material is based upon work supported by 
Laboratory Directed Research and Development (LDRD) funding from Argonne National Laboratory, 
provided by the Director, Office of Science, of the U.S. Department of Energy under Contract No. DE-AC02-
06CH11357. This work was performed under financial assistance award 70NANB14H012 from U.S. 
Department of Commerce, National Institute of Standards and Technology as part of the Center for 
Hierarchical Material Design (CHiMaD). This work was also supported by the National Science Foundation 
as part of the Midwest Big Data Hub under NSF Award Number: 1636950 "BD Spokes: SPOKE: MIDWEST: 
Collaborative: Integrative Materials Design (IMaD): Leverage, Innovate, and Disseminate". 
6 References 
[1] L.A. Curtiss, P.C. Redfern, K. Raghavachari, G n theory, Wiley Interdiscip. Rev. Comput. Mol. Sci. 1 
(2011) 810–825. doi:10.1002/wcms.59. 
[2] L.A. Curtiss, P.C. Redfern, K. Raghavachari, Gaussian-4 theory using reduced order perturbation 
theory, J. Chem. Phys. 127 (2007) 124105. doi:10.1063/1.2770701. 
[3] N. Mardirossian, M. Head-Gordon, Thirty years of density functional theory in computational 
chemistry: An overview and extensive assessment of 200 density functionals, Mol. Phys. 115 (2017) 
2315–2372. doi:10.1080/00268976.2017.1333644. 
[4] A.D. Becke, A new mixing of Hartree–Fock and local density-functional theories, J. Chem. Phys. 98 
(1993) 1372. doi:10.1063/1.464304. 
[5] L. Ward, C. Wolverton, Atomistic calculations and materials informatics: A review, Curr. Opin. Solid 
State Mater. Sci. 21 (2017) 167–176. doi:10.1016/j.cossms.2016.07.002. 
[6] C.M. Handley, J. Behler, Next generation interatomic potentials for condensed systems, Eur. Phys. 
J. B. 87 (2014) 152. doi:10.1140/epjb/e2014-50070-0. 
[7] M. Rupp, Machine learning for quantum mechanics in a nutshell, Int. J. Quantum Chem. 115 (2015) 
1058–1073. doi:10.1002/qua.24954. 
[8] R. Ramakrishnan, P.O. Dral, M. Rupp, O.A. von Lilienfeld, Big Data Meets Quantum Chemistry 
Approximations: The Δ-Machine Learning Approach, J. Chem. Theory Comput. 11 (2015) 2087–
2096. doi:10.1021/acs.jctc.5b00099. 
[9] P. Zaspel, B. Huang, H. Harbrecht, O.A. von Lilienfeld, Boosting Quantum Machine Learning Models 
with a Multilevel Combination Technique: Pople Diagrams Revisited, J. Chem. Theory Comput. 
(2019) acs.jctc.8b00832. doi:10.1021/acs.jctc.8b00832. 
[10] G. Pilania, J.E. Gubernatis, T. Lookman, Multi-fidelity machine learning models for accurate 
bandgap predictions of solids, Comput. Mater. Sci. 129 (2017) 156–163. 
   
 
-12- 
doi:10.1016/j.commatsci.2016.12.004. 
[11] A. Seko, T. Maekawa, K. Tsuda, I. Tanaka, Machine learning with systematic density-functional 
theory calculations: Application to melting temperatures of single- and binary-component solids, 
Phys. Rev. B. 89 (2014) 054303. doi:10.1103/PhysRevB.89.054303. 
[12] J.S. Smith, B.T. Nebgen, Ro. Zubatyuk, N. Lubbers, C. Devereux, K. Barros, S. Tretiak, O. Isayex, A.E. 
Roitbert, Outsmarting Quantum Chemistry Through Transfer Learning Universal Neural Network 
Potentials for Organic Molecules, ChemArXiv. (2018). doi:10.26434/chemrxiv.6744440. 
[13] K.T. Schütt, H.E. Sauceda, P.-J. Kindermans, A. Tkatchenko, K.-R. Müller, SchNet – A deep learning 
architecture for molecules and materials, J. Chem. Phys. 148 (2018) 241722. 
doi:10.1063/1.5019779. 
[14] F.A. Faber, A.S. Christensen, B. Huang, O.A. von Lilienfeld, Alchemical and structural distribution 
based representation for universal quantum machine learning, J. Chem. Phys. 148 (2018) 241717. 
doi:10.1063/1.5020710. 
[15] R. Chard, Z. Li, K. Chard, L. Ward, Y. Babuji, A. Woodard, S. Tuecke, B. Blaiszik, M.J. Franklin, I. 
Foster, DLHub: Model and Data Serving for Science, Arxiv.Org. (2018). 
https://arxiv.org/abs/1811.11213  
[16] B. Narayanan, P.C. Redfern, R.S. Assary, L.A. Curtiss, in review 
[17] R. Ramakrishnan, P.O. Dral, M. Rupp, O.A. von Lilienfeld, Quantum chemistry structures and 
properties of 134 kilo molecules, Sci. Data. 1 (2014) 140022. doi:10.1038/sdata.2014.22. 
[18] B. Blaiszik, K. Chard, J. Pruyne, R. Ananthakrishnan, S. Tuecke, I. Foster, The Materials Data Facility: 
Data Services to Advance Materials Science Research, JOM. 68 (2016) 2045–2052. 
doi:10.1007/s11837-016-2001-3. 
[19] L. Ward, B. Blaiszik, I. Foster, R.S. Assary, B. Narayanan, L.A. Curtiss, Dataset for Machine Learning 
Prediction of Accurate Atomization Energies of Organic Molecules from Low-Fidelity Quantum 
Chemical Calculations, Materials Data Facility. doi:10.18126/M2V65Z. 
[20] https://github.com/globus-labs/g4mp2-atomization-energy 
[21] K.T. Schütt, P. Kessel, M. Gastegger, K.A. Nicoli, A. Tkatchenko, K.-R. Müller, SchNetPack: A Deep 
Learning Toolbox For Atomistic Systems, J. Chem. Theory Comput. 15 (2019) 448–455. 
doi:10.1021/acs.jctc.8b00908. 
[22] B. Huang, O.A. von Lilienfeld, The “DNA” of chemistry: Scalable quantum machine learning with 
“amons,” (2017). http://arxiv.org/abs/1707.04146. 
[23] A.S. Christensen, F.A. Faber, B. Huang, L.A. Bratholm, A. Tkatchenko, K.-R. Müller, O.A. von 
Lilienfeld, qmlcode/qml: Release v0.3.1, (2017). doi:10.5281/ZENODO.817332. 
[24] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. 
Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. 
Perrot, E. Duchesnay, Scikit-learn: Machine learning in Python, J. Mach. Learn. Res. 12 (2011) 2825–
2830. doi:10.1007/s13398-014-0173-7.2. 
[25] J. Baxter, A Bayesian/Information Theoretic Model of Learning to Learn via Multiple Task Sampling, 
Mach. Learn. 28 (1997) 7–39. doi:10.1023/A:1007327622663. 
   
 
-13- 
[26] N.J. Browning, R. Ramakrishnan, O.A. von Lilienfeld, U. Roethlisberger, Genetic Optimization of 
Training Sets for Improved Machine Learning Models of Molecular Properties, J. Phys. Chem. Lett. 
8 (2017) 1351–1359. doi:10.1021/acs.jpclett.7b00038. 
[27] J. Gilmer, S.S. Schoenholz, P.F. Riley, O. Vinyals, G.E. Dahl, Neural Message Passing for Quantum 
Chemistry, (2017). http://arxiv.org/abs/1704.01212. 
[28] Z. Wu, B. Ramsundar, E.N. Feinberg, J. Gomes, C. Geniesse, A.S. Pappu, K. Leswing, V. Pande, 
MoleculeNet: a benchmark for molecular machine learning, Chem. Sci. 9 (2018) 513–530. 
doi:10.1039/C7SC02664A. 
[29] T.S. Hy, S. Trivedi, H. Pan, B.M. Anderson, R. Kondor, Predicting molecular properties with covariant 
compositional networks, J. Chem. Phys. 148 (2018). doi:10.1063/1.5024797. 
[30] S. Kearnes, K. McCloskey, M. Berndl, V. Pande, P. Riley, Molecular graph convolutions: moving 
beyond fingerprints, J. Comput. Aided. Mol. Des. 30 (2016) 595–608. doi:10.1007/s10822-016-
9938-8. 
[31] C.W. Coley, W. Jin, L. Rogers, T.F. Jamison, T.S. Jaakkola, W.H. Green, R. Barzilay, K.F. Jensen, A 
graph-convolutional neural network model for the prediction of chemical reactivity, Chem. Sci. 10 
(2019) 370–377. doi:10.1039/c8sc04228d. 
[32] T.A. Halgren, Merck molecular force field. I. Basis, form, scope, parameterization, and performance 
of MMFF94, J. Comput. Chem. 17 (1996) 490–519. doi:10.1002/(SICI)1096-
987X(199604)17:5/6<490::AID-JCC1>3.0.CO;2-P. 
[33] N.M. O’Boyle, M. Banck, C.A. James, C. Morley, T. Vandermeersch, G.R. Hutchison, Open Babel: An 
open chemical toolbox, J. Cheminform. 3 (2011) 33. doi:10.1186/1758-2946-3-33. 
[34] N.W.A. Gebauer, M. Gastegger, K.T. Schütt, Generating equilibrium molecules with deep neural 
networks, (2018). http://arxiv.org/abs/1810.11347. 
[35] J. Towns, T. Cockerill, M. Dahan, I. Foster, K. Gaither, A. Grimshaw, V. Hazlewood, S. Lathrop, D. 
Lifka, G.D. Peterson, R. Roskies, J.R. Scott, N. Wilkens-Diehr, XSEDE: Accelerating Scientific 
Discovery, Comput. Sci. Eng. 16 (2014) 62–74. doi:10.1109/MCSE.2014.80. 
[36] C.A. Stewart, G. Turner, M. Vaughn, N.I. Gaffney, T.M. Cockerill, I. Foster, D. Hancock, N. Merchant, 
E. Skidmore, D. Stanzione, J. Taylor, S. Tuecke, Jetstream: a self-provisioned, scalable science and 
engineering cloud environment, in: Proc. 2015 XSEDE Conf. Sci. Adv. Enabled by Enhanc. 
Cyberinfrastructure - XSEDE ’15, ACM Press, New York, New York, USA, 2015: pp. 1–8. 
doi:10.1145/2792745.2792774. 
 
