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Abstract
For a single-input/single-output (SISO) linear time-invariant dynamical system, the classical H∞-norm lower error bound of bal-
anced truncation method is
‖G(s) −Gr(s)‖H∞ ≥ σr+1,
where σi, i = 1, . . . , n, are the Hankel singular values of system in decreasing order. In this paper we provide a new estimation of
the lower error, according to
‖G(s) −Gr(s)‖H∞ ≥ max{σd, 2
∣∣∣∑
i<J
siσi
∣∣∣},
where si is the sign associated with the Hankel singular value σi in Ober’s canonical form. The index subsetJ and the number d in
above inequality will be introduced in the paper. We show by means of an example that the new bound may be relevant in deciding
which states to keep in the balanced truncation method, and that using the classical result not always yields the best result.
Keywords: linear time-invariant systems,H∞-norm, lower error bound, balanced truncation, model order reduction, Ober’s
canonical form.
1. Introduction
TheH∞-norm lower and upper error bounds of the balanced
truncation method are given by
σr+1 ≤ ‖G(s) −Gr(s)‖H∞ ≤ 2
n∑
i=r+1
σi, (1.1)
where σi, i = 1, . . . , n, are the Hankel singular values of the
system (see e.g., [3, 5]). From these inequalities it follows
that, in order to get the smallest error for the truncated system,
one should, in any case, disregard the states associated with the
smallest Hankel singular values.
Although selecting the truncated system using the above
idea yields generally good results, and is widely used in prac-
tice, in some cases, as shown in the example at the end of the
paper, a smaller error is obtained if one selects differently the
states to discard. In this paper we explain this situation by ob-
taining a better lower error bound, and showing how this may
influence the selection of the truncated system.
Our result rests on the new lower bound for theH∞ norm of
a system proposed in [6, 8, 11], which is based on computing
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the transfer function at zero frequency. In this paper, we use
the same idea to compute the lower error bound of the balanced
truncation method.
Throughout the paper, we denote matrices and vectors by
bold-face letters, for example A, and scalars by normal letters,
as in a. The symbols R and C denote the fields of real and
complex numbers, respectively.
We consider the class of single-input/single-output (SISO)
linear dynamical systems with time-invariant state-space real-
ization
x˙(t) = Ax(t) + bu(t), (1.2)
y(t) = cx(t), t ∈ R, (1.3)
where (A,b, c) ∈ Rn×n × Rn×1 × R1×n, x(t) ∈ Rn, u(t) ∈ R and
y(t) ∈ R. The state-space system (1.2)-(1.3) generates a transfer
function
G(s) := c(sI − A)−1b, s ∈ C (1.4)
for which sometimes we use the notation
(
A b
c
)
.
The H∞-norm of a linear time-invariant system is defined
by
‖G(s)‖H∞ := max
ω∈R
σmax(G( jω)),
where σmax(G( jω)) is the largest singular value of G( jω). In
the SISO case, however, G( jω) is just a complex number, and
therefore σmax(G( jω)) = |G( jω)|, which gives
‖G(s)‖H∞ = max
ω∈R
σmax(G( jω)) = max
ω∈R
|G( jω)|.
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The outline of this paper is as follows. In Section 2 we recall
Ober’s canonical form of balanced realization [8]. This realiza-
tion is useful to investigate the H∞-norm lower error bound of
the balanced truncation method, which will be discussed in Sec-
tion 3. In Section 4, a numerical example is presented, which
shows that the classical balanced truncation method does not
always yield the best result. Finally, our conclusions are pre-
sented in Section 5.
2. Ober’s canonical form of balanced realization
2.1. Balanced realization
Assume that the system G(s) =
(
A b
c
)
is asymptotically
stable and is in a minimal realization, i.e., A is stable, the pair
(A,b) is controllable and the pair (A, c) is observable. The con-
trollability and observability Gramians P and Q of the system
are, respectively, the solutions of the algebraic Lyapunov equa-
tions
AP + PAT + bbT = 0, (2.1)
ATQ + QA + cTc = 0. (2.2)
The balancing transformation is a state transformation that
makes the controllability and observability Gramians identical
and diagonal, i.e. if the transformation is given by xb(t) =
T−1x(t), then
(Ab,bb, cb) = (T−1AT,T−1b, cT), (2.3)
Pb = T−1PT−T = Σ := diag(σ1, σ2, . . . , σn)
= TTQT = Qb, (2.4)
where σ1 ≥ σ2 ≥ · · · ≥ σn > 0 are the Hankel singular values
of the system. The realization (Ab,bb, cb) is called a balanced
realization of system [7].
2.2. Balanced truncation
In order to obtain an order reduced model, we assume that
(Ab,bb, cb) are in balanced realization. Let J := {i1, . . . , ir} ⊂
{1, . . . , n} be the indexes of the states that we want to keep in the
reduced model. Let IJ := col{ei1 , . . . , eir }, where e j is the j-th
column vector of identity matrix In. Then, the reduced-order
system Gr(s) is obtained by truncating the (n − r) states which
do not belong to J , as follows:
AJ := IJAbIJ , bJ := IJbb, cJ := cbIJ ,
Gr(s) := cJ (sI − AJ )−1bJ . (2.5)
2.3. Ober’s canonical form of SISO balanced realization
Suppose that the SISO linear time-invariant system G(s) =(
Ab bb
cb
)
= cb(sI−Ab)−1bb is in balanced realization. More-
over, for simplicity reason, we assume that the Hankel singular
values of G(s) are distinct, i.e., σ1 > σ2 > · · · > σn. Then in
this case, following [8], G(s) =
(
Ab bb
cb
)
can be written in
Ober’s canonical form:
G(s) =

−b21
2σ1
−b1b2
s1 s2σ1+σ2
· · · −b1bns1 snσ1+σn b1
−b2b1
s2 s1σ2+σ1
−b22
2σ2
· · · −b2bns2 snσ2+σn b2
...
...
. . .
...
...
−bnb1
sn s1σn+σ1
−bnb2
sn s2σn+σ2
· · · −b2n2σn bn
s1b1 s2b2 · · · snbn

, (2.6)
where si = 1 or −1 is the sign associated with the Hankel singu-
lar value σi. Notice that if all the signs si are equal, either 1 or
−1, then the matrix Ab is symmetric, and cb = bb or cb = −bb.
These special cases will be considered later on.
3. A new lower error bound
TheH∞-norm of system is always bigger than |G(0)|. More-
over, if all the Hankel singular values are distinct then G(0) can
be computed, in terms of Hankel’s singular values, as follows
G(0) = 2
n∑
i=1
siσi. (3.1)
The statement and the proof of this result can be found in [6,
8, 11]. By combining this with the classical lower bound of
system [5], we get the following result:
Theorem 3.1. Assume that G(s) is stable SISO system and all
the Hankel singular values are distinct. Then,
‖G(s)‖H∞ ≥ max{σ1, 2
∣∣∣ n∑
i=1
siσi
∣∣∣}. (3.2)
Remark 3.2. One can consider two cases where the new lower
bound (3.2) reaches the upper bound of system (see Theorem
4.1 in [10], Theorem 4.1 in[9], or Remark 2.3 in[8]).
(a) In the case that si = 1 for all i = 1, . . . , n, i.e. the
case that G(s) has state-space symmetric realization A =
AT ,b = cT , then
‖G(s)‖H∞ ≥ 2(σ1 + · · · + σn).
It follows that ‖G(s)‖H∞ = 2(σ1+· · ·+σn) since the lower
bound is equal to the upper bound.
(b) In the case that si = −1 for all i = 1, . . . , n, i.e. the case
that G(s) has realization A = AT ,b = −cT , then we get
the same result as above
‖G(s)‖H∞ = 2(σ1 + · · · + σn).
Now using the same idea as in Theorem 3.1, we are in a
position to formulate the main result of this paper.
Theorem 3.3. Assume that G(s) is a stable SISO system and
that all the Hankel singular values are distinct. LetJ ⊂ {1, . . . , n}
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be given, and d := max{ j| j < J}. If Gr(s) is reduced model ob-
tained by the balanced truncation method from G(s), then the
lower bound of ‖G(s) −Gr(s)‖H∞ is
‖G(s) −Gr(s)‖H∞ ≥ max{σd, 2
∣∣∣∑
i<J
siσi
∣∣∣}. (3.3)
Proof of Theorem 3.3. Since the balanced truncation method re-
tains the Hankel singular values σi, i ∈ J , as well as the signs
si, ∈ J , associated with them, for the reduced system Gr(s), we
get that
G(0) −Gr(0) = 2
n∑
i=1
siσi − 2
∑
i∈J
siσi = 2
∑
i<J
siσi,
which implies that
‖G(s) −Gr(s)‖H∞ = max
ω∈R
σmax(G( jω) −Gr( jω))
= max
ω∈R
|G( jω) −Gr( jω)|
≥ |G(0) −Gr(0)|
= 2
∣∣∣∑
i<J
siσi
∣∣∣.
Now we consider two special cases in Theorem 3.3. In these
cases, the upper bound and the lower bound of ‖G(s)−Gr(s)‖H∞
are the same, and therefore the exact error of balanced trunca-
tion method can be computed. The proof is omitted since it is
obvious.
Corollary 3.4. With the assumptions as in Theorem 3.3, we get
that:
(a) In the case that all truncated states have the sign equal to
1, i.e. si = 1 for all i < J , theH∞-norm of (G(s)−Gr(s))
is
‖G(s) −Gr(s)‖H∞ = 2
∑
i<J
σi.
(b) In the case that all truncated states have the sign equal
to −1, i.e. si = −1 for all i < J , we get the same result as
above
‖G(s) −Gr(s)‖H∞ = 2
∑
i<J
σi.
We consider now two special cases, namely when G(s) has
state-space symmetric realization A = AT ,b = cT , or when
A = AT ,b = −cT .
Corollary 3.5. With the same assumptions as in Theorem 3.3,
one has that
(a) (Theorem 4.4, [9]) In the case that G(s) has state-space
symmetric realization A = AT ,b = cT , one has
‖G(s) −Gr(s)‖H∞ = 2(σr+1 + · · · + σn).
(b) In the case that G(s) has realization A = AT ,b = −cT ,
one gets also
‖G(s) −Gr(s)‖H∞ = 2(σr+1 + · · · + σn).
Proof. The results in Corollary 3.5 correspond to the special
cases in Corollary 3.4 since all truncated states have the sign 1
or −1.
4. A numerical example
In classical balanced truncation method one truncates the
states having the smallest Hankel singular values. The example
that we present shows that taking into account the new tighter
lower bound may reduce the error on the reduced order model
system without increasing its order.
Consider the following linear system, given by Ober’s real-
ization form by
b =

1
1
1
1
1
 , s =

1
1
−1
1
1
 , σ =

5
4
3
2.5
2
 ,
c =
[
s1b1 s2b2 · · · snbn
]
=
[
1 1 −1 1 1
]
,
A =

−b21
2σ1
−b1b2
s1 s2σ1+σ2
· · · −b1bns1 snσ1+σn
−b2b1
s2 s1σ2+σ1
−b22
2σ2
· · · −b2bns2 snσ2+σn
...
...
. . .
...
−bnb1
sn s1σn+σ1
−bnb2
sn s2σn+σ2
· · · −b2n2σn

=

−0.100 −0.111 0.500 −0.133 −0.143
−0.111 −0.125 1.000 −0.154 −0.167
−0.500 −1.000 −0.167 2.000 1.000
−0.133 −0.154 −2.000 −0.200 −0.222
−0.143 −0.167 −1.000 −0.222 −0.250
 .
Let G(s) =
(
A b
c
)
. G(s) is in balanced realization and its
Hankel singular values are
σ1 = 5, σ2 = 4, σ3 = 3, σ4 = 2.5, σ5 = 2.
If we truncate the 2 states having the smallest Hankel singu-
lar values, σ4 and σ5, as in the classical balanced truncation
method, we obtain the following reduced-order system.
G1(s) =

−0.100 −0.111 0.500 1
−0.111 −0.125 1.000 1
−0.500 −1.000 −0.167 1
1 1 −1
 .
TheH∞-norm of error in this case is
‖G(s) −G1(s)‖H∞ = 9,
which is attained at frequency ω = 0.
However, if we truncate the 2 states corresponding to σ2
and σ3 we obtain the following reduced-order system.
G2(s) =

−0.100 −0.133 −0.143 1
−0.133 −0.200 −0.222 1
−0.143 −0.222 −0.250 1
1 1 1
 .
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TheH∞-norm of error in this case is
‖G(s) −G2(s)‖H∞ = 5.6421,
which is now attained at frequency ω = 2.4814.
Hence, truncating the states having the smallest Hankel sin-
gular values does not always give the best reduced system. One
can find an explanation of this result in the light of the new
lower error bound given in Theorem 3.3. One has that
2(σ4 + σ5) ≥ ‖G(s) −G1(s)‖H∞ ≥ max{σ4, 2(σ4 + σ5)},
and, therefore, 9 ≥ ‖G(s)−G1(s)‖H∞ ≥ 9, or ‖G(s)−G1(s)‖H∞ =
9. On the other hand,
2(σ2 + σ3) ≥ ‖G(s) −G2(s)‖H∞ ≥ max{σ2, 2|σ2 − σ3|},
which leads to 14 ≥ ‖G(s)−G2(s)‖H∞ ≥ 4. The lower bound of
‖G(s) −G2(s)‖H∞ is smaller than the one of ‖G(s) −G1(s)‖H∞ ,
so it may yield a better result, and in fact it does in our example.
5. Conclusions
This paper has shown that the H∞-norm lower bound of
SISO linear systems as well as theH∞-norm lower error bound
of balanced truncation method can be improved. The technique
is based on the computation of transfer function at zero fre-
quency. The key point in this paper is the balanced realization
obtained by Ober [8] for the SISO linear systems. Whether the
new bound improves the classical one depends on the detailed
numerical values of the Hankel singular values of the system,
as well as of their signs, but we have shown an explicit example
where the new bound is relevant.
We should comment that these results can not be extended
to the case of multi-input/multi-output (MIMO) linear time-
invariant systems. This is due to the fact that equality (3.1)
does not hold for the MIMO case. The question of defining
a systematic way to improve the balanced truncation given the
spectrum of Hankel’s singular values and their associated signs
is an open one.
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