Motifs séquentiels pour la description de séries temporelles d'images satellitaires et la prévision d'événements by Méger, Nicolas
Motifs se´quentiels pour la description de se´ries
temporelles d’images satellitaires et la pre´vision
d’e´ve´nements
Nicolas Me´ger
To cite this version:
Nicolas Me´ger. Motifs se´quentiels pour la description de se´ries temporelles d’images satellitaires




Submitted on 21 May 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Universite´ de Savoie
Habilitation a` diriger des recherches
Spe´cialite´ : sciences et technologies de l’information
Motifs se´quentiels pour la description de se´ries
temporelles d’images satellitaires et la
pre´vision d’e´ve´nements
Nicolas ME´GER
Soutenue a` Annecy-le-Vieux le 29 mars 2013
Jury
Atilla BASKURT Rapporteur Professeur a` l’INSA de Lyon
Marie-Odile CORDIER Rapportrice Professeur a` l’Universite´ Rennes 1
Bruno CRE´MILLEUX Examinateur Professeur a` l’Universite´ de Caen
Sylvie GALICHET Examinatrice Professeur a` Polytech
Annecy-Chambe´ry
Pascal PONCELET Rapporteur Professeur a` l’IUT de Be´ziers
Christophe RIGOTTI Examinateur Maˆıtre de Confe´rences HDR
a` l’INSA de Lyon
LISTIC (EA 3703), Polytech Annecy-Chambe´ry








5 Projets et contrats 23
6 Activite´s d’inte´reˆt collectif 25
7 Publications, livrables de projets ANR et se´minaires 27
II Travaux de recherche 33
8 Introduction 35
9 Description non supervise´e de STIS 37
9.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
9.2 E´tude d’opportunite´ . . . . . . . . . . . . . . . . . . . . . . . . . . 41
9.2.1 De´finitions pre´liminaires . . . . . . . . . . . . . . . . . . . . 41
9.2.2 Motifs se´quentiels fre´quents . . . . . . . . . . . . . . . . . . 42
9.2.3 Expe´riences . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
9.3 Propositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
9.3.1 Connexite´ spatiale : les motifs SFG . . . . . . . . . . . . . . 49
9.3.2 Expe´riences sur les motifs SFG . . . . . . . . . . . . . . . . 51
9.3.3 Classement des motifs SFG a` l’aide de l’IMN . . . . . . . . 64
9.3.4 Expe´riences sur le classement IMN . . . . . . . . . . . . . . 66
3
4 TABLE DES MATIE`RES
10 Pre´vision d’e´ve´nements dans un flot de donne´es 71
10.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
10.2 E´tude d’opportunite´ . . . . . . . . . . . . . . . . . . . . . . . . . . 73
10.2.1 De´finitions pre´liminaires . . . . . . . . . . . . . . . . . . . . 73
10.2.2 Pre´visions : une approche au plus tard . . . . . . . . . . . . 77
10.2.3 Expe´riences . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
10.3 Propositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
10.3.1 Apprentissage : une approche leave-one-out . . . . . . . . . 82
10.3.2 Pre´visions : une approche au plus toˆt . . . . . . . . . . . . . 83
10.3.3 Expe´riences . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
11 Conclusion et perspectives 93
12 Acronymes 97
Table des figures
2.1 Volumes horaires a` l’IUT d’Annecy (hors licences professionnelles). 12
3.1 Nombre de publications par anne´e civile, de 2005 a` 2012. . . . . . 18
9.1 Acquisitions panchromatiques fournies par Meteosat-7. . . . . . . . 39
9.2 Nombre de motifs SFG et temps d’e´xe´cution. . . . . . . . . . . . . 46
9.3 Localisation de deux motifs se´quentiels fre´quents. . . . . . . . . . . 48
9.4 Localisation spatio-temporelle du motif se´quentiel 0→ 0→ 3→ 0. 49
9.5 Pre´traitement d’acquisitions SPOT. . . . . . . . . . . . . . . . . . 53
9.6 Impact de la contrainte de connexite´ moyenne minimum. . . . . . . 55
9.7 E´valuation de l’e´lagage duˆ au push partiel. . . . . . . . . . . . . . 56
9.8 Localisation (pixels blancs) de motifs SFG ayant trait aux cultures. 58
9.9 Localisation (pixels blancs) de motifs SFG : autres exemples. . . . 59
9.10 Images D-InSAR de de´placement, Chine. . . . . . . . . . . . . . . . 62
9.11 Localisation (pixels blancs) de 3 motifs SFG de de´placement. . . . 63
9.12 STIS Landsat 7, de 2000 a` 2011, Nouvelle-Cale´donie. . . . . . . . . 67
9.13 Images Landsat 7, cartes LST et e´chelle de couleur. . . . . . . . . . 70
10.1 La se´quence d’e´ve´nements S. . . . . . . . . . . . . . . . . . . . . . 74
10.2 Confiance et support d’une re`gle dans une se´quence S. . . . . . . . 77
10.3 Pre´vision d’un proble`me de classe C a` partir des re`gles α, β et γ. . 78
10.4 Apprentissage au plus tard : performances. . . . . . . . . . . . . . 81
10.5 Projection de la feneˆtre temporelle optimale d’une FLM-re`gle. . . . 84
10.6 Agre´gation des informations temporelles de pre´vision. . . . . . . . 85
10.7 Pre´traitement des signaux vibratoires. . . . . . . . . . . . . . . . . 87
10.8 E´volution de l’intervalle de pre´vision associe´ au grippage #11. . . . 90
5









Pre´noms : Nicolas, Pierre, Christian
Date de naissance : 20/02/1977
Lieu de naissance : Bagnols/Ce`ze (Gard)
Nationalite´ : Franc¸aise
Situation familiale : Marie´, 2 enfants
Adresse : 315 route de la Fouge`re, F-73100 Gre´sy/Aix
Te´le´phone : +33 (0) 610 748 466
1.2 Statut
Fonction : Maˆıtre de confe´rences, 27e`me section
Universite´ de Savoie
Courrier e´lectronique : nicolas.meger@univ-savoie.fr
Coordonne´es enseignement : IUT Annecy - De´partement INFO
9 rue de l’Arc-en-Ciel, F-74940 Annecy
Te´l. : +33 (0) 450 092 353
Coordonne´es recherche : LISTIC - Polytech Annecy-Chambe´ry
B.P. 80439, F-74944 Annecy-le-Vieux Cedex
Te´l. : +33 (0) 450 096 520
Date d’installation : 28/09/2005
Date de titularisation : 18/09/2006
1.3 Expe´rience professionnelle
Depuis septembre 2005 Maˆıtre de confe´rences au de´partement INFO de l’IUT
d’Annecy, Universite´ de Savoie. Laboratoire d’accueil : Laboratoire d’Informatique,
Syste`mes, Traitement de l’Information et de la Connaissance (LISTIC, EA 3703).
9
10 CHAPITRE 1. CURRICULUM VITAE
Oct. 2004/aouˆt 2005 ATER mi-temps. Enseignement a` l’Institut National des
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Dominique Laurent et Pr. Pascal Poncelet. Membres du jury : Pr. Marie-Odile
Cordier, Pr. Dominique Laurent, Pr. Pascal Poncelet, Pr. Bruno Cre´milleux, Pr.
Jean-Franc¸ois Boulicaut et Christophe Rigotti (maˆıtre de confe´rences HdR). Titre
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se´quentiels.
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Rigotti (maˆıtre de confe´rences HdR). Sujet du stage : Re´sume´s de collections de
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21 novembre 2001 Diploˆme d’Inge´nieur, Spe´cialite´ Informatique, INSA
de Lyon. Responsable du projet de fin d’e´tudes : Re´gis Aubry (maˆıtre de
confe´rences). Sujet de projet de fin d’e´tudes : Conception des syste`mes d’in-
formation et de communication par la me´thode d’analyse de la valeur.
25 septembre 1995 Diploˆme du Baccalaure´at Ge´ne´ral, se´rie Scientifique,
Mention Tre`s Bien, de´livre´ a` Aix-En-Provence.
1.5 Langues
Anglais : Lu, parle´, e´crit.
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Espagnol : Lu, parle´, e´crit. Dernie`re anne´e de formation inge´nieur de l’INSA de





J’ai commence´ a` enseigner en tant que vacataire au sein du premier cycle europe´en
de l’INSA Lyon, EURINSA, entre 2002 et 2005. Mes premiers cours/TD/TP, 90 heures
e´q. TD, traitaient d’algorithmie, de programmation et des syste`mes d’exploitation. J’ai
e´galement enseigne´ en tant qu’ATER mi-temps au second cycle de l’INSA Lyon, pour
le de´partement Informatique, en 2004/2005. J’ai ainsi accompagne´ les e´le`ves inge´nieurs
sur 72 heures e´q. TD de TP de syste`me embarque´ et de syste`me temps re´el/multitaˆches.
Enfin, en 2003, en tant que chercheur du projet europe´en AEGIS (IST-2000-26450), j’ai
forme´ en 40 heures des doctorants et post-doctorants a` l’extraction de connaissances dans
les donne´es, a` la fouille de donne´es, au C/C++, aux bases de donne´es et aux acce`s web
aux bases de donne´es.
Recrute´ a` la cre´ation du de´partement INFO de l’IUT d’Annecy comme maˆıtre de
confe´rences en 27e`me section a` l’Universite´ de Savoie en septembre 2005, j’y effectue de-
puis lors l’essentiel de mes enseignements. La cre´ation d’un de´partement est un contexte
singulier et motivant qui a ne´cessite´ une forte implication de ma part, a` la fois au niveau de
l’enseignement et des charges administratives. La figure 2.1 donne, par anne´e scolaire, un
aperc¸u des volumes horaires effectue´s a` l’IUT d’Annecy. Apre`s l’ouverture du de´partement
en 2005, la monte´e en re´gime de 2006 et le pic d’activite´ de 2008 et 2009, j’ai engage´ en
2010 un effort de baisse du volume d’enseignement afin de pouvoir de´velopper mes ac-
tivite´s de recherche. Il est a` noter que ces volumes incluent les charges administratives
a` l’exception de la direction de le licence professionnelle Charge´ de projet informatique
(670 heures e´q. TD entre 2007 et 2011) et des enseignements dispense´s dans cette meˆme li-
cence et dans la licence professionnelle Bases de donne´es (110 heures e´q. TD entre 2007 et
2011). Pour la pe´riode 2007-2011, ceci repre´sente un volume supple´mentaire de 156 heures
e´q. TD en moyenne par anne´e qu’il faut ajouter aux volumes ici rapporte´s. Les anne´es
2008 et 2009, avec environ 500 heures e´q. TD chacune, ont ainsi e´te´ les plus charge´es.
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Figure 2.1 – Volumes horaires a` l’IUT d’Annecy (hors licences professionnelles).
2.2 Contenus des enseignements et charges d’ensei-
gnement
Le/la lecteur/lectrice trouvera ci-apre`s les de´tails relatifs aux contenus des enseigne-
ments et aux charges d’enseignement. Les anne´es rapporte´es sont des anne´es scolaires.
Analyse et conception des syste`mes d’information (934 heures e´q. TD de 2005
a` 2011, 109 h. cours, 719 h. TD, 72 h. TP)
La responsabilite´ de ces cours de premie`re anne´e et de deuxie`me anne´e m’a e´te´ confie´e
a` mon arrive´e. Entre 2007 et 2010, j’ai e´galement enseigne´ ce type de cours en licence
professionnelle Charge´ de projet informatique afin de proce´der a` la conception d’applica-
tions destine´es a` des associations 1901. Quel que soit le niveau, j’ai assure´ la cre´ation des
diffe´rents supports pour les cours, les TD et les TP associe´s. J’ai donne´ la totalite´ des
cours tout en intervenant en TD et TP. L’objectif de ces cours est de faire de´couvrir et
utiliser les outils de mode´lisation des syste`mes d’information pour analyser et concevoir
un syste`me d’information, le plus souvent re´duit au syste`me informatique. Au niveau des
me´thodes et des mode`les, le choix a e´te´ fait d’enseigner MERISE et de proposer e´galement
une approche objet avec UML 2.0 comme formalisme. Un accent tout particulier a e´te´
mis sur l’utilisation de cas d’e´tude re´els en TP comme le Festival du cine´ma d’animation
d’Annecy. L’atelier de ge´nie logiciel utilise´ lors des TP est PowerAMC. Les cours dispense´s
en premie`re anne´e sont obligatoires. Des TP de de´couverte du SQL pour la cre´ation, la
mise a` jour et l’interrogation des bases de donne´es illustrent l’inte´reˆt d’une mode´lisation
correcte des donne´es. La conception d’interfaces base´es sur l’utilisation de requeˆtes SQL
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est e´galement aborde´e sous Access. Les cours propose´s en deuxie`me anne´e font l’objet
d’un module comple´mentaire mettant en œuvre les concepts vus en premie`re anne´e et en
deuxie`me anne´e sur un projet couvrant l’ensemble des e´tapes d’un de´veloppment logiciel,
de la de´finition du cahier des charges a` la recette de l’application. La re´alisation de cette
dernie`re s’effectue sur la base d’une architecture MVC/MVC2, en utilisant des technolo-
gies re´centes (PHP5.3, Oracle 11g) et en preˆtant attention a` la documentation associe´e
(cahier des charges, dossier de spe´cification, manuel utilisateur, manuel technique, cahiers
de tests et de recette). L’utilisation de frameworks de type Symfony, Zend ou Yii est
encourage´e.
Architecture et programmation assembleur (198 heures e´q. TD de 2005 a` 2009,
112 h. TD, 129 h. TP)
Pour ces cours, je suis venu en soutien de mes colle`gues au niveau des TD et TP. Au
travers de la de´couverte de l’architecture des processeurs et de l’assembleur, l’objectif est
ici de de´mystifier le fonctionnement des ordinateurs et de montrer en quoi les se´curite´s d’un
programme peuvent eˆtre facilement contourne´es et en quoi peut consister l’optimisation
d’un programme. Apre`s avoir fonctionne´ avec un simulateur de processeur de type M68000,
nous avons utilise´ des processeurs Intel en programmant en assembleur x86. Afin de rendre
le cours attrayant, un accent particulier a e´te´ mis sur la programmation de jeux dits vintage
de type Pong ou Asteroids.
Algorithmie et programmation (150 heures e´q. TD de 2005 a` 2008, 77 h. TD,
94 h. TP)
En ce qui concerne ces cours, je suis e´galement venu en soutien de mes colle`gues au
niveau des TD et TP. Ces cours traitent d’algorithmie et de programmation proce´durale en
C (premie`re anne´e), de programmation par objets en C++ et Java (premie`re et deuxie`me
anne´e).
Fouille de donne´es (63 heures e´q. TD de 2009 a` 2011)
Que ce soit au niveau DUT ou au niveau licence professionnelle, j’ai enseigne´ la
fouille de donne´es (ou data mining), et l’extraction de connaissances dans les donne´es. Les
mode`les globaux (cluterings, classifieurs) ainsi que les motifs locaux (re`gles d’association,
motifs se´quentiels, e´pisodes) sont pre´sente´s. Une mise en pratique graˆce a` l’atelier Knime
vient en support de l’assimilation de ces concepts. Ce cours, d’une quinzaine d’heures en
moyenne, constitue une partie d’un module comple´mentaire de deuxie`me anne´e de DUT
et est obligatoire en licence professionnelle Bases de donne´es. Pour ce qui est des aspects
the´oriques, je m’appuie sur le livre Introduction to Data Mining de Tan, Steinbach et
Kumar [TSK05]. J’utilise e´galement une version modifie´e de leurs transparents. Pour ce
qui est des TP sous Knime, je me suis inspire´ des TP construits par Christophe Rigotti
pour l’INSA Lyon. J’ai e´galement dispense´ ce type de cours en Espagne, a` l’universite´
Jaume I, au niveau master, en deux sessions de 10 heures chacune. Ces sessions ne sont
pas compte´es dans les volumes horaires ici rapporte´s.
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Projets tutore´s et stages (290 heures e´q. TD de 2005 a` 2011)
Nos e´tudiants de´couvrent le monde de l’entreprise au travers d’un projet tutore´ et
d’un stage en entreprise. Les projets tutore´s sont des missions facture´es aux entreprises
et re´alise´es par groupe de 5/6 e´tudiants dans les locaux de l’IUT. En dehors d’une mise
en œuvre technique des cours dispense´s, ces projets permettent de comprendre quelles
sont les attentes et les exigences d’un client, d’une entreprise. Les projets de´marrent en
fin de premie`re anne´e et finissent en milieu de deuxie`me anne´e. S’en suivent alors les
stages en entreprise permettant de quitter le cocon de l’IUT et d’apprendre a` s’inte´grer
au sein meˆme des entreprises. Tout ceci repre´sente un apprentissage, tant en savoir-eˆtre
qu’en compe´tences techniques. Afin d’aider les e´tudiants dans cette de´marche, nous les
accompagnons avec des heures de´die´es aux projets tutore´s et aux stages, heures auxquelles
j’ai participe´. Ces heures incluent les visites de stages, visites particulie`rement inte´ressantes
en ce qui concerne la relation a` l’entreprise. Il est ainsi possible de pre´senter et d’expliquer
nos diffe´rentes formations (DUT, licences professionnelles) tout en recensant les besoins
des entreprises.
Actions de promotions, Recrutement, Projet Personnel et Professionnel (PPP)
(136 heures e´q. TD de 2006 a` 2011)
Afin d’atteindre le meilleur taux de re´ussite possible, nous nous assurons que les
e´le`ves recrute´s aient choisi une formation en phase avec leurs aspirations. A` cet effet, mes
colle`gues et moi-meˆme assurons des actions de promotion en e´tant pre´sents dans les salons
e´tudiants et proce´dons a` des entretiens de recrutement. De meˆme, que ce soit en groupe
ou individuellement, j’ai accompagne´ les e´le`ves dans la de´finition et la mise en œuvre de
leur Projet Personnel et Professionnel (PPP), en premie`re et en deuxie`me anne´e.
Projets de communication (10 heures e´q. TD en 2005)
J’ai encadre´ deux projets de communication. Le premier e´tait un projet audiovisuel
dont le but e´tait de produire des films pre´sentant le de´partement INFO. L’autre projet
concernait quant a` lui l’animation du de´partement (organisation de sorties raquettes,
restaurant, LAN parties, laser game, etc.).
Bureautique et mode´lisation des syste`mes d’information (56 h. TD, de 2005 a`
2006)
Lors de ces cours en de´partement GEA (Gestion des Entreprises et des Administra-
tions), j’ai enseigne´ l’utilisation de Word, PowerPoint et Publisher. J’ai e´galement enseigne´
la mode´lisation des donne´es d’un syste`me d’information (MERISE, MCD/MLD/MPD).
Mis a` part le fait de comple´ter mon service en 2005, ce fut l’occasion de rencontrer
un public d’e´le`ves tre`s diffe´rent et de mettre en perspective les choix pe´dagogiques du
de´partement GEA avec ceux faits lors de la mise en place du de´partement INFO.
Direction de la licence professionnelle Charge´ de projet informatique (CPINFO)
(670 heures e´q. TD de 2007 a` 2011)
Apre`s avoir porte´ et de´fendu le projet de cette licence pendant un an et demi, j’en
ai pris la direction de`s son ouverture en 2007. Cette licence, en alternance, s’effectue
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en partenariat avec Te´tras (association 1901 de l’Universite´ de Savoie et de la Chambre
Syndicale de la Me´tallurgie) et le lyce´e Saint Michel d’Annecy. Te´tras facilite la gestion des
contrats de professionnalisation tandis que le lyce´e Saint Michel nous apporte un retour
d’expe´rience d’une quinzaine d’anne´e sur ce type de formation. La responsabilite´ de cette
formation est inte´ressante car elle requiert la gestion d’une maquette pe´dagogique, d’une
e´quipe d’enseignants et de professionnels, des notes, et du planning. Le suivi des e´tudiants,
tant au niveau de la formation que de l’entreprise fait e´galement partie inte´grante de la
fonction. Cela permet de coˆtoyer les entreprises et comme pour les stages, de pre´senter et
d’expliquer nos diffe´rentes formations tout en recensant les besoins des entreprises.
Relations internationales, Poursuites d’e´tudes, Anciens et Emplois, 95 heures
e´q. TD de 2005 a` 2010)
Afin d’assurer le bon fonctionnement du de´partement, de`s sa cre´ation, j’ai pris en
charge les relations internationales. Ce fut un travail, qui malgre´ le nombre d’heures
affiche´es (45 heures e´q. TD), a e´te´ particulie`rement chronophage : mise en place d’accord
Socrates, Erasmus ou bi-late´raux, se´lection des candidats au de´part, accompagnement
des candidats tant au niveau des proce´dures universitaires, re´gionales, europe´ennes que
des proce´dures des universite´s d’accueil. En 2008, a` l’occasion du renouvellement du chef
de de´partement, j’ai change´ de charge administrative en prenant les poursuites d’e´tudes
(organisation de forums d’information, pre´paration du jury de poursuites d’e´tudes, conseils
aux e´tudiants, participation a` des jurys de recrutement), les anciens et les emplois. Enfin,
en 2009, a` l’occasion du recrutement d’un colle`gue, je me suis concentre´ sur les seules
poursuites d’e´tudes.




Recrute´ en 2005 a` l’IUT d’Annecy pour l’ouverture du de´partement INFO, j’ai e´te´ ac-
cueilli au sein du laboratoire LISTIC. J’ai donc effectue´ a` la fois une mobilite´ ge´ographique
et une mobilite´ the´matique. En effet, j’ai fait e´voluer mon travail de recherche de´marre´ en
D.E.A. a` l’INSA de Lyon, au sein du laboratoire LIRIS (UMR 5205). Ce travail avait trait
a` l’Extraction de Connaissances a` partir des Donne´es (ECD ou KDD, Knowledge Disco-
very in Databases) et portait sur les motifs locaux, des re`gles d’associations aux e´pisodes
en passant par les motifs se´quentiels. Les publications concerne´es ([5], [22], [23], [24], [25]
et [27]) ont toutes e´te´ publie´es avant 2005 et ne seront pas mentionne´es ni comptabilise´es
dans cette partie. Les re´fe´rences utilise´es dans cette partie sont de´finies au chapitre 7 de
cette premie`re partie.
Mon inte´gration au sein du LISTIC en tant qu’unique ≪ data miner ≫ m’a permis
d’avoir acce`s a` une large palette de donne´es (donne´es satellitaires, sismiques, me´caniques,
me´dicales), d’applications (observation de la Terre, pilotage de syste`mes complexes) et
de compe´tences the´oriques (the´orie des ensembles flous, the´orie des possibilite´s, traite-
ment du signal, traitement d’images, te´le´de´tection, fusion de donne´es/d’informations) a`
partir desquelles j’ai oriente´ ma recherche. C’est ainsi que j’ai de´die´ mes travaux a` la
description spatio-temporelle non supervise´e de se´ries temporelles d’images satellitaires et
a` la pre´vision d’e´ve´nements dans un flot de donne´es pour l’aide au pilotage de syste`mes
complexes. Plus ge´ne´ralement, le premier aspect de mes travaux concerne la question
de la repre´sentation des connaissances extraites et de son ade´quation par rapport aux
domaines d’applications envisage´s. Un second aspect est alors la cre´ation d’algorithmes
justes et complets permettant l’extraction des repre´sentations de´finies. Ces algorithmes
sont ensuite implante´s dans des prototypes qui sont valide´s par des expe´riences sur des
jeux de donne´es re´els et/ou synthe´tiques. Quel que soit l’axe de recherche conside´re´, et afin
de garantir les meilleurs re´sultats possibles, cette de´marche est instancie´e deux fois, sur
deux e´tapes diffe´rentes. La premie`re e´tape correspond a` une e´tude de faisabilite´ et d’op-
portunite´. A` ce niveau, le besoin utilisateur est recense´, de´taille´, et les outils the´oriques et
techniques disponibles sont re´utilise´s le plus directement possible afin de valider ou non la
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Figure 3.1 – Nombre de publications par anne´e civile, de 2005 a` 2012.
pre´sence d’une opportunite´ quant a` de futurs de´veloppements. Cette e´tape est en partie
confie´e, sous mon encadrement, a` des stagiaires de master recherche ou a` des stagiaires
en dernie`re anne´e d’e´cole d’inge´nieur. Si cette e´tape se re´ve`le eˆtre concluante, alors une
deuxie`me e´tape, dite de proposition, est engage´e et vise a` la cre´ation de solutions originales
permettant d’ame´liorer les re´sultats obtenus lors de la premie`re e´tape. Pour cette dernie`re
e´tape, appel est fait a` des doctorants ou post-doctorants pour engager le travail de fond
ne´cessaire. Mis a` part le fait d’adopter une de´marche construite et ordonne´e, ce mode de
gestion m’a permis de ge´rer de front la cre´ation du de´partement INFO et mes premiers
pas au sein de LISTIC, et ce au travers des e´tudes de faisabilite´. Comme le montre la
figure 3.1, la traduction de cette de´marche au niveau des publications est directe : 2006 et
2008 sont les anne´es ou` ont e´te´ publie´s les articles issus des e´tudes de faisabilite´ tandis que
les apports majeurs provenant des deuxie`mes e´tapes ont e´te´ publie´s entre 2010 et 2012.
Toutes les publications ici rapporte´es ont e´te´ valide´es par des comite´s de lecture.
3.2 Description spatio-temporelle non supervise´e de
Se´ries Temporelles d’Images Satellitaires (STIS)
Un premier volet de mes activite´s concerne donc la description spatio-temporelle de
se´ries d’images satellitaires a` l’aide de me´thodes de fouille de donne´es (ou data mining),
en mode non supervise´. Afin d’e´valuer la ge´ne´ricite´ des de´veloppements ici pre´sente´s,
ceux-ci ont e´te´ teste´s a` la fois sur des donne´es optiques (METEOSAT, SPOT ou LAND-
SAT) et sur des donne´es radar (ENVISAT ou ERS). Ces travaux furent pour moi l’oc-
casion d’encadrer Andreea Maria Julea en stage de master (2006), puis de co-encadrer
sa the`se (2007-2011) avec Philippe Bolon. Suivant la de´marche pre´sente´e dans la par-
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tie 3.1, nous avons dans un premier temps applique´ des me´thodes existantes de fouille
de donne´es, l’extraction de motifs se´quentiels fre´quents, afin d’e´valuer leurs potentiels et
leurs limites. Ceci a fait l’objet de collaborations avec Telecom ParisTech (ENST) et de
publications dans une confe´rence lie´e au data mining [21] (workshop ECML/PKDD) et
dans des confe´rences lie´es a` l’analyse d’images satellitaires (European Space Agency [20],
[19], [18] et IGARSS [17]). A` ce niveau, les motifs se´quentiels fre´quents ont e´te´ retenus.
Chaque motif de´crit une e´volution/sous-e´volution de pixels dans le temps. Une e´volution
est propose´e a` l’utilisateur si celle-ci concerne suffisamment de pixels. Cette contrainte de
surface minimum peut eˆtre directement traduite a` l’aide du support minimum d’un motif
se´quentiel. Le caracte`re anti-monotone de cette dernie`re assure des extractions dans des
conditions standards du point du vue temps et espace (me´moire). Puis, en collaboration
avec le LIRIS, nous nous sommes oriente´s vers la conception d’algorithmes originaux de
fouille de donne´es permettant d’extraire des motifs se´quentiels fre´quents qui, en plus de
la notion de surface, inte`grent une contrainte de connexite´ spatiale, que ce soit de fac¸on
active ou non. Une contrainte active permet, ici associe´e a` la contrainte de fre´quence,
d’e´laguer des portions entie`res de l’espace des solutions. D’un point de vue applicatif, cela
permet e´galement de ne proposer que des motifs qui ont du sens a` la fois temporellement
et spatialement. Ces derniers de´veloppements ont fait l’objet de 2 publications dans des
revues de chacun des domaines, MLDM [2] et TGRS [3], dans la revue nationale ISI [4]
et dans des confe´rences internationales touchant e´galement au data mining et a` l’analyse
d’images satellitaires (IGARSS [10], [12], Living Planet - European Space Agency [14],
ou bien encore ICDM [9]). Ces travaux, ainsi que la diffusion du logiciel SPATPAM [33]
s’inscrivent en tant que re´sultats du projet ANR EFIDIR auquel je participe (responsable
de workpackage). Ils ont servi d’appui a` l’obtention du projet ANR FOSTER dont je suis
actuellement responsable scientifique pour le LISTIC et pour le compte duquel j’encadre
Felicity Lodge, post-doctorante, depuis janvier 2012. Dans ce contexte, et toujours en col-
laboration avec le LIRIS, nous avons travaille´ a` l’e´tablissement d’une me´thode permettant
de se´lectionner les motifs les plus singuliers, c’est-a`-dire les motifs qui n’apparaissent que
tre`s peu dans des jeux ale´atoires ou` les fre´quences des symboles sont pre´serve´es. Pour ce
faire, nous nous sommes appuye´s sur les localisations spatio-temporelles des motifs, sur
la mesure d’information mutuelle et sur les techniques de swap-randomization. Ce travail
a fait l’objet d’un workshop de´die´ a` l’analyse de se´ries temporelles d’images satellitaires
[11] (Multitemp 2011) et d’une confe´rence internationale [8] (European Space Agency).
Nous continuons aujourd’hui a` travailler sur les aspects the´oriques de cette approche (at-
teignabilite´, uniformite´, convergence).
En perspective, le calcul/la caracte´risation de champs de de´placements a` partir de
se´ries d’images nous semble prometteur : de nombreux experts utilisent ces repre´sentations
pour observer et simuler des phe´nome`nes en particulier ge´ophysiques et ge´ome´caniques.
Dans ce cadre, de telles techniques peuvent eˆtre envisage´es comme support a` l’inversion de
mode`les. Aide´s de colle`gues ge´ophysiciens, ge´ome´caniciens, traiteurs de signal et fouilleurs
de donne´es, nous re´digeons un projet ANR en ce sens que je serai amene´ a` diriger s’il
aboutit.
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3.3 Pre´vision d’e´ve´nements dans un flot de donne´es :
application a` l’aide au pilotage de syste`mes complexes
Un deuxie`me volet de mes activite´s concerne l’utilisation automatique de motifs lo-
caux, en particulier les e´pisodes (FLM-re`gles), dans le but de pre´voir, en nature et dans le
temps, des e´ve´nements pouvant apparaˆıtre dans un flot de donne´es tels que les de´faillances
d’un syste`me complexe. L’objectif sous-jacent est ici d’aider au pilotage d’un tel syste`me.
A` nouveau, suivant la de´marche pre´sente´e dans la partie 3.1, j’ai initie´ ces travaux en
co-encadrant en 2008 (avec Lionel Valet et Julien Boissie`re) Nicolas Le Normand en stage
d’inge´nieur CNAM, au sein du projet BQR ≪ Chaˆıne logistique ≫. Comme son nom l’in-
dique, la proble´matique alors traite´e concerne le pilotage d’un chaˆıne logistique. Quelles
sont les quantite´s de produits a` de´placer et ou` de´placer ces produits tout en assurant un
couˆt minimal et une satisfaction des clients maximale, telles sont, en partie, les questions
pose´es par cette notion de pilotage. Dans ce contexte, nous avons par exemple cherche´ a`
pre´voir que des clients seraient insatisfaits (de´passement du de´lai de livraison annonce´).
Ce type de pre´vision permet de tirer le signal d’alarme et de mettre en œuvre, a` temps,
les actions correctrices ade´quates. Des re´sultats tre`s encourageants ont e´te´ obtenus sur
des jeux de donne´es synthe´tiques ge´ne´re´s avec le logiciel ARENA. Cela a fait l’objet d’une
publication (workshop ECML/PKDD [16]). La me´thode retenue ne prenait cependant pas
en compte toutes les proprie´te´s temporelles des FLM-re`gles. De plus, elle ne permettait
pas de se´lectionner les re`gles les plus ge´ne´riques produisant le moins possible de fausses
alarmes. Ce type d’approche a donc e´te´ raffine´ et valide´ sur des jeux de donne´es re´els graˆce
a` Florent Martin, en the`se CIFRE chez ADIXEN (Alcatel-Lucent, 2007-2011, avec contrat
d’accompagnement) et que j’ai co-encadre´e avec Sylvie Galichet. Plus pre´cise´ment, dans ce
contexte, nous avons cherche´ a` pre´dire les grippages, c’est-a`-dire les blocages, de pompes
a` vides. Pre´voir un grippage permet aux ope´rateurs d’effectuer une maintenance avant
meˆme qu’une pompe ne tombe en panne, ce qui ge´ne`re des e´conomies substentielles. Ces
pompes a` vide sont utilise´es par des clients du marche´ des semi-conducteurs et sont sou-
mises, chez un meˆme client, a` des conditions d’utilisation extreˆmement se´ve`res et variables
(tempe´rature, gaz corrosifs, de´poˆts de particules). L’expertise des me´caniciens n’e´tant pas
suffisante pour pre´voir un grippage dans ces conditions, une me´thode non supervise´e e´tait
a` construire. Les re´sultats obtenus ont valide´ l’approche retenue et ont meˆme permis de
de´couvrir de nouvelles connaissances lie´es a` la cine´matique des pompes. Un brevet mon-
dial est aujourd’hui accepte´ [6]. Ce travail a e´galement fait l’objet de communications
dans des confe´rences internationales (ICDM [13] et IAE/AIE [15]), dans une confe´rence
nationale (workshop EGC [26]) et dans la revue MLDM [1].
En perspective, l’introduction de la gradualite´ dans les alarmes, la de´finition de motifs
de´die´s a` la pre´vision et la prise en compte de la nature dynamique de certains flots de
donne´es nous semblent constituer des pistes prometteuses.
Chapitre 4
Encadrement
Outre l’encadrement de stagiaires de niveau DUT pour le compte du laboratoire,
j’ai e´galement encadre´ et co-encadre´ des stages master, inge´nieur ainsi que des the`ses. Le
de´tail est produit ci-apre`s. Les re´fe´rences qui sont utilise´es dans ce chapitre sont de´finies
au chapitre 7.
4.1 Stages master et inge´nieur (niveau M2)
Andreea Maria Julea
Pe´riode mars 2006 - juin 2006.
Formation Master de l’Universite´ Politehnica din Bucaresti
Faculte´ d’E´lectronique, Te´le´communications et
Technologies de l’Information.
Spe´cialisation Images, Formes et Intelligence Artificielle.
Titre Frequent sequential patterns in satellite imagery.
Encadrement 100 %.
Publications 1 article en confe´rence [20] et 1 article en workshop [21].
Situation actuelle chercheuse a` l’Institut des Sciences Spatiales de Roumanie.
Nicolas Le Normand
Pe´riode septembre 2007 - juillet 2008.
Formation Conservatoire National des Arts et Me´tiers
(e´cole d’inge´nieur).
Spe´cialisation Management des Syste`mes d’Information.
Titre Optimiser une chaˆıne logistique par traitement de l’informa-
tion.
Encadrement 33%, en collaboration avec Julien Boissie`re et Lionel Valet.
Publications 1 article en workshop [16].
Situation actuelle CDI chez AUSY.
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4.2 The`ses
Andreea Maria Julea
Pe´riode mars 2007 - septembre 2011.
Contexte co-tutelle entre l’Universite´ de Savoie et l’Universite´ Politehnica
din Bucaresti.
Titre Extraction de motifs spatio-temporels dans des se´ries d’images
de te´le´de´tection : application a` des donne´es optiques et radar.
Encadrement 50 % avec Philippe Bolon.
Soutenance le 20 Septembre 2011 devant Teodor Petrescu (pre´sident),
Jean-Franc¸ois Boulicaut (rapporteur), Alexandru Badea (rapporteur),
Yannick Berthoumieu (examinateur), Mihai Datcu (examinateur),
Philippe Bolon (directeur de the`se), Nicolas Me´ger (co-directeur),
Vasile Lazarescu (directeur de the`se).
Publications 2 articles en revue, [2] et [3]. 8 articles en confe´rences/workshops :
[9],[10], [11],[12],[14],[17],[18], et [19].
Situation actuelle chercheuse a` l’Institut des Sciences Spatiales de Roumanie.
Florent Martin
Pe´riode octobre 2007 - juin 2011.
Contexte CIFRE entre ADIXEN (Alcatel-Lucent) et l’Universite´ de Savoie.
Titre Pronostic de de´faillances de pompes a` vide - Exploitation automa-
tique de re`gles extraites par fouille de donne´es.
Encadrement 50 % avec Sylvie Galichet.
Soutenance le 29 Juin 2011 devant Laurent Foulloy (pre´sident du jury),
Marie-Odile Cordier (rapporteur), Christophe Rigotti (rapporteur),
Nicolas Be´court (examinateur), Sylvie Galichet (directeur de the`se),
Nicolas Me´ger (co-directeur de the`se).
Publications 1 article en revue [1]. 1 brevet [6].
2 articles en confe´rences, [13] et [15].
Situation actuelle CDI chez Alpha 3i.
Chapitre 5
Projets et contrats
Outre trois projets BQR de l’Universite´ de Savoie auxquels j’ai participe´, d’autres
projets et un contrat ont e´galement servi et servent de support financier au travail de
recherche mis en œuvre. En voici le de´tail.
Projet ANR EFIDIR - Extraction et Fusion d’Informations pour la mesure
des De´placements en Imagerie Radar (2007-2012)
– Co-responsable (avec Ce´cile Lasserre, laboratoire ISTerre) du workpackageDe´tection
de perturbations atmosphe´riques.
– Participation a` la re´daction du projet.
– Responsable de la production de 3 livrables : prototype SPATPAM (version beˆta
[34] et version finale [33]), rapport sur l’e´limination d’artefacts atmosphe´riques [32]
(pour ce dernier, responsabilite´ partage´e avec C. Lasserre).
– Responsable du cours Data mining and its application to SITS analysis de l’e´cole de
printemps 2011 EFIDIR Spring School, Ecole de Physique des Houches, mai 2011.
– Membre du comite´ d’organisation de l’e´cole de printemps 2011 EFIDIR Spring
School, Ecole de Physique des Houches, mai 2011.
– Axe de recherche concerne´ : description spatio-temporelle non supervise´e de se´ries
d’images satellitaires.
– Site web : http ://www.efidir.fr/
Projet ANR FOSTER - FOuille de donne´es Spatio-Temporelles : application
a` la compre´hension et a` la surveillance de l’Erosion (2011-2013)
– Responsable scientifique pour le laboratoire LISTIC.
– Participation a` la re´daction du projet.
– Responsable de la production de 3 livrables sur la fouille de donne´es multi-e´tapes :
e´tat de l’art [31], rapport de recherche [28], expe´rimentation et validation (a` venir).
– Encadrant d’une post-doctorante, Felicity Lodge, recrute´e depuis Janvier 2012.
– Axe de recherche concerne´ : description spatio-temporelle non supervise´e de se´ries
d’images satellitaires.
– Site web : http ://foster.univ-nc.nc
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Projet ANR pFlower - Reconnaissance de flot applicatif par processeur Mul-
ticœurs (2010-2013)
– Co-responsable (avec Kave´ Salamation et Flavien Vernier, laboratoire LISTIC) du
workpackage Behavioral Modeling and Data Mining.
– Participation a` la re´daction du projet.
– Reponsable de la production de 2 livrables sur l’extration d’episodes : e´tat de l’art
[30] et algorithme paralle`le pour l’extraction de FLM-re`gles [29].
– Axe de recherche concerne´ : paralle´lisation d’algorithmes d’extraction d’e´pisodes.
– Site web : http ://www.agence-nationale-recherche.fr
Contrat d’accompagnement de la the`se CIFRE de Florent Martin - ADIXEN
(Alcatel-Lucent) (2007-2010)
– Participation a` la re´daction du contrat.
– Axe de recherche concerne´ : pre´vision d’e´ve´nements dans un flot de donne´es.
– Site web : http ://www.adixen.fr
Chapitre 6
Activite´s d’inte´reˆt collectif
Ce chapitre pre´sente la liste des activite´s d’inte´reˆt collectif que j’ai assure´es depuis
mon recrutement a` l’Universite´ de Savoie en septembre 2005.
6.1 Enseignement
Les responsabilite´s liste´es dans cette partie sont de´taille´es au chapitre 2 et sont toutes
relatives au de´partement INFO de l’IUT Annecy.
– 2005 - 2008 responsables des relations internationales.
– Depuis 2007 responsable pe´dagogique de la licence professionnelle CPINFO.
– 2008 - 2009 responsable des poursuites des e´tudes, des anciens et de l’emploi.
– 2009 - 2011 responsable des poursuites des e´tudes.
6.2 Recherche
Membre du comite´ d’organisation
– Rencontres Francophones sur la Logique Floue et ses Applications (LFA 2009).
– Rencontres Francophones sur la Logique Floue et ses Applications (LFA 2011).
– The 7th conference of the European Society for Fuzzy Logic and Technology (EUS-
FLAT 2011).
– 2011 EFIDIR Spring School, E´cole de Physique des Houches, Chamonix.
Relecteur pour les revues internationales
– IEEE Transactions on Geoscience and Remote Sensing (TGRS).
– IEEE Geoscience and Remote Sensing Letters (GRSL).
– Knowledge and Information Systems (KAIS).
– Knowledge Discovery.
– Data Mining & Knowledge Discovery (DMKD).
– Data & Knowledge Engineering (DKE).
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Relecteur pour les ateliers et confe´rences internationaux
– The 19th International Conference on Industrial, Engineering and Other Applica-
tions of Applied Intelligent Systems (IEA/AIE 2006).
– The 2011 IEEE Workshop on Evolving and Adaptive Intelligent Systems organise´
au sein du 2011 IEEE Symposium Series in Computational Intelligence.
– The 7th Conference of the European Society for Fuzzy Logic and Technology (EUS-
FLAT 2011).
Membre du comite´ de programme
– Le workshop Data Mining, Applications, Cas d’e´tudes et Success Stories organise´
au sein de la 11e`me Confe´rence Internationale Francophone sur l’Extraction et la
Gestion des Connaissances (EGC 2011).
– Le workshop FOuille de donne´es Spatio-Temporelles et Applications organise´ au sein
de la 13e`me Confe´rence Internationale Francophone sur l’Extraction et la Gestion
des Connaissances (EGC 2013).
Membre du comite´ de re´daction
– Revue d’Intelligence Artificielle (RIA), nume´ro spe´cial ≪ Intelligence Artificielle et
Agronomie/Environnement ≫.
Diffusion de logiciels
– SPATPAM (une e´volution de DMT4SP) [33] : extraction de motifs se´quentiels
fre´quents groupe´s dans des se´ries d’images satellitaires. Christophe Rigotti, Nicolas
Me´ger, Andreea Julea. Depuis Juillet 2009.
– WinMiner : extraction, dans une longue se´quence d’e´ve´nements, de re`gles d’e´pisodes
et de leurs feneˆtres temporelles optimales respectives (FLM-re`gles). Nicolas Me´ger,
Christophe Rigotti. Depuis Janvier 2005.
Divers
– Membre e´lu du conseil de laboratoire du LISTIC (EA 3703) de 2006 a` 2010.
– Membre de la commission locaux du laboratoire du LISTIC (EA 3703) depuis 2010.
– Expertise de dossiers de the`ses CIFRE pour l’ANRT.
– Membre de 2 comite´s de se´lection pour le recrutement de maˆıtres de confe´rences en
2012 (INSA Lyon/LIRIS et Universite´ de Strasbourg/LSIIT).
– Pre´sident de la session Data mining and its applications a` la 19th International
Conference on Industrial, Engineering and Other Applications of Applied Intelligent
Systems (IEA/AIE 2006).
– Pre´sident de la session Monitoring of the environment and natural hazards au 2010
IEEE International Geoscience And Remote Sensing Symposium.
Chapitre 7
Publications, livrables de
projets ANR et se´minaires
Toutes les publications liste´es ci-apre`s ont e´te´ vise´es par un comite´ de lecture.
7.1 Journaux internationaux
[1] Martin F., Me´ger N., Galichet S., Be´court N., Forecasting Failures in a Data Stream
Context : Application to Vacuum Pumping System Prognosis. In journal : Transactions
on Machine Learning and Data Mining, volume 5, number 2, pp 87-116, October 2012,
ISSN : 1865-6781.
[2] Julea A., Me´ger N., Rigotti C., Trouve´ E., Jolivet R., Bolon P., Efficient Spatio-
temporal Mining of Satellite Image Time Series for Agricultural Monitoring. In journal :
Transactions on Machine Learning and Data Mining, volume 5, number 1, pp 23-44, July
2012, ISSN 1865-6781.
[3] Julea A., Me´ger N., Bolon P., Rigotti C., Doin M.-P., Lasserre C., Trouve´ E., Laza-
rescu V., Unsupervised Spatiotemporal Mining of Satellite Image Time Series using Grou-
ped Frequent Sequential Patterns. In journal : IEEE Transactions on Geoscience and Re-
mote Sensing, volume 49, issue 4, pp. 1417 - 1430, April 2011, doi :10.1109/TGRS.2010.208-
1372.
7.2 Journaux nationaux
[4] Trouve´ E., Nicolas J-M., Ferro-Famil L., Gay M., Pinel, Doin M-P., Me´ger N., Las-
serre C., Mauris G., Vernier F., Fallourd R., Yan Y., Harant O., Jolivet R., EFIDIR :
extraction et fusion d’informations pour la mesure de de´placements par imagerie radar.
In journal : Revue Traitement du Signal (TS), vol. 3-4, nume´ro 28, pp. 375-416, 2011,
doi :10.3166/ts.28.375-416.
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[5] Leleu M., Me´ger N., Rigotti C., Extraction de Motifs Se´quentiels Fre´quents sous
Contraintes dans des Donne´es Contenant des Re´pe´titions Conse´cutives. In journal : Revue
Inge´nierie des Syste`mes d’Information (ISI), vol. 9/3-4, pp. 133-159, 2004, doi :10.3166/isi.9-
.3-4.133-159.
7.3 Brevet
[6] Nicolas Be´court, Florent Martin, Ce´cile Pariset, Sylvie Galichet, Nicolas Me´ger,
Method for predicting a rotation fault in the rotor of a vacuum pump and associated pum-
ping device. Patent # WO 210/149 738 (29/12/2010), Alcatel-Lucent.
7.4 Chapitre d’ouvrage
[7] Bykowski A., Daurel T., Me´ger N., Rigotti C., Integrity Constraints over Associa-
tion Rules. In Database Support for Data Mining Applications, Eds. Rosa Meo, Pier Luca
Lanzi, Mika Klemettinen, Springer-Verlag, 2004, pp. 306-325.
7.5 Confe´rences internationales
[8] Me´ger N. Rigotti C., Gueguen L., Lodge F., Pothier C., Andre´oli R. , Datcu M.,
Normalized Mutual Information-based Ranking of Spatio-temporal Maps. In proc. of the
8th Conf. on Image Information Mining : Knowledge Discovery from Earth Observation
Data (ESA-EUSC 2012), CD-ROM, German Aerospace Centre (DLR), Oberpfaffenhofen,
Germany, 4 pages, October 2012.
[9] Julea A., Me´ger N., Rigotti C., Trouve´ E., Bolon Ph., Lazarescu V., Mining Pixel
Evolutions in Satellite Image Time Series for Agricultural Monitoring. In proc. of Ad-
vances in Data Mining : Applications and Theoretical Aspects - 11th Industrial Confe-
rence on Data Mining (ICDM 2011), New-York, USA, August 2011, pp 189-203, ISBN :
978-3-642-23183-4.
[10] Julea A., Ledo F., Me´ger N., Trouve´ E., Bolon Ph., Rigotti C., Fallourd R., Ni-
colas J-M., Vasile G., Harant O., Ferro-Famil L., Lodge F., Polsar Radarsat-2 Satellite
Image Time Series Mining Over the Chamonix Mont-Blanc Test Site. In proc. of IEEE
Int. Geoscience And Remote Sensing Symposium (IGARSS 11), Vancouver, Canada, July
2011, pp 1191-1194, doi :10.1109/IGARSS.2011.6049411.
[11] Me´ger N., Jolivet R., Lasserre C., Trouve´ E., Rigotti C., Lodge F., Doin M-P.,
Guillaso S., Julea A. and Bolon Ph., Spatio-Temporal Mining of ENVISAT SAR Interfe-
rogram Time Series over the Haiyuan Fault in China. In proc. of the Sixth Int. Workshop
on the Analysis of Multitemporal Remote Sensing Images (MULTITEMP’2011), Trento,
Italy, July 2011, 4 pages, doi :10.1109/Multi-temp.2011.6005067.10.
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[12] Julea A., Me´ger N., Rigotti C., Doin M.-P., Lasserre C., Trouve´ E., Bolon P.,
Lazarescu V., Extraction of Frequent Grouped Sequential Patterns from Satellite Image
Time Series. In proc of IEEE Int. Geoscience And Remote Sensing Symposium (IGARSS
10), Honolulu, HI, USA, July 2010, pp. 3434 - 3437, doi :10.1109/IGARSS.2010.5654127.
[13] Martin F., Me´ger N., Galichet S., Be´court N., Episode Rule-Based Prognosis Ap-
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≪ Computers have promised us a fountain of wisdom but delivered a flood of data. ≫
—A frustrated management information system executive.
Cette citation, extraite de [FPSM91] pose clairement le proble`me de la valorisation
des e´normes quantite´s de donne´es accumule´es au sein des syste`mes d’information. Quel
que soit le domaine, la question n’est plus d’acque´rir ou de stocker d’e´normes volumes
de donne´es mais bien de les exploiter. Les donne´es constituent en effet un re´servoir de
connaissances pouvant eˆtre mobilise´es en vue de cre´er un avantage compe´titif, que ce soit
dans le monde de l’entreprise ou de la recherche scientifique. L’Extraction de Connais-
sances dans les Donne´es (ECD) ou Knowledge Discovery in Databases (KDD) vient en
re´ponse a` ce de´fi et a e´te´ de´finie dans [FPSM91] comme ≪ l’extraction non triviale, a` partir
des donne´es, d’informations implicites, auparavant inconnues et potentiellement utiles ≫.
En terme d’exploitation des donne´es, cela ame`ne a` un changement de paradigme ou` le
test d’hypothe`se est exclu afin d’aider a` la formation d’hyptohe`ses et de susciter ainsi la
de´couverte de connaissances. L’ECD est un processus dans lequel l’utilisateur final joue
un roˆle central. En effet, il lui est demande´ de participer a` chacune des e´tapes de ce dernier
que sont (i) la se´lection des donne´es, (ii) le nettoyage des donne´es (gestion des valeurs man-
quantes et/ou aberrantes), (iii) la transformation des donne´es (mise en forme compatible
avec l’e´tat de l’art technique), (iv) la fouille des donne´es (ou data mining), c’est-a`-dire l’ex-
traction de descriptions des relations entre les donne´es et (v) l’interpre´tation des descrip-
tions pre´ce´demment extraites. Cette de´finition ope´rationnelle est de´taille´e dans [FPSS96].
A` l’interactive´ avec l’utilisateur final s’ajoute e´galement l’ite´rativite´ au sein de ce proces-
sus : chaque re´sultat d’une e´tape peut mettre en cause les e´tapes et re´sultats pre´ce´dents.
Par extension et abus de langage, l’ECD est e´galement appele´ data mining. Cette e´tape
est en effet cruciale et a suscite´ la grande majorite´ des travaux aujourd’hui publie´s. Cela
tient au fait que le volume des donne´es, la dimension des donne´es (le nombre d’attributs
caracte´risant les objets enregistre´s), l’explosion combinatoire des relations a` explorer et
la nature he´te´roge`ne et re´partie des donne´es rendent l’extraction de descriptions de rela-
tions entre les donne´es particulie`rement ardue. Selon [HMS01], ces descriptions peuvent
se scinder en deux familles : les mode`les et les motifs. Un mode`le de´crit a` lui seul un tre`s
large e´chantillon d’un jeu de donne´es, il re´sume ce dernier. Les classifieurs, les clusterings,
les mode`les de re´gression line´aire en sont des exemples. A` l’oppose´, un motif, ou motif
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local, de´crit une relation entre quelques variables et/ou enregistrements. Autrement dit, le
jeu de donne´es ne peut eˆtre de´crit dans sa globalite´ que par une collection de tels motifs.
L’avantage de l’un est l’inconve´nient de l’autre : une synthe`se sera plus facilement acces-
sible au travers d’un mode`le tandis que plus de pre´cisions sur les relations pre´sentes au
sein des donne´es seront apporte´es par les motifs. Toujours selon [HMS01], quel que soit
le type des descriptions utilise´es, celles-ci peuvent eˆtre e´galement construites a` des fins
d’infe´rence. Les classifieurs peuvent ainsi eˆtre utilise´s afin de de´terminer, sur des donne´es
autres que celles de l’apprentissage, la valeur d’une variable de classe en fonction d’autres
variables.
Accueilli au laboratoire LISTIC a` l’occasion de la cre´ation du de´partement INFO de
l’IUT d’Annecy, mes travaux de recherche se situent dans le cadre de l’ECD et concernent
les motifs locaux, en particulier les motifs se´quentiels tels que de´finis dans [AS95] ou
dans [MTIV97]. Un motif se´quentiel est un motif de la forme ≪ A → B ≫, ce qui est
interpre´te´ comme ≪ la proprie´te´/l’objet B est observe´ quelques temps ou imme´diatement
apre`s A ≫. Bien qu’unique data miner au sein du laboratoire, j’ai pu de´rouler, en collabo-
ration avec les experts des domaines concerne´s, le processus ECD tout en produisant des
propositions originales relatives a` l’e´tape de fouille de donne´es. Au niveau the´matique, ma
recherche s’est organise´e autour de deux axes (i) la description spatio-temporelle non su-
pervise´e de se´ries temporelles d’images satellitaires et (ii) la pre´vision d’e´ve´nements dans
un flot de donne´es pour l’aide au pilotage de syste`mes complexes. Le premier axe envisage
l’extraction de motifs se´quentiels a` des fins de description tandis que le deuxie`me vise a`
l’infe´rence. Quel que ce soit l’axe conside´re´, et comme de´ja` indique´ au chapitre 3, mon
travail de recherche s’articule autour de deux e´tapes, l’e´tude d’opportunite´ et l’e´tape de
proposition. La premie`re e´tape, l’e´tude d’opportunite´, voit le besoin utilisateur recense´
et de´taille´. Les outils the´oriques et techniques disponibles sont re´utilise´s le plus direc-
tement possible afin de valider ou non la pre´sence d’une opportunite´ quant a` de futurs
de´veloppements. Si cette e´tape se re´ve`le eˆtre concluante, alors une deuxie`me e´tape, dite de
proposition, est engage´e et vise a` la cre´ation de solutions originales permettant d’ame´liorer
les re´sultats obtenus lors de la premie`re e´tape.
A` un premier niveau, cette partie s’organise naturellement autour de chacune des
the´matiques de recherche de´veloppe´es. Le chapitre 9 est ainsi de´die´ a` la description spatio-
temporelle non supervise´e de se´ries temporelles d’images satellitaires tandis que le cha-
pitre 10 de´taille les travaux relatifs a` la pre´vision d’e´ve´nements dans un flot de donne´es
pour l’aide au pilotage de syste`mes complexes. A` un deuxie`me niveau, au sein de chacun
de ces chapitres, le lecteur retrouvera trois sections. La premie`re, appele´e Contexte, permet
de situer le contexte the´matique, de pre´ciser les objectifs et de re´fe´rencer les principales
contributions existantes. La deuxie`me section, nomme´e E´tude d’opportunite´, pre´sente les
travaux relatifs a` l’e´tude d’opportunite´ et donne les de´finitions de base. Enfin la troisie`me
et dernie`re section, dont le titre est Propositions, de´taille les propositions avance´es et re-
tenues a` ce jour. Cette partie et ce document s’ache`vent par le chapitre 11. Ce dernier
offre une synthe`se des travaux et les perspectives qui y sont associe´es.
Chapitre 9
Description non supervise´e de
Se´ries Temporelles d’Images
Satellitaires (STIS)
Ce chapitre pre´sente les travaux relatifs a` la description spatio-temporelle non su-
pervise´e de se´ries d’images satellitaires. Apre`s avoir de´taille´ le contexte the´matique, les
objectifs associe´s et les principales contributions existantes dans le section 9.1, pre´sentation
est faite de notre e´tude d’opportunite´ dans la section 9.2. Cette e´tude, qui met en avant
l’utilisation de motifs se´quentiels fre´quents tels que de´finis dans [AS95], est reprise et
comple´te´e par la section 9.3 avec l’introduction de motifs se´quentiels fre´quents groupe´s et
d’une mesure permettant d’exhiber ceux dont l’apparition est peu probable dans un jeu
de donne´es ale´atoires ou` les fre´quences des symboles sont pre´serve´es.
9.1 Contexte
Le de´veloppement continu des techniques de te´le´de´tection permet l’accumulation de
volumes de donne´es toujours plus importants. En effet, les re´solutions spatiales et tempo-
relles sont sans cesse ame´liore´es tandis que le nombre de canaux d’acquisitions est toujours
plus e´leve´. A` titre d’exemple, le satellite TerraSAR-X, e´quipe´ d’un radar et lance´ en juin
2007, peut, a` partir de son orbite polaire situe´e a` 514 km d’altitude, faire des acquisi-
tions sous le meˆme angle d’une meˆme zone tous les 11 jours, cette zone pouvant mesurer
10× 15 km, et ce a` une re´solution spatiale de 1 m. Il est ainsi possible de constituer des
Se´ries Temporelles d’Images Satellitaires (STIS) couvrant une meˆme zone ge´ographique.
Les STIS sont tre`s utiles pour l’e´tude de phe´nome`nes dont l’e´volution est graduelle. La
surveillance de cultures ou de la de´formation de la crouˆte terrestre en sont des exemples
typiques, exemples qui seront de´veloppe´s dans la suite de ce chapitre. Appliquer un pro-
cessus ECD se re´ve`le eˆtre tre`s prometteur pour des utilisateurs voulant consolider et/ou
enrichir leur connnaissance de la zone observe´e.
De par leur nature spatio-temporelle et les volumes de donne´es concerne´s, les STIS
constituent un ve´ritable de´fi en terme d’ECD. Afin d’appre´hender la difficulte´ de la taˆche,
la figure 9.1 pre´sente une se´rie d’acquisitions fournies par Meteosat-7 a` 12h00 UTC les
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7,8,9,10,11,13,14 et 15 avril 2006. Bien que les acquisitions de ce satellite ge´ostationnaire
situe´ a` environ 36000 km d’altitude ne soient pas d’une grande re´solution et que la connais-
sance ne´cessaire a` l’analyse de ces images puisse eˆtre assez rudimentaire, force est de
constater la difficulte´ a` extraire manuellement une caracte´risation spatio-temporelle des
e´volutions pre´sentes dans cette STIS.
Les STIS peuvent eˆtre analyse´es a` un autre niveau que le niveau des pixels, et ce
apre`s avoir identifie´ des objets ou des groupes de pixels formant des re´gions d’inte´reˆt. Par
exemple, dans [HD05], des caracte´ristiques spatiales, de texture ou bien encore spectrales
sont extraites a` l’aide de mode`les stochastiques pour ensuite classifier, au sens du cluste-
ring, les donne´es. Sur la base des clusters de´couverts, des graphes spatio-temporels sont
infe´re´s et propose´s aux utilisateurs finaux. Quelques hypothe`ses doivent eˆtre pose´es : des
mode`les statistiques des images comme les champs ale´atoires de Gibbs-Markov sont intro-
duits, les clusters doivent suivre des formes gaussie`nes et les graphes sont construits en pre-
nant en compte des contraintes spatiales additionnelles. Comme propose´ dans [HK01], des
motifs spatio-temporels peuvent aussi eˆtre extraits d’une STIS au niveau des images elles-
meˆmes en fouillant une se´quence de signatures. Tout d’abord, des Self-Organizing Maps
(SOM) sont utilise´es pour extraire la signature de chacune des images. La STIS est alors
transforme´e en une se´quence de signatures. Cette se´quence est par la suite fouille´e, sous des
contraintes temporelles et une contrainte de fre´quence, a` la recherche de motifs se´quentiels
que sont les re`gles d’e´pisodes se´riels tels que de´finis dans [MTIV97]. Une de´finition for-
melle de ces e´pisodes est e´galement disponible dans la section 10.2.1. En revanche, la
de´finition des occurrences utilise´e diffe`re de celles propose´es dans [MTIV97]. Ainsi, la
re`gle ≪ A ⇒ B ≫ est lue comme ≪ si la signature A est observe´e une fois ou plus alors,
imme´diatement apre`s ou quelques temps plus tard, la signature B est observe´e une fois ou
plus ≫. A` nouveau des hypothe`ses doivent eˆtre formule´es et ont trait a` l’e´chelle temporelle
et spatiale des phe´nome`nes observe´s. Ces techniques, bien que non supervise´es, ne´cessitent
ne´anmoins en entre´e de formuler des hypothe`ses sur les caracte´ristiques/objets/re´gions
qui doivent eˆtre identifie´s et e´tudie´s. Cela ne constitue en rien une taˆche facile puisque
les groupes de pixels ne forment pas toujours des objets dans une meˆme image. Des per-
turbations atmosphe´riques ou des phe´nome`nes d’occultation peuvent en effet alte´rer ces
objets. De plus, un meˆme objet peut voir son aspect modifie´ d’une image a` l’autre de par
un changement intrinse`que comme la fonte d’un glacier.
L’analyse des STIS au niveau pixel a ainsi retenu l’attention des chercheurs puisqu’elle
ne requiert pas l’identification des objets a` priori. Autrement dit, plutoˆt que de raisonner
spatialement puis temporellement, ces techniques fonctionnent directement dans le temps
et visent a` former des objets de´finis par leur e´volution temporelle. Ce type d’analyse
s’appuie essentiellement sur les techniques de clustering. Dans ce cadre, un vecteur de
caracte´ristiques est associe´ a` chaque pixel et est utilise´ pour comparer les pixels entre
eux. Les caracte´ristiques utilise´es peuvent eˆtre la moyenne, le minimum ou le maximum
des valeurs que prend un pixel dans le temps. Cette proposition peut ainsi eˆtre retrouve´e
dans [NGSR96]. Ne´anmoins, l’utilisateur doit avoir une ide´e a` priori des caracte´ristiques
a` prendre en compte. Si tel n’est pas le cas, alors il est e´galement possible d’utiliser
l’ensemble des valeurs que prennent les pixels dans le temps. Le clustering doit alors
eˆtre effectue´ dans un espace a` haute dimension. Un tel clustering peut eˆtre difficile a`
interpre´ter et ne´cessite un re´glage attentionne´ des parame`tres comme dans [GMC08] ainsi
que des mesures de distances sophistique´es telle que l’adaptation de la distance d’e´dition de
Levenshtein propose´e dans [PIG12]. Dans ce dernier cas, la distance entre les se´quences de
valeurs des pixels pouvant eˆtre de taille variable est mesure´e, ce qui permet de prendre en
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(a) 2006-4-7. 12h00 UTC. (b) 2006-4-8. 12h00 UTC.
(c) 2006-4-9. 12h00 UTC. (d) 2006-4-10. 12h00 UTC.
(e) 2006-4-11. 12h00 UTC. (f) 2006-4-13. 12h00 UTC.
(g) 2006-4-14. 12h00 UTC. (h) 2006-4-15. 12h00 UTC.
Figure 9.1 – Acquisitions panchromatiques (0.45 − 1.00 µm) fournies par
Meteosat-7.
40 CHAPITRE 9. DESCRIPTION NON SUPERVISE´E DE STIS
compte l’ordre induit par le temps tout en e´cartant des valeurs juge´es comme traduisant la
pre´sence de perturbations atmosphe´riques et/ou de de´fauts d’acquisition. Ces approches
effectuent donc une analyse au niveau pixel sans connaissance a` priori des objets ou
re´gions a` surveiller. Cependant, elles ne´cessitent l’incorporation d’une connaissance du
domaine exprime´e au travers des de´finitions des caracte´ristiques a` e´tudier et des mesures
de distances a` conside´rer. De plus, celles-ci ne permettent pas de trouver des zones qui se
recouvrent, partiellement ou non.
D’autres approches, dites de de´tection de changement, ge´ne`rent une seule image ou` les
changements sont repre´sente´s : une carte de changements est produite. Les techniques de
de´tection de changement requie`rent une connaissance a` priori sur le type de changement
qui doit eˆtre pris en compte et sont de´die´es a` des applications spe´cifiques. Soit l’utilisateur
s’inte´resse a` des changements soudains tels que des inondations, des tremblements de
terre, ou des catastrophes d’origine humaine (cf. [IFY+03]), soit des changements graduels
sont a` prendre compte comme l’accumulation de biomasse (cf [VERR04]). Les techniques
de de´tection de changement peuvent eˆtre applique´es au niveau du pixel (cf. [CJN+04]
ou [LMBM04]), au niveau des textures commme propose´ dans [LL01] ou bien encore au
niveau des objets comme de´taille´ dans [BBTD08].
Certains travaux en data mining tels que [CMC05, CMC07, HZZ08, ASBF+12] s’ap-
puient sur les motifs se´quentiels tels que de´finis dans [AS95] pour analyser des jeux de
donne´es spatio-temporels. Pour rappel, un motif se´quentiel est un motif de la forme ≪ A→
B ≫, ce qui peut interpre´te´ comme ≪ la proprie´te´/l’objet B est observe´ quelques temps ou
imme´diatement apre`s A ≫. Une de´finition formelle de ces e´pisodes est e´galement dispo-
nible dans la section 9.2.1. Dans [CMC05], les motifs se´quentiels fre´quents repre´sentants
des sous-trajectoires d’objets, c’est-a`-dire des se´quences de localisations spatiales, sont
extraites. Dans [CMC07], un unique objet est conside´re´ et sa trajectoire est repre´sente´e
comme une longue se´quence a` partir de laquelle les sous-trajectoires pe´riodiques et fre´quen-
tes sont extraites. Une extension des motifs se´quentiels, les motifs spatio-se´quentiels est
propose´e dans [ASBF+12]. Dans ce cas, plusieurs objets/re´gions sont conside´re´s. Pour
chaque objet/re´gion, son e´volution est de´crite a` la fois en fonction de ses propres attributs
et des attributs des objets/re´gions qui lui sont connecte´s. Les e´volutions les plus fre´quentes
spatialement et temporellement (une nouvelle mesure est propose´e a` cet effet) sont alors
retenues. L’extraction de trajectoires peut aussi eˆtre envisage´e avec d’autres motifs et
crite`res. Par exemple, dans [GKS07], un motif est un groupe d’objets partageant un mou-
vement, une trajectoire commune en direction et en vitesse, le tout a` une meˆme date et a`
l’inte´rieur d’une meˆme portion de l’espace. Des mode`les globaux peuvent aussi eˆtre utilise´s
pour fouiller les trajectoires comme propose´ dans [NP06]. L’algorithme utilise´ est un algo-
rithme de clustering base´ sur la densite´. Toutes ces techniques pourraient eˆtre adapte´es au
STIS pour analyser les STIS, apre`s avoir identifie´ les objets d’inte´reˆt. Dans [HZZ08], les
motifs se´quentiels fre´quents sont utilise´s pour repre´senter des relations spatio-temporelles
dans des voisinages spatio-temporels de ≪ data points ≫, d’objets. Par exemple, si un mo-
tif se´quentiel ≪ A→ B ≫ est trouve´, alors il est interpre´te´ comme ≪ les objets de type B
tendent a` apparaˆıtre autour et apre`s les objets de type B ≫. Sur le principe, et avec des
valeurs de parame`tres approprie´es (les voisinages spatio-temporels doivent eˆtre de´finis),
cette approche pourrait eˆtre adapte´e au STIS. Ne´anmoins, l’extraction est spatialement
et temporellement contrainte et, a` notre connaissance, aucune application a` l’analyse de
STIS n’a e´te´ rapporte´e.
En re´sume´, les me´thodes existantes requie`rent des connaissances a` priori sur les ob-
jets/re´gions et/ou le type des e´volutions contenues dans les STIS. Afin de susciter la
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de´couverte de nouvelles connaissances, notre travail vise a` re´duire a` sa plus simple expres-
sion l’appel a` des connaissances du domaine et a` exprimer les relations spatio-temporelles
extraites d’une STIS le plus simplement possible. Enfin, lorsque cela est souhaite´, un autre
objectif est d’e´carter de fac¸on automatique les donne´es affecte´es par des perturbations at-
mosphe´riques et/ou des de´fauts de capteur.
9.2 E´tude d’opportunite´
Cette e´tude a e´te´ mene´e dans le cadre du stage de master d’Andreea Maria Julea, de
mars a` juin 2006 (cf. chapitre 4). Ce master de l’Universite´ Politehnica din Bucaresti est
mis en œuvre par la faculte´ d’E´lectronique, Te´le´communications et Technologies de l’In-
formation et a pour intitule´ Images, Formes et Intelligence Artificielle. Les financements
utilise´s proviennent a` la fois de fonds propres du laboratoire et du projet ACI Masses de
Donne´es MEGATOR 1 porte´ par Emmanuel Trouve´.
9.2.1 De´finitions pre´liminaires
Les objectifs mentionne´s a` la fin de la section 9.1 nous ont conduits a` e´tudier l’utilisa-
tion des motifs se´quentiels tels que de´finis dans [AS95]. En effet, une STIS peut eˆtre vue
comme un ensemble de se´quences temporelles. Plus pre´cise´ment, conside´rons une STIS
couvrant une meˆme zone ge´ographique a` des dates diffe´rentes. Le postulat sur lequel nous
nous appuyons pose que les images sont recale´es, c’est-a`-dire qu’elles sont directement
superposables, et que les valeurs pre´sentes au sein d’une meˆme image sont correctement
calibre´es. A` l’inte´rieur de chaque image, chaque pixel est associe´ a` une valeur repre´sentant
une variable quantitative, par exemple l’intensite´ de re´trodiffusion de la portion de la zone
ge´ographique qu’il repre´sente. Transformons ces valeurs de pixels en valeurs appartenant
a` une variable cate´gorique. Nous passons alors d’une repre´sentation nume´rique a` une
repre´sentation symbolique ou` chaque symbole/label permet de caracte´riser les e´tats des
pixels. Ces labels peuvent correspondre a` des intervalles obtenus par quantification, a` des
classes de pixels re´sultants d’une classification non supervise´e (par exemple en utilisant
des clusterings de type K-means ou densite´) ou a` des classes fournies par l’utilisateur.
De´finition 1 (label et e´tat pixellaire) Soit L = {i1, i2, . . ., is} un ensemble contenant
s symboles distincts appele´s labels et utilise´s pour encoder les valeurs associe´es aux pixels.
Un e´tat pixellaire est un couple (e, t) ou` e ∈ L et t ∈ N tel que t est la date d’occurrence
de e. La date t est simplement la date de l’image (ou le nume´ro d’ordre de l’image) dans
laquelle la valeur correspondant a` e a e´te´ observe´e.
Une STIS symbolique est alors un ensemble de se´quences d’e´volution pixellaire, chaque
se´quence de´crivant les e´tats d’un pixel dans le temps.
1. Mesure de l’E´volution des Glaciers Alpins par Te´le´de´tection Optique et Radar, ACI Masses
de Donne´es 2004-2007, http ://www.megator.fr.
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De´finition 2 (se´quence d’e´volution pixellaire et STIS symbolique) Soit un pixel
p. Sa se´quence d’e´volution pixellaire est un couple ((x, y), seq) ou` (x, y) sont les coor-
donne´es de p et seq est un n-uplet d’e´tats pixellaires seq = 〈(e1, t1), (e2, t2), ..., (en, tn)〉
contenant les e´tats de p ordonne´s par date croissante d’occurrence. Une STIS symbolique
est alors un ensemble de se´quences d’e´volution pixellaire dont la cardinalite´ est e´gale au
nombre de pixels formant chaque image/acquisition.
Une STIS symbolique typique est un ensemble contenant des millions de se´quences
d’e´volution pixellaire. Chaque se´quence contient la description symbolique des valeurs du
pixel qu’elle de´crit. Une STIS symbolique jouet contenant les e´tats de quatre pixels est
donne´e par l’exemple 1.
Exemple 1
((0, 0), 〈(1, A), (2, B), (3, C), (4, B), (5, D)〉),
((0, 1), 〈(1, B), (2, A), (3, C), (4, B), (5, B)〉),
((1, 0), 〈(1, D), (2, B), (3, C), (4, B), (5, C)〉),
((1, 1), 〈(1, C), (2, A), (3, C), (4, B), (5, A)〉)
Ce jeu de donne´es de´crit l’e´volution de quatre pixels localise´s aux positions (0, 0),
(0, 1), (1, 0) et (1, 1). Les dates 1, 2, 3, 4 and 5 sont conside´re´es : cinq images successives
sont prises en compte. Les e´tats pixellaires sont de´crits en utilisant les symboles A,B,C et
D. Par exemple, les e´tats successifs du pixel localise´ aux coordonne´es (1, 0) sont D,B,C,B
et C.
Une base de se´quences typiques, telle que de´finie dans [AS95], est un ensemble de
se´quences d’e´ve´nements dans lequel chaque se´quence dispose d’un identifiant unique. En
ce qui concerne les STIS symboliques, si nous conside´rons les paires (x, y) donnant les
coordonne´es des pixels comme des identifiants des se´quences d’e´volution pixellaire corres-
pondantes, alors une STIS symbolique est une base de se´quences.
9.2.2 Motifs se´quentiels fre´quents
Dans une base de se´quences, Agrawal et Srikant [AS95] proposent d’extraire des motifs
se´quentiels. Ceux-ci peuvent eˆtre de´finis comme suit 2 :
De´finition 3 (motif se´quentiel) Un motif se´quentiel α est un tuple 〈α1, α2, . . . , αm〉
ou` α1, . . . , αm sont des labels appartenant a` L et m est la longueur d’α. Un tel motif est
aussi note´ α1 → α2 → . . .→ αm.
L’occurrence d’un motif se´quentiel et le support de ce dernier sont alors de´finis ainsi :
De´finition 4 (occurrence et support) Soient S une STIS symbolique et α = α1 →
α2 → . . .→ αm un motif se´quentiel. Alors ((x, y), 〈(α1, t1), (α2, t2), . . . , (αm, tm)〉), ou` t1 <
t2 < . . . < tm, est une occurrence de α dans S s’il existe ((x, y), seq) ∈ S telle que (αi, ti)
2. Alors que plusieurs e´le´ments peuvent apparaˆıtre a` une meˆme date selon les de´finitions
originelles, nous conside´rons qu’une date est ici associe´e a` un unique e´le´ment.
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apparaˆıt dans seq pour tout i appartenant a` {1, . . . ,m}. Une telle se´quence d’e´volution
pixellaire ((x, y), seq) est dite supporter α. Le support d’α dans S, note´ support(α), est le
nombre de se´quences dans S qui supportent α.
En ce qui concerne l’exemple 1, les occurrences du motif se´quentiel A → C → B
sont 3 :
((0, 0), 〈(1, A), (3, C), (4, B)〉),
((0, 1), 〈(2, A), (3, C), (4, B)〉),
((0, 1), 〈(2, A), (3, C), (5, B)〉),
((1, 1), 〈(2, A), (3, C), (4, B)〉)
En effet, le motif A → C → B apparaˆıt dans la se´quence d’e´volution pixellaire du
pixel localise´ a` la position (0, 1). Le label A apparaˆıt a` la date 2, le label C apparaˆıt a` la
date 3 et le label B apparaˆıt aux dates 4 et 5 : deux occurrences diffe´rentes peuvent ainsi
eˆtre conside´re´es pour le pixel localise´ a` la position (0, 1). C¸a n’est pas le cas pour tous les
autres pixels. Plus pre´cise´ment, le motif A → C → B apparaˆıt seulement une fois pour
les pixels localise´s aux positions (0, 0) et (1, 1), et aucune occurrence n’est observe´e pour
le pixel localise´ a` la position (1, 0). Bien que quatre occurrences puissent eˆtre trouve´es
dans la STIS symbolique de´finie par l’exemple 1, le motif A→ C → B apparaˆıt seulement
a` trois positions diffe´rentes, dans trois se´quences d’e´volution diffe´rentes. Autrement dit,
le motif A → C → B affecte seulement trois pixels diffe´rents. Son support est ainsi
support(A→ C → B) = 3. Pour finir, le lecteur remarquera qu’un label peut eˆtre re´pe´te´
a` l’inte´rieur d’un meˆme motif. Par exemple, le motif C → C a deux occurrences, une
dans la troisie`me se´quence d’e´volution (position (1, 0)) et une dans la quatrie`me se´quence
d’e´volution (position (1, 1)).
De´finition 5 (motif se´quentiel fre´quent) Soit σ un entier strictement positif appele´
support minimum. Soit α un motif se´quentiel, alors α est un motif se´quentiel fre´quent
si support(α) ≥ σ. Le support minimum peut aussi eˆtre spe´cifie´ comme un seuil relatif
tel que σrel ∈ [0, 1]. Un motif α est alors fre´quent si support(α)/|S| ≥ σrel, ou` S est le
jeu de donne´es (c’est-a`-dire une STIS symbolique dans notre cas) et |S| est le nombre de
se´quences contenues dans S.
Au final, le support d’un motif est simplement une aire, une surface exprime´e en
nombre de pixels. De meˆme, le support minimum peut eˆtre compris comme une surface
minimum. Les pixels affecte´s par un motif sont e´galement dits couverts par un motif.
Re´ciproquement, un motif est dit couvrir des pixels. De fac¸on plus formelle, un pixel
couvert est de´fini comme suit :
De´finition 6 (pixel couvert) Un pixel associe´ a` une se´quence d’e´volution ((x, y), seq)
est couvert par un motif se´quentiel α si α a au moins une occurrence dans seq. L’ensemble
des coordonne´es des pixels couverts par α est note´ cover(α). Par de´finition, |cover(α)| =
support(α).
3. Le lecteur remarquera que les e´le´ments d’une occurrence ne sont pas force´ment contigus en
temps.
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A` la lumie`re de ces de´finitions, le choix de l’extraction de motifs se´quentiels fre´quents
apparaˆıt comme e´tant a` meˆme de satisfaire une grande partie des objectifs mentionne´s a`
la fin de la section 9.1 En effet :
– ces motifs sont d’une lecture aise´e par l’utilisateur final,
– la de´finition des occurrences des motifs se´quentiels n’impose ni de conside´rer des
dates imme´diatement successives ni de conside´rer des occurrences synchrones d’un
pixel a` l’autre ; ce qui permet, pour certains des motifs, de ne pas conside´rer les
de´fauts lie´s aux perturbations atmosphe´riques et/ou aux capteurs,
– aucune contrainte temporelle n’est pose´e,
– une seule contrainte spatiale est pose´e et est directement traduisible en nombre de
pixels minimum ou en surface minimum,
– aucun a` priori sur la forme des phe´nome`nes observe´s n’est pose´,
– un large e´ventail d’e´chelles d’analyse est accessible : tous les phe´nome`nes dont la
surface est supe´rieure au seuil de support minimum sont pris en compte.
La re´utilisation des de´finitions des motifs se´quentiels et de leurs occurrences, propose´e
dans [JMT06b] et [JMT06a], nous permet de be´ne´ficier de l’effort de recherche effectue´
dans ce domaine pour de´velopper des techniques d’extraction efficaces (cf. [AS95, GRK99,
MCP98, PHMAP01, PHW07, SA96, Zak00, Zak01]).
9.2.3 Expe´riences
Afin d’e´valuer le potentiel et la ge´ne´ricite´ de l’approche retenue, nous avons mene´
des expe´riences a` la fois sur des donne´es optiques et radar. Pour ce faire, nous avons
utilise´ le prototype public de Mohammed J. Zaki (http ://www.cs.rpi.edu/ zaki/www-
new/pmwiki.php/Software/Software) qui imple´mente l’algorithme cSPADE [Zak00]. Tou-
tes les expe´riences ont e´te´ re´alise´es sur un PC standard e´quipe´ d’un processeur AMD
Athlon(tm) 64 3000+ (1800MHz) avec 512 Mo de RAM fonctionnant sous Linux (kernel
2.6).
Donne´es et pre´traitement des donne´es Nous pre´sentons ici les re´sultats les plus
de´taille´s a` savoir ceux obtenus sur des donne´es optiques. Nous avons utilise´ des images
panchromatiques (0.45 µm - 1 µm) du satellite ge´ostationnaire Meteosat-7 dont un des ob-
jets est la surveillance de l’e´volution de la couverture nuageuse. Celles-ci ont e´te´ obtenues
via le site de la station de re´ception NERC des images satellitaires de l’Universite´ de Dun-
dee au Royaume-Uni (http://www.sat.dundee.ac.uk). Bien que gratuites, ces images
sont fournies dans un format de´grade´ par la compression jpeg. La re´solution varie entre
1 km×1 km et 2.5 km×2.5 km selon la courbure de la terre et donc l’e´loignement et l’orien-
tation par rapport au satellite. Afin de faciliter l’interpre´tation, nous avons se´lectionne´
une zone ge´ographique qui nous est familie`re et qui s’e´tend du nord de la France au sud de
l’Alge´rie. En ce qui concerne la dimension horizontale de l’image, nous avons garde´ toute
l’e´tendue possible pour prendre en compte et analyser les influences de l’Atlantique Nord
et pour traiter la plus grande image possible. Ainsi, nous avons obtenu des images de 905
lignes et de 2500 colonnes, soit 2 262 500 pixels. Cette se´lection a e´te´ applique´e sur une
collection de huit images acquises les 7, 8, 9, 10, 11, 13, 14 et 15 avril 2006, a` 12.00 UTC.
Cette heure a e´te´ choisie afin d’obtenir une illumination maximale et comparable d’un jour
a` l’autre pour la zone ge´ographique conside´re´e. Les acquisitions originales (avant se´lection)
sont pre´sente´es dans la figure 9.1. Nous avons cherche´ a` regrouper les valeurs des pixels
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en un minimum d’intervalles afin de diminuer l’impact des de´fauts dus a` l’acquisition
des images et a` la compression jpeg. Apre`s analyse des diffe´rentes zones ge´ographiques
pre´sentes dans les images, nous avons de´cide´ de conside´rer quatre intervalles disjoints et
contigus pour lesquels nous avons utilise´ les symboles ≪ 0 ≫, ≪ 1 ≫, ≪ 2 ≫, et ≪ 3 ≫. Le
symbole ≪ 0 ≫ regroupe les valeurs appartenant a` l’intervalle [0, 50] et peut eˆtre associe´ a`
une pre´sence d’eau (mer, oce´an) ou de ve´ge´tation. Le symbole ≪ 1 ≫ rassemble les valeurs
appartenant a` l’intervalle ]50, 100] et indique des zones couvertes de terre ou de nuages
fonce´s. Le symbole ≪ 2 ≫ qui correspond aux valeurs appartenant a` l’intervalle ]100, 200]
repre´sente les zones de sable ou les zones couvertes par des nuages assez clairs. Enfin, le
symbole ≪ 3 ≫ correspond aux valeurs appartenant a` l’intervalle ]200, 255], valeurs qui
tracent la pre´sence de nuages tre`s clairs ou de neige. Cette interpre´tation est conforme a`
celle donne´e sur le site de Meteosat (http://www.eumetsat.int).
Analyse quantitative Afin de tester les temps d’exe´cution et le nombre de mo-
tifs trouve´s en fonction de diffe´rents supports possibles, nous avons effectue´ une se´rie
d’expe´riences dont les re´sultats sont repre´sente´s par les courbes de la figure 9.2 (e´chelles
logarithmiques). Pour diffe´rentes valeurs de σ, nous avons pris le temps moyen observe´ sur
50 e´xe´cutions du prototype. De plus, et afin de tester les performances du prototype, nous
avons e´galement mene´ les meˆmes expe´riences en associant un symbole a` chaque niveau de
gris de l’intervalle [0 − 255] 4. Une premie`re remarque s’impose : le nombre de motifs et
les temps d’e´xe´cution croissent de manie`re exponentielle avec la diminution du support
minimum σ (cf. figure 9.2a). Ceci est un comportement classique, car plus σ diminue,
plus le nombre de symboles fre´quents est e´le´ve´, et plus il est possible de tester des motifs
compose´s a` partir de ces symboles fre´quents. Les premiers motifs aparaissent a` σ = 77.5%
pour une discre´tisation a` 4 symboles, et a` σ = 23% pour une discre´tisation a` 256 symboles.
Pour σ ≥ 0.5% le nombre de motifs dans le cas d’une discre´tisation a` 4 symboles est plus
e´leve´ que dans le cas d’une discre´tisation a` 256 symboles. Ceci est logique car plus on
utilise de symboles, plus les supports de ces symboles diminuent, et moins il est possible
de trouver des motifs fre´quents a` des supports e´leve´s. C’est e´galement ce qu’indiquent
les temps d’exe´cution de la figure 9.2b, pour laquelle il est possible de constater que les
valeurs de ces temps sont infe´rieures dans le cas d’une discre´tisation a` 256 symboles aux
temps obtenus pour une discre´tisation a` 4 symboles. En revanche, avec un tre`s bas sup-
port c’est-a`-dire σ < 0.5%, la majorite´ des 256 symboles est fre´quente. Dans ce cas, de
tre`s nombreux motifs peuvent eˆtre compose´s et on obtient plus de motifs qu’avec une
discre´tisation impliquant moins de symboles. Par exemple, pour σ = 0.05% le nombre de
motifs pour la discre´tisation a` 256 symboles est 14717 et celui pour la discre´tisation a`
4 symboles est 6787. Enfin, notons que le volume des motifs extraits reste, a` l’exception
des tre`s bas supports, relativement faible, ce qui facilite d’autant plus l’interpre´tation des
re´sultats.
Analyse qualitative Les premiers motifs qui apparaissent en baissant le support
minimum sont 2 (un motif compose´ d’un seul symbole, le symbole ≪ 2 ≫) pour un support
minimum de 77.5% et 3 pour un support minimum de 72.5%. Cela signifie que pour plus de
77.5% des pixels, dans au moins une image de la se´quence de huit, la valeur du pixel est 2
4. Nous ne commenterons pas au niveau qualitatif les re´sultats des expe´riences faites pour
une discre´tisation a` 256 symboles car l’information conside´re´e est bien trop fragmente´e pour
pouvoir espe´rer proposer une interpre´tation des motifs extraits. Par ailleurs, cette information
est e´galement tre`s expose´e aux de´fauts introduits par la compression jpeg.
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log des temps d’exécution pour 256 symboles
log des temps d’exécution pour 4 symboles
(b) Temps d’e´xe´cutions en fonction du support minimum (de 0 a` 90%).
Figure 9.2 – Le nombre de motifs SFG (a) et les temps d’exe´cution (b) en fonction
du seuil de support minimum σ.
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(sable/nuage clair). Le meˆme type d’analyse peut eˆtre conduit pour le motif 3 (nuages tre`s
clair/neige). Le motif 1, qui peut repre´senter le meˆme type d’information au niveau des
zones continentales ou des nuages fins et translucides sur de l’eau apparaˆıt pour σ = 57.5%.
Le dernier 1-motif (motif de longeur 1) est le 0 (mer, oce´an) avec σ = 52.5%. Ceci nous
donne donc le nombre minimum de pixels qui, dans une des 8 images, indiquent des zones
couvertes par la mer ou la ve´ge´tation. Le premier 2-motif, 2 → 2, sort pour σ = 52.5%.
Il est suivi par les motifs 3 → 3 et 0 → 0 pour σ = 47.5%. Ainsi, dans au moins deux
images, au minimum 52.5% des pixels indiquent des zones de nuages claires/sables, et au
minimum 47.5% des pixels indiquent des zones de nuages e´pais/neige (3→ 3) et des zones
de mer/ve´ge´tation (0→ 0). Avec un support minimum assez e´leve´, 45%, apparaissent les
passages de nuages, 2→ 3 et 3→ 2 (des nuages assez clairs laissent place a` des nuages tre`s
clairs ou l’inverse). Nous avons e´galement caracte´rise´ le passage de nuages sur les oce´ans
et les mers avec les motifs suivants :
– 0→ 0→ 3 (σ = 25%)
– 3→ 0→ 0, 0→ 3→ 0 (σ = 22.5%)
– 0→ 0→ 2, 2→ 0→ 0, 0→ 2→ 0 (σ = 20%)
– 0→ 0→ 1, 1→ 0→ 0, 0→ 1→ 0 (σ = 20%)
– 0→ 0→ 0→ 3, 0→ 0→ 3→ 0 (σ = 17.5%)
– 0→ 3→ 0→ 0 (σ = 15%)
– 0→ 0→ 1→ 0 (σ = 14%)
– 0→ 0→ 0→ 1, 1→ 0→ 0→ 0 (σ = 13%)
– 0→ 0→ 2→ 0, 0→ 2→ 0→ 0 (σ = 13%)
– 3→ 0→ 0→ 0 (σ = 13%)
– 0→ 0→ 0→ 3→ 0 (σ = 12%)
– 2→ 0→ 0→ 0 (σ = 12%)
– 0→ 0→ 3→ 0→ 0 (σ = 11%)
– 0→ 0→ 0→ 2 (σ = 11%)
Comme montre´ par la figure 9.3a, le motif 0→ 0→ 3→ 0 couvre principalement des
zones maritimes. Une large partie de ces zones e´tant affecte´e par ce motif, il est meˆme
possible de distinguer l’Afrique du Nord et l’Europe (pixels noirs). Le dernier type de
phe´nome`ne a` eˆtre de´couvert concerne des pixels dont l’e´tat ne change pas ou peu. Ainsi
nous avons trouve´ le motif 0 → 0 → 0 → 0 → 0 → 0 → 0 → 0 a` σ = 1.4%, qui indique
que certaines zones maritimes ne sont pas recouvertes par les nuages. Un autre motif
inte´ressant, 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3, de´couvert pour σ = 0.7%, fait ressortir,
comme le montre la figure 9.3b, les zones enneige´es des Alpes et les zones de´sertiques tre`s
claires de l’Afrique du Nord.
Il est possible de raffiner les localisations spatiales en introduisant des couleurs repre´sen-
tant les informations temporelles et en conside´rant les occurrences au plus toˆt. Nous avons
ainsi cre´e´ un image couleur 8 bits en mettant a` 0 tous les pixels qui ne sont pas affecte´s
par le motif conside´re´ et en attribuant une valeur diffe´rente de 0 aux autres pixels. Cette
dernie`re valeur est obtenue en mettant le ie`me bit a` 1 si un des labels composant le mo-
tif est pre´sent dans la ie`me image. La figure 9.4 donne un exemple d’un tel codage pour
le motif 0 → 0 → 3 → 0. Par exemple, les zones en rouge (correspondant au code 99,
1100011 en binaire) mettent en avant les zones ou` le motif apparaˆıt de`s le premier jour,
se de´roule sur le second et le sixie`me jour pour s’achever le septie`me jour. Bien que limite´
au nombre de bits disponibles, ce type de localisation spatio-temporelle est inte´ressant
pour les utilisateurs finaux car il est possible d’observer simultane´ment ou` une e´volution
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(a) 0→ 0→ 3→ 0.
(b) 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3.
Figure 9.3 – Localisation (pixel blancs) des motifs 0→ 0→ 3→ 0 (a) et 3→ 3→
3→ 3→ 3→ 3→ 3→ 3 (b).
se produit et quelles sont les zones qui sont affecte´es de fac¸on synchrone.
Synthe`se Au final, les motifs fre´quents extraits lors de ces expe´riences ne sont pas
trop nombreux (a` l’exception des tre`s faibles supports). Ils sont faciles a` interpre´ter
conjointement avec la mesure de support et ils permettent de conside´rer les deux grandes
cate´gories de phe´nome`nes pre´sentes dans cette STIS : les changements (le passage de
nuages e´pais sur des zones de la mer) et les non changements (pre´sence re´currente de
mer/ve´ge´tation, de neige/nuages e´pais). Les phe´nome`nes retrouve´s sont connus et on
peut conclure qu’une description pertinente des diffe´rents changements pre´sents dans
cette se´rie d’images peut eˆtre obtenue a` l’aide de motifs se´quentiels. Ces expe´riences
sont e´galement pre´sente´es et de´taille´es dans [JMT06a], pour ce qui est de la communaute´
te´le´de´tection, et dans [JMT06b] pour ce qui est de la communaute´ data mining. Des
expe´riences pre´liminaires sur des images radar confirment le potentiel de l’approche et
sont de´crites dans [JMT06a]. Dans [JMB08] et [JMTB08], d’autres expe´riences sur des
donne´es optiques de re´solution plus e´leve´e (20 m × 20 m) confirment e´galement le ca-
racte`re ge´ne´rique de la me´thode propose´e. Notre proposition est d’ailleurs reprise dans
[PVB+11] et [PMGF11]. Dans [PVB+11] une application a` la de´tection de zones cultive´es
est pre´sente´e. Dans [PMGF11] est propose´e une extraction guide´e vers les seuls change-
ments (interdiction de composer des motifs comprenant deux symboles fre´quents iden-
tiques a` la suite) et vers des phe´nome`nes qui en plus de couvrir une surface minimum
ne doivent pas de´passer une surface maximum. Nous pensons que cela peut eˆtre restrictif
dans le cadre d’un apprentissage non supervise´ : il serait par exemple impossible de de´crire
les zones enneige´es ou certaines zones de´sertiques. De plus, il est e´galement propose´ de
conside´rer, a` chaque date d’acquisition, plusieurs informations (plusieurs bandes/canaux)
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Figure 9.4 – Localisation spatio-temporelle du motif se´quentiel 0→ 0→ 3→ 0.
pour chaque pixel. L’objectif poursuivi est d’extraire des motifs plus de´taille´s ou` chaque
e´tat pixellaire peut eˆtre de´crit par plusieurs labels, ce qui rejoint les de´finitions originelles
propose´es dans [AS95] et correspond e´galement a` des propositions que nous avions for-
mule´es dans [JMT06a] et [JMT06b]. Ne´anmoins, et a` moins d’imposer les limitations pro-
pose´es dans [PMGF11], ce type d’approche conduit a` une explosion du nombre de motifs
fournis a` l’utilisateur. Enfin, l’ensemble des expe´riences mene´es, et pour partie pre´sente´es
dans ce me´moire, montrent qu’il est possible de ne conside´rer qu’une seule bande (souvent
synthe´tique), qu’un seul symbole, pour de´crire les e´tats pixellaires et extraire des motifs
pertinents pour l’utilisateur final.
9.3 Propositions
Une partie des propositions pre´sente´es et retenues dans cette section a fait l’objet
d’une e´tude mene´e dans le cadre la the`se d’Andreea Maria Julea, de mars 2007 a` septembre
2011 (cf. chapitre 4). Cette the`se s’est de´roule´e en co-tutelle, entre l’Universite´ de Savoie
et l’Universite´ Politehnica din Bucaresti. Les financements utilise´s proviennent d’un projet
BQR de´die´ a` la fusion d’information pour l’e´valuation du risque lie´ aux glaciers ou aux
volcans, du projet ANR EFIDIR porte´ par Emmanuel Trouve´ et du projet ANR FOSTER
pour lequel je suis responsable scientifique du LISTIC (cf. chapitre 5).
9.3.1 Connexite´ spatiale : les motifs SFG
Une simple mesure de surface peut vite re´ve´ler ses limites. En effet rien n’interdit
d’extraire un motif se´quentiel couvrant des pixels e´pars, isole´s les uns des autres. Dans
ce cas, le phe´nome`ne observe´ n’a aucune cohe´rence spatiale et est ge´ne´ralement duˆ sim-
plement a` du bruit, des perturbations atmosphe´riques ou des de´fauts de capteur. Afin de
concentrer l’extraction sur des motifs couvrant des pixels qui forment des re´gions dans
l’espace, nous proposons une mesure additionnelle, la connexite´ moyenne, base´ sur un
8-voisinage [FDHF+05]. Elle est de´finie comme suit :
De´finition 7 (connexite´ locale) Soit une STIS symbolique S et soit occ((x, y), α) une
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fonction qui, en fonction de coordonne´es spatiales (x, y) d’un motif α, indique si α apparaˆıt
dans S a` la position (x, y). Plus pre´cise´ment, occ((x, y), α) renvoie 1 si et seulement si il
y a une se´quence seq dans S a` la position (x, y) et si α apparaˆıt dans ((x, y), seq). La
fonction occ((x, y), α) renvoie 0 dans tous les autres cas. Si α apparaˆıt dans ((x, y), seq),
alors sa connexite´ locale a` la position (x, y) est




j=−1 occ((x+ i, y + j), α)]− 1.
La valeur de LC((x, y), α) est le nombre de pixels dans le 8-voisinage de (x, y) qui ont
une e´volution (ou se´quence d’e´volution pixellaire) supportant α. La somme est de´cre´mente´e
de 1 pour ne pas compter l’occurrence d’α a` la position (x, y). Dans l’exemple 1, et en se
limitant a` 4 pixels, pour les motifs se´quentiels A→ C → B et C → C, nous avons :
LC((0, 0), A→ C → B) = 2
LC((0, 1), A→ C → B) = 2
LC((1, 1), A→ C → B) = 2
LC((0, 1), C → C) = 1
LC((1, 1), C → C) = 1





Cette mesure donne, pour les pixels couverts par α, le nombre moyen de voisins dans
leur 8-voisinage qui sont e´galement couverts par α. Dans l’exemple 1, on a AC(A →
C → B) = 6/3 = 2 et AC(C → C) = 2/2 = 1. Finalement, nous de´finissons les motifs
se´quentiels fre´quents groupe´s comme suit :
De´finition 9 (motif SFG) Soient S une STIS symbolique, α un motif se´quentiel fre´quent
dans S, et κ un nombre re´el positif appele´ connexite´ moyenne minimum. Le motif α est
un motif Se´quentiel Fre´quent Groupe´ (motif SFG) si AC(α) ≥ κ dans S.
Ainsi, dans l’exemple 1, si σ = 2 et si κ = 2, alors A→ C → B est un motif se´quentiel
fre´quent groupe´ tandis que le motif C → C n’en n’est pas un. La notion des motifs SFG
a e´te´ introduite aupre`s de la communaute´ te´le´de´tection dans [JMR+10] et [JMB+11].
Comme mentionne´ dans la section 9.2, diffe´rentes techniques efficaces d’extraction
de motifs se´quentiels sont disponibles et utilisables dans notre contexte. Une solution
na¨ıve consiste a` extraire les motifs se´quentiels fre´quents, et a` retenir, dans une phase
de post-processing, ceux satisfaisant a` la contrainte de connexite´ moyenne AC(α) ≥ κ.
Ainsi que cela est rapporte´ dans [JMB+11], il est possible puisque le surcouˆt de trai-
tement engendre´ est line´aire par rapport au nombre de motifs post-traite´s. Une autre
solution consiste a` pousser partiellement cette contrainte dans le processus d’extraction
afin d’e´laguer l’espace de recherche. Celle-ci a e´te´ propose´e aupre`s de la commnunaute´
data mining dans [JMR+11] et [JMR+12]. En effet, la contrainte de connexite´ moyenne
ne correspond a` aucune classe de contraintes pouvant eˆtre utilise´es a` des fins d’e´lagage.
Les deux classes principales sont les contraintes anti-monotones (si un motif ne satisfait
pas une contrainte aucun des sur-motifs ne la satisfait) et monotones (si un motif satisfait
la contrainte tous ses sur-motifs la satisfont e´galement). Dans le cas des motifs se´quentiels
tels que de´finis dans ce me´moire, la notion de sur-motif peut eˆtre de´finie ainsi :
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De´finition 10 (sur-motif) Un motif se´quentiel β = β1 → β2 → . . . → βm est un
sur-motif d’un motif se´quentiel α = α1 → α2 → . . . → αn s’il existe des entiers 1 ≤ i1 <
i2 < . . . < in ≤ m tels que α1 = βi1 , α2 = βi2 , . . ., αn = βin .
Il est e´vident que la contrainte de connexite´ moyenne n’est ni anti-monotone, ni mo-
notone. Il est donc facile de montrer qu’elle n’est ni anti-monotone ou monotone par
rapport au pre´fixe (cf. [PHW07]). En effet, dans ce cas, seule une partie des relations
de spe´cialisation est exploite´e, c’est-a`-dire celles permettant la construction des pre´fixes
par ajout d’un symbole en fin de ces derniers. De plus elle n’appartient a` aucune classe
de contraintes utilise´es pour l’extraction de motifs fre´quents telles que les contraintes
succinctes (cf. [NLHP98]), convertibles (cf. [PHL01]) ou faiblement anti-monotones (cf.
[BL05]).
Le push partiel de la contrainte de connexite´ moyenne s’appuie sur l’observation sui-














peut pas eˆtre un motif SFG. Et, si nous conside´rons la conjonction de contraintes





celle-ci apparaˆıt comme anti-monotone puisque la valeur
∑
(x,y)∈cover(α) LC((x, y), α) ne
peut augmenter pour les sur-motifs d’α. Cette conjonction de contraintes peut donc eˆtre
utilise´e de fac¸on active pour e´laguer l’espace de recherche.
L’ensemble des algorithmes d’extraction de motifs se´quentiels ge`rent et poussent les
contraintes anti-monotones au sein du processus d’extraction. Nous avons de´cide´ d’inte´grer
la conjonction anti-monotone C dans l’algorithme PrefixGrowth propose´ dans [PHW07].
Cet algorithme re´cent est efficace et permet de ge´rer facilement les contraintes anti-
monotones. Mis a` part le fait de ve´rifier C pour e´laguer l’espace de recherche, la seule
modification est de ve´rifier, avant de valider un motif α que AC(α) ≥ κ, puisque C n’im-
plique pas la satisfaction de la contrainte de connexite´ moyenne. L’imple´mentation de
l’algorithme a e´te´ fait en C en utilisant nos propres structures de donne´es.
9.3.2 Expe´riences sur les motifs SFG
Dans cette section, des re´sultats obtenus a` la fois sur des STIS optiques et radar sont
pre´sente´s et rendent compte de l’efficacite´ et de la ge´ne´ricite´ de la me´thode propose´e.
Toutes les expe´riences ont e´te´ mene´es avec un PC standard e´quipe´ d’un Intel Core 2
@3GHz avec 4 GB RAM fonctionnant sous Linux (kernel 2.6). Comme e´voque´ dans la
section 9.3.1, nous utilisons cette fois-ci notre propre moteur d’extraction e´crit en C.
Ce dernier, SPATPAM (SPAtio-TemPorAl Mining), est diffuse´ gratuitement en tant que
de´livrable du projet ANR EFIDIR (cf. chapitre 5).
Donne´es optiques
Donne´es et pre´traitement des donne´es Les donne´es ici utilise´es nous ont e´te´
fournies par le CNES (Centre National des E´tudes Spatiales) au travers du projet Assi-
milation de Donne´es pour l’Agro-Mode´lisation (ADAM) [CNE12]. Nous avons se´lectionne´
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20 images de la STIS ADAM acquises entre octobre 2000 et juillet 2001. De cette fac¸on,
suffisamment de donne´es sont prises en compte pour observer des cycles de cultures, des
labours et semis d’automne aux re´coltes. Ces images ont e´te´ acquises par les satellites
SPOT. Trois bandes sont disponibles : B1 en vert (500 nm − 590 nm), B2 en rouge
(R, 610 nm−680 nm et B3 en poche infra-rouge (PIR, 780 nm−890 nm). La re´solution
spatiale est 20 m × 20 m et la sce`ne observe´e est une zone rurale a` l’est de Bucarest en
Roumanie. Nous avons choisi une sous-sce`ne de 1000× 1000 pixels repre´sentant une zone
appele´e Fundulea. L’inte´reˆt de cette se´lection est d’acce´der a` la ve´rite´ terrain, disponible
sur la pe´riode 2000-2001, concernant les champs appartenant a` l’Institut National Rou-
main de Recherche en Agriculture et de De´veloppement 5. Ces donne´es d’interpre´tation
repre´sentent 5.9% de la sce`ne et peuvent eˆtre utilise´es a` des fins de validation. Le jeu de
donne´es correspondant a` cette sous-sce`ne contient du bruit (principalement des pertur-
bations atmosphe´riques) et a une taille typique dans le domaine de l’analyse pixellaire
de STIS (20 images de 1000 × 1000 pixels). La sous-sce`ne contient principalement des
champs dont les dimensions sont supe´rieures a` la re´solution spatiale. Diffe´rents types
de cultures telles que le coton, le ma¨ıs, le soja, les petits pois, ou bien encore le millet
sont pre´sentes. Les autres objets pre´sents peuvent eˆtre classe´s en ≪ routes ≫, ≪ rivie`res ≫,
≪ foreˆts ≫ et ≪ villes ≫. La topographie de cette re´gion est ge´ne´ralement plate. Seule une
petite fraction est affecte´e par des pentes bordant une rivie`re ou correspondant a` quelques
micro-de´pressions.
Pour chaque pixel et chaque date, nous avons calcule´ une bande synthe´tiques B4
correspondant a` l’Indice de Diffe´rence de Ve´ge´tation Normalise´ (IDVN ou NDVI)[LK00]
et qui est de´fini ainsi : NDV I = B3−B2
B3+B2 . Le NDVI est tre`s largement utilise´ pour de´tecter
la ve´ge´tation dans les images multispectrales. Un exemple d’une image originale de la STIS
ADAM encode´ en NDVI est pre´sente´ par la figure 9.5a. La quantification des valeurs NDVI
a e´te´ effectue´e en conside´rant 3 intervalles de´finis a` partir des 33e`me et 66e`me centiles. De
fac¸on a` minimiser l’influence des de´fauts de calibration, la quantification a e´te´ envisage´e
se´pare´ment pour chaque image. Pour une date d’acquisition donne´e, un pixel est ainsi
de´crit par un unique label qui indique a` quel intervalle sa valeur NDVI appartient. Le
label ≪ 1 ≫ donne les valeurs basses, le label ≪ 2 ≫ repre´sente les valeurs interme´diaires et
le label ≪ 3 ≫ indique les valeurs hautes. Comme cela est rapporte´ dans [JMB+11], il s’agit
de la pire configuration qui soit par rapport au nombre de motifs extraits par la suite.
En effet, si moins ou plus de symboles sont utilise´s, alors le nombre de motifs extraits
est infe´rieur a` celui obtenu pour 3 symboles. Le re´sultat de la quantification de l’image
de la figure 9.5a est donne´ par la figure 9.5b. Au final, nous obtenons donc une base de
se´quence d’un million de se´quences de longueur 20 (20 dates soit 20 symboles) de´crites
avec un alphabet de 3 symboles.
Analyse quantitative Les deux parame`tres que peut re´gler l’utilisateur sont σ, le
support minimum et κ, la connexite´ moyenne minimum. Les valeurs du support minimum
ont e´te´ prises dans l’intervalle [0.25%, 2%] de fac¸on a` extraire des aires couvrant au mini-
mum de 2500 pixels (1 km2) a` 20000 pixels (8 km2). Ces valeurs permettent de conside´rer
tous les champs y compris les plus petits. De fac¸on a` caracte´riser l’impact de κ, les valeurs
entre 0 et 7 ont e´te´ conside´re´es. En effet, puisque la de´finition de la mesure de la connexite´
moyenne s’appuie sur la convention du 8-voisinage, qui ne fait aucune distinction entre les
5. Nous remercions R. Vintila, de l’Institut National Roumain de Recherche en Sciences du
Sol et en Agrochimie, et G. Petcu, de l’Institut National Roumain de Recherche en Agriculture
et De´veloppement, pour nous avoir fourni la ve´rite´ terrain.
9.3. PROPOSITIONS 53
(a) Image en NDVI.
(b) Image quantifie´e en 3 niveaux base´s sur les 33e`me et 66e`me centiles.
Figure 9.5 – Acquisitions SPOT sur la zone de Fundulea, Roumanie, apre`s calcul
du NDVI (a) et quantification des valeurs NDVI (b).
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pixels des bords de l’image et les autres, la mesure de connexite´ appartient a` l’intervalle
[0, 8[.
Nos expe´riences montrent que le nombre de motifs se´quentiels fre´quents qui sont re-
jete´s graˆce a` la contrainte de connexite´ moyenne minimum est important, et que pousser
partiellement cette contrainte permet de re´duire significativement les temps d’e´xe´cution
(de 10 a` 20%). Le nombre de motifs extraits Np peut eˆtre re´duit de plusieurs ordres de
grandeur par rapport au nombre de motifs se´quentiels fre´quents. Cela est repre´sente´ par la
figure 9.6a. Si aucune contrainte de connexite´ moyenne minimum n’est applique´e (κ = 0),
alors tous les motifs se´quentiels fre´quents sont extraits et Np atteint jusqu’a` 78885 mo-
tifs. Comme attendu, Np est d’autant plus re´duit que κ est e´leve´. Dans le cas le plus
de´favorable, c’est-a`-dire lorsque σ = 0.25%, si κ = 4, alors Np = 7623 tandis que si κ = 7
alors Np = 21. La contrainte de connexite´ moyenne est une contrainte tre`s se´lective : pour
une valeur donne´e de κ telle que κ 6= 0, Np ne subit que des variations assez limite´es en
fonction de σ. Par exemple, pour κ = 4, Np augmente de 4042 (σ = 2%) a` 7623 motifs
SFG (σ = 0.25%) alors que pour κ = 6, Np augmente de 454 (σ = 2%) a` 479 motifs
SFG (σ = 0.25%). Np est meˆme stable pour κ = 7 avec 21 motifs SFG. Comme pre´sente´
dans la figure 9.6b, les temps d’extraction sont les meˆmes pour toutes les valeurs de κ si
la contrainte de connexite´ n’est pas pousse´e. Si la contrainte est pousse´e, alors les temps
d’extraction sont re´duits, quelle que soit la configuration, de 10% a` 20%. Par exemple,
pour σ = 0.75% et κ = 7, l’extraction prend 756 secondes sans push partiel tandis qu’elle
ne prend que 599 secondes avec le push partiel.
L’e´lagage correspondant peut eˆtre quantifie´ via Nchecked, le nombre de motifs se´quen-
tiels fre´quents qui sont conside´re´s pendant l’extraction et pour lesquels la contrainte de
connexite´ est ve´rifie´e. Les valeurs obtenues pour Nchecked sont donne´es par la figure 9.7a.
Si aucun push partiel n’est mis en œuvre, alors, par exemple, Nchecked atteint 78885 motifs
pour σ = 0.25 (quelle que soit la valeur κ). Au meˆme seuil de support minimum, si le push
partiel est active´, alors, par exemple, avec κ = 7, Nchecked est re´duit a` 50227. Quelle que
soit la configuration au niveau de σ et de κ, lorsque la contrainte est pousse´e, Nchecked
est re´duit. Cette re´duction (en pourcentage) est mise en e´vidence par la figure 9.7bb. Elle
varie entre 7.7% (σ = 2%,κ = 4) et 36.3% (σ = 0.25%,κ = 7). L’e´lagage est plus efficace
dans les configurations les plus difficiles, c’est-a`-dire pour les valeurs faibles de σ.
Analyse qualitative Pour ce qui est de l’analyse qualitative, σ a e´te´ fixe´ a` 1% de
fac¸on a` extraire des motifs SFG couvrant au moins 4 km2 (l’image entie`re couvre 400 km2).
De cette fac¸on, le focus a e´te´ mis sur les cultures les plus pre´sentes dans cette zone, ce
qui nous a aide´ a` caracte´riser les re´sultats. La ve´rite´ terrain qui nous a e´te´ fournie par les
experts et qui couvre 5.9% de l’image contient en effet des cultures repre´sentatives de la
re´gion.
Comme montre´ par la suite, en appliquant une contrainte typique de maximalite´ sur
ces motifs il est possible de se concentrer sur un nombre re´duit de motifs SFG porteurs de
sens pour les experts en agro-mode´lisation. La contrainte de maximalite´ est tre`s simple et
consiste en la se´lection des motifs extraits n’ayant pas de sur-motifs e´galement pre´sents
en sortie de l’extraction. Ces motifs, sont en un sens, les plus spe´cifiques.
Afin de visualiser les re´sultats, nous avons utilise´ le type de localisation spatiale de´ja`
utilise´ dans la section 9.2. Puisque nous avons obtenu seulement quelques dizaines d’images
de ce type, l’inspection visuelle a pu eˆtre effectue´e rapidement par l’expert. Il est a` noter











































for all κ (no push)
(b) Temps d’extraction (avec et sans push partiel) vs. κ, la connexite´ moyenne minimum
et σ, le support minimum.
Figure 9.6 – Impact de la contrainte de connexite´ moyenne minimum.






















for all κ (no push)





























(b) Re´duction du nombre de motifs ve´rifie´s vs. κ, la connexite´ moyenne minimum et σ, le
support minimum.
Figure 9.7 – E´valuation de l’e´lagage duˆ au push partiel.
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n’avions conside´re´ que les motifs se´quentiels fre´quents et non les motifs SFG, alors l’expert
n’aurait pas pu analyser nos re´sultats. En effet, a` σ = 1%, 23038 motifs sont extraits
parmi lesquels 4684 sont des motifs maximaux, ce qui constitue une collection bien trop
importante. Un autre fait inte´ressant a` relever est que la quantification et la pre´sence du
bruit intrinse`que a` une STIS (en particulier les variations atmosphe´riques et les nuages)
ne semblent pas constituer un proble`me critique En effet, bien que la quantification en 3
niveaux aboutisse a` l’extraction de motifs construits sur un alphabet de 3 labels, et bien
qu’aucun pre´traitement destine´ a` atte´nuer le bruit ne soit effectue´, l’usage conjoint de
l’information spatiale et temporelle permet de trouver des motifs porteurs de sens. Cette
technique est donc applicable a` des se´ries d’images de faible qualite´ obtenues par exemple
avec des capteurs aux performances limite´es et ne requiert que tre`s peu de pre´traitements.
Pour la premie`re expe´rience, nous avons re´gle´ κ a` 7, ce qui est un seuil tre`s se´lectif.
Dans ce cas, 21 motifs SFG ont e´te´ obtenus. Ils expriment des e´volutions ge´ne´rales puisque
leur longueur n’exce`de pas 12 symboles. Seulement 7 sont maximaux, et parmi eux, nous
avons par exemple le motif 3 → 3 → 3 → 3 → 3 → 3. Les pixels couverts par ce motif
sont pre´sente´s par la figure 9.8a au niveau de la zone pour laquelle la ve´rite´ terrain est
disponible. Il couvre 96.2% des pixels de la ve´rite´ terrain qui correspondent aux champs
cultive´s et 98.3% des pixels couverts dans cette zone correspondent a` des champs cultive´s.
De fac¸on a` obtenir des e´volutions plus spe´cifiques, c’est-a`-dire des motifs plus longs,
κ a e´te´ re´gle´ a` une valeur moins se´lective, κ = 6. Nous avons obtenu alors 31 motifs SFG
maximaux a` partir des 474 motifs SFG extraits. L’un d’entre eux est 2 → 3 → 3 → 3 →
3 → 3 → 3 → 3 → 3 → 3 → 3 → 1 → 1 → 1 → 1. Les pixels couverts par ce motif sont
pre´sente´s dans la figure 9.8b. Selon la ve´rite´ terrain, il couvre 61.4% des pixels associe´s a`
la culture du coton et 96.3% des pixels qu’il couvre correspondent a` cette meˆme culture.
Des informations inte´ressantes peuvent eˆtre tire´es de tels motifs. Par exemple, comme cela
peut eˆtre observe´, des ≪ trous ≫ apparaissent a` l’inte´rieur des champs (polygones presque
comple`tement remplis en blanc) dans la figure 9.8a et la figure 9.8b. Les pixels de ces
trous ne sont pas couverts par le motif couvrant les zones blanches. Le comportement
temporel est donc diffe´rent de celui des pixels qui entourent ces trous bien qu’ils soient
tous associe´s a` une meˆme culture. Certains de ces trous correspondent a` des diffe´rences
pe´dologiques (composition du sol) qui ont e´te´ rapporte´es par les experts tandis que les
autres trous sont certainement dus a` des diffe´rences en termes de fertilisation (engrais)
ou d’irrigation. De telles informations sont particule`rement inte´ressantes et peuvent eˆtre
utilise´es localement pour adapter les pratiques agricoles. De plus, il est possible d’extraire
des motifs correspondants a` une unique varie´te´ d’un type de culture donne´. Par exemple, a`
κ = 5.5, nous avons 1074 motifs SFG et 66 d’entre sont maximaux. Parmi eux, nous avons
le motif SFG 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 1→ 1→
1 → 1. La figure 9.9a donne sa localisation. Alors que le motif pre´ce´dent correspond a`
un type de culture en ge´ne´ral, celui-ci identifie une varie´te´ en particulier. En effet, 98.8%
des pixels qu’il couvre dans la ve´rite´ terrain sont tous associe´s a` une unique varie´te´ de
coton. Deux champs rectangulaires sont clairement identifie´s (partie droite de l’image).
Celui d’en haut correspond a` une zone partiellement couverte par le motif pre´ce´dent (cf.
figure 9.8b). Ce n’est pas le cas pour l’autre rectangle qui met ainsi en avant un autre
champ de coton. Les deux rectangles sont couverts par le motif ge´ne´ral correspondant aux
champs cultive´s (cf. figure 9.8a). Les pixels couverts par les motifs SFG ne correspondent
pas toujours a` des zones cultive´es. Par exemple, pour κ = 6 nous obtenons aussi le motif
SFG 2 → 2 → 2 → 2 → 2 → 2 → 2 → 2 qui correspond aux chemins, aux friches, aux
villes et aux bords des champs. Sa localisation est repre´sente´e par la figure 9.9b.
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(a) 3→ 3→ 3→ 3→ 3→ 3 : champs cultive´s.
(b) 2→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 1→ 1→ 1→ 1 : coton.
Figure 9.8 – Localisation (pixels blancs) de motifs SFG ayant trait aux cultures.
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(a) 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3 → 3 → 1 → 1 → 1 → 1 :
une espe`ce particulie`re de coton.
(b) 2→ 2→ 2→ 2→ 2→ 2→ 2→ 2 : chemins, friches, villes, bord des champs.
Figure 9.9 – Localisation (pixels blancs) de motifs SFG : autres exemples.
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Donne´es radar
De fac¸on a` investiger la ge´ne´ricite´ de l’approche, nous avons effectue´ d’autres expe´rien-
ces sur un type tre`s diffe´rent de STIS, une SITS SAR (Synthetic Aperture Radar ou Radar
a` Ssynthe`se d’Ouverture, RSO). Les satellites SAR e´mettent et enregistrent des ondes
radars qui sont re´fle´chies par la surface de la Terre. Plus pre´cise´ment, la technique SAR
permet de former une antenne synthe´tique pouvant atteindre plusieurs kilome`tres de long
alors que l’antenne re´elle ne mesure qu’une dizaine de me`tres de long. Dans les images
radar, les valeurs des pixels sont des complexes. La magnitude (ou module) exprime la
quantite´ d’e´nergie renvoye´e par la surface de la Terre. La phase (ou angle) mesure la
propagation des ondes radar, c’est-a`-dire la distance entre le satellite et la surface de la
terre. Elle inclut e´galement un terme dit de diffusion (scattering) relatif a` la nature de la
surface re´fle´chissante. De fac¸on a` utiliser l’information ge´ome´trique apporte´e par la phase,
il est ne´cessaire de calculer la diffe´rence de phase entre deux images SAR, acquises a` des
dates diffe´rentes, et ce sous l’hypothe`se que le terme de diffusion soit stable : le changement
duˆ a` l’e´volution temporelle et aux angles de vise´es le´ge`rement diffe´rents doit eˆtre limite´.
Dans ce cas, l’image de diffe´rence de phase, appele´e interfe´rogramme, mesure une diffe´rence
de distance qui est associe´e a` la topographie et aux de´placements/de´formations du sol entre
deux acquisitions. En utilisant des Mode`les Nume´riques d’E´le´vation (MNE ou DEM en
anglais), il est possible de retirer la composante topographique et d’obtenir des mesures de
de´placement avec une pre´cision de l’ordre de la fraction de la longeur d’onde utilise´e (5.6
cm dans notre cas). La principale limitation de cette technique, appele´e interfe´rome´trie
SAR diffe´rentielle (D-InSAR dans la communaute´) vient des variations des conditions
atmosphe´riques qui peuvent modifier la propagation des ondes et introduire des artefacts
difficiles a` se´parer de l’information de de´placement. La contribution due a` l’atmosphe`re
stratifie´e peut eˆtre estime´e avec l’utilisation de DEM et de donne´es me´te´orologiques,
mais les effets de l’atmosphe`re turbulente continuent de de´grader les interferogrammes.
Diffe´rentes approches ont e´te´ de´veloppe´es pour re´duire ces difficulte´s en utilisant les se´ries
temporelles d’interfe´rogrammes : la technique des permanent scatterers (PS) [FPR01] qui
analyse le signal temporal sur des cibles spe´cifiques, la strate´gie des Small BAseline Subsets
(SBAS) [BFLS02] qui se´lectionne les paires d’images acquises avec les orbites les plus
proches possibles (a` la fois dans le temps et dans l’espace), ou bien encore la me´thode
STAMPS [Hoo08] qui incorpore les deux pre´ce´dentes approches. Elles sont utilise´es par
les ge´ophysiciens pour surveiller les de´formations de surface et leurs e´volutions spatiales
et temporelles. L’utilite´ de ce type d’e´tude concerne la planification de l’utilisation des
sols (de´veloppement d’infrastructures pour l’agriculture ou le transport).
Donne´es et pre´traitement des donne´es Dans cette expe´rience, une STIS SAR,
fournie par le satellite ENVISAT (ENVIronmental SATellite) de l’agence spatiale eu-
rope´enne (ou European Space Agency, ESA) 6, a e´te´ se´lectionne´e. Elle contient 25 images
acquises entre 2004 et2009. Elle couvre la faille sismique d’Haiyuan, a` la frontie`re nord-
est du plateau tibe´tain. Cette zone a e´te´ affecte´e par des tremblements de terre ma-
jeurs au de´but du XXe`me sie`cle. Les experts souhaitent localiser et mesurer de possibles
de´formations de la crouˆte terrestre au travers des acquisitions qui sont affecte´es par des
perturbations atmosphe´riques. La STIS se´lectionne´e a e´te´ pre´traite´e par Ce´cile Lasserre
(laboratoire de Ge´ologie de l’ENS, aujourd’hui au laboratoire ISTerre) et Romain Jolivet
(laboratoire ISTerre aujourd’hui au Tectonic Observatory du California Institute of Tech-
6. Nous remercions l’ESA pour la fourniture de ces donne´es au travers du projet Dragon 5305.
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nology) pour calculer des mesures de de´placement sans introduire aucune connaissance
spe´cifique sur la de´formation e´tudie´e. Tout d’abord, les interfe´rogrammes ont e´te´ ge´ne´re´s.
Les orbites re´siduelles ont e´te´ corrige´es et les de´lais atmosphe´riques ont e´te´ retire´s en
utilisant des DEM et des donne´es me´te´orologiques. Puis, en utilisant une technique de
type SBAS, l’e´volution de phase entre la premie`re acquisition et les diffe´rentes acquisi-
tions successives a e´te´ calcule´e. Au final, ce sont donc 24 images 701X701 7 contenant les
e´volutions de phase (de´placements) par rapport a` la premie`re acquisition qui ont e´te´ pro-
duites. Puisque aucun lissage n’est applique´, a` la fois la de´formation du sol et l’atmopshe`re
turbulente contribuent a` la diffe´rence de phase. Le de´tail des pre´traitements permettant
la constitution de cette STIS D-InSAR sont disponibles dans [JLD+12]. La re´solution spa-
tiale, apre`s traitement, est ici de 80 m× 80 m par pixel et diffe`re de la pre´ce´dente STIS.
Des images typiques sont pre´sente´es par la figure 9.10. Les niveaux de gris correspondent
aux de´placements de la surface de la Terre par rapport au satellite selon la direction de
vise´e. Les pixels sombres correspondent aux fortes valeurs ne´gatives exprimant le rappro-
chement. Les pixels clairs indiquant de fortes valeurs positives repre´sentent l’e´loignement.
Les autres pixels traduisent de faible de´placements, La STIS a e´te´ quantifie´e avec trois
symboles a` partir des 33e`me et 66e`me centiles. Le symbole ≪ 1 ≫ repre´sente les fortes valeurs
ne´gatives, le symbole ≪ 2 ≫ correspond aux faibles valeurs ne´gatives et le symbole ≪ 3 ≫
correspond aux valeurs positives. Le re´sultat est une base de se´quences contenant 491401
se´quences forme´es de 24 symboles chacune.
Analyse qualitative Cette se´rie a e´te´ fouille´e de fac¸on a` de´couvrir des structures
spatio-temporelles pertinentes. L’objectif est d’extraire des motifs SFG et les pre´senter
aux utilisateurs pour attirer leur attention sur des de´placements ou des e´volutions de
de´placements inconnus. Les interpre´tations suivantes ont e´te´ valide´es en travaillant avec
Marie-Pierre Doin (laboratoire de Ge´ologie de l’ENS, aujourd’hui au laboratoire ISTerre),
Ce´cile Lasserre (laboratoire de Ge´ologie de l’ENS, aujourd’hui au laboratoire ISTerre),
Romain Jolivet (laboratoire ISTerre aujourd’hui au Tectonic Observatory du California
Institute of Technology), et Catherine Pothier (laboratoire LGCIE de l’INSA Lyon). L’ex-
traction a e´te´ effectue´e en re´glant la surface minimum σ a` 4.07% (c’est-a`-dire 20000 pixels)
et la connexite´ moyenne minimum κ a` 6. Au final 3414 motifs SFG ont e´te´ extraits. De
fac¸on a` se concentrer sur les motifs les plus spe´ficiques, les motifs maximaux ayant au
moins 10 symboles ont e´te´ se´lectionnne´s soit 19 motifs au total. Pour chacun de ces mo-
tifs, une image a e´te´ construite de fac¸on a` observer quelles sont les zones affecte´es par
l’e´volution de´crite par le motif. Celles-ci sont pre´sente´es dans la figure 9.11, pour les trois
motifs SFG suivants :
– #1 : 2→ 1→ 1→ 1→ 1→ 1→ 1→ 1→ 1→ 1 ;
– #2 : 2→ 3→ 3→ 3→ 3→ 3→ 3→ 3→ 2→ 3 ;
– #3 : 3→ 3→ 3→ 3→ 3→ 1→ 1→ 3→ 2→ 3→ 3→ 2→ 1.
Le motif SFG #1 indique que certaines zones s’approchent du satellite alors que le
motif SFG #2 exhibe des zones s’e´loignant du satellite. Comme cela peut eˆtre observe´ dans
la figure 9.11, ces motifs sont spatialement comple´mentaires. Un phe´nome`ne de fluage est
ainsi re´ve´le´ par les deux premiers motifs. Il est cohe´rent avec le mouvement de la partie
supe´rieure de l’image qui a e´te´ rapporte´ par les experts. De plus, la localisation de la
faille sismique responsable de ce phe´nome`ne de fluage peut eˆtre infe´re´e en regardant la
frontie`re nette entre les pixels affecte´s et les pixels non affecte´s, particulie`rement sur la
7. La re´solution de ces images est infe´rieure aux acquisitions SAR, une re´duction d’e´chelle
ayant e´te´ applique´e pour re´duire le bruit.
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(a) 2006/09/21. (b) 2008/02/28.
(c) 2009/08/06.
Figure 9.10 – Images de de´placement (selon la ligne de vise´e du satellite radar).
Pixels tirant vers le blanc : de´placements positifs importants (e´loignement). Pixels
tirant vers le noir : de´placement ne´gatifs importants (rapprochement). Autres
pixels : faibles de´placements.
diagonale partant du coin infe´rieur gauche et allant au coin supe´rieur droit de l’image. Le
troisie`me motif, le motif SFG #3, indique que la surface de la Terre s’e´loigne, se rapproche,
s’e´loigne et puis se rapproche du satellite. Ceci est un comportement atypique. De plus,
la zone concerne´e est tre`s isole´e et tre`s compacte comme le montre la figure 9.11 (c). Par
conse´quent, les ouvrages de ge´nie civil construits dans cette zone devraient eˆtre conc¸us
pour re´sister a` des mouvements antagonistes. La localisation spatiale de ces trois motifs
permet de discriminer des zones qui ne sont pas facilement dinstinguables dans les images
de la SITS D-InSAR originelle (cf. figure 9.10).
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(a) Motif SFG #1 : rapprochement. (b) Motif SFG #2 : e´loignement.
(c) Motif SFG #3 : e´loignement, rapprochement, e´loignement et finalement rapprochement.
Figure 9.11 – Localisation (pixels blancs) de 3 motifs SFG exprimant des
de´placements par rapport au satellite.
Synthe`se
Quel que soit le type ou la re´solution des STIS, les expe´riences ici pre´sente´es et rap-
porte´es dans [JMR+10, JMB+11, JMR+11, JMR+12] montrent qu’il est possible d’ex-
traire des motifs SFG ayant un sens pour les utilisateurs finaux, qu’ils expriment des
phe´nome`nes de changement ou de non-changement. D’autres expe´riences ont e´te´ mene´es
sur des donne´es radar et des donne´es polarime´triques. Les donne´es polarime´triques sont des
donne´es radar multivarie´es forme´es de 3 canaux diffe´rents de polarisation en e´mission et
re´ception qui apportent une information supple´mentaire sur le me´canisme de re´trodiffusion.
Ces expe´riences confirment le caracte`re ge´ne´rique de l’approche et sont publie´es dans
[JMT+], [JLM+11] et [JMB+11]. Par ailleurs, quelle que soit l’application conside´re´e, une
fois choisie la bande d’inte´reˆt (par exemple NDVI pour les cultures ou les diffe´rences
de phase pour les de´placements), un simple pre´traitement a` base de centiles suffit pour
construire les STIS symboliques desquelles seront extraits ces motifs. L’ensemble de ces
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travaux sont repris et de´taille´s dans [Jul11].
La contrainte de connexite´ moyenne minimum sur laquelle s’appuie ces motifs permet
de re´duire efficacement l’espace de recherche et vient en appui de la contrainte de sup-
port/surface minimum lorsque les valeurs de cette dernie`re sont faibles. La conjonction
des contraintes de connexite´ et de surface permet ainsi de limiter e´galement le nombre
de motifs extraits. Cependant, ce nombre peut, selon les jeux de donne´es, rester e´leve´ et
ne´cessite alors la mise en œuvre d’un crite`re de maximalite´ permettant de se concentrer sur
les motifs les plus spe´cifiques. Ce type de contrainte associe´e aux contraintes de connexite´
et de surface a l’avantage d’e´carter, autant que possible, les phe´nome`nes dus a` l’incerti-
tude ale´atoire, en particulier les phe´nome`nes lie´s aux perturbations atmosphe´riques et aux
de´fauts d’acquisition. En effet, ces phe´nome`nes sont disperse´s plus ou moins ale´atoirement
dans l’espace et dans le temps. S’ils affectent des structures spatio-temporelles nombreuses,
aux comportements varie´s, ceux-ci se retrouvent porte´s par des motifs raffinant ces struc-
tures (par ajout d’un/de symbole/s aux motifs caracte´risant les structures en question)
et dont l’emprise spatiale est encore plus fragmente´e et re´duite. Ces motifs ont de fait
du mal a` satisfaire la contrainte de surface minimum et encore plus la contrainte de
connexite´ minimum. Cela est d’autant plus vrai que les motifs sont spe´cifiques. Au final,
ces phe´nome`nes, de par leur dispersion spatio-temporelle, se voient dilue´s dans des motifs
qui sont eux-meˆmes souvent rejete´s lors de l’extraction et de l’application des diffe´rentes
contraintes. Ainsi, lors de nos diffe´rentes expe´riences, aucun des motifs interpre´te´s par
les utilisateurs finaux ne s’est ave´re´ traduire une phe´nome`ne lie´ a` des perturbations at-
mosphe´riques ou a` des de´fauts de capteur. Il est a` noter que les motifs extraits de la STIS
Meteosat-7 pre´sente´e dans la section 9.2.3 ne rentrent pas dans ce cadre puisque les seules
e´volutions perceptibles, a` cette e´chelle temporelle et spatiale, sont les passages de nuages
a` la surface de la Terre.
Au final, les motifs SFG satisfont une grande partie des objectifs mentionne´s a` la fin
de la section 9.1 En effet :
– ces motifs sont d’une lecture aise´e par l’utilisateur final,
– la de´finition des occurrences des motifs se´quentiels n’impose ni de conside´rer des
dates imme´diatement successives ni de conside´rer des occurrences synchrones d’un
pixel a` l’autre ; ce qui permet, pour certains des motifs, de ne pas conside´rer les
de´fauts lie´s aux perturbations atmosphe´riques et/ou aux capteurs,
– aucune contrainte temporelle n’est pose´e,
– seules 2 contraintes spatiales sont pose´es et sont directement traduisibles en surface
minimum et connexite´ moyenne minium,
– aucun a` priori sur la forme des phe´nome`nes observe´s n’est pose´,
– un large e´ventail d’e´chelles d’analyse est accessible : tous les phe´nome`nes dont la
surface est supe´rieure au seuil de support minimum sont pris en compte,
– l’ensemble des contraintes pre´cite´es associe´ a` une contraite de maximalite´ per-
mettent de rejeter une grande partie des phe´nome`nes dus a` l’incertitude ale´atoire
(phe´nome`nes atmosphe´riques, de´fauts de capteurs).
9.3.3 Classement des motifs SFG a` l’aide de l’Information Mu-
tuelle Normalise´e (IMN)
Comme cela a e´te´ rapporte´ dans la section 9.3, l’association des contraintes de sur-
face minimum, de connexite´ moyenne minimum et de maximalite´ permet de produire un
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nombre de motifs raisonnable. Cependant, rien ne permet de guider l’utilisateur, dans
la collection des motifs extraits, vers des motifs dont les occurrences sont singulie`res au
niveau statistique. Plus pre´cise´ment, quelle assurrance avons-nous que la pre´sence d’un
motif n’est pas simplement due a` une sur-repre´sentation de certains symboles ? Afin de
re´pondre a` cette question, conside´rons les occurrences d’un motif. Celles-ci peuvent eˆtre
localise´es spatialement, comme cela a e´te´ re´gulie`rement fait tout au long de ce chapitre,
en attribuant la ≪ couleur ≫ noir a` tous les pixels qui ne sont pas couverts par le motif
en question. La localisation temporelle est alors faite en affectant diffe´rentes couleurs aux
pixels couverts par le motif, ces couleurs traduisant :
– soit les dates d’occurrence de chacun des e´le´ments de l’occurrence du motif comme
cela est propose´ dans la section 9.2 (cf. figure 9.4),
– soit la date de de´but de l’occurrence,
– soit la dure´e de l’occurrence,
– soit la date de fin de l’occurrence.
Le re´sultat de ce type de localisation spatio-temporelle est appele´ carte de Localisation
Spatio-Temporelle ou carte LST. Soit α un motif SFG extrait d’un STIS symbolique S.
De fac¸on a` e´valuer si α est significatif, c’est-a`-dire qu’il serait difficilement pre´sent dans
un jeu ale´atoire ayant les meˆmes fre´quences de symboles, nous proposons de comparer une
carte LST de α sur S a` sa carte LST obtenue pour une STIS symbolique ale´atoire S∗. La
STIS S∗ est ge´ne´re´e a` partir de S en e´changeant ale´atoirement des e´tats pixellaires selon
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j . Tous les pixels, et donc toutes les se´quences d’e´volution
pixellaire, ont la meˆme probabilite´ d’eˆtre choisis et peuvent eˆtre choisis plus d’une fois. En
conse´quence un e´change peut eˆtre de´fait par l’e´change inverse. Dans un tel jeu randomise´,
les mesures de surface et de connexite´ des motifs SFG extraits de la STIS originales
ont tendance a` eˆtre plus basses puisque les diffe´rents e´changes successifs ont modifie´
les se´quences d’e´volution pixellaire. Par construction, les se´quences d’e´volution pixellaire
forme´es d’un seul et meˆme symbole sont les seules se´quences a` ne pas eˆtre modifie´es et
a` garder intactes leurs mesures de surface et de connexite´. Cette randomisation garantit
deux proprie´te´s : les fre´quences des symboles ne sont pas modifie´es (1) a` l’e´chelle d’une
se´quence d’e´volution pixellaire et (2) a` l’e´chelle de la STIS. Cette technique dite de swap-
randomization est adapte´e de la technique propose´e dans [GMMT07] pour randomiser les
matrices boole´ennes. Conside´rons maintenant l’information temporelle x d’une carte LST
comme la re´alisation d’une variable ale´otoire X et dont l’espace des re´alisations Ω contient
toutes les valeurs observe´es. Cette variable peut eˆtre compare´e a` la variable ale´toire Y
dont les re´alisations sont repre´sente´es par la carte LST de α extraite de S∗. Afin de
quantifier dans quelle mesure X est inde´pendante de Y ou, autrement dit, de quantifier
dans quelle mesure X pre´dit/de´termine les valeurs de Y , nous proposons d’utiliser la
mesure d’Information Mutuelle Normalise´e (IMN) propose´e dans [CT91] :
IMN(X;Y ) =
∑








P (x) logP (x), (9.2)
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ou` P (x, y) repre´sente la probabilite´ de co-occurrence de valeurs d’information temporelle,
x et y, aux meˆmes positions spatiales.
L’avantage d’une telle mesure est qu’elle capture tout type de de´pendance, contraire-
ment aux mesures de corre´lation qui s’attachent a` de´terminer, par exemple, une de´pendance
line´aire (coefficient de corre´lation de Pearson). En effet, elle conside`re les valeurs comme
des labels et teste leurs co-occurrences. Plus les variables sont inde´pendantes, plus le ratio
du log du nume´rateur tendra vers 0, et plus la mesure d’IMN tendra e´galement vers 0 (cf.
e´quation 9.1). La normalisation (valeurs entre 0 et 1) est assure´e en divisant par l’entropie
minimum (cf. e´quation 9.2). L’IMN est calcule´e pour chaque motif SFG qui est alors classe´
par rapport a` cette valeur. Les motifs les plus prometteurs sont ceux dont la valeur tend
vers 0, c’est-a`-dire ceux dont les occurrences sont difficilement retrouve´es dans les donne´es
ale´atoires. Par construction de notre me´thode, plus un motif e´voquera un phe´nome`ne de
non changement, moins ses occurrences pourront eˆtre modifie´es (re´pe´titions du meˆme
symbole) et plus sa valeur d’IMN tendra vers 1. De meˆme, plus les occurrences d’un motif
seront disperse´es temporellement, plus il sera difficile de retrouver une telle configura-
tion dans un jeu ale´atoire et plus son IMN tendra vers 0. Au final, ce classement, si l’on
part de la valeur 0, mettra en avant les motifs en fonction de leur capacite´ avec e´voquer
des changements et progressant au fil du temps dans l’espace. A` l’inverse, les motifs de
non changement ou les motifs dont les occurrences ne sont pas disperse´es temporellement
se retrouveront a` l’autre bout du classement. Meˆme si ces derniers phe´nome`nes peuvent
aussi eˆtre inte´ressants, leur singularite´ statistique est moins e´vidente. Cette proposition
de classement a e´te´ faite dans [MRG+12].
9.3.4 Expe´riences sur le classement IMN
Donne´es et pre´traitement des donne´es Afin de valider notre approche, l’in-
formation mutuelle normalise´e a e´te´ calcule´e pour chacun des motifs SFG extrait d’une
STIS Landsat 7 ( c©USGS 1999 - 2010, LDPAAC distribution). Les images de cette STIS
(513x513 pixels) couvrent sur le sud-est de la Nouvelle-Cale´donie SITS et plus pre´cise´ment
la commune rurale de Yate´. Ce territoire pre´sente d’importantes mines de nickel dont les
experts souhaitent s’assurer la progression afin de maˆıtriser les risques environnemen-
taux associe´s. En effet, les lagons et la barrie`re de corail qui bordent ces zones sont
de´clare´s patrimoine mondial de l’UNESCO depuis 2008. La SITS que nous avons mani-
pule´e contient 16 images multispectracles acquises entre 2000 et 2001, a` une re´solution
spatiale de 30 m × 30 m et avec une pre´sence significative de nuages sur 13 d’entre elles
comme le montre la figure 9.12. Des de´fauts de capteurs sont e´galement pre´sents. Le de´tail
de deux de ces images de cette STIS est donne´ par les figures 9.13a et 9.13b. La ve´rite´
terrain a e´te´ fournie par Bluecham SAS graˆce a` sa plate-forme de surveillance environne-
mentale Qehnelo 8. Pour ces expe´riences, nous avons utilise´, comme dans la section 9.3.2,
l’Indice de Diffe´rence de Ve´ge´tation Normalise´ (IDVN ou NDVI) [LK00], calcule´ a` partir
de la bande rouge et de la bande proche infra-rouge 9. La quantification des valeurs NDVI
a e´te´ effectue´e en conside´rant 3 intervalles de´finis a` partir des 33e`me et 66e`me centiles. De
fac¸on a` minimiser l’influence des de´fauts de calibration, la quantification a e´te´ conduite
se´pare´ment pour chaque image. Pour une date d’acquisition donne´e, un pixel est ainsi
de´crit par un unique label qui indique a` quel intervalle sa valeur NDVI appartient. Le
8. Disponible a` http ://www.yate.nc/ graˆce a` la commune de Yate´.
9. Nous remercions la socie´te´ Bluecham par la fourniture des images originales et pour le
calcul du NDVI.
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label ≪ 1 ≫ donne les valeurs basses, le label ≪ 2 ≫ repre´sente les valeurs interme´diaires et
le label ≪ 3 ≫ indique les valeurs hautes.
Figure 9.12 – STIS Landsat 7 en couleurs RGB, de 2000 a` 2011, Nouvelle-
Cale´donie, commune de Yate´.
E´le´ments quantitatifs Une extraction de motifs SFG en imposant une surface mi-
nimum σ de 6000 et une connexite´ moyenne minimum κ de 5 a e´te´ re´alise´e. De fac¸on a`
se´lectionner les motifs les plus spe´cifiques, seul les motifs SFG maximaux ont e´te´ rete-
nus. Au final, 295 motifs SFG sont ainsi conserve´s. Les cartes LST, a` la fois sur la STIS
originale et sur la STIS randomise´e ont e´te´ calcule´es en prenant en compte les dates de
fin d’occurrence au plus toˆt des motifs comme cela a e´te´ propose´ dans [MJL+11]. De
fac¸on a` nous assurer que la STIS a suffisamment e´te´ randomise´e, nous avons calcule´ les
classements pour 3 niveaux de randomisation : 4 millions, 40 millions et 80 millions de
tentatives d’e´change d’e´tats pixellaires. Selon nos expe´riences, 29 des 30 meilleurs motifs
sont les meˆmes pour 40 millions et 80 millions de tentatives d’e´change. Les 30 meilleurs
motifs pour 4 millions d’e´changes sont tre`s diffe´rents de ces 29. Cela indique donc que,
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pour ce jeu de donne´es, un niveau suffisant de randomisation est atteint a` 40 millions de
tentatives d’e´changes. Les re´sultats pre´sente´s ci-apre`s ont e´te´ calcule´s pour ce niveau de
randomisation.
Analyse qualitative Cette analyse a e´te´ mene´e et valide´e par Catherine Pothier (la-
boratoire LGCIE de l’INSA Lyon) et Re´mi Andre´oli (socie´te´ Bluecham). Nous pre´sentons
ici les 4 meilleurs motifs que sont 2, 2, 3, 2, 2, 2, 3 (IMN=0.037953), 2, 3, 2, 2, 2, 3, 2 (IMN=0.-
039520), 2, 3, 2, 2, 3, 2, 2 (IMN= 0.041644) et 2, 2, 1, 1, 1, 2 (IMN=0.041737). Les trois pre-
miers motifs alternent des valeurs moyennes ou hautes de NDVI (symboles ≪ 2 ≫ et ≪ 3 ≫).
Ces trois motifs donnent des cartes LST tre`s similaires. Une d’entre elle est pre´sente´e par
la figure 9.13c. Les pixels colore´s correspondent a` du maquis implante´ sur un sol pier-
reux de type ultramafique (roches magmatiques et pre´-magmatique pauvres en silice). Les
pixels noirs, c’est-a`-dire ceux qui ne sont pas affecte´s par le motif pour lequel a e´te´ cal-
cule´e la carte, correspondent a` l’oce´an (sud-est) et des zones d’activite´s minie`res (parties
entoure´es qui seront de´taille´es plus tard) et a` un lac. Une autre partie en noir se situe
le long de la coˆte (indique´e par les croix blanches) et correspond a` un type diffe´rent de
ve´ge´tation. La carte LST du 4e`me motif 2, 2, 1, 1, 1, 2 est pre´sente´e par la figure 9.13d. Elle
souligne le contour du lac (cercle en haut en gauche, nume´rote´ 0) et les zones d’activite´s
minie`res pour lesquelles l’e´chelle de couleur des cartes permet de retracer l’historique. En
effet, pour chaque pixel affecte´ par ce motif, la couleur indique la date de fin d’occurrence.
L’e´chelle des couleurs est donne´e par la figure 9.13f. De fac¸on de´taille´e, nous avons :
– (1) : une pe´pinie`re destine´e a` la reforestation (bleu clair),
– (2) : la partie la plus re´cente des mines, une zone d’extraction, avec un gradient
allant du bleu au violet repre´sentant l’expansion de cette zone dans le temps,
– (3) : une nouvelle aire d’extraction (3),
– (4) : les bassins de de´cantation avec un gradient allant du violet sombre au violet,
ce qui correspond a` une expansion vers le nord ouest dans le temps,
– (5) : les usines de traitement du minerai, avec a` nouveau un gradient allant du bleu
clair au violet et repre´sentant une utilisation progressive des sols,
– (6) : les logements des e´quipes de travail.
La cohe´rence de la me´thode est observable avec la figure 9.13e pre´sentant un motif
de non changement. Ce motif SFG, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 contient 16 fois le
symbole ≪ 1 ≫ et a la plus haute valeur d’IMN possible (IMN = 1) parmi les motifs
maximaux extraits. Puisque notre STIS contient 16 images, cela signifie que les pixels
couverts par le motif sont de´crits par le symbole ≪ 1 ≫ a` chacune des dates. Dans notre
me´thode de classement, ces pixels ne sont pas conside´re´s comme inte´ressants car leurs
e´tats pixellaires n’e´voluent pas sur l’ensemble de la STIS. En effet, les symboles e´tant
les meˆmes pour chaque date d’acquisition, les e´changes d’e´tats pixellaires ne changent
pas les se´quences d’e´volution pixellaire et l’IMN atteint 1 dans ce cas. Le motif SFG
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 correspond a` l’oce´an. Les formes noires dans l’oce´an
correspondent a` la pre´sence de nuages dans une ou plusieurs images. Bien que les nuages
aient un impact sur des motifs de longueur e´gale ou proche du nombre d’image de la
STIS, ce type de phe´nome`ne n’est pas observe´ pour des motifs plus courts tels que ceux
pre´sente´s auparavant. En effet, pour les motifs plus courts, l’information cache´e par la
pre´sence d’un nuage peut eˆtre obtenue d’une autre image, a` une autre date. Ceci est
e´videmment plus dur pour les motifs longs, voire impossible pour les motifs dont la taille
est e´gale au nombre total d’images. Ce type de motif n’est pas des plus fre´quents. En
effet, la valeur moyenne de l’IMN est, en ce qui concerne cette expe´rience, de 0.1 avec un
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e´cart-type a` 0.07. Il s’agit donc d’un cas plutoˆt extreˆme, cas qui par exemple n’est pas
retrouve´ sur des expe´riences pre´liminaires que nous menons actuellement sur des donne´es
radar.
Synthe`se Classer les motifs SFG par la me´thode propose´e dans cette section permet
de se´parer d’un coˆte´ les motifs exprimant des changements et progressant au fil du temps
dans l’espace et, d’un autre coˆte´, les motifs e´voquant le non changement ou des motifs
ne progressant pas dans l’espace au fil du temps. Ces derniers sont d’ailleurs conside´re´s
comme ayant une plus forte probabilite´ d’apparaˆıtre dans un jeu de donne´es ale´atoire
ou` les fre´quences des symboles sont conserve´es. Les deux types de motifs expriment des
types de phe´nome`nes diffe´rents vers lesquels il est possible de guider automatiquement
l’utilisateur. Les expe´riences mene´es et publie´es dans [MRG+12] montrent le potentiel
de l’approche en exhibant des phe´nome`nes spatio-temporels inte´ressants lie´s a` l’activite´
minie`re, et ce tout en rejetant les perturbations atmosphe´riques. Ces travaux ont e´te´
mene´s en collaboration avec Felicity Lodge, la post-doctorante que j’encadre en tant que
responsable scientifique pour le LISTIC de l’ANR FOSTER (cf. chapitre 5).
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(a) Acquisition Landsat 7 du 2002-
10-22 (couleur RGB).
(b) Acquisition Landsat 7 du 2007-
04-27 (couleurs RGB).
(c) Carte LST du motif SFG
2, 2, 3, 2, 2, 2, 3.
(d) Carte LST du motif SFG
2, 2, 1, 1, 1, 2.
(e) Carte LST du motif SFG
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1.
(f) E´chelle de couleurs, du rouge
(anne´e 2000) au violet (anne´e 2011).
Figure 9.13 – Images Landsat 7 (Nouvelle Cale´donie, commune de Yate´), cartes
LST et e´chelle de couleur.
Chapitre 10
Pre´vision d’e´ve´nements dans
un flot de donne´es
Ce chapitre pre´sente les travaux relatifs a` la pre´vision d’e´ve´nements dans un flot de
donne´es. Apre`s avoir de´taille´ le contexte the´matique, les objectifs associe´s et les princi-
pales contributions existantes dans le section 10.1, pre´sentation est faite de notre e´tude
d’opportunite´ dans la section 10.2. Cette e´tude, qui met en avant l’utilisation de FLM-
re`gles telles que de´finies dans [MR04], est reprise et comple´te´e par la section 10.3 avec
l’introduction d’une me´thode d’apprentissage permettant de se´lectionner les FLM-re`gles
les plus ge´ne´riques ge´ne´rant le moins possible de fausses pre´visions et d’une me´thode de
pre´vision exploitant au mieux et au plus toˆt l’information temporelle des FLM-re`gles.
10.1 Contexte
Des lignes de production aux composants d’un avion en passant par les re´seaux de
te´le´communications, nombreux sont les syste`mes complexes ge´ne´rant un flot de donne´es.
Une fois obtenue la description d’un tel flot sur une pe´riode conside´re´e comme caracte´risti-
que, il est possible d’utiliser cette dernie`re afin de proce´der a` de la pre´vision d’e´ve´nements,
c’est-a`-dire du pronostic. L’objectif poursuivi par la pre´vision d’e´ve´nements est l’aide au
pilotage de ces syste`mes complexes pour lesquels les experts ont du mal a` de´finir des
mode`les de comportement. Ce pilotage passe le plus souvent par la pre´vision de pannes,
de de´faillances. Ces derniers e´ve´nements, si anticipe´s, sont en effet source de re´duction
des couˆts [MSI08]. Si l’on s’inte´resse aux de´faillances d’un syste`me, le pronostic est de´fini
dans [SG07] ou [ISO04] comme la de´tection des signes pre´curseurs d’un dysfonctionne-
ment et l’estimation du temps restant avant la de´faillance. Bien qu’il s’agisse e´galement
d’infe´rence, cela diffe`re fondamentalement de la notion pre´diction de classe/classification
supervise´e [TSK05], c’est-a`-dire l’infe´rence d’une variable cate´gorique d’un objet a` partir
de l’observation d’autres variables le de´crivant sur un laps de temps donne´. Il ne s’agit
pas non plus de pre´diction au plus toˆt comme de´finie dans [XPY12]. Dans ce dernier
cas, il s’agit de pre´dire la classe d’un objet de`s que possible, au fur et a` mesure que les
donne´es se pre´sentent. Pre´voir un e´ve´nement, qu’il s’agisse d’une de´faillance ou de tout
autre type d’e´ve´nement revient en effet a` estimer la date a` laquelle ce dernier va apparaˆıtre.
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La plupart des propositions existantes ont trait a` la pre´vision de de´faillances et pro-
viennent de l’industrie ae´ronautique et ae´rospatiale (c.f. [LFM99] ou [SG07]) ou de la
me´decine (cf. [MP01]). Elles s’appuient ge´ne´ralement sur les re´seaux neuronaux dont il est
dit dans [MP01] qu’ils sont incapables de fournir une explication lisible concernant leurs
conclusions. Par exemple, dans [EKGZ08], les auteurs proposent une me´thode en deux
e´tapes de´die´e a` la maintenance d’e´quipements. D’abord, ils pre´voient l’e´volution d’un in-
dex de de´gradation a` l’aide de re´seaux neuronaux flous adaptatifs. Cette pre´vision est
effectue´e pour une date donne´e par l’utilisateur et doit eˆtre, dans une seconde e´tape, com-
pare´e a` un index de de´gradation de re´fe´rence en utilisant un seuil de distance e´galement fixe´
par l’utilisateur. Outre le fait que la pre´vision effectue´e par un re´seau neuronal est difficile-
ment interpre´table par l’utilisateur final, cette approche n’a e´te´ teste´e que sur des donne´es
synthe´tiques. Dans [LFM99], Letourneau et al. pre´sentent une approche pour pre´voir des
de´faillances de composants d’avions. A` partir de donne´es historiques, ils construisent des
classifieurs (des arbres de de´cision) utilise´s par la suite a` des fins de pre´visions. Les donne´es
d’apprentissage, he´te´roge`nes (nume´riques, textuelles) sont construites en se´lectionnant
les donne´es pre´ce´dant les de´faillances sur une e´tendue temporelle fixe´e par l’utilisateur,
ge´ne´ralement 10% de la dure´e couverte pour l’ensemble des donne´es. Une de´faillance est
pre´vue a` la vole´e si les donne´es courantes de production sont classifie´es comme ≪ ca-
racte´risant une pe´riode de de´faillance ≫. La date de de´faillance est de´duite de l’e´tendue
temporelle fixe´e par l’utilisateur lors de l’apprentissage.
Une varie´te´ de motifs locaux, les e´pisodes tels que de´finis dans [MTIV97], a montre´
sa capacite´ a` de´crire les flots de donne´es provenant de re´seaux de te´le´communications
[HKM+96], de capteurs sismiques [MR04], de lignes de fabrication [LSU04], de sites
web [CG03] ou bien encore de grandes surfaces de vente [AGS04]. Une des classes d’e´pisodes
la plus utilise´e est la classe dite des e´pisodes se´riels. Par exemple, l’e´pisode se´riel ≪ A→
D → F ≫ indique que l’e´ve´nement de type ≪ F ≫ suit, imme´diatement ou non, l’e´ve´nement
de type ≪ D ≫ qui lui-meˆme survient, imme´diatement ou non, apre`s l’e´ve´nement de type
≪ A ≫. Un e´pisode se´riel est donc identique, dans sa forme, aux motifs se´quentiels tels
que de´finis au chapitre 9. Les e´pisodes fre´quents sont se´lectionne´s graˆce a` une mesure
de fre´quence (ou support) et un seuil de fre´quence minimum. Contrairement aux motifs
se´quentiels dont la mesure de fre´quence est calcule´e en nombre de se´quences les sup-
portant au sein d’une base de se´quence, la fre´quence d’un e´pisode est calcule´e sur une
seule longue se´quence d’e´ve´nements en comptant ses occurrences. Plusieurs de´finitions
d’occurrences ont e´te´ avance´es : les occurrences base´es sur des feneˆtres temporelles glis-
santes [MTV95, HKM+96, MTIV97], les occurrences non imbrique´es ouminimales [MT96,
MT96], les occurrences base´es sur des feneˆtres glissantes cale´es sur un e´ve´nement dont le
type est celui du premier e´ve´nement de l’e´pisode [IYN04], les occurrences ne se recou-
vrant pas [LSU05, LSU07], ou bien encore les occurrences non entrelace´es [Lax06]. Une
vision unifie´e de l’extraction de tous ces types d’occurrence est aujourd’hui disponible
dans [ALS12]. Sur la base des e´pisodes fre´quents, les re`gles d’e´pisodes [MTIV97] du type
≪ A → D → F ⇒ G ≫ sont construites. Cette dernie`re est lue comme ≪ si A → D → F
alors G suit avec une certaine confiance, une certaine probabilite´ ≫. Cette confiance as-
socie´e a` un seuil de confiance minimum permet de se´lectionner les re`gles dites confiantes.
Puisque ces re`gles sont construites sur des e´pisodes fre´quents, celles-ci sont e´galement
fre´quentes.
Les e´pisodes et les re`gles d’e´pisodes e´tant des motifs facilement interpre´tables par
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l’utilisateur final, des propositions visant a` la pre´vision d’e´ve´nements ont e´te´ faites. Dans
[CZC07], les auteurs proposent une me´thode qui recherche dans un flot de donne´es les
re`gles d’e´pisodes extraites d’un historique. De`s que la pre´misse d’une re`gle d’e´pisodes
est reconnue, elle est utilise´e pour pre´voir la conclusion. Plus pre´cise´ment, ils proposent
de construire et de maintenir une file d’e´venements susceptibles de former les pre´misses
des re`gles pre´alablement extraites. Une fois qu’une pre´misse est identifie´e dans le flot de
donne´es, ils calculent la date a` laquelle la conclusion est cense´e apparaˆıtre en ajoutant
la taille de la feneˆtre temporelle maximale utilise´e lors de l’apprentissage (et identique
pour toutes les re`gles) a` la date d’occurrence du premier e´ve´nement de la pre´misse. Cette
me´thode est inte´ressante car elle e´vite de balayer tout le flot de donne´es mais une infor-
mation cruciale, l’information temporelle, c’est-a`-dire la taille de feneˆtre temporelle maxi-
male d’apprentissage, doit eˆtre fournie par les utilisateurs. Par ailleurs, cette me´thode
n’a e´te´ teste´e que sur des donne´es synthe´tiques. Une autre technique, a` base d’e´pisodes,
publie´e dans [LTW08], vise a` pre´voir, a` l’instant n, les types d’e´ve´nements d’inte´reˆt sus-
ceptibles d’apparaˆıtre a` l’instant n + 1. L’ordre est pris en compte mais aucune date de
pre´vision n’est fournie. Pour ce faire, les e´pisodes fre´quents sont a` nouveau extraits a` l’aide
d’une feneˆtre temporelle maximale identique pour chacun d’entre eux. Les feneˆtres tempo-
relles sont conside´re´es si elles finissent sur un type d’e´ve´nement d’inte´reˆt. Chaque e´pisode
fre´quent de´couvert est alors associe´ a` un mode`le de Markov cache´. Ces mode`les sont en-
suite combine´s pour chaque type d’e´ve´nement d’inte´reˆt. Pour finir, la feneˆtre courante est
compare´e aux diffe´rentes combinaisons obtenues, ce qui sert de base a` la pre´vision des
types d’e´ve´nements d’inte´reˆt.
Les me´thodes pre´sente´es dans cette section imposent a` l’utilisateur de fixer une feneˆtre
temporelle d’apprentissage, feneˆtre qui sera utilise´e par la suite pour la pre´vision. Cela
paraˆıt peu re´aliste dans le cas ou` les syste`mes surveille´s et pilote´s de´passent de par leur
complexite´ la connaissance de l’expert. Afin de susciter la de´couverte de connaissances et
de ne pas limiter la pre´vision d’e´ve´nements a` la connaissance de l’expert, qui peut eˆtre
parcellaire voire fausse, notre travail vise a` re´duire a` sa plus simple expression l’appel a`
des connaissances concernant les aspects temporels tout en exprimant et en expliquant
nos pre´visions le plus simplement possible.
10.2 E´tude d’opportunite´
Cette e´tude a e´te´ mene´e dans le cadre du stage inge´nieur CNAM de Nicolas Le Nor-
mand, de septembre 2007 a` juillet 2008 (cf. chapitre 4). La spe´cialite´ vise´e a pour intitule´
Management des syste`mes d’information. Les financements utilise´s proviennent d’un BQR
de´die´ au pilotage de chaˆınes logistiques.
10.2.1 De´finitions pre´liminaires
Les flots de donne´es provenant des syste`mes complexes peuvent eˆtre appre´hende´s
comme des flots d’e´ve´nements, c’est-a`-dire des symboles ou des types d’e´ve´nements as-
socie´s a` des dates d’occurrences. Afin de fournir des descriptions explicites a` meˆme d’ex-
pliquer nos pre´visions, nous avons d’emble´e choisi d’utiliser des motifs locaux. Deux
contextes d’extraction de motifs locaux dans de telles se´quences d’e´ve´nements peuvent
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eˆtre distingue´s : les bases de se´quences comme de´finies dans [AS95] et vues au chapitre 9
ou la longue se´quence d’e´ve´nements comme de´finie dans [MTIV97]. C’est dans ce der-
nier contexte que nous plac¸ons les travaux pre´sente´s dans ce chapitre. En effet, une base
de se´quence contient de tre`s nombreuses se´quences de taille re´duite (500 e´ve´nements au
maximum) tandis qu’une longue se´quence d’e´ve´nements peut contenir des centaines de
milliers d’e´ve´nements, ce qui correspond plus a` la re´alite´ des flots de donne´es provenant
de syste`mes complexes pour lesquels la fre´quence d’acquisition est e´leve´e en regard de leur
dure´e de vie. Comme e´voque´ dans la section pre´ce´dente, plusieurs types d’occurrence sont
disponibles. Ne´anmoins, que ce soit explicite au niveau des de´finitions ou implicite car
utilise´e en pratique lors des extractions, une contrainte temporelle de feneˆtre maximum
doit eˆtre fournie par l’utilisateur et est applique´e indiffe´remment a` tous les motifs, quelle
que soit leur taille. Afin de ne pas avoir a` fixer une telle feneˆtre et de conside´rer diffe´rentes
tailles de feneˆtres en fonction des motifs eux-meˆmes, nous avons de´cide´ de nous baser sur
la proposition faite dans [MR04]. Celle-ci revient a` extraire des re`gles d’e´pisodes ayant une
feneˆtre temporelle optimale et satisfaisant a` des contraintes de fre´quence, de confiance et de
gap maximum. La contrainte de gap maximum correspond a` une contrainte sur le temps
maximum e´coule´ entre deux e´ve´nements conse´cutifs formant l’occurrence d’un e´pisode.
Elle permet de contraindre line´airement la dure´e des occurrences des re`gles par rapport
au nombre de symboles composant ces dernie`res. Il n’est ainsi plus ne´cessaire de fixer une
seule feneˆtre temporelle maximum pour toutes les re`gles. La feneˆtre temporelle optimale,
si elle existe, est la plus petite feneˆtre temporelle correspondant a` une maximum local de
confiance : la confiance est plus basse pour de plus petites ou de plus grandes feneˆtres
temporelles. Ces re`gles sont appele´es des re`gles First Local Maximum ou FLM-re`gles. Afin
de de´finir plus en de´tail ce type de re`gle, commenc¸ons par de´finir les donne´es elles-meˆmes :
De´finition 11 (e´ve´nement, se´quence d’e´ve´nements) Soit E un ensemble de sym-
boles appele´s types d’e´ve´nements. Un e´ve´nement est de´fini par le couple (e, t) ou` e ∈ E et
t est un entier donnant la date d’occurrence de e. Une se´quence d’e´ve´nement est un triplet
S = (s, Ts, Te) ou` s est une se´quence ordonne´es d’e´ve´nements 〈(e1, t1), (e2, t2), ..., (en, tn)〉
telle que ∀i ∈ {1, ..., n}, ei ∈ E ∧ ∀i ∈ {1, ..., n − 1}, ti ≤ ti+1. Ts, Te sont des entiers
exprimant la date de de´but (starting date) et la date de fin (ending date) de la se´quence
d’e´ve´nements.
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Figure 10.1 – La se´quence d’e´ve´nements S.
La figure 10.1 repre´sente un exemple jouet d’une telle se´quence. Les re`gles d’e´pisodes
sont construites a` partir d’une type d’e´pisodes que sont les e´pisodes se´riels :
De´finition 12 (e´pisode se´riel, pre´fixe, suffixe) Un e´pisode se´riel est un n-uplet α =
〈e1, e2, ...ek〉 tel que ∀i ∈ {1, ..., k}, ei ∈ E. Le pre´fixe d’α, note´ prefix(α) est le n-uplet
〈e1, e2, ...ek−1〉. Le suffixe d’α, note´ suffix(α) est le singleton {ek}.
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Afin de faciliter la lecture, un e´pisode se´riel α = 〈e1, e2, ...ek〉 est aussi note´ e1 → e2 →
...→ ek. E´tant donne´ que nous ne conside´rons que des e´pisodes se´riels
1, nous utiliserons
le terme e´pisodes dans la suite de ce me´moire. Par exemple, A→ B → C est un e´pisode
indiquant que B apparaˆıt apre`s A et est suivi de C. Le pre´fixe de A→ B → C est A→ B
et son suffixe est C. De´finissons maintenant la fac¸on dont nous conside´rons qu’un e´pisode
apparaˆıt dans une se´quence :
De´finition 13 (occurrence) Un e´pisode α = 〈e1, e2, ..., ek〉 apparaˆıt dans une se´quence
S = (s, Ts, Te) s’il existe au moins une se´quence ordonne´e d’e´ve´nements s
′ = 〈(e1, t1), (e2,
t2), ..., (ek, tk)〉 telle que s
′ puisse eˆtre obtenue en enlevant des e´le´ments de s ou s′ = s
(ce qui sera note´ s′ ⊑ s dans ce me´moire) et en s’assurant que ∀i ∈ {1, ..., k − 1}, 0 <
ti+1 − ti ≤ maxgap avec maxgap une contrainte de´finie par l’utilisateur repre´sentant le
temps maximum autorise´ entre deux e´ve´nements conse´cutifs. L’intervalle [t1, tk] est une
occurrence de α. L’ensemble des occurrences de α dans S est note´ occ(α, S).
La contrainte maxgap est utilise´e a` la fois pour re´duire l’espace de recherche et pour
satisfaire a` des besoins applicatifs re´currents. Elle a e´te´ introduite dans [MR04]. Elle
contraint line´airement la dure´e des occurrences des e´pisodes en fonction du nombre de sym-
boles formant ces derniers et e´vite d’imposer une meˆme feneˆtre temporelle maximale a` tous
les e´pisodes. Selon cette de´finition, en conside´rant l’exemple de la figure 10.1 et en re´glant
maxgap a` 4 tout au long de cette section, occ(A→ B,S) = {[1, 3], [2, 3], [10, 11], [14, 18]}.
Les intervalles [1, 11], [2, 11], [1, 18], [2, 18], [10, 18] ne satisfont pas la contrainte de maxgap.
De fac¸on a` re´duire le nombre d’occurrences et a` ne conside´rer que celles ne contenant pas
d’autres occurrences, nous nous inte´ressons aux occurrences minimales telles que de´finies
dans [MT96, MTIV97] et utilise´es dans [MR04] :
De´finition 14 (occurrence minimale) Une occurrence minimale d’un e´pisode α dans







e] ⊂ [ts, te]. L’ensemble des occurrences minimales de α
dans S est note´ mo(α, S).
Si l’on reprend notre exemple, les occurrences minimales de A → B dans S sont
mo(A → B,S) = {[2, 3], [10, 11], [14, 18]}. L’occurrence [1, 3] n’appartient pas a` mo(A →
B,S) car elle inclut l’occurrence [2, 3]. Rappelons a` toute fin utile que, dans notre cas, et
contrairement a` la de´finition originelle propose´e dans [MTIV97], notre de´finition inte`gre
la contrainte de gap maximum de´finie au niveau des occurrences elles-meˆmes. L’algo-
rithme Minepi permettant d’extraire les occurrences minimales propose´ dans [MTIV97]
n’a donc pas e´te´ conc¸u pour ge´rer cette contrainte. Or, cette dernie`re est source d’in-
comple´tude. Plus pre´cise´ment, si les occurrences minimales d’un e´pisode de taille k (c’est-
a`-dire ayant k types d’e´ve´nements/symboles) sont conside´re´s, alors il est possible de
calculer les occurrences des e´pisodes de k + 1 dont il est le pre´fixe. Conside´rons une
se´quence S, l’e´pisode A → B → C et l’e´pisode A. Avec maxgap = 4 unite´s tempo-
relles, mo(A → B → C, S) = {[2, 4]} et mo(A,S) = {[1, 1], [2, 2], [10, 10], [14, 14], [19, 19]}
ne peuvent pas eˆtre utilise´es pour ge´ne´rer l’occurrence minimale {[2, 10]} de l’e´pisode
A→ B → C → A. En effet, l’occurrence minimale de (A→ B → C) dans S apparaˆıt trop
toˆt par rapport a` la date de fin de A → B → C → A. C’est pourquoi l’algorithme Win-
Miner a e´te´ propose´ dans [MR04]. Il extrait toutes les occurrences minimales des e´pisodes
1. Une de´finition plus ge´ne´rale des e´pisodes est propose´e dans [MTIV97].
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satisfaisant une contrainte de maxgap. Il s’appuie sur la notion d’occurrence minimale
pre´fixe´e :
De´finition 15 (occurrence minimale pre´fixe´e) Soit o = [ts, te] l’occurrence de l’e´pi-
sode α dans une se´quence S. o est une occurrence minimale pre´fixe´e de α si est seulement
si : ∀[t1, t2] ∈ mo(prefix(α), S), si ts < t1 alors te < t2. L’ensemble des occurrences
minimales pre´fixe´es de α dans S est note´ mpo(α, S).
En utilisant cette de´finition, mpo(A → B → C, S) = {[2, 4], [2, 6]}. Il est mainte-
nant possible de joindre [2, 6] avec [10, 10] pour construire mpo(A → B → C → A,S) =
mo(A → B → C → A,S) = {[2, 10]}. La notion d’occurrence minimale pre´fixe´e sera
conside´re´e plus tard dans ce chapitre pour de´tecter les pre´misses des FLM-re`gles dans les
flots de donne´es. Plus de de´tails sont disponibles dans [MR04].
Les re`gles d’e´pisodes sont construites a` partir des e´pisodes. Soit α un e´pisode. Une re`gle
d’e´pisodes est l’expression prefix(α) ⇒ suffix(α). Par exemple si α = A → B → C, la
re`gle d’e´pisode construite sur α est A→ B ⇒ C 2. Les re`gles d’e´pisodes sont caracte´rise´es
a` l’aide de deux mesures :
– le support : le nombre d’occurrences d’une re`gles d’e´pisodes dans la se´quence conside´-
re´e, c’est-a`-dire le nombre d’occurrence de l’e´pisode sur laquelle elle est construite.
Par exemple, le support de A → B ⇒ C, note´ support(A → B ⇒ C), est e´gal au
support de l’e´pisode A→ B → C, note´ support(A→ B → C).
– la confiance : la probabilite´ conditionnelle observe´e de voir apparaˆıtre la conclusion
de la re`gle d’e´pisodes sachant que la pre´misse est de´ja` apparue. La confiance de
A→ B ⇒ C est ainsi de´finie comme suit :
confiance(A→ B ⇒ C) = support(A→B→C)
support(A→B) .
Ces mesures sont utilise´es pour se´lectionner les re`gles d’e´pisodes fre´quentes, c’est-a`-dire
dont le support est supe´rieur ou e´gal a` un support minimum σ , et confiantes, c’est-a`-dire
dont la confiance est supe´rieure ou e´gale a` une confiance minimum γ. Comme propose´
dans [MR04], le support et la confiance peuvent eˆtre de´finis sur la base des occurrences
minimales et pour chaque largeur de feneˆtre, c’est-a`-dire la dure´e maximale des occurrences
d’un e´pisode. Dans l’exemple de la figure 10.1, mo(A → B,S) = {[2, 3], [10, 11], [14, 18]}
et mo(A→ B → F, S) = {[2, 5], [10, 12]}. Si l’on conside`re une largeur de feneˆtre de deux
unite´s temporelles, alors nous avons support(A → B ⇒ F, S, 2) = 1 and confiance(A →
B ⇒ F, S, 2) = 12 . Cela signifie que A → B ⇒ F apparaˆıt une fois et a une confiance de
50% pour une largeur de feneˆtre de deux unite´s temporelles. Pour une re`gle d’e´pisode λ,
et pour la plus petite largeur de feneˆtre possible w, si
– le support de λ est supe´rieur ou e´gal a` σ,
– la confiance cw de λ est supe´rieure ou e´gale a` γ,
– il existe une largeur de feneˆtre w′|w′ > w telle que la confiance de λ pour w′ est
decreaseRate% plus petite que cw,
– il n’y pas de largeur de feneˆtre entre w et w′ pour laquelle la confiance est supe´rieure
a` cw,
alors, la re`gle d’e´pisodes λ est une re`gle pre´sentant un premier maximum local de
confiance nomme´ First Local Maximum (FLM). La re`gle λ est, dans ce cas, une FLM-
re`gle. Le parame`tre decreaseRate est de´fini par l’utilisateur et permet de se´lectionner des
2. Une de´finition plus ge´ne´rique est disponible dans [MTIV97].
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maxima locaux de confiance plus ou moins prononce´s. La largeur de feneˆtre w correspon-
dant au premier FLM est appele´e feneˆtre temporelle optimale de la FLM-re`gle λ. Si nous
re´glons decreaseRate a` 30%, σ a` 2, γ a` 100% etmaxgap a` 4, alors la re`gle r = A→ B ⇒ F
(figure 10.2) est une FLM-re`gle qui a un FLM pour une largeur de feneˆtre de 3 unite´s
temporelles. Cela peut eˆtre interpre´te´ comme : ≪ si la pre´misse de r apparaˆıt a` tps et
finit a` tpe, alors sa conclusion doit apparaˆıtre apre`s tpe et jusqu’a` tps+w, avec w = 3 ≫.
Le parame`tre γ peut bien suˆr eˆtre re´gle´ a` une valeur infe´rieure a` 100%. Dans ce cas, la
probabilite´ d’observer la conclusion entre tpe et tps + w est supe´rieure ou e´gale a` γ. Des
de´finitions plus formelles sont disponibles dans [MR04]. Les FLM-re`gles permettent de
re´duire les collections de re`gles d’e´pisodes aux seules re`gles pre´sentant une feneˆtre tempo-
relle optimale, ce qui ame´liore l’e´change avec l’utilisateur final : les collections de motifs
extraits sont en effet moins importantes. Par ailleurs, utiliser de telles re`gles pour pre´voir
des e´ve´nements fait sens : chaque re`gle dispose de sa propre information temporelle, sa
feneˆtre temporelle optimale.
window width 1 2 3 4 5
mo(A → B → F, S) ∅ {[10, 12]} {[2, 5], {[2, 5], {[2, 5],
[10, 12]} [10, 12]} [10, 12]}
mo(A → B,S) ∅ {[2, 3], {[2, 3], {[2, 3], {[2, 3],
[10, 11]} [10, 11]} [10, 11], [10, 11],
[14, 18]} [14, 18]}
support(A → B → F, S) 0 1 2 2 2
support(A → B,S) 0 2 2 3 3
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window (time interval)
First Local Maximum for
optimal window width
σ = 2, γ = 100% and decreaseRate = 30%
Figure 10.2 – Confiance et support de la re`gle A → B ⇒ F dans la se´quence S
(figure 10.1), pour maxgap = 4.
10.2.2 Pre´visions : une approche au plus tard
Comme e´voque´ dans la section 10.2.1, nous proposons de de´crire le comportement
d’un syste`me complexe a` l’aide de FLM-re`gles puis d’utiliser celles-ci pour pre´voir des
e´ve´nements dont les types sont au pre´alable indique´s par l’utilisateur. Ge´ne´ralement,
comme explique´ dans la section 10.1, il s’agira de de´faillances, de pannes affectant le
syste`me.
















γ = ]t0 − 2×maxgap, t0]
wβ
t
α : A→ B ⇒ C, wα
β : G→ D ⇒ C, wβ
γ : F → B ⇒ C, wγ
tcβ tcα tcγ
Figure 10.3 – Pre´vision d’un proble`me de classe C a` partir des re`gles α, β et γ.
Au niveau de la me´thode de pre´vision, pour chaque FLM-re`gle r, nous proposons
d’e´tablir une feneˆtre d’observation W obsr =]t0−k×maxgap, t0] ou` t0 est la date a` laquelle
l’utilisateur souhaite effectuer une pre´vision, maxgap est la contrainte de gap maximum
utilise´e lors de l’apprentissage et k est le nombre de types d’e´ve´nements de la pre´misse.
Soit [tps, tpe] l’occurrence la plus tardive de la pre´misse de r observe´e dans W
obs
r . Cette
observation est faite sur la base d’une modification de l’algorithme WinMiner permettant
de ge´rer la contrainte de gap maximum, de conside´rer des occurrences minimales, et de
remonter le flot a` partir de t0 afin d’e´viter tout traitement inutile, comme cela est propose´
dans [CZC07]. La conclusion de la re`gle r est alors re´pute´e apparaˆıtre au plus tard a`
tcr = tps + wr avec tcr > t0 et wr la feneˆtre optimale de la re`gle r. La probabilite´
d’apparition est e´gale a` la confiance associe´e a` la feneˆtre temporelle de la re`gle r. Soit
TC l’ensemble des dates de pre´visions associe´es a` un type d’e´ve´nement C a` pre´voir. Soit
WF = [tfs , t
f
e ] la feneˆtre de pre´vision associe´e a` ce meˆme type d’e´ve´nement et de´finie
comme suit : tfs = min(T
C) et tfe = max(T
C). Au final, pour chaque type d’e´ve´nement
a` pre´voir, nous ge´ne´rons, s’il y a lieu, un avertissement associe´ a` une feneˆtre de pre´vision
qui est une feneˆtre de pre´vision au plus tard. Par de´finition des FLM-re`gles, cela garantit
le maximum de chances, sur cette pe´riode, d’avoir observe´ l’e´ve´nement pre´vu, y compris
avant cette meˆme pe´riode. La figure 10.3 re´sume cette me´thode pour la pre´vision d’un
type d’e´ve´nement C a` partir des re`gles α, β et γ.
10.2.3 Expe´riences
Afin d’e´valuer les performances de notre approche, nous avons mene´ des expe´riences
sur des donne´es synthe´tiques en utilisant, pour l’extraction des re`gles, le prototype Win-
Miner, issu des travaux pre´sente´s dans [MR04], et dont j’assure la distribution au sein de
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la communaute´. La plate-forme d’exe´cution est un PC standard e´quipe´ d’un processeur
AMD Athlon(tm) 64 3000+ (1800 MHz) avec 512 Mo de RAM fonctionnant sous Linux
(kernel 2.6).
Donne´es et pre´traitement des donne´es Notre approche a e´te´ teste´e sur un
jeu de donne´es issu de la simulation d’une chaˆıne logistique. Cette simulation a e´te´ ef-
fectue´e a` l’aide du logiciel spe´cialise´ ARENA par Julien Boissie`re, maˆıtre de confe´rence
au LISTIC. Une chaˆıne logistique est un syste`me complexe dont le pilotage est source
de compe´titivite´ [SKM03]. Ce type de syste`me produit un flot de donne´es, ge´ne´ralement
enregistre´ au sein d’un ERP (Enterprise Resource Planning), caracte´risant les stocks, les
commandes et les livraisons pour l’ensemble des de´poˆts au cours du temps. Si un mode`le
est induit a` partir de ces donne´es, il devient envisageable de pre´voir les proble`mes pouvant
affecter la chaˆıne logistique. Symeonidis et al [SKM03] ou Chen et al [CHCW05] utilisent
ainsi une approche base´e sur du clustering et des re`gles d’association pour adapter et pilo-
ter une chaˆıne logistique en fonction des fournisseurs et des clients. Pour en revenir a` notre
simulation, la chaˆıne logistique simule´e est une chaˆıne divergente : elle est compose´e d’un
entrepoˆt D0 qui fournit 3 de´poˆts D1, D2, D3 eux-meˆmes connecte´s a` 9 clients dits agre´ge´s.
Chaque client repre´sente en effet une famille de clients achetant le meˆme type de bien. Les
politiques de re´approvisionnement sont base´es sur des seuils : lorsque les stocks passent
en-dessous d’un certain seuil, appele´ seuil de re´approvisionnement, une quantite´ fixe est
commande´e au fournisseur. Notre chaˆıne distribue 10 produits diffe´rents note´s pi avec
i ∈ [1 . . . 10]. La demande des clients finaux est simule´e a` l’aide d’un intervalle entre les
demandes suivant une loi normale et de la quantite´ demande´e pour chaque produit suivant
une distribution de Poisson. Aucun de´lai de production n’est introduit dans le syste`me,
seuls des de´lais dus au transport sont conside´re´s. Diffe´rents indicateurs sont utilise´s pour
qualifier les e´tats de la chaˆıne. Tout d’abord, nous avons les niveaux de stocks pour chaque
produit sur chaque de´poˆt. Il sont note´s invi,j,k, c’est-a`-dire le niveau de stock (inventory
level) k du produit i au de´poˆt j avec j ∈ [0 . . . 3] et k ∈ {low,medium, large}. Les stocks
sont low si le niveau est en-dessous du seuil de se´curite´, medium s’il est en-dessous du
seuil de re´approvisionnement et large s’il est au-dessus. Chaque commande ge´ne`re un fac-
teur de satisfaction note´ satb,l qui refle`te le niveau de satisfaction l du client b en fonction
des dates de livraion estime´es et effectives tel que l ∈ {ontime, late} et b ∈ [1 . . . 9]. Si
le de´poˆt dispose de suffisamment de stock, alors la demande peut eˆtre satisfaite dans les
2 jours : la demande est satisfaite (ontime). Si le client doit attendre plus longtemps, il
est insatisfait (late). Dans tous les cas, les commandes sont distribue´es. De fac¸on a` ge´rer
efficacement notre chaˆıne logistique, l’attention sera mise sur la satisfaction des clients
finaux. En effet, il est inte´ressant pour les de´cideurs de connaˆıtre a` l’avance quels sont les
clients qui ne seront pas satisfaits de fac¸on a` en limiter le nombre. Le type d’e´ve´nement
satb,l est donc celui dont on veut pre´voir les occurrences en particulier pour l = late.
Deux jeux de donne´es ont e´te´ simule´s : le jeu d’apprentissage et le jeu de test. Chaque jeu
couvre une anne´e de fonctionnement. La demande globale est plutoˆt re´gulie`re bien que
3 clients aient une demande saisonnie`re, c’est-a`-dire qu’ils demandent deux fois plus de
produits durant l’e´te´. Cette saisonnalite´ ge´ne`re d’inte´ressantes fluctuations dans la chaˆıne
logistique. L’unite´ temporelle est la minute et 300000 e´ve´nements sont ge´ne´re´s a` partir
d’un alphabet de 250 symboles. Les trois clients qui commandent le plus sont les clients
1 a` 3 et les parame`tres sont re´gle´s de fac¸on a` ce qu’il soient le plus souvent insatisfaits
pendant la simulation.
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Apprentissage Le choix des diffe´rente parame`tres a e´te´ fait apre`s plusieurs expe´riences.
Tout d’abord, la confiance minimum γ a e´te´ fixe´e a` 0.9 pour obtenir des re`gles fortes. Le
gap maximum maxgap a e´te´ fixe´ a` 10000 minutes. De fac¸on a` obtenir assez de re`gles
pour tous les clients insatisfaits, le support minimum a e´te´ fixe´ 100, ce qui est un support
tre`s bas pour ce jeu de donne´es. De fac¸on a` obtenir des re`gles ge´ne´riques et e´viter le sur-
apprentissage, nous avons limite´ le nombre de symboles par re`gle a` 3, ce qui par ailleurs
permet d’envisager un support aussi faible que celui e´voque´ pre´ce´demment. Le dernier
parame`tre a` re´gler est le taux de de´croissance, decreaseRate. Dans ce cas particulier, il
nous a fallu le mettre a` 0%. En effet, de`s 2%, trop peu de FLM-re`gles sont fournies : 12
exactement. Autrement dit, la confiance augmente ge´ne´ralement avec les tailles de feneˆtres
jusqu’a` atteindre un niveau, supe´rieur ou e´gal a` γ qui par la suite reste stable puis, dans
certains cas, augmente a` nouveau. La plus petite feneˆtre pour laquelle ce niveau est atteint
est la feneˆtre optimale. En moyenne, pas plus de 4% d’augmentation pour la confiance
et de 8% d’augmentation pour le support sont observe´s pour les feneˆtres plus larges que
les feneˆtres optimales. En 9 heures, environ 3000000 de FLM-re`gles sont extraites. Ce
nombre est important car (1) le support est tre`s bas et (2) un taux de de´croissance a` 0%
revient a` extraire autant de FLM-re`gles que de re`gles d’e´pisodes. Une fois filtre´es sur les
conclusions e´voquant des clients insatisfaits, le nombre de FLM-re`gles est re´duit a` 37282.
La distribution de ces re`gles correspond a` la fre´quence d’insatisfaction de simulation des
3 clients affecte´s par des proble`mes de livraison. Ainsi, nous avons 36877 re`gles pour le
client 1, 226 re`gles pour le client 2 et 179 pour le client 3. A` propos des feneˆtres optimales,
il convient a` nouveau de faire le distingo au niveau des clients : pour le client 1, la feneˆtre
optimale moyenne est de 1070 minutes, pour le client 2 elle passe a` 6391 minutes et a` 2434
minutes pour le client 3. Cela correspond e´galement a` notre simulation : les clients 1 et 3
commandent plus souvent que le client 2.
Pre´visions Nous avons ensuite teste´ notre me´thode de pre´vision pour diffe´rentes dates
t0 en utilisant notre jeu de test. Nous avons fait une pre´vision par semaine, c’est-a`-dire 52
pre´visions. Nous avons ensuite e´value´ nos pre´visions en s’appuyant sur les cas suivants :
– cas 1 : notre me´thode pre´voit un proble`me de classe C et fournit l’intervalle [tfs , t
f
e ].
Dans ce cas, nous ve´rifierons qu’au moins un proble`me de classe C apparaˆıt bien
dans l’intervalle de pre´vision fourni.
– cas 2 : aucune alerte n’est e´mise. Aucun intervalle n’est donc fourni. Dans ce cas,
nous ve´rifierons qu’aucun proble`me n’apparaˆıt dans l’intervalle ]t0, t0 + maxgap].
En effet, le dernier e´ve´nement de la pre´misse peut eˆtre de´tecte´ a` t0 et la conclusion
qui suit peut apparaˆıtre jusqu’a` t0 +maxgap. Au-dela`, du fait de l’utilisation de la
contrainte de gap maximum, notre me´thode d’apprentissage n’aurait en aucun cas
pu fournir de FLM-re`gle a` meˆme de pre´voir une conclusion aussi tardive.
Seulement 3 clients sont insatisfaits dans notre jeu de test. La question principale
est donc de pre´voir correctement le moment ou` ils seront insatisfaits. Les re´sultats sont
donne´es par la figure 10.4. Pour chaque client b, nous notons l̂ate, le nombre de pre´visions
indiquant que le client b va eˆtre insatisfait, c’est-a`-dire des FLM-re`gles finissant sur la
conclusion satb,late sont en voie d’apparaˆıtre. Quant aux pre´visions ne pre´voyant aucun
proble`me a` venir, celle sont note´es ôntime.
Comme on peut le constater, pour le client 1, nous sommes capables de pre´voir 90%
des proble`mes sans fausse alarme et ce bien que ce client soit toujours insatisfait. Pour le
client 2, 88% des proble`mes sont pre´vus mais 4 fausses alarmes sont e´mises. Pour le client
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Figure 10.4 – Apprentissage au plus tard : performances.
3, 96% des proble`mes sont pre´vus et seulement 2 fausses alarmes sont a` mentionner. En
ce qui concerne les feneˆtres de pre´vision, les dates moyennes de de´but et de fin d’intervalle
sont : to+6 heures et t0+54 heures pour le client 1, t0+16 heures et t0+208 heures pour
le client 2, t0 + 15 heures et t0 + 87 heures pour le client 3. Ceci laisse suffisamment de
temps aux utilisateurs finaux pour mettre en oeuvre des actions correctrices, c’est-a`-dire
piloter la chaˆıne logistique. Au final, en moyenne, nous sommes capables de pre´voir 93%
des proble`mes.
Synthe`se Nous proposons donc de s’appuyer sur les FLM-re`gles pour construire un
mode`le de comportement d’un syste`me complexe et d’utiliser ce mode`le pour pre´voir, au
plus tard, les occurrences d’e´ve´nements d’inte´reˆt en fournissant les feneˆtres temporelles de
pre´vision associe´es. Cette me´thode a e´te´ teste´e sur un jeu de donne´es issu de la simulation
d’une chaˆıne logistique. Bien qu’utilise´es dans une configuration singulie`re avec un taux de
de´croissance a` 0%, les FLM-re`gles extraites ainsi que les feneˆtres optimales associe´es ont
permis de pre´voir, dans le temps, 93% des proble`mes sur un nouveau jeu de donne´es, le
tout en n’e´mettant que 4 fausses alarmes sur 52 pre´visions. De plus, bien qu’il s’agisse de
pre´visions au plus tard, suffisament de temps est laisse´ aux utilisateurs finaux pour de´cider
des actions correctrices a` de´clencher dans le cas ou` des alarmes sont e´mises. Ces expe´riences
montrent e´galement que les motifs locaux peuvent eˆtre directement utilise´s pour de la
pre´vision et ce sans que l’utilisateur final ait a` les consulter. Ne´anmoins, ces expe´riences
ne portent que sur des donne´es synthe´tiques et n’ont pas permis de valider la me´thode
pour des FLM-re`gles typiques, c’est-a`-dire dont le taux de de´croissance est supe´rieur 0,
comme indique´ dans [MR04] ou [MLLR04]. De plus, le mode d’apprentissage des re`gles
pourrait eˆtre raffine´, voire durci, en ne se´lectionnant que les re`gles les plus ge´ne´riques ne
ge´ne´rant pas de fausse alarme. Par ailleurs, la me´thode de pre´vision propose´e dans cette
section s’appuie sur une pre´vision au plus tard des e´ve´nements, ce qui intrinse`quement
peut disqualifier la me´thode pour certaines applications, de maintenance pre´dictive en
particulier [SG07]. Or, les FLM-re`gles permettent de pre´voir, avec une confiance/probabi-
lite´ connue, l’apparition d’un e´ve´nement entre la fin de la pre´misse et la feneˆtre optimale :
l’utilisation propose´e ici n’utilise donc pas toutes les informations disponibles, informations
qui permettent d’adopter une strate´gie de pre´vision au plus toˆt. De plus, les pre´visions sont
recalcule´es pour chaque instant d’observation et de pre´vision t0. Une meˆme occurrence
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d’une pre´misse de FLM-re`gle peut donc eˆtre retrouve´e plusieurs fois ce qui serait inutile
si un effet me´moire e´tait envisage´. Enfin, tout le flot de donne´es est conserve´ alors qu’un
phe´nome`ne d’oubli est mis en place au travers des feneˆtres d’observations. A` propos de ces
dernie`res, et afin de re´duire leurs e´tendues temporelles, celles-ci pourraient eˆtre restreintes
non pas en fonction de la contrainte de gap maximum mais en fonction des feneˆtres
optimales.
10.3 Propositions
Afin de re´pondre aux re´serves e´mises en fin de section 10.2, de nouveaux travaux ont
e´te´ engage´s dans le cadre de la the`se Florent Martin. Celle-ci a e´te´ mene´e d’octobre 2007 a`
juin 2011 sur le support d’un contrat CIFRE avec ADIXEN (Alcatel-Lucent, aujourd’hui
Pfeiffer Vacuum). L’entreprise ADIXEN produit des pompes a` vides. Ce sont des syste`mes
me´caniques complexes fonctionnant dans des conditions se´ve`res et variables pour lesquels
il nous a e´te´ demande´ de pre´voir un certain type de panne. Un BQR de´die´ a` l’apprentissage
sur des syste`mes dynamiques a e´galement servi de support a` ces travaux.
10.3.1 Apprentissage : une approche leave-one-out
L’approche pre´sente´e ici est a` de´cliner pour chaque type d’e´ve´nement a` pre´voir. Afin
de se´lectionner les re`gles les plus fiables, c’est-a`-dire les plus ge´ne´riques et ge´ne´rant le
moins possible de fausses alarmes, nous proposons d’extraire et se´lectionner les FLM-
re`gles ayant une confiance de 100% tout en s’appuyant sur une approche de validation
croise´e de type leave-one-out [TSK05]. Soit une se´quence d’e´ve´nements d’apprentissage D
de´coupe´e en sous-se´quences Seqi. Ce de´coupage peut par exemple eˆtre fait en fonction des
occurrences des e´ve´nements a` pre´voir, chaque sous-se´quence finissant sur un tel e´ve´nement.
Nous proposons que chaque sous-se´quence Seqi serve, a` tour de roˆle, et une fois, de jeu de
validation. Les se´quences restantes constituent alors le jeu d’apprentissage. A` chaque fois,
les parame`tres d’extraction des FLM-re`gles sont maintenus identiques, et les FLM-re`gles
extraites du jeu d’apprentissage sont se´lectionne´es en fonction de leur capacite´ a` pre´voir
un type d’e´ve´nement et a` n’e´mettre aucune fausse alarme sur le jeu de validation.
Pour ce faire, les re`gles extraites du jeu d’apprentissage et dont les pre´misses ne sont
pas retrouve´es dans le jeu de validation sont rejete´es : elles ne sont pas assez ge´ne´riques.
Afin de ve´rifier si une FLM-re`gle r ne ge´ne`re aucune fausse alarme, on controˆle que sa
conclusion apparaisse apre`s chaque occurrence de sa pre´misse. Si tel n’est pas le cas, la re`gle
r pourrait ge´ne`rer des fausses alarmes : elle doit eˆtre e´carte´e. Des contraintes temporelles
sont bien suˆr prises en compte. Soit wr la feneˆtre optimale de la re`gle r. Par construction
des FLM-re`gles, chaque occurence d’une pre´misse doit s’e´tendre sur moins de wr unite´s
temporelles. Si tel n’est pas le cas, nous sommes face a` une configuration qu’il ne nous a
pas e´te´ possible d’apprendre sur le jeu d’apprentissage et qu’il nous sera donc impossible
de pre´voir. Dans cette situation, la re`gle r est rejete´e. Si l’occurrence de la pre´misse, note´e
[tps, tpe], respecte la contrainte pre´ce´dente, nous ve´rifions que la conclusion de r apparaˆıt
dans ]tpe, tpe+maxgap]. Par de´finition, tps+wr ≤ tpe+maxgap. Nous permettons donc
a` la conclusion d’apparaˆıtre apre`s tps+wr ce qui est permissif par rapport a` la de´finition
des FLM-re`gles. Si tel est le cas, en utilisant r et wr, nous serions capables de pre´voir
l’e´ve´nement et ce trop toˆt. Cela est toujours mieux que de ne rien pre´voir : la re`gle r peut
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eˆtre retenue. De plus, cela est cohe´rent avec l’approche au plus toˆt de´veloppe´e dans le
section 10.3.2. Si la conclusion apparaˆıt apre`s tpe+maxgap, alors la re`gle r a e´te´ apprise
avec unmaxgap trop faible. Une re`gle ayant plus de types d’e´ve´nements pourrait peut-eˆtre
ge´rer ce cas : la re`gle r est e´carte´e.
Une fois que le processus d’apprentissage et de validation s’arreˆte, une collection de
FLM-re`gles ge´ne´riques ne ge´ne´rant pas de fausse alarme est constitue´e. Une meˆme FLM-
re`gle pouvant eˆtre extraite plusieurs fois avec des feneˆtres temporelles diffe´rentes, la plus
petite est se´lectionne´e comme feneˆtre temporelle optimale afin de pre´voir au plus toˆt. L’en-
semble des FLM-re`gles se´lectionne´es ainsi que les feneˆtres temporelles optimales associe´es
forment une FLM-base. Cette dernie`re sera utilise´e pour la pre´vision du type d’e´ve´nement
pour lequel elle a e´te´ construite. Une version plus souple de cet apprentissage peut eˆtre
envisage´e en extrayant les FLM-re`gles avec une confiance minimum infe´rieure a` 100% et
en fixant un taux de fausses alarmes tole´re´es par l’utilisateur final.
10.3.2 Pre´visions : une approche au plus toˆt
Notre me´thode de pre´vision est a` de´rouler pour chaque type d’e´ve´nement a` pre´voir et
se pre´sente en 3 e´tapes : (1) les occurrences des pre´misses des FLM-re`gles sont recherche´es
dans le flot de donne´es surveille´, (2) les dates de pre´visions au plus tard sont calcule´es a`
partir de chacune des occurrences et (3) un intervalle unique de pre´vision au plus toˆt est
construit sur la base des informations calcule´es pre´ce´demment.
De fac¸on a` retrouver les occurrences des pre´misses des FLM-re`gles servant a` pre´dire
un type d’e´ve´nement dans un flot de donne´es, une file d’e´ve´nements est construite. Cette
file permet de ne pas conserver tout le flot de donne´es, contrairement a` ce qui e´tait de´crit
dans la section 10.2. Elle est maintenue en ajoutant les nouveaux e´ve´nements dont la
date d’occurrence est la date syste`me t0. Les e´ve´nements dont la date d’occurrence est
e´gale ou ante´rieure a` t0 −W , avec W la plus grande feneˆtre optimale de la FLM-base,
sont supprime´s. De cette fac¸on, nous nous assurons qu’assez de donne´es sont conserve´es
pour idendifier toutes les pre´misses des re`gles de la FLM-base. Cette file d’e´ve´nement
sera parcourue de fac¸on a` trouver les dernie`res occurrences en date des pre´misses des
FLM-re`gles. Ainsi, nous n’avons pas force´ment besoin de lire toute la file, il suffit de
remonter celle-ci depuis t0, date a` laquelle le dernier type d’e´ve´nement d’au moins une des
pre´misses des re`gles de la FLM-base vient d’apparaˆıtre. Si un e´ve´nement apparaˆıt mais ne
satisfait pas a` cette dernie`re condition, aucun recherche n’est de´clenche´e, les occurrences
ante´rieures a` t0 ayant de´ja` e´te´ identifie´es par construction. Ce type de recherche est
e´galement propose´ dans [CZC07] et permet de plus rapidement identifier l’occurrence
d’une pre´misse tout en conservant le moins possible de donne´es. Lors de la rercherche des
occurences des pre´misses, il doit eˆtre tenu compte de la contraitemaxgap. Comme explique´
dans la section 10.2, le risque d’incomple´tude est ave´re´ et l’utilisation des occurrences
minimales pre´fixe´es doit eˆtre envisage´e. L’algorithme WinMiner propose´ dans [MR04] a
donc e´te´ simplement modifie´ pour rechercher la pre´misse d’une re`gle r, a` partir de t0 et
tout s’assurant que la contrainte de maxgap soit respecte´e (cf. [MMGB12]). Par ailleurs,
cette pre´misse est recherche´e dans la feneˆtre d’observation W obsr =]t0 −wr, t0] avec wr la
feneˆtre temporelle optimale de r.
Une fois une occurrence [tps, tpe] de la pre´misse d’une re`gle r retrouve´e, la date d’ap-
parition au plus tard de la conclusion tcr est valorise´e a` tps+ wr. Pour chaque pre´misse,
et selon la de´finition des FLM-re`gles 10.2.1, sa conclusion doit en effet apparaˆıtre dans
]t0, tcr] avec 100% de confiance (si la confiance minimum a e´te´ re´gle´e 100%). Un exemple
84CHAPITRE 10. PRE´VISION D’E´VE´NEMENTS DANS UN FLOTDE DONNE´ES






α : A→ B → C ⇒ P, wα
tcα
W
W obsα = ]t0 − wα, t0]
Figure 10.5 – Projection de la feneˆtre temporelle optimale de la re`gle A→ B →
C ⇒ P .
Les pre´visions effectue´es a` des dates ante´rieures a` t0 sont me´morise´es. Comme cela
vient d’eˆtre e´voque´, dans cette configuration, les occurrences pre´ce´dentes, c’est-a`-dire fi-
nissant a` des dates ante´rieures a` t0, ont par construction de´ja` e´te´ trouve´es et les dates
de pre´vision associe´es calcule´es. Si ces dernie`res sont poste´rieures a` t0, celles-ci sont dites
actives et utilise´es pour la pre´vision. Un effet me´moire est donc introduit et permet de
ne pas avoir a` retrouver une meˆme occurrence d’une pre´misse plusieurs fois comme cela
e´tait le cas dans le proposition pre´ce´dente (cf. section 10.2). Soit TC l’ensemble des dates
de pre´visions au plus tard tcr qui sont actives pour un type d’e´ve´nement C a` t0 ; ces





e´galement appele´ feneˆtre de pre´vision WF , est tel que tfs = t0 ∧ t
f
e = min(Tc). En choi-
sissant l’ope´rateur min comme ope´rateur d’agre´gation, nous fournissons un intervalle de
pre´vision au plus toˆt. La figure 10.6 fournit une intervalle de pre´vision calcule´ a` partir des




Afin d’e´valuer les performances de cette nouvelle approche brevete´e [BMP+10] et
propose´e dans [MMGB10b, MMGB10a, MMGB12], nous avons mene´ des expe´riences sur
des donne´es re´elles, issues de pompes a` vides et fournies par ADIXEN. L’extraction des
re`gles a a` nouveau e´te´ faite a` l’aide du prototype WinMiner. La plate-forme d’exe´cution
est un PC standard e´quipe´ d’un processeur Intexl Xeon 5160 (3 GHz) avec 4 GB de RAM
fonctionnant sous Linux (kernel 2.2).
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Figure 10.6 – Agre´gation des informations temporelles de pre´vision.
Donne´es et pre´traitement des donne´es Les pompes a` vide, dont la fonction
principale est de cre´er du vide en extrayant l’air d’un volume e´tanche, sont des syste`mes
dont la cine´tique est complexe. Ces syste`mes fonctionnent sous des conditions se´ve`res et
impre´visibles. Une de´faillance majeure est le grippage des axes de la pompe. Ce blocage
peut eˆtre provoque´ par diffe´rentes causes comme la chaleur (augmentation du volume
des axes) et/ou la condensation de gaz. Dans ces conditions, il est difficile d’e´tablir un
planning de maintenance pre´ventive et seule une maintenance pre´dictive peut eˆtre envi-
sage´e. Autrement dit, il s’agit pour nous de pre´voir de tels grippages. Comme explique´
dans [DFP98], l’analyse de signaux vibratoires constituent une piste prometteuse pour
ce genre d’e´quipements, l’intensite´ de ceux-ci traduisant la pre´sence de de´fauts affec-
tant les syste`mes surveille´s. Les signaux vibratoires de 64 pompes en fonctionnement ont
donc e´te´ collecte´s chez un client du marche´ des semi-conducteurs sur une dure´e de 2 ans
(en cumule´). Le postulat de de´part est que ces signaux sont repre´sentatifs des motifs
de de´gradation des pompes qui peuvent e´merger des diffe´rentes conditions d’utilisation
possibles. Si notre me´thode de pre´vision fonctionne, nous ne surveillerons pas (ou peu)
de syste`mes endommage´s. Les signaux enregistre´s avant les premiers grippages sont donc
se´lectionne´s. Apprendre a` partir de syste`mes de´grade´s fausserait en effet notre FLM-base.
La valeur efficace de signaux vibratoires, qui peut eˆtre interpre´te´e en terme de puis-
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sance, est ensuite calcule´e pour 20 bandes de fre´quence (plus de de´tails sont disponibles
dans [MMGB12]). De´crire ces signaux par bande de fre´quence permet en effet de remonter
aux causes des grippages, aux de´fauts affectant les pompes. La pe´riode d’acquisition de
ces valeurs est de 80 secondes. La valeur efficace, note´e V rms (Valeur root mean square),
est ensuite associe´e a` un niveau de se´ve´rite´ traduisant un de´faut apparaissant dans la
bande de fre´quence concerne´e. Pour ce faire, et comme explique´ dans [Lal99, Bro73], la





avec V rms(n,T ) la n
e`me mesure de valeur efficace du signal vibratoire sur une pe´riode
T = 80s et V rms0 la valeur efficace de re´fe´rence de la pompe lorsque celle-ci fonctionne
dans de bonnes conditions. V rms0 est de´finie comme la plus petite valeur efficace calcule´e
sur une pe´riode P , avec P ≫ T et telle que P corresponde a` une pe´riode comple`te
d’utilisation de la pompe. De´terminer P n’est pas chose aise´e. Selon les experts d’ADIXEN,
elle doit commencer au moins 24 heures apre`s le de´marrage de la pompe pour ne pas
conside´rer la pe´riode de mise en route et doit se finir lorsque la valeur de V rms est
stabilise´e, celle-ci baissant graduellement par effet de rodage. Dans notre cas, cela se
produit ge´ne´ralement apre`s 2 semaines de fonctionnement. Afin de prendre en compte
tout type de choc, les valeurs efficaces sont prises sur l’enveloppe maximale et le ratio
des puissances est calcule´ a` partir de ces valeurs. Ce dernier est alors discre´tise´ en trois
niveaux. Le premier niveau correspond a` Rn < α, ce qui signifie que V rms(n,T ) est
infe´rieur a` α × V rms0. Le deuxie`me niveau correspond a` α ≤ Rn < β et le troisie`me a`
Rn ≥ β.
Chaque fois que V rms(n,T ) change de niveau, un e´ve´nement est ge´ne´re´. Son type est
pre´cise´ par un symbole donnant 3 informations : la bande fre´quence (20 bandes disponibles
dans notre cas), la se´ve´rite´ du de´faut observe´ avant le changement (3 niveaux) et la dure´e
e´coule´e a` ce niveau de se´ve´rite´ (4 types de pe´riode). Les 4 types de pe´riode associe´s a` cette
dure´e vont de quelques minutes a` plus de 10 jours. Ces pe´riodes sont issues de diffe´rentes
expe´riences. Au final, un dictionnaire de 240 symboles est de´fini et 13 se´quences (seuls
13 grippages sont pre´sents dans les donne´es) contenant environ chacune 2000 e´ve´nements
sont construites. La figure 10.7 illustre notre pre´traitement. La premie`re courbe repre´sente
un e´chantillon de V rms(n,T ). La deuxie`me montre son enveloppe maximale. Le troisie`me
graphique donne un exemple d’encodage de l’enveloppe maximale : les 2 premiers chiffres
donnent la bande fre´quence, le troisie`me et le quatrie`me donnent respectivement le niveau
de se´ve´rite´ et la dure´e a` ce niveau. Ainsi, le symbole 1314 signifie que ≪ le signal corres-
pondant a` la bande de fre´quence 13 e´tait bas (1) pendant quelques semaines (4) ≫. Le
symbole 1322 signifie quant a` lui que ≪ le signal correspondant a` la bande de fre´quence
13 e´tait e´leve´ (2) pendant quelques heures (2) ≫ et le symbole 1333 signifie que ≪ le signal
correspondant a` la bande de fre´quence 13 e´tait tre`s haut (3) pendant quelques jours (3) ≫.
Apprentissage Lors de l’apprentissage, a` chaque ite´ration de notre approche leave-
one-out (cf 10.3.1), les se´quences servant de jeu d’apprentissage sont concate´ne´es en une
seule se´quence et espace´es de maxgap + 1 unite´s temporelles de fac¸on a` ne pas trouver
de re`gle dont les occurrences s’e´tendraient sur 2 grippages diffe´rents. Sachant que les
grippages peuvent provenir de diffe´rentes causes et que seuls 13 d’entre eux sont a` notre
disposition, le support minimum σ a e´te´ re´gle´ a` 2, ce qui est tre`s bas. De fac¸on a` extraire les
re`gles les plus confiantes et a` limiter le nombre de fausses alarmes, la confiance minimum
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Figure 10.7 – Pre´traitement des signaux vibratoires.
γ a e´te´ re´gle´e a` 100%. Le taux de de´croissance decreaseRate a cette fois pu eˆtre re´gle´ a`
30% pour se´lectionner des feneˆtres temporelles optimales marque´es et le gap maximum
maxgap a e´te´ re´gle´ a` une semaine de fac¸on a` couvrir de tre`s larges feneˆtres optimales.
Enfin, seules les re`gles contenant 4 types d’e´ve´nements au maximum ont e´te´ conside´re´es
de fac¸on a` obtenir des re`gles ge´ne´riques et a` proce´der a` des extractions standard en termes
de temps et d’espace. Ainsi, le processus de construction de la FLM-base ne prend pas
plus de 3 heures.
Pour chaque ite´ration de notre approche, le nombre de re`gles extraites varie de 7509368
a` 8713574 alors que le nombre de FLM-re`gles varie de 2760307 a` 3554548. Parmi elles, de
431 a` 486 se concluent par le symbole grippage. A` la fin du processus d’extraction et de
se´lection, nous obtenons une FLM-base contenant 29 FLM-re`gles et leurs feneˆtres tem-
porelles optimales respectives. Les bandes de fre´quence implique´es dans ces re`gles e´taient
toutes attendues a` l’exception d’une seule. Apre`s simulation et validation de nos experts, il
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s’est ave´re´ que nous venions de de´couvrir une nouvelle bande de fre´quence qui n’avait pas
e´te´ mentionne´e jusqu’a` pre´sent dans la litte´rature ou dans des rapports internes. La dis-
tribution des feneˆtres temporelles optimales pre´sente 2 modes particulie`rement marque´s :
3 jours (15 FLM-re`gles) et 10 jours (14 FLM-re`gles). Cela montre clairement qu’utiliser
une seule feneˆtre temporelle d’apprentissage et de pre´vision est trop restrictif. Les re`gles
extraites sont du type (1931− > 1933− > 1933 => 4, 100, 2448, 3), ce qui signifie ≪ si le
signal de la bande de fre´quence 19 est tre`s e´leve´ (3) pendant quelques minutes (1) puis
tre`s e´leve´ (3) pendant quelques jours (3) et ce 2 fois (1933− > 1933), alors la pompe a une
probabilite´ de 100% de gripper (e´ve´nement 4) entre la date du dernier e´ve´nement (1933)
et la date du premier e´ve´nement (1931) augmente´e de 2448 minutes. Cela a e´te´ observe´ 3
fois. ≫.
Pre´visions
Lorsque des grippages sont pre´vus, deux informations sont fournies aux utilisateurs
finaux. La premie`re, la pre´vision de de´faillance indique que le grippage va survenir ou non.
La deuxie`me donne la feneˆtre de pre´vision, c’est-a`-dire l’intervalle temporel dans lequel
le grippage est cense´ apparaˆıtre. La contrainte industrielle portant essentiellement sur la
premie`re information et sur la capacite´ de la me´thode a` ne pas ge´ne´rer de fausses alarmes,
nous avons e´value´ de fac¸on se´pare´e ces deux informations, contrairement a` ce qui a e´te´ fait
dans la section 10.2 ou` la pre´vision d’un e´ve´nement e´tait juge´e correcte si et seulement
l’intervalle de pre´vision associe´ e´tait e´galement correct.
En ce qui concerne la pre´vision de de´faillance, chaque fois qu’un e´ve´nement appar-
tenant au dernier type d’e´ve´nement d’une pre´misse d’une des re`gles de la FLM-base ap-
paraˆıt, une pre´vision de de´faillance est de´clenche´e. Son re´sultat est soit ≪ un grippage
est pre´vu ≫ (classe minoritaire note´e ≪ + ≫) soit ≪ aucun grippage n’est pre´vu ≫ (classe
majoritaire note´e ≪ - ≫). Ces deux classes caracte´risent les pompes dont l’e´tat vient de
changer. Bien entendu, il faut prendre en compte les aspects temporels : les objets sont
inhabituels puisque de´finis pour une pompe et une date t0 et la classe de ces objets ne
peut eˆtre ve´rifie´e qu’en observant les donne´es apre`s t0. Cette ve´rification est effectue´e en
prenant en compte l’intervalle ]t0, t0 +maxgap]. En effet, aucun e´ve´nement ne peut eˆtre
pre´vu apre`s ]t0, t0 + maxgap] par construction. Ayant a` disposition des objets et leurs
classes, il est possible de produire une matrice de confusion rassemblant les quatre cas
suivants :
– cas 1 : vrais positifs (VP) - une de´faillance est pre´vue et apparaˆıt dans ]t0, t0 +
maxgap].
– cas 2 : faux ne´gatifs (FN) - aucune de´faillance n’est pre´vue mais une de´faillance
apparaˆıt dans ]t0, t0 +maxgap].
– cas 3 : faux positifs (FP) - une de´faillance est pre´vue mais aucune de´faillance n’ap-
paraˆıt dans ]t0, t0 +maxgap].
– cas 4 : vrai ne´gatifs (VN) - aucune de´faillance n’est pre´vue et aucune de´faillance
n’apparaˆıt dans ]t0, t0 +maxgap].
Les nombres rapporte´s pour ces cas servent de base au calcul des mesures standard de
classification comme l’exactitude, le rappel, la pre´cision ou la spe´cificite´. Une pre´sentation
comple`te de ces mesures est disponible dans [TSK05].
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Nous avons applique´ cette e´valuation sur 2 jeux de donne´es : les 13 se´quences uti-
lise´es pour construire notre FLM-base (dataset 1) et 21 nouvelles se´quences de production
(dataset 2). Pour rappel, la FLM-base a e´te´ construite a` partir du dataset 1. Elle a e´te´
utilise´e ici en simulant 2 flots de donne´es, un par jeu de donne´es. Au final, nous avons
fait 24125 pre´visions pour le dataset 1 et 32525 pre´visions pour le dataset 2. Les re´sultats
des e´valuations sont donne´es dans le tableau 10.1 et dans le tableau 10.2 en utilisant des
matrices de confusion.




Classes + 492 262
observe´es − 20 23351




Classes + 300 0
observe´es − 404 31821
Les mesures d’exactitude, de rappel, de pre´cision et de spe´cificite´ qui en de´coulent
sont pre´sente´es dans le tableau 10.3).
Table 10.3 – Mesures de classification pour le dataset 1 et le dataset 2.
dataset exactitude rappel pre´cision spe´cificite´
dataset 1 0.98 0.64 0.96 0.99
dataset 2 0.98 1 0.43 0.99
Bien que nous n’ayons appris que tre`s peu de grippages, les re´sultats sont encoura-
geants puisque nous pre´voyons 10 grippages sur 13 avec 98% d’exactitude sur le dataset
1 et que nous annonc¸ons 2 grippages sur 2 avec 98% d’exactitude sur le dataset 2. En
regard de la classe majoritaire, il y a tre`s peu de fausses alarmes ce qui est important
dans notre contexte : les mesures de spe´cificite´ atteignent 99% pour les deux jeux de
donne´es. De plus, les 20 et 404 fausses alarmes (tableaux 10.1 et 10.2) sont ge´ne´re´es
pour des pompes qui ont re´ellement subi un grippage quelques jours plus tard. La mesure
de pre´cision (96% pour le dataset 1, 43% pour le dataset 2) doit donc eˆtre conside´re´e
avec pre´caution. Un exemple typique est donne´ par la figure 10.8. Elle montre en effet
l’e´volution d’un intervalle de pre´vision concernant le grippage #11. On remarquera que
la premie`re feneˆtre de pre´vision, fournie 7 jours avant le grippage, n’incluait pas la date
d’occurrence du grippage. Cependant, toutes les feneˆtres fournies a` partir du cinquie`me
jour avant la de´faillance incluent cette date. Cette figure montre e´galement que plus l’on
se rapproche de la de´faillance et plus l’intervalle de pre´vision est pre´cis. Puisque la faible
mesure de pre´cision obtenue pour le dataset 2 est due a` des pre´visions trop pre´coces, les
feneˆtres optimales apprises sur le dataset 1 e´taient trop e´troites. Ceci peut eˆtre explique´
par le nombre re´duit de grippages (13) qui a impose´ un support minimum tre`s bas lors de
l’apprentissage. D’un point de vue applicatif, cela ne repre´sente pas un proble`me majeur
puisque les pompes concerne´es ont toutes grippe´ quelques jours plus tard. Finalement, les
262 faux ne´gatifs sur le dataset 1 sont dus a` trois 3 grippages qui n’ont pu eˆtre pre´dits.
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La mesure de rappel associe´e est ainsi de 64% tandis qu’elle monte a` 100% sur le dataset
2. Une si faible mesure de rappel indique que notre processus d’apprentissage tend a` ne
conserver que les re`gles tre`s ge´ne´riques. C’est en effet le cas puisque les re`gles spe´cifiques
sont e´carte´es par l’approche leave-one-out. Ceci nous empeˆche de pre´dire 3 grippages. Cela
doit ne´anmoins eˆtre balance´ par le fait que les re`gles sont suffisamment ge´ne´riques pour
pre´voir les grippages du dataset 2 qui a e´te´ construit en surveillant des pompes assigne´es a`
des processus de fabrication tre`s diffe´rents de ceux concernant le dataset 1 (les gaz utilise´s
sont diffe´rents).
Figure 10.8 – E´volution de l’intervalle de pre´vision associe´ au grippage #11.
En ce qui concerne l’e´valuation des intervalles de pre´vision ]t0, t
f
e ], nous allons nous
attacher a` ve´rifier que ces derniers sont plus pertinents qu’un simple intervalle ]t0, t0 +
maxgap] qui pourrait eˆtre fourni en premie`re approche. Dans [ZGP10], les auteurs pro-
posent diffe´rentes mesures pour e´valuer les techniques de pronostic dont l’exactitude et
la pre´cision. Celles-ci diffe`rent de celles utilise´es au paragraphe pre´ce´dent et sont de´finies
comme suit :
– exactitude : la distance moyenne entre les dates des de´faillances et les dates des
de´faillances pre´vues.
– pre´cision : l’e´cart-type de la distance entre les dates des de´faillances et les dates des
de´faillances pre´vues.
Puisque nous ne fournissons pas une unique date mais un intervalle ]t0, t
f
e ], nous pro-
posons de calculer ces mesures de moyenne µerror (cf. e´quation 10.2) et d’e´cart-type σerror
(cf. e´quation 10.3) sur les distances/erreurs entre tr, date a` laquelle la de´faillance est ob-
serve´e, et les dates tfe , t0 et t0 +maxgap. Les dates t
f
e , t0 et t0 +maxgap sont note´es ti













(tr − ti)2 (10.3)
De fac¸on a` ve´rifier si les dates de de´faillance pre´vues sont, en moyenne, avant ou apre`s
les dates de de´faillance observe´es, (tr − ti) est pre´fe´re´ a` |tr − ti| dans l’e´quation 10.2. Ces
mesures sont rapporte´s dans les tableaux 10.4 et 10.5 pour chacun des jeux de donne´es.
Pour le dataset 1, la plus petite distance moyenne est obtenue pour tfe = −0.85 jours. Le
meˆme comportement est observe´ par l’e´cart-type avec 1.48 jours. La date tfe est donc la
plus exacte et la plus pre´cise concernant l’estimation de tr. Pour le dataset 2, la date t
f
e
reste la plus pre´cise (2.15 jours) mais elle n’est pas la plus exacte. Dans ce cas, la date t0
est une meilleure estimation de tr avec une exactitude de 2.27 jours. Quel que ce soit le cas
et le jeu de donne´es, la date tfe et la date t0 sont plus pre´cises et exactes que t0+maxgap.
La re´duction de l’intervalle de pre´vision de ]t0, t0 + maxgap] a` ]t0, t
f
e ] fait donc sens et
valide le choix d’une approche au plus toˆt.
Table 10.4 – Exactitude et pre´cision pour le dataset 1.
Date a` laquelle tr est compare´e.
tfs = t0 t
f
e t0 +maxgap
µerror (jours) 2.06 -0.85 -4.88
σerror (jours) 2.26 1.48 2.26
Table 10.5 – Exactitude et pre´cision pour le dataset 2.




µerror (jours) 2.27 -3.14 -4.68
σerror (jours) 2.69 2.15 2.69
De fac¸on plus de´taille´e, pour le dataset 1, la distance par rapport t0 est toujours
positive et s’e´tale de 0 a` 4 jours. Les grippages apparaissent apre`s t0 dans 100% des
cas tandis que, dans 90% des cas, ils apparaissent juste avant tfe . De plus, comme de´ja`
vu, dans la plus part des cas, la distance par rapport a` tfe est infe´rieure a` 1 jour. Par
ailleurs, dans 97% des cas, t0 + maxgap > tr. Ge´ne´ralement, la dure´e qui se´pare ces 2
dates se situe entre 4 et 6 jours. L’intervalle de pre´vision fourni est donc une estimation
pre´cise et exacte des dates d’occurrences des grippages. Cette estimation reste meilleure
que l’intervalle ]t0, t0 + maxgap]. Pour le dataset 2, la distribution reste similaire pour
t0 +maxgap. Dans la plus part des cas, t0 +maxgap se situe entre 5 et 7 jours apre`s le
grippage alors que tfe est poste´rieure de 2 a` 4 jours (6 jours parfois) a` la date du grippage.
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A` nouveau l’intervalle ]tfs = t0, t
f
e ] se re´ve`le eˆtre un meilleur choix que ]t0, t0+maxgap]. Au
final, les dernie`res pre´visions arrivent au moins 3 heures avant de´faillance, et, la plupart
du temps, 2 jours avant. Ceci laisse suffisamment de temps pour planifier des ope´rations
de maintenance.
Synthe`se Bien que la me´thode propose´e dans la section 10.2 ait donne´ satisfaction, des
re´serves avaient e´te´ e´mises. La premie`re concernait le fait que les expe´riences n’avaient pas
e´te´ faites sur des donne´es re´elles, dans lesquelles des FLM-re`gles typiques, c’est-a`-dire dont
le taux de de´croissance est supe´rieur 0%, peuvent eˆtre extraites. Dans cette section nous
avons pu effectuer nos expe´riences sur des donne´es re´elles caracte´risant le fonctionnement
de pompes a` vide et nous appuyer sur des FLM-re`gles typiques. La deuxie`me re´serve
concernait le mode d’apprentissage, conside´re´ comme permissif en terme de ge´ne´ricite´
et de taux de fausses alarmes. Nous avons donc propose´ une approche de type leave-
one-out permettant de tester la ge´ne´ricite´ des re`gles extraites et d’e´carter au maximum
celles ge´ne´rant de fausses alarmes. Par ailleurs, la me´thode de pre´vision propose´e dans la
section 10.2 s’appuyait sur une pre´vision au plus tard des e´ve´nements, ce qui peut eˆtre
une politique risque´e selon le contexte. En s’appuyant sur la de´finition des FLM-re`gles,
nous avons propose´ un intervalle de pre´vision au plus toˆt dont les expe´riences ont montre´
qu’il e´tait pre´cis et exact et qu’il permettait d’anticiper plus de 75% des grippages de
pompes a` vides. Il est a` noter que les performances de notre me´thode ont e´te´ compare´es
dans [MMGB12] a` la me´thode propose´e par [CZC07] qui impose une meˆme feneˆtre pour
l’apprentissage et les pre´visions. Les re´sultats sont disponibles dans [MMGB12] : nous
pre´disons environ deux fois plus de grippages. Nos intervalles de pre´vision sont par ailleurs
bien plus pre´cis. En effet, la plus petite distance moyenne rapporte´e par rapport a` la
date de de´faillance concerne tfe et de´passe 14 jours. Enfin, en ne recherchant que les
dernie`res occurrences des pre´misses dans une file restreinte a` la taille de la plus grande
feneˆtre optimale extraite et en me´morisant les dates de pre´vision associe´es, nous e´vitons
de conserver l’inte´gralite´ du flot de donne´es et d’avoir a` retrouver plusieurs fois une meˆme




Les travaux de fouille de donne´es engage´s au LISTIC s’appuient naturellement sur les
contextes applicatifs et les compe´tences disponibles au sein du laboratoire. Bien qu’unique
data miner du LISTIC, il nous a e´te´ possible de progresser et de de´passer le cadre du labo-
ratoire en impliquant des chercheurs d’autres laboratoires, publics ou prive´s, qu’ils soient
spe´cialise´s en fouille de donne´es ou experts des domaines applicatifs vise´s. En adoptant
une de´marche progressive et construite, base´e sur une e´tape d’e´tude d’opportunite´ et une
e´tape de proposition, deux axes de recherches ont pu e´merger : la description non super-
vise´e de se´ries temporelles d’images satellitaires et la pre´vision d’e´ve´nements dans un flot
de donne´es.
En ce qui concerne la description non supervise´e de se´ries temporelles d’images sa-
tellitaires, les travaux ont abouti a` la proposition d’un nouveau type de motifs locaux,
simple a` interpre´ter, les motifs Se´quentiels Fre´quents Groupe´s ou motifs SFG. Ces mo-
tifs permettent d’extraire des groupes de pixels partageant une meˆme e´volution ou sous-
e´volution, couvrant une surface minimum et e´tant suffisamment connecte´s entre eux. La
contrainte de connexite´ moyenne minimum associe´e permet de re´duire efficacement l’es-
pace de recherche et vient en appui de la contrainte de support/surface minimum lorsque
les valeurs de cette dernie`re sont faibles. La conjonction des contraintes de connexite´ et
de surface permet ainsi de limiter e´galement le nombre de motifs extraits. Cependant, ce
nombre peut, selon les jeux de donne´es, rester e´leve´ et ne´cessite alors la mise en œuvre
d’un crite`re de maximalite´ permettant de se concentrer sur les motifs les plus spe´cifiques.
Ce type de contrainte associe´e aux contraintes de connexite´ et de surface a l’avantage
d’e´carter, autant que possible, les phe´nome`nes dus a` l’incertitude ale´atoire, en particu-
lier les phe´nome`nes lie´s aux perturbations atmosphe´riques et aux de´fauts d’acquisition.
Ainsi, lors de nos diffe´rentes expe´riences, aucun des motifs interpre´te´s par les utilisateurs
finaux ne s’est ave´re´ traduire un phe´nome`ne lie´ a` des perturbations atmosphe´riques ou
a` des de´fauts de capteur. Ces expe´riences confirment e´galement le caracte`re ge´ne´rique de
l’approche : quelle que ce soit la re´solution des images, qu’il s’agisse de donne´es radar ou
optiques, il est possible d’extraire des motifs SFG ayant un sens pour les utilisateurs finaux.
Par ailleurs, quelle que soit l’application conside´re´e, une fois choisie la bande d’inte´reˆt (par
exemple le NDVI pour les cultures ou les diffe´rences de phase pour les de´placements), un
simple pre´traitement a` base de centiles suffit pour construire les STIS symboliques des-
quelles seront extraits ces motifs. Afin de guider l’utilisateur dans l’e´tude de la collection
des motifs extraits, nous avons propose´ de classer ces derniers en fonction de leurs cartes
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de localisation spatio-temporelles calcule´es sur un jeu de donne´es re´elles et sur un jeu de
donne´es ale´atoires obtenu par swap-randomisation, c’est-a`-dire un jeu de donne´es dans le-
quel la fre´quence des symboles est conserve´e. Afin d’e´tablir si ces cartes sont similaires, la
mesure d’Information Mutuelle Normalise´e (IMN) est utilise´e. C’est e´galement selon cette
dernie`re que sont classe´s les motifs SFG. Cette me´thode permet de se´parer d’un coˆte´ les
motifs exprimant des changements progressant au fil du temps dans l’espace et, d’un autre
coˆte´, les motifs e´voquant le non changement ou ceux ne progressant pas dans l’espace au
fil du temps. Ces derniers sont d’ailleurs conside´re´s comme ayant une plus forte proba-
bilite´ d’apparaˆıtre dans un jeu de donne´es ale´atoire ou` les fre´quences des symboles sont
conserve´es. Les deux types de motifs expriment des types de phe´nome`nes diffe´rents vers
lesquels il est possible d’orienter automatiquement l’utilisateur. Les premie`res expe´riences
mene´es montrent le potentiel de l’approche en exhibant des phe´nome`nes spatio-temporel
inte´ressants et pertinents. La swap-randomisation utilise´e est une proposition originale
s’appuyant sur la swap-randomisation de matrices boole´ennes propose´e dans [GMMT07].
Ne´anmoins, de nombreux e´le´ments the´oriques restent a` apporter. L’atteignabilite´ de
tous les jeux ale´atoires possibles depuis n’importe quel jeu ale´atoire doit eˆtre montre´e
comme l’a fait Ryser pour les matrices boole´ennes [Rys57]. Une fois cela effectue´, il serait
inte´ressant de montrer l’uniformite´ de processus, c’est-a`-dire la garantie que chaque jeu
ale´atoire a la meˆme chance d’eˆtre atteint. Cela pourrait peut eˆtre se faire en s’appuyant
sur les chaˆınes de Markov comme propose´ dans [GMMT07] pour les matrices boole´ennes.
Une proprie´te´ de convergence serait e´galement inte´ressante de fac¸on a` pouvoir calculer
le nombre minimum d’e´changes a` faire pour que le jeu de donne´es soit conside´re´ comme
suffisamment randomise´. Aujourd’hui, a` notre connaissance, seules des me´thodes empi-
riques sont propose´es. Une autre piste, prometteuse au niveau des utilisateurs finaux, est
la construction d’un seul clustering de se´ries temporelles d’images satellitaires a` partir
des motifs SFG en suivant une approche de type Lego comme propose´ dans [KCFS08].
Le calcul/la caracte´risation de champs de de´placements a` partir de se´ries d’images, sa-
tellitaires ou non, nous semble e´galement prometteur : de nombreux experts utilisent ces
repre´sentations pour observer et simuler des phe´nome`nes en particulier ge´ophysiques et
ge´ome´caniques. Dans ce cadre, de telles techniques peuvent eˆtre envisage´es comme sup-
port a` l’inversion de donne´es. Aide´ de colle`gues ge´ophysiciens, ge´ome´caniciens, traiteurs
de signal et fouilleurs de donne´es, nous re´digeons actuellement un projet ANR en ce sens
que je serai amene´ a` diriger si ce projet aboutit. Enfin, en vue de conside´rer de longues
STIS (plus de 50 images), l’extraction de motifs SFG, a` partir de repre´sentations com-
pactes construites a` l’aide d’auto-encodeurs, constitue une approche inte´ressante. De telles
repre´sentations ont par exemple montre´ leur inte´reˆt pour la classification de se´quences
vide´o (cf. [BMW+12]).
En ce qui concerne la pre´vision d’e´ve´nements dans un flot de donne´es, nous avons pro-
pose´ une approche de type leave-one-out permettant d’extraire des FLM-re`gles ge´ne´riques,
ge´ne´rant peu de fausses alarmes et dont l’information temporelle, c’est-a`-dire les feneˆtres
temporelles, a permis de construire une pre´vision au plus toˆt. Cette me´thode, fournit,
lorsque des e´ve´nements sont pre´vus, des intervalles temporels de pre´vision. L’objectif pour-
suivi est le pilotage de syste`mes complexes, particulie`rement en anticipant les de´faillances
ou les pannes de ces derniers. Les expe´riences mene´es sur des pompes a` vides pour le
compte de la socie´te´ ADIXEN ont montre´ que ces intervalles e´taient pre´cis et exacts, et
qu’ils permettaient d’anticiper les de´faillances tout en ge´ne´rant peu de fausses alarmes.
Ces expe´riences ont e´galement permis de de´couvrir de nouvelles connaissances relatives a`
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la cine´matique des pompes. La me´thode retenue donne de bien meilleures performances
que la me´thode propose´e par [CZC07] qui impose une meˆme feneˆtre pour l’apprentissage
et les pre´visions. Notre approche est aujourd’hui brevete´e [BMP+10].
Afin de proposer des alarmes progressives, il serait inte´ressant d’exploiter plus pre´cise´-
ment la courbe de confiance associe´e a` chaque FLM-re`gle et de de´clencher des alarmes sur
l’observation des parties des pre´misses et non des pre´misses entie`res. De meˆme, conside´rer
chaque e´ve´nement comme pouvant appartenir a` diffe´rents types d’e´ve´nements en utilisant
la the´orie des ensembles flous permettrait peut eˆtre de gagner en ge´ne´ricite´. Dans ce der-
nier cas, le risque a` maˆıtriser est bien entendu lie´ au taux de fausses alarmes. Enfin, la
question de la de´finition de motifs ou de mode`les de´die´s a` la pre´vision est e´galement pose´e.
En effet, les FLM-re`gles ont e´te´ conc¸ues dans un but de description et non d’infe´rence. Ces
de´finitions permettraient par exemple de prendre en compte la nature dynamique des flots
de donne´es de fac¸on a` faire e´voluer les mode`les/motifs de pre´vision en fonction du temps.
Cela constituait une des motivations premie`res du projet ARC SE´curite´ et SURveillance
dans les flots de donne´es (SE´SUR) [INR], qui a e´te´ suivi du projet ANR MIning DAta
Streams (MIDAS) [ENS], et dans lequel les motifs se´quentiels et les chroniques [GCRR08]
ont e´te´ identifie´s comme e´tant prometteurs. D’autres motifs propose´s dans [FMLT09],
les motifs d’e´volution et les tendances graduelles, constituent e´galement des alternatives
inte´ressantes. Ces motifs, base´s sur les motifs se´quentiels et les motifs graduels [AYLP10],
permettent de prendre en compte la temporalite´ des phe´nome`nes tout en traduisant des
enchaˆınements de tendances.
Enfin, de fac¸on plus globale et a` plus long terme, trois axes de recherche se dessinent.
Le premier axe concerne la prise en compte des erreurs et des incertitudes lie´es aux
donne´es. Les incertitudes ale´atoires et syste´miques doivent pouvoir eˆtre conside´re´es et des
propositions s’appuyant sur la logique floue comme [YMTP12] sont a` e´tudier. Le deuxie`me
axe concerne la de´finition d’une alge`bre permettant d’utiliser les motifs locaux dans le
cadre des bases de donne´es inductives comme propose´ dans [IM96]. Les langages existants
sont effet peu flexibles quant a` l’utilisation de motifs et contraintes de´finis par l’utilisateur
final (cf. [BCF+10]). Le troisie`me et dernier axe, aborde´ en perspective de la pre´vision
dans un flot de donne´es, consiste en la description de syste`mes dynamiques [FMLT09].
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Chapitre 12
Acronymes
ADAM : Assimilation de Donne´es pour l’Agro-Mode´lisation, projet du CNES.
ADIXEN : anciennement filiale d’Alcatel-Lucent, elle est depuis 2011 filiale du groupe
Pfeiffer Vacuum Technology AG.
AEGIS : Ability Enlargement for Geophysicists and Information technology Specialists,
projet europe´en.
ANR : Agence Nationale de la Recherche.
CNES : Centre National d’E´tudes Spatiales.
D-InSAR : Differential Interferometric Synthetic Aperture Radar - Interfe´rome´trie RSO
diffe´rentielle.
EFIDIR : Extraction et Fusion d’Informations pour la mesure de De´placement par Ima-
gerie Radar, projet ANR.
ENS : E´cole Nationale Supe´rieure.
ENST : E´cole Nationale Supe´rieure des Te´le´communications, aujourd’hui Te´le´com Paris-
Tech.
ENVISAT : ENVIronement SATellite - satellite de l’ESA lance´ en 2002 dote´ d’un capteur
RSO multi-polarisations en bande C.
ERS-1/2 : European Remote Sensing - satellites de l’ESA dote´s d’un capteur RSO en
bande C mono-polarisation (VV), lance´s en 1991 (ERS-1) et 1995 (ERS-2) sur des orbites
permettant l’acquisition de couples interfe´rome´triques a` 1 jour (donne´es tandem).
ESA : European Space Agency - Agence spatiale europe´enne.
EURINSA : premier cycle EURope´en de l’INSA de Lyon.
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FLM : First Local Maximum.
FOSTER : FOuille de donne´es Spatio-Temporelles : application a` la compre´hension et a`
la surveillance de l’ERosion, projet ANR.
IDVN - NDVI : Indice de Diffe´rence de Ve´ge´tation Normalise´ - Normalized Difference
Vegetation Index.
IMN : Information Mutuelle Normalise´e.
INFO (de´partement INFO) : de´partement INFOrmatique.
INRIA : Institut National de Recherche en Informatique et en Automatique.
INSA : Institut National des Sciences Applique´es.
InSAR : Interfe´rome´trie radar a` synthe`se d’ouverture.
IPGS : Institut de Physique du Globe.
ISIS (GdR) : Groupement de Recherche Information Signal Image Vision.
ISTerre : Institut des Sciences de la Terre.
IUT : Institut Universitaire de Technologie.
LANDSAT : programme spatial d’observation de la Terre de´die´ a` des fins civiles de´veloppe´
par l’agence spatiale ame´ricaine, la NASA. Premier satellite lance´ en 1972.
LGCIE : Laboratoire de Ge´nie Civil et d’Inge´nierie Environnementale (INSA de Lyon).
LIRIS : Laboratoire d’InfoRmatique en Image et Syste`mes d’information (INSA de Lyon /
Universite´ Claude Bernard Lyon 1 / Universite´ Lumie`re Lyon 2 / E´cole Centrale de Lyon).
LISTIC : Laboratoire d’Informatique, Syste`mes, Traitement de l’Information et de la
Connaissance (Universite´ de Savoie).
MEGATOR : Mesure de l’E´volution des Glaciers Alpins par Te´le´de´tection Optique et
Radar - projet soutenu par une ACI masse de donne´es.
METEOSAT : famille de satellites me´te´orologiques re´alise´s sous maˆıtrise d’œuvre de
l’Agence spatiale europe´enne, premier satellite lance´ en 1977.
MNE - DEM : Mode`le Nume´rique d’Ele´vation - Digital Elevation Model.
SFG (motif) : motif Se´quentiel Fre´quent Groupe´.
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NASA : National Aeronautics and Space Administration, E´tats-Unis d’Ame´rique.
PolSAR : polarime´trie radar a` synthe`se d’ouverture.
RADARSAT-2 : satellite canadien dote´ d’un capteur RSO en bande C, pleinement pola-
rime´trique, lance´ en 2007.
RSO - SAR : Radar a` Synthe`se d’Ouverture - Synthetic Aperture Radar.
SBAS : Small BAselines Subsets, technique D-InSAR.
SPATPAM : SPAtio-TemPorAl Mining, prototype du projet ANR EFIDIR de´die´ a` l’ex-
traction de motifs SFG.
SPOT : Satellites Pour l’Observation de la Terre, premier lancement en 1985.
STAMPS : Stanford Method for Persistent Scatterers, technique D-InSAR.
STIS : Se´rie Temporelle d’Images Satellitaires.
TerraSAR-X : satellite allemand dote´ d’un capteur RSO en bande X, multi-polarisations
(pleinement polarime´trique en mode expe´rimental), lance´ en 2007.
UNESCO : United Nations Educational, Scientific and Cultural Organization.
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Re´sume´
Les travaux pre´sente´s concernent l’extraction de connaissances dans les donne´es a` des
fins de description et d’infe´rence. Comment de´crire des Se´ries Temporelles d’Images Satelli-
taire (STIS) en mode non supervise´ ? Comment pre´voir des e´ve´nements tels que des pannes
dans des syste`mes complexes ? Des re´ponses originales s’appuyant sur des techniques de
fouille de donne´es extrayant des motifs locaux, les motifs se´quentiels, sont de´veloppe´es.
Ainsi, de nouveaux motifs, les motifs Se´quentiels Fre´quents Groupe´s (motifs SFG), sont-
ils propose´s afin d’extraire d’une STIS des groupes de pixels faisant sens spatialement et
temporellement. Une technique originale permettant de pousser les contraintes associe´es
a` ces motifs au sein du processus d’extraction est e´galement de´taille´e. Des expe´riences
sur des donne´es optiques et radar, a` des re´solutions diffe´rentes, confirment leur potentiel.
Un classement de ces motifs base´ sur l’information mutuelle et la swap-randomization
est par ailleurs propose´ afin de mettre en avant les motifs ayant peu de chances d’ap-
paraˆıtre dans un jeu de donne´es ale´atoires ou` les fre´quences sont conserve´es, exprimant
des changements et progressant dans l’espace. Quant a` la pre´vision d’e´ve´nements, une
approche de type leave-one-out est propose´e pour se´lectionner des motifs se´quentiels, les
FLM-re`gles, ge´ne´riques et de´clenchant le moins possible de fausses alarmes. Une me´thode
de pre´vision au plus toˆt tirant parti de ces motifs est e´galement avance´e et valide´e sur
des donne´es re´elles provenant de syste`mes me´caniques complexes. Les expe´riences mene´es
montrent qu’il est possible de pre´voir des de´faillances pour lesquelles l’expertise technique
est insuffisante. Cette me´thode de pre´vision est aujourd’hui brevete´e.
Mots-Cle´s
fouille de donne´es, motifs se´quentiels, connexite´, push partiel, information mutuelle,
swap-randomization, se´ries temporelles d’images satellitaires, re`gles d’e´pisodes, FLM-
re`gles, pre´vision d’e´ve´nements, pronostic.
Abstract
The work presented concerns knowledge discovery in databases with the aim of im-
proving both the description of the database and inference from the database. How can
a Satellite Image Times Series (SITS) be described in an unsupervised way ? How can
events, such as failures affecting complex systems, be forecast ? Original answers based
on local pattern-based data mining techniques have been developed. A new pattern type,
Grouped Frequent Sequential patterns (GFS-patterns), is proposed to extract pixel groups
that make sense both spatially and temporally. An original technique for pushing the
constraints relating to these patterns is also detailed. Experiments on optical and radar
data, at different resolutions, show the potential of these new techniques. Furthermore,
a mutual information-based ranking, built using swap-randomization, is also proposed to
highlight patterns that show changes while moving through space and that would not
occur in a randomized data set in which symbol frequencies are maintained. With regard
to forecasting events, a leave-one-out approach is proposed to select sequential patterns,
namely FLM-rules, that are general and that trigger as few false alarms as possible. An
early warning forecast method using these patterns is also defined and validated on real
data originating from complex mechanical systems. Experiments show that it is possible
to forecast failures for which technical expertise is missing. This forecasting method is
now patented.
Key words
Data mining, sequential patterns, connectivity, partial push, mutual information,
swap-randomization, satellite image time series, episode rules, FLM-rules, event forecas-
ting, prognostic.
