A common methodology for evaluating text entry methods is to ask participants to transcribe a predefined set of memorable sentences or phrases. In this article, we explore if we can complement the conventional transcription task with a more externally valid composition task. In a series of large-scale crowdsourced experiments, we found that participants could consistently and rapidly invent high quality and creative compositions with only modest reductions in entry rates. Based on our series of experiments, we provide a best-practice procedure for using composition tasks in text entry evaluations. This includes a judging protocol which can be performed either by the experimenters or by crowdsourced workers on a microtask market. We evaluated our composition task procedure using a text entry method unfamiliar to participants. Our empirical results show that the composition task can serve as a valid complementary text entry evaluation method.
INTRODUCTION
Effective text entry methods are crucial for pleasant, fluent, and efficient use of many of the computer systems that surround us. Due to various requirements, such as the small form factor of mobile devices, or a user's limited motor abilities, the pervasive full-sized QWERTY keyboard may not always be a feasible input device. As a result, a wide array of text entry methods have been designed and evaluated using a variety of input modalities, such as single-switches, keypads, touchscreens, eye-trackers, accelerometers, and joysticks. For surveys of text entry methods, see MacKenzie and Soukoreff [2002] , Zhai et al. [2005] , Kristensson [2009] , and Dunlop and Masters [2009] .
Similar to other user interface techniques, text entry methods need to be evaluated in order for us to better understand and improve them. In this paper we show how short composition style tasks can be used to help evaluate text entry methods. Such composition tasks can complement the traditional transcription task used in text entry evaluations. With the exception of a speech recognition study by Karat et al. [1999] , composition tasks have rarely been used in text entry evaluations. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested frommemorize the phrase before attempting to write it. As pointed out by , using memorable phrases should reduce participants' tendency to shift attention between the stimulus phrase and the text entry method. By forcing users to memorize phrases beforehand, this effect can be mitigated. Assuming attention shifts between the stimulus phrase and the text entry method do occur, a plausible hypothesis is that hiding the stimulus phrase during the writing phase will increase the entry rate. To validate this hypothesis, found that hiding the stimulus phrase during writing did in fact yield a slight but statistically significant increase in entry rate. We did a similar study using two large-scale crowdsourced text entry experiments [Kristensson and Vertanen 2012a] . We found a similar slight but statistically significant increase in entry rate for both the familiar full-sized QWERTY keyboard and for an unfamiliar ATOMIK optimized on-screen keyboard. We found that this increase in entry rate came at the cost of statistically significant longer task times. In other words, participants wrote faster when they memorized phrases beforehand. However, participants spent more time on each experimental task, presumably due to time spent memorizing each phrase before starting to write.
Finally, Isokoski and Linden [2004] investigated how participants' language proficiency affects transcription task performance. Isokoski and Linden [2004] let 16 native Finnish speakers write phrases in Finnish and English. They found that participants had a 16% lower entry rate when they wrote English phrases compared to Finnish phrases. The difference was statistically significant. This result suggests that transcription tasks are language-sensitive and this raises two issues. First, as pointed out by Isokoski and Linden [2004] , study heterogeneity is affected by a participant's native language. Second, minimizing study heterogeneity when conducting experiments with participants who are nonnative speakers will be difficult. We either have to accept performance differences across studies carried out among nonnative speakers by using a standard phrase set, or we have to develop language-specific phrase sets. The latter solution is unlikely to generate directly comparable results.
Complementing the Transcription Task
The previous review makes it clear that the transcription task is firmly entrenched as the de facto research methodology for text entry experiments. The advantage of the transcription task is that it strengthens the internal validity of the experiment by reducing variance among participants from at least three sources. First, it ensures all participants write the same text. This removes the variance that might occur due to participants writing widely varying texts. As an extreme example, the amount of attention to spelling, grammar, and use of vocabulary varies greatly between writing a legal document versus writing a short message to a friend. Second, a transcription task does not require participants to think of something to write, a process which demands additional cognitive processing time. If this processing time occurs in the middle of the entry of a phrase, it will increase the variance in measured entry rates. Third, as long as stimuli are short and memorable, participants can internalize the stimuli before they start writing. This means that once participants start copying the stimuli, they do not have to devote visual attention to the text they are transcribing.
The downside of using a transcription task is primarily its low external validity. In actual practice, users compose original text-they do not transcribe text that was flashed to them a second earlier.
Unless we know what individual users actually want to write, we risk testing text entry methods on inappropriate stimuli. This is particularly problematic if the text entry method uses a dictionary or a statistical language model. If the language model is well adapted to the stimuli used for the text entry evaluation but ill suited for users' actual writing then the transcription task could lead to misleadingly positive results. The converse is also true: A text entry method may draw on a language model that is wel suited for what end users are actually writing (e.g., mobile emails) but may be ill suited for stimuli used in a transcription task, such as the phrase set by , which mainly consists of short memorable idioms, adages, and clichés. In this case, the transcription task might lead to misleadingly negative results.
The external validity of the transcription task is also a problem when evaluating certain types of text entry interfaces, such as Dasher [Ward and MacKay 2002] . Dasher is an interface that enables users to write by navigating a dynamically changing scene that constantly proposes the most likely letters based on previously written text. Dasher demands constant visual attention from the user and is designed to support users writing a series of related sentences and paragraphs (as in actual writing). A transcription task thus interferes with writing using Dasher because the user may need to periodically shift visual attention between reading the stimulus phrase and driving the Dasher interface.
The transcription task can also interfere with the ability to test a text entry interface in realistic settings. In our study of the Parakeet mobile speech recognition interface [Vertanen and Kristensson 2009] , we had participants speaking and correcting phrases while walking around outdoors. Due to the limited screen space on the small mobile device, a participant who forgot the stimulus phrase had to take an explicit interface action in order to refer back to the phrase. We contend this required additional cognitive resources from participants who were already heavily loaded. We believe a Parakeet study based on a composition task may yield entry rates more representative of what one could really expect from text entry using the interface "in the wild."
In some regards, a transcription task may also have a lower internal validity than a composition task. First, all users do not have the same writing styles and preferences. These factors might vary according to users' level of education or cultural factors. Despite this, in a transcription task, all participants are forced to write the text they are provided. If participants do not know how to spell certain words, it may affect both their entry and error rate. Second, if participants are used to writing in a different genre or style, then their cognitive effort to adopt the task may be higher. These two factors are likely to vary among individuals and could confound the results of a study.
Using Composition Tasks in Text Entry Experiments
While the transcription task is definitely useful and often good practice, as we just discussed, it is not without its flaws. We believe other aspects of text entry can be illuminated by complementing the transcription task with a composition task. However, a researcher contemplating the use of a composition task to evaluate a new text entry method may have a number of concerns:
(1) The composition task may be too slow and too variable to provide reliable estimates about a text entry method's performance potential. (2) The cognitive overhead associated with inventing compositions may increase variance among participants and, therefore, decrease the internal validity of the experiment by an unacceptable degree. (3) Participants may find it hard to think about things to write and may spend a large proportion of the experiment planning what to write instead of actually using the text entry method. (4) There may be no good way to determine the error rate of compositions because there is no reference text. (5) Participants may lack creativity, resulting in compositions that are short and simplistic.
In this article, we hope to alleviate these concerns and show how the composition task can be a useful additional method in the text entry evaluation toolbox. Our goal is not to replace the traditional transcription task but to provide researchers with an additional option that can help better measure anticipated real-world text entry performance.
Article Organization
To show that a composition task can be workable for text entry evaluation, we describe a series of experiments. In the first experiment, we compare the transcription task with four different composition tasks. The purpose of this experiment is to explore if composition tasks are at all suitable for text entry evaluation, and if so, which composition task is the most effective. In the second experiment, we explore the most promising composition task and investigate how to fine tune the procedure to ensure participants write high-quality text. Both of these experiments use the full-sized QWERTY keyboard as the text entry method. In the third experiment, we evaluate our proposed composition task and compare it against a transcription task for a text entry method unfamiliar to participants: an optimized on-screen keyboard. In the last experiment, we investigate using crowdsourcing to efficiently judge compositions. Finally, we discuss limitations, implications, open issues, provide a best-practice procedure for using composition tasks in text entry evaluations, and thereafter conclude.
EXPERIMENT 1: EXPLORING COMPOSITION TASKS
We conducted a within-subjects experiment in which users were given five different kinds of writing tasks. These tasks included a conventional transcription task, two guided composition tasks, and two freeform composition tasks. The goals of this experiment were (1) to evaluate different composition tasks to see how participants reacted, (2) to explore the efficiency of collecting text entry data using composition, and (3) to examine the quality of the compositions.
Method
We wanted to collect data from a large number of users across a broad cross-section of the world's population. To this end, we designed a web-based experiment that could be performed on the popular crowdsourcing website Amazon Mechanical Turk. In our first experiment, participants entered text into a standard web textbox using their full-sized keyboard. The web page was instrumented to record the timestamp of every keystroke in the textbox. Each participant did five different types of writing tasks and wrote 10 entries in each condition. One condition was transcription, two were guided composition, and two were freeform composition:
COPY
Participants typed a provided sentence. The sentences were taken from a corpus of email messages written by Enron employees on their BlackBerry mobile devices [Vertanen and Kristensson 2011b] . REPLY Participants were given a mobile message and asked to reply to it. The messages were taken from messages written by other workers who were asked to invent a message they might send from a mobile device. SITUATION Participants were given a specific mobile situation and asked to invent a message to send from a mobile device. The situations were invented by the authors. COMPOSE Participants were asked to invent a freeform mobile message. AID Participants were asked to imagine they were unable to speak or type (due to a medical condition or accident). They were told to invent a communication as if they were using a special communication aid that talked for them. This condition was designed to investigate how additional constraints affect a freeform composition task. As we will later show in this article, this condition resulted in shorter compositions. Figure 1 shows the instructions given to our crowdsourced participants in each condition. In each condition, participants completed 10 text entry tasks. In two of the conditions, REPLY and SITUATION, participants were shown an existing message or situation. Some examples of the stimuli shown in these two conditions are given in Table I . There were a total of 200 possible messages in the REPLY condition and 73 possible situations in the SITUATION condition. In each condition, participants received 10 messages or situations selected at random. All our stimulus texts are provided in the appendix.
The order each participant encountered the five conditions was randomized. We collected a variety of information before the first condition. We asked participants for their sex, country, age, English proficiency, typing ability, and computer type (e.g., laptop). We also asked for the same information after the last condition, but this time we partially permuted the form. We eliminated participants that had two or more discrepancies in the provided data. The Human Intelligence Task (HIT) was priced at $1.00, and the only limitation was that workers needed to have a 95% accepted HIT rate. 
Participants and Data Filtering
We had 200 participants complete the HIT. It took 39 hours for all the HITs to be completed. Participants took on average 27 minutes to do the experiment. Participants were required to complete the experiment within 2 hours of accepting the HIT. We eliminated a total of 19 participants who had participated in several pilot experiments, who entered garbage text, or who provided inconsistent information about themselves. This left us with 181 participants who made a total of 9,050 entries. We eliminated 20 entries in which participants had entered a single character.
The top self-reported countries were the United States (64%) and India (18%). Our sample was fairly gender balanced, with 53% female and 47% male. The majority of participants were aged 20-34 (70%). English proficiency was reported most often as native (71%), followed by advanced (20%). Most participants reported using a laptop computer (55%) or a desktop computer (45%). A full report of the demographic data appears in the appendix.
In some cases, we found participants paused for a long time between keypresses during a particular entry task or between different tasks in the experiment. For example, one participant waited over 30 minutes between two keypresses. This is presumably due to the participant being interrupted or taking a break midexperiment. We removed any individual entry task in which the participant paused for more than 1 minute between keypresses, or paused for more than 1 minute before the first keypress. This filtering eliminated only a small number of entries (108 out of 9,030). This filtering prevented infrequent long pauses from skewing our calculated statistics.
Results
Overall, we were pleasantly surprised by the quality and creativity the participants exhibited in their compositions (Table II) . For each entry, we measured the entry rate in words per minute (wpm). The time was measured from a participant's first keypress to his or her last keypress. We used the standard convention of defining a word as five consecutive characters (including spaces). As might be expected, COPY had the fastest entry rate of 59 wpm (sd 21). The composition condition entry rates were: REPLY 50 wpm (sd 21), COMPOSE 48 wpm (sd 18), AID 44 wpm (sd 19), and SITUATION 38 wpm (sd 14). An omnibus repeated measures analysis of variance test at significance level α = 0.05 revealed a statistically significant difference between the conditions ( p < 0.0001, η 2 p = 0.307, F 4,720 = 79.767). Pair-wise Bonferroni-corrected post hoc tests showed that all pair-wise differences were statistically significant except between the REPLY and COMPOSE conditions. Entry rates were variable in every condition ( Figure 2 ). This may reflect the diverse English and typing abilities of participants. One possible explanation for the lower 1 A Human Intelligence Task (HIT) is a microtask that is bid out on a microtask market, in this case Amazon Mechanical Turk. A microtask market is an online market place that connects requesters and workers. Requesters bid out work and workers carry out work. Requesters pay a fixed amount of money to workers in return for workers completing microtasks. The accepted HIT rate of a worker is the percentage of HITs a worker has carried out that has been accepted by requesters. composition entry rates is that participants were pausing to think in the middle of entries. To investigate this, we calculated the maximum time gap between keypresses in each entry. Indeed, the maximum gap was longer for composition than for transcription: COPY 1.2 s (sd 1.0), REPLY 2.1 s (sd 2.0), COMPOSE 2.3 s (sd 2.2), AID 2.5 s (sd 2.5), and SITUATION 4.1 s (sd 3.4). The maximum time between keys was variable ( Figure 2 , right). An omnibus repeated measures analysis of variance test at significance level α = 0.05 on the log-transformed time intervals revealed a statistically significant difference between the conditions ( p < 0.0001, η 2 p = 0.397, F 4,720 = 118.501). Pairwise Bonferroni-corrected post hoc tests showed that all pair-wise differences were statistically significant except between the AID, REPLY, and COMPOSE conditions.
The number of characters written was highly dependent on the condition: SITUATION 66 characters (sd 28), COPY 48 characters (sd 9), COMPOSE 38 characters (sd 25), REPLY 26 characters (sd 14), and AID 26 characters (sd 24). The number of characters written in some of the conditions also exhibited high variability (Figure 3, left) . However, as we have previously shown, the variability in entry rate was similar between composition and transcription tasks. In other words, the measure of entry rate normalizes the variable amount of text users write in a composition task.
The hypothetical text entry constraints implied by the AID condition did in fact result in participants writing shorter freeform entries compared to the COMPOSE condition. This shows that different task instructions can influence writing behavior. An omnibus repeated measures analysis of variance test at significance level α = 0.05 revealed a statistically significant difference in the number of characters written between the conditions ( p < 0.0001, η 2 p = 0.466, F 4,720 = 156.791). Pair-wise Bonferroni-corrected post hoc tests showed that all pair-wise differences were statistically significant except between the AID and REPLY conditions.
We noticed a prevalence of texting abbreviations and emoticons in the compositions. Our participants were asked to imagine they were using a mobile device and they did so with gusto. We calculated an Out-Of-Vocabulary (OOV) rate with respect to a 64K lexicon of words. The 64K lexicon used the most common words in an email corpus that also appeared in a large human-edited dictionary.
2 The OOV rate was high in all conditions aside from COPY (Figure 3 , right). The means and standard deviations of the conditions were: COPY 2.0% (sd 2.4%), SITUATION 6.4% (sd 6.4%), AID 9.5% (sd 16.5%), COMPOSE 9.7% (sd 12.9%), and REPLY 9.9% (sd 9.9%). An omnibus repeated measures analysis of variance test at significance level α = 0.05 revealed a statistically significant difference between the conditions ( p < 0.0001, η 2 p = 0.119, F 4,720 = 24.271). Pair-wise Bonferroni-corrected post hoc tests showed that all pair-wise differences were statistically significant except between the AID, REPLY, and COMPOSE conditions.
A concern about composition style entry tasks is that it may take users a long time to invent a composition before text entry can even begin. This time is not reflected in our previously calculated entry rates. It is plausible different conditions required varying amounts of cognitive overhead before writing could commence. We, therefore, measured the time participants spent between each entry in a condition. A concern with this measure is that it may include instances of participants taking a break mid-condition. However, there is no reason to suspect such breaks would occur more often in any particular condition. The mean times between entries in each condition were: COPY 3.0 s (sd 1.8), REPLY 6.6 s (sd 3.0), COMPOSE 7.1 s (sd 4.3), AID 8.1 s (sd 5.1), and SITUATION 10.6 s (sd 5.0). Figure 4 (left) shows that participants did appear to be spending longer before starting to enter text in the composition conditions compared to the COPY condition. An omnibus repeated measures analysis of variance test at significance level α = 0.05 on the log-transformed time intervals revealed a statistically significant difference between the conditions ( p < 0.0001, η 2 p = 0.617, F 4,720 = 290.583). Pair-wise Bonferroni-corrected post hoc tests showed that all pair-wise differences were statistically significant except between the AID and REPLY conditions and between the REPLY and COMPOSE conditions.
It is likely composition entries would be more tenuous and subject to revision than transcribed entries. We calculated the total number of times users hit backspace divided by the number of characters in the final output. The mean number of backspaces per output character were: COPY 0.04 (sd 0.04), REPLY 0.11 (sd 0.11), COMPOSE 0.11 (sd 0.11), SITUATION 0.11 (sd 0.08), and AID 0.15 (sd 0.14). Figure 4 (right) shows that composition tasks experienced a much higher degree of editing compared to transcription tasks. An omnibus repeated measures analysis of variance test at significance level α = 0.05 revealed a statistically significant difference between the conditions ( p < 0.0001, η 2 p = 0.174, F 4,720 = 37.916). Pair-wise Bonferroni-corrected post hoc tests showed that all pair-wise differences were statistically significant except between the REPLY, SITUATION, and COMPOSE conditions.
The entry rate distribution of every condition is shown in Figure 5 . The density plots in Figure 5 are kernel density estimates using a Gaussian kernel. As can be seen, the entry rates for the transcription condition ( Figure 5 , solid line) were often much faster than the entry rates for the composition conditions ( Figure 5 , dotted lines). All the four composition conditions had very similar entry rate distributions.
In summary, the first experiment showed that participants' performance varied depending on the type of composition task they were asked to complete. Taking all the data from the experiment into account, the COMPOSE task appeared to be the most promising one. COMPOSE was among the fastest in term of entry rate and had the second longest compositions. While SITUATION produced longer compositions, it also had much longer pauses before and during entries. Another advantage of COMPOSE is that it requires no stimuli, as participants simply invent freeform compositions. However, a problem with the COMPOSE task was that participants frequently used SMS-style abbreviations, emoticons, and so on. This is not too surprising given we asked participants to pretend they were sending a message using a mobile device. Unfortunately, such text can be hard to judge whether it is correct or not. In the next experiment, we therefore explore how to fine tune the COMPOSE task to obtain text more suitable for error rate measurement.
EXPERIMENT 2: FINE-TUNING THE COMPOSITION TASK
Given our findings from the first experiment, we conducted a second experiment to further explore using a freeform short composition task similar to the COMPOSE condition. In this experiment, we tested (a) whether we could influence the style of text participants composed and (b) whether we could alter when participants spent time planning their compositions.
Method
We hypothesized it was possible to increase entry rates by reducing the amount of time participants spent formulating text midentry. We investigated this via a betweensubjects experiment in which half the participants received the instruction: "Think carefully about what you intend to write before you start. You may want to say your intended message to yourself before you start typing." The other half of participants received no such instruction. As in Experiment 1, we used Amazon Mechanical Turk for this experiment.
In order to discourage texting abbreviations and emoticons, we added the following instruction to both conditions: "Please write complete sentences with good grammar and spelling. Do NOT use texting abbreviations or slang."
Each participant wrote a total of ten compositions. The HIT was priced at $0.40, and it was open to all workers with 95% or more accepted HITs. As in Experiment 1, we asked participants for their sex, country, age, English ability, typing ability, and computer type, both before and after the experiment.
Participants and Data Filtering
Overall, we had 105 participants complete Experiment 2. We eliminated a total of 11 participants who had participated in pilot experiments, participants who entered garbage text, or participants who provided inconsistent information. This left us with 94 participants, 47 who received the "Think carefully" instruction and 47 who did not. The experiment took participants about 7 minutes to complete. The information collected about each participant was similar to Experiment 1 (see the appendix).
As in Experiment 1, we occasionally observed participants taking breaks during the experiment. We eliminated any entry task where the participant paused for more than 1 minute during text entry or where the participant paused for more than 1 minute between compositions. This filtering eliminated only a small number of the 940 entries, 12 from the "Think carefully" condition and 8 from the no instruction condition. 
Results
An inspection of the resulting compositions showed that participants did appear to be much better in terms of using complete sentences, full words, and participants mostly avoided texting specific language (see Table III for some examples). The length of entries had similar variability in both experiments (Figure 6 left) . Participants' mean entry length in characters increased to 52 characters (sd 27) in Experiment 2 from 38 characters (sd 25) in the COMPOSE condition of Experiment 1. An analysis of variance at significance level α = 0.05 revealed that this difference was statistically significant ( p < 0.0001, η 2 p = 0.062, F 1,273 = 18.050). The OOV rate was also reduced to 2.3% (sd 3.4) in Experiment 2 compared to 9.7% (sd 12.9) in Experiment 1. The OOV rate was much less variable in Experiment 2 (Figure 6, right ). An analysis of variance at significance level α = 0.05 revealed that this difference was statistically significant ( p < 0.0001, η 2 p = 0.097, F 1,273 = 29.372). Overall, we found that the "Think carefully" instruction had little effect on participants' behavior. The mean participant entry rate was 41 wpm (sd 15) when given the instruction and 45 wpm (sd 15) when they did not receive the instruction (Figure 7 , left). An analysis of variance at significance level α = 0.05 revealed that this difference was not statistically significant ( p = 0.232, η 2 p = 0.015, F 1,92 = 1.445).
The maximum delay we saw between keypresses was 2.8 s (sd 2.0) when given the instruction and 2.9 s (sd 2.0) without the instruction (Figure 7, right ). An analysis of variance at significance level α = 0.05 on the log-transformed time intervals revealed that this difference was not statistically significant ( p = 0.809, η 2 p = 0.001, F 1,92 = 0.059). The time participants spent between entries was 8.7 s (sd 4.2) when given the instruction and 8.2 s (sd 4.9) without the instruction (Figure 8, left ). An analysis of variance at significance level α = 0.05 on the log-transformed time intervals revealed that this difference was not statistically significant ( p = 0.468, η 2 p = 0.006, F 1,92 = 0.531). Editing behavior was similar in the two conditions. The number of backspaces per output character was 0.13 (sd 0.15) with the instruction and 0.13 (sd 0.11) without (Figure 8, right ). An analysis of variance at significance level α = 0.05 revealed that this was not statistically significant ( p = 0.899, η 2 p = 0.0, F 1,92 = 0.016). In summary, the second experiment showed that by changing the instructions given to participants, we could usually obtain compositions in good English that avoided SMS-style language. It also showed that encouraging participants to think about what to compose before they started to write had no effect on entry rate. This may be because thinking is inherently interleaved with writing or it may be that the specific instruction caused participants to be more careful and thus type more slowly.
We also learned that by providing carefully worded instructions, it is feasible to have participants write short compositions of good length and quality. However, so far we have only tested the composition task on the familiar full-sized keyboard. To verify that the composition task also works when evaluating an unfamiliar text entry method we conducted a third experiment.
EXPERIMENT 3: EVALUATING THE COMPOSITION TASK
We conducted an evaluation to demonstrate how short freeform composition can be used in a practical text entry evaluation using a novel text entry interface. Additionally, we wanted to obtain data about the subjective taskload difference between transcription and composition tasks, and to solicit qualitative feedback about each task type.
Method
For our entry interface, we used the optimized keyboard layout OPTI presented by MacKenzie and Zhang [1999] . This keyboard was designed to minimize the amount of movement required when a single pointer (e.g., a finger or pen) is used to select frequently occurring letter combinations. We designed a web-based version of the OPTI keyboard. Using OPTI with a mouse will obviously be slower than with a stylus (which OPTI was designed for). However, in this experiment, we are not concerned with absolute performance. Instead, our goal is to compare the relative performance difference between the transcription and the composition task using an interface unfamiliar to participants.
We modified OPTI to include keys for apostrophe, period, comma, and question mark. We also added a backspace key and a shift key (Figure 9 ). When users pressed the shift key, all letters on the keyboard changed to uppercase and the next letter would be output in uppercase.
To measure the participants' subjective workload, we used the NASA task load index [Hart and Stavenland 1988] . NASA-TLX asks participants to rate six aspects of task difficulty: mental demand, physical demand, temporal demand, performance, effort, and frustration. Participants then make 15 pairwise decisions about which aspect in each pair was perceived as more important. We developed an online version of the NASA-TLX index for use in web-based experiments, which we have made available to other researchers. We asked for optional "Comments about the on-screen keyboard in the last session" and "Comments about the text entry task (copying the provided sentences)." COMPOSITION session Participants invented and typed compositions for 10 minutes.
Participant information As in

COMPOSITION taskload
Participants completed a NASA-TLX about the previous composition session.
COMPOSITION feedback
We asked for optional "Comments about the on-screen keyboard in the last session" and "Comments about the text entry task (inventing your own messages)". Participant information 2 We presented a permuted version of the initial questionnaire.
The order of the COPY and COMPOSITION tasks was balanced. For this experiment, we paid $2.00 per HIT. Workers were required to have 95% or more accepted HITs. Before starting the experiment, participants were told we required two 10-minute periods of uninterrupted text entry.
In our previous two experiments, we occasionally saw non-US participants who appeared to be copying text from news headlines and other sources rather than creating novel compositions. The quality of English in the compositions was also sometimes poor. We felt these poor compositions might make it difficult to obtain an accurate error measure. We, therefore, limited this experiment to workers from the United States.
Participants and Data Filtering
Overall, we had a total of 51 participants complete Experiment 3. We eliminated one participant who did not follow the instructions in the COMPOSITION condition. None of the participants had more than one discrepancy in their two sets of information. On average, the experiment took 31 minutes to complete. Participants were eager to do this experiment and all instances were taken within 70 minutes.
We found 72% of participants self-reported as female. All but one participant selfreported as a native speaker of English. See the appendix for more details about the information collected from participants.
As before, we filtered any tasks in which a participant paused for more than a minute before, or during, text entry. This filtering eliminated only a small number of the 1,192 entries, 10 from the COPY condition and 20 from the COMPOSITION condition.
Results
The mean participant entry rate was 8.5 wpm (sd 2.1) in COMPOSITION and 8.8 wpm (sd 2.0) in COPY (Figure 10 left) . A repeated measures analysis of variance at significance Since each condition had a fixed 10-minute writing period, we also computed the sum of characters entered during each condition. Participants wrote an average of 339 characters (sd 104) in COMPOSITION and 394 characters (sd 111) in COPY (Figure 10,  right) . Thus, the composition task did cause a modest reduction in total text entry activity by our participants. A repeated measures analysis of variance at significance level α = 0.05 revealed that this difference was statistically significant ( p < 0.0001, η 2 p = 0.327, F 1,49 = 23.823). We found the overall NASA Task Load Index was similar for both conditions, with a median participant index of 66 in COMPOSITION and 63 in COPY. Friedman's test revealed that the difference was not statistically significant (χ 2 = 0.510, df = 1, p = 0.475). As shown in Figure 11 , there were no clear rating differences between the conditions. with short sentences/thoughts. It was a little odd to be typing full words for a message I was pretending to be a task. It was easier to make a conversation than I thought it would be. It wasn't as easy as I thought it would be. It took a lot more thinking than I thought it would. This was an easier task than the first...I didn't have to compare my text to a preexisting template but could write whatever I chose.
Table V. User Comments About the COPY Task
I didn't like copying it-SO TEDIOUS to me!! It took away some of the thought and I could concentrate on learning the keys. it was easier having a sentence to type rather than thinking of one It was nice having something to copy from. Less mentally stressful, but a little more boring. This one was a lot easier than coming up with sentences.
Many participants provided feedback in the open comments section after each condition. Many comments were about details of the OPTI keyboard layout which we will not discuss here. We also got numerous comments specifically addressing the composition task (Table IV) and the transcription task (Table V) . Opinions were mixed; some participants preferred composition while others preferred transcription.
The experiment showed there was no statistically significant difference in entry rate between the composition task and the transcription task. However, we suggest caution when interpreting this result. First, a failure to reject the null hypothesis does not imply the means are identical. Rather, it implies that there is insufficient evidence to exclude the possibility that the means differ due to chance. Second, we exposed participants to an unfamiliar text entry method for only a brief period of time, which may have resulted in a floor effect.
EXPERIMENT 4: JUDGING COMPOSITIONS
One possible concern of a composition entry task is how to measure the error rate. In this section, we explain how we used crowdsourcing to provide human judging of the compositions written in Experiment 3. We have made the code we used for this process publicly available 4 .
Method
Our approach was to have 10 workers on Amazon Mechanical Turk judge and correct each composition. Workers did this in sets of 30 compositions for a payment of $0.20. Workers were required to have a 95% accepted HIT rate. We limited the HIT to workers located in the United States. We asked workers to rate each composition on a 3-point scale: 2 = completely correct, 1 = needs correction, or 0 = uncorrectable. If a composition was scored a 1, the worker was instructed to edit the text to correct obvious errors in spelling, grammar, punctuation, or whitespace. The exact instructions we gave workers evolved over the course of several pilot experiments. Figure 12 shows our final instructions and the judging interface.
In order to help ascertain how good each worker was at spotting errors, in each set of 30 compositions we injected 10 sentences with a known set of likely corrections. This allowed us to estimate workers' judging accuracy and eliminate workers suspected of doing a poor job due to inattention, poor language skills, and so on. Table VI shows some examples of the injected errors and the corrections we considered acceptable.
To measure errors, we used Character Error Rate (CER). CER is the number of character insertions, deletions, and substitutions required to transform the participant's original text into the judge's corrected text, divided by the number of characters in the judge's text. If a sentence was judged completely correct, the CER was taken as 0%. If a sentence was judged uncorrectable, the CER was taken as 100%. If correctable, we took the judge's correction as the reference and computed the CER of the composition.
For each composition, we define the judged CER as the median of all the judges' error rates for that composition. We used the median because the distribution of the 
CER (%)
Original composition followed by correction(s) Number judges 1.6
Please don't forgee about our appointment tomorrow afternoon. Please don't forget about our appointment tomorrow afternoon. 7 2.9
You want to go to the movies todby? You want to go to the movies today? 6 Do you want to go to the movies today?
The weather is kind of teribble today. The weather is kind of terrible today. 7 (judged correct) 1 9.7 i am tired and i hate the snow I am tired and I hate the snow. 7 I'm tired; I hate the snow. 1 I am tired, and I hate the snow. 1 12.0 i wil l be there in a min I will be there in a minute. 3 I will be there in a min. 3 I will be there in a min 1 100.0 fetRealy stick (judged uncorrectable) 6 Feet realy stink 1 Felt really sick. 1 judges' error rates for a particular sentence tends to be asymmetric. This is because the majority of judges tend to agree on one particular correction while a minority decide on some other correction.
Results
Seventy-two unique workers took part in the experiment. We rejected one worker who submitted the same corrections for multiple compositions. It took workers, on average, 6 minutes to judge and correct a set of 30 sentences. Workers had to get 70% of known corrections exactly correct in order to be included in the pool of judges. This reduced our pool to 60 unique judges. For each of the 591 compositions, we had between 7 and 10 judges. Judges rated 79% of compositions as completely correct, 20% as needing correction, and only 1% as being uncorrectable. The mean judged CER over all compositions was 1.5% (sd 6.6). We found that 81% of compositions had a judged CER of 0%. Table VII shows some examples of compositions and the judges' corrections. As can be seen, in most cases, the majority of judges provided a very sensible correction of the composition. However, in some cases judges made subjective corrections to punctuation and wording despite our instructions not to do this.
DISCUSSION
Experiments 3 and 4 showed that we can test a novel text entry method using a composition style task. Our participants wrote sensible short messages with relatively few errors. Further, we demonstrated that these compositions could be judged, either by the experimenters, or via a crowdsourcing judging protocol.
As alluded to earlier we do not advocate replacing the transcription task with a composition task. Rather, we propose complementing the methodological toolbox for text entry evaluations with composition. We have demonstrated composition can provide remarkably stable results for a wide variety of participants.
To be able to test many conditions and variations on a wide sample from the population, we crowdsourced our experiments on the Amazon Mechanical Turk microtask market. This crowdsourcing approach was inspired by previous successful crowdsourced HCI evaluations (e.g., Kittur et al. [2008] and Heer and Bostock [2010] ). While crowdsourcing does not, for obvious reasons, enable us to have full control over an experiment, other researchers have successfully carried out a wide array of tasks and experiments using crowdsourcing. A particularly striking example is the demonstration by Heer and Bostock [2010] that crowdsourcing can replicate several research results obtained from the graphical perception literature.
An open research question is how composition task performance evolves in longitudinal experiments over several sessions. One hypothesis is that participants become increasingly competent at composing text as a function of practice, which might reduce the variance among participants and increase composition task entry rates in comparison to transcription tasks. However, more research is required to shed light on this question.
Another open issue is how well the composition task models what users actually write in practice. Our most effective composition task was to let participants compose short messages. However, in actual use, participants may want to write essays, longer emails, and other documents. There may, therefore, be alternative composition tasks we have not considered that could also be effective in discerning participants' composition entry rates.
Last, it is worth emphasizing that not all text entry evaluations use a baseline text entry method as a control condition (e.g., Kristensson and Vertanen [2012b] ). When the purpose of an evaluation is merely to get a sense of the capabilities of a text entry method rather than showing it performs significantly better than an established baseline, the composition task may be more informative. For example, participants composing their own text messages may uncover unexpected deficiencies, such as an inability to input certain characters or words.
RECOMMENDED COMPOSITION TASK METHOD
We compared a variety of different tasks that elicit freeform compositions from participants. We found that providing participants with a simple instruction of creating a short message in the domain of interest was successful in getting participants to quickly invent and compose text. It does not appear necessary to provide participants with a specific situation or message in order to help them invent a message.
For example, in our COMPOSE condition in Experiment 1, we used the instruction: "Imagine you are using a mobile device and need to write a message. We want you to invent and type in a fictitious (but plausible) message. Use your imagination. If you are struggling for ideas, think about things you often write about using your own mobile device."
In order to make it easier to estimate the error rate of participants' compositions, it is advisable to add the instruction: "Please write complete sentences with good grammar and spelling. Do NOT use texting abbreviations or slang." We found in Experiment 2 that participants responded to this instruction and avoided the use of abbreviations.
To estimate the error rate of compositions, we recommend having multiple people judge each composition. Judges should be instructed to correct obvious mistakes using their knowledge as a fluent speaker of the language (see Figure 12) . The judges' corrected compositions can then be aggregated into a judged CER using the median of each individual judge's CER. As we demonstrated in Experiment 4, it is possible to crowdsource the judging process.
CONCLUSIONS
In this article, we have proposed a new methodology to add to the text entry evaluation toolbox: the composition task. While the transcription task has higher internal validity, the composition task has higher external validity. Thus, these tasks occupy different points in the tradeoff between internal and external validity. Which task is more appropriate depends on the research questions we want to answer.
Do we want to understand how text entry methods behave when they are used in situations close to actual practice, that is, when users are writing their own messages and emails? When answering this research question, we have shown that the composition task is a remarkably reliable method. First, participants write compositions that are original (Experiment 1, 2, and 3 ). Yet, at the same time, these compositions can be sufficiently restricted so that individual text styles do not vary much (Experiment 2 and 3) . Second, participants' compositions can be reliably judged by either the experimenter conducting the evaluation or by crowdsourced workers (Experiment 4). This last step is crucial because it is vital that the error rate can be sufficiently controlled in order to ensure it is possible to compare two different text entry methods' entry rates. Thus, it is possible to use the composition task to compare two text entry methods against each other. Alternatively, a single text entry method can be examined in a large-scale composition task experiment conducted via, for example, crowdsourcing to get an idea of the realistic entry rate distribution in the general population.
However, due to the inescapable tradeoff between internal and external validity, the composition task method we have presented here is not suitable for fine-grained lowlevel comparisons between similar text entry methods. For instance, if one wishes to test subtle differences in two touchscreen keyboard error correction algorithms, it is likely that the standard transcription task would provide more reliable results.
In the end, a field as diverse as HCI requires multiple approaches to tackle a vast array of research questions. This is not a new argument (see, e.g., Dix [2010] ), but it is important to highlight. A text entry method-as any other user interface-has many design dimensions and a single experimental methodology, such as the transcription task cannot, due to the need to control for confounding factors and to ensure internal validity, possibly examine all of them. For example, Kristensson [2007] proposes and analyzes 22 design dimensions for mobile text entry and many of these dimensions regard real-world constraints. The composition task enables us to better understand a largely neglected design dimension: users' text entry rates in actual practice. We hope our four experiments have convinced researchers that despite several initial reservations raised in the beginning of this article, it is indeed possible to use the composition task in text entry evaluations.
APPENDIX
A. STIMULI TEXT IN EXPERIMENT 1
In Experiment 1, two of the composition conditions asked participants to respond to a given message or situation. Here we list the set of possible stimuli for these two conditions. These stimuli may be useful for other researchers conducting similar short composition style text entry experiments. They are also available online. 
