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 In this research, we investigate a text classification method for a small amount of training data. In the 
field of text classification, supervised learnings based on Naive Bayes or support vector machine are 
frequently used. The accuracy by supervised learnings is high if a large amount of training data are available. 
On the other hand, it tends to become low if only a small amount of training data are available. Since 
preparing a large amount of training data is cost-ineffective, we propose to reduce the necessary amount of 
training data to achieve high accuracy. This is achieved by using self-training data in a pre-training phase. 
Moreover, we propose utilize Word2Vec to quantify texts because the dimension of resulting data produced 
by bag-of-words, often used for quantifying texts, is too high to calculate with a neural network. Through 
several numerical examinations, we found that the accuracy by the proposed method is relatively high even 
with a small amount of training data. 
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１． はじめに 
近年，インターネット環境の改善やスマートフォンの
普及により，インターネットの利用者が増したことで，
Web 上のデータ量が膨大に増している．また，そのよう
な膨大なデータを，人手で処理することは不可能である
と考えられる．そこで，そのようなデータを機械的に分
析するデータマイニングの技術が求められている．また，
その中でもテキストデータは，近年ソーシャルネットワ
ークサービスの発展や従来の様々な文書の電子化により
増加しており[1]，今後も更にデータ量が増していくと考
えられており，その活用が重要視されている．そのよう
なテキストマイニングの研究は古くから行われており，
文書要約や文書分類が主な研究である．本研究では，そ
の中で文書分類に注目し，研究を行う． 
分析対象には Web ニュースデータを選択する．Web ニ
ュースは様々なサイトで配信されており，そのサイトご
とにニュースのカテゴリの種類が異なっている．そのた
め，サイトによってはユーザーの求めるカテゴリが存在
せず，目的のニュースを探す際に手間がかかってしまう
場合がある．そこで，ユーザー自身が分類先のカテゴリ
を定め，自動で分類することで目的のニュースの探索を
容易にすることが可能になると考えられる． 
また，従来の文書分類の手法はナイーブベイズ[2]やサ
ポートベクターマシン[3]等の教師あり学習で分類を行っ
ているが，それらの手法で精度を向上させるためには，
十分な教師データが必要である．教師データが十分に存
在しているデータの分類であれば良いが，新しいサービ
スを始める際等では十分なデータを揃えることは期待で
きない．そこで，少数の教師データで効率よく分類を行
うために，教師なしデータを利用することを提案する． 
本研究の目的は，学習に必要な教師ありデータを削減
することであり，その手段として教師なしデータを利用
することを提案する．また，教師なしデータを利用する
ために深層学習の事前学習を利用する．その入力のため
に，教師なしデータを利用し単語をベクトル化する
Word2Vec[4]を利用する． 
２． 関連知識 
（１）ニューラルネットワーク 
ニューラルネットワークとは，神経細胞の構造を模し 
て作られたネットワーク型の機械学習の手法の一つであ
る[5]．ニューラルネットワークは，図 1 のようにノード
とリンクによって構成される．本研究で利用した順伝播 
 型ニューラルネットワークでは入力層と中間層と出力層
の三種類の層から構成されている．各ノードと各リンク
は全連結されており，その数を事前に決める必要がある． 
分類は，はじめに入力 x を入力層で受け取り i 番目のノ
ードに入力された x の値を xiとし，中間層へ受け渡す．
その際に i番目のノードから j番目のノードへのリンクの
重み wijを各 xiに掛け，中間層のノードで受け取る．中間
層の j 番目のノードで受け取る値を s1jとし，j 番目のノー
ドの閾値を bjとすると s1jは式(1)のように表される． 
 
 s1j =  ∑ 𝑤𝑖𝑗𝑥𝑖 − 𝑏𝑗
𝑛
𝑖=0
 (1)  
 
また，この値を次の層へ渡す際に活性化関数 h で変換を
行う．この活性化関数は非線形である必要があり，本研
究では，tanh 関数を利用する． 
活性化関数で変換された h(s2j)と中間層から出力層への
重みで式(1)と同様に計算を行い，出力層で受け取る値 s2j
を計算する．本研究の目的は多値分類であるため，出力 y
はソフトマックス関数を利用して表現する．s2j とカテゴ
リ数 K を用いて表すと，j 番目の出力 yjは式(2)となる． 
 
 𝑦𝑗 =
𝑒𝑠2𝑗
∑ 𝑒𝑠2𝑗𝐾𝑘=1
 (2)  
 
この ykが最大となる k をその文章のカテゴリとする． 
学習は，上記の出力と正解ラベルとの誤差を最小化す
ることで行われる．式(2)の誤差関数 E(W)は式(3)となる．
また，式中の d は正解ラベルを表しており，正解のラベ
ルの部分のみが 1 で，それ以外は 0 のベクトルである． 
 
 𝐸(𝑾) = − ∑ 𝑑𝑘log𝑦𝑘
𝐾
𝑘=1
 (3)  
 
この誤差関数を最小化するように W を調整することで，
学習が行われる．本研究では，誤差関数の最小化には確
率的勾配降下法を用いる． 
 しかし，ネットワークの最適化には正解ラベルを持つ
教師データが誤差関数を求めるために必要であるである
ため，教師なしデータを扱うことは不可能である． 
（２）深層学習・事前学習 
深層学習とは，ニューラルネットワークの中間層を多
層にした機械学習の手法である．しかし，単純に中間層
を重ねたニューラルネットワークでは，学習による重み
の改良が出力層に近い部分のみでしか行われない問題が
あるため，いくつかの工夫が提案されている．その中の
一つに事前学習がある． 
事前学習とは，深層学習でファインチューニングの前
に行われる学習である．ファインチューニングと事前学
習の違いは，事前学習では教師データを利用せず，教師
なしデータを利用する点にある．事前学習の手法は大別
して RBM(Restricted Boltzmann machine)と Autoencoder の
二種類に分けられるが，本研究では，Autoenocder を採用
した． 
Autoencoder とは，各層ごとで入力を再現する値を出力
が可能になるように，各層へのリンクの重みを学習する
手法である．この学習を行うことにより，ネットワーク
の初期値を通常のニューラルネットワークより改善する
ことが可能であり，深層学習で扱うような多層の学習が
可能になると言われている． 
（３）Word2Vec 
Word2Vec とは 2013年に Googleが開発した単語の分散
表現を学習するためのツール[4]である．単語の分散表現
とは，単語を密な低次元ベクトルで表した表現である．
密な低次元ベクトルで表現することにより，従来使われ
ていた bag-of-words 表現のような疎なベクトルよりも計
算量を減らすことが可能になる． 
また，Word2Vec で学習したベクトル表現は，意味を学
習していると言われており，ベクトルの足し引きで意味
を表現が可能な場合もある．図 2 は，本研究で利用した
ニュースデータを入力として Word2Vec で学習させたベ
クトル空間で，「衆議院」という単語からコサイン類似
度が近いベクトルの上位を出力した図である．図 2 から
衆議院という単語のベクトルをうまく学習していること
がわかる． 
 
３． 提案する分類手法 
（１）分類手法の概要 
本研究で提案する分類手法の特徴は，入力データを低
次元とし，計算時間を短縮することと，入力データに教
師なしデータを利用可能にすることで，分類に必要な教
師ありデータを減らすことである．前者を Word2Vec に
より実現させ，後者を深層学習の事前学習により実現さ
せる．手法の概要図を図 3 に示す． 
図 1 ニューラルネットワークの一例 
 （２）Word2Vec を用いた入力データの作成 
本研究では，Word2Vec を利用して文書を数値化し，ニ
ューラルネットワークへの入力を作成する．Word2Vec は
教師なし文章データを入力すると，文書中の単語を低次
元のベクトル化するツールである．ニューラルネットワ
ークでは，bag-of-words のような疎な入力を利用するとネ
ットワークのリンクの数が膨大になり，計算量も膨大に
なってしまうため，入力次元を下げる必要がある．そこ
で，本研究では，Word2Vec を利用することで入力を低次
元に抑えることを提案する． 
Word2Vec では，圧縮する次元数と考慮する周りの語数
を任意で決定することが出来る．今回は各単語を 200 次
元で表現し，考慮する語数を 5 とした． 
また，各単語のベクトル表現を獲得したあと，文章の
ベクトル化を行う．Word2Vec を利用した文書分類の先行
研究では，文書中の全ての単語の要素ごとの平均を文書
ベクトルとしているため，本研究でもそれにならい，文
書をベクトル化する．文書中の単語の数を N，各単語の
ベクトル数を 200，i 個目の単語の j 次元の要素を wijとす
ると，文書ベクトル d は式(4)のように表すことが出来る． 
 
 𝒅 = [
∑ 𝑤𝑖1
𝑁
𝑖=1
𝑁
 
∑ 𝑤𝑖2
𝑁
𝑖=1
𝑁
 ⋯ 
∑ 𝑤𝑖200
𝑁
𝑖=1
𝑁
]
𝑇
 (4)  
この d をニューラルネットワークの入力とする． 
（３）事前学習を利用した学習 
２－（３）節で説明したように，事前学習では教師な
しデータを利用して学習を行うことが可能である．また，
事前学習を行うことで，ファインチューニングをする際
に精度の悪い局所解に収束する可能性の低下や，過学習
を防ぐことが可能になるとされている．そこで，本研究
では十分な事前学習を行うことで，多量の教師データで
学習の精度をあげていたところを，事前学習を十分行う
ことで少ない教師データで学習を行うことが出来ると考
え，事前学習を行うことを提案する．事前学習を行った
あとに少数の教師データでファインチューニングを行う． 
また，深層学習ではパラメータがタスク固有であり，
本研究と同様のタスクでパラメータを求めた研究は行わ
れていないため，パラメータに関する実験も行う．本研
究で変更するパラメータは下記の 6 個である． 
 中間層の数 
入力層と出力層の間の中間層の数，2 層から 5 層の間
で変化させる． 
 ノード数 
中間層のノード数，50，100，200，500 で変化させる． 
 ノイズの発生確率 
本研究で利用する事前学習は denoisingAutoencoder と
いうランダムでノイズを加える学習法であり，そのノイ
ズの発生確率，0.1から 0.9までを 0.1刻みで変化させる． 
 エポック数 
 事前学習を行う際に同じデータで学習する回数，10，
50，100 と変化させる． 
 バッチ数 
確率的勾配降下法を行う際に，同時に勾配を計算する
数，10,50,100 と変化させる． 
 打ち切り条件 
過学習を避けるために，ファインチューニングを打
ち切る際の条件，エラー率 0 から 0.3 までを 0.1 ごとで
変化させる． 
図 2 衆議院のベクトルと近い単語 
図 3 提案手法の概要 
４． 実験結果と考察 
本タスクで上記のようにパラメータを変更した場合の
パラメータの最適値は表 1 のようになった． 
最も精度に差が表れたパラメータは，層の数であり，
最も精度が良かった値は 2 で，最も精度が悪かった値が 4
であった．Word2Vec と深層学習を組み合わせた層の数を
0 から 2 までしか検証していなかった先行研究では層が
増えれば増えるほど精度が上がるという結果であったに
もかかわらず，本実験では層の数を増やすと精度が下が
るという結果になった．これは，多くの層で学習を行う
ためには，多くの教師データが必要であり，本研究では
教師データが少ない場合を取り扱っているためであると
考えられる．また，ノード数では，数を増やすにつれ精
度が上がるという結果が得られた． 
最適なパラメータを利用した提案手法と，ナイーブベ
イズ分類器との精度の比較を行った結果を表 2 に示す． 
表 2 より提案手法は precision，Recall，精度全てにおいて
ナイーブベイズで分類を行った結果より優れた数値であ
った．また，Welch の t 検定で提案手法とナイーブベイ
ズの精度の平均に差がないという仮定のもと検定を行っ
た結果，両側確率が 9.13E-7 となり，有意差があるという結
果が得られ，提案手法の有効性が示された．しかし，提案手
法では十万件の事前学習も含み，計算も複雑であるため，
計算時間の面では提案手法はナイーブベイズよりも劣っ
てしまった． 
 また，本研究では事前学習の際に教師なしデータを用
いたことが特徴の一つであるため，教師なしデータの件
数と精度の推移の関係も実験を行った．その結果を図 4
に示す．また図 4 の横軸は対数を取った．結果として，
事前学習 1 万件程度までは，精度の向上が見られたがそ
れ以降は大きな差がなかった．しかし，事前学習を行わ
ない場合と行った場合では，精度に 20%以上の差が出て
いるため，本研究で行った手法は成功したと考えられる． 
 
５． まとめ 
本研究では，学習に必要な教師データを少数にするた
めに，教師なしデータを利用する分類を提案した．その
利用箇所は事前学習と，Word2Vec によるニューラルネッ
トワークへの入力作成の際である．その結果，スパム対
策等に使われるナイーブベイズと比較し，精度に有意差
があるという結果が得られた． 
 
表 1 提案手法の最適なパラメータ 
表 2 提案手法とナイーブベイズ法の精度比較 
 
また，従来の類似研究[6]では，中間層を増やせば増や
すほど精度が上がるという結果が得られていたにもかか
わらず，本研究では中間層を 2 層以上にすると精度が落
ちるという結果が得られた．これは多層にしたときの膨
大な重みのパラメータを変更するのに十分な量の教師あ
りデータがなかったからであると考えられる．そのため，
本研究で目的とする教師ありデータの少ない場合では，
層の数を限定し，ノード数を増やすと精度が高くなるこ
とがわかった． 
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  提案手法 ナイーブベイズ 
precision 0.81 0.71 
recall 0.78 0.65 
f 値 0.79  0.68  
精度 0.78 0.65 
計算時間[sec] 106.51 6.31 
パラメータ名 値 
層の数 2 
ノード数 500 
ノイズの発生確率 0.2 
エポック数 10 
バッチ数 10 
打ち切り条件 0.2 
図 4 分類精度と教師なしデータの件数の関係 
