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Abstract 
We address the problem of estimating the posi- 
tion and motion of a human arm in 3 0  without 
any constraints on its behavior and without the use 
of special markers. We model the arm as two trun- 
cated right-circular cones connected with spherical 
joints. We propose to use a recursive estimator for 
arm position, and to provide the estimator with er- 
ror signals obtained by comparing the projected es- 
timated arm position with that of the actual arm in 
the image. The system is demonstmted and tested 
on a real image sequence. 
1 Introduction and motivation 
Observing the human body in motion is key to a 
large number of activities and applications: 
Security - In museums, factories and other lo- 
cations that are either dangerous or sensitive it is 
crucial to detect the presence of humans and mon- 
itorlclassify their behavior based upon their gait 
and gestures. 
Animation - The entertainment industry makes 
increasing use of actor-to-cartoon animations where 
the motion of cartoon figures and rendered models 
is obtained by tracking the motion of a real person. 
Virtual reality - The motion of the user of a vir- 
tual reality system is necessary to adjust display 
parameters and animations. 
Human-machine interfaces - The motion of the 
human body may be used as a convenient interface 
between man and machine. For example the hand 
could be used as a 3D mouse. 
Biomechanics - Reconstructing the 3D motion of 
human limbs is used for clinical evaluation of ortho- 
pedic patients and for training of both professional 
and amateur athletes. 
Signaling - In airports, at sea, and in other high- 
noise environments the arms and torso are used for 
signaling. 
Camem control - Active camera control based on 
the motion of humans can be used for sport events, 
conferences, and shows, thus replacing human oper- 
ators. It may also be used to make human operators 
more effective in security monitoring. 
%fit monitoring - Pedestrians are often a com- 
ponent of street traffic. They need to be detected 
and their behavior understood (e. g. intention to 
cross at a traffic light, gesture signaling for emer- 
gency help) in order to help avoid collisions and 
dangerous situations, and in order to detect acci- 
dents immediately. 
Customer monitoring - Data on the behavioral 
pattern of exploration and purchasing of store cus- 
tomers is extremely valuable to advertising compa- 
nies, producers and sales management. 
Current techniques for tracking the human body 
involve a large variety of methods. Security, traf- 
fic monitoring, sagnaling, and customer monitoring 
are typically implemented using human observers 
that survey the scene either directly or via a mul- 
tiple camera closed circuit TV system. For anima- 
tion and biomechanics multiple camera systems and 
manual tracking of features m o s s  image sequences 
is used. For virtual reafty an assortment of gloves, 
suits, joysticks and inductive coils is used. For 
human-machine interfaces we have joysticks, mice 
and keyboards. 
All of these methods require either employing 
dedicated human operators or using ad-hoc sensors. 
This results in a number of limitations: 
Practicality - the user needs to wear markers 
or other ad-hoc equipment which may be im- 
practical, uncomfortable, constrain the user to 
a limited work space, be difficult to transport; 
Cost - computational and sensory hardware 
and human operator time. 
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3. Timeliness - The data may not be available in 
real-time, but only after a lag required to pro- 
cess a batch of images, allow communication 
between human operators etc. 
If tracking the human body could be made au- 
tomatic and non-invasive, and therefore cheaper, 
more practical and faster, not only the applications 
listed above could be better performed, but also a 
number of new applications would be feasible. 
1.1 Automatic human motion estima- 
Previous work on human motion estimation can 
tion 
be coarsely grouped into three types : 
0 gesture classification [5,  61 
systems which track or classify periodic mo- 
tions with l degree of freedom [12, 9, 101 
0 estimation of 3D unconstrained motion; of the 
hand from a monocular view [ll]; of the body, 
with the use of multiple cameras and special 
markers [2] 
We are interested in estimating 3D uncon- 
strained motion. The most accurate system at the 
moment is ELITE [2], which is able to estimate po- 
sition with an accuracy of 0.1% of the workspace 
diameter. However, to achieve such accuracy, it 
is necessary to use a system composed of special- 
purpose markers, infrared lighting, and 4-8 cam- 
eras that need to be accurately calibrated. As in 
[ll], we explore the opposite side of the spectrum 
of approaches to the problem: how accurately can 
one track in 3d the human body with the sim- 
plest, cheapest, and most convenient setup: a single 
grayscale camera and no special markers. 
In this paper we study the more constrained 
problem of estimating the motion of the human 
arm. This is a good starting point because arm 
estimation is very useful in numerous applications 
(eg. human-machine interaction, security); it’s also 
easily extendible to the whole body since leg struc- 
ture is very similar to that of the arm and so only 
torso and head tracking remain to be done. 
In the next section we present some theoretical 
considerations on the accuracy achievable in depth 
reconstruction from a monocular view. Afterwards, 
we describe our arm model, the estimation method, 
and an experiment with a 1132 frame sequence. Fi- 
nally, we discuss the success of the method and the 
directions for future research. 
2 The accuracy achievable from a 
We will not attempt to give a full analysis, but 
rather to provide some intuition. From a monocu- 
lar view, the depth of an isolated point is impossi- 
ble to recover; it is information on relative structure 
which allows depth to be determined. The simplest 
structure to study is that of a line segment. In our 
analysis, we keep one endpoint of the segment fixed 
in space and calculate the dependence of the depth 
estimation of the other endpoint with respect to de- 
viations in its image plane coordinates. In order to 
facilitate comparison with our experiment, we cal- 
culate image coordinates using the camera parame- 
ters of the camera in the experiment. Furthermore, 
we place the fixed endpoint of the line segment along 
the optical axis at the same depth as the location 
of shoulder during the experiment, and the length 
of the line segment is the length of the upper-arm 
of the subject performing the experiment. 
monocular view 
Figure 1: Estimating depth sensitivity: What 
is the change in depth (AZ) €or a given image coor- 
dinate error (e) given the angle 4 from the optical 
axis? 
Fig.1 shows the coordinate system used in calcu- 
lating the sensitivity. The angle # is the angle be- 
tween the segment and the optical axis. Fig.2(top) 
shows the error of the endpoint’s depth estimate 
when it’s image coordinates are disturbed by 1 pixel 
(in the worst direction). The qualitative nature of 
the results agree with one’s initial intuition; when 
the line segment is pointing towards the camera, 
the depth error is quite small, and when the seg- 
ment endpoints are equidistant from the camera the 
depth error increases quickly to infinity. From this 
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Figure 2:  Sensitivity Analysis: (T0p):TypicaJ er- 
ror in depth estimate of the free endpoint of a line 
segment when there is 1 pixel error in it’s image 
plane coordinates. (Bottom) An example of the 
maximum permissible angle between the segment 
and the optical axis as a function of image plane 
coordinate error, so that relative error is less than 
7.5% (solid), 1.0% (dashed). 
plot we calculate as a function of image coordinate 
error the maximum angle of deviation from point- 
ing straight at the camera permissible so that the 
relative depth error is less than 7.5% and less than 
l%(Fig.a(bottom)). It can be seen that as the ac- 
curacy required increases, the range of acceptable 
positions decreases significantly. 
Of course, since our estimation method (de- 
scribed below) does not use measurements of end- 
point position in the image plane, a direct appli- 
cation of these results is not possible, however, it 
gives us some idea of how sensitive the depth es- 
timation is with respect to the information in the 
image. One can improve upon pure length mea- 
surements by using both the dynamics of the sys- 
tem being estimated (ie, the existence of a smooth 
trajectory, velocity), and more of the structure of 
the object (ie, even if one arm segment is in an ill- 
conditioned position, the other may not be, and so 
the position of the arm can still be estimated accu- 
rately). 
3 The estimation system 
We develop a method for arm tracking inspired 
by Dickmann’s work on lane following [4]. The basic 
idea is that rather than extracting features from the 
image, to make direct comparisons between what 
is in the image and what is expected. The cur- 
rent estimate of arm position is used to predict the 
appearance of the arm in the image, and the dif- 
ference between the predicted and actual images is 
then used as an error measurement for a recursive 
estimator. 
3.1 The arm model 
In order to generate the predicted image, we 
need to “render” a 3D model of the arm from the 
camera’s point of view. We choose a simple 3D 
model (Fig.3) in which the upper and lower arm are 
modeled as truncated right-circular cones, and the 
shoulder and elbow joints are modeled as spherical 
joints. Clearly, a real arm is not conical, however, 
we hope that except for cases of extremely muscu- 
lar arms the approximation is sufficiently accurate. 
Furthermore, the elbow joint is not spherical but 
planar, but for a conical limb model (as well as for 
a stick model) rotation along the limb axis is un- 
observable, and thus the motions of models with 
spherical and planar elbow joints are indistinguish- 
able. Assigning two degrees of freedom to each limb 
or one DOF to the forearm and three to the upper 
arm becomes a matter of aesthetic preference. 
Figure 3: The arm model: Limbs are modeled 
as truncated right-circular cones. The elbow and 
shoulder joints are modeled as spherical joints, and 
the hand tip is assumed to be along the forearm 
axis. 
The strongest simplification of our arm model 
concerns the modeling of the hand. At this initial 
stage, in order to keep the model as simple as pos- 
sible and to have as few degrees of freedom as pos- 
sible (only four positional DOF with two spherical 
joints), we do not model (or render) the shape of 
the hand, but simply assume it to extend along the 
axis of the forearm, with the fingertip of the mid- 
dle finger a constant distance from the wrist joint. 
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This strong simplification will eventually be eli i i-  
nated, in order to be able to track arms in which 
the hand moves with respect to the forearm, but it 
provided us with a reasonable starting point to test 
the concept. 
Our model thus requires 7 parameters to describe 
it’s shape: the longitudinal lengths of the hand, 
forearm and upper arm (3), and the diameters of 
the two limb segments at each end (4). Each of 
these parameters must be measured with at least 1 
cm accuracy. Furthermore, we assume that the 3D 
position of the shoulder is known. There is a natural 
hierarchy to the segmentation of the human body, 
and shoulder position is determined by tracking the 
torso. Since we attempt to track only the arm, we 
assume the shoulder position is known. 
3.2 The Recursive Estimator 
Our recursive estimator is an Extended Kalman 
Filter with implicit measurements [8, 3, 71. The 
state of the filter is the four spherical joint angles 
of the arm model. The dynamics on the state is 
simply a random walk in the spherical coordinates. 
The covariance matrix of the random walk is calcu- 
lated at each step such that it remains constant in 
a Euclidean coordinate system for the hand tip and 
elbow positions. This calculation compensates for 
the fact that the sensitivity of the hand and elbow 
positions with respect to the spherical coordinates 
varies from one point in state space to another. The 
implicit measurements are a non-linear function of 
the current state estimate and the current image. 
The key to the success of the method is the ability 
to obtain a linearization of the measurement equa- 
tion. This involves calculating the jacobian of the 
measurements with respect to the state (and the 
image), which in turn involves knowing a precise 
camera calibration. Although a straightforward cal- 
culation, it is rather tedious, and we refer the details 
There are very many choices for possible image 
error measurements. The ultimate measurement 
(technically impossible for the time being) would 
be to use a biomechanically accurate model of the 
arm, along with knowledge of texture, reflectance 
function and lighting conditions, to render a pre- 
diction of the image with photographic quality, and 
then measure the difference of intensity values be- 
tween predicted and real image. The measurement 
currently in use is considerably simpler (Fig.5). We 
image the arm against a dark background (Figs.7’8) 
to have high contrast boundaries for most part of 
to [l]. 
Arm dynandcmdel 
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Figure 4: The estimation system: Red and ren- 
dered arm views are compared to provide an error 
signal to a recursive estimator. 
Figure 5:  The measurements for the recur- 
sive estimator: The (+) indicate locations on the 
thresholded and blurred image where intensity val- 
ues are compared with those from the predicted arm 
position (outlined by lines). 
the arm. The image is first thresholded, and then 
blurred with a 2 dimensional Gaussian filter of spec- 
ified width. Then the difference between the real 
image and the predicted image is calculated at 20 
points on both sides of each (predicted) limbs’ con- 
tours and the predicted hand tip position (100 mea- 
surements in all). If the predicted and the real im- 
age fall exactly on each other (and in the absence 
of measurement noise and modeling error) , all these 
differences are zero, otherwise, the deviations from 
this ideal value constitutes the innovation process 
used by the Kalman filter for the update of the state 
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estimate (Fig.6). 
Figure 6: Detail of the measurement process: 
TI-ansverse to the predicted arm contour, the ac- 
quired thresholded and blurred image is sampled at 
4 points. The difference between the expected and 
measured intensity values generates an error vector. 
Kalman filtering theory assumes that the mea- 
surement noise is Gaussian with zero mean. For 
our measurements, it is very difficult to determine 
the noise statistics, and surely it is not Gaussian. 
Arguably we may assume it is zero mean, and since 
the thresholded values are bounded, we can calcu- 
late an upper bound on the noise variance. 
4 Experiment a1 Results 
4.1 Description of the experiment 
The method was tested on a real sequence of im- 
ages in which a human subject moved his fingertip 
along a rectangular pattern drawn on a table. Be- 
fore commencing the motion, a checkerboard pat- 
tern (Fig.7) was placed on the table in order to cal- 
ibrate the camera and to obtain the ground truth 
of the motion. In order for the real arm to match 
well with our simple arm model, during the motion 
the subject maintained his hand rigidly extended 
along the axis of the forearm, and attempted to 
maintain his shoulder position fixed in space. The 
sequence consists of 1 1/4 turns along the rectan- 
gular path, and is 1132 frames long (acquired at 30 
frameslsec). The initial fit of the model to the first 
frame was done manually, and the tracking was per- 
formed twice; on every frame (30 Hz rate), and on 
every 10th frame (3 Hz rate) to explore the sensi- 
tivity of the method with respect to frame rate. 
4.2 Experiment Results 
Fig.8 shows the initial position of the hand (with 
the initial estimate) and the true and tracked tra- 
Figure 7:  The calibration image: A checker- 
board pattern is used to determine the camera pa- 
rameters and the transformation between the cam- 
era reference frame and the ambient (checkerboard) 
reference frame (necessary to determine the ground 
truth). 
Figure 8: The tracked trajectory: The initial 
arm position is shown with the initial estimate. (X) 
mark estimated shoulder, elbow, wrist and fingertip 
positions, solid lines outline estimated arm. Ground 
truth trajectory as well as estimated trajectory are 
shown. Shift of estimated trajectory is due to the 
fingertip not lying on the forearm axis. 
jectory as they appear from the camera point of 
view. The tracked trajectory appears shifted to the 
right (in the subject’s reference frame) with respect 
to the real trajectory. The reason for this shift is 
that the subject’s middle finger fingertip was not 
exactly aligned with the forearm axis, but instead 
was approximately 2 cm to the left of it. Since the 
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Figure 9: The tracked arm: The estimated arm 
position projected onto the thresholded image for 4 
frames of the sequence. 
-% 200 400 600 so0 ldoo l2A 
Frame number 
Figure 10: 
error when 
when every 
Position versus time: The tracking 
every frame was tracked (dotted) and 
10th frame was tracked (solid) as com- 
pared to ground truth (dashed). The errors of the 
two tracks are comparable and under 5 cm in all 
coordinates. 
motion was performed by tracing out the rectangu- 
lar path with the middle finger fingertip, the tracked 
trajectory appears shifted to the right. Fig.9 shows 
the projection of the estimated arm position on the 
thresholded images at four different positions dur- 
ing the motion. 
Fig.10 compares the tracked and the true trajec- 
tory in the ambient reference frame as a function 
Frame number 
Figure 11: Depth error versus time: Top plot 
shows tracking error in the direction of the camera 
optical axis. Dotted - every frame tracked, Solid - 
every 10th fi-ame tracked, Dashed - ground truth. 
Maximum error is less than 5 cm. Bottom: relative 
depth error is less than 7.5%. 
of time. In this reference frame the Z component 
should always be zero (since the fingertip is always 
on the surface of the table), and i t  is estimated as 
such with a maximum error of 5 cm. The X and 
Y components are also estimated with an error of 
less than 5 cm at both tracking rates. Fig.11 shows 
that the depth error (error in the direction of the 
camera optical axis) is also less than 5 cm at both 
tracking rates ( a 7.5% relative error). 
In performing the experiment, we found that the 
tracking was very sensitive to the arm parameters. 
A considerable amount of time was spent trying to 
adapt the 7 arm parameters and the shoulder posi- 
tion in order to obtain these results. With the orig- 
inal untuned parameters, the errors were between 
two to three times as large. It is possible that more 
tuning can reduce the error further, however, the 
accuracy of the tracking is limited by the fact that 
there is unmodeled movement of the shoulder (as- 
sumed stationary) and of the hand with respect to 
the forearm axis. 
5 Conclusions and Future Work 
We have demonstrated that the human arm may 
be tracked accurately in 3D using a single camera 
and a simple 7 parameter model. 
Our promising results suggest several directions 
for future work: 
In order to eliminate the assumption of constant 
shoulder position, we need to develop a kinematic 
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model of the head, neck, and shoulder region of the 
body. A new model for the hand is also necessary to 
allow for hand movement with respect the forearm. 
It is also necessary to develop simple and structured 
methods for automatically determining the arm pa- 
rameters. 
In order to continue our study on the accuracy 
of 3D position attainable from a monocular view, 
it would be interesting to experiment with lenses 
of different focal length. In particular, a wide an- 
gle lens will produce a larger perspective deforma- 
tion which should aid in tracking since there will be 
larger variation in apparent arm width depending 
on arm position. Also, it is extremely straightfor- 
ward to extend our method to receive input from 
more than one camera, and this will allow us to 
make a direct comparison between monocular and 
stereoscopic tracking. 
Currently our method is limited by the fact that 
we assume the arm is moving in front of a dark 
background. This is a justifiable initial simplifica- 
tion since it allowed us to test the general principles 
of the method without having to worry about de- 
veloping a reliable and high quality measurement. 
To increase the practicality of the system a mea- 
surement which can work in more general scenes 
must be developed. There are very many possible 
choices, the only requirement is that for whatever 
property of the image we decide to measure we can 
also predict what the measurement would be based 
on the estimated state, so that an error signal can 
be obtained. 
We have still not dealt with the problem of oc- 
clusions. Intuitively, a proposed solution can be to 
use the current estimate of the arm position to com- 
pute where the occlusions occur in the image plane, 
and make image measurements only at unoccluded 
locations. 
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