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Abstract
The main objective of this paper is to investigate the explicit form, stability
character and global behavior of solutions of the following two systems of rational
difference equations
xn+1 =
±1
yn (xn−1 ± 1) + 1 , yn+1 =
±1
xn (yn−1 ± 1) + 1 , n = 0, 1, ...
such that their solutions are associated with Tribonacci numbers.
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1. Introduction
Difference equation or discrete dynamical system is a diverse field which im-
pact almost every branch of pure and applied mathematics. Lately, there has been
great interest in the study of solving difference equations and systems of difference
equations, see [1-14]. In these studies, the authors deal with the closed-form, sta-
bility,periodicity, boundeness and asymptotically behavior of solutions of nonlinear
difference equations and systems of difference equations. There are many recent
investigations and interest in the field which difference equations have been studied
by several authors, as in the examples given below:
Tollu et al. [2] considered the following four Riccati difference equations
(1) xn+1 =
1 + xn
xn
, yn+1 =
1− yn
yn
, un+1 =
1
un + 1
, vn+1 =
1
vn − 1 ,
in which the initial conditions are real numbers. They derived the formulae for the
solutions of equations (1) with their solutions are associated to Fibonacci numbers.
Also, they in [3] studied the systems of difference equations
xn+1 =
1+ pn
qn
, yn+1 =
1 + rn
sn
, n ∈ N0,
1
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where each of the sequences pn, qn, rn and sn is some of the sequences xn or yn
by their own. They solved fourteen systems out of sixteen possible systems. In
particularly, the representation formulae of solutions of twelve systems were stated
via Fibonacci numbers.
In [11], Matsunaga and Suzuki studied the following system of rational differ-
ence equations
(2) xn+1 =
ayn + b
cyn + d
, yn+1 =
axn−1 + b
cxn + d
, n = 0, 1, ...,
where the parameters a, b, c, d and the initial values x0, y0 are real numbers.
They obtained the explicit solutions of system (2) which are generalized Fibonacci
sequence.
In [13], O¨calan and Duman considered the following nonlinear recursive differ-
ence equation
(3) xn+1 =
xn−1
xn
, n = 0, 1, ...,
with any nonzero initial values x−1 and x0. Then, they extended their all results
to solutions of the following nonlinear recursive equations
(4) xn+1 =
(
xn−1
xn
)p
, p > 0 and n = 0, 1, ...,
with any nonzero initial values x−1 and x0.
Hence, in this study, we consider the following systems of difference equations
(5) xn+1 =
1
yn (xn−1 + 1) + 1
, yn+1 =
1
xn (yn−1 + 1) + 1
, n = 0, 1, ...,
(6) xn+1 =
−1
yn (xn−1 − 1) + 1 , yn+1 =
−1
xn (yn−1 − 1) + 1 , n = 0, 1, ...,
such that their solutions are associated with Tribonacci numbers.
Our aim in this study is to determine some relationships both between Tri-
bonacci numbers and and solutions of the aforementioned systems of difference
equations and between the tribonacci constant and the equilibrium points of these
systems of difference equations.
2. Preliminaries
2.1. Linearized stability. Let us introduce the discrete dynamical system:
xn+1 = f1 (xn, yn) ,(7)
yn+1 = f2 (xn, yn) ,
n ∈ N, where f1 : I1 × I2 → I1and f2 : I1 × I2 → I2 are continuously differ-
entiable functions and I1, I2 are some intervals of real numbers. Also, a solution
{xn, yn}∞n=−k of system (7) is uniquely determined by initial values (x0, y0) ∈ I1×I2.
Definition 1. An equilibrium point of system (7) is a point (x, y) that satisfies
x = f1 (x, y) ,
y = f2 (x, y) .
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Together with system (7), if we consider the associated vector map
K = (f1, xn, f2, yn) ,
then the point (x, y) is also called a fixed point of the vector map K.
Definition 2. Let (x, y) be an equilibrium point of the map K where f1,and f2
are continuously differentiable functions at (x, y). The linearized system of system
(7) about the equilibrium point (x, y) is
(8) Xn+1 = K (Xn) = BXn,
where
Xn = (xn, yn)
T
and B is a Jacobian matrix of system (7) about the equilibrium point (x, y).
The linearized system, associated to system (7), about the equilibrium point
(x, y) is given by(
xn+1
yn+1
)
=
(
∂f1
∂xn
(x, y) ∂f1
∂yn
(x, y)
∂f2
∂xn
(x, y) ∂f2
∂yn
(x, y)
)(
xn
yn
)
.
Definition 3. Let (x, y) be an equilibrium point of system (7).
(a): An equilibrium point (x, y) is called stable if, for every ε > 0; there
exists δ > 0 such that for every initial value (x0, y0) ∈ I1 × I2, with
|x0 − x| < δ, |y0 − y| < δ,
implying |xn − x| < ε, |yn − y| < ε, for n ∈ N.
(b): If an equilibrium point (x, y) of system (7) is called unstable if it is not
stable.
(c): An equilibrium point (x, y) of system (7) is called locally asymptotically
stable if, it is stable, and if in addition there exists γ > 0 such that
|x0 − x| < γ, |y0 − y| < γ,
and (xn, yn)→ (x, y) as n→∞.
(d): An equilibrium point (x, y) of system (7) is called a global attractor if
(xn, yn)→ (x, y) as n→∞.
(e): An equilibrium point (x, y) of system (7) is called globally asymptotically
stable if it is stable, and a global attractor.
Theorem 4 (The Linearized Stability Theorem). Assume that
Xn+1 = K (Xn) , n = 0, 1, ...,
be a systemdifference equations such that X is a fixed point of F .
(a): If all eigenvalues of the Jacobian matrix B about X lie inside the open
unit disk |λ| < 1, that is, if all of them have absolute value less than one,
then X is locally asymptotically stable.
(b): If at least one of them has a modulus greater than one, then X is
unstable.
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2.2. Tribonacci numbers. Now, we give information about Tribonacci num-
bers that we afterwards need in the paper.
The Tribonacci sequence {Tn}∞n=0 is defined by the third-order recurrence re-
lations
(9) Tn+3 = Tn+2 + Tn+1 + Tn,
with initial conditions T0 = 0, T1 = 1, T2 = 1. Also, it can be extended the
Tribonacci sequence backward (negative subscripts) as
(10) T−n = T−n+3 − T−n+2 − T−n+1.
It can be clearly obtained that the characteristic equation of (9) has the form
(11) x3 − x2 − x− 1 = 0
such that the roots
α =
1 +
3
√
19 + 3
√
33 +
3
√
19− 3√33
3
β =
1 + ω
3
√
19 + 3
√
33 + ω2
3
√
19− 3√33
3
γ =
1 + ω2
3
√
19 + 3
√
33 + ω
3
√
19− 3√33
3
where α is called Tribonacci constant and
ω =
−1 + i√3
2
= exp (2pii/3)
is a primitive cube root of unity. Therefore, Tribonacci sequence can be expressed
using Binet formula
Tn =
αn+1
(α− β) (α− γ) +
βn+1
(β − α) (β − γ) +
γn+1
(γ − α) (γ − β) .
Furthermore, there exist the following limit
(12) lim
n→∞
Tn+r
Tn
= αr,
where r ∈ Z and Tn is the nth Tribonacci number.
3. Main Results
In this section, we introduce our results.
3.1. The System (5). In this subsection, we present our main results related
to the system (5). Our aim is to investigate the general solution in exact form of
system (5).and the asymptotic behavior of solutions of system (5).
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Theorem 5. Let {xn, yn}∞n=−1 be a solution system (5). Then, for n =
0, 1, 2, ..., the form of solutions {xn, yn}∞n=−1 is given by
x2n−1 =
T2n−2x−1y0 + (T2n − T2n−1) y0 + T2n−1
T2n−1x−1y0 + (T2n−2 + T2n−1) y0 + T2n
,
x2n =
T2n−1y−1x0 + (T2n+1 − T2n)x0 + T2n
T2ny−1x0 + (T2n−1 + T2n)x0 + T2n+1
,
y2n−1 =
T2n−2y−1x0 + (T2n − T2n−1)x0 + T2n−1
T2n−1y−1x0 + (T2n−2 + T2n−1)x0 + T2n
,
y2n =
T2n−1x−1y0 + (T2n+1 − T2n) y0 + T2n
T2nx−1y0 + (T2n−1 + T2n) y0 + T2n+1
,
where Tn is the nth Tribonacci number and the initial conditions x−1, y−1, x0,
y0 ∈ R− F , with F is the forbidden set of system (5) given by
F =
∞⋃
n=−1
{(x−1, y−1, x0, y0) : An = 0, Bn = 0, Cn = 0, Dn = 0}
where
An = T2n−1x−1y0 + (T2n−2 + T2n−1) y0 + T2n,
Bn = T2ny−1x0 + (T2n−1 + T2n)x0 + T2n+1,
Cn = T2n−1y−1x0 + (T2n−2 + T2n−1)x0 + T2n,
Dn = T2nx−1y0 + (T2n−1 + T2n) y0 + T2n+1.
Proof. We use the induction on k. For k = 0, the result holds. Suppose that
k > 0 and that our assumption holds for k − 1. That is,
x2k−3 =
T2k−4x−1y0 + (T2k−2 − T2k−3) y0 + T2k−3
T2k−3x−1y0 + (T2k−4 + T2k−3) y0 + T2k−2
,
xk−2 =
T2k−3y−1x0 + (T2k−1 − T2k−2)x0 + T2k−2
T2k−2y−1x0 + (T2k−3 + T2k−2)x0 + T2k−1
,
y2k−3 =
T2k−4y−1x0 + (T2k−2 − T2k−3)x0 + T2k−3
T2k−3y−1x0 + (T2k−4 + T2k−3)x0 + T2k−2
,
y2k−2 =
T2k−3x−1y0 + (T2k−1 − T2k−2) y0 + T2k−2
T2k−2x−1y0 + (T2k−3 + T2k−2) y0 + T2k−1
.
From system (5) and (9), it follows that
x2k−1 =
1
y2k−2 (x2k−3 + 1) + 1
=
1
T2k−3x−1y0+(T2k−1−T2k−2)y0+T2k−2
T2k−2x−1y0+(T2k−3+T2k−2)y0+T2k−1
(
T2k−4x−1y0+(T2k−2−T2k−3)y0+T2k−3
T2k−3x−1y0+(T2k−4+T2k−3)y0+T2k−2
+ 1
)
+ 1
=
T2k−2x−1y0 + (T2k−3 + T2k−2) y0 + T2k−1
(T2k−4 + T2k−3 + T2k−2)x−1y0 + (T2k−2 + T2k−1) y0 + T2k−3 + T2k−2 + T2k−1
.
Therefore, we have
x2k−1 =
T2k−2x−1y0 + (T2k − T2k−1) y0 + T2k−1
T2k−1x−1y0 + (T2k−2 + T2k−1) y0 + T2k
.
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And also, it follows that
y2k−1 =
1
x2k−2 (y2k−3 + 1) + 1
=
1
T2k−3y−1x0+(T2k−1−T2k−2)x0+T2k−2
T2k−2y−1x0+(T2k−3+T2k−2)x0+T2k−1
(
T2k−4y−1x0+(T2k−2−T2k−3)x0+T2k−3
T2k−3y−1x0+(T2k−4+T2k−3)x0+T2k−2
+ 1
)
+ 1
=
T2k−2y−1x0 + (T2k−3 + T2k−2)x0 + T2k−1
(T2k−4 + T2k−3 + T2k−2) y−1x0 + (T2k−2 + T2k−1)x0 + T2k−3 + T2k−2 + T2k−1
.
So, we obtain
y2k−1 =
T2k−2y−1x0 + (T2k − T2k−1)x0 + T2k−1
T2k−1y−1x0 + (T2k−2 + T2k−1)x0 + T2k
.
Similarly, from system (5) and (9), it follows that
x2k =
1
y2k−1 (x2k−2 + 1) + 1
=
1
T2k−2y−1x0+(T2k−T2k−1)x0+T2k−1
T2k−1y−1x0+(T2k−2+T2k−1)x0+T2k
(
T2k−3y−1x0+(T2k−1−T2k−2)x0+T2k−2
T2k−2y−1x0+(T2k−3+T2k−2)x0+T2k−1
+ 1
)
+ 1
=
T2k−1y−1x0 + (T2k−2 + T2k−1)x0 + T2k
(T2k−3 + T2k−2 + T2k−1) y−1x0 + (T2k−1 + T2k)x0 + T2k−2 + T2k−1 + T2k
.
Thus, we get
x2k =
T2k−1y−1x0 + (T2k−2 + T2k−1)x0 + T2k
T2ky−1x0 + (T2k−1 + T2k)x0 + T2k+1
.
And also, it follows that
y2k =
1
x2k−1 (y2k−2 + 1) + 1
=
1
T2k−2x−1y0+(T2k−T2k−1)y0+T2k−1
T2k−1x−1y0+(T2k−2+T2k−1)y0+T2k
(
T2k−3x−1y0+(T2k−1−T2k−2)y0+T2k−2
T2k−2x−1y0+(T2k−3+T2k−2)y0+T2k−1
+ 1
)
+ 1
=
T2k−1x−1y0 + (T2k−2 + T2k−1) y0 + T2k
(T2k−3 + T2k−2 + T2k−1) x−1y0 + (T2k−1 + T2k) y0 + T2k−2 + T2k−1 + T2k
.
Herefrom, we have
y2k =
T2k−1x−1y0 + (T2k−2 + T2k−1) y0 + T2k
T2kx−1y0 + (T2k−1 + T2k) y0 + T2k+1
.
Theorem 6. The system (5) has unique positive equilibrium point (x, y) =
(a, a) and (a, a) is locally asymptotically stable.
Proof. Clearly, equilibrium point of system (5) is the real roots of the equations
(13) x =
1
x (y + 1) + 1
, y =
1
y (x+ 1) + 1
.
In (13), after some operations, we obtain
x = y.
As a result, we obtain the following equation
(14) x3 + x2 + x− 1 = 0.
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Then, the roots of the cubic equation (14) are given by
a =
−1 + 3
√
3
√
33 + 17− 3
√
3
√
33− 17
3
,
b =
−1 + ω 3
√
3
√
33 + 17− ω2 3
√
3
√
33− 17
3
,
c =
−1 + ω2 3
√
3
√
33 + 17− ω 3
√
3
√
33− 17
3
,
where
ω =
−1 + i√3
2
= exp (2pii/3)
is a primitive cube root of unity. So, the root a is only real number. Therefore, the
unique positive equilibrium point of system (5) is (x, y) = (a, a).
Now, we show that the unique positive equilibrium point of system (5) is locally
asymptotically stable.
Let I and J are some intervals of real numbers.and consider the functions
f : I2 × J2 → I and g : I2 × J2 → J
defined by
f (xn, xn−1, yn, yn−1) =
1
yn (xn−1 + 1) + 1
, g (xn, xn−1, yn, yn−1) =
1
xn (yn−1 + 1) + 1
.
We consider the following transformation to build corresponding linearized form
of system (5)
(xn, xn−1, yn, yn−1)→ (f, f1, g, g1) ,
where
f (xn, xn−1, yn, yn−1) =
1
yn (xn−1 + 1) + 1
,
f1 (xn, xn−1, yn, yn−1) = xn,
g (xn, xn−1, yn, yn−1) =
1
xn (yn−1 + 1) + 1
,
g1 (xn, xn−1, yn, yn−1) = yn.
Then, the linearized system of system (5) about the equilibrium point (a, a)
under the above transformation is given as
Xn+1 = BXn,
where Xn = (xn, xn−1, yn, yn−1)
T
and B is a Jacobian matrix of system (5) about
the equilibrium point (a, a) and given by
B =


0 −a
(a(a+1)+1)2
−(1+a)
(a(a+1)+1)2
0
1 0 0 0
−(1+a)
(a(a+1)+1)2
0 0 −a
(a(a+1)+1)2
0 0 1 0


=


0 −a3 a− 1 0
1 0 0 0
a− 1 0 0 −a3
0 0 1 0

 .
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Thus, we obtain the characteristic equation of the Jacobian matrix B as(
a3 + λ2
)2 − (a− 1)2 λ2 = 0,
or (
λ2 + (a− 1)λ+ a3) (λ2 − (a− 1)λ+ a3) = 0.
Hence, it is clearly seen that numerically
|λ1| = |λ2| = |λ3| = |λ4| = 0.40089 < 1.
Consequently, the equilibrium point (a, a) is locally asymptotically stable. So, this
completes the proof.
Theorem 7. The equilibrium point of system (5) is globally asymptotically
stable.
Proof. Let {xn, yn}n≥−1 be a solution system (5). By Theorem (6), we need
only to prove that the equilibrium point (a, a) is global attractor, that is
lim
n→∞
(xn, yn) = (a, a) .
From Theorem (5), (11) and (12), it follows that
lim
n→∞
x2n−1 = lim
n→∞
T2n−2x−1y0 + (T2n − T2n−1) y0 + T2n−1
T2n−1x−1y0 + (T2n−2 + T2n−1) y0 + T2n
= lim
n→∞
T2n−2
(
x−1y0 +
(
T2n
T2n−2
− T2n−1
T2n−2
)
y0 +
T2n−1
T2n−2
)
T2n−1
(
x−1y0 +
(
T2n−2
T2n−1
+ 1
)
y0 +
T2n
T2n−1
)
=
(
x−1y0 +
(
α2 − α) y0 + α
x−1y0 +
(
1
α
+ 1
)
y0 + α
)
lim
n→∞
T2n−2
T2n−1
= lim
n→∞
T2n−2
T2n−1
=
1
α
= a,
and
lim
n→∞
x2n = lim
n→∞
T2n−1y−1x0 + (T2n+1 − T2n)x0 + T2n
T2ny−1x0 + (T2n−1 + T2n)x0 + T2n+1
= lim
n→∞
T2n−1
(
y−1x0 +
(
T2n+1
T2n−1
− T2n
T2n−1
)
x0 +
T2n
T2n−1
)
T2n
(
y−1x0 +
(
T2n−1
T2n
+ 1
)
x0 +
T2n+1
T2n
)
=
(
y−1x0 +
(
α2 − α)x0 + α
y−1x0 +
(
1
α
+ 1
)
x0 + α
)
lim
n→∞
T2n−1
T2n
= lim
n→∞
T2n−1
T2n
=
1
α
= a.
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Then, we have
lim
n→∞
xn = a.
Similarly, we obtain
lim
n→∞
yn = a.
Therefore, we get
lim
n→∞
(xn, yn) = (a, a) .
The proof is completed.
3.2. The System (6). In this subsection, we introduce our main results re-
lated to the system (6). Our aim is to investigate the general solution in explicit
form of system (6).and the asymptotic behavior of solutions of system (6).
Theorem 8. Let {xn, yn}∞n=−1 be a solution system (6). Then, for n =
0, 1, 2, ..., the form of solutions {xn, yn}∞n=−1 is given by
x2n−1 =
− (T2n−2x−1y0 + (T2n−1 − T2n) y0 + T2n−1)
T2n−1x−1y0 − (T2n−2 + T2n−1) y0 + T2n ,
x2n =
− (T2n−1y−1x0 + (T2n − T2n+1)x0 + T2n)
T2ny−1x0 − (T2n−1 + T2n)x0 + T2n+1 ,
y2n−1 =
− (T2n−2y−1x0 + (T2n−1 − T2n)x0 + T2n−1)
T2n−1y−1x0 − (T2n−2 + T2n−1)x0 + T2n ,
y2n−1 =
− (T2n−1x−1y0 + (T2n − T2n+1) y0 + T2n)
T2nx−1y0 − (T2n−1 + T2n) y0 + T2n+1
where initial conditions x−1, y−1, x0, y0 ∈ R − F , with F is the forbidden set of
system (6) given by
F =
∞⋃
n=−1
{(x−1, y−1, x0, y0) : An = 0, Bn = 0, Cn = 0, Dn = 0}
where
An = T2n−1x−1y0 − (T2n−2 + T2n−1) y0 + T2n,
Bn = T2ny−1x0 − (T2n−1 + T2n)x0 + T2n+1,
Cn = T2n−1y−1x0 − (T2n−2 + T2n−1)x0 + T2n,
Dn = T2nx−1y0 − (T2n−1 + T2n) y0 + T2n+1.
Proof. Consider system (6) by taking n = 0, 1, 2, ... as follows:
n = 0 ⇒ x1 = −1x
−1y0−y0+1
, y1 =
−1
y
−1x0−x0+1
,
n = 1 ⇒ x2 = −(y−1x0−x0+1)y
−1x0−2x0+2
, y2 =
−(x
−1y0−y0+1)
x
−1y0−2y0+2
,
n = 2 ⇒ x3 = −(x−1y0−2y0+2)2x
−1y0−3y0+4
, y3 =
−(y
−1x0−2x0+2)
2y
−1x0−3x0+4
,
n = 3 ⇒ x4 = −(2y−1x0−3x0+4)4y
−1x0−6x0+7
, y4 =
−(2x
−1y0−3y0+4)
4x
−1y0−6y0+7
,
n = 4 ⇒ x5 = −(4x−1y0−y0+7)7x
−1y0−11y0+13
, y5 =
−(4y
−1x0−6x0+7)
7y
−1x0−11x0+13
,
n = 5 ⇒ x6 = −(7y−1x0−11x0+13)13y
−1x0−20x0+24
, x6 =
−(7x
−1y0−11y0+13)
13x
−1y0−20y0+24
,
...
If we keep on this process and also regard (9), then the result directly follows from
a simple induction.
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Theorem 9. The system (6) has unique negative equilibrium point (x, y) =
(d, d) and (d, d) is locally asymptotically stable.
Proof. Clearly, equilibrium point of system (6) is the real roots of the equations
(15) x =
−1
x (y − 1) + 1, y =
−1
y (x− 1) + 1.
In (15), after some operations, we get
x = y.
As a result, we obtain the following equation
(16) x3 − x2 + x+ 1 = 0.
Then, the roots of the cubic equation (16) are given by
d =
1 +
3
√
3
√
33− 17− 3
√
3
√
33 + 17
3
,
e =
1 + ω
3
√
3
√
33− 17− ω2 3
√
3
√
33 + 17
3
,
f =
1 + ω2
3
√
3
√
33− 17− ω 3
√
3
√
33 + 17
3
,
where
ω =
−1 + i√3
2
= exp (2pii/3)
is a primitive cube root of unity. So, the root d is only real number. Therefore, the
unique negative equilibrium point of system (6) is (x, y) = (d, d).
Now, we show that the unique negative equilibrium point of system (6) is locally
asymptotically stable.
Let I and J are some intervals of real numbers.and consider the functions
f : I2 × J2 → I and g : I2 × J2 → J
defined by
f (xn, xn−1, yn, yn−1) =
−1
yn (xn−1 − 1) + 1 , g (xn, xn−1, yn, yn−1) =
−1
xn (yn−1 − 1) + 1.
We consider the following transformation to build corresponding linearized form of
system (6)
(xn, xn−1, yn, yn−1)→ (f, f1, g, g1) ,
where
f (xn, xn−1, yn, yn−1) =
−1
yn (xn−1 − 1) + 1 ,
f1 (xn, xn−1, yn, yn−1) = xn,
g (xn, xn−1, yn, yn−1) =
−1
xn (yn−1 − 1) + 1 ,
g1 (xn, xn−1, yn, yn−1) = yn.
The linearized system of system (6) about the equilibrium point (d, d) under
the above transformation is given as
Xn+1 = BXn,
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where Xn = (xn, xn−1, yn, yn−1)
T
and B is a Jacobian matrix of system (6) about
the equilibrium point (d, d) and given by
B =


0 d
(d(d−1)+1)2
d−1
(d(d−1)+1)2
0
1 0 0 0
d−1
(d(d−1)+1)2
0 0 d
(d(d−1)+1)2
0 0 1 0


=


0 d3 − (1 + d) 0
1 0 0 0
− (1 + d) 0 0 d3
0 0 1 0

 .
Thus, we obtain the characteristic equation of the Jacobian matrix B as
(
d3 − λ2)2 − (1 + d)2 λ2 = 0,
or (
λ2 − (1 + d)λ− d3) (λ2 + (1 + d)λ− d3) = 0.
Hence, it is clearly seen that numerically
|λ1| = |λ2| = |λ3| = |λ4| = 0.40089 < 1.
Consequently, the equilibrium point (d, d) is locally asymptotically stable.
Theorem 10. The equilibrium point of system (6) is globally asymptotically
stable.
Proof. Let {xn, yn}n≥−1 be a solution system (6). By Theorem (9), we need
only to prove that the equilibrium point (d, d) is global attractor, that is
lim
n→∞
(xn, yn) = (d, d) .
From Theorem (8), (11) and (12), it follows that
lim
n→∞
x2n−1 = lim
n→∞
− (T2n−2x−1y0 + (T2n−1 − T2n) y0 + T2n−1)
T2n−1x−1y0 − (T2n−2 + T2n−1) y0 + T2n
= lim
n→∞
−T2n−2
(
x−1y0 +
(
T2n−1
T2n−2
− T2n
T2n−2
)
y0 +
T2n−1
T2n−2
)
T2n−1
(
x−1y0 −
(
T2n−2
T2n−1
+ 1
)
y0 +
T2n
T2n−1
)
=
(
x−1y0 +
(
α− α2) y0 + α
x−1y0 −
(
1
α
+ 1
)
y0 + α
)
lim
n→∞
−T2n−2
T2n−1
= lim
n→∞
−T2n−2
T2n−1
= − 1
α
= d,
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and
lim
n→∞
x2n = lim
n→∞
− (T2n−1y−1x0 + (T2n − T2n+1)x0 + T2n)
T2ny−1x0 − (T2n−1 + T2n)x0 + T2n+1
= lim
n→∞
−T2n−1
(
y−1x0 +
(
T2n
T2n−1
− T2n+1
T2n−1
)
x0 +
T2n
T2n−1
)
T2n
(
y−1x0 −
(
T2n−1
T2n
+ 1
)
x0 +
T2n+1
T2n
)
=
(
y−1x0 +
(
α− α2)x0 + α
y−1x0 −
(
1
α
+ 1
)
x0 + α
)
lim
n→∞
−T2n−1
T2n
= lim
n→∞
−T2n−1
T2n
= − 1
α
= d.
Then, we have
lim
n→∞
xn = d.
Similarly, we obtain
lim
n→∞
yn = d.
Therefore, we get
lim
n→∞
(xn, yn) = (d, d) ,
which completes the proof.
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