In this paper, we show how by a very simple modification of bivariate spline discrete quasi-interpolants, we can construct a new class of quasi-interpolants, which have remarkable properties such as high order of regularity and polynomial reproduction. More precisely, given a spline discrete quasi-interpolation operator Q d , which is exact on the space P m of polynomials of total degree at most m, we first propose a general method to determine a new differential quasi-interpolation operator Q D r which is exact on P m+r . Q D r uses the values of the function to be approximated at the points involved in the linear functional defining Q d as well as the partial derivatives up to the order r at the same points. From this result, we then construct and study a first order differential quasi-interpolant based on the C 1 B-spline on the equilateral triangulation with a hexagonal support. When the derivatives are not available or extremely expensive to compute, we approximate them by appropriate finite differences to derive new discrete quasi-interpolantsQ d . We estimate with small constants the quasi-interpolation errors f −Q 
Introduction
Quasi-interpolation based on a B-spline, i.e. a compactly supported piecewise polynomial function, is a general approach for efficiently constructing approximants, with low computational cost. Its effectiveness is particularly due to its small support, to achieve local control via suitable spline coefficients in the space spanned by the translates of the B-spline. It possesses certain very nice approximation properties such as its numerical stability and easy implementation. It also generates a numerical method that avoids the solution of large full linear systems.
The various methods in the literature for producing quasi-interpolants are excellently documented in the comprehensive book [25] (see also [11] , [12] , the survey [19] , and the references therein). In the paper [23] , it is shown how to modify a given linear operator such that the resulting operator reproduces polynomials to the highest possible degree, and such that the approximation order is the best possible.
The aim of this paper is to develop and apply this method to spline quasi-interpolants to derive new explicit differential spline operators, based on a uniform type-1 triangulation τ approximating regularly distributed data. An important feature of the proposed operators is that they only use the values of the function to be approximated as well as their derivatives up to some prescribed order at the grid points. We emphasize that our approach differs from the existing techniques of quasi-interpolation in both theoretical and computational aspects.
The paper is organized as follows. In Section 2, based on a discrete spline quasiinterpolation operator Q d (dQIO for short) exact on the space P m of polynomials of total degree at most m and by using the derivatives of the approximated function up to the order r, we construct a new differential quasi-interpolation operator Q D r (abbr. DQIO). We motivate the introduction of these differential operators and sketch their approximation properties in section 3. In particular, we establish an integral representation of the associated error and we prove that the resulting operator is exact on P m+r . Moreover, we estimate error bounds in order to define a function to be minimized. In Section 4, we particularize that function to the C 1 cubic case on the equilateral type-1 triangulation, and the unique solution of the associate problem is determined. Based on the dQIO given for that solution and using the values of the gradients, we construct a C 1 quartic differential quasi-interpolant which is exact on P 3 , whence the power of approximation is achieved. For this setting we establish a more explicit expression for the error estimate. In the case when the derivatives are not available, we use appropriate finite difference schemes to approximate them. Then a discrete C 1 quartic spline quasi-interpolant is derived and the error estimate is obtained in Section 5. Finally, in Section 6, numerical experiments are analyzed to show the performance of the proposed differential and discrete quasi-interpolants, and the latter is compared with another quasi-interpolation scheme based on C quartic splines on a (sligthly different) type-1 triangulation given in [32] , that does not require any derivative at any point of the domain. We conclude by briefly indicating their advantages, possible extensions of our results and some studies in progress.
Notations
Let τ be a uniform triangulation of the plane with grid points (A i ) i∈Z 2 . Let us denote by P k the space of bivariate polynomials of total degree at most k, and by S l k (τ ) the space of piecewise polynomial functions in C l (R 2 ) of total degree at most k, defined on τ . If M ∈ S l k (τ ) is a B-spline, we denote by P (M ) the space of polynomials of maximal total degree included in the space S (M ) spanned by translates of M . We will assume throughout the paper that P (M ) = P m for some positive integer m.
For a real valued function f and k ∈ N, we say f ∈ C k (R 2 ) if f is k times continuously differentiable in the following sense: the directional derivatives of order l, l = 0, . . . , k, at x ∈ R 2 along the direction y ∈ R 2 defined as
exist and depend continuously on x. When the directional derivative exists for y, it may be extended to multiples by defining
For f ∈ C k (R 2 ), we introduce
where · denotes the Euclidean norm in R 2 . It follows that for any x, y ∈ R 2 , we have
We will also use the 1-norm |·| 1 for computing the length of a vector of R k . To make the distinction clear, the superscript on a differential operator written in the form Q D r is meant to remind us that this quasi-interpolant is based on derivatives up to order r, while the notation Q d is designed for those based on point evaluators.
Modified differential bivariate spline quasi-interpolants
In this section we briefly outline the approach we take and state the main result of this paper. For a given non-negative integer ℓ, consider ℓ + 1 distinct vectors v 0 , . . . , v ℓ with v 0 = 0, and v k = 0 otherwise. We are interested in the dQIO Q d based on the B-spline M ∈ S l k (τ ) given by the expression
where λ is the linear functional defined as
for finite subsets J 0 , . . . , J k ⊂ Z 2 and c k := (c k,j ) j∈J k ∈ R #J k , with #J denoting the cardinality of J. Q d is a linear map into S (M ) which is local and bounded, and we shall construct Q d to reproduce P m .
Methods based on Appell sequences, Neumann series or Fourier transform to calculate the sequence determining the quasi-interpolation operator Q d when k = 0 are described in [11, ch . III], [12, ch. 8] and [25, ch. 12 ] (see also [10, [13] [14] [15] 18, 33] ). These standard quasi-interpolation operators, or some other related to them, are useful tools not only to approximate functions or discrete data but also, for instance, for numerically solving bivariate integral equations ( see [1] , [30] -and also [2] , [3] , [4] , [31] for the univariate case-), numerical integration (e.g. [16] , [17] ), and numerical differentiation (see e.g. [28] ).
We will assume that the free parameters c k,j , which define the functional λ, are given in such a way that Q d is exact on P m . So, Q d achieves the order of approximation m + 1. Then, the higher we can take m, the better approximation properties Q d will satisfy. We note that for the sake of notational convenience and simplicity, the explicit dependence of Q d upon the degree of polynomial reproduction is suppressed here, and indeed for all the operators used throughout the paper.
The dQIO Q d can be expressed as
where
is a compactly supported function due to the finiteness of J.
In general, for approximation, relatively high order polynomials have more flexibility than low order ones. For this reason, when a higher accuracy is required to achieve a better approximation, we wish to develop new approximation schemes based on dQIOs with a high order of polynomial reproduction. Commonly, Taylor expansion approaches are used to accomplish this. More precisely, if in (2) we replace f (A i + v k ) by its Taylor polynomial approximation of degree r at A i , then the resulting operator T D r reproduces polynomials up to degree max {m, r}. But, we can often do much better by properly choosing the Taylor coefficients. Indeed, we show (see Corollary 2 below) that the new modified operator
reproduces polynomials up to degree m + r, which is a surprising fact because we do not modify the order of the derivatives used by the Taylor operator T D r . Thus, polynomial reproduction and then its associated approximation order of most common operator T D r can be increased with a minimum of effort to a limit, depending only on the minimal smoothness required for the function in order for the operator given by (4) be well defined.
This result, which clarifies the advantage of the new modified operators, is a consequence of the following integral representation of the error for the quasi-interpolants Q D r , which can be the starting point for various subsequent variants and specializations.
PROOF. The proof we give here imitates step by step the approach already given in [22] . We introduce the univariate functions
Taylor's theorem with integral remainder implies that, for 0 ≤ l ≤ r,
If we multiply both sides by
and sum over l from 0 to r, we get
where k ′ = min {k, r}. It is shown in [22] that
Hence, from (6) we obtain
Furthermore, we observe that
Recalling that Q d reproduces constants, then we have i∈Z 2 ℓ k=0 L k (x − A i ) = 1. Therefore, multiplying both sides of (7) by L k (x − A i ) and summing over i ∈ Z 2 , we get
for some w α ∈ R, |α| = k. Hence, we get
Since |α| = k > 0 and P m is recovered by the operator Q d , we have
for k = 1, . . . , m. Therefore a(x) = 0 and then it follows from (8) that
To complete the proof it suffices to observe that g
In particular, the next result, concerning the exactness of Q D r , follows from the fundamental integral representation (5).
It is also worthwhile to note that as another immediate corollary of Theorem 1, we obtain the following error estimate.
PROOF. It follows from Theorem 1 that
A straightforward calculation shows that
which completes the proof.
We may estimate the approximation error as a function of the free parameters c j , when the function to be approximate is sufficiently regular. Indeed, by (3), the sum in the function R (x) involved in the error estimate established in equations (9)- (10) may be written in terms of the coefficients of the functional λ as follows:
One possible strategy would be to select the free parameters c k,j , in the starting operator Q d , in such a way to minimize the upper bound function F (c, x) subject to equality constraints on c j , yielding the exactness of Q d on P m . However, in order to obtain a much simpler minimization problem, we suggest a formulation with an upper bound F (c) of F (c, x), depending only on c 0 , . . . , c ℓ .
Due to the interesting properties of C 1 quartic splines on type-1 triangulations (cf. [27] ), we will solve this kind of problem starting from the C 1 cubic B-spline defined on the equilateral triangulation of the real plane, under specific imposed conditions on the sequence c. We will give a detailed treatment including an explicit error bound estimation for the corresponding operator, which are especially useful in practice.
4 Differential C 1 quartic spline quasi-interpolants on the equilateral three-directional mesh
In this section we are going to discuss the approach described in the previous section to construct bivariate C 1 differential quasi-interpolants with ℓ = 0 (and then v 0 = 0). Although the Cartesian lattice is the most used in processing and manipulating 2-D digital images, hexagonal sampling exhibits some theoretical advantages (see [20] , [24] , and earlier references quoted therein). So, in this section, we consider the equilateral triangulation τ with grid points A i :
i 2 , generated by the
, and Figure 1) , and we derive a new C 1 quartic differential quasi-interpolant using the general construction given in the previous section. Throughout this section, x = (x 1 , x 2 ) ∈ R 2 means that Approximation by C 1 quartic splines has been studied by several authors (see [19] , [32] , and the references therein). In the recent paper [32] , the authors have constructed a dQIO giving C 1 quartic quasi-interpolants on a non-equilateral threedirectional mesh. The quasi-interpolating splines are directly determined by setting the Bernstein-Bézier coefficients of the splines to appropriate combinations of the given data values, ensuring the C 1 smoothness and the four order of approximation. This scheme uses local portions of data on a refined mesh and interpolates the data at the vertices of the triangulation.
The constructive technique proposed in this paper will give a C 1 quartic differential quasi-interpolants. This latter requires, in addition to the function values, the values of the first-order partial derivatives at each of the vertices as well and, then, we do not modify the original triangulation. We obtain a small constant in the estimate of the quasi-interpolation error.
We consider the C 1 cubic B-spline M with regular hexagonal support defined on τ (see [29, chap . V]), and centered at the origin. As a first step, we can easily establish the following technical lemmas which are a direct consequence of the well-known fact that P(M) = P 2 . The monomials in this space may be written as linear combinations of the translates of M , and the corresponding expansions can be derived, for instance, by using the differential quasi-interpolant
where ∆f stands for the Laplacian of f (see [29, p. V-33] ). However, for later use, we prefer to rewrite them in more convenient forms, because they will help us to derive simple expressions of the error estimates.
Lemma 4
For all x = (x 1 , x 2 ) ∈ R 2 and i = (i 1 , i 2 ) ∈ Z 2 , we have
To produce a C 1 quartic quasi-interpolant exact on P 3 , we will modify the starting operator
Here Hex 2 stands for the hexagon in τ centered at the origin, with sides of length 2. We will supose that O d is exact on P 2 , and this property imposes some constraints on the parameters c j defining O d . Now, if we use the first two terms of the modified Taylor expansion (4) as an ap-proximation for f (A i ) , then the corresponding Q D 1 operator can be expressed as
In view of (4), specialized to the case m = 2 and r = 1, Corollary 2 guarantees automatically that the quasi-interpolant Q D 1 reproduces the space P 3 . It should be observed that by construction the C 1 smoothness is conserved by the new operator Q D 1 . Finally, in order to have a fundamental function L having the symmetries of τ , we shall consider an hexagonal sequence c, namely, a sequence fulfilling the following imposed conditions:
Moreover, with this choice the modified operator Q D 1 has fewest free parameters, which will simplify the computation of the quasi-interpolation operator.
Throughout the section we assume that (14) holds, and we denote as usual by ·, · the inner product in R 2 . The following lemma, whose proof is trivial, is nonetheless one of the key ingredients in our subsequent discussion.
Lemma 5 For any j ∈ Z 2 , we have
Moreover,
PROOF. We only give the proof for the first equality, the other ones being similar. For all x = (x 1 , x 2 ) ∈ R 2 , and for all i = (i 1 , i 2 ), j = (j 1 , j 2 ) , we get
Therefore, we have
and therefore by Lemma 4 the claim follows.
We are in position to bound the function F defined by (11) associated with the quasi-interpolant given by (13) . We denote by ρ the radius of the smallest ball that contains the support of M . We need the following result.
Proposition 6 For any j ∈ Z 2 , and any x ∈ R 2 , we have
For any i = (i 1 , i 2 ) ∈ Z 2 , we get
Squaring, by Lemma 5 we obtain
Thus, by the Cauchy-Schwarz inequality, we have
Noting that
the claim follows from Lemma 5.
We recall that the sequence c defining the operator Q D 1 must satisfy all required conditions given by equations (14) . In addition, we also have the following equality constraints on c:
which ensure the exactness conditions of Q D 1 on P 2 . From Corollary 3, identities (11), (15) and taking into account that ρ = 2, a standard manipulation now shows the following result, which concerns stability and convergence rate of the new operator defined by (13) .
. Then, for all x ∈ R 2 , we have 
Thus, our problem reduces to finding just two parameters c 2,0 , c 2,1 of the sequence c that minimize the quantity F (c 2,0 , c 2,1 ) subject to equality constraints (14) and (16) (17) . An easy computation yields the following minimum value. , and c 2,1 = 0. Using the notations in Fig. 1 , the corresponding discrete quasi-interpolant is given by
To further aid in understanding the new operator O d , we now mention one more essential extremal approximation property satisfying by O d .
Remark 9
It can be easily verified that the operator Q d satisfies the boundedness property Q d ∞ ≤ j∈J |c j |. The construction of discrete quasi-interpolants that minimize the given upper bound under the infinity norm has been studied in several papers in the uniform and non-uniform cases (see [5] , [6] , [8] and [7] ). Such operators are called near-best discrete quasi-interpolants. It is easy to check that the new operator O d given by (19) , which satisfies imposed conditions (14) and (16) (17) , possesses the remarkable property that it is also a near-best operator.
For convenience, we denote by Q D 1 the differential operator associated with O d given by the apropriate modification (13) . This guarantees that Q D 1 reproduces all cubic polynomials. Theorem 7 and Proposition 8 readily imply the following corollary.
. Then, for all x ∈ R 2 , we have
with
≃ 0.128 . Now, if we consider the triangulation τ h obtained by shrinking τ by a factor h > 0 with vertices A i,h = hA i , then the scaled operator
is a DQIO which coincides with Q D 1 when h = 1. Then, the corresponding error estimate in terms of the mesh size h is given by the following result, taking into account that ρ = 2h is the radius of the smallest ball that contains the support of M · h .
5 Discrete C 1 quartic quasi-interpolant
Our aim in this section is to construct a C 1 quartic spline quasi-interpolant that uses only function-value evaluations at the vertices of the triangulation since in most practical situations only discrete data are provided or available. In the expression of Q D h,1 , for all x = (x 1 , x 2 ) ∈ R 2 , we take into account that
Since (1 − s) 3 is of one sign on [0, 1], then there exist some real numbers
This, in conjunction with the definition of the modulus of continuity ω(D
, completes the proof. Now, we replace the derivatives in (13) by the finite difference schemes in Lemma 12 to obtain the C 1 quartic discrete quasi-interpolant
The deviation of Q D 1 from Q d can be estimated as follows.
Lemma 13
For f ∈ C 4 (R 2 ) and for all x ∈ R 2 , we have
PROOF. From equalities in Lemma 12, we have
Hence,
and
On the other hand, we have
Applying the Cauchy-Schwarz inequality and the results in Lemma 4, we obtain
Thus, we get
, and the claim follows.
After these preparatory facts, we are ready to give the error estimate for the scaled operator Q d,h associated with (24) (see (22) ).
An obvious consequence of Theorem above is the following result, which says that for
can be written as a main term plus a perturbation. This asymptotic behavior of the error is confirmed by the numerical examples in the next section.
and all x ∈ R 2 , we have
Numerical tests and visualization
To test the differential and discrete quasi-interpolation operators Q D h,1 and Q d,h , we consider the Franke and Nielson reference functions (cf. [21] , [26] ). Figure 2 shows the graphs of these functions as well as their differential and discrete quasiinterpolants with step length h = 1/32. They are produced using the graphical capabilites of Mathematica 5.2. There is no visual difference between the quasiinterpolated functions and their quasi-interpolants. Table 2 Maximal and root mean square errors of the C 1 quartic discrete quasi-interpolants of Franke and Nielson functions with step length 2 −n .
Note that the results obtained for the discrete quasi-interpolant are comparable to those reported in [32] for a quasi-interpolation operator defined using a quite different method. The error for a step length h associated with Q d,h must be compared with the errors associated with h/4 in the latter. But Q d,h [f] does not interpolate f at the grid points.
Concluding remarks
In this paper, with a new approach, conventional Taylor polynomial expansion is modified to develop a general method which offers a simple but useful way to increase the approximation order of a given discrete quasi-interpolation operator. The method requires the values of some partial derivatives of the function to be approximated. If they are not available, then appropriate standard finite differences are used.
The fundamental difference between the proposed approach and previously existing methods in the area is properly choosing the coefficients of the Taylor expansion. As an important example in practice, the case of a C 1 cubic B-spline defined on the equilateral triangulation is worked out in detail. The error bound is derived as a function of certain parameters defining the starting operator. The resulting dQIO has been determined by selecting these parameters, this is established by minimizing an upper bound for the quasi-interpolation error. In particular a special attention has been paid to the error constants in terms of the smoothness of f and of the mesh ratios of the triangulation.
The availability of a simple modified Taylor operator, without increasing the derivative order, is a key step in making practical use of the many advantageous computational properties of the proposed new quasi-interpolants. In particular, with the help of this transformation we have produced a C 1 discrete quasi-interpolant with interesting features. It is efficient since it may used in approaching a given set of data within a prescribed tolerance and easy to implement. Additionally, it possesses several practical remarkable properties: first, it uses only function evaluations at the vertices of the triangulation; second, it is local, stable, has a small constant in its error estimate; and finally, it is also a near-best dQIO which is an interesting property in practice. This connection, as noted in Remark 9, could also be exploited in the general setting to yield further interesting results.
The proposed technique may also be applied for constructing quasi-interpolants with higher order optimal approximation (see [9] for details). There are a number of possible extensions of the modified approach described in this paper. Future investigations should focus on the best choice of an appropriate modification of a given operator in order to obtain a small error estimate in (5). Although our study focuses on two-dimensional considerations, clearly, the new method could also be extended to quasi-interpolants in R d for arbitrary d. The proof is a straightforward extension of the proof of Theorem 1 and this is definitely an interesting as well as a challenging numerical test question.
