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ABSTRACT
It has been observed from image denoising experiments that trans-
lation invariant (TI) wavelet transforms often outperform orthog-
onal wavelet transforms. This paper compares the two transforms
from the viewpoint of approximation theory, extending previous
results based on Haar wavelets. The advantages of the TI expan-
sion over orthogonal expansion are twofold: the TI expansion pro-
duces smaller approximation error when approximating a smooth
function, and it mitigates Gibbs artifacts when approximating a
discontinuous function.
1. INTRODUCTION
Wavelet-based image estimation techniques have led to some ex-
cellent theoretical and experimental results. Many of these es-
timation schemes are based on orthogonal or nearly orthogonal
wavelet transforms. An alternative is TI wavelet transforms, which
were popularized by Coifman and Donoho [1]. They point out
that denoising using an orthogonal basis produces noticeable ar-
tifacts such as Gibbs-like ringing around discontinuities. These
artifacts are due to the misalignment of the discontinuities and
the wavelet basis functions. To ﬁx this problem, they proposed
a cycle-spinning denoising algorithm which shifts the signal by a
collectionofshifts, denoiseseachshiftedsignal,and align-averages
the estimates. The Gibbs artifacts of different shifts partially can-
cel each other, and the ﬁnal estimate exhibits signiﬁcantly weaker
artifacts. This is equivalent to denoising using an undecimated
overcomplete wavelet expansion. The redundancy factor is pro-
portional to the number of resolutions.
Since Coifman and Donoho’s work, TI expansions have been
tried in image estimation. It has been found experimentally that TI
wavelet expansions often produce better estimation performance
than orthonormal expansions. For example, Chang, Yu, and Vet-
terli [2] report the denoising results of a spatially adaptive wavelet
thresholding scheme using context modeling. The mean-squared
error (MSE) using a TI transform is about 25% lower than that us-
ing an orthonormal transform, other setting being the same. Fan
and Xia [3] reported 10 – 20 % improvement in MSE using TI
transforms for their hidden Markov model based wavelet denois-
ing scheme. Liu and Moulin [4] extend the use of TI transforms to
image restoration using linear blurs; this reduces the MSE by typ-
ically 15%. Similar improvement has been observed in wavelet-
based Poisson denoising experiments [5, 6].
The purpose of this paper is to explain from the viewpoint of
approximation theory the advantages of TI expansions over con-
ventional orthogonal expansions. Related work was presented by
Coifman and Donoho [1] for Haar wavelets and by Berkner and
Wells [7] for other orthonormal wavelets.
2. WAVELET KERNELS AND REGULARITY
2.1. Approximation in orthonomal wavelet basis
For simplicity of the presentation, we consider here the wavelet
approximation of 1–D continuous-time signals. Let
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2.2. Wavelet kernels for TI approximations
Due to the self–similarity of wavelets, it sufﬁces to consider the
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orthonormal wavelets.
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Thus the kernel for the TI wavelet representation is simply
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Due to the improvement in regularity of the approximant, the
TI basis is better than the orthogonal basis when approximating
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This comparison indicates that the TI expansion can approximate a
wider class of functions with smaller order of approximation error.
Improvement in regularity is directly related to estimation per-
formance. It has been shown [9] that under some mild conditions,
wavelet threshold-based schemes are nearly optimal in the mini-
max risk sense over the Besov class
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smoothness of the function class. This is closely related to image
denoising, since many real–world images can be well modeled by
Besov classes. One of the conditions required for near–optimality
is that the number of vanishing moments and the regularity of
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￿ . Due to the improvement of
smoothness as discussed above, the TI representation relaxes this
restriction. This has been claimed to be true for Haar wavelet [1],
and studied for more general orthonormal wavelets [7].
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2.3. Extension to biorthogonal wavelets
The analysis above can be extended to biorthogonal wavelet bases.
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Fig. 1. Gibbs phenomenon for Daubechies wavelets with (a) two and (b) four vanishing moments. The dash-dotted line is the ideal
sign function; the dashed line is the orthogonal approximation; and the solid line is the TI approximation.
Haar Db-2 Db-4 Db-8 Db- 16
OR TI OR TI OR TI OR TI OR TI
max 1.00 1.00 1.62 1.09 1.12 1.13 1.09 1.15 1.17 1.17
min -1.00 -1.00 -1.05 -1.09 -1.33 -1.13 -1.28 -1.15 -1.21 -1.17
Table 1. Maximum (overshoot) and minimum (undershoot) when approximating the sign function using Daubechies wavelets with
2, 4, 8, and 16 vanishing moments. Results are presented for orthonormal (OR) and TI approximations.
3. REDUCTION OF GIBBS ARTIFACTS
As we mentioned in the introduction, experiments and theory (for
Haarwavelets [1])haveshownthatTIapproximationreducesGibbs-
like ringing artifacts in the vicinity of discontinuities. It is thus of
interest to analyze the Gibbs phenomenon for orthogonal and TI
wavelet expansions based on arbitrary wavelets.
The Gibbs phenomenon applies to the recovery of a discontin-
uousfunction from itstruncated Fourierseries. As more expansion
terms are included, the convergence of the recovered signal to its
original is nonuniform. Overshooting and undershooting persist
around discontinuities. The Gibbs phenomenon was ﬁrst discov-
ered by Wilbraham in 1848, and then rediscovered by Gibbs in
1899 [11]. Gibbs artifacts for Fourier analysis has been well stud-
ied, e.g., see [12]. As is well known, the overshooting and under-
shooting exhibited in Fourier approximations are roughly 9%.
The study of Gibbs phenomenon for wavelet approximations
is more recent [13, 14]. Suppose the function to be approximated
has a discontinuity at the origin. To study the Gibbs artifact, it
sufﬁces to consider the triangle function
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phenomenon occurs. Use this condition, one can verify that there
is no Gibbs artifacts in Haar wavelet approximation.
Extending Kelly’s analysis [13], we can show that for a TI
approximation, the Gibbs phenomenon is characterized by
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Fig.1illustratestheGibbsphenomenonforDaubechieswavelets
with two and four vanishing moments. The original function is
the sign function (dash-dotted line). The TI approximation (solid
line) is much smoother than the orthogonal approximation (dashed
line). This is due to the improvement of regularity. It is obvious
thattheGibbsphenomenonissigniﬁcantlysuppressedintheTIap-
proximation. Numerical results are reported in Table 1 for approx-
imations of the sign function using Daubechies wavelets with 2, 4,8, and 16 vanishing moments. The column marked “OR” stands
for orthogonal approximation. For a Daubechies wavelet with two
vanishing moments, the overshooting decreases from 31% for or-
thogonal approximation (1.62 in Table 1) to 4.5% (1.09 in the ta-
ble).
Fig. 2 shows the orthogonal approximation (a) and TI approx-
imation (b) to a 2–D step function
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using Daubechies wavelet with two vanishing moments. The TI
approximation exhibits much weaker Gibbs artifacts(
¸ 30% over-
shooting and undershooting in the orthogonal approximation, and
4% in the TI approximation). Moreover, jagged–edge artifacts dis-
appear with TI approximations.
We notice from Fig. 1 that maximum overshooting (respec-
tively minimum overshooting) occurs at
†
#
|
[ (respectively
†
#
+
￿
[ ). This is also true if we use symmlets or coiﬂets instead of
the Daubechies wavelets. The derivative of (9) with respect to
† is
the inner product
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9 . It is 0 for all nonzero integer
† . Furthermore, we can show that
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is a local maximum (respectively local minimum). This is analo-
gous to the Gibbs phenomenon in Fourier approximation, where
the maximum overshooting (and minimum undershooting) occurs
at locations
F
(
￿
˝
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J
˛
>
￿
y
0
$
M , and
￿ is the bandwidth of the Fourier
approximation.
ForDaubechies wavelets, if the number of vanishing moments
tends to inﬁnity, the Gibbs phenomenon of orthogonal approxima-
tions tends to that of Fourier approximations, i.e., with 9% over-
shooting and undershooting [13]. From Table 1, we notice this
seems to hold for TI approximations as well. One intuitive ex-
planation is that regardless of whether the approximation is or-
thogonal or TI, the wavelet ﬁlters approaches the ideal brickwall
ﬁlters. Projection onto
￿
￿
￿ is simply band-limiting; the shifting
operation modiﬁes only the phase, thus it is interchangeable with
the projection operation. Therefore, the TI approximation using
a sinc wavelet exhibits the same Gibbs artifacts as the orthogonal
approximation.
(a) (b)
Fig. 2. Gibbs artifacts when approximating a 2–D step function
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˚ using Daubechies wavelet with two
vanishing moments: (a) orthogonal approximation, overshoot=
28%, undershoot= 35% ; (b) TI approximation, overshoot= 4%,
undershoot= 4%.
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