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Abstract: Spatial language is an important part of everyday communication, and placenames,like Zürich
and Switzerland, are a major way to refer to geographical locations. Inwritten text documents, these
placenames and their associated spatial languageconvey spatial information to the reader, setting the
geographical context of news,events, blogs, and even scientific research. For the intended audience of a
text,shared experience and spatio-temporal context makes understanding these referencesto places effort-
less. However, for computer systems, automatically extracting andrepresenting this geographical content
is a challenging process which must deal withplacename ambiguity and vagueness in spatial language.
Indeed, creative strategiesare required to turn text about locations into information that is explicitly spa-
tial,such as points or regions that can be visualized on a map.It is thistext-to-spaceprocess which is the
subject of this thesis, focusingboth onresourcesused to link placenames and geographical representations,
andonapplicationsof text-to-space pipelines for particular use cases. Placenames formthe ‘glue’ to create
geographical representations for text documents, because theycan be identified in text using tools like
Named Entity Recognition (NER), andlinked to spatial representations (geometries) which are catalogued
in placenameresources known as gazetteers. In their simplest form, gazetteers provide a name,feature
type, and geometry for a set of named places. However, each gazetteerdiffers in terms of which places are
catalogued and how, with no global authoritativegazetteer providing a definitive list.In the first part of
this thesis, we look at this gazetteer heterogeneity, firstby analyzing and comparing the spatialcoverageof
two global gazetteers usingaggregated record counts, and then by aligning ormatchingindividual records
fromtwo gazetteers when they represent the same real-world entity. In our analysis ofgazetteer coverage,
we find wide discrepancies in coverage between the two globalgazetteers we compare, with the main driver
of variation being the country unit,and particularly unbalanced and idiosyncratic coverage for common
natural featuretypes. In our work on gazetteer matching, we present a detailed machine learningpipeline
to match near-duplicate natural feature records across two gazetteers usinga random forest classifier, and
compare these machine learning results to rule-basedmatching. We find that machine learning outper-
forms our best rules by about 6%, adapts better to different feature types, and performs increasingly
well as weuse more training examples. Our matching pipeline could be applied to integrateplacename
resources for particular text-to-space applications.In the second part of this thesis, we build and apply
text-to-space pipelines fortwo case studies, focusing on understudied text types and on real-world appli-
cations.The first case study builds a semi-automatic pipeline to create areal footprints fora set of hiking
blogs, as part of a wider study on how people describe landscapesin Switzerland. Our pipeline converts
manually annotated toponyms to a setof points found in a gazetteer, then removes spatial outliers using
filtering andclustering, before generating polygons (convex hulls) around the remaining points.Our second
case study builds a fully-automatic pipeline to extract and representrelevant geographic information from
scientific articles in two different domains:the biomedical domain, where relevant locations are typically
patient treatmentlocations, and the ecological domain, where relevant locations are predominantlyfield
study sites. We report results in terms of precision and recall and producea global map for each corpus.
Our detailed error analysis suggests that perfor-mance improvements will likely result from improving
various individual pipelinecomponents. The outputs of our pipeline could be used in a meta-analysis or
togeographically search or filter articles.Considering the sum of our work, we offer a list of recommenda-
tions for buildinga text-to-space pipeline for a new application, based on properties of the textcorpus and
on task requirements. Future work could systematically evaluate theserecommendations, as well as relate
changes in the tools and resources used ina pipeline to performance on a task. Other directions for future
work includevarying the types of texts processed, expanding the size of the corpora and makingmore ef-
ficient pipelines, and experimenting with how best to customize gazetteerresources for a particular task.
In conclusion, this thesis contributes theoreticaland applied knowledge about geographically modeling
text documents throughtext-to-space pipelines.
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Spatial language is an important part of everyday communication, and placenames,
like Zürich and Switzerland, are a major way to refer to geographical locations. In
written text documents, these placenames and their associated spatial language
convey spatial information to the reader, setting the geographical context of news,
events, blogs, and even scientific research. For the intended audience of a text,
shared experience and spatio-temporal context makes understanding these references
to places effortless. However, for computer systems, automatically extracting and
representing this geographical content is a challenging process which must deal with
placename ambiguity and vagueness in spatial language. Indeed, creative strategies
are required to turn text about locations into information that is explicitly spatial,
such as points or regions that can be visualized on a map.
It is this text-to-space process which is the subject of this thesis, focusing
both on resources used to link placenames and geographical representations, and
on applications of text-to-space pipelines for particular use cases. Placenames form
the ‘glue’ to create geographical representations for text documents, because they
can be identified in text using tools like Named Entity Recognition (NER), and
linked to spatial representations (geometries) which are catalogued in placename
resources known as gazetteers. In their simplest form, gazetteers provide a name,
feature type, and geometry for a set of named places. However, each gazetteer
differs in terms of which places are catalogued and how, with no global authoritative
gazetteer providing a definitive list.
In the first part of this thesis, we look at this gazetteer heterogeneity, first
by analyzing and comparing the spatial coverage of two global gazetteers using
aggregated record counts, and then by aligning or matching individual records from
two gazetteers when they represent the same real-world entity. In our analysis of
gazetteer coverage, we find wide discrepancies in coverage between the two global
gazetteers we compare, with the main driver of variation being the country unit,
and particularly unbalanced and idiosyncratic coverage for common natural feature
types. In our work on gazetteer matching, we present a detailed machine learning
pipeline to match near-duplicate natural feature records across two gazetteers using
a random forest classifier, and compare these machine learning results to rule-based
matching. We find that machine learning outperforms our best rules by about
6%, adapts better to different feature types, and performs increasingly well as we
use more training examples. Our matching pipeline could be applied to integrate
placename resources for particular text-to-space applications.
In the second part of this thesis, we build and apply text-to-space pipelines for
two case studies, focusing on understudied text types and on real-world applications.
The first case study builds a semi-automatic pipeline to create areal footprints for
a set of hiking blogs, as part of a wider study on how people describe landscapes
in Switzerland. Our pipeline converts manually annotated toponyms to a set
of points found in a gazetteer, then removes spatial outliers using filtering and
clustering, before generating polygons (convex hulls) around the remaining points.
Our second case study builds a fully-automatic pipeline to extract and represent
relevant geographic information from scientific articles in two different domains:
the biomedical domain, where relevant locations are typically patient treatment
locations, and the ecological domain, where relevant locations are predominantly
field study sites. We report results in terms of precision and recall and produce
a global map for each corpus. Our detailed error analysis suggests that perfor-
mance improvements will likely result from improving various individual pipeline
components. The outputs of our pipeline could be used in a meta-analysis or to
geographically search or filter articles.
Considering the sum of our work, we offer a list of recommendations for building
a text-to-space pipeline for a new application, based on properties of the text
corpus and on task requirements. Future work could systematically evaluate these
recommendations, as well as relate changes in the tools and resources used in
a pipeline to performance on a task. Other directions for future work include
varying the types of texts processed, expanding the size of the corpora and making
more efficient pipelines, and experimenting with how best to customize gazetteer
resources for a particular task. In conclusion, this thesis contributes theoretical
and applied knowledge about geographically modeling text documents through
text-to-space pipelines.
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Though we experience space as continuous and three-
dimensional, and time as continuous and inexorably
flowing, there is nothing three-dimensional or flowing
about expressions for space and time in language,
which are staccato strings of sounds.




1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . 5
1.1 Motivation
Geographical locations are important in everyday communication, whether one is
talking about where to meet, describing a recent trip, or discussing current events.
When communicating about locations, names for places, known as placenames or
toponyms, play a key role. Like names for people, placenames1 are sequences of
characters or sounds that single out one particular place to the reader or listener.
Of course, like Peter, Paul, and Mary, placenames are seldom unique. However, in
an everyday context, they are effortlessly understood by one’s intended audience,
based on shared experience and context. Perhaps the communication partners are
in close proximity in space and time, or perhaps through interpersonal experiences
the default sense of a placename was acquired and needs no further qualification
when used. It may thus seem counter-intuitive that associating placenames with
1I will use the words ‘placename’ and ‘toponym’ interchangeably in this thesis, where ‘toponym’
is simply a more formal alternative to ‘placename’.
2
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particular geographical locations is quite a challenging process for a computer.
Indeed, for computer systems, creative strategies are required to turn text about
locations into information that is explicitly spatial, such as points or regions that
can be visualized on a map.
It is this challenging text-to-space process which is the subject of this thesis,
focusing both on resources used to link placenames and geographical represen-
tations, and on applications of text-to-space pipelines for particular use cases.
The text-to-space process is about linking language - in our case, written language
forming text documents - to geographical models. The key ingredient for this link are
placenames, as these can be identified in many kinds of texts using existing tools, in
particular Named Entity Recognition (NER) tools, actively developed by the Natural
Language Processing (NLP) community. Identified placenames, potentially with
accompanying spatial language, can then be individually grounded (that is, linked
to geographical representations) using text-to-space resources commonly known as
gazetteers, which in their simplest form are a list of placenames alongside a feature
type (such as mountain or city) and a geometry (such as a point or a bounding
box) (Hill, 2006). As a final step to link text documents to geographical models,
document-level geographical representations can be computed using these gazetteer
results, for example by augmenting or aggregating the returned geometries to better
capture scale, and by filtering placenames deemed irrelevant for the document.













We took the train 
to Zurich and 
spent the afternoon 




Figure 1.1: Overview of a typical 3-step text-to-space processing pipeline.
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Many applications benefit from modeling the geographical content of text docu-
ments through such a text-to-space process. For example, geographic information
retrieval systems need to assign spatial ‘footprints’ to documents in order for users
to find information pertaining to specific regions of the world (Purves et al., 2007);
news-aggregating websites may want to group news articles by geographic region
or present them on a mapping interface (Teitler et al., 2008); travel bloggers may
wish to automatically generate route maps for their excursion narratives (Moncla
et al., 2014a); advertisers may want to match content to users based on geographical
relevance; disaster relief efforts may want to pinpoint where to send support based
on distress messages referring to specific places (Middleton et al., 2014). In all
cases, enhancing a corpus of implicitly spatial text documents by adding a set of
explicitly spatial representations (such as points or regions) opens up the corpus to
spatial analyses, such as those which can be performed in a Geographic Information
System (GIS) (Longley et al., 2005).
Gazetteer resources play a key role in this text-to-space process, most obviously
as the way that explicitly spatial representations (geometries) are obtained for
particular placenames in the grounding step. In addition, they are also used in
the upstream placename identification step, to determine which strings in a text
document constitute placenames, or more broadly, textual references to locations.
Finally, they can help to disambiguate locations which share a name, for example
by providing extra information about individual place records such as population,
area, elevation, and so on. Gazetteers are increasingly being amalgamated to form
global resources from regional or thematic resources, and are often accessed and
queried via service-oriented architectures or Application Programming Interfaces
(APIs). They thus form an object of study in themselves and constitute the first
theme of this thesis: text-to-space resources.
Decisions about how to build and optimize a text-to-space pipeline are often
closely linked to the particular use case or application. For example, the gazetteer
resources should provide adequate coverage of the geographical regions and locations
which are mentioned in the text corpus. Furthermore, other properties of the
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text corpus, including how placename-rich documents are and how much they
adhere to the rules of formal written language, may influence how certain tools
and techniques perform, including for placename detection (e.g. NER tools) and
grounding/disambiguation (e.g. Geocoding APIs). Hence, the second theme of this
thesis is applications, explored through the building of customized text-to-space
pipelines for two varied case studies.
In today’s world of ubiquitous digitization, fast-breaking news, and international
social networks, explicitly representing the implicit spatial context found in written
texts is becoming increasingly important. Written texts can be disseminated to
strangers halfway across the planet at the click of a button, effectively diluting
the shared context between author and reader. Furthermore, content creators are
now more than ever ordinary citizens rather than professional writers, and all face
a potentially international audience that may not share their assumptions, know
their conventions, or even speak their language. This new global reality intensifies
the need to improve the automatic translation of spatial language into shareable,
manipulable geographical representations, for diverse types of text documents and
for a variety of applications.
1.2 Thesis overview
This thesis contains two major research themes: the first is the analysis and
processing of text-to-space resources known as gazetteers, and the second is the
building and customization of text-to-space processing pipelines for particular
applications. Paper I (Acheson et al., 2017a) and II (Acheson et al., 2019) deal
with the former theme, while paper III (Wartmann et al., 2018) and IV (Acheson
and Purves, submitted) deal with the latter. The analysis of gazetteer resources is
undertaken in paper I, where two global gazetteers are analyzed and compared in
terms of their overall contents and a set of common feature types. In particular,
their spatial coverage (placename density over geographical space) is quantified and
compared at various scales of analysis, which tells us about their fitness-for-purpose
for use in text-to-space pipelines. Continuing with the gazetteer resources theme,
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paper II implements and compares rule-based and machine-learning-based methods
to link individual gazetteer records across two different gazetteers when these records
are deemed to be about the same real-world entity, a process referred to as gazetteer
matching. Such a process could be carried out for a geographical area of interest
prior to applying a text-to-space pipeline, in order to obtain better results, such as
enriched placename information or increased recall in placename identification and
grounding. Moving on to applications, papers III and IV build and apply text-to-
space pipelines tailored to a particular use case. Paper III generates geographical
representations, or ‘footprints’, from a corpus of informal landscape descriptions
(hiking blogs) in order to enable the analysis of bottom-up landscape information
gathered from different sources: in-person interviews, hiking blogs, and social media
tags (Flickr photographs). Finally, paper IV builds a fully automatic text-to-space
pipeline to extract and model relevant geographical information from scientific
articles, such as study sites or patient treatment locations. This geographical
information could then be used in a meta-analysis which considers the geographical
context of the articles, or to retrieve articles by considering geographic relevance
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Figure 1.2: Overview of thesis themes and papers.
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This thesis consists of two parts. Part I is the synthesis, including this
introduction, followed by a concise review of the literature leading up to research
gaps, presentation of the work undertaken in this thesis with one chapter for
each of the two themes, and a discussion of what progress has been made and
what remains. Part II consists of the 4 papers which have been written and
published in the course of the PhD.
Alone on a train aimless in wonder
An outdated map crumpled in my pocket
I didn’t care where I was going
They’re all different names for the same place
The coast disappeared when the sea drowned the sun
I’ve no words to share with anyone
The boundaries of language I quietly cursed
And all the different names for the same thing
— Ben Gibbard, Different Names for the Same Thing,
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Connecting the discrete world of written words with the continuous domain of
geographic space is a broad endeavour, with research contributions coming from
a wide range of disciplines including Natural Language Processing, Geographic
Information Science, Computer Science, and Cognitive Linguistics. In order to
properly embed and support this thesis’ contributions, it is necessary to provide,
via relevant literature, a brief introduction to a few areas of inquiry, namely: spatial
language, gazetteers, and text-to-space methods, including identifying placenames,
grounding placenames, and geographically representing text documents. To make
8
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this overview of literature more concrete, we first look ahead at some of the tasks
which ultimately make use of document-level spatial models of text.
2.1 Tasks
Building geographic models of text documents via a text-to-space pipeline serves a
variety of purposes. General tasks, alongside examples of concrete applications, in-
clude:
• Information visualization: Documents with any connection to places in the
world can be displayed on a mapping interface for browsing and visualization.
This can be done for various types of texts, including both for short factual1
texts like news articles, for longer fictional narratives like books, and for
historical texts of varying lengths. One example with news articles is the
NewsStand application2 which offers a map-based browsing interface for
articles, clustering these based on both thematic and geographic content
and presenting relevant articles to users based on their map extent (position
and zoom level) (Teitler et al., 2008). On the literature front, books can be
visualized on a map one at a time (Reuschel and Hurni, 2011), or the locations
in a larger collection of literature can be mapped and interacted with, such as
was done in the Palimpsest project for a corpus of literature set in Edinburgh,
Scotland3 (Alex et al., 2017). One of many works on historical texts looks at
extracting and linking placenames near textual references to cholera in 19th
century historical documents, allowing the corpus to be mapped and analyzed
spatially (Murrieta-Flores et al., 2015).
• Geographic Information Retrieval: In order to return spatially relevant
search results to users or answer queries of an explicit spatial nature (such
as finding results pertaining to a particular region as depicted on a map),
each indexed document (that is, each item to be potentially returned as a
1notwithstanding fake news
2interactive map at http://newsstand.umiacs.umd.edu/web/ (accessed in 06.2019)
3interactive map at https://litlong.org/ (accessed in 06.2019)
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search result) should be assigned a relevant spatial representation (Larson,
1996; Purves et al., 2007; Purves and Jones, 2011).
• Itinerary reconstruction: Location-rich narrative text, such as travel blogs
or hiking descriptions, can benefit from an overall spatial model to help with
reconstructing routes, identifying and grounding references to locations, and
inferring the location of uncatalogued and vague places (e.g. Moncla et al.,
2014a; Budig and van Dijk, 2017).
• User location determination: The location of web users can be inferred
using textual content - either on its own or as additional evidence in a
model - to present them with geographically relevant content, such as news
and advertisements. In this context, documents can be constructed by
concatenating a user’s written content such as micro-blog posts (Cheng et al.,
2010; Mahmud et al., 2012) or search query logs (Gan et al., 2008).
• Location information extraction: Identifying textual references to loca-
tions in citizen-contributed content (including via social media or citizen
engagement platforms) can help, for example, in a disaster relief context, to
gather information about where help is needed or where damage has occurred
(Middleton et al., 2014; Zhang and Gelernter, 2014), or in an urban planning
and management context, to identify how citizens feel about different parts
of their city or where attention to infrastructure is needed (Brando et al.,
2016; Crooks et al., 2015). Jointly extracting places mentioned in text and
information relating to those places can serve in a wide range of analyses,
including to spatially analyze diseases from historical documents (Murrieta-
Flores et al., 2015) and to characterize regions or landscapes based on how
they are described in text (Derungs and Purves, 2013).
In addition to these examples of downstream tasks, document-level spatial
models can also be used as a means to improve text-to-space processing itself, for
example as an aid in placename disambiguation. Indeed, having an overall document
geographic scope can help in reducing uncertainty about which is the correct referent
for a placename, as evidence may lie in document-wide characteristics such as the
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spatial distribution or granularity of textual locations and their potential referents
(Smith and Crane, 2001; DeLozier et al., 2015; Hess et al., 2014).
As the above list of tasks shows, use cases for a text-to-space pipeline are quite
varied and each may present its own trade-offs, such as comprehensiveness vs.
display clutter in the case of visualization or precision vs. recall for geographic
information retrieval. Hence, evaluation is important, not only for applications but
also for the work on resources presented in this thesis. We thus now briefly look
at the evaluation and similarity metrics used in this thesis.
2.2 Evaluation and similarity metrics
A range of evaluation and similarity metrics are used in this thesis, in diverse contexts
including to evaluate how similar patterns of gazetteer coverage are, to evaluate how
well placenames were extracted from a set of text documents, and to quantitatively
assess how similar pairs of text documents are. The following list introduces key
evaluation and similarity metrics which should facilitate comprehension of the work
presented in Chapter 3 and Chapter 4:
• Precision is a heavily used metric in the contexts of both information retrieval
and classification. The general idea behind precision is to determine how many
positive instances found by some process (such as documents retrieved in an
information retrieval task, or items classified as ‘1’ in a binary classification
task) are actually positive instances or ‘true positives’. Hence, ‘negatives’,
such as documents which are not retrieved and items classified as ‘0’ by a
classifier, are not considered by this metric. In a binary classification context,





where TP means ‘true positives’ (positives which were correctly classified as
such) and FP means ‘false positives’ (when the process said ‘positive’ but the
answer was ‘negative’). In the context of finding correct matches in gazetteer
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matching, precision can be stated as the number of positive matches correctly
found over the total number of positive matches found:
precision =
Positive matches correctly found
Positive matches found
(2.2)
• Recall, as opposed to precision, does concern itself with some ‘negative’
instances: those instances that were ‘missed’ by some process or falsely ended
up in the ‘negative’ bin in a classification task. In the context of extracting
relevant locations from text, a false negative would be a relevant location
that was mentioned in the text but not extracted by the algorithm. Thus,
here the denominator is not concerned with only what a process retrieves, as
with precision, but instead is focused on what are the total instances to be
retrieved - in other words, with the ground truth ‘positive’ instances. In the
context of finding correct matches in gazetteer matching, recall can be stated
as the number of positive matches correctly found over the total number of
positive matches to be found (that is, positive matches in the ground truth):
recall =
Positive matches correctly found
Positive matches to be found
(2.3)
• Classification recall specifies that, in a classification context, the instances
considered in the recall calculation are only those actually seen by the classifier.
In some multi-stage processes, such as gazetteer matching, some positive
instances may not make it to the classification stage, but are still part of the
overall ground truth. This subset of instances would factor into the overall
‘recall’ calculation for the entire process, but not into the ‘classification recall’
which would evaluate the classification in isolation. The formula to calculate





where FN means ‘false negatives’.
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• F1 is a very useful measure combining precision and recall through their
harmonic mean, and thus summarizes the overall performance, since precision
can typically be optimized at the expense of recall and vice-versa. The formula
to calculate F1 is:
F1 =
2 × precision × recall
precision + recall
(2.5)
• Accuracy represents the percentage of correct classifications or predictions
in general, considering both instances classified as positive and those classified
as negative (as opposed to precision which considers only positive instances).
Accuracy is useful when one can establish, for each prediction, whether it was
‘correct’ or ‘incorrect’, and then the overall performance can be summarized





Accuracy is vulnerable to class imbalance, such as when most instances
should be classified as ‘negative’ and thus high accuracy could be obtained by
classifying all instances as negative. An example would be to classify each
word in a text as ‘location’ (positive) or ‘not a location’ (negative). The vast
majority of words in most texts will not be locations, and hence accuracy
would be a poor way to judge this classification since one would easily obtain
close to 100% accuracy just by classifying all words as ‘not a location’. This
is the main reason why precision, recall, and F1 are favored over accuracy in
many contexts.
• Kendall’s tau, also known as the Kendall rank correlation coefficient, is a
measure of how similar two ordered lists are, taking values between 0 and
1, where 1 would be identically ranked lists. It is useful particularly for
non-normally distributed data since it does not require a particular data
distribution, only that the data can be ranked. One example of a ranked
list is a list of countries ordered by how many gazetteer records each country
contains. With two such lists, one can use Kendall’s tau to compare how
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similar the country counts in two gazetteers are (without considering the
magnitude of the counts, but only their ordering).
• Cosine similarity is a measure of how similar two vectors are, which works
by calculating the cosine of the angle between them. It can be used to compare
how similar two text documents are, where each document is represented by a
term-frequency vector, that is, a vector of length N where N is the number of
words or ‘terms’ found across the two documents and each entry in the vector
is the frequency of that word in the document. Changing the magnitude
of the vectors (by multiplying each vector by a constant) has no effect on
the angle between them, and hence does not affect cosine similarity. Thus,
cosine similarity can be used to compare documents of varying lengths, where
term-frequency values might be much higher in one vector compared to the
other.
We continue our presentation of background material with a high-level overview
of the raw materials which a text-to-space pipeline must start from: language,
particularly spatial language.
2.3 Spatial language
There is a wide variety of linguistic tools at an author’s disposal to refer to locations
and to talk about space4. From a linguistic perspective, the building blocks
to talk about space and locations include proper nouns (like London, Central
Park, Paradeplatz), common nouns (such as lake, city, street), and prepositions
(in, at, near, between). As language can express seemingly infinite ideas through
combining sequences of words according to rules, so too can space be richly described
from these same ingredients.
The umbrella term spatial language includes not just language about the layout
of geographic entities like mountains and cities, but also of smaller manipulable
objects, such as coffee cups and computers. Indeed, the literature on spatial language
4Discussions of spatial language are centered around the languages processed in this thesis:
English and German.
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is broad and varied, much of it focused on spatial relationships, particularly through
the study of spatial prepositions. Examples are works analyzing which geometric
relationships or functional characteristics each preposition specifies or leaves open-
ended (see, in particular, Talmy (1983) and Herskovits (1985)) and more applied
works building computer systems that attempt to interpret or generate spatial
prepositions for some purpose, such as for vehicle navigation systems (Maaß et al.,
1995), visually situated dialog systems (Kelleher and Costello, 2008), or image
captioning systems (Hall et al., 2015).
In this thesis, the focus is on spatial language about geographic entities such as
mountains, cities, and hospitals. These are typically discussed in writing through
the use of placenames, also known as toponyms. Placenames or toponyms are
typically defined as the subset of proper nouns which refer to places (Bennett and
Agarwal, 2007), where proper noun is a linguistic category for words that refer to
particular individuals, such as people and places, and that require capitalization
in English and many other languages. Of course, placenames are not the only
way to refer to geographic entities or locations: a geographic reference could be
made using a place code (such as a postal code or address), a noun (‘the city’),
a description (‘the largest city in Switzerland’), or a complex geographic phrase
(such as ‘20km North of Zürich’) (Leidner and Lieberman, 2011). A geographic
reference is thus any natural language expression referring to a particular geographic
entity or region, such as those of a geographical scale (see Montello (1993) for a
useful classification of scales). These could also be called referring expressions to
places, of which placenames are one particularly interesting kind. Some examples
of referring expressions to places are shown in Table 2.1.
Table 2.1: Different kinds of referring expressions to places.
referring expression examples
placename / toponym Switzerland, Vancouver, Central Park
place code Winterthurerstrasse 190, Y25L11
compositional description 50 miles south of London
noun phrase with common noun the city, at the train station
deictic expression here, over there
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2.3.1 Placenames (toponyms)
Placenames are versatile tools to communicate about locations, being used to
refer to geographical entities large and small (‘Canada’ or ‘Villa Borghese’) and of
various types, including administrative regions (‘Switzerland’), populated places
(‘London’), mountains (‘Mount Everest’), and water bodies (‘Loch Ness’). In
the context of text-to-space pipelines, placenames are crucial because, unlike for
many of our referring expression examples above, it is usually possible to link
particular instances of placenames from a text to specific places and a corresponding
geographical representation for these. This process of linking individual toponyms
to specific referents / geometries has been termed toponym resolution in Leidner
(2004a) and is an important step in a text-to-space pipeline, providing the ‘glue’
around which document-level representations can be built.
While in prototypical examples such as ‘London’, a toponym or placename is
clearly a proper noun and vice-versa, in other cases it is less clear whether a word or
a sequence of words is a toponym, and exactly which words are part of a particular
toponym. For instance, sometimes an article always accompanies a particular proper
noun, such as ‘the Netherlands’, and often toponyms contain words that refer to
a class of geographic entities (feature types), such as ‘Park’ in ‘Central Park’. A
related question is whether parts of a placename actually carry semantic content:
for instance, ‘Lake Placid’ is the name of a town as well as a lake. Moncla et al.
(2014a) consider the problem of deciding which words constitute a toponym as a
kind of ambiguity they call structural ambiguity. Hill (2006) defines a placename
slightly differently than a toponym, stating a placename can be composed of a
toponym as well as a type (such as ‘Ford Hospital’) and cautioning that it can be
unclear whether the type forms part of the toponym or not.
Delimiting exactly which set of expressions are placenames or toponyms and
which are not is a hard problem. According to Coates (2006), proper nouns,
including placenames, are those expressions which refer senselessly in an act of
communication. Thus, ‘properhood’ is a mode of reference he calls PROPER and
contrasts with SEMANTIC reference. In SEMANTIC reference, the meaning of the
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words gets utilized in the act of communication by the speaker and listener. In
PROPER reference, the words themselves may carry meaning from an etymological
perspective, but in the act of communication this meaning is not considered: names
apply or refer directly in virtue of an “arbitrary link with what they apply to”. In
practice, words may have emotional colourings (connotations) in addition to literal
meanings (denotations), and it is not always transparent whether an expression
is meant in a ‘senseless’ way or not, as exemplified in Figure 2.1.
Figure 2.1: Strome Ferry: confusion betwen senseless and semantic modes of reference,
perhaps due to a broad, touristic audience (there was once a ferry terminal there, but
no longer, leading to enough confusion as to warrant in situ clarification). Photo credit:
Elise Acheson.
While in a person-to-person conversational situation, further clarifications can
be obtained from the speaker, this is of course not an option when automatically
processing texts. Algorithms must instead rely on contextual clues from the
sentence or document, general word usage statistics, and external knowledge about
the potential referents such as their population or some proxy for their ‘importance’.
2.3.2 Ambiguity and vagueness
Ambiguity and vagueness are both extremely common in spatial language. These two
different concepts are not always clearly explained or differentiated, perhaps because
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both can apply to the same expression when information is left underspecified.
For example, the expression ‘We are near London’ is ambiguous because London
has multiple potential referents (including London, England and London, Ontario,
Canada) and is vague because ‘near’ is highly context-dependent and doesn’t have a
crisp region of applicability. In general, ambiguity occurs when there are two or more
distinct possible interpretations for an expression, whereas vagueness applies when
there are potentially infinite interpretations for an expression, along a continuum
of values such as space or time. Examples of vagueness include: Where does a
mountain end or begin (Burrough and Frank, 1996)? What distance away does a
shop have to be to be ‘near’ one’s home (Worboys, 2001)? Where does ‘downtown’
begin and end (Montello et al., 2003; Hollenstein and Purves, 2010)?
Ambiguity is extremely common in the context of placenames, since many
different places share a name. In the context of parsing text for geographic references,
Amitay et al. (2004) define two kinds of ambiguity that need to be resolved:
geo/non-geo and geo/geo ambiguity. Geo/non-geo ambiguity exists whenever a
word or expression is both a placename and some other non-geographic reference,
such as a reference to a person (such as ‘Brooklyn’ Beckham vs. ‘Brooklyn’, New
York) or a common word (such as ‘nice’ vs. ‘Nice’, France). Geo/geo ambiguity
arises whenever a name could refer to more than one place in the world, such
as ‘Aberdeen, Scotland’ or ‘Aberdeen, Washington’. The two types of ambiguity
can of course also co-exist, as exemplified in Figure 2.2. Toponym (geo/geo)
ambiguity has been shown to be spatially autocorrelated at various scales of analysis
(Brunner and Purves, 2008) - that is, an ambiguous toponym is likely to have
different potential referents in rather close proximity as opposed to randomly
distributed in space. This is because toponyms themselves do not arise randomly but
rather correlate with language, culture, and the physical landscape (Burenhult and
Levinson, 2008). Toponym spatial autocorrelation may complicate disambiguation
strategies based on the referents’ locations.
Smith and Mann (2003) emphasize the bi-directional nature of ambiguity. Not
only can a word or expression refer to multiple geographic entities, but a single
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Figure 2.2: Sandwich: geo/non-geo and geo/geo ambiguity co-existing in one placename.
Photo credit: Ben Williams.
entity can be known by multiple names, such as ‘NYC’ and ‘the Big Apple’ for
New York City. These alternate names can be not only abbreviations and colloquial
names, but also translations or transliterations when dealing with multiple languages.
Axelrod (2003) describe many of these complexities in the context of building a
large geographic database containing tens of millions of entries. Their approach
involves separating geographic names from geographic entities and associating them
to each other using a relational approach, allowing for one-to-many and many-to-
one relationships. It is worth noting that ambiguity in the geospatial context is
not limited to matching names to particular entities. Another kind of ambiguity
could arise when choosing between distinct interpretations for the boundaries of a
geopolitical entity (such as in territorial disputes), which Leidner (2007) calls discord.
In practice, toponym ambiguity depends on which gazetteer resource provides
results for a particular string of text, usually as a set of discrete records. In one
gazetteer the string ‘San Jose’ may have only a single distinct record, whereas in
a gazetteer with more detailed (depth) or wider (breadth) spatial coverage, there
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could be hundreds of records matching that string. Hence, gazetteers play a key
role in the text-to-space process and we discuss them next.
2.4 Gazetteers
Gazetteers are resources which should minimally contain name, geometry, and
type information for a set of places (Hill, 2000). They are thus important in
linking natural language text (placenames) to geographical space, since they provide
geometric representations (such as points, bounding boxes, or polygons) for named
places. In addition, gazetteers can be used to identify which words in text are
placenames, as well as to obtain information about a place such as population or
hierarchical information, which can help in the placename disambiguation process.
2.4.1 Gazetteer production and quality
Gazetteers provide placename information for a defined region of interest, often a
country. Indeed, gazetteers have traditionally been produced in a top-down process
by national mapping agencies, according to a regulated process and including quality
standards and controls. For example, in Switzerland, swissNAMES3D is the official
collection of Swiss placenames (or geographic names) produced by the Federal Office
of Topography. Accordingly, it adheres to well-defined quality standards, including
“full national coverage in homogeneous form and quality” and horizontal and vertical
accuracy ranging between 0.2m to 3m depending on the feature type5.
Increasingly, gazetteers are also being produced using methods ranging from
purely bottom-up processes, for example by mining placenames and associated
information from crowdsourced data, to processes which integrate a variety of
data sources, including authoritative datasets and bottom-up data. The Gazetiki
project is one example of a purely bottom-up approach to building a gazetteer,
where data from Wikipedia and Panoramio (a discontinued photo-sharing website)
were extracted and analysed to automatically generate a set of gazetteer records
5As described on https://shop.swisstopo.admin.ch/en/products/landscape/names3D (accessed
in 06.2019)
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(Popescu et al., 2008). Gao et al. (2017) make use of user-tagged photographs
from Flickr, which feature many relevant tags such as ‘park’, ‘museum’, and ‘river’,
for their framework to create new gazetteer entries in a scalable and efficient
way. More common are the approaches which make use of both authoritative
data and data contributed by individuals. Examples of this approach include
two very successful projects with global coverage: OpenStreetMap6 (OSM) and
GeoNames7. OpenStreetMap is built largely from individual edits by its users
but also includes imported datasets such as road networks8, whereas GeoNames
relies heavily on imported authoritative datasets such as ones produced by national
mapping agencies and available as open data, but also provides a platform for
individual users to contribute data9.
Because of these varied production processes, data quality in these global datasets
varies non-randomly over space, most basically as a function of the data quality of
any integrated datasets, and in more complex ways as a property of where and how
individual users contribute data. A seminal paper by Haklay (2010) evaluated the
data quality of OSM by focusing on positional accuracy and completeness of the
street network, showing that there were geographical biases towards more urban
and more affluent regions in England. Several works have examined the contents
of GeoNames in a particular region or country, including Smart et al. (2010) who
mapped and compared the contents of GeoNames in Great Britain with national
mapping agency data and crowdsourced datasets, Ahlers (2013) who examined data
quality in GeoNames for populated places in Central America, Germany, and Norway,
and De Sabbata and Acheson (2016) who compared the contents of GeoNames and
the Getty Thesaurus of Geographic Names10 (TGN) in Great Britain.
6https://www.openstreetmap.org/ (accessed in 07.2019)
7https://www.geonames.org/ (accessed in 07.2019)
8OSM sources are discussed here for example: https://www.openstreetmap.org/copyright
(accessed in 07.2019), summarized as “Our contributors are thousands of individuals. We also
include openly-licensed data from national mapping agencies and other sources (...)”
9GeoNames sources are discussed here for example: https://www.geonames.org/about.html
(accessed in 07.2019)
10http://www.getty.edu/research/tools/vocabularies/tgn/
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What is clear from these studies is that the contents of gazetteer resources in
general can vary greatly from one resource to another, and thus tasks making use of
a gazetteer, for example in a placename search task, are likely to lead to different
outcomes depending on which resource is chosen. Most gazetteers, including OSM
and GeoNames, can be queried via service-oriented architectures or APIs11. Hence
their contents can be relatively easily accessed by a text-to-space pipeline to obtain
place candidates for a particular placename or location string, including a geometry
(usually a point coordinate), and GeoNames in particular is heavily used for this
purpose in the academic literature (e.g. Van Laere et al., 2014; Weissenbacher et al.,
2015; van Erp et al., 2015; Karimzadeh et al., 2018).
2.4.2 Gazetteer matching and integration
A second related stream of research focuses on integrating gazetteers and enriching
existing gazetteers, for example by adding more records or by enriching the
annotation of existing records (Hastings, 2008; Smart et al., 2010; Gelernter et al.,
2013). As a particular geographical area of interest may be covered by different
resources, with no full agreement on the place names, types, or geometries present
across the common region, it may be desirable to form a single, integrated, duplicate-
free gazetteer resource in order to facilitate and improve performance on a range of
tasks. A key part of this process is to establish links between records that are deemed
to be about the same real-world entity. This step is generally called record linking, or
in the context of linking gazetteer records, gazetteer matching (Acheson et al., 2019).
Gazetteer matching is typically performed by comparing records based on their
names, geometries, and optionally feature types, with a decision on each potentially
matching record pair reached either using hand-crafted rules (Fu et al., 2005;
Hastings, 2008; Smart et al., 2010; McKenzie et al., 2014) or using machine learning
(Sehgal et al., 2006; Zheng et al., 2010; Martins, 2011; Gonçalves, 2012). Many works
have focused on populated places and points of interest (Martins, 2011; Zheng et al.,
11For example, GeoNames directly provides a set of web services, and a variety of options exist
to query OSM, including one search (geocoding) service known as OSM Nominatim.
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2010; Dalvi et al., 2014; McKenzie et al., 2014), and only few have worked with a
broader mix of feature types (Sehgal et al., 2006; Hastings, 2008; Smart et al., 2010).
Natural features in particular present interesting challenges in the context of
gazetteer matching, including vagueness, since feature types like mountains and
valleys are classic examples of hard-to-delineate (vague) entities (Burrough and
Frank, 1996), and potentially a high degree of name ambiguity (Derungs and Purves,
2013). In addition, records in different gazetteers may be annotated with types from
different feature type hierarchies, which means matching methods must potentially
align these hierarchies to each other before any matching is attempted (Hastings,
2008; Morana et al., 2014), or potentially use data-driven approaches based on
annotated record subsets and their type alignments (Brauner et al., 2007; Sehgal
et al., 2006). Feature type alignment is itself a complex problem which receives
dedicated research attention (Janowicz and Keßler, 2008; Zhu et al., 2016).
Given the shift in gazetteer production processes, which amalgamate multiple
resources into one and integrate user-generated content, and the increasing number
of applications operating on multi-country or global scales, which require fit-for-
purpose placename resources, there is a need for effective gazetteer matching
methods which can readily be transferred to new application contexts.
2.5 Text-to-space methods
A large body of research exists which computes document-level geographic rep-
resentations for various data sources and for a variety of tasks/purposes. This
work is associated with a variety of terms, including document geographic scope
(Buyukokkten et al., 1999; Ding et al., 2000; Silva et al., 2006; Anastácio et al., 2009),
geographic focus (Amitay et al., 2004; Lieberman et al., 2007), geographic footprint
(Markowetz et al., 2005; Purves et al., 2007; Bordogna et al., 2012; Derungs, 2014),
georeferencing (Martins and Silva, 2005; Van Laere et al., 2013), geolocation (Wing
and Baldridge, 2011; Dredze et al., 2013; Jurgens et al., 2015; Rahimi et al., 2016),
and locational focus (Yin et al., 2014). Methodologically, there are fundamentally
two different approaches used for this process: gazetteer-based approaches and
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supervised approaches. Gazetteer-based approaches (or pipelines) form the focus of
this thesis and are described in detail later in this section. However, for completeness
it is important to give a brief overview of supervised approaches.
In supervised approaches, geometries can be assigned to text documents without
the use of gazetteers to obtain geographic representations for named places. Instead,
a spatial representation for a document is obtained or inferred based on the
document’s similarity to other documents which have ‘known’ (human-assigned)
geometric representations - that is, geometries are derived from training data
(whence supervised). This requires having a large corpus of text documents where
each is associated with a particular geometry; common examples are Wikipedia
articles manually tagged with latitude-longitude coordinates (Wing and Baldridge,
2011; Dias et al., 2012; Van Laere et al., 2014), and microblog (typically Twitter)
posts tagged with GPS coordinates from a user’s device (Roller et al., 2012; Dredze
et al., 2013; Jurgens et al., 2015). Such a ‘geotagged’ corpus can then be used
to train a language model, or a classification/regression model, which can assign
geometries to untagged documents. The dominant approach is to build geographical
language models from the training data, which relies on the assumption that similar
language characterizes documents that originate from similar locations, and that
these associations can be learned. Importantly, language models are built using not
just placenames, but potentially the entire textual content of documents, including
‘location indicative words’ such as regional expressions and colloquial names for
places (see for example Han et al. (2014)).
Hence, gazetteer-based approaches and supervised approaches differ funda-
mentally in how they obtain geometric representations of documents: gazetteer
approaches rely on geometries found in gazetteer resources, whereas supervised
approaches rely on the ‘ground truth’ geometries assigned to similar documents. It
is worth noting that there is not a strict separation between pipelines using these
two approaches, as gazetteer-based pipelines can make use of supervised learning
or machine learning, for example to detect placenames in text, and supervised
pipelines can avail themselves of gazetteers, for example by prioritizing toponyms
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over other words in the text. In the remainder of this thesis, we focus solely
on gazetteer-based pipelines.
Gazetteer-based pipelines typically consist of 3 main steps. First, textual
references such as placenames are extracted from the document, a step referred
to varyingly as toponym recognition, geoparsing12, or georecognition (Leidner and
Lieberman, 2011). Second, in a referent disambiguation step, known as toponym
resolution (Leidner, 2007), geocoding, or grounding in the literature, each place ref-
erence is linked or ‘grounded’ to a gazetteer entry including an explicit geographical
representation, such as a latitude-longitude coordinate or a polygon. In a final
step, an overall geographical representation is determined by further processing
the set of grounded locations found for a document. Some steps may overlap, for
example if using a preliminary document-level representation (step 3) to aid in
disambiguation/grounding (step 2). We now look at these steps in more detail.
2.5.1 Identifying placenames
The first step in gazetteer-based pipelines is to identify words or sequences of words
in text that refer to locations - typically toponyms/placenames, but potentially
other types of referring expressions to places (Table 2.1). Leidner and Lieberman
(2011) identify three main approaches to placename identification: gazetteer lookup
based, rule based, and machine learning based. Gazetteer lookup methods involve
going through text word-by-word looking for string name matches in a gazetteer.
Since many common words, like ‘bath’, ‘nice’, and ‘of’, also appear in gazetteers
as placenames, gazetteer lookup methods should ideally be accompanied by pre-
processing (selecting a subset of words from the text to look up, for example
proper nouns) and post-processing (such as removing common false positives via
an exclusion list) to deal with geo/non-geo ambiguity. A gazetteer-based approach
is used in Fisher et al. (2011) to detect locations in scientific articles, where only
word sequences of up to 3 words taken from the title, keywords, and abstract are
12Confusingly, the term ‘geoparsing’ is now also being used to refer to the combination of
identifying and grounding placenames, i.e. steps 1 and 2 together (e.g. Gritta et al., 2017;
Karimzadeh et al., 2018)
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looked up, with words in the abstract limited to those starting with a capital letter,
a suitable strategy for formal English-language text. In Tamames and de Lorenzo
(2010), a part-of-speech (POS) tagger is first run over the text, and only capitalized
words within noun phrases are looked up in a gazetteer.
Rule based methods look for place references based on rules or patterns, including
sequences of words or common toponym structures. In Leveling (2015), a rule
based approach is used to detect geographic and geologic locations in tables and
captions of scientific articles. Examples of patterns detected include sequences
containing capitalized words, words appearing in a gazetteer, location modifiers
(e.g ‘north-west’, ‘central’), and feature types (e.g. ‘river’, ‘mountain’, ‘shield’).
Machine learning based methods make use of annotated ‘gold standard’ corpora
to find statistical associations between place references and various predictive
features derived from the text. Examples of features include whether a word is
capitalized, what the POS tag of a word is, whether a word is preceded by a word
like ‘in’ or ‘to’, whether a word is the first word in a sentence, and so on. These
associations are then used to identify locations in previously unseen text. Most
NER tools are machine learning based, including the widely-used Stanford NER
tool (Finkel et al., 2005) which has been shown to be high-performing over a range
of datasets (Jiang et al., 2016). NER is often considered an overarching problem to
location/placename identification, dealing with a wider categories of named entities
than just locations. Indeed, a wide variety of NER tools are available, which vary
in their categorization schemes. The ‘location’ entity is one of the most studied
types, alongside ‘person’ and ‘organization’ (Nadeau and Sekine, 2007), and these 3
categories are the ones used in Stanford NER’s 3-class model. In contrast, one of
the NER categorization schemes in the NLP library spaCy features a wider range
of categories originating from the OntoNotes 5 corpus13, with locations potentially
being classified as ‘location’ (LOC), ‘facility’ (FAC), ‘organization’ (ORG), or
‘geo-political entity’ (GPE), as shown in Figure 2.3.
13https://catalog.ldc.upenn.edu/LDC2013T19 (accessed in 07.2019)
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Figure 2.3: Entity types in one of spaCy’s categorization schemes for their NER module.
In addition to categorization schemes, NER tools also vary in terms of the
algorithms used and the text type or genre (such as news, web pages, or social
media)14. In general, NER tools perform best on testing data that closely resembles
the training data used to train the model (Augenstein et al., 2017), given sufficient
training data, a situation analogous to most (machine) learning problems. Most
widely used, general-purpose NER tools are trained on formal text, including news
articles, and hence informal texts such as tweets are challenging for standard NER
tools and strategies (Liu et al., 2014). One solution is to re-train a model on suitable
data, as in Yin et al. (2014) who re-train Stanford NER on Twitter data in order
to identify location mentions in the content of tweets.
Mixing placename identification methods is also possible, where different strate-
gies may complement each other and make up for their respective weaknesses.
14A useful note should be mentioned here regarding text genre and text domain, from Augenstein
et al. (2017): “These are two dimensions by which a document or corpus can be described. Genre
here accounts the general characteristics of the text, measurable with things like register, tone,
reading ease, sentence length, vocabulary and so on. Domain describes the dominant subject
matter of text, which might give specialised vocabulary or specific, unusual word senses. (...)
One notable exception to this terminology is social media, which tends to be a blend of myriad
domains and genres, with huge variation in both these dimensions (...)”
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Gelernter and Zhang (2013) build a Twitter-specific location parser which combines
the results of four parsers, as they found individual out-of-the-box tools struggled
with abbreviations, misspellings, fine-grained places, and colloquial names in tweets.
Won et al. (2018) combine 5 NER systems using a voting system in order to increase
placename identification performance on challenging historical text.
2.5.2 Grounding placenames
The second step in gazetteer-based pipelines is to ground the placenames or location
strings identified in the first step, which means linking each location unit to a
unique gazetteer record and its associated geographical footprint (such as a point,
bounding box, or polygon). This step is also known as toponym resolution, a term
introduced in Leidner (2004a). Yet another term for it is geocoding, a term whose
meaning has evolved as geocoding tools themselves evolved from taking structured
addresses as input and returning geographic coordinates, to taking a wide range
of location strings as input and potentially returning richer geometries.
The main challenge in this step is to deal with geo/geo ambiguity: finding the
correct intended referent location for each location string. A systematic analysis of
disambiguation strategies is presented in Leidner (2007). Buscaldi (2011) partitions
approaches to disambiguating placenames into: map-based, knowledge-based, and
data-driven or supervised approaches. Map-based methods rely on geographic
properties such as proximity of resolved toponyms to each other, while knowledge-
based methods make use of external information such a population data, and
data-driven methods base disambiguation on statistics from annotated corpora.
Specific disambiguation strategies in the literature are varied, can be used
in combination, and include:
• Looking for a country or containing place within the sentence or a certain
word span from the textual place reference (Amitay et al., 2004).
• Assigning the placename to the referent with the highest population as a
default (Amitay et al., 2004).
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• Assigning the placename to the ‘most important’ referent as a default, where
importance could be calculated using place hierarchy, feature types, or other
information available in a gazetteer (Clough, 2005).
• Using a ‘one sense per discourse’ heuristic, meaning, always linking a particular
placename to the same referent within a text document (or ‘discourse’)
(Leidner, 2007).
• Using usage statistics based on large-scale text mining, where ‘importance’ of
a specific referent could be how often that referent appears in text (Rauch
et al., 2003).
• Using placename co-occurrence information (e.g. crawled from Wikipedia) to
disambiguate based on textual context (Overell and Rüger, 2008).
• Picking the referent which minimizes the distance to all other already-
disambiguated placenames Smith and Crane (2001).
• Picking the referent which minimizes the maximum or total distance between
all referent candidates for a document (Moncla et al., 2014a).
• Looking for type information in the textual content of the placename (Batista
et al., 2010).
The potential for ambiguity typically increases along with the depth and breadth
of the gazetteer(s) used. For example, Clough (2005) calculated that about 8% of
placenames in the UK-specific Ordnance Survey had multiple entries, compared
to 59% of names in the global-coverage TGN.
2.5.3 Geographically representing text documents
The two previous processing steps, identifying placenames and grounding placenames,
should result in a set of placenames alongside a geometry for each. This output
can be considered the output of the toponym resolution process, concerned with
individual mentions of toponyms and their geographical representation, typically a
latitude-longitude point for each. The third and final step seeks to generate a useful
representation for not just individual toponyms or placenames, but for the document
as a whole, based on the task/purpose. This step is a defining feature of works
2. Background material 30
aiming to go further than identifying and resolving place references in text. Not
performing this step results in a ‘bag of locations’ representation for a document,
and if geometries are points, a ‘bag of points’ representation. This extra step’s goal
is to summarize in some useful way the grounded place references obtained in a
document, such as by emphasizing or picking out key locations over others.
Indeed, examples of what can be done in this third step are to select one or
several ‘important’ places among a wider set, and/or to create a new geometry for
a document out of, for example, a set of points (such as a bounding box or polygon
containing all points, or a subset of more ‘important’ points). Correspondingly,
geographical representations for documents in the literature tend to vary in terms
of how many locations are retained in the model (such as one, several, or all
grounded place references), and what footprint type is used (such as a set of
points, a bounding box, or a grid).
Table 2.2 presents footprint types commonly used in gazetteer entries (Hill,
2000), and thus also the options typically used to represent individual grounded
placenames. Other representational options for individual entities are possible:
in Axelrod (2003), 6 types of spatial representation for geographic entities are
presented and used in a geospatial database, including an area ‘without clearly
defined boundaries’ and a probability density distribution.
type of representation description
point single pair of latitude & longitude coordinates
bounding box double pair of coordinates representing the maximum
and minimum of latitude and longitude extent
line set of points that do not enclose a space
polygon set of points that do enclose a space
grid representation grid references to a location according to an identified
grid referencing scheme
Table 2.2: Types of geospatial representation in Hill (2000).
As for ways of geographically representing a text document, options include
using placenames as-is, using a single point, using a set of points, using a polygon
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or bounding box, using a grid, and using a probability density function. These
document-level options are illustrated in Figure 2.4. For applications performing
spatial reasoning, at least some of the geometries used should be areas (such as
bounding boxes or polygons) rather than points (Vasardani et al., 2013) so that
footprints can be compared using containment relationships or overlap. Indeed,
limited spatial reasoning is possible when dealing only with points, being largely
limited to the point-to-point distance, though deriving areas from points is one









Figure 2.4: Different possible geographical representations for a text document.
As mentioned, document-level geographic representations are often called the
‘geographic scope’ or ‘focus’ of a text document (Buyukokkten et al., 1999; Amitay
et al., 2004), representing the geographical locations/region the document is (mostly)
about. Many early works identified geographic scopes for webpages in order to
enhance traditional search engines by returning geographically relevant results
(Buyukokkten et al., 1999; Ding et al., 2000; Amitay et al., 2004; Markowetz
et al., 2005; Wang et al., 2005; Zong et al., 2005). Below, significant early works
on the problem of assigning geographic representations to documents are briefly
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presented, including their representational choices, and some information on their
methods or objectives, where relevant:
• Woodruff and Plaunt (1994): Their GISPY spatial indexing system represents
each place found in a text as a polygon, which are then overlayed, and each
document gets assigned zero or more polygons based on their weights in the
overlay.
• Buyukokkten et al. (1999): They model each location that has links to a
webpage of interest as a circle, where the radius of the circle represents a
normalized count of links; these circles are displayed on a map for visualization.
• Amitay et al. (2004): Their Web-a-where system assigns up to four locations
as the ‘geographic focus’ of a web page. Locations considered distinct enough
from each other and surpassing some importance threshold are retained as
the geographic model of the document, with each location tied to a node in
their hierarchical gazetteer providing a relevant geometry (point or polygon).
• Markowetz et al. (2005): They use a grid representation for their document
footprints, partitioning the total geographical area of interest into equal area
tiles, then they assign an integer value to each tile representing ‘the certainty
that the document is relevant to the tile’.
• Purves et al. (2007): The SPIRIT GIR system assigns footprints to docu-
ments based on the locations found using gazetteer lookup, with a gazetteer
containing polygonal footprints for each location. However, for processing
efficiency, locations in documents are represented using bounding boxes derived
from these polygons, and ultimately document footprints become part of a
grid-based spatial index.
• Lieberman et al. (2007): Their STEWARD system retains all locations found
in a text document, ranked according to a focus score. Their scoring algorithm
considers the mention count of a location, as well as geographic proximity
and textual distance between pairs of locations. Each location is tied to a
gazetteer entry containing latitude-longitude coordinates, and no attempt
is made at jointly modeling these points. In a follow-up work focusing
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on news articles (Teitler et al., 2008), some domain-specific refinements to
their processing pipeline are made, including assigning greater importance to
locations mentioned earlier in text.
The works presented above are but a small subset of a much larger body of
literature aiming to assign geographic representations to documents for various
purposes. Text-to-space pipelines and geographic representation choices vary from
one work to the next, with early local search applications generally associating
documents with one or more key places, GIR systems assigning potentially richer
spatial footprints to each document for indexing and retrieval, and many systems
modeling locations at all levels of granularity using simple latitude-longitude
coordinates. Methods and modeling choices are often tightly coupled to the
underlying data and resources, the tools used, and the intended application, though
assumptions made and possible alternatives are not always stated.
2.6 Research gaps
Based on the overview of relevant background and literature presented above, the
following research gaps have been identified:
Spatial properties of global gazetteer resources. Several studies have looked
at data quality in widely used, global spatial resources such as GeoNames, TGN,
and OpenStreetMap, but typically focusing on just one resource in isolation and on a
particular geographic region. GeoNames in particular is widely used in text-to-space
pipelines but its global spatial properties, likely to influence the spatial properties of
task results, have not been sufficiently examined. Some studies have found that its
coverage is unbalanced in particular countries, but few in-depth systematic global
analyses have been conducted. In particular, few works have studied coverage
across country boundaries and have looked at a wider range of feature types than
populated places, including natural feature types such as mountains, hills, and
streams. Methodologically, a global quality analysis is not straightforward because
there is no accepted, high quality authoritative resource to use as a comparison.
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Gazetteer matching methodology. Many gazetteer matching or integration
studies exist, but it is unclear what methods should be applied to a new gazetteer
matching task and how to choose a matching strategy. Indeed, each work on this
problem differs in terms of what data is used, what methods are implemented, what
matching features are used, and how the task is evaluated. Gold standard datasets
and implementation code are nearly absent from the publication landscape. As
with gazetteer coverage studies, few gazetteer matching studies have looked at a
wider range of feature types, including natural features such as mountains, hills,
and streams, which may present additional challenges due to vague boundaries and
differing gazetteer representations. It is also unclear how to integrate feature type
information into the matching task, particularly when dealing with more than one
feature type hierarchy.
Natural feature types. Most text-to-space research, including work on gazetteer
resources, focuses on a common subset of feature types such as populated places
(cities, towns, villages) and geopolitical entities like states and countries. Natural
feature types such as mountains, hills, and streams, receive comparatively little
attention despite presenting interesting research challenges. Dealing with texts
that contain placenames for natural features requires having suitable, potentially
integrated, gazetteer resources and a strategy for recognizing and disambiguating
these placenames when many tools focus on populated places.
Textual data sources. Early work on assigning geographic representations to
documents focused on webpages for geographical search, and since then, the two
dominant types of documents fed to text-to-space pipelines have arguably been
news articles and Twitter content. Other types of documents, such as blogs, reports,
scientific articles, historical text, and hiking descriptions, receive limited attention
but present their own set of challenges. These challenges include a shift to dealing
with fine-grained places and natural features, as in parsing hiking descriptions
(Moncla et al., 2014a), and working with longer documents where only a subset
of locations appearing in the text are relevant for a geographical model, as with
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scientific articles (Fisher et al., 2011). Generally, different text genres and text
domains may vary in terms of which subsets of feature types (such as natural
features, urban POIs, or populated places) and referring expressions to places (such
as toponyms or compositional descriptions) (Table 2.1) appear most often.
Geographical representation. Most text-to-space pipelines in the literature
output a single point or a set of points to represent a text document, often with
no further processing of the geometries output at the toponym resolution step.
However, even when working with a gazetteer resource that returns points for all
named places, more complex geometries can be created from a set of points (Galton
and Duckham, 2006), such as a bounding box or a convex hull. Few works explore
these representational options at all.
Real-world motivated case studies. There is a tendency in the literature to
treat a text-to-space pipeline as an end in itself, rather than truly as a means to an
end. Though it is interesting to advance research based on datasets that present
interesting properties, it is also important to pursue avenues of research that are
ultimately motivated by real-world needs.
Reproducibility. Text-to-space pipelines involve not just specific tools and specific
snapshots of gazetteer resources, but also specific computer code that implements
the particulars of placename detection, placename grounding, and the geographical
representation of documents. Despite the importance of implementation details on
any results, publications which provide access to the code and data used to generate
these results are all too rare. The reproducible research movement promotes the
idea that, as scientific analyses become increasingly computational, code and ideally
data should be made freely available alongside publications in order for others
to be able to more easily verify any results and build upon them (Peng, 2011).
Reproducibility also means that the highly complex, decentralized enterprise that
is modern scientific research can potentially become more cooperative, and less
adversarial, and ultimately provide more value to the public.
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Research contributions relating to text-to-space pipelines are varied and have
come from computational linguists, who focus on improving NER and other NLP
tools, computer scientists, whose skills includes building specific applications that
are scalable and efficient, and GIScientists, who can apply their expertise to areas
of improvement relating to spatial resources and models. There are many ways to
further advance text-to-space research, and as a GIScientist, the interdisciplinary
work presented in this thesis maintains a focus on geographical space throughout.
There is remarkable diversity in approaches to the
description of geographic places and, until recently,
no standardization beyond authoritative sources for
the geographic names themselves.
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The contents of this chapter are based on two publications included in this thesis:
Paper I (Acheson et al., 2017a) and Paper II (Acheson et al., 2019).
This chapter concerns the first theme of this thesis: text-to-space resources known
as gazetteers. Gazetteers play an important role in many text-to-space pipelines,
and provide the crucial link from textual placenames to geographical representations
in gazetteer-based pipelines. The first part of the chapter (section 3.1) presents
work done to quantitatively analyze and compare spatial properties of two global
gazetteers: GeoNames and the Getty Thesaurus of Geographic Names (TGN). The
second part of the chapter (section 3.2) then presents work on gazetteer matching,
where records from GeoNames are linked to records in swissNAMES3D when a pair
of records is a ‘match’, that is, when the records represent the same real-world entity.
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3.1 Gazetteer comparison and analysis
The spatial properties of two widely-used global gazetteers, GeoNames and TGN,
are examined in this section. Previous work included single-gazetteer studies of
GeoNames, such as an analysis of data quality and spatial coverage for specific
countries and regions (Ahlers, 2013), and a global study mapping the density of
populated places in the resource and comparing it to population data (Graham
and Sabbata, 2015). In a preliminary work developing our methods to compare the
spatial distribution of records across gazetteers, we focused on Great Britain and
compared data in GeoNames and TGN to data in two authoritative gazetteers by
Ordnance Survey: OS 50k and its more recent replacement, OpenNames (De Sabbata
and Acheson, 2016). The follow-up work presented here (Acheson et al., 2017a)
analyzes not just one country or region, but the global spatial coverage of both
GeoNames and TGN, and not one feature type, but a range of common types,
including populated places and natural feature types. Our gazetteer data, methods
of analysis, and results are detailed below.
3.1.1 Gazetteers
GeoNames and TGN are briefly described below, followed by a short introduction
to gazetteer data quality assessment.
GeoNames
GeoNames is a widely used placename resource, commonly used in text-to-space
pipelines, particularly during the grounding/disambiguation step (e.g. Van Laere
et al., 2014; Weissenbacher et al., 2015; van Erp et al., 2015; Karimzadeh et al.,
2018). Its many appealing properties include global coverage, a very large number of
records (over 10 million records already in June 2015), and daily data exports which
can be freely downloaded and used. The records in GeoNames come from a variety
of sources, including authoritative datasets and individual contributors. GeoNames
provides for each record the standard elements of name, type, and geometry, and
for many records offers additional information such as alternate names, population
3. Text-to-space resources: gazetteers 39
information, and information about containing countries or regions (hierarchical
information). Each record is represented by a latitude-longitude point in the free
version, including point centroids for records like countries and lakes. Records are
assigned a feature type from a two-level feature type hierarchy: one of 9 feature
classes and one of 645 feature codes (each a subdivision of a feature class). Despite
a large number of available feature codes, the distribution of these codes in the
resource is highly skewed, with around a third of all records in the gazetteer having
the code ‘PPL’ for ‘populated places’ (Figure 3.1).
TGN
TGN is a gazetteer with an explicit focus on places of cultural and historical
significance and a target audience which includes museums, archivists, and re-
searchers in art and art history. As stated in their own words, “TGN is intended to
aid cataloging, research, and discovery of art historical, archaeological, and other
scholarly information. However, its unique thesaural structure and emphasis on
historical places make it useful for other disciplines in the broader Linked Open
Data cloud.1” The dataset has been accessible as Linked Open Data since 2015. It is
a curated resource with over 1.4 million records of named places, including political
entities such as cities and countries, and natural features such as mountains and
streams. Records are annotated with a name, feature type (potentially a primary
‘preferred’ type alongside other secondary types), latitude-longitude coordinates,
hierarchical information, and potentially many other fields such as a descriptive
note, alternate names, related places, and historical relationships. TGN has been
used in the context of text-to-space pipelines (e.g. Smith and Mann, 2003; Clough,
2005; Overell and Rüger, 2008). TGN’s feature types (or ‘place types’) are from
the controlled vocabulary of Getty’s own Art & Architecture Thesaurus2. As with
GeoNames, the distribution of records in the resource is also skewed to a small
number of types, including the ‘inhabited places’ type (Figure 3.1).
1From http://www.getty.edu/research/tools/vocabularies/tgn/about.html (page version from
21.03.2019)
2Available online at http://www.getty.edu/research/tools/vocabularies/aat (accessed in
07.2019)
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Figure 3.1: Most frequent features types for GeoNames and TGN. Figure adapted from
Acheson et al. (2017a).
Gazetteer quality
Evaluating gazetteer quality can be done along many dimensions or components,
including the five major dimensions from the US Federal Geographic Data Committee
to assess geospatial data quality: attribute accuracy, positional accuracy, logical
consistency, completeness, and lineage (Guptill and Morrison, 1995). Relating
to gazetteers specifically, Leidner (2004b) lists seven criteria for ‘gazetteer selec-
tion’, which Hill (2006) adapts and expands into the 8 gazetteer quality criteria
presented in Table 3.1.
In Table 3.2, we take this list of 8 criteria and apply it to our gazetteers of
interest, GeoNames and TGN, alongside two authoritative gazetteers by national
mapping agencies: OS 50k for Great Britain, and swissNAMES3D for Switzerland.
This preliminary evaluation along a set of defined dimensions helps illustrate
some important differences between our two global gazetteers of interest and the
authoritative resources: GeoNames and TGN contents have a more varied lineage
(sources), their precision is not well defined, and their completeness and balance are
both essentially unknown. Indeed, completeness is an issue because some regions of
the world where little data is available will almost certainly be poorly covered, and
this means balance is also affected, since different regions will not be covered with
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Table 3.1: Gazetteer quality criteria from Hill (2006). Table from Acheson et al. (2017a).
criterion description
availability “Degree to which the gazetteer is freely available and not limited
by restrictive conditions of use”
scope “Small communal database, regional/national coverage, or world-
wide coverage”
completeness “Degree to which the scope of the gazetteer is covered completely”
currency “Degree to which the gazetteer has incorporated changes”
accuracy “Number of detectable errors in names, footprints, and types”
granularity “Includes large, well-known features only or features of all sizes and
those that are less well known”




“Amount and detail of descriptive information, beyond the basics
of name, footprint, and type”
a ‘uniform degree of detail, currency, accuracy, and granularity’. Data quality in
general may vary in ways related to data availability for a particular region.
Table 3.2: Gazetteer quality criteria evaluated for four gazetteers including GeoNames
and TGN. Table adapted from Acheson et al. (2017a).
criterion GeoNames TGN OS 50k swissNAMES3D
availability free free free free
scope worldwide worldwide Great Britain Switzerland
completeness ? ? X X
currency daily two weeks annual annual
precision varied approximate 1k grid cell 0.2m–3m
granularity medium to fine medium medium to fine fine
balance ? ? uniform uniform
lineage various sources GNIS, experts OS maps SwissTopo maps
richness of
annotation
medium rich for portion medium medium
Since there is no global, authoritative ‘ground truth’ resource to compare
GeoNames and TGN to, we must proceed in other ways in order to draw conclusions
about quality criteria such as completeness and balance. One way is to quantify and
visualize the coverage of the resources, a property not explicitly listed in Tables 3.1
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and 3.2 as a quality criterion but related to scope, completeness, granularity, and
balance. We define coverage of a gazetteer resource as the feature density across
space (‘spatial coverage’, as in Hill (2006), p. 144). Balance in particular, as defined
in Table 3.1, depends on this feature density across space - specifically, how uniform
the coverage is. We focus on this particular aspect of balance, rather than balance
along other dimensions such as accuracy and richness of annotation.
3.1.2 Methods
We obtained full data snapshots of GeoNames and TGN on 30.06.2015. In addition
to analyzing the full contents of both gazetteers, we selected a subset of feature types
to analyze in isolation, starting from the types with the most records in GeoNames:
populated places, streams, mountains, and hills. We chose corresponding types
in TGN by considering type names, definitions, hierarchies, and record counts.
The types selected for analysis in each resource, including counts and percentage
of total records, are presented in Table 3.3.
Table 3.3: Feature types selected for analysis in GeoNames and TGN and their counts
and percentage of total records in each resource. A * indicates that any record with a
feature code matching this base was included in the count. Table adapted from Acheson
et al. (2017a).
feature type GeoNames TGN
name codes count % place types count %
all (all) 10,203,772 100.0 (all) 1,439,138 100.0
populated places PPL* 3,767,721 36.9 inhabited places 564,533 39.2
streams STM* 1,027,913 10.1 streams 108,445 7.5
mountains MT* 390,418 3.8 mountains 25,975 1.8
hills HLL* 351,926 3.4 hills 25,680 1.8
We analyzed the global coverage of records in GeoNames and TGN by aggregating
records using 3 different units: fine-grained, equal area 10x10km cells; medium-
grained, equal area 100x100km cells; and coarse-grained, varying-sized country
units. Using the fine-grained units, we produced global coverage maps using the
ArcGIS Point Density tool (10x10km cells with 30km neighborhoods) in the equal
area Goode Homolosine Land projection, for the 5 data subsets (including all
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features) presented in Table 3.3. These 10 maps allow for a visual overview of
coverage in each resource for each data subset, as well as quick insight into how
coverage varies across resources in different parts of the world and across national
boundaries. Using the medium- and coarse-grained units, we compared counts in
corresponding units across the two gazetteers using Kendall’s tau rank correlation
(for non-normally distributed data). Finally, using again these two coarser-grained
units, we established descriptive, quantitative relationships between counts in the
two datasets using linear models, which use not just rank but also magnitude.
3.1.3 Results and interpretation
We first mapped the global coverage of GeoNames and TGN for all records, rendered
in Figure 3.2 in terms of GeoNames quantiles for record density. First of all, the
TGN map shows visibly lower density nearly everywhere compared to the GeoNames
map, which is to be expected since TGN contains only about a tenth of the total
number of records that GeoNames has (Table 3.3). Secondly, in both maps one can
see that coverage varies widely in different parts of the world, with generally denser
coverage in North America and Europe and sparser coverage in South America and
Africa, a pattern which is especially pronounced for TGN. Thirdly, the country
unit seems to be driving some sharp changes in coverage in both maps: in TGN
for example, Germany seems very densely covered compared to the surrounding
countries, especially to the East, and in GeoNames, coverage seems to suddenly
drop when crossing the border from Norway to Sweden. Hence we may be seeing
some effects of the integration of (open) datasets from national mapping agencies.
Figure 3.3 shows the global coverage of GeoNames and TGN for the 4 feature
type subsets: populated places, streams, mountains, and hills. We see similar
patterns of coverage in these maps as in the maps of all records, with generally
sparser coverage in TGN compared to GeoNames, and overall coverage getting both
sparser and more idiosyncratic in both resources as the overall number of records
gets smaller (from populated places down to hills, c.f. Table 3.3). The map of hills
in TGN, for example, shows just how few records are catalogued at all for this
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Figure 3.2: Point density maps for all features in GeoNames (top) and TGN (bottom),
rendered in terms of GeoNames quantiles, in the Goode Homolosine Land projection.
Figure from Acheson et al. (2017a).
feature type, with most of the world map showing a density of 0, and a sudden
increase in density in a particular country, Germany. Thus, we again see the country
unit as a driver of coverage, not just overall but also for specific feature type subsets.
The Kendall’s tau rank correlations for corresponding 100x100km cells and
country units in GeoNames and TGN are presented in Table 3.43. In general,
3Note that for the country units, a pair of counts was included in the rank correlation calculation
when neither count was 0, whereas for the 100x100km cells, much more numerous than the number
of countries, a pair of counts was included in the calculation as long as one of the counts was not
0. This avoids artificially high correlations due to matching counts of 0 in the country counts, but
also avoids dropping too many meaningful pairs for the raster cells.














Figure 3.3: Point density maps by gazetteer (GeoNames, TGN) and feature type
(populated places, streams, mountains, hills), rendered in terms of GeoNames quantiles,
in the Goode Homolosine Land projection. Figure from Acheson et al. (2017a).
the correlation analysis shows strong positive relationships for ‘all’ and ‘populated
places’ for both the country and raster cell units, and weaker positive relationships
for ‘mountains’. The relationships for ‘streams’ are weaker still, with a steep
drop in correlation for the country unit as compared to mountains, and the
weakest relationship by far (virtually 0) is for ‘hills’ in the raster unit. Importantly,
correlations are greater for countries than raster cells in all five cases examined,
showing stronger relationships between record counts in the coarser country unit
than for the finer raster cells.
To quantify the relationship between counts in GeoNames and TGN in corre-
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Table 3.4: Kendall’s tau correlation coefficients between GeoNames and TGN for record
counts in corresponding countries and (100x100km) raster cells. Significance levels: ∗
p < 0.00001, † p < 0.01, + p < 0.05. Table adapted from Acheson et al. (2017a).
features countries (N = 237) raster (N = 51,996)
M (neither 0) Kendall’s tau M (not both 0) Kendall’s tau
all 237 0.714∗ 20,665 0.638∗
populated places 235 0.701∗ 14,188 0.538∗
streams 29 0.300+ 13,182 0.232∗
mountains 159 0.485∗ 9,868 0.245∗
hills 74 0.258† 8,704 0.042∗
sponding cells or countries, we built linear models using GeoNames arbitrarily as the
‘independent’ variable, and using log-log models because of the positively skewed
distribution in both datasets. Our initial scatter plot of the country relationship
showed two groups of points, where one group of countries showed higher counts
in TGN compared to the others. We called these 15 countries4 ‘high coverage’
and introduced a boolean indicator variable in our models representing whether a
country was in this set or not. We thus used linear models according to the formula:
ln(TGN) = b0 + b1 ln(GeoNames) + b2HighCoverage + ε (3.1)
The final log-log scatter plots for both countries and 100x100km raster cells are
shown in Figure 3.4, where we assigned each raster cells to a country (either ‘high
coverage’ or not) or to no country. Our country linear model had an adjusted R2 of
0.87, hence the record counts in GeoNames could account for 87% of the variation in
record counts in TGN. The raster linear model, disregarding cells not in any country,
was very similar, with a slightly lower R2 of 0.82. Record counts in TGN were indeed
highly dependent on membership in the ‘high coverage’ set: for the country model,
‘high coverage’ countries had around 60 times as many records as low coverage
countries (b2 = 4.13, e
4.13 = 62.18) and for the raster model, cells from ‘high
coverage’ countries had around 30 times as many records (b2 = 3.40, e
3.40 = 29.96).
4the United States, Germany, Mexico, France, India, Spain, Chile, Taiwan, United Kingdom,
Italy, Egypt, Greece, Belgium, New Zealand, and the Netherlands





















Figure 3.4: Log-log scatter plot of feature counts in TGN as a function of counts in
GeoNames in matching countries (left) and 100x100 km cells (right). Figure adapted
from Acheson et al. (2017a).
We found that these ‘high coverage’ countries also had higher record counts
than the others in TGN for the four feature type subsets we analyzed. Hence
we repeated the correlation analysis (from Table 3.4) but using only the 15 ‘high
coverage’ countries. The results, presented in Table 3.5, show that all 5 data
subsets have strong positive relationships which are statistically significant. In
addition, the correlations are stronger for the 15-country subset than for the full
set of countries for the 4 feature type subsets, and the values are quite stable across
these different feature types, all ranging from about 0.76 to 0.87. Overall these
correlation coefficients show that in the countries where TGN has better coverage,
the coverage on the country scale highly resembles the GeoNames data.
Table 3.5: Kendall’s tau correlation coefficients between GeoNames and TGN for record
counts in countries determined to be in the ‘high coverage’ group in TGN. Significance
levels: ∗ p < 0.001. Table adapted from Acheson et al. (2017a).
features N Kendall’s tau
all 15 0.695∗
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Summary
Our multi-scale analysis of gazetteer coverage using point density maps, rank
correlations, and linear models, shows some consistent patterns: coverage in TGN
is much sparser and more idiosyncratic than coverage in GeoNames, coverage
of natural feature types is generally more idiosyncratic in both resources than
coverage of populated places, and the country unit plays an important role in
differences in coverage in both resources.
3.2 Gazetteer matching
After our analysis of coverage in two global gazetteers, we now look at integrating
two resources for a defined region of interest and for a subset of natural feature types,
which we have seen can have very unbalanced, idiosyncratic coverage in GeoNames
and TGN. Specifically, we link or match natural feature records in Switzerland from
GeoNames to records from the authoritative swissNAMES3D, when these records
are deemed to be about the same real-world entity, a process referred to as gazetteer
matching. This type of gazetteer integration can be undertaken before applying a
text-to-space pipeline to a particular case study, in order to potentially improve
recall at the placename identification or grounding stage through more complete
resources, and to improve precision through, for example, accessing records with a
richer set of attributes such as alternate names and multiple geometries.
Previous work on gazetteer matching had focused mainly on feature types such
as populated places and points of interest (POIs), rather than natural feature
types, and strategies were lacking to integrate types into matching decisions when
dealing with multiple type hierarchies. More generally, methods and datasets varied
from one work to the next, making it hard to evaluate methodological decisions
and compare matching performance, and no direct comparisons of rule-based and
gazetteer-based methods were found in the literature. In a preliminary work, we
annotated and publicly released a dataset matching natural feature records from
GeoNames to records in swissNAMES3D, in addition to presenting results of simple
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rule-based matching applied to this dataset (Acheson et al., 2017b). The follow-up
work summarized here (Acheson et al., 2019) presents a detailed methodology
to perform gazetteer matching using machine learning, implements both rule-
based methods and machine-learning-based methods for a direct comparison, and
highlights ways to construct a realistic testing pipeline, all applied to the publicly
released dataset of natural feature records.
3.2.1 Entity resolution and gazetteer matching
Gazetteer matching is a special case of record linking, where the records to be
linked represent geographical entities, rather than people, biomedical records, or
web pages. Record linking is itself part of the broader challenge of entity resolution
(Elmagarmid et al., 2007; Costa et al., 2015; Christen, 2012), which usually consists
of a sequence of 3 steps: a data preparation step (cleaning records, normalizing
records, aligning fields), a record linking / gazetteer matching step (matching
corresponding records), and potentially a record fusion step (building a single
resource by merging/augmenting matched records).
Gazetteer matching can itself be divided into 3 steps: candidate selection, feature
extraction, and classification. The first step, candidate selection, involves choosing
a subset of all possible record pairs which will be carried into the next steps. The
retained record pairs should ideally include any record pairs that are likely to be
matches, so that true matches are found later in the pipeline, but considering
all record pairs is inefficient and unnecessary since records far apart in space are
unlikely to be matches, more or less so depending on the feature type. In the
subsequent step, feature extraction, various distance (or similarity) metrics (known
as ‘features’ in a machine learning context) are calculated between all candidate
record pairs. Examples of matching features include the Levenshtein distance
(Levenshtein, 1966) for names and point-to-point distance for point geometries.
The final step, classification, outputs a ‘match’ or ‘no match’ decision for each
candidate record pair using a decision boundary set either with rules or based on a
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trained machine learning model. An overview of entity resolution, including record
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Figure 3.5: Entity resolution steps, including record linking/gazetteer matching, and
gazetteer matching sub-steps. Figure from Acheson et al. (2019).
Data heterogeneity commonly results when complex real-world entities get
simplified into structured gazetteer records. Records for the same entity in two
different gazetteers may have a different name (e.g. a place can have multiple names
and variants in different languages), geometry (e.g. two different points or two
different geometry types), and type (e.g. types from different types hierarchies,
including in different languages). Correspondingly, we focus our matching methods
on these three attributes, though we also experiment with additional matching
features, particularly ones to help characterize natural features, including elevation
and land cover.
3.2.2 Methods
Both rule-based and machine-learning-based matching were implemented, focusing
on the core record linking/gazetteer matching step, as laid out in Figure 3.5. Data
preparation included projecting coordinates in GeoNames and swissNAMES3D
from latitude-longitude coordinates (WGS84) to a Swiss coordinate system (LV03)
and vice-versa, in order to more efficiently calculate distances. Record fusion,
described above, was not performed for this work. For land cover matching features,
3. Text-to-space resources: gazetteers 51
external data was used, consisting of a federally produced 6-class categorization
of land cover for the whole of Switzerland5.
All implementation code was written in Python, relying primarily on the
extremely useful pandas6 data analysis library and the scikit-learn machine learning
library (Pedregosa et al., 2011), and is publicly available7.
Data
For the matching task, we annotated a subset of records from GeoNames, linking
them to records in swissNAMES3D (annotated data made public in Acheson et al.,
2017b). We downloaded freely available, daily updated data for Switzerland from
GeoNames8 on 20.07.2017, which contained around 67k records. We also downloaded
the freely available swissNAMES3D9, which is updated annually and fully revised on
a 6-year cycle, in February 2017. The dataset contains over 300k records organized
according to a Switzerland-specific, German-language feature type hierarchy.
We used GeoNames as our ‘source’ resource (records to find matches for) and
swissNAMES3D as our ‘target’ resource (to find matching candidate records),
since swissNAMES3D is an official dataset and has higher coverage in Switzerland.
To manually prepare an annotated gold standard dataset, we first selected a
portion of records from our source gazetteer, GeoNames, to find matches for. We
randomly selected 50 records per type from each natural feature type which had at
least 100 records in Switzerland10, and comprehensively tried to find matches in
swissNAMES3D for these, including one-to-many and ‘no match’ cases. Each of
the 4 annotators, all graduate students in Geographic Information Systems, was
assigned all records from two of the 8 feature types to do a first pass annotation







10The 8 annotated GeoNames types are: lake (LK), glacier (GLCR), stream (STM), peak (PK),
pass (PASS), hill (HLL), mountain (MT), and valley (VAL).
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the four annotators, until an agreement was reached on each case (as described
in Acheson et al. (2017b)). The number of swissNAMES3D matches for each
GeoNames record in the annotated data is shown in Table 3.6.
Table 3.6: Number of swissNAMES3D matches for each GeoNames record in the
annotated data. Thus, 339 GeoNames records have exactly one match in swissNAMES3D,
14 records have no match, and so on.
number of matches GeoNames








We implemented the following set of rule-based matching procedures, from simplest
to most complex:
• random-baseline: match is a randomly chosen match from all exact name
matches.
• name-threshold: matches are all exact name matches (primary or alternate
names) within a fixed distance threshold (e.g. 5km) of the source record.
• name-custom-threshold: matches are as in name-threshold, but with type-
specific thresholds (c.f. Morana et al., 2014).
• multi-threshold: variation on name-custom-threshold which adds additional
thresholds on land cover and elevation.
• linear-combination: combine Levenshtein distance and point-to-point dis-
tance (Vincenty, 1975) into an overall score (considering only a subset of
records with a compatible type or an exact name match) and keep any matches
above a score threshold (c.f. Smart et al., 2010).
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We used feature types in two ways in the above rules: to define type-specific
distance thresholds in name-custom-threshold and multi-threshold, and to filter the
amount of records we consider in linear-combination, the latter being essentially a
form of candidate selection. Since combining rules becomes increasingly challenging
as their number increases, and simplicity is one of the advantages of rules over
machine learning, we manually optimized any thresholds by testing a set of sensible
values at fixed intervals, but generally opted for rule sparsity where complexity
seemed not to have any evident payoff. An overview of the matching features,
as well as a more complete description of the rule-based matching procedures,
is available in Paper 2.
Machine-learning-based matching
For machine-learning-based matching, we used random forests (Breiman, 2001) to
perform binary classification (‘match’ or ‘no match’) on candidate record pairs.
Random forests offer many advantages over other potential machine learning
algorithms for the gazetteer matching task: they offer high performance with
limited overfitting through ensembling, outperforming decision trees and Support
Vector Machines on a gazetteer deduplication task (Gonçalves, 2012); they do
not require thousands of data points to achieve high performance, as opposed to
deep learning approaches; they allow us to work jointly with continuous features
(like point-to-point distances) and categorical features (like land cover classes and
feature types); and they are fairly simple to use because input features do not
have to be normalized and only one key hyperparameter has to be tuned (the
number of trees in the forest).
We built a processing pipeline (Figure 3.6) that would approximate a realistic,
large-scale matching scenario. This means we split our annotated source records
into training and test sets at the beginning of the pipeline in order to handle these
two cases slightly differently. In training, we run our candidate selection process,
and before running the feature extraction step, we add any known record pairs from
our annotated data that our candidate selection process may have missed (‘known
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matches’), in order to use all the available training data at hand. In testing, we
let our candidate selection process choose all the pairs which make it to feature
extraction, since in a real matching scenario, there would not be annotated data
for new, unseen records. Candidate selection for all records (training and test)
was done by applying an initial feature type filter, calculating Levenshtein and
point-to-point distance on all remaining record pairs, then keeping the top k pairs
on a score combining those metrics (similar to our rule-based linear-combination
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Figure 3.6: Detailed look at the machine learning pipeline for gazetteer matching,
including the 3 steps of candidate selection, feature extraction, and classification, with
slight differences between the training and testing pipelines. Figure adapted from Acheson
et al. (2019).
For the feature extraction step, we used core matching features based on names,
geometries, and feature types, with additional features based on elevation and land
cover, as with rule-based matching. Since combining either a small or large number
of matching features is equally complex in our machine learning pipeline, which
is not the case in rule-based matching, we made use of a wider range of name
matching features and land cover features. Matching features on names included
the Levenshtein distance, the normalized Levenshtein-Damerau distance, the Jaro
similarity, the Jaro-Winkler similarity, and the minimum Levenshtein distance
considering names and alternate names. Land cover features included the land cover
class of the nearest cell, the ‘mode’ land cover class of the nearest 9 cells, and a feature
we call ‘land cover distance’ which calculates a vector distance between counts of
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land cover classes in the source and target records. Categorical information, such as
the nearest and mode land cover classes, was turned into a set of matching features
using ‘one-hot encoding’, which converts M categories into M binary features
indicating the presence or absence of that category11. It is precisely this one-hot
encoding that we use to encode feature type information for machine learning, which
removes any need to manually align different feature type hierarchies. Instead, each
pair is encoded using the same number of binary features, with two of these being
non-zero, one indicating the GeoNames type and one the swissNAMES3D type. The
random forests can learn statistical associations between the categories/types this
way. A more complete, step-by-step description of the machine learning pipeline
is available in Paper 2, alongside a more detailed description of the experimental
procedures and a full list of the machine learning matching features used.
For the classification step, we tested the following subsets of feature combinations,
starting from a basic model down to a model using all features:
• basic: minimum Levenshtein distance and point-to-point distance.
• str: all name features and point-to-point distance.
• basic-type: minimum Levenshtein distance, point-to-point distance, and
one-hot-encoded feature types.
• str-type: all name features, point-to-point distance, and one-hot-encoded
feature types.
• str-elev-lc: all name features, point-to-point distance, elevation, and all land
cover features (no feature type information).
• str-type-lcd: all name features, point-to-point distance, one-hot-encoded
feature types, and land cover distance.
• all-min: minimum Levenshtein distance, point-to-point distance, one-hot-
encoded feature types, elevation, and land cover distance (uses all attributes
but not all features).
• all: all features.
11For example, with 6 land cover classes, a record in a cell with land cover class 2 could be
encoded as [0,1,0,0,0,0], and a record with land cover class 4 as [0,0,0,1,0,0]. Both the category of
the source and target record is encoded for each pair.
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3.2.3 Results and interpretation
We first present our rule-based matching results, followed by our machine-learning-
based results, then briefly probe deeper into matching performance according to
feature type and training set size. To evaluate the performance of our rule-based
and machine learning based matching, we calculated precision, recall, and F1.
Precision is the number of positive matches correctly found divided by the total
number of positive matches found, while recall is the number of positive matches
correctly found divided by the total number of positive matches that were to
be found (in the ground truth). There is usually a trade-off between precision
and recall, and thus F1 combines these two through their harmonic mean and
summarizes the overall performance.
Rule-based matching
Our rule-based matching results are presented in Table 3.7. The best performing
ruleset is name-custom-threshold, with an F1 of 0.852, followed closely by the more
complex linear-combination ruleset at 0.849. The relatively simple name-threshold
performs quite well, with an F1 of 0.830, but the multi-threshold ruleset struggles
in recall, despite having the highest precision (0.914), which leads to a low F1 score
overall (0.778). Indeed, simply removing thresholds on land cover and elevation in
multi-threshold, making it equivalent to name-custom-threshold, leads to a higher
F1 value. Our random-baseline ruleset, which simply selects a random match from
exact name matches, achieves reasonable precision (0.793), showing that exact name
matches play an important role in a subset of our data.
Machine-learning-based matching
Before running our main machine learning experiments, we first fixed a value for
k, the number of target records retained for each source record during candidate
selection. We did so by testing a range of sensible values over several feature
combinations and picking the value (k = 30) which lead to the highest F1
performances. For our main experiments, we ran the pipeline (Figure 3.6) 20
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Table 3.7: Results for rule-based matching, shown for the following thresholds: name-
threshold distance threshold of 5km, name-custom-threshold type-specific thresholds of
5km or 15km (LK, STM, VAL), multi-threshold type-specific thresholds of 5km or 15km
(LK, STM, VAL), elevation difference threshold of 400m, and land cover distance threshold
of 8 units. random-baseline results were averaged over 10 runs. Table adapted from
Acheson et al. (2019).
name of run precision recall F1
random-baseline 0.793 0.575 0.666
name-threshold 0.876 0.788 0.830
name-custom-threshold 0.843 0.861 0.852
multi-threshold 0.914 0.677 0.778
linear-combination 0.866 0.833 0.849
times, each time with a different 3:1 train-to-test split of the source records. This
means a realistic variation of source records are tested and we obtain not only mean
values of precision, recall, and F1 per classifier, but also interquartile ranges.
In Figure 3.7, we present the results of these 20 runs, in terms of F1, precision,
(overall) recall, and classification recall. We calculated two forms of recall: (overall)
recall and classification recall. Overall recall represents, given the source records
randomly selected for testing at each run, how many positive matches we found out
of all of the positive matches in the ground truth. A low recall value here can mean
either that we misclassified matching pairs as ‘no match’, or that our candidate
selection was poor and missed many positive matches. Classification recall, on the
other hand, measures only classification performance and not candidate selection,
by using as a denominator only the matching pairs that made it to the classification
stage, rather than the full set of matching pairs in our ground truth. The overall
recall is the more meaningful of the two, and indeed the one which factors into F1.
In terms of F1, Figure 3.7 shows that the 5 right-most feature combinations,
which all incorporate feature type information, performed the best (mean and
medians between about 0.88 and 0.90), with no clear difference between the
combinations. Lower performance is seen for the two simpler combinations with
no feature type information (basic and str), while str-elev-lc, which does not
have feature type information but does have land cover and elevation information,
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Figure 3.7: Box plot of medians (blue lines) with interquartile range and means (red
diamonds) for: (a) F1 (b) precision (c) (overall) recall, and (d) classification recall vs.
named combinations of matching features. Figure adapted from Acheson et al. (2019).
performs somewhere in between. The best results over these 20 runs can be observed
for the str-type-lcd, with the highest F1 mean (reaching 0.902), median, upper
quartile, and lower quartile.
Further experiments
In order to compare rules and machine learning methods on the exact same test
records and break down performance by feature type, we created a fixed, feature-
type-balanced test set, consisting of 80 randomly chosen source records, 10 for
each of our 8 GeoNames types. We also used this fixed test set to probe further
into the performance of our random forests, plotting a learning curve to see how
increasing the size of the training data would impact performance. These two
sets of results are presented in Figure 3.8.
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Figure 3.8: F1 performance according to (a) the matching strategy used (from the left,
3 rule-based procedures, in order of increasing complexity, followed by 4 machine learning
based methods, prefixed by rf-, also in order of increasing complexity) broken down by
feature type for 5 selected feature types and (b) the number of source records used in
the machine learning training pipeline, showing the mean and standard deviation over
10 runs using incrementally more randomly chosen source records. Figure adapted from
Acheson et al. (2019).
Comparing the performance of the 3 plotted rulesets against the 4 plotted
machine learning feature combinations (Figure 3.8a), a more balanced performance
across feature types can be observed for the machine learning matching, but only
when they incorporate feature type information (basic-type, str-type, str-type-lcd).
As for the ruleset that incorporates types using type-specific thresholds (name-
custom-threshold), its performance is actually better on all the plotted types than the
machine learning method which does not consider types (str). A general takeaway
from this plot is that much of the overall performance gain of the better-performing
strategies derives from achieving higher performance on the most ‘difficult’ type
(STM), without compromising performance on other types.
The learning curve (Figure 3.8b) shows that as we increase the size of the training
set (by increments of 40 source records, up to the maximum of 320 (400-80)), the
F1 performance continually increases for the feature combinations str-type-lcd and
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str-type. The combination basic-type increases up to 200 source records, then appears
to plateau, though maintaining strong performance, while the basic combination,
which only considers names and geometries, offers lower performance and also
plateaus around 200. The learning curve suggests that additional performance
gains could be achieved (with str-type-lcd and str-type), were there additional data
to use to train the random forests.
Summary
Gazetteer matching is an important task central to creating optimal placename
resources customized for particular text-to-space applications. To match natural
feature records from GeoNames to swissNAMES3D, we implemented and compared
both rule-based and machine-learning-based matching, the latter using random
forests, which were particularly well suited to the task, offering high performance
with (only) hundreds of annotated pairs, joint handling of continuous and categorical
features, and low levels of required pre-processing and tuning. Rule-based methods
showed satisfactory performance, especially the name-custom-threshold ruleset (con-
sidering record names, geometries, and types via type-specific distance thresholds),
which was both simple to implement and gave the highest F1 performance on our
data (0.852). Our best machine learning models, however, offered a 6% increase in
F1 performance over this best ruleset, achieving a mean F1 of 0.902 in the case
of the str-type-lcd feature combination, which incorporated matching features on
names, geometries, feature types, and land cover.
Generally, for our natural feature records, incorporating feature type information
into matching decisions was crucial. Indeed, rule-based and machine learning
performance was similar when considering only record names and locations, but all
machine learning models incorporating feature type information achieved better
mean F1 values (> 0.88). One-hot encoding of types enabled random forests to
consider type alignment in a data-driven fashion for classification, without having to
manually align type hierarchies, whereas incorporating types into rulesets was more
complex, requiring some form of manual type alignment and generally decisions
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tailored to a particular dataset. Machine learning matching thus offered higher
performance than rules, at the cost of greater - but stable - complexity. Rules on
the other hand were simpler to implement, but with complexity increasing with
the number of matching attributes to consider. Rules would additionally be harder
to generalize to a new dataset, as several thresholds were manually set based on
our particular data. In a new matching scenario, the performance edge of machine
learning over a well-crafted ruleset would depend on the specifics of the datasets
to match, but given the very large number of records often at stake, this initial
extra implementation effort should in most cases pay off.
The most obvious characteristic of science is its
application: the fact that, as a consequence of science,
one has a power to do things.
— Richard P. Feynman
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The contents of this chapter are based on two publications included in this thesis:
Paper III (Wartmann et al., 2018) and Paper IV (Acheson and Purves, submitted).
This chapter concerns the second theme of this thesis: text-to-space applications.
Studying text-to-space pipelines is most insightful in an applied context. Indeed,
processing decisions are influenced by the particularities of the corpora, resources,
downstream tasks, and, as we discussed in the context of gazetteer matching,
reward-to-effort considerations. Minimally, building a text-to-space pipeline involves
deciding on a strategy to identify locations in text, a strategy to disambiguate and
ground these locations using suitable (potentially integrated) resources, and a way
to represent the documents that serves the needs of the application.
Hence, in the context of this thesis, text-to-space pipelines were built for
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practical purposes in two contrasting case studies. The first case study (section
4.1) generates areal ‘footprints’ from a German-language, semi-formal corpus of
hiking blogs gathered for specific study sites in Switzerland. Within the broader
goal of studying how people perceive and characterize landscapes through language,
three complementary textual sources are analyzed and compared (free lists, hiking
blogs, and Flickr tags), and the text-to-space pipeline enables the spatial querying
of data based on data-driven footprints representing each study site. The second
case study (section 4.2) extracts and represents locations from scientific articles,
where one of the main challenges is to identify relevant locations, such as study
sites or treatment locations, while filtering irrelevant locations, such as company
headquarters or locations in references. A fully automatic text-to-space pipeline
is built which starts from PDF files and outputs structured location information
alongside corpus maps. The pipeline is applied to, and minimally customized for,
two scientific article corpora, exploring how much tailoring is needed for the domain
(ecological vs biomedical domain), within a particular text genre (scientific articles).
This chapter summarizes the methods and results from these two contrast-
ing case studies. An overview of the characteristics of the case studies is pre-
sented in Table 4.1.
Table 4.1: Overview of the two case studies.
hiking blogs scientific articles
corpus size 50 350
language German English
style semi-formal formal (science)
corpus coverage Switzerland global
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4.1 Case study I: hiking blogs
Our first case study builds a processing pipeline to generate spatial footprints for
a spatially-rich, fine-granularity corpus of hiking blogs. The pipeline is part of a
larger methodological project on how to capture rich landscape descriptions from
people in Switzerland, with the goal of going beyond the many studies using one
type of information source (such as social media or in-person interviews). Instead,
in the main study summarized here (Wartmann et al., 2018), we characterize and
compare landscape descriptions from three different sources: free lists from in-person
interviews, social media data in the form of Flickr photo tags, and hiking blogs
crawled from the web. We generate geographically-focused areal footprints from
the hiking blogs, one footprint for each of our ten study sites, and we use these
footprints to query Flickr photos based on location. By using textual data sources
that are linked in geographical space, we can then examine how the geographical
area, landscape type, and the data source itself relate to the information content in
our data. We obtain focused study site footprints by filtering outliers from all the
grounded placenames for a particular study site, and in a follow-up work (Acheson
et al., 2017c), we refine this footprint generation process to include point clustering
using DBSCAN (Ester et al., 1996) (short for Density-Based Spatial Clustering
of Applications with Noise), an algorithm designed to efficiently find clusters of
arbitrary shape with only few input parameters.
4.1.1 Methods
We first give a brief overview of the methods of the landscape study which motivated
the development of a text-to-space pipeline, then we explain the processing decisions
made while building the pipeline.
Landscape study
The broader project on studying landscape characterizations in textual sources
focused on ten specific study sites in German-speaking Switzerland. These sites
were selected at the start of the project based on their popularity, their landscape
4. Text-to-space applications: case studies 65
type (based on a formal landscape typography for Switzerland (ARE, 2011)), and
their geographical location (to get a reasonable spread of sites which are accessible
through public transport and hiking trails). An overview of the study sites is shown
in Figure 4.1. The project leader, a native speaker of Swiss-German, interviewed 30
people at each of the ten pre-determined locations, having each respondent perform
a ‘free listing’ exercise (described further in Wartmann and Purves, 2018) to elicit
terms associated with the landscape. The responses were transcribed, in order, and















Figure 4.1: Overview of the ten study sites, showing two example sites: a mountain
landscape (Oeschinensee) and a river landscape (River Thur). Photo credits: Flurina
Wartmann.
The second data source was obtained through targeted web crawling, using the
BootCaT platform (Baroni and Bernardini, 2004). Using query terms consisting of
study site toponyms alongside ‘wandern’ (hiking) and ‘wir’ (we), sets of documents
were returned and triaged down to 5 first-person narratives per study site. These 50
documents formed our second data source for the landscape study, hiking blogs, as
well as the input to our text-to-space pipeline. Indeed, in order to obtain relevant
data for our third data source, Flickr tags, some form of areal footprint for each study
site was required to then use to spatially query Flickr data. We thus built a text-to-
space pipeline to generate these areal footprints so that each footprint would reflect
the first-person descriptions we had collected and consider the landscape setting
of each site. This was deemed a superior option to drawing arbitrary boundaries
ourselves or, for example, defining a fixed radius around the interview locations.
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With three types of text documents and ten study sites, we could then compare
study sites, landscape types, and data sources using cosine similarity between
documents represented as term vectors (Manning and Schütze, 1999). Furthermore,
by using a coding scheme to classify terms into categories (or aspects) such as
‘toponym’, ‘sense of place’, and ‘biophysical’, we could tailor our comparisons to
particular aspects. For example, we could ask whether different landscape types lead
to significantly different text descriptions with respect to ‘sense of place’ aspects
or ‘biophysical’ aspects, by building term vectors from just the terms classified
as the aspect in question. We assessed whether comparisons of groups of cosine
similarity values were statistically significant using two-sided Mann-Whitney-U
tests (significance level α = 0.05). An overview of the methodological sequence
of the landscape study is shown in Figure 4.2. Next, we take a detailed look
at our text-to-space-pipeline.
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Figure 4.2: Methodological overview of the landscape study, showing the context for
footprint generation from web-crawled hiking blogs. Figure from Wartmann et al. (2018).
Text-to-space pipeline
Our pipeline followed the 3-step model described early in this thesis: 1. identifying
placenames, 2. grounding placenames, and 3. building document-level geographic
representations. An overview of these steps applied to the current case study is
presented in Figure 4.3. For the first step, placename identification, we decided
to identify placenames in the hiking blogs manually. Several reasons motivated
this decision: our corpus was small enough that this was feasible and possibly
less time-consuming than implementing an automatic solution; we estimated that
high-performance automatic placename identification would be challenging for our
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German-language semi-formal blogs, which included non-standard spellings and
featured many fine granularity placenames; poor placename identification has been
reported as a major source of error in text-to-space pipelines which can propagate
downstream (Amitay et al., 2004; Purves et al., 2007); and our particular task
required as many (correctly identified) placenames as possible in order to form
detailed polygonal footprints for the downstream query task.
3. Represent
geographically 











men wir am Ufer 
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placenames
Figure 4.3: Three-step text-to-space pipeline applied to generate footprints from hiking
blogs.
For the second step, grounding placenames, we relied on the GeoAdmin API1
to obtain ranked results from swissNAMES3D for each identified placename.
Using swissNAMES3D as our gazetteer resource was the obvious choice for our
Swiss hiking blogs, given its high quality, easy access, and detailed coverage of
Switzerland including natural features. Accessing the resource using the well-
developed GeoAdmin API allowed us to immediately circumvent some complexities
in the raw gazetteer data, such as dealing with names joined with cantonal
abbreviations (e.g. ‘Pfäffikon, SZ’) and having to create our own result ranking
functions. We used the API’s ‘location search’ feature to query each placename,
after compiling a list of the toponyms and their counts for each study site (i.e. within
5 hiking blogs), which returned structured information including point coordinates
for each result. We performed no explicit disambiguation at this stage, instead
keeping the top result for each toponym.
1https://api3.geo.admin.ch/ (accessed in 07.2019)
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For the final step, geographically representing the documents, we implemented
two approaches to generate the final set of points for footprints: iterative filtering
of outliers based on the centroid and standard deviation of our candidate points
(Smith and Crane, 2001), and clustering using DBSCAN to identify one main
cluster and thereby discard outliers (Moncla et al., 2014b). In the filtering approach,
the mean and standard deviation of all the remaining points (one per placename)
are calculated in a loop, and these dispersion metrics are used to discard points
(placenames) which are further away than most, eventually homing in on the study
site. Several parameters were heuristically set for the filtering: a minimum and
maximum number of iterations to run, a maximum size for the height or width of
the bounding box, and a scaling value for the standard deviation. In the clustering
approach, DBSCAN was used to identify a main cluster of points, considering the
scale of our study sites and hiking blogs. Two parameters were set for DBSCAN:
ǫ (the maximum distance for points to be in the same cluster), and minPts (the
minimum number of points in a cluster). Once points were either filtered or clustered,
the points remaining or within the main cluster were used to construct bounding
boxes and convex hulls for each study site2.
The entire processing pipeline was automated in Python, starting from the
manually extracted list of placenames for each study site. Python libraries used
include the arcgis library3 to generate convex hulls, the geopandas library4 to
work with spatial data in tables, the scikit-learn library for DBSCAN, and the
folium library5 to generate maps.
4.1.2 Results and interpretation
We first report on the results of our text-to-space pipeline, then briefly cover the
main results from the broader landscape study.
2The filtering-generated convex hulls were used in the landscape study for timing reasons.
3https://developers.arcgis.com/python/ (accessed in 07.2019)
4http://geopandas.org/ (accessed in 07.2019)
5https://python-visualization.github.io/folium/ (accessed in 07.2019)
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Text-to-space pipeline
With our manually annotated placenames and high quality placename resources
(GeoAdmin and swissNAMES3D), simple approaches to placename grounding
worked well enough for our purposes: with the numerous placenames identified
for each study site, we had a high enough ‘signal’ to build focused footprints
by retaining just the top candidate for each placename. We experimented with
slight changes in our processing chain including: how many candidates to retain
per placename; whether to give higher priority to placenames with exactly one
candidate (and hence, ‘unambiguous’ with respect to our gazetteer resource); and
whether to give more weight to placenames appearing multiple times within a study
site. None of these changes yielded obvious gains, hence we stuck to the simpler
approach. Importantly, the placename density around study sites was high enough
that our filtering and clustering approaches could succeed.
For the geographic representation step, we obtained satisfactory results using
both filtering and DBSCAN clustering, but the DBSCAN results were better suited
to more complex geometric arrangements and required less parameter tuning. Indeed,
the filtering approach required several parameters to be experimentally set in order
to obtain a suitable set of footprints, including escape conditions on the loop (to
run between 3 and 10 iterations and to stop when we went below a bounding box
dimension threshold) and scaling the standard deviation (by a factor of 2). The
clustering approach, on the other hand, had built-in escape conditions and required
setting just two parameters for DBSCAN: the maximum distance for points to be in
the same cluster (5km), and the minimum number of points in a cluster (3). Figure
4.4 shows the application of DBSCAN clustering to all 10 study sites.
Landscape study
In the broader landscape study, we looked at how the textual data we gathered about
landscapes related to the study sites (10), data source types (3), and landscape
types (5). We found that documents of the same data source were significantly
more similar than documents from different data sources, irrespective of the study
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Figure 4.4: Example of footprints obtained using DBSCAN clustering, for each study
site, showing the input points to DBSCAN (all top results from geocoding), the cluster(s)
returned by DBSCAN (main cluster in red), and the convex hull around the main cluster.
site or landscape type they were located in. Thus, the data source itself has a big
influence on the way that landscapes are characterized in text. We then looked
at whether landscape descriptions were more similar when they were from the
same landscape type. Here, most comparisons were not significant. However, when
we controlled for the influence of the data source, by comparing documents of a
particular data source within and across landscape types, we obtained significant
comparisons for two term subsets: landscape terms with toponyms removed, and
terms classified as biophysical aspects. For terms classified as ‘sense of place’,
these comparisons were not significant. Hence, in our study, Swiss-German people
described landscapes differently in terms of their biophysical properties (such as
cliffs and crevasses in a mountain landscape vs. flowing water and woods in a river
landscape), which relates to the landscape type. However, they described a similar
sense of place even in different types of landscapes, which suggests that natural
landscapes which are visited for recreational purposes may evoke similar feelings
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of identity, relaxation, and a connection to nature.
Summary
The downstream task of spatially querying for Flickr data largely set the require-
ments for our footprint generation pipeline. An important factor for the success
of our pipeline was the availability of quality placename resources for our area
of study. Our decision to manually annotate placenames was influenced by a
desire to prioritize getting results for our study over conducting methodological
research on placename identification. However, it would of course be interesting
to automate this placename detection process and, within the constraints of the
corpus properties (German, semi-formal text), it would make the text-to-space
pipeline more scalable and applicable to new cases. The purpose of our study was
to gather and compare landscape descriptions, and, ultimately, a true measure of
success of our text-to-space pipeline is the success of the landscape study itself:
we were able to test our hypotheses, obtain intuitive results, and provide new
insights for future work on landscapes and text.
4.2 Case study II: scientific articles
In our second case study, we build a fully automatic processing pipeline to extract
and represent relevant locations from two corpora of scientific articles. In contrast
to the first case study, a major focus of this work is the first step of the 3-step
text-to-space pipeline: identifying locations. Indeed, automatically identifying
locations from these articles involves several sub-steps, including converting our
input PDF files to unstructured and semi-structured text formats, cleaning this
text, extracting text portions likely to contain locations of interest, running an
NER tool over these text portions, and finally dealing with the output of the NER
tool in a way that maximizes performance on our task (that is, identifies correct,
and ignores incorrect, locations). A key part of this location identification step is
to filter the location candidates we identify, such that we retain relevant content
locations such as study sites and patient treatment locations, and discard irrelevant
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locations such as locations from cited studies, locations in references, and locations
indicating where a company providing commercial products is based.
Work on extracting geographical locations from scientific articles has so far
been relatively rare. Several works have focused on the problem of extracting
meaningful locations such as study sites from scientific article collections, usually
within the ecological domain, but most of these have used manual approaches
to identify locations (Wallis et al., 2011; Martin et al., 2012; Karl et al., 2013;
Margulies et al., 2016), with a few works using semi-automatic (Fisher et al., 2011)
and automatic approaches (Tamames and de Lorenzo, 2010; Leveling, 2015; Kmoch
et al., 2018). A related stream of work that has recently gained traction as a
SemEval-2019 task (Weissenbacher et al., 2019) aims to perform comprehensive
toponym recognition and resolution in scientific articles, specifically on an annotated
corpus in the domain of phylogeography (Weissenbacher et al., 2015; Tahsin et al.,
2016; Weissenbacher et al., 2017; Magge et al., 2018). However, these works identify
all toponym mentions within the main text of an article, rather than a subset of
relevant locations, and hence an important part of our own research problem is
missing. Indeed, our task is more closely related to automatizing what a human
annotator would extract for a meta-analysis considering geography, and we aim
to create results which could be immediately useful and/or efficiently reviewable
by a human annotator. Below, we present our two corpora, the details of our
text-to-space pipeline, and our results including maps of the extracted locations.
4.2.1 Corpora
We developed and tested our pipeline on two corpora of articles from different
scientific domains: one from the ecological domain and one from the biomedical
domain. The ecological corpus, Orchards, was an early, minimally triaged collection
of articles relating to fruit orchards. The articles were collected for a meta-
analysis on agricultural practices and biodiversity, which focused on Mediterranean
climates (van der Meer et al., 2017). The biomedical corpus, Cancer, was a
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random subset of articles from the database Progenetix6 which had a PDF file
available. Progenetix is a curated cancer genomics database focused on compiling
information on Comparative Genomic Hybridization and Whole Genome/Exome
Sequencing studies (Cai et al., 2014). We manually annotated 150 Orchards articles
and 200 Cancer articles, and in both cases set aside 50 articles for evaluation,
while using the remaining articles to iteratively develop our pipeline. Summary
information is presented in Table 4.2.
Table 4.2: Summary information about the two corpora.
corpus articles (annotated)
name domain total train test
Orchards ecology 150 100 50
Cancer biomedical 200 150 50
For each article, the information we annotated included: the ground truth
study/sample/patient locations (if any), where this information was found in the
article, the quality of the location information (the annotation categories are
described in the Figure 4.5 caption), and the publication year of the article. The
articles in the Cancer corpus often showed missing or poor location information,
whereas the location reporting was consistently good in the more spatial Orchards
corpus (Figure 4.5 (a)). With respect to publication years, it is the Orchards corpus
that showed greater variance. Indeed, the Orchards corpus contained some articles
published in the 1970s and 1980s, which could complicate text extraction, whereas
the oldest article in the Cancer corpus was from 1995, consistent with the corpus’
focus on scientific techniques which were developed in the 1990s (Figure 4.5 (b)).
4.2.2 Methods
We developed a fully automatic text-to-space pipeline which extracts and represents
relevant locations from scientific articles using freely available tools combined with
rule-based processing. It takes PDF files as input and outputs structured location
6https://progenetix.org/
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(b) Article counts per year
goodmediumnone bad
(a) Location reporting quality
Figure 4.5: Comparison of corpora according to (a) location reporting quality and (b)
publication year. Categories for location reporting quality (a): none: no mention of
study/sample location; bad: implicit location info (such as ‘our institute’) or reference to
another paper; medium: study/sample location info like name of institute only and perhaps
some locations not mentioned (incomplete location info); good: explicit study/sample
location info that could probably be extracted and geocoded (such as mentioning a city
and country). Figure from Acheson and Purves (submitted).
information for each file, including a location string, its sentence context, and point



















Figure 4.6: Overview of the automatic processing pipeline. Figure from Acheson and
Purves (submitted).
We developed the pipeline iteratively on our training articles and aimed to
minimize domain-customization across the two corpora. We limited extracted
locations to relevant (study/sample) locations in two main ways: 1. by only looking
for locations in targeted portions of the article (pre-NER processing) and 2. by
filtering identified locations to exclude company locations and other irrelevant
locations (post-NER processing). Indeed, the presence of irrelevant locations
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throughout scientific articles is cited as a major obstacle to automatically extracting
placenames in Karl (2018), who instead focus on extracting coordinates, and has
led to poor performance on full-text articles (Kmoch et al., 2018). The core of our
location identification strategy relies on using an out-of-the-box NER tool, Stanford
NER, which has outperformed the competition on recent multi-dataset comparisons7
(Jiang et al., 2016). The output from this NER tool is then chunked and filtered
before the location grounding step. Our location grounding strategy relies on another
high-performing tool, the Google Geocoding API8, to get structured information
and a spatial representation for our extracted location strings. The geocoding results
include a fully qualified location string, a return type with granularity indications,
and a latitude and longitude which can easily be mapped.
The detailed steps of our processing pipeline (Figure 4.7) are as follows:
• Convert PDFs: Each PDF document is converted to 1. a plain text file,
using pdfminer9, and to 2. an XML file using CERMINE (Tkaczyk et al.,
2015), a Java-based library to extract metadata and contents from scientific
article PDFs. Performing both file conversions provides the pipeline with
redundancy in the case of failed or error-rich conversions.
• Extract text: Portions of the article contents likely to contain relevant
locations are extracted by identifying relevant headings (such as methods or
study site sections) using regular expression matching.
• Identify locations: The extracted text portions are pre-processed (cleaned,
tokenized, and POS-tagged), then NER-tagged using Stanford NER (3-class
classifier), accessed from the NLTK Python library (Bird et al., 2009) (Stanford
NER v3.8.0, NLTK v3.2.5). The NER output is then chunked using custom
code to identify location units, aiming for high recall (missing as few true
locations as possible).
7It also outperformed spaCy in our own pilot testing on a subset of training articles.
8It outperformed OSM Nominatim in our pilot testing on a subset of extracted location strings.
9https://github.com/pdfminer/pdfminer.six
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• Filter locations: The location units identified in the previous step are
filtered using rules to remove any candidate that is not deemed a relevant
location, including non-locations, suspected company locations, and citations.
Rules consider: tag sequences (e.g. reject candidates with no ‘location’ tags),
presence of keep words (e.g. keep candidates with ‘University’ or ‘Institute’),
presence of discard words (e.g. reject candidates with ‘Inc’ or ‘GmbH’), and
token (tag, word) combinations. The goal of this step is to increase precision,
while trying to maintain good recall. This step produces our final list of
identified content locations.
• Clean locations: Content location strings are cleaned of any trailing prepo-
sitions or punctuation before geocoding.
• Geocode locations: Clean location strings are sent to the Google Geocoding
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Figure 4.7: Detailed look at the processing pipeline. Figure from Acheson and Purves
(submitted).
For domain-adaptation, we minimally customized the regular expressions to
detect relevant section headings (Extract text step) and the location chunking
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(Identify locations step). Indeed, relevant headings in the Orchards corpus featured
words like ‘region’, ‘area’, and ‘site’, compared to words like ‘patient’, ‘sample’,
‘specimen’, and ‘subject’ in the Cancer corpus. As for location chunking, location
strings in the Orchards corpus often contained cardinal direction words (like ‘east’
and ‘southern’) and geographic entity type words (like ‘region’, ‘county’, and ‘park’)
and we decided to include these words in our final location strings in order to keep
location ‘units’ together (such as ‘Nancy (East of France)’ instead of ‘Nancy’ and
‘France’). We found this tended to give better context for the geocoding step and
had an overall positive effect on performance.
Finally, to show our results, we programmatically generated interactive maps
of the locations found in the test articles by mapping the coordinates obtained at
the Geocode locations step, when a result was returned. As in the hiking blogs case
study, the folium library was used to generate maps in Python.
4.2.3 Results and interpretation
The results from running our processing pipeline on the two sets of test articles10 are
presented in Table 4.3 (detailed explanations follow). Overall, results were slightly
better on the Orchards corpus than on the Cancer corpus, with the exception of
the geocoding accuracy which was higher for the Cancer corpus. Higher location
extraction performance was somewhat expected given the superior location reporting
quality in the Orchards corpus (Figure 4.5 (a)).
The outputs from our pipeline were evaluated both in a location-centric way
(location unit), to isolate different parts of our pipeline, and in an article-centric
way (article unit), to get a balanced picture of performance. In the location-
centric evaluation, we separately evaluated our two main outputs, location strings
(extraction precision) and geocode results (geocode accuracy), as well as their
sequence (full pipeline precision). Geocode accuracy was calculated on the subset of
10For the Orchards corpus, the results are for a subset of articles which were studies, rather than
review articles, editorials, or articles in popular science magazines. These studies formed between
73-74% of articles in the full minimally-triaged collection, training set, and test set. Results from
the full corpus were very similar and are available in the supplementary materials of the submitted
article.
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Table 4.3: Results of our processing pipeline, aggregated either with respect to extracted
locations (location unit) or articles (article unit). Table from Acheson and Purves
(submitted).
location unit article unit
extraction geocoding full pipeline extraction (weighted)
corpus precision accuracy precision precision recall F1
Orchards 0.869 0.906 0.842 0.822 0.804 0.813
Cancer 0.810 0.980 0.778 0.740 0.769 0.754
true positive extracted location strings, whereas full pipeline precision was calculated
for all extracted location strings. In the article-centric evaluation, we calculated
both extraction precision and recall out of a maximum value of 1 for each article,
in order to not give a disproportionate amount of weight to articles with multiple
extracted location strings (precision) or multiple study sites (recall). We then
summed these per-article values and divided them by the number of articles to
get final precision, recall, and F1 (harmonic mean of precision and recall) values
for the article unit (Table 4.3).
We also conducted a detailed error analysis on the test corpora, classifying
all errors into categories, with counts presented in Table 4.4 and examples of
each category in Table 4.5. The most frequent errors were NER errors, then text
extraction errors, geocoding errors, and comma group errors11. Geocode errors
were almost all in the Orchards corpus, possibly because locations in the Orchards
corpus tended to be more ambiguous and less ‘important’ globally (smaller, less
populated locations) than in the Cancer corpus (where genome work is largely done
in major hospitals and research institutes in big cities). Though location strings not
disambiguated by a city or country appeared in both corpora, the Google Geocoding
API still mostly gave correct answers for unqualified strings in the Cancer corpus
(e.g. ‘Massachusetts General Hospital’, ‘Royal Free Hospital and Medical School’)
but not in the Orchards corpus (e.g. ‘Via Emilia’, ‘Dry Creek Vineyard’).
11A comma group error occurred when multiple locations were separated by commas and were
falsely chunked as a single location unit by our code (e.g. ‘Burlington, Cambridge’, instead of
‘Burlington’ and ‘Cambridge’).
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Table 4.4: Errors in both corpora classified into categories, shown as raw counts and
as the percentage of the total errors for that corpus. Table from Acheson and Purves
(submitted).
Orchards Cancer
error description count percent count percent
NER error 12 27.3 8 32.0
text portion not extracted 8 18.2 7 28.0
wrong/no geocode result 9 20.5 1 4.0
comma group 7 15.9 0 0.0
candidate filtering error 3 6.8 4 16.0
non-standard headings 3 6.8 0 0.0
other 2 4.5 5 20.0
total 44 100 25 100
Table 4.5: Errors examples for each error category. Table adapted from Acheson and
Purves (submitted).
error description example
NER error Rome as location in ‘MacIntosh or Rome varieties’
text portion not extracted location only appears in Acknowledgements
wrong/no geocode result ‘Moldova Region’ in Romania not Moldova
comma group ‘Burlington, Cambridge’ taken as one location
candidate filtering error company location not filtered out
non-standard headings ‘Almonds’ sub-heading contained study site info
other wrongly extracted publisher location in footer
Finally, screenshots of the interactive global maps of geocoded locations in
the two corpora are shown in Figure 4.8. Since all geocode results were mapped,
including ones for wrongly extracted location strings12, the color-coding represents
the full pipeline precision from Table 4.3. Results for a new, unevaluated corpus
could be mapped using a single color, providing a visual estimate of coverage prior
to evaluation/validation. Both maps are dominated by locations in Europe and
North America, showing where most studies or samples were conducted or collected,
but the false positives (red), predominately in North America, likely reflect an
underlying tendency of the geocoder to default to locations in North America, which
may reflect the underlying gazetteer data (c.f. Acheson et al., 2017a).
12Note that not all wrongly extracted location strings had a geocode result.
4. Text-to-space applications: case studies 80
(b) Cancer TP FP
(a) Orchards TP FP
Figure 4.8: Maps of geocode results (true positives (TP) and false positives (FP)) for
both test corpora. Figure from Acheson and Purves (submitted).
Summary
In this case study, we built a fully automatic text-to-space pipeline to extract
relevant locations from scientific articles and obtained results of a high enough
quality to be useful for a meta-analysis or to geographically search or filter articles
(F1 of 0.81 for the Orchards corpus and 0.75 for the Cancer corpus). By using both
an ecological and a biomedical corpus, we showed that it was possible to perform
this task with limited domain-customization within the genre of scientific articles.
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Our error analysis showed that errors in the final output were due to a multitude of
causes, and hence pipeline improvements will likely result from improving various
individual pipeline components. Writing a scientific paper is time-consuming and
expensive and every scientific work could see its value increased via full-text analysis,
an increasingly applicable solution thanks to open access policies.
Tell me what you think and then tell me what the
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5.1 Revisiting the research gaps
We now revisit the research gaps we identified at the end of our overview of
relevant literature (Section 2.6), identifying how each was addressed and where
further progress could be made.
Spatial properties of global gazetteer resources
In Paper I (Acheson et al., 2017a), we conducted an in-depth quantitative analysis of
two global gazetteers: GeoNames and TGN. We went beyond previous work, which
had focused on global coverage and populated places in GeoNames (Graham and
Sabbata, 2015), or looked at data quality issues in particular regions and countries in
GeoNames (Ahlers, 2013), by considering a wider range of features types (all features,
populated places, streams, mountains, hills) and doing so on the global scale. We
developed a methodology to study data quality in global gazetteers, given the lack of
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a high quality authoritative resource to use as ground truth, by comparing coverage
and balance in two global gazetteers in a multi-scale, multi-method analysis.
Our results showed that the country unit is an especially important driver of
coverage in these resources, with sharp changes in coverage observed over national
borders, and a small set of countries in TGN with higher coverage than the rest,
but overall low coverage in TGN, which agrees with previous findings (e.g. Ahlers,
2013). Furthermore, populated places generally had more consistent coverage
across resources, while coverage of natural features was generally sparser and
more idiosyncratic, a pattern of relative neglect of natural features consistent with
previous work on natural feature representation quality (Mooney et al., 2010) and
quantity (Bégin et al., 2013) in OSM. The immediate implication for text-to-space
pipelines is that the coverage of any placename resource being considered in a
task should be examined and evaluated for the region of interest and for the
feature types of interest, where possible, and not assumed to be fit-for-purpose.
Authoritative resources with defined data quality standards should generally be
favored over resources which have amalgamated multiple other resources and hence
have varying data quality over space.
Further work flowing from our analysis would include finding ways to remedy
coverage and balance issues (for example, adjusting balance by subsetting data
according to the coarsest granularity found across the desired region of interest),
and finding ways to ‘fill the gaps’ in coverage (for example, by carefully merging
complementary resources or by integrating crowdsourced content for low coverage
areas). As for further analyzing coverage itself, it would be interesting to focus on
the dynamic aspect of these resources by conducting a temporal analysis to study
changes in coverage over time, including overnight changes from large data uploads.
Gazetteer matching methodology
In Paper II (Acheson et al., 2019), we developed a detailed gazetteer matching
methodology, which we presented alongside a comprehensive review of existing work
and a comparison of published methods and results. In addition, we publicly released
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our code and annotated data in order for future work to build on our solutions. Our
work dealt with an understudied subset of records, natural features, as opposed to the
more widely studied populated places and POIs (Zheng et al., 2010; Martins, 2011;
Dalvi et al., 2014; McKenzie et al., 2014). We showed how feature type information
could be integrated into the matching process in a machine learning context using
one-hot encoding when dealing with two different feature type hierarchies, rather
than manually aligning type hierarchies (Hastings, 2008; Morana et al., 2014).
Indeed, cross-gazetteer matching, as opposed to deduplication, likely involves dealing
with multiple feature type hierarchies (Janowicz and Keßler, 2008), structural
heterogeneity like differing schemas (Elmagarmid et al., 2007), and with gazetteers
with different spatial properties, such as coverage and balance (Acheson et al.,
2017a). Finally, we offered insight into the trade-offs between building a rule-based
or machine-learning-based matching solution in an applied context, and pointed
out important pitfalls to avoid when building a realistic machine learning pipeline.
Further work on gazetteer matching could apply our machine learning pipeline
with random forests to a larger dataset, closer in size to the large POI datasets
used in some previous work (Zheng et al., 2010; Dalvi et al., 2014). Any work on
a novel dataset or region would however require new annotated data for training
and evaluation. One interesting case study would be to match individual records
in TGN to records in GeoNames over a multi-country region. This would both
provide additional methodological challenges associated with the coverage patterns
we documented in Paper I (Acheson et al., 2017a), and the results could provide
a more detailed understanding of these coverage patterns based on the aligned
records. For instance, it could be that TGN contains only a subset of ‘important’
records which are also in GeoNames, or TGN could provide, despite sparser coverage
overall, a large subset of complementary records. Our gazetteer coverage analysis,
by looking at record counts only, cannot make any statements about individual
records and their alignment across the resources.
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Natural feature types
In Paper I (Acheson et al., 2017a), we focused on data subsets of particular natural
feature types (streams, mountains, and hills) in our analysis of coverage patterns
in global gazetteers. We found that coverage of these natural features was sparser
and more idiosyncratic than populated places in both GeoNames and TGN. In
Paper II (Acheson et al., 2019), we again focused on natural feature types, this time
in a gazetteer matching task, finding that matching performance on some types
(such as streams, represented as points) was far lower than for other types (such
as peaks), and that integrating feature types into the matching task (for example
via one-hot encoding) was crucial, with all of our highest-performing models doing
so. It would be interesting to consider more complex geometries than points for
this matching task, since lines and polygons are available in swissNAMES3D for
a large portion of records, including streams.
In Paper III (Wartmann et al., 2018), we built a text-to-space pipeline for hiking
blogs, where many toponyms appearing in the texts were names of natural features.
We benefited from the use of high quality placename resources (including the
authoritative gazetteer for Switzerland, swissNAMES3D) to ground the manually
identified toponyms. Future work could automatically identify placenames from
these (or similar) German semi-formal narrative texts to see how well existing tools
(in particular NER tools) perform on this particular subset of placenames. Work
on similar texts (narrative texts in German with fine-granularity natural features)
which involved identifying toponyms has been performed (Derungs and Purves,
2013), but performance on toponym recognition specifically is unclear. Future
work on a corpus in a different region of the world, where high quality placename
resources are not available, could test the importance of gazetteer quality on task
performance. For a multi-country region, integrated or smoothed resources could
be created and compared to unmodified gazetteers.
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Textual data sources
We used non-traditional, understudied textual data sources in both of our case
studies. In Paper III (Wartmann et al., 2018), we processed hiking blogs which are
challenging because of the types of toponyms they contain (fine-grained entities
like mountain huts and natural features like lakes and valleys) and the semi-formal
language (where some toponyms are creatively spelled and vernacular names may
be used). We obtained task-appropriate results using a combination of manual
toponym recognition and automatic toponym grounding and filtering. Working
on German-language texts also means dealing with potentially lower performing
NER tools, which often first optimize their models for English, and dealing with
particularities like de-casing toponyms (such as a genitive ‘s’ in ‘des Oeschinensees’ or
‘des Schwarzhorns’). Indeed, these two examples of language-related challenges could
be the subject of further work, where automatic toponym recognition (placename
identification) is required because of, for example, a larger corpus, and where
explicit toponym disambiguation is required because of, for example, a lower
overall toponym count per text.
In Paper IV (Acheson and Purves, submitted), we tackled a textual data source
which is becoming an increasingly common object of study, but only rarely in the
context of text-to-space pipelines: scientific articles. Our two corpora of scientific
articles, for which we built a fully automatic text-to-space pipeline, presented
many interesting challenges, including the need to deal with very imperfect NER
output, and the need to heavily filter even correctly identified locations, due
to the presence of many irrelevant, non-study site locations in these long texts.
Furthermore, particularly in the Orchards corpus, many locations were compositional
descriptions like ‘30km from Florence’, which present their own set of recognition
and grounding challenges. Though we made no attempt at extracting or interpreting
these compositional descriptions, we did include cardinal directions and some spatial
prepositions in our location ‘chunks’ in order to keep many words describing the
same location together as one unit. In further work, our code could be adapted
to recognize these types of expressions and these could be fed to a system similar
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to the one described in van Erp et al. (2015). Unfortunately, current geocoding
tools typically do not handle these expressions, despite long-standing calls to do
so (Leidner and Lieberman, 2011), though some are currently working on this
particular problem (Al-Olimat et al., 2019). Since not much would be immediately
gained from parsing these types of expressions from our texts, we instead also
provide the full sentence whenever a relevant location is identified.
Future work on scientific articles (or another dataset where only a subset
of locations should be retained) could explore the use of sentence classification,
including recently developed deep learning approaches (Kim, 2014), to identify a set
of relevant locations by classifying each sentence in the article as either describing
study/sample sites or not. Indeed, sentence classification has previously been used
to classify sentences in scientific articles as ‘environmental’ (likely to contain study
site information) or ‘experimental’ (likely to contain provenance information for
chemicals) (Tamames and de Lorenzo, 2010). Our location extraction approaches
could then be applied to only those sentences likely to contain study/sample
site descriptions.
Geographical representation
In Paper III (Wartmann et al., 2018), our footprint generation process included
point (placename) filtering using the centroid and standard deviation of all the
candidate points, and our final footprints were in the form of both bounding boxes
and convex hulls, created from the final filtered set of points. In an extension of
the footprint generation process (Acheson et al., 2017c), we clustered candidate
points (placenames) using DBSCAN, which in effect removes outliers and could
substitute the filtering approach. Very few works have used clustering in the context
of text-to-space pipelines, with notable exceptions including the use of DBSCAN
for placename disambiguation in the context of reconstructing hiking trajectories
(Moncla et al., 2014b), and a recent paper using clustering to disambiguate fine-
grained places in the context of more urban place descriptions (Chen et al., 2019).
As with our hiking blogs, these two case studies using clustering dealt with texts
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featuring a suitably large number of textual mentions to fine-grained places in
relatively close geographical proximity.
In Paper IV (Acheson and Purves, submitted), we also filtered candidate
locations, but did so using rules prior to the geocoding step, and thus without
making use of any geographical information such as their distribution in space.
We output simple point geometries for all extracted locations, which is arguably
appropriate for the global scale of our two article corpora, and consistent with
previous works which use points to represent study sites (Wallis et al., 2011; Martin
et al., 2012; Karl et al., 2013; Kmoch et al., 2018) or patient/virus locations
(Weissenbacher et al., 2015; Tahsin et al., 2016). However, this is also clearly a
limitation, and several authors acknowledge that other geometries would sometimes
be better suited, such as polygons that capture the extent of a large study site
(Wallis et al., 2011; Shapiro and Báldi, 2012; Karl et al., 2013; Karl, 2018). A
range of options (a single point, a set of points, a bounding box, and a detailed
polygon) are presented in Margulies et al. (2016), and further representational
options could include circles (point-radius method) (Wieczorek et al., 2004) and
probability density surfaces (Guo et al., 2008), both used to represent the location of
natural history specimens. However, in an automatic process which uses a geocoding
service, one is in practice limited to the geometries returned by the service, which
are typically only points, though in our case a subset of results also contain a
bounding box. Bounding boxes or circular regions could also be used to represent
areal information efficiently, which could potentially be extracted from a subset
of articles (particularly in the ecology domain).
Hill (2006) argues that one should capture and model uncertainty when repre-
senting locations in order to avoid erroneous conclusions due to ‘false precision’:
“The level of precision that is ‘right’ is judged not only by the level of confidence
in the data but also by the detail needed for a particular purpose and for foreseen
future uses.” Hill’s recommendations include documenting known uncertainties
about footprints in gazetteers, storing multiple footprints per gazetteer entry, and
making representational choices for footprints based not only on current uses, but
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also anticipated uses. In this spirit, our outputs include locations represented in
both textual and explicitly spatial form, such that spatial representations can be
re-generated and refined as needed using the location strings.
Real-world motivated case studies
Our two case studies were motivated by real-world needs. In Paper III (Wartmann
et al., 2018), the requirements for our text-to-space pipeline stemmed from an
immediate downstream task - to spatially query geotagged photos (points) within
our generated study site footprints (polygons) - which itself was part of a broader
study aiming to collect and compare landscape descriptions from the public for
future use in landscape policy. In Paper IV (Acheson and Purves, submitted), we
automated the study site location or sample location extraction process which two
collaborators working on separate meta-analyses were carrying out manually: one
by looking through the article contents for the relevant information, and the other
by using the first author location as a proxy. The text-to-space pipeline we built is
tailored to scientific articles, but since we limited and isolated our domain-specific
code customizations, it should be applicable to new corpora with low additional
effort. In both of our case studies, the ultimate purpose of the text-to-space
pipeline helped guide the many processing decisions that needed to be made during
development and helped determine what acceptable performance meant.
In Paper II (Acheson et al., 2019), we built a real-world driven machine learning
pipeline for gazetteer matching. Indeed, we took great care to ensure the processing
decisions applied to our annotated data would reflect, and be applicable to, a
real-world situation, where a pipeline needs to be deployed to new, unannotated
data. This meant, for example, that candidate selection for our test data had
to be ‘naive’ about what the true positive pairs were, in order to get a more
realistic full pipeline performance estimate. In Paper I (Acheson et al., 2017a),
we focused primarily on the GeoNames gazetteer due to it being by far the most
commonly used gazetteer in the broad literature read in the context of this thesis.
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This means our gazetteer comparison and analysis should be valuable to more
people, within and outwith academia.
Reproducibility
To maximize the reproducibility of the work done in the context of this thesis,
we published our code alongside releasable data for Paper II (Acheson et al.,
2019) and Paper IV (Acheson and Purves, submitted). Anyone wishing to use or
extend our work can thus freely access our code alongside high-level instructions
and more detailed documentation in situ in the code. Earlier efforts to further
reproducible research in GIScience and Geography resulted in the co-organization
of a workshop of which the proceedings are hosted here: http://www.geo.uzh.
ch/microsite/reproducible_research/.
5.2 Customizing a text-to-space pipeline
Throughout this thesis, various claims are made that certain resources, tools, and
strategies are more or less suitable for a particular use case, depending on the task
requirements or the properties of the text corpora. Though it is not an aim of this
thesis to produce an ‘instruction manual’ on how to build a text-to-space pipeline for
a new use case, several insights are worth considering for future pipeline development:
• Textual corpus properties: The language of the texts and an estimate of
how formal the texts are will help decide on an initial placename identifica-
tion (toponym recognition) strategy, where an out-of-the-box NER tool like
Stanford NER can be expected to perform well on formal text in a supported
language (for Stanford NER: English, German, Spanish, and Chinese1). As
the texts deviate in form and content from the type of texts used to train
out-of-the-box NER tools, lower performance should be expected, and NER
tools could be retrained on an annotated portion of the particular dataset to
be processed.
1As documented here: https://nlp.stanford.edu/software/CRF-NER.html (accessed in 07.2019)
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• Spatial corpus properties: Some knowledge about the geographical entities
that are mentioned in text should be acquired at the start of a project.
Questions include: What is the general region of the entities (global or within
a particular country)? Do we expect locations within a text to be clustered
in space? Are the entities fine-grained (urban POIs, mountain huts, etc.)
or rather coarse-grained (cities, national parks, etc.)? What specific feature
types predominate (for example, natural or human-made entities)? Answers
to these questions should help select adequate placenames resources (ones
which cover the correct region and types at an appropriate level of detail) and
disambiguation strategies (with distance-based strategies, like filtering and
clustering, suitable when there is a meaningful core region to be identified).
• Spatio-textual corpus properties: The quantity, density, and location of
placenames in text also play a role in the success of placename identification
and grounding strategies, though we have not explored this particular issue
much in this thesis. A text where a high proportion of the total word count
consist of placenames may benefit from re-trained NER tools that can consider
this density, or potentially a simpler location identification strategy such as
gazetteer lookup; conversely, a text with a low proportion of placenames may
require careful examination of the NER output to filter false positives. Some
texts, like news articles, may feature important, overarching locations in the
title or in the opening sentence(s) (Alex and Grover, 2010). Our Orchards
scientific articles corpora had key locations mentioned in the title in more
than a third of the articles, but our Cancer corpus had virtually none.
• Representational task requirements: For some tasks, points may be an
appropriate way to represent all entities, for example if dealing with cities
and finer-grained entities on a global scale. In other cases, areas are necessary,
for example to perform point-in-polygon spatial queries. For these, polygonal
representations for individual entities could be obtained (for example, OSM
Nominatim can return geojson polygons for many entities), or areas can be
created from a set of points (Galton and Duckham, 2006).
5. Discussion 92
5.3 Limitations and perspectives
Though we touched upon limitations and future directions related to specific research
gaps in the previous section, several broader limitations and corresponding future
directions are worth adding:
• In our case studies, we did not systematically compare a pre-defined set
of processing options (such as text pre-processing, NER tools, and so on)
for the various steps involved. Though in the previous section we suggest
ways of making intelligent guesses to customize a text-to-space pipeline, a
more systematic way to optimize a pipeline would be desirable and could
be the subject of future work. However, the dynamic landscape of tools
and resources makes this particularly challenging. In related work, some
encouraging progress is being made towards comparing the performance of
various toponym identification and resolution systems on various open datasets
(Gritta et al., 2017; Hu, 2018).
• Continuing with the theme of systematic evaluation, we also did not quantita-
tively measure the influence of resources on task performance. Future work
could look at how sensitive results are, for a specified task, to changes in the
resources used (particularly gazetteers, but also NER tools or other placename
identification and disambiguation tools). Our gazetteer coverage analysis
and case studies suggest, but don’t quantitatively measure, this influence.
Though we tested and compared NER tools and geocoders, for example on
our scientific articles datasets, we did so privately in an ad hoc way on data
subsets, but again here more systematic benchmarking and evaluation would
be desirable, particularly ones involving multiple independent research groups
under time constraints.
• In general, our text-to-space pipelines and our gazetteer matching code could
be more efficient. As we worked on relatively small datasets, it was not a
requirement to process large datasets in a small amount of time and hence
efficiency often took a backseat to task-performance metrics like precision and
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recall. In gazetteer matching, some candidate selection strategies in particular
could be both more efficient and more flexible, and in our scientific articles
processing, the file conversion and NER steps are particularly slow, though
each article gets processed independently of the others, hence articles could
be processed in parallel.
• We limited ourselves to point geometries to represent individual places.
Though many gazetteers and geocoders offer point-based geometries to repre-
sent all or most named places, polygons for countries are freely available from
various sources. It is also possible to obtain polygons for many entities from a
geocoder like OSM Nominatim, which can return polygons when this option
is specified. In our case studies, using points to represent individual entities
satisfied our requirements. However, it would be interesting to work on a
spatially-rich, mixed-granularity corpus where spatial relationships between
entities, like figure-ground or container-contained, could be detected and
depicted. Regional and international travel blogs would be an interesting
data source for this type of work, where large and small entities would likely
mix, including countries, cities, POIs, and natural features, and additionally
itineraries could be depicted (essentially temporal relationships). Some
interesting work which considered itineraries has been done on fine-granularity
hiking blogs (Moncla et al., 2014a) and travel blogs have been used as a data
source in, for example, the geographically-aware exploratory search system
Frankenplace (Adams et al., 2015).
• Continuing with the theme of spatial relationships between entities, we did
not explicitly take into consideration spatial prepositions and the surrounding
textual context of placenames (such as in the case of compositional descrip-
tions) for place or document modeling. Indeed, another way to detect and
model spatial relationships between entities would be to start from the text
itself, rather than from external information about the entities. Studying
spatial relationships could focus on the use of spatial prepositions to encode
spatial relationships in language, in a geographical context (as opposed to,
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for example, in the context of 3D manipulable object space). This should also
involve studying the nature of the entities themselves, including their feature
type and size (Hall et al., 2015; Stock and Yousaf, 2018).
Life is too short to occupy oneself with the slaying of
the slain more than once.
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6.1 Summary and contributions
This thesis presented work relating to text-to-space pipelines, focusing both on
placename resources (gazetteers) and on specific applications (case studies). A
concise overview of relevant literature was presented in Chapter 2, building up
to a set of research gaps that we sought to address in our papers. Chapter 3
described work on placename resources, summarizing methods and results from
Paper I (Acheson et al., 2017a) on the spatial coverage of global gazetteers and
Paper II (Acheson et al., 2019) on cross-gazetteer matching. Chapter 4 described
the two case studies where text-to-space pipelines were implemented for particular
applications, summarizing methods and results from Paper III (Wartmann et al.,
2018) on generating footprints from hiking blogs and Paper IV (submitted) on
extracting and representing geographical information from scientific articles. In
Chapter 5, we returned to the research gaps identified early in this thesis, describing
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how each was filled and where additional efforts could be focused, and we also offered
more general insights into building text-to-space pipelines based on our experience.
Our main contributions can be summarized as follows:
• We quantitatively analyzed and compared the spatial coverage of two global
gazetteers, GeoNames and TGN, looking at important subsets of records
including common natural feature types. Our analysis showed large differences
in the amount and type of records contained in these resources depending on
the region, and identified several patterns of coverage, including the country
unit as an important driver of coverage. We discussed how the spatial coverage
of gazetteers has implications for the performance of text-to-space tasks which
make use of gazetteers, including identifying toponyms in text and linking
toponyms to particular gazetteer records, since only records present in a
gazetteer can be linked to, and regions with high spatial coverage may get
overrepresented in task results (and vice-versa).
• We proposed, implemented, and conducted a detailed evaluation of a machine
learning pipeline to match natural feature records across two gazetteers. We
compared the performance of machine-learning based matching using random
forests to rule-based matching, showing that random forests performed better
than our best rules, offered potentially further increases in performance given
more training data, and simplified the handling of feature types from different
feature type hierarchies.
• We implemented a text-to-space pipeline to generate spatial footprints from
Swiss hiking blogs which featured many fine-granularity natural feature
toponyms. Through our application to the analysis of landscape descriptions
from multiple data sources, we showed how such a text-to-space pipeline
could be used to spatially query other georeferenced data sources (such
as social media). We showed how outliers could be removed to obtain
focused footprints without explicitly disambiguating each placename, but
instead by using centroid-based filtering and DBSCAN clustering of candidate
placenames/points.
6. Conclusions 97
• We implemented a fully-automatic text-to-space pipeline to extract study sites
and patient treatment locations from scientific articles in two different corpora.
We showed that good performance could be obtained to extract and spatially
represent relevant locations from these texts by combining existing NER and
geocoding tools with rules developed iteratively on a set of training articles.
We also showed that minimal domain-customization was needed across our
two domains (biomedical and ecological), within the genre of scientific articles.
Our geocoding results suggested that the black-box geocoding API we used
tended to default to results in North America, based on the geographical
distribution of errors.
6.2 Future directions
The work in this thesis could be extended in many directions within the field
of GIScience, including by:
• Parsing, grounding, and representing not just toponyms but a wider variety
of spatial language and context including the prepositions used in conjunction
with toponyms, and relationships between places mentioned in a discourse.
• Using richer geographic models for individual locations and testing ways to
usefully combine many geometries to represent a document as a whole, or a
set of related documents.
• Modeling locations to a granularity, crispness, precision, or certainty justified
by the data, that is, with effort put into matching the likely cognitive models
of the author.
• Doing user testing on the visualization of, and interaction with, different rep-
resentations of individual geographic entities of various types, individual text
documents from various genres and domains, and corpus-level representations,
ideally all in the context of specific tasks.
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Gazetteers are important tools used in a wide variety of workflows that depend on linking natural language text
to geographical space. The spatial properties of these data sources, such as coverage, balance, and completeness,
affect the performance of common tasks such as geoparsing and geocoding. However, little attention has focused
onhow these properties vary in global gazetteers, particularly across country boundaries and according to feature
types. In this paper, we present a detailed investigation of the spatial properties of two open gazetteers with
worldwide coverage: GeoNames, and the Getty Thesaurus of Geographic Names (TGN). Using point density
maps, correlations, and linear regressions, we analyze the global spatial coverage of each data source for the
full set of features and for top feature types: populated places, streams, mountains, and hills. Results show
wide discrepancies in coverage between the two datasets, sharp changes in feature type coverage across country
borders, and idiosyncratic patterns dominated by a few countries for themore sparsely covered natural features.
As more and more systems rely on recognizing and grounding named places, these patterns can influence the
analysis of growing amounts of online text content and reinforce or amplify existing inequalities.









Gazetteers play a central role in linking text to space, influencing a
multitude of application outcomes through their use in tasks such as
identifying placenames1 in text, disambiguating placename references,
and associating placenames with a geographical footprint and type in-
formation. Until recently, gazetteers were primarily produced top-
down, typically as curated resources for placenames in a prescribed
area such as a country. Today, with data easily stored and shared online,
and vast quantities of data released as open data, theways inwhich gaz-
etteers are being produced and distributed is evolving. At one end of the
spectrum remains a top-down, strongly regulated process, where orga-
nizations such as nationalmapping agencies produce gazetteers accord-
ing to explicitly defined data quality standards and local laws. At the
other end are crowdsourcing efforts collecting information about places
from anyone who wishes to contribute, often largely relying on the no-
tion of the ‘wisdom of the crowd’ principles for data quality (Goodchild
& Li, 2012). Somewhere on this spectrum are two gazetteers with some
level of data curation, nominally global coverage, but limited explicit
information with respect to data quality: GeoNames (GeoNames,
2016), and the Getty Thesaurus of Geographic Names (TGN, 2016).
These gazetteers form the focus of the present paper. Perhaps be-
cause of their worldwide coverage and their ready availability, both
are popular inmany research projects and applications, with GeoNames
arguably the most commonly used gazetteer today. Despite this popu-
larity, there has been limited scrutiny of its contents, with attention typ-
ically limited to a particular region or country, and focused largely on
populated place features rather than a broader set of feature types.
Smart et al. (2010) mapped the overall coverage of GeoNames in
Great Britain, contrasting it with national mapping agency data and
crowdsourced datasets. Ahlers (2013) conducted a broader examina-
tion of data quality in GeoNames, identifying anomalies and quality in-
dicators for populated places in Central America, Germany, andNorway.
Looking at both GeoNames and TGN, De Sabbata and Acheson (2016)
quantitatively compared their coverage for all features and populated
places in Great Britain, finding the datasets less detailed and less bal-
anced than national mapping agency data. Although these studies
have revealed that coverage in these products is unbalanced even with-
in individual countries, the overall picture remains unclear since to date,
an in-depth systematic global analysis, looking across country bound-
aries and at a range of feature types across gazetteers, has not been car-
ried out.
An initial explorationof suchproperties examined global coverage of
GeoNames alone and explored the distribution of a single feature type
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(populated places) as a function of population (Graham & De Sabbata,
2015). Expanding on this work, we undertake a detailed comparative
investigation of the global spatial properties of both GeoNames and
TGN.We not only look at the full datasets, but also present a worldwide
analysis of coverage for the four most frequent feature types in
GeoNames, matched with corresponding types in TGN: populated
places, streams, mountains, and hills. These four feature types account
for a large portion of the full datasets in both gazetteers, particularly
populated places which comprise over a third of all the data in both
GeoNames and TGN. As for streams, mountains, and hills, they are
among the most common natural features found in the data sets, and
in the case of mountains, the most commonly referenced examples of
a geographic feature in empirical experiments (Smith & Mark, 2001).
Understanding the global coverage of these named natural features is
particularly important in the context of anywork analyzing thedistribu-
tion of common toponym types (Campbell, 1991) and analysis of texts
containing references to natural features (Moncla et al., 2014). For
both gazetteers, we examine and compare feature distributions at fine,
medium, and coarse granularities.
As discussed in the review that follows, coverage and balance are two
pivotal quality indicators to assess the fitness for use of gazetteers for
many common tasks. We therefore pose the following research
questions:
1. How do GeoNames and TGN compare in terms of overall global
coverage and balance?
2. How are important feature types in GeoNames and TGN distribut-
ed globally, and how do they compare in terms of coverage and
balance?
We review previous work focusing on gazetteer properties, sources,
and quality, as well as tasks in which gazetteers play a role. We then in-
troduce inmore detail the properties of the two gazetteerswe analyzed,
before setting out the analysis methods to characterize and compare
GeoNames andTGN. Our results are presented as both graphical and nu-
merical data, before we discuss their implications, particularly in terms
of the suitability of these data sources for relevant tasks. We conclude
with a list of key gazetteer shortcomings and propose future research
focused on addressing these.
2. Gazetteers
“There is remarkable diversity in approaches to the description of geo-
graphic places (...)”.
[Linda Hill, Georeferencing, p. 94]
Gazetteers are resources that store structured information about
places, minimally providing name, type, and location (or footprint) in-
formation for each place or record (Hill, 2000; Mostern et al., 2016).
Each record may also contain other attributes such as alternative
names, population information for populated places, and containment
relationships - for example which country or region the place is in. Re-
cords may contain links to matching records in other datasets. These
‘linked data’ records are ones deemed to be about the same place
through amatching process that, for instance, compares text, positional,
and type information across resources (Sehgal et al., 2006; Smart et al.,
2010). Placenames have in fact become a central node in linked open
data, with GeoNames lying at the center of the linked open data cloud
diagram (Schmachtenberg et al., 2014), demonstrating the efficacy of
placenames as away of relating information in the developing semantic
web.
2.1. Gazetteer sources and production
Gazetteers have traditionally been produced in a top-down pro-
cess, most commonly by national mapping agencies to serve as
official placename resources for a defined area of interest such as a
country, sometimes under specific legal or regulatory conditions.
For example, Ordnance Survey (OS) produces the OS 1:50k
gazetteer (2016) (andmore recently, OS Open Names) for the extent
of Great Britain, and SwissTopo produces SwissNames 3D (2016) for
the extent of Switzerland. In the case of the United States, examples
include a national resource for domestic names, the Geographic
Names Information System (GNIS, 2016), developed by the U.S. Geo-
logical Survey, and an international resource for foreign names, the
GEOnet Names Server (GNS, 2016), developed by the National
Geospatial-Intelligence Agency.
As well as general purpose gazetteers, typically created by na-
tional mapping agencies and other government authorities, pur-
pose-built gazetteers are created for a wide range of purposes.
Among these are the TGN, a structured gazetteer with the aim of im-
proving access to art, architecture, and material culture by enabling
indexing. Due to its focus on these topics, historical names are im-
portant elements of the TGN, allowing links of historical artifacts to
be made between present day locations and texts describing them
in a historical context.
More recently, gazetteers have also been produced by incorporating
bottom-up methodologies, where data is collected from multiple
sources and integrated. Two heavily used global spatial datasets,
OpenStreetMap and GeoNames, are produced this way: their sources
include authoritative data, such as those described above where licens-
ing permits, but also original data contributed by individuals, also
known as volunteered geographic information (VGI) (Goodchild,
2007). Further still along the spectrum from top-down to bottom-up
production are approaches to creating structured gazetteers using
only crowdsourced data, through the extraction, analysis, and merging
of multiple sources. One such example, the Gazetiki project, mined
Wikipedia and Panoramio data to automatically create a gazetteer, rely-
ing on linguistic cues, search hits, and the GeoNames feature type hier-
archy for entity typing (Popescu et al., 2008).
A complementary body of research focuses on both augmenting and
enriching existing gazetteers and the generation of so-called meta-gaz-
etteers to build better resources, whether more complete (with more
features, or with richer annotation for existing features), or deemed
more suitable for a particular task (Kessler et al., 2009; Smart et al.,
2010). In one example using VGI, Gao et al. (2017) present a framework
for efficiently creating new gazetteer entries from large numbers of
user-tagged photographs, many of which contain feature types like
‘park’, ‘museum’, or ‘river’ as tags. Finally, OpenStreetMap has also
been used as a gazetteer source directly, or to augment existing
placename resources (de Oliveira et al., 2016; Hess et al., 2014; Yin et
al., 2014).
As feature types are one of the three basic requirements of a gazet-
teer entry (Hill, 2000), anywork seeking to integrate or augment gazet-
teers faces the challenge of assigning appropriate types to features, and
potentially having to align different feature type ontologies to each
other. A common use case in gazetteer conflation is to consider feature
type information as evidence of (dis)similarity when trying to detect
whether records are about the same feature (Fu et al., 2005; Hastings,
2008; Smart et al., 2010). However, this is a challenging task since fea-
ture types may vary widely between gazetteers, and the process of fea-
ture type alignment is itself complex (Janowicz & Keßler, 2008; Zhu et
al., 2016). These difficulties are illustrated by for example Fu et al.
(2005) who established “equivalence links” between feature type hier-
archies, but found that strong constraints on feature type alignment led
to poor performance. The underlying problem is further illustrated by
Smart et al. (2010) who noted that even in national mapping agency
data, large proportions of features were simply classified as “other”.
Zhu et al. (2016) recognize this challenge and combine top-down ontol-
ogy analysis with bottom-up data-driven methods using spatial signa-
tures related to instances of feature types to explore alignment issues
in GeoNames, TGN and DBPedia Places.
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2.2. Gazetteer quality
As introduced above, a wide variety of gazetteer and gazetteer-like
resources exist, all of whichmay vary with respect to their data quality.
In exploring gazetteer quality, we take as a starting point the so-called
famous five, as listed by the US Federal Geographic Data Committee: at-
tribute accuracy, positional accuracy, logical consistency, completeness,
and lineage (Guptill & Morrison, 1995). Van Oort (2005) added to this
list semantic accuracy, fitness for use, and temporal quality. In the
more specific context of gazetteers, Leidner (2004) proposed seven
criteria for gazetteer quality, a list extended and refined by Hill (2006,
p.107) (Table 1).
An implicit quality which is not explicitly listed in the criteria above,
but often mentioned in discussions of the nature of gazetteers, is cover-
age. In this paper we define the coverage of a resource as the feature
density across space (‘spatial coverage’, as in Hill, 2006, p. 144). We de-
fine balance as in Table 1 as the uniformity of a resource across its scope
of coverage, including the uniformity of its currency, accuracy, granular-
ity, and richness of annotation. Thus balance and coverage are clearly re-
lated, since balance depends on the feature density across space
(coverage) across the resource. As an example, a gazetteer covering fea-
tures down to street-level detail in London but only down to neighbor-
hood detail in Paris would be less balanced, but have better coverage in
London, than a resource covering only neighborhood-level features in
both cities. In the analysis that follows, we primarily focus on balance
as the uniformity of coverage, as commenting on the uniformity of cur-
rency, accuracy, and richness of annotation is beyond the scope of this
work.
An important upstream factor impacting gazetteer quality is theway
in which the datasets are produced, as previously described. In the case
of top-down datasets from mapping agencies, the organizations pro-
ducing these resources typically ensure adherence to, and document,
data quality standards, for example by sending surveyors out into the
field in a structured manner, such that errors or omissions may be as-
sumed to be randomly distributed in the dataset. However, this is not
the case for crowdsourced data, which tend to show bias - that is, data
quality which varies non-randomly as a function of the properties of
the underlying space. For example, in a seminal paper on VGI quality,
Haklay (2010) conducted a systematic analysis of OpenStreetMap data
quality in terms of positional accuracy and completeness of street net-
work data, and found geographical biases towards both urban (and
therefore more populated) and more affluent regions in England,
which have important implications for the balance of datasets produced
through crowdsourcing in general. For gazetteers, such quality compar-
isons with authoritative datasets are possible for regions that have na-
tional mapping agency counterparts. However, a quality evaluation of
global gazetteers must proceed in other ways, since no authoritative
global database of placenames exists.
2.3. Using gazetteers
In general, gazetteers play a key role in tasks linking text to space,
with applications ranging from disaster response or disease tracking
through social media geolocation (Dredze et al., 2013; Zhang &
Gelernter, 2014), to historical and literary text analysis (Cooper &
Gregory, 2011; Southall et al., 2011). By enabling the organization of
data according to geographical space, textual datasets can be spatially
analyzed, opening up a wide range of possibilities for descriptive and
predictive modelling of previously aggregated data.
More specifically, a number of distinct tasks require gazetteers or
benefit from their use. A first task is the detection of placenames (or
more broadly, geographic references2), for which a common approach
is to look for textual matches between placenames in the gazetteer
and each word, N-gram, or candidate placename in the text (Leidner
& Lieberman, 2011). Thus, gazetteers and the placenames they contain
influencewhether awordor sequence ofwords is classified as a location
in the first place (Leveling, 2015; Purves et al., 2007). Second, gazetteers
are important in disambiguating placenames, as many disambiguation
strategies use gazetteer data such as geometry, type, and attribute
data (e.g. population) to rank candidates (Buscaldi, 2011). In fact, gazet-
teers typically determine whether a placename can be considered ‘geo/
geo’ ambiguous, as this type of ambiguity in practice is defined as when
a placenamematches more than one entry in a gazetteer (Amitay et al.,
2004; Zhang& Gelernter, 2014). Thus, toponym ambiguity is heavily in-
fluenced by the resources used, where gazetteers covering larger areas
and finer granularities raise the potential for multiple matches
(Buscaldi, 2011) - in other words, potentially increasing recall but de-
creasing precision.
The link between text and space is completed in a further task, fo-
cused on selecting a relevant geometry (footprint) for an input
placename (Hill, 2000). This is crucial in geographical information re-
trieval, both to obtain geographical representations of textual queries
and to index documents according to the geographical space they
refer to (Purves et al., 2007). Of particular importance, setting aside
geoparsing performance considerations, are the types of geometries
available to model placenames. The simplest and most common geom-
etry used to represent a placename is a point, but other geometries may
be more appropriate according to place granularity and the nature of
the reasoning to be carried out with the data (Alani et al., 2001; Guo
et al., 2008). Currently, however, both GeoNames and TGN provide
only latitude, longitude tuples as points referring to features in their
free, downloadable versions.
An increasingly frequent text-to-space task is the geolocation of so-
cial media users or content. On Twitter for example, users may indicate
a home location on their profile in free-text form. Thus, matching this
textfield to a gazetteer entry is often a key first step to analyzing Twitter
users' attitudes and beliefs according to their location, using for instance
sentiment analysis. Furthermore, since only approximately 1% of Twit-
ter posts are explicitly tagged with GPS coordinates (Hecht et al.,
2011), geocoding the posts themselves (or using the geocoded profile
location as a proxy) can make more content available for analysis in
use cases such as disaster response (Zhang&Gelernter, 2014) or disease
tracking (Dredze et al., 2013). Jurgens et al. (2015) emphasize that gaz-
etteer choice impacts theperformance of geolocating Twitter users from
the textual profile location information, with GeoNames returning
matches for 500 k users and DBPedia only 75 k. Clearly coverage in gen-
eral, and in particular balance with respect to the underlying properties
of interest, are key indicators in assessing the quality of the results of
such processes.
Table 1
Gazetteer quality criteria from Hill (2006).
Criterion Description
Availability “Degree to which the gazetteer is freely available and not
limited by restrictive conditions of use”
Scope “Small communal database, regional/national coverage, or
worldwide coverage”
Completeness “Degree to which the scope of the gazetteer is covered
completely”
Currency “Degree to which the gazetteer has incorporated changes”
Accuracy “Number of detectable errors in names, footprints, and types”
Granularity “Includes large, well-known features only or features of all sizes
and those that are less well known”
Balance “Uniform degree of detail, currency, accuracy, and granularity
across scope of coverage”
Richness of
annotation
“Amount and detail of descriptive information, beyond the
basics of name, footprint, and type”
2 Geographic references are considered a superset of placenames, which includes not
only placenames but also place codes, such as addresses or postal codes, and more com-
plex expressions, such as composite expressions like “North of Lake Ontario”.
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3. Data & methods
In order to obtain high recall for placenamedetection in text, it is im-
portant to use a gazetteer that provides both good coverage and com-
pleteness. To increase precision and limit the impact of ambiguity, it is
furthermore fundamental to select a balanced gazetteer with an appro-
priate level of detail. This section first presents GeoNames and TGN,
then describes the methods used to assess the coverage and balance of
the two datasets.
3.1. GeoNames
GeoNames is arguably the most-used placename data source today,
widely cited in academic works. It is not hard to understand why con-
sidering its unique combination of desirable properties: it contains
over 10 million entries worldwide (coverage), is freely available online
(availability), and has daily data exports (currency). Where its proper-
ties become less clear is concerning balance, data precision, complete-
ness, and lineage. With respect to lineage, GeoNames consists of data
originating from a variety of sources, some official sources and some in-
dividual contributors, but the source(s) for each particular record is not
provided in the free version. This lineage issue muddles the already un-
clear picture with respect to balance, precision, and completeness. For
instance, the true precision of a record may vary depending on the
source or simply be unknown. As for balance and completeness, it is un-
clear to what extent each country or region is captured in the dataset,
and thus the coverage may rather vary as a function of data availability
for a particular area rather than as a function of the true concentration of
named geographical features at those locations.
In addition to the standard elements of name, type, and geometry,
GeoNames also provides for many entries a rich set of structured infor-
mation including alternate names and spellings, population information
for populated places, and hierarchical information such as containing
administrative areas including countries. Geometries provided in the
free gazetteer data download are latitude-longitude points for each fea-
ture, including for features with very large extents like countries and
lakes. All features are classified according to a two-level type hierarchy
consisting of a 9-feature-class top level and a 645-feature-code sub-
level, with a short description provided for most feature codes. Howev-
er, the distribution of feature counts is dominated by just a few of these
645 feature codes,with for example 3.4million features having the code
‘PPL’ for ‘populated place’. Though the feature type hierarchy has two
levels, in practice a third-level is arguably encoded in the feature
codes themselves, with for example ‘STM’ standing for ‘stream’, ‘STMI’
for ‘intermittent stream’, and ‘STMIX’ for ‘section of intermittent
stream’. We make use of this information when considering feature
type alignments in Section 3.4.
3.2. TGN
TGN is a gazetteer resource developed for cultural heritage applica-
tions, freely available as linked open data since 2015. Unlike GeoNames,
it is curated, has a stated focus onplaces of historical significance, and an
intended use for "cataloguing, research, and discovery of art historical,
archaeological, and other scholarly information" (TGN, 2015). Its cover-
age is nominally global and, appropriately for its historical focus, also
covers a temporal range from “prehistory to the present”.
With over 1.4 million entries of named places around the world, in-
cluding over half amillion populated places, TGN is a useful resource for
text analysis, particularly for texts of a historical nature (Overell &
Rüger, 2008; Smith&Mann, 2003). Similarly to GeoNames, TGN records
provide names, feature type information, latitude-longitude coordi-
nates, as well as hierarchical information where appropriate. Records
also generally include sources and contributors, and may also contain
descriptive notes and dates for historical places, as well as linkages be-
tween places signifying relationships such as ‘successor of’ and
‘distinguished from’. TGN uses feature types from the Art & Architecture
Thesaurus (AAT, 2017) type hierarchy, also from the Getty Research In-
stitute. This type vocabulary and hierarchy features manymore explicit
levels than GeoNames and provides information about type semantics
not only through a definition, but also with information about overlaps
with other types and with lineage information about the type itself and
its position in the hierarchy. In practice, TGN's feature type distribution
is however also heavily skewed to a small number of types and again
features a widely used category for population centers of all sizes,
known as ‘inhabited places’. In Fig. 1, the ‘hills’ type is shown in the
AAT hierarchy with four sub-types, but while in our dataset 25,756
TGN features have ‘hills’ as a primary type, no TGN features have as pri-
mary type ‘foothills’, ‘hillocks’, ‘hummocks (hills)’, or ‘knolls’.
3.3. Gazetteer quality criteria
In Table 2, we present a comparison of our two gazetteers of study
and two representative national mapping agency gazetteers, OS 50k
for Great Britain and SwissNames 3D for Switzerland, along nine quality
criteria. These quality criteria are as in Table 1, with the addition of lin-
eage (from the famous five of spatial data quality) and precision (which
is documented explicitly for our nationalmapping agency data), and the
removal of accuracy, which in practice is not available because it re-
quires testing against a reference dataset. Though coverage does not ap-
pear explicitly in the table, our definition relates it to scope,
completeness, granularity, and balance as discussed above.
These four datasets all share the characteristic of being freely avail-
able (though licensing conditions vary), but in the other dimensions,
TGN and GeoNames are more similar to each other than either is to
the national mapping agency datasets. Importantly, completeness and
balance are unknown for GeoNames and TGN, not being explicit aims
for either data source. Precision of the feature coordinates is not docu-
mented, though TGN states that their coordinates are approximate
only. On the other hand, GeoNames and TGN offer the advantage of
nominally rapid update cycles, with GeoNames providing daily data
downloads online. The authoritative datasets have slower release cy-
cles, consistent with a process requiring extensive quality control to en-
sure completeness, precision, and balance of their contents. Our analysis
of GeoNames and TGN aims to enable informed statements about bal-
ance and coverage.
3.4. Feature type selection and matching
Full data snapshots of both GeoNames and TGN were obtained on
June 30th 2015. Though differences in feature density are to be expect-
ed, since GeoNames has almost 10 times the number of features as TGN,
Fig. 1. AAT type hierarchy containing the feature type ‘hills’, used in TGN.
(Source: AAT, 2017).
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we expect datasets to become more similar as they tend to more accu-
rately sample the real world, and in the future, as they becomemore in-
tegrated through the practice of linked data. Our snapshot of TGN was
taken shortly after the product was launched in its linked open data
form, and before it had had time to be propagated into GeoNames.
A first step towards our goal to compare GeoNames and TGN was to
match countries from one dataset to the other, which was done manu-
ally and resulted in a set of 237 common countries which could be used
to select features by country from the raw gazetteer data. A second step
was to select feature types for analysis, a process primarily driven by
looking at themost common features types in GeoNames andmatching
these to types in TGN.
Aligning feature types between gazetteers is a complex problem, as
resources may have different feature type ontologies, the same words
may take differentmeanings across resources, and themeaning of a par-
ticular word may also itself vary among geographical regions and indi-
viduals (Zhu et al., 2016). In our alignment process we considered
type names, definitions, feature type hierarchies and, since our analysis
of coverage and balance relies on feature counts, type frequencies in
each dataset. Given the potential influence of feature alignment on
any results comparing gazetteer content, we furthermore carried out a
series of sensitivity tests to explore such effects, where we varied the
alignment choices using one-to-one, one-to-many, many-to-one, and
many-to-many links between GeoNames and TGN types.
Fig. 2 shows themost frequent feature types in each gazetteer (using
unique feature codes for GeoNames), the results of our feature type
selection and alignment, and the number of features of each type select-
ed for analysis.
Based on our sensitivity tests,we aligned ‘populated place’ (PPL) and
its implicit sub-types (PPL*) in GeoNames to the ‘inhabited places’ place
type in TGN, and proceeded similarly for the other types, as shown in
Fig. 2. Whereas GeoNames has a large number of features typed with
implicit sub-types (for example, PPLL is used for 141,798 features and
STMI for 177,531 features), TGN has very low counts for sub-types, per-
haps because of its richer hierarchical type structure and its use of a pre-
ferred place type for each feature with optional secondary types.
3.5. Analysis methods
For a multi-scale, feature-type specific understanding and compari-
son of the global coverage of features in GeoNames and TGN, three anal-
ysis scales were chosen. At the finest level, 10x10km cells with 30 km
neighborhoods were chosen as the point aggregation unit for global
point density maps. For the full set of features (‘all’) and for the four se-
lected feature types (‘populated places’, ‘mountains’, ‘hills’, ‘streams’),
maps were produced using the ArcGIS Point Density tool, in the Goode
Homolosine Land equal area projection, resulting in 10 global maps.
These maps allow for a visual overview of the global coverage of fea-
tures in eachof GeoNames and TGN, and a visual comparison of this cov-
erage between the two gazetteers for each feature type. Furthermore,
by exploring differences in coverage, it is possible to gain some insight
into balance (for example where feature density varies greatly in a
dataset across national boundaries).
For the second part of the analysis, features were aggregated at two
coarser-grained spatial units: 100 × 100 km cells, and individual coun-
tries. Aggregated counts for both spatial units were calculated for each
feature type (five in total, including ‘all’). The country of each feature
was available directly as attribute data in both datasets, thus country
counts could be obtained by summing the number of features with
each country attribute. For the 100 × 100 km cells, counts of features
in each cell were obtained through a spatial join. For each aggregation
unit (2) and each feature type (5), counts in the two datasets were plot-
ted and correlation coefficients computed using ranks (Kendall's meth-
od), since values were not normally distributed.
Based on the outcomes of the second part of the analysis, linear
models relating the two gazetteers were calculated to establish descrip-
tive, quantitative relationships between their coverage. Through linear
models, feature coverage can be compared not just on the basis of
Table 2
Gazetteer quality criteria for four gazetteers.
Criterion GeoNames TGN OS 50 k SwissNames
3D
Availability Free Free Free Free
Scope Worldwide Worldwide Great Britain Switzerland
Completeness ? ? ✓ ✓
Currency Daily Two weeks Annual Annual














GNIS, experts OS maps SwissTopo
maps
Fig. 2.Most frequent feature types for GeoNames and TGN (top); Types selected for analysis and their respective counts and frequencies in GeoNames and TGN (bottom). (Only features
considered for the country and graticule analyses are included in the table. Excluded features, not in any of thematched countries, accounted for 0.26% of all features GeoNames and 0.15%
in TGN.) * Indicates that all GeoNames feature codes taking this base were included.
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rank, but also magnitude, by describing a proportional relationship be-
tween feature counts in corresponding cells or countries.
4. Results and interpretation
4.1. Point density maps
We first present the global point density maps of all the features in
each of GeoNames and TGN (Fig. 3). These maps show the density of
placenames in each data source using quantiles calculated on the
GeoNames data for both maps to ease comparison. Overall, for both
data sources, we observe higher densities of placenames in regions
such as Europe and in the eastern United States, andmuch lower densi-
ties in entire continents such as South America and Africa. These global
differences in coverage are particularly marked in the TGN data, where
there iswidespreaddata scarcity in SouthAmericawith the exception of
Chile, and likewise for Africa aside from a concentration of placenames
in Egypt, a place of great historical significance. Another observation
common to both maps, but particularly pronounced in TGN, is that in
many places coverage seems particularly uneven across country
borders. For example, GeoNames placename density is markedly differ-
ent between Norway and Sweden, and in TGN the eastern and southern
borders of Germany are clearly distinguishable due to a sudden drop in
coverage, and similarly for the border between Canada and the United
States. India is described in relatively similar detail by GeoNames and
TGN, whereas the amount of features in neighboring Nepal and Sri
Lanka is strikingly different in the two datasets. These results also indi-
cate that balance is an issue in both datasets, since thesepatterns are un-
likely to reflect real toponym density.
Breaking down the datasets by feature type helps shed light on
whether these observations are consistent across, or driven by, particu-
lar types. Fig. 4 shows small multiples of coverage in GeoNames and
TGN for each of the four feature type data subsets, starting at the top
with the most frequent feature type, populated places, down to the
least frequent (in GeoNames), hills. This sequence illustrates that as a
feature type decreases in numbers overall in a gazetteer, its global cov-
erage also becomes sparser, concentrated in a smaller area of the globe.
Whereas in GeoNames populated places show non-zero density across
large swaths of the globe, most 10 km density cells are zero (white)
for mountains and hills. This observation is more pronounced in TGN,
GeoNames
Point Density, all features
TGN
Point Density, all features
Features per
square kilometer
Fig. 3. Point density maps for all features in GeoNames (top) and TGN (bottom) rendered in terms of GeoNames quantiles, in the Goode Homolosine Land projection.
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which overall has about ten times less data than GeoNames in terms of
all features, but is also slightly more skewed towards populated places
than GeoNames with 39% of its features populated places but only
1.8% hills, compared to 37% and 3.4%, respectively, for GeoNames (Fig.
2). While the TGN populated places map again clearly shows the
resource's emphasis on Europe and the United States, the global TGN
hills map shows just how few features of this type are catalogued.
In order to address whether the coverage of features in GeoNames
and TGN corresponds well to the true distribution of named features
in the world, it is helpful to consider feature types in isolation. For the
best-represented feature type, populated places, population density
may be a reasonable proxy for density of named populated places at
our scales of analysis (Graham & De Sabbata, 2015). In both the
GeoNames and TGN populated places maps, some areas of visibly high
feature concentration correspondwith areas of high population density
such as continental Europe and the North East of the United States, but
other populous regions seem comparatively less well-covered, includ-
ing India, Brazil, and the African continent in general. TGN in particular
appears to have a strong focus onWestern Europe and theUnited States
in terms of catalogued populated places, and relative data poverty
through China, South-East Asia, and parts of the Middle East compared
to GeoNames.
Shifting down from the best-represented feature type to the sparsest
type in our analysis, hills, the uneven coverage becomes more extreme,
with virtually no hills catalogued in the United States (both in
GeoNames and TGN), and a very high concentration of hills in Norway
(GeoNames) and Germany (GeoNames and TGN). These maps again
show sharp changes in feature type coverage at country borders, such
as the US-Mexico border for hills (GeoNames) and mountains (TGN),
and the US-Canada border for streams (GeoNames). A closer look at
the individual point features shows a dearth of mountains in TGN for
Switzerland (Fig. 5b), a country renowned for its mountains, and virtu-
ally no hills in GeoNames for the US (Fig. 5c) against an abundance in
neighboring Mexico. Thus it appears from these maps that the country
unit is an important driver of global coverage by feature type.
To explore this behavior where these feature types were seemingly
well sampled, counts by type were plotted for the ten countries with
the highest numbers of the given types (Fig. 5a). These bar charts in
all cases show that one or a few countries dominate the distribution
for a particular feature type, for instance Norway for hills in GeoNames
Fig. 4. Point density maps by gazetteer (GeoNames, TGN) and feature type (populated places, streams, mountains, hills), rendered in terms of GeoNames quantiles, Goode Homolosine
Land projection.
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or Germany for hills in TGN. Furthermore, GeoNames and TGN tell dif-
ferent stories about the underlying distribution of data, especially for
the natural feature types. Indeed, Norway unequivocally tops the list
for hills in GeoNames, yet does not even make the top ten in TGN. Sim-
ilarly, China is conspicuously absent from the top ten list for populated
place features in TGN, but tops the list for populated places in
GeoNames. All of these observations again emphasize the lack of bal-
ance for all the analyzed feature types in both GeoNames and TGN.
4.2. Correlations between GeoNames and TGN
To compare coverage between GeoNames and TGN systematically,
counts of features were spatially aggregated according to the coarser,
meaningful unit of countries, and the finer unit of 100 × 100 km cells
(created in the equal area Goode Homolosine Land projection). Corre-
sponding counts were analyzed using Kendall's tau rank correlation,
with the results shown in Table 3.
For the country counts, a pair was included in the rank correlation
calculationwhen neither country had a count of zero to avoid having ar-
tificially high correlation coefficients due to matching pairs with very
low or zero counts. For the much larger number of raster cells, a pair
was included in the rank correlation calculation when either dataset
had a non-zero count, striking a balance between keeping spurious
pairs with no data and dropping meaningful pairs.
The correlation coefficients for feature counts by country show rela-
tively strong positive relationships when accounting for both all fea-
tures and populated places, and a weaker but still positive relationship
formountains. For streams and hills the relationshipsweremuchweak-
er. The correlation coefficients for raster cell counts show similar pat-
terns, with the highest correlations for all features and populated
places, and much weaker or no relationships for streams, mountains,
and hills. Comparing correlation coefficients for countries and raster
cells, we note that the coefficients are greater for countries than raster
cells in all five cases, meaning a stronger relationship exists at the coun-
try level than for the finer raster cells.
4.2.1. Sensitivity to feature type alignment
In order to ensure our results were robust to changes in feature type
alignment, we performed sensitivity tests where we selected different
combinations of feature types from GeoNames and/or TGN and
Fig. 5. a) Bar charts of the ten countries with the most features of each type; b) all mountain features in TGN for Switzerland (white) and surrounding countries; c) all hill features in
GeoNames for Mexico and the southern United States.
Table 3
Kendall's tau correlation coefficients between GeoNames and TGN for countries and raster
cells.
Features Countries (N = 237) Raster (N = 51,996)
M (neither 0) Kendall's tau M (not both 0) Kendall's tau
All 237 0.7138⁎ 20,665 0.6383⁎
Populated places 235 0.7015⁎ 14,188 0.5377⁎
Streams 29 0.3004+ 13,182 0.2322⁎
Mountains 159 0.4853⁎ 9868 0.2449⁎
Hills 74 0.2584^ 8704 0.0424⁎
⁎ p b 0.00001.
^ p b 0.01.
+ p b 0.05.
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repeated the correlation analysis. We varied GeoNames feature subsets
by selecting only a single dominant feature code (PPL, STM, MT) for a
type rather than also including its implicit sub-types (PPL*, STM*,
MT*). As for TGN, of particular interest was the inclusion of types fea-
tured in relatively high numbers in the collection: creeks and peaks.
Table 4 illustrates the results of these sensitivity tests. In all but one
case (where streams + creeks from TGN are included) correlations are
similar and statistically significant. In the case of creeks, 99.6% of all
creeks in the TGN are located in the USA. These results suggest that
our choice of feature alignment is robust.
4.3. Linear models
The Kendall rank correlation coefficients indicated the existence of
varying degrees of positive relationships between aggregated features
counts in GeoNames and TGN, depending on type and unit of analysis
(country or raster cells). In order to analyze these relationships consid-
ering not only the rank, but also themagnitude of feature counts, linear
regression models were used.
Based on the positively skewed distribution for both GeoNames and
TGN aggregated counts, we used log-log regression models, arbitrarily
using GeoNames counts as the independent variable and TGN counts
as the dependent variable. While raw counts suggest that TGN contains
only 14% of the amount of features in GeoNames, the first two stages of
the analysis suggest that the relationship is more complex. The coeffi-
cients (b) of the regression models provide a better estimate of the
quantitative relationship, whereas the coefficient of determination
(R2) provides a measure of model fitness.
As such, the linear models presented in this section should not be
interpreted as explanatory or predictive, but rather as descriptive.
These two data sources are clearly independently produced, but as
they are both sampling geographical features from the real world, relat-
ing their feature counts can give us insight into how similar their cover-
age is. The selection of one variable as dependent and the other as
independent is purely arbitrary, and does not affect the interpretation
of the results.
A first linear model was constructed, using countries as the unit of
analysis, based only on the independent and dependent variables men-
tioned above, but the model did not meet the assumption of homosce-
dasticity of the residuals. This was confirmed through a Breusch-Pagan
test, which was significant (p b 0.001). The log-log scatter plot of TGN
vs GeoNames for all features showed an interesting pattern where a
group of countries showed relatively high counts in TGN compared to
the remaining countries, as depicted in Fig. 6. From this scatter plot,
we identified this set of 15 countries as ‘high coverage’ countries: United
States, Germany, Mexico, France, India, Spain, Chile, Taiwan, United
Kingdom, Italy, Egypt, Greece, Belgium, New Zealand, and the Nether-
lands. We found that these same countries were also well covered
across the four feature types we analyzed. The data point for the Faroe
Islands was excluded as a statistical outlier. A dummy variable (i.e.,
Boolean indicator) was thus introduced, taking the value 1 when the
country is a member of the so-called HighCoverage set, and 0 otherwise.
We then used linear models of the form:
ln TGNð Þ ¼ b0 þ b1 ln GeoNamesð Þ þ b2 HighCoverageþ ε
The linear model then obtained is presented in the first section of
Table 5 (Model 1).
Model 1 in Table 5 is robust and fit. The residuals are normally dis-
tributed (Shapiro-Wilk test,W=0. 99, p N .01), satisfy the homoscedas-
ticity assumption (Breusch-Pagan test, BP = 4.27, p N .05), and the
errors are independent (Durbin-Watson test, DW = 1.88, p N .05). No
statistically influential cases were identified. The number of features in
GeoNames, combined with the distinction between high coverage and
low coverage countries, accounts for 87% (F(2,232) = 803.6, p b .001)
of the variation in the number of features in TGN, when aggregated by
country.
This model illustrates how the number of features in TGN in high
coverage countries is of the same order of magnitude as counts in
GeoNames, having over 60 (e4.13=62.18) as much content as low cov-
erage countries. Still even in the high coverage group, an increase of 100
features in GeoNames corresponds to an increase of only 71 features in
TGN. The model also supports the two assumptions discussed in this
section. First, a clear relationship exists between the two datasets. Sec-
ond, two distinguishable groups of countries are present in TGN, one
featuring an amount of content comparable with what can be found in
GeoNames, and another group covered in far less detail. The character-
istics of the high coverage group are further discussed in the next
section.
Based on these results, we investigated the possibility that linear
models might hold at a different scale of analysis. We again used the
100 × 100 km raster cells that we used in the correlation section and re-
late the number of features in each cell for GeoNames and TGN.We test-
ed a linear model similar to the model presented above, assigning each
cell to a country (or no country where necessary) and re-creating the
dummy variable HighCoverage as above. All cells with a count of zero
for either gazetteer were discarded, due to the logarithmic nature of
the models. Given the large number of cells remaining (13,910) we
also tested the same model with smaller random samples (150 and
1500 cells), which resulted in consistent outcomes and significance
levels.
The linearmodel based on the raster cell counts (Model 2 in Table 5)
is very similar to the model based on country counts presented above
(Model 1), when disregarding cells not associated with any country.
The number of features in GeoNames (combined with the dummy var-
iable) accounts for 82% (F(2, 11,152) = 0.00026, p b 0.001) of the vari-
ation in the number of features in TGN. Similarly to the model above,
high coverage cells contain about thirty (e3.40 = 29.96) times as much
content as low coverage cells in TGN. The residuals are normally distrib-
uted, but they show heteroscedasticity, and errors are not independent.
This is most probably due again to a different behavior between coun-
tries in the high coverage and low coverage sets. Including the cells
which are not associated to any country (Model 3 in Table 5) leads to
a lower R2 = 0.75 (F(3, 13,906) = 0.00014, p b 0.001), while the re-
maining values are stable.
Finally, we tested similar linear models based on number of features
per country, for the feature types populated places and mountains.
These linear models showed a relatively strong relationship between
the two gazetteers, but the residuals of the models were not normally
distributed. It is also important to note that these models showed sub-
stantial linear relationships only when excluding countries with no fea-
tures in at least one gazetteer, as TGN in particular contains no features
of those two types for many countries (counts of zero are found in 34
countries for populated places, 99 countries for mountains, 172 coun-
tries for hills, and 209 countries for streams).
Table 4
Kendall's tau correlation coefficients between GeoNames and TGN for countries using dif-





TGN place types M (neither 0) Kendall's tau
Populated places PPL* Inhabited places 235 0.7015
α
Populated places PPL only Inhabited places 232 0.6996
α
Streams STM* Streams 29 0.3004
+
Streams STM only Streams 29 0.3265
+
Streams STM* Streams + creeks 42 0.1757
Mountains MT* Mountains 159 0.4853
α
Mountains MT only Mountains 159 0.4763
α
Mountains MT* Mountains + peaks 164 0.4946
α
αp b 0.00001, ^p b 0.01, +p b 0.05.
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4.4. High coverage countries
The linear models from the previous section showed a systematic
patternwhere a group of countrieswere consistently better represented
in TGN than the others. We termed this group of countries ‘high cover-
age’ and computed the Kendall's tau correlation coefficients for this list
of 15 countries in isolation, as we did for all countries in Section 4.2. The
resulting values, presented in Table 6, show strong highly significant
positive relationships between these high coverage countries in TGN
and GeoNames. This is the case not only when considering all features,
whichwas expected based on themodels presented in the previous sec-
tion, but also for the four feature types taken into account.
The correlation coefficients are not only higher in each case for only
the list of 15 as compared to the full set of countries with non-zero fea-
ture counts, but the values are also much less variable, all ranging from
about 0.70 to 0.87. Overall these correlation coefficients show that not
only do these high coverage countries have more data in TGN than the
rest of the countries, with few exceptions, but also that where TGN cov-
erage is high, the data resembles GeoNamesmuchmore, in terms of the
feature counts per country.
5. Discussion
“Are my data fit for purpose?” This is a crucial question in science,
and in this paper we set out to illustrate how it applies to the use of
two global gazetteers. Coverage and completeness play a fundamental
role in the detection of placenames in text, particularly in terms of recall,
while balance is important in limiting ambiguity and improving preci-
sion. The maps presented in the first part of the previous section illus-
trate the skewness and idiosyncrasies of two major global gazetteers,
GeoNames and TGN. The correlation and regression analysis presented
above shows how the two gazetteers do not provide a coherent descrip-
tion of the world's toponyms, and identify regions and scales where
similarities do exist.
As TGN is a historically-focused, curated resource possessing about a
tenth of the overall quantity of features in GeoNames, differences in
placename density must exist. Our methods allowed us to identify a
small list of countries whose placenames are catalogued in more detail
in TGN than the others - but these still only possess a portion of the
quantity of data provided by GeoNames. Among those countries is the
United Kingdom, where TGN provides only half the placenames avail-
able in GeoNames, which in turn are just a fraction of the data provided
by the Ordnance Survey (De Sabbata & Acheson, 2016). Beyond such
countries with detailed coverage, the number of features available in
TGN drops to two orders ofmagnitude lower than in GeoNames, consis-
tent with the results reported by Ahlers (2013) for the specific case of
Honduras. Thus, TGN coverage is not only sparser overall, but more idi-
osyncratic than GeoNames and thus also less balanced.
Both GeoNames and TGN differ fundamentally from gazetteers pro-
duced bymapping agencies, which adhere to defined data quality stan-
dards including completeness and balance, and whose contents can be
assumed to vary largely as a function of the true density of named fea-
tures in the area of interest. Indeed, one of the most challenging issues,
which we can only address peripherally in this paper when exploring
global gazetteers, is completeness. Our results suggest that GeoNames
and TGNare both far from complete given variation in coverage and fea-
ture type balance, and based on our results we can suggest regions
Fig. 6. Log-log scatter plot of feature counts in TGN as a function of counts in GeoNames in matching countries (left) and 100 × 100 km cells (right).
Table 5













Constant −1.48 0.226 b0.001




2) Raster counts (countries
only)
TGN 0.82
Constant −1.22 0.027 b0.001




3) Raster counts (all
non-zero)
TGN 0.75
Constant −1.26 0.027 b0.001




No country (dummy) 0.67 0.022 b0.001
Table 6
Kendall's tau correlation coefficients for high coverage countries in TGN.
Features N Kendall's tau
All 15 0.6952⁎




⁎ p b 0.001.
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where the datasets may be particularly incomplete. However, under-
standing whether toponyms are missing because they have not been
mapped, or are simply not used, requires us to also consider both the
underlying physical landscape and variation in toponym usage across
cultures and languages (Burenhult & Levinson, 2008). As for balance,
GeoNames coverage varies partly as a function of the availability of
data, with rapid changes in coverage possible overnight when new
datasets are integrated, thus affecting the balance of the resource. TGN
represents a historically-focused view of the world, but even then
some coverage artifacts seem tied to open data integration such as the
relative abundance of data in New Zealand and of hills in Germany. Fu-
ture work studying the lineage of the features could explain some of
these observations and perhaps reveal crucial information on common
sources between the gazetteers.
Indeed, our results clearly highlight the role of institutional - usually
national - open data, as the coverage offered for feature types shows
abrupt changes across national borders. Throughout the analysis, coun-
tries consistently appeared as the strongest driver of variation. Even at
the finest analysis scale, the influence of the country unit was visible
in the global maps for both GeoNames and TGN. Therefore, studies
assessing the quality of gazetteers through comparison with authorita-
tive datasets cannot simply be generalized to other study areas, partic-
ularly across borders. Furthermore, special care should be taken when
working in a multi-national study area (for example Europe), as taking
gazetteer data as-is across borders will typically result in variations in
balance with respect to the sampling of the true distribution of named
places, and results of tasks such as geoparsing are more likely to reflect
gazetteer properties, rather than true spatial variation. In any work
seeking to augment gazetteers, combine gazetteers, or createmeta-gaz-
etteers (Gao et al., 2017; Grossner et al., 2016; Smart et al., 2010), an im-
portant aim should be not to introduce further bias in coverage or
balance.
Another important observation is that coverage and correlations be-
tween feature types quickly decreases for all except populated places,
which account for over a third of all data in GeoNames or TGN. Our
maps show that as overall numbers in one gazetteer for a particular fea-
ture type decrease, coverage across the globe becomes not only sparser,
but lesswell correlated, more idiosyncratic and thus less balanced, even
for the common natural feature types streams and hills. An analogy can
be made with crowd-sourced mapping projects, which have been
shown to suffer from biases that are not only geographic, but also the-
matic. Bégin et al. (2013) notes that natural features tend to suffer
from lower positional accuracy than man-made features in VGI, and
finds that users in mapping tasks show preferences for mapping certain
feature types. Similarly, our results show that the representation of nat-
ural features is of a comparatively lower quality than populated places
in GeoNames andTGN, the data sources beingmore focused on populat-
ed places globally. Thus, we suggest national data should be used pref-
erentially when dealing with these feature types, particularly since
national borders in any case are a strong driver of coverage, removing
any advantage of nominally seamless, global, datasets. Furthermore,
though our sensitivity tests indicate that our feature type alignment
choices for very common features are robust in calculating correlations,
the importance of alignment (Zhu et al., 2016) inmatching less frequent
features types is likely to have a bigger influence on gazetteer quality
assessment.
Though our results clearly indicate that balance for natural fea-
ture types is poor, quantifying this further requires the use of mean-
ingful proxies for named features. Possible approaches, which might
also give insights into completeness, might imply modelling expect-
ed densities of named features as a function of morphological
properties (Hengl & Reuter, 2008) and relating this to existing au-
thoritative gazetteer data. Finally, current research in information
geographies suggests that most datasets are heavily skewed towards
the Global North and marginalize the Global South (Graham et al.,
2015) – including those used to train machine learning algorithms
– rendering any aim for a global, rich, balanced gazetteer a formida-
ble challenge.
6. Conclusions
Thepresent paper has illustrated the important role playedby gazet-
teers in the current data revolution, and argues that fitness for use of
global gazetteers has been neglected, despite their very common appli-
cation to a wide range of tasks. Our results highlight the skewness and
idiosyncrasies of these gazetteers whose coverage and balance, espe-
cially at the level of feature types, varies widely, and is best predicted
by national borders. These results also suggest that the politics and eco-
nomics of open data (Kitchin, 2014) can have a significant impact on
gazetteers, and thus on geographic analysis and automated data
processing.
Although making an informed decision on fitness for purpose is
straightforward with top-down, authoritative gazetteers through the
documented quality criteria, this is in practice much more difficult
with global gazetteers such as GeoNames and TGN. In such a situation,
the questions that researchers using the gazetteers discussed in this
paper should ask themselves are: what components of a pattern ex-
tracted by linking text to space reflectmeaningful patterns in the under-
lying data, and what simply reflects skewness and idiosyncrasies of the
gazetteer used in the analysis?
Haklay's (2010) conclusion that “places where population is scarce
or deprived are, potentially, furthermarginalised byVGI exactly because
of the cacophony created by places which are covered” seems to merit
an extension to the realm of global gazetteers. Less connected and less
developed countries are currently further marginalized in global gazet-
teers, as are natural features, drowned out by populated places. The ca-
cophony of information is further intensified by algorithmic data
analysis, which through the use of gazetteers produce even more data
about the places already covered.
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ABSTRACT
Defining and identifying duplicate records in a dataset is
a challenging task which grows more complex when the modeled
entities themselves are hard to delineate. In the geospatial
domain, it may not be clear where a mountain, stream, or valley
ends and begins, a problem carried over when such entities are
catalogued in gazetteers. In this paper, we take two gazetteers,
GeoNames and SwissNames3D, and perform matching – identify-
ing records in each that are about the same entity – across
a sample of natural feature records. We first perform rule-based
matching, establishing competitive results, then apply machine
learning using Random Forests, a method well-suited to the
matching task. We report on the performance of a wider array of
matching features than has been previously studied, including
domain-specific ones such as feature type, land cover class, and
elevation. Our results show an increase in performance using
machine learning over rules, with a notable performance gain
from considering feature types, but negligible gains from other
specialized matching features. We argue that future work in this
area should strive to be more reproducible and report results on
a realistic testing pipeline including candidate selection, feature
extraction, and classification.
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Defining and identifying duplicate records in datasets is an important and persistent
problem in an age of increasing quantities of heterogeneous digital data, produced by
diverse methods ranging from crowdsourcing to expert curation. Geographical datasets
present unique challenges stemming from the vague nature of many geographical
entities, the high degree of referent ambiguity in geographical names, and the varied
categorization systems for entity types in this domain. These conceptual challenges
manifest themselves in how geographical entities are catalogued in gazetteers,
resources storing minimally geographical names, types, and geometries for a defined
region of interest (Hill 2006).
Indeed, different gazetteers (or more broadly, geospatial databases) can have, for
a particular region of interest, the same entity listed under different names (e.g. Lake
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Geneva vs. Le Léman), represented with different geometries (e.g. two different point
centroids, or a point and a polygon), and assigned to different feature types, from
different feature type hierarchies (e.g. mountain vs. Haupthuegel, German for ‘main
hill’). These representational issues are exacerbated when dealing with natural
features1 such as mountains and valleys, which may have vague or varying extents,
and name matching is made more difficult when dealing with multilingual data.
Furthermore, the number and type of entities listed in different gazetteers can vary
greatly, leading to resources with orders of magnitude more records than others for
a given area – that is, with higher spatial coverage (Ahlers 2013, Acheson et al. 2017a).
Duplicate detection is a well-studied problem that has cut across disciplinary bound-
aries, and is thus, somewhat ironically, associated with a variety of names, including
deduplication, entity resolution, and record linking (as also noted by Elmagarmid et al.
(2007)). In GIScience, when two or more geospatial datasets are being aligned, the
process is widely referred to as matching (e.g. Walter and Fritsch 1999, Olteanu et al.
2006, McKenzie et al. 2014, Morana et al. 2014). In the specific context of placename
resources (gazetteers), we thus refer to record linking as gazetteer matching. Gazetteer
matching aims to identify records referring to the same real-world geographical entity,
to then potentially merge or integrate these co-referential records while still presenting
a coherent and consistent picture of the world.
Research on gazetteer matching has so far been relatively sparse, and standardized
methodology, tools, and reference datasets have yet to be firmly established.
Nonetheless, published methods often share approaches considering place names,
geometries, and optionally feature types, to triage records and identify duplicates, either
using hand-crafted rules (Fu et al. 2005, Hastings 2008, Smart et al. 2010, McKenzie et al.
2014) or machine learning (Sehgal et al. 2006, Zheng et al. 2010, Martins 2011, Gonçalves
2012, Gelernter et al. 2013). However, details about the datasets used are often hard to
come by, as are the datasets themselves, and comparisons between rule-based methods
and machine learning approaches are largely absent. Furthermore, the focus has been
primarily on coarse granularity feature types such as cities (Martins 2011, Gonçalves
2012), and on finer granularity urban feature types such as points of interest (Zheng
et al. 2010, Gelernter et al. 2013, McKenzie et al. 2014).
Natural features are a largely neglected subset of geographical records in matching
tasks, despite being considered prototypical ‘geographic features’ by many (Smith and
Mark 2003) and clearly presenting the aforementioned challenges of vagueness and
diverse type classifications.
In this paper, we align a subset of natural feature records from a global gazetteer,
GeoNames, to records from an authoritative gazetteer for our study area, Switzerland.
Through this process, we make the following contributions:
● We use open datasets and, for a subset of gazetteer records, a publicly available
annotated gold standard (Acheson et al. 2017b), thus enabling future work to be
directly comparable.
● We implement machine learning methods for the matching task and compare
these to rule-based methods.
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● For a given machine learning model, we test a wider array of matching features
than has been previously studied, considering domain-specific ones such as feature
type, land cover class, and elevation.
● We provide a full pipeline evaluation and highlight the importance of creating
a realistic testing pipeline to obtain representative performance. Indeed, we show
how machine learning performance can be artificially affected by the choice of
positive and negative record pairs.
In what follows, we motivate these contributions through a review of relevant work,
particularly gazetteer matching and its methodological components in a rule-based and
machine learning context (section 2). We then describe the two gazetteers used and our
annotation process in section 3, followed by details of our rule-based matching methods
and machine learning based methods in section 4. In section 5, we present the results of
our approaches to automatically find matches between the two gazetteers. Our subse-
quent discussion centers around the many facets of matching that impact performance,
and based on our detailed analysis we conclude with recommendations for future work.
2. Related work
Gazetteer matching is a special case of the widely studied problem of record linkage and
part of the broader challenge of entity resolution (Elmagarmid et al. 2007, Costa 2011,
Christen 2012). In gazetteer matching, the records to be linked represent geographical
entities, rather than people, biomedical records, or web pages. The vast amounts of
literature on record linkage, produced by various research communities, testify to the
ubiquity of the problem, and to the added value of good solutions. As the need for
gazetteer matching arises from heterogeneously catalogued data, we first briefly discuss
the properties and uses of gazetteers, our data sources. We then focus on literature
specifically concerned with gazetteer matching, and situate these works where appro-
priate within the broader context of entity resolution.
2.1. Gazetteers
Gazetteers, geographical datasets cataloguing named places alongside their feature types
and geometries (Hill 2006, Berman et al. 2016), are important resources for linking unstruc-
tured textual content to geographical space. By providing explicit spatial representations
(geometries such as points, lines, and polygons) for geographical references used in natural
language (placenames, also known as toponyms), they can serve as ‘glue’ to explicitly
spatialize textual data of various types, thus opening this data up for spatial analyses. Tasks
that make use of gazetteers include detecting placenames in text, disambiguating and
grounding placenames, and retrieving information about named places such as feature
type, population, and containment relationships with other places or regions (Purves et al.
2007, Lieberman et al. 2010, Cooper and Gregory 2011, Adams et al. 2015).
Gazetteers are necessarily simplified versions of a more complex geographical reality,
where continuous space is neatly carved up into objects and packaged into rows with
attributes following a given schema. Data heterogeneity is all but unavoidable and can
exist on several levels, including:
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● names: places often have multiple names (whether spelling variants or across
languages), may include fossilized type information within the name (e.g. Lake
Placid), and the same name can be used for multiple entities, often in close
proximity (e.g. Lake Placid the town and Lake Placid the lake) (Brunner and
Purves 2008, Hastings 2008).
● geometries: the geometries representing named places can be different (e.g. two
different points), of a different type (e.g. a point and a line), and of varying
geometric complexity.
● feature types: each gazetteer can have its own feature type hierarchy used to
classify real-world entities, and within a hierarchy, different types could be assigned
to gazetteer records representing the same entity.
With the vast quantities of geotagged data available today online, particularly produced by
non-experts and pushed to various social media or photo-sharing platforms, gazetteer
production processes have evolved to include not just top-down, curated resources, but
‘bottom-up’ gazetteers from crowdsourced data (Popescu et al. 2008, Keßler et al. 2009, Gao
et al. 2017). This means more resources exhibiting potentially high levels of heterogeneity
and requiring both internal deduplication and robust record linking across datasets.
2.1.1. Feature type hierarchies
Categories of geographical entities are useful for communication and reasoning in
everyday situations, such as when describing a hike ‘through a valley’ or ‘up
a mountain’. In the context of gazetteers, these categories are known as feature
types, and feature type categorization systems are referred to varyingly as feature type
hierarchies (our preferred term), schemes, thesauri, or ontologies, depending on their
characteristics (e.g. see Janowicz and Keßler (2008)). Feature type hierarchies are one
important way in which gazetteers vary, since these hierarchies tend to be idiosyncratic,
with types appropriate for a gazetteer’s area of coverage, language(s), and purpose
(Hastings 2008, Janowicz and Keßler 2008).
Works dealing with aligning feature type hierarchies in a gazetteer matching context
face a ‘chicken or egg’ problem: the feature types of records may be used as evidence that
two records are about the same entity, and linked records may in turn be used to calculate
feature type similarity. Taking a pragmatic approach, Brauner et al. (2007) calculate simi-
larity measures between feature types in two gazetteers based on records deemed to be
about the same entity, but offer few details on this record linking process, which relies
heavily on geographic location alone. Hastings (2008) manually conflates different feature
type hierarchies into one in order to then perform gazetteer matching. Smart et al. (2010)
follow a similar path, developing a custom feature type ontology based on their gazetteer
data sources and suitable for their tasks. In a machine learning based matching context,
Sehgal et al. (2006) use annotated record pairs to calculate a static type similarity metric
between feature type pairs, then used in classification. In a work concerned with type
alignment rather than gazetteer matching, Zhu et al. (2016) calculate spatial statistics for
records of a subset of feature types to derive ‘spatial signatures’ for each type, which they
argue may complement existing type alignment methods.
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2.2. Gazetteer matching
Entity resolution in general consists of a sequence of steps (Figure 1), usually comprising
a data preparation step (establishing which fields are to be compared and cleaning and
normalizing records), a record linking step (matching corresponding records), and poten-
tially a record fusion step (merging/augmenting records deemed to be about the same
entity) (Elmagarmid et al. 2007, Costa 2011). The second step, record linking, is the focus
of this paper and, in the context of our work, we refer to it as gazetteer matching. Thus,
gazetteer matching consists of linking pairs of gazetteer records which are thought to
refer to the same real-world entity. A special case of the problem is deduplication, where
duplicate records in a single gazetteer are identified and merged (Christen 2012). Cross-
gazetteer matching, however, presents additional challenges compared to deduplica-
tion, including dealing with multiple feature type hierarchies (Janowicz and Keßler
2008), with structural heterogeneity such as different schemas (Elmagarmid et al.
2007), and with varying spatial coverage and balance between gazetteers (Acheson
et al. 2017a).
Broadly, matching methods can be divided into rule-based (or distance-based)
approaches and machine learning (or probabilistic) approaches (Elmagarmid et al.
2007). Rule-based approaches rely on either a series of binary rules for triaging records
until only matches remain, or on setting weights manually to a set of distance (or
similarity) measures to identify the most similar record(s) for each candidate. Rule-
based methods can be considered a special case of distance-based methods, where
distances are boolean (Elmagarmid et al. 2007). Machine learning approaches treat the
matching problem as a supervised binary classification problem, outputting a ‘match’ or
‘no match’ label for each candidate pair of records. To train such a classifier, a set of
matching record pairs (positive training examples) and non-matching pairs (negative
training examples) are required. The key difference between rule-based and machine
learning methods is thus whether decision boundaries between matches and non-
matches are defined heuristically or in a data-driven fashion, with the latter explicitly
requiring training data. Generally, machine learning methods are considered to offer
more flexible and performant solutions, with the caveats of being more complex to
implement and more time-consuming due to the need for annotated training data.
Correspondingly, the main advantages of rule-based methods over machine learning
methods are their simplicity and the reduced need for annotated data, since many rule-
based methods only use data in evaluation, but not training (Elmagarmid et al. 2007).




Figure 1. Entity resolution steps and sub-steps.
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datasets, despite some recent efforts, including a benchmark building tool (Morana et al.
2014) with restrictive target datasets, and a public, but not cross-gazetteer, dataset
(Gonçalves 2012).
2.2.1. Gazetteer matching steps
Gazetteer matching can itself be divided into steps (Figure 1). Whether one takes a rule-based
or machine learning approach, the first step to finding matching records is to find match
candidates, known as candidate selection (Zheng et al. 2010). Indeed, for any reasonably large
dataset, considering every pair of records as a match candidate is infeasible and unnecessary:
geographic records with locations that are far apart are improbable matches. This candidate
selection step is also known as ‘filtering’ (Martins 2011), ‘blocking’ (Elmagarmid et al. 2007,
Morana et al. 2014), or ‘indexing’ (Christen 2012). The general idea is, for every source record,
to select from all target records only a subset of likely match candidates. For example, Zheng
et al. (2010) select candidates using ‘simple heuristics’ including ignoring records with
locations too far apart or with completely dissimilar names. In practice, candidate selection
can consist of an initial coarse triage of target records, followed by a more careful selection of
candidates via secondary filtering criteria or a ranked list. In one such case, Morana et al.
(2014) use a feature-type specific point-radius method as an initial spatial filter alongside
a type filter, then retain any candidate that shares a token with the name to match (e.g. New
Amsterdam vs. New York), a pragmatic requirement for their monolingual points of interest
(POI) data in a language which does not use compound nouns.
Once matching candidates are identified for a particular record, distance (or similarity)
metrics can be calculated between each remaining pair of records. In the context of
machine learning, these metrics are called ‘matching features’, and thus this step is
known as feature extraction (Zheng et al. 2010). Pairwise metrics are typically calculated
on place names, locations (geometries), and feature types (Sehgal et al. 2006, Zheng et al.
2010, Martins 2011). In particular, many algorithms exist which estimate name similarity,
including character-based, token-based, and phonetic algorithms (Elmagarmid et al.
2007). Sehgal et al. (2006) find that the character-based Levenshtein distance
(Levenshtein 1966) (also known as edit distance) is the best similarity metric for location
names, but Zheng et al. (2010) argue that custom token-based metrics are more suitable
for their POI and address data. Smart et al. (2010) use a combination of the Levenshtein
distance, text normalisation, and the SoundEx phonetic algorithm. Martins (2011),
extended in Gonçalves (2012), explore a wide variety of name similarity metrics for
gazetteer record deduplication, including the Levenshtein, Jaro-Winkler, Monge-Elkan,
Double Metaphone, and Jaccard algorithms. As for matching features on feature types,
options vary based on whether types are from a single hierarchy and whether records can
have more than one type assigned. With one hierarchy and multiple types per record,
matching features can be derived based on the hierarchical distance between the types
and on the overlap between assigned types (Zheng et al. 2010, Martins 2011). With
multiple typing systems, options include manually aligning relevant types (Morana et al.
2014) or estimating type alignment based on annotated records (Sehgal et al. 2006).
After selecting candidate pairs and calculating matching features for each pair, a final
classification step outputs a decision for each pair as to whether they form a match or not.
Using rules, such a decision can be made by manually setting a threshold on an overall
similarity score or on individual scores, whereas using machine learning, decisions are
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probabilistic and depend on the algorithm and training data used to build a predictivemodel.
Machine learning algorithms used for the gazetteer matching task have included Logistic
Regression, Voted Perceptron (Neural Network), Support Vector Machines (SVMs), Decision
Trees, and Random Forests (Sehgal et al. 2006, Zheng et al. 2010, Martins 2011, Gonçalves
2012). In particular, random forests have been found to outperform both decision trees and
SVMs in a gazetteer deduplication context (Gonçalves 2012). Deep learning has not yet been
used in gazetteer matching, but Santos et al. (2018) use deep learning in the form of
a recurrent neural network to classify whether pairs of placenames are in fact alternate
names for the same geographic entity, using the large GeoNames gazetteer as training
data. However, deep learning requires very large annotated subsets for training, a property
which is not likely to be satisfied in most heterogeneous gazetteer matching tasks.
2.2.2. Training and testing in machine learning based matching
A particular challenge in machine learning based gazetteer matching is the selection of
training and test data. How does the size and composition of the training data impact
classification performance? In particular, what ratio of matches (positive training exam-
ples) to non-matches (negative training examples) should the training data comprise
and how should non-matches be selected? How should test data be selected and
processed and will performance on this test data generalize to a wider dataset?
Sehgal et al. (2006) investigate in some detail how to choose non-matches for training in
a gazetteer matching context, settling on a combination of random non-matching pairs
and ‘hard negatives’, where hard negatives are non-matching records that have either
highly similar names or highly similar locations. They choose the top k hard negatives per
record, where k is optimized experimentally based on classification performance. Their
highest performing algorithm (Logistic Regression) and training set composition consists of
30 negative training examples for every positive example. Martins (2011) and Gonçalves
(2012) follow a similar procedure but opt for a 1:1 ratio of non-matches to matches,
additionally specifying that half of their non-matches are selected randomly, while the
other half comes from a ranked list of hard negatives for the whole collection. In Zheng
et al. (2010), few details are given as to how non-matches were selected, but their overall
dataset consists of a 1:1 ratio of matches and non-matches (800 each).
In addition, cross-validation is often the end point of a machine learning classification
pipeline, with no independent, unseen test set. Since it is well known that unbalanced
datasets and poorly chosen evaluation data can lead to wildly overoptimistic (or indeed
pessimistic) evaluations in a wide range of contexts (Murphy 1996), we argue that there




Our specific motivation for performing gazetteer matching is to aid in the georeferen-
cing of Swiss alpine journal texts. These texts consist largely of descriptions of ski tours
and hikes, and thus contain textual references to natural features such as mountains,
valleys, and glaciers. Most of the natural features mentioned in these texts are located in
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Switzerland, but some are in other mountainous parts of the world. Thus we use both
SwissNames3D, an official placename resource for Switzerland, and GeoNames, an
unofficial global resource. We wish to reconcile overlapping records for a cleaner
georeferencing process, by linking GeoNames records to their SwissNames3D
equivalent(s) in order to potentially increase recall while maintaining precision.
3.2. Gazetteers
SwissNames3D is an authoritative gazetteer of placenames in Switzerland, which is
freely downloadable online.2 A new edition is published annually, with the full country-
wide update cycle taking 6 years. We downloaded the full dataset in February 2017. It
contains over 300k records, each with a unique identifier, organized according to
a Switzerland-specific feature type hierarchy, with lines and polygons available for
a large subset of records depending on their types (e.g. streams are available as lines
and valleys are available as polygons).
GeoNames is a widely used global gazetteer composed from a variety of sources
including open geographical datasets and user-contributed data. Because of its global
coverage and easy availability, GeoNames is very widely used, though it has also been
recognised that its bottom-up production makes understanding data quality challenging
(Ahlers 2013, Acheson et al. 2017a). We downloaded the freely available, daily updated
GeoNames data for Switzerland on 20 July 2017.3 It contains around 67k records for the
country, organized according to a two-tiered, global feature type hierarchy, and with
points available for all records in this free version.
3.3. Annotation
We manually prepared an annotated gold standard for a portion of records in
GeoNames. Since SwissNames3D is an official resource and contains a much larger
number of records than GeoNames for Switzerland, we assumed it to be more
accurate and complete, thus better suited as our target resource for matching. We
thus started with our source dataset GeoNames, and retained all feature types that
we identified as representing natural (as opposed to human-made) geographic fea-
tures and having at least 100 records in Switzerland. From the 8 types that met these
criteria, we randomly selected 50 records of each type for annotation (see Table 1).
Table 1. Selected natural feature types from GeoNames, along with a representative
type in SwissNames3D, and their counts.
GeoNames SwissNames3D
type count annotated type count
lake (LK) 1132 50 See 1263
glacier (GLCR) 806 50 Gletscher 854
stream (STM) 172 50 Fliessgewaesser 6603
peak (PK) 6557 50 Gipfel 2225
pass (PASS) 1785 50 Pass 2290
hill (HLL) 665 50 Huegel 1840
mountain (MT) 352 50 Haupthuegel 938
valley (VAL) 113 50 Tal 2260
8 E. ACHESON ET AL.
For these 400 GeoNames records, one annotator per record tried to comprehensively
find matches in SwissNames3D, including one-to-many and ‘no match’ cases. Any
harder cases were then discussed among the four annotators, all graduate students in
Geographic Information Systems, until an agreement was reached (as described in
Acheson et al. 2017b). These annotated data provide us with training and evaluation
data for matches, but not non-matches, in the gazetteer matching experiments which
we now describe.
4. Methods
We implemented and compared rule-based matching and machine learning based
matching. In terms of the overall entity resolution pipeline laid out in Figure 1, in
both cases we performed the data preparation step manually, then focused on the
core record linking/gazetteer matching step and its sub-steps. Record fusion (merging/
augmenting linked records) was not performed for this work, but as SwissNames3D is an
authoritative resource, fusion could consist of adding information from GeoNames
which is not present in SwissNames3D, such as some alternate names. Data preparation
included identifying which fields should be compared, and projecting the GeoNames
latitude and longitude coordinates (WGS84) to Swiss coordinates (LV03) and vice-versa,
to facilitate distance calculations. Additional work was required to deal with a peculiarity
of SwissNames3D, which uses multiple records, each with the same table ID, for a single
geographic entity when this entity has an official name in more than one official
language of Switzerland. To get around this issue, we created a truly unique ID for
each record, then ran our entire pipeline treating every record as unique, before
reconstructing the original IDs for evaluation in order to not underestimate recall.
In the remainder of this section, we give an overview of our matching features, then
present our rule-based matching methods. We then focus on our machine learning
matching pipeline and how we implemented each step, and finally present our evalua-
tion methods.
4.1. Matching features overview
Previous work has consistently used record names and geometries in gazetteer match-
ing, firmly establishing their utility. Consequently, our rules and machine learning
feature combinations always consider names, minimally as the Levenshtein distance
between pairs of record names, and geometries, as the point-to-point distance between
records (Vincenty 1975); the only exception is our rule-based random baseline which
only considers names. As for feature types, their use and treatment is less consistent in
the literature, with many derived matching features requiring a single feature type
hierarchy. In this work we use feature types in two main ways: as an initial filter to
limit the number of target records we consider during candidate selection, and as
categorical features for machine learning during feature extraction. For candidate selec-
tion, we first established soft type alignments (Table 2) between the types of interest in
our two different feature type hierarchies (a Switzerland-specific hierarchy with types in
German, and a global hierarchy with types in English), using feature type metadata
rather than our annotated data. However during feature extraction for machine learning,
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we do not use these alignments, and instead encode the categorical feature type
information as a set of binary features labelling the presence or absence of a given
type, a common strategy known as ‘one-hot encoding’. We also indirectly use feature
types in one of our rule-based procedures to define type-specific geographical distance
thresholds. In addition to names, geometries, and types, we also make use of elevation
and land cover information as a way to represent properties of the natural environment,
which may be useful in matching our natural feature records. A detailed list of all our
matching features is given in 4.3.3.
4.2. Rule-based matching
We implemented rule-based methods to obtain competitive results while also testing
the utility of matching features in a deterministic way. We tested the following rule-
based matching procedures, in order of increasing complexity:
● random-baseline: find all exact name matches on the primary name for a given
source record, then randomly choose one exact match as the match (no exact
name matches means no match).
● name-threshold: find all exact name matches on the primary or any alternate
name for a given source record, then from these, retain all target records within
a fixed distance threshold (e.g. 5km) of the source record; here, the set of results
can have 0, 1, or multiple matches per source record.
● name-custom-threshold: proceed as in name-threshold above, but this time use
custom thresholds (see Table 2) specific to the feature type of the source record (c.f.
Morana et al. 2014).
● multi-threshold: proceed as in name-custom-threshold above, but discard any
target records above a threshold on land cover distance (as described in 4.3.3) or
elevation.
● linear-combination: find all exact name matches on the primary or any alternate
name as before, and additionally retain any target records of an aligned feature
type (see Table 2) for each source record, then calculate edit distance (Levenshtein)
and geographical distance for each pair. Combine these two distances in
a weighted sum for a final score and keep any pairs with a score above an
empirically derived threshold as a match (c.f. Smart et al. 2010).





mountain (MT) Hauptgipfel, Gipfel, Huegel, Haupthuegel, Alpiner Gipfel, Grat, Huegelzug, Felskopf 5
hill (HLL) Hauptgipfel, Gipfel, Huegel, Haupthuegel, Alpiner Gipfel, Grat, Huegelzug, Felskopf 5
peak (PK) Hauptgipfel, Gipfel, Huegel, Haupthuegel, Alpiner Gipfel, Grat, Huegelzug, Felskopf 5
glacier (GLCR) Gletscher, Alpiner Gipfel 5
pass (PASS) Pass, Graben 5
lake (LK) See, Seeteil 15
stream (STM) Fliessgewaesser 15
valley (VAL) Tal, Haupttal, Graben 15
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Our rule-based procedures above combine matching features either by sequentially
applying thresholds (name-threshold, name-custom-threshold, multi-threshold) or by includ-
ing them in a linear combination (linear-combination). Since an important real-world advan-
tage of rules over machine learning is simplicity, in terms of both interpretability and
development time, we spent some time optimizing thresholds (for geographical distance
and in linear-combination, for the overall score), but did somanually by considering sensible
values for distance thresholds and by testing values at fixed intervals for the overall score.
Furthermore, the more matching features are used, the more thresholds or weights there
are to optimize overall, which incentivizes a sparser use of matching features. As
a compromise between using a minimum number of matching features and having to
use machine-learning-like techniques to combine a large number of features, we include
a procedure (multi-threshold) which combines at least one matching feature from each of
the five categories (names, geometries, types, elevation, and land cover).
4.3. Machine learning based matching
We frame machine learning based matching as a binary classification problem. Our aim
is to build a model to infer whether a pair of records is a match or not, that is, whether
they refer to the same real-world entity. To this end, we use a Random Forest classifier
(Breiman 2001). We selected this classifier for several reasons. First, its simplicity:
Random Forest is a non-linear, non-parametric classifier, which is intrinsically regularized
by ensembling and not prone to overfitting. The key parameter choice in a random
forest is the number of trees used in the ensemble: the larger the number, the less prone
to overfitting the model is. We settled on 200 trees after finding that performance
plateaued around this number. Second, as opposed to most probabilistic and distance-
based classifiers (e.g. non-linear Support Vector Machines, Naive Bayes, etc.), input
features do not have to be pre-processed to follow some particular distribution, nor
do they have to be normalized. Random forests can also naturally handle categorical and
continuous features jointly, a key advantage in our case to work with categorical
features, such as feature types and land cover classes, alongside continuous features,
such as geographical distance and elevation. As mentioned, categorical features are
‘one-hot encoded’, that is, M categories are encoded as M binary features labelling the
presence or absence of a given category (e.g. category 4 out of 5 is thus encoded as
[0,0,0,1,0], category 2 as [0,1,0,0,0] and so on). Finally, random forests have been
successful in many applications, being better or at least on par with most non deep-
learning classification algorithms.
In our implementation, we ask the random forest to infer whether a previously
unseen pair of records (test data) is a match or not. To this end, the feature vector
representing the pair is passed through every tree and the ensemble outputs
a distribution over the labels. The final solution is given by taking the maximum-
a-posteriori over the predicted posterior.
4.3.1. Pipeline overview
We built a machine learning processing pipeline (Figure 2) with the aim to approx-
imate a realistic, large-scale matching scenario. First of all, we assume the dataset is
too large to calculate matching features for every possible record pair, and thus the
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first matching step must be to choose a subset of pairs, via candidate
selection. Second, we assume that true positive pairs are not known in advance for
the test set, as for truly unseen data, and thus positive matches in our test set must
all be found through candidate selection. Indeed in our testing pipeline, we only
classify pairs with target records retained at the candidate selection stage. In our
training pipeline however, we ensure that the full set of annotated matching pairs for
our source training records gets used, allowing our classifier to be optimised based
on all of the information we have available. In order to process the training and test
set in this slightly different manner, we split the source records at the beginning of
a run, prior to candidate selection.
A single run of the pipeline takes a portion of source records through the training
pipeline to train a classifier, then evaluates this classifier on the remaining, held-out,
source records which go through the testing pipeline. As a compromise between
maximizing the size of the training data and having a large enough test set, we opt
to split the full set of source records (N ¼ 400) randomly as 75% training and 25% test
for our main runs. We perform 20 runs with this splitting procedure, each time testing
our full set of feature combinations (section 4.3.4) on this particular split, to obtain not
only mean values of precision, recall, and F1 per classifier, but also interquartile ranges
(results in section 5.2). As we do not constrain the random split, the test sets vary in
composition and difficulty, which is desirable to ensure robustness in a real-world
scenario. We also create a fixed, feature-type-balanced test set, consisting of 10 ran-
domly chosen source records from each of our 8 GeoNames types, for a total of 80. This
fixed test set allows us to compare the performance of the rules and machine learning
methods evaluated on the exact same data subset. We also use this fixed test set to plot
a learning curve for different feature combinations, that is, to show how performance
changes as we use more and more training data to train the random forest (results in
section 5.3).
All the processing code was implemented in python, relying primarily on the pandas4
library to work with data tables and compute matching features, and the scikit-learn
library for machine learning (Pedregosa et al. 2011). We make our code and analysis files
publicly available.5
4.3.2. Candidate selection
The first gazetteer matching step is candidate selection. For the training set, the aim of
candidate selection is primarily to find (hard) negative record pairs to go alongside the
known positive record pairs in order to train a successful classifier, and to make the
subsequent machine learning independent from the absolute size of the data to be
matched. For the test set however, candidate selection should aim to retain as many
positive record pairs as possible (alongside some negative pairs), since the true positives
would not be known in advance in a real matching scenario. Thus theoretically different
candidate selection methods could be used for the training and test set, especially to try
to increase recall on the test set, since any true positive pairs not retained during
candidate selection will simply not make it to the classification step.
We selected candidate matches in the same way for both training and test pipelines.
After a loose feature type filter (Table 2), we calculate the Levenshtein distance on
names and the point-to-point distance on geometries, then combine these for an overall
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score, similar to our linear-combination procedure. We then retain the top k candidates
per source feature, where k was set experimentally by comparing performance for
a range of values of k (results in section 5.2).
4.3.3. Feature extraction
The second matching step is to compute a range of matching features between all of
the candidate source-target record pairs for use in the random forest. We chose a wide
range of features to capture the similarity of the record names, locations, feature types,
and geographical context via elevation and land cover. For land cover data, we use
nationally-produced data for Switzerland containing a top level 6-class categorization of
land cover.6
Our full list of features is as follows:
● names: for primary names, we calculate the Levenshtein distance, the normalized
Levenshtein-Damerau distance, the Jaro similarity, and the Jaro-Winkler similarity;
we additionally calculate the Levenshtein distance on any alternate names (present
in GeoNames only) and on names with a comma, where we remove the comma
and move the token following the comma to the beginning; finally we also take as
a feature the minimum Levenshtein distance of those calculated.
● geometries: we calculate the point-to-point distance between gazetteer records
(Vincenty 1975).
● feature types: we use one-hot encoding to encode feature type information, which
removes any need to manually align our differing feature type hierarchies.
● elevation: we calculate the absolute difference between elevation values asso-
ciated with the placenames in each gazetteer (essentially a measure of relief).
● land cover: we derive three land cover features from the land cover data. First, we
find the land cover class of the nearest cell for both the source and target record,
then one-hot encode this class. Second, we find the most frequent land cover class
of the nearest 9 cells for each record and again one-hot encode this class. Finally,
we calculate a feature we call ‘land cover distance’, where we take the counts of the
6 land cover classes in the 9 nearest cells for both source and target record (for
example ½0; 4; 3; 1; 0; 1 and ½0; 4; 2; 0; 0; 3) then take the sum of the absolute value
of the difference between these arrays (for example ½0; 0; 1; 1; 0; 2 for the absolute
difference and 1þ 1þ 2 ¼ 4 for the sum, our final numeric feature).
4.3.4. Classification
We tested various combinations of the matching features we describe above, guided by
our literature review. Based on reported strong performance of the Levenshtein distance
for location name matching (Sehgal et al. 2006, McKenzie et al. 2014), we first formed
a basic model using the minimum Levenshtein distance and the point-to-point distance.
As a variant of the basic model, we formed a str model where we included all of our
name matching features alongside point-to-point distance. We then added feature types
to these two models, forming our basic-type and str-type models. We formed str-elev-lc to
test whether we could compensate for a lack of feature type information by using
elevation and land cover features. Finally, we tested 3 variants where most or all features
are present, including feature types (str-type-lcd, all-min, all).
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The feature combinations we focused on are thus as follows:
● basic: minimum Levenshtein distance and geographical distance.
● str: all name (string) features and geographical distance.
● basic-type: minimum Levenshtein distance, geographical distance, and encoded
feature types.
● str-type: all name (string) features, geographical distance, and encoded feature
types.
● str-elev-lc: all name (string) features, geographical distance, elevation, and all land
cover features (no feature type information).
● str-type-lcd: all name features, geographical distance, encoded feature types, and
land cover distance.
● all-min: minimalist version still using one feature per category: minimum
Levenshtein distance, geographical distance, encoded feature types, elevation,
and land cover distance.
● all: all features.
4.4. Evaluation
We evaluate the performance of both our rule-based and machine learning based
matching using standard precision, recall, and F1 measures (Sehgal et al. 2006).
Precision is defined as the number of positive matches correctly found divided by the
total number of positive matches found, while recall is defined as the number of positive
matches correctly found divided by the total number of positive matches that were to
be found. Since precision can typically be optimized at the expense of recall and vice-
versa, F1 is a measure combining precision and recall through their harmonic mean and
thus summarizes the overall performance.
In our case, there is an additional complexity to be aware of with respect to recall.
Calculating recall requires knowing how many positive matches there were in total
involving the source records in the test set. Some of these positive matches will however
not make it through the candidate selection stage, such as pairs with both dissimilar
names and locations. Since in our test pipeline, we only keep candidate matches that
were retained in candidate selection, we have two sets of matches we can use as the
recall denominator: the full set of matches involving our test records (overall recall) or
just those matches that made it to the classification stage (classification recall).
We consider overall recall to be the more meaningful recall of the two, since in a real-
world scenario, the full set of correct matches for each source record is not known in
advance, but instead the correct target records have to be found via candidate selection.
The classification recall however serves as a useful evaluation of the classification stage
specifically, without considering directly how well or poorly candidate selection per-
formed. We can calculate an upper bound for overall recall right after candidate selec-
tion by looking at the percentage of positive matches that we retained out of the full set
of known positives for the test records. We refer to this upper bound as max recall and
present it alongside the other values described.
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5. Results and interpretation
We describe here the results of our matching experiments, first presenting results from
our rule-based matching procedures, then detailing our results using random forests. To
describe the performance of our random forests, we first show how we fixed k, the
number of target record candidates per source record used for candidate selection. We
then present our main results: precision, recall, and F1 performance over 20 runs for all
our combinations of matching features. Finally, we report results obtained on our fixed,
feature-type balanced test set and plot a learning curve to show how performance
changes as we increase the size of the training set.
5.1. Rule-based matching
Our rule-based matching results are shown in Table 3, in order of increasingly complex
rules. Results are shown for a distance threshold of 5km for name-threshold, type-specific
thresholds of either 5km or 15km for name-custom-threshold and multi-threshold (see
Table 2), and additional thresholds of 400m of elevation difference and 8 units of land
cover distance for multi-threshold. For linear-combination, results are shown using
a single overall threshold and two weighting schemes for textual and geographical
distance, one for lakes, streams, and valleys (LK, STR, VAL) which gives lesser weight to
geographical distance, and one for all other types which gives equal weight to both.
The relatively high precision of random-baseline, where we chose a random exact
name match as the match, shows that a significant proportion of the data can be dealt
with using names alone. For two more complex sets of rules, name-custom-threshold and
linear-combination, we were able to obtain good overall performance, with F1 values
reaching around 0.85. Our multi-threshold approach, which employs additional thresh-
olds on elevation and land cover, can clearly increase precision, but at the cost of much
lower recall, and overall lower F1 values. Indeed, the best F1 performance we obtained
with multi-threshold after trying a range of values for the additional thresholds was
simply to not have these thresholds, which is equivalent to name-custom-threshold.
The higher performance of name-custom-threshold and linear-combination come at
the cost of having to set several parameters in an ad hoc fashion, including multiple
distance thresholds for name-custom-threshold and an overall score threshold with type-
specific weightings for linear-combination. This threshold and the weightings could be
optimized further, particularly to favour precision over recall or vice-versa, depending on
the task requirements, by setting up a grid-search using one of the performance
measures detailed above and evaluating the performance on a held-out or cross-
validation sample. However, both trying to combine many matching features and trying
Table 3. Results for rule-based matching.
name of run precision recall F1
random-baseline 0.793 0.575 0.666
name-threshold 0.876 0.788 0.830
name-custom-threshold 0.843 0.861 0.852
multi-threshold 0.914 0.677 0.778
linear-combination 0.871 0.833 0.852
arandom-baseline results were averaged over 10 runs.
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to fully optimize rule-based matching leads us quickly down a data-driven path for
which machine learning is better suited.
5.2. Machine learning based matching
We now present our machine learning based matching results, starting with how we
fixed a value for k, the number of target records retained per source record during
candidate selection. Figure 3 shows the overall performance (F1) of our machine learn-
ing pipeline for different feature combinations and values of k. Values of k below 10
appear to decrease F1, while a value of 30 appears to be optimal for most of the feature
combinations tested and was used in the subsequent experiments.
In Figure 4, we present our main results for the full machine learning pipeline,
showing the performance of different feature combinations over 20 runs with k ¼ 30,
in terms of F1, precision, (overall) recall, and classification recall. As mentioned, classifi-
cation recall is calculated on just those positive record pairs retained during candidate
selection, whereas overall recall is calculated using the full set of annotated positive
pairs. For each run, all feature combinations were trained and tested on a particular
random data split. This means each feature combination was evaluated against the same
20 sets of test records, presenting mixed feature type profiles and variations in difficulty.
Overall, median F1 values start at around 0.80 for our basic feature combination and
increase up to 0.90 for the str-type-lcd combination. Visible on the F1 plot is a clear
Figure 3. Mean and standard deviation of F1 vs k (number of target records retained per source
record during candidate selection) over 5 runs per data point (tested over 5 values of k and 5 feature
combinations). Feature combinations plotted: basic: minimum Levenshtein distance and geographi-
cal distance; str: all name (string) features and geographical distance; basic-type: minimum
Levenshtein distance, geographical distance, and encoded feature types; all-min: minimum
Levenshtein distance, geographical distance, encoded feature types, elevation, and land cover
distance; all: all features.
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difference between the feature combinations not using encoded feature types (basic
and str) and those that do (the 5 rightmost on the plot), whose worst runs are all better
than the median of the former two feature combinations. Somewhere in between we
find the str-elev-lc combination, which lacks feature type information but uses all other
matching features, offering F1 performance above the basic and str models, but below
all models using encoded feature types. By examining the plots for precision and recall,
we see that str-elev-lc’s performance advantage over str is almost entirely due to
increased recall.
We obtained strong overall performance using the 5 combinations incorporating
feature types as matching features, with no clear advantage of one over the others
despite the addition of elevation and land cover features in some combinations (all-min,
all) but not others (str-type). The str-type-lcd combination provides the best results over
these 20 runs, with the highest median, mean, upper quartile, and lower quartile for F1.
In Table 4 we present the mean values for these same runs, alongside the maximum
overall recall (max recall) obtainable based on the record pairs retained at the candidate
basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all
basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all
(a) (b)
(c) (d)
Figure 4. Box plot of medians (blue lines) with interquartile range and means (red diamonds) for: (a)
F1 (b) precision (c) overall recall (d) classification recall vs. named combinations of matching
features. Feature combinations: basic: minimum Levenshtein distance and geographical distance;
str: all name (string) features and geographical distance; basic-type: minimum Levenshtein distance,
geographical distance, and encoded feature types; str-type: all name (string) features, geographical
distance, and encoded feature types; str-elev-lc: all name (string) features, geographical distance,
elevation, and all land cover features (no feature types); str-type-lcd: all name features, geographical
distance, encoded feature types, and land cover distance; all-min: minimum Levenshtein distance,
geographical distance, encoded feature types, elevation, and land cover distance; all: all features.
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selection stage. Maximum recall changes with every run since the source records in the
test set, and thus their candidate matching target records, also change, but this value is
independent of the classification, and thus the mean is constant over all feature
combinations.
5.3. Feature-type-balanced test set
In order to get further information about how our machine learning and rule-based
matching perform, including how performance varies by feature type and how the
machine learning methods respond to increasing amounts of training data, we ran
tests using a fixed, feature-type balanced test set (as described in section 4.3.1). The
results of these experiments are presented in Figure 5. Figure 5(a) shows the F1
performance on 5 representative feature types for a selection of matching strategies
(3 rule-based and 4 machine learning based methods, prefixed by ‘rf-’ for random
forests). This breakdown by type and matching method shows a generally more
balanced performance across feature types for the machine learning strategies, particu-
larly those that make use of encoded types (basic-type, str-type, str-type-lcd). It is also
clear that much of the F1 performance gain of the higher performing strategies comes
from doing much better on the worst performing type, streams (STM), while retaining
strong performance (F1 > 0:8) on the other types. Finally, the rule-based method that
considers types via type-specific thresholds (name-custom-threshold) is doing better on
all the plotted types than the machine learning method which does not consider
types (str).
Figure 5(b) shows the F1 performance of our machine learning pipeline on the
feature-type balanced test set as we increase the size of the training set by incrementally
adding 40 randomly chosen source records in a step-wise fashion. Here, the 3 better
performing feature combinations show continued improvement with increasing training
data, but the basic model does not and instead seems to plateau when the training
Table 4. Mean values (over 20 runs) of precision, recall, and F1 for named feature
combinations. Feature combinations: basic: minimum Levenshtein distance and
geographical distance; str: all name (string) features and geographical distance;
basic-type: minimum Levenshtein distance, geographical distance, and encoded
feature types; str-type: all name (string) features, geographical distance, and
encoded feature types; str-elev-lc: all name (string) features, geographical distance,
elevation, and all land cover features (no feature types); str-type-lcd: all name
features, geographical distance, encoded feature types, and land cover distance; all-
min: minimum Levenshtein distance, geographical distance, encoded feature types,
elevation, and land cover distance; all: all features.
feature combination precision recall F1 max recall
basic 0.820 0.788 0.802
str 0.857 0.788 0.820
str-elev-lc 0.861 0.845 0.852
basic-type 0.912 0.868 0.888 0.919
str-type 0.921 0.875 0.897
str-type-lcd 0.934 0.874 0.902
all-min 0.934 0.867 0.899
all 0.907 0.868 0.886
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pipeline uses around 200 source records. In general this means there is potential for our
random forests to perform even better than they are, were there more annotated data
available for training, above using the full set of 320 source records that are not in the
feature-type balanced test set.
6. Discussion
Gazetteer matching is an important, real-world problem, where the very large numbers
of records involved mean that small differences in precision or recall can have large
implications. In this work, we performed cross-gazetteer matching on a set of natural
feature records by implementing rule-based methods and machine learning methods
using random forests. Our rule-based methods gave good results (Table 3), but our best
machine learning models offered an F1 increase of 6% over the best rule-based results.
However, rule-based and machine learning performance was similar when considering
only record names and locations. Once feature types were incorporated as matching
features in random forests, our models all achieved mean F1 values above 0.88.
This importance of gazetteer feature types on matching performance has received
surprisingly limited research attention, with most previous work focusing on a very
narrow set of types such as POIs or cities (Zheng et al. 2010, Martins 2011, Dalvi et al.
2014, McKenzie et al. 2014). Despite little guidance on how to effectively handle feature
types, doing so was crucial for the natural feature records treated in this work. Thanks to
one-hot encoding for categorical variables, incorporating feature types into random
forests was simple and enabled the random forests to adapt to types, from multiple
Figure 5. F1 performance according to (a) the matching strategy used (3 rule-based from the left
and 4 machine learning based methods from the right, prefixed by rf-) broken down by feature type
and (b) the number of source records used in the machine learning training pipeline, showing the
mean and standard deviation over 10 runs using incrementally more randomly chosen records.
Feature combinations plotted: basic: minimum Levenshtein distance and geographical distance;
basic-type: minimum Levenshtein distance, geographical distance, and encoded feature types; str-
type: all name (string) features, geographical distance, and encoded feature types; str-type-lcd: all
name features, geographical distance, encoded feature types, and land cover distance.
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type hierarchies, in a data-driven fashion. In contrast, considering types in rule-based
processing was less straightforward, requiring semantic knowledge of the types (e.g. for
type-specific distance thresholds), potentially manually aligning type hierarchies (as in
Hastings 2008, Morana et al. 2014), and tailoring decisions to our particular datasets.
Random forests also offered a more balanced performance across feature types
compared to rules, arguably as a result of this flexible approach to types. Though to
our knowledge no direct comparison of rules and machine learning has been performed
on matching geographical data, a similar finding was obtained in a work on deduplicat-
ing a dataset of inventors. Indeed, Ventura et al. (2015) compared the performance of
rule-based methods against supervised learning using random forests and found that
random forests offered much more robust performance with respect to data subsets
with varying characteristics. In addition to robustness to feature type profiles, our
experiments show that random forests perform increasingly well with more training
data, suggesting that extra gains in F1 can be obtained through further annotation.
Similar experiments were performed by Zheng et al. (2010), who varied the size of their
training and testing sets together, and found that overall accuracy increased with the
dataset size. Despite these advantages of supervised learning over rules, the perfor-
mance gains came with costs, including greater complexity and more person-hours
spent on implementing a random forest pipeline than on rule-based matching. Since
simple rules performed well for the subset of data which was relatively easy (exact or
near-exact name matches and very short point-to-point distances), deciding on
a matching strategy for a different dataset would require careful consideration of
these trade-offs.
Returning to the issue of complexity, implementing a realistic machine learning
pipeline required carefully thinking about, and experimentally verifying, processing
decisions including how to select match candidates, how to prepare the test set, and
what ratio of negatives to positives to use. We found no clear methodological consensus
in the literature, and even considerable disagreements, such as on the issue of negative-
to-positive pair ratios, with some using 1:1 ratios (Zheng et al. 2010, Martins 2011), and
others up to 30:1 (Sehgal et al. 2006). However, our decision to closely mimic a real-
world scenario, treating test records as if they were unannotated, influenced many
downstream decisions. This meant letting the testing pipeline find all (positive) matches
through candidate selection, and not adding our annotated matches to the test set. This
in turn meant splitting source records at the very beginning of the pipeline and
choosing a candidate selection method likely to return not just hard negatives, but
positive matches – as many as possible to maximize recall. We thus selected candidates
based on considering multiple matching features at once (similar to Zheng et al. 2010,
Morana et al. 2014), avoiding techniques geared more specifically towards negative
selection (Sehgal et al. 2006, Martins 2011) and which could potentially limit recall.
Finally, choosing how many matching candidates to keep per source record (i.e. k) was
a purely experimental decision, optimizing for F1 on the full pipeline. We found that low
values of k (in other words, low ratios of negatives to positives, assuming an average
positive match count around 1 per record) limited recall and settled on a k of 30, similar
to Sehgal et al. (2006).
After this closer look at how our methodology compares to existing work, a related
question is, how do our results comparewith previous published results? Fromour survey of
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the literature, it is clear that the variety of datasets and methods used make comparison
difficult. Nonetheless, we have compiled a list of the most comparable papers and present
a structured summary of these, with data-related aspects in Table 5, and method-related
aspects, including best reported performance, in Table 6. We list ‘task’ as a data-related
aspect since the key difference between a deduplication task and a (cross-)gazetteer
matching task lies in whether data are already structured according to a single schema
and single feature type hierarchy. With a single type hierarchy, a range of additional
matching features can be used, for instance type equality or the hierarchical distance
between types (Zheng et al. 2010, Martins 2011).
Visible is the predominance of datasets featuring POIs and populated places, which
could arguably simplify matching due to low feature type diversity and, especially for
POIs, a predictable spatial granularity for the records. POIs however present their own
challenges, including potentially very large dataset sizes (Zheng et al. 2010, Dalvi et al.
2014) and particular naming patterns, which Zheng et al. (2010) tackle using custom
token-based name similarity metrics, and Dalvi et al. (2014) using an innovative unsu-
pervised language modeling approach. These two works achieve results similar to ours,
with F1 values reaching 0.88 (Zheng et al. 2010) and 0.90 (Dalvi et al. 2014). McKenzie
Table 5. Data-related aspects of selected papers comparable to the present work.
Authors Task Data description Feature types
Sehgal et al. 2006 Gazetteer matching US & UK authoritative data for Afghanistan Varied (all)
Hastings 2008 Gazetteer matching 3 datasets covering Lake Tahoe (US) Administrative, cultural,
and water
Smart et al. 2010 Gazetteer matching UK data from: GeoNames, Ordnance
Survey, OpenStreetMap, Yahoo! Where
on Earth, Wikipedia
Varied (all)
Zheng et al. 2010 Deduplication POIs and yellow page records for Beijing
(China)
POIs
Martins 2011 Deduplication Global, mixed source Populated places
Gonçalves 2012 Deduplication Global, mixed source Populated places
McKenzie et al. 2014 Gazetteer matching Foursquare, Yelp (US) POIs
Dalvi et al. 2014 Deduplication Facebook Places (US) POIs
Table 6. Method-related aspects of selected papers comparable to the present work.
Best
performance




ratio p r f1
Sehgal et al. 2006 Machine learning Logistic regression, voted
perceptron, SVM
2,006 30:1 .96 .92 .94
Hastings 2008 Rule-based Consider names, footprints,
feature types
252 N/A .89 .22 .35
Smart et al. 2010 Rule-based Consider names and locations 16 N/A 1.0 .44 .61
Zheng et al. 2010 Machine learning Decision tree with bootstrap
aggregating
800 1:1 .89 .87 .88
Martins 2011 Machine learning SVM, alternating decision tree 1,927 1:1 .99 .98 .98
Gonçalves 2012 Machine learning SVM, alternating decision tree,
random forest
4,401 1:1 .97 .97 .97
McKenzie et al. 2014 Regression Weighted multi-attribute
model
100 N/A accuracy = .97
Dalvi et al. 2014 Machine learning Unsupervised language model
using local context
4,000 7:2 .90 .90 .90
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et al. (2014) also report on a dataset of POIs, developing a regression approach with
a wide set of matching features, but their evaluation is mainly performed on an artificial
test set where 100 exact matches were created. In this rather unrealistic testing scenario,
they report an accuracy of 0.97, but mention performance decreases when random pairs
are selected from data, reporting F-scores of 0.35 and 0.32. In Martins (2011) and
a follow-up work (Gonçalves 2012), very high deduplication performance is reported,
with F1 values reaching 0.98 and 0.97, respectively. However, the authors note that their
dataset of coarse-grained records (populated places) may not be particularly challen-
ging, with F1 values reaching 0.97 when using only matching features based on name
similarity (Martins 2011).
Two other works (Hastings 2008, Smart et al. 2010) are broadly similar to each
other in that they use rule-based processing and datasets with diverse feature
types, but don’t rigorously evaluate their approaches. Smart et al. (2010) manually
examine only a very small number of individual cases (n = 16), achieving perfect
precision, but a nominal recall of only 0.44, and Hastings (2008) present
a descriptive evaluation, for which we calculated precision to have been 0.89,
and recall only 0.22. In contrast, Sehgal et al. (2006) perform a rigorous quantitative
evaluation of their machine learning based matching, reporting a range of values
for precision, recall, F1, and accuracy, including how these change as a function of
the ratio of negatives-to-positives. We perform comparable tests on setting a value
of k (Figure 3), and complement this more extensive evaluation by performing
multiple runs to test robustness to both individual training data sets and different
training set sizes.
A final important point about our ability to compare our results to previous work is
that it is at times unclear how matches are found for test records. If a single static
collection of positive and negative record pairs is used to train and test a classifier, for
example via cross-validation, then it is likely that the full set of annotated positives
automatically finds it way into each testing fold (Figure 6). This would optimistically
bias performance compared to a scenario in which matches for test records must be
found via candidate selection, and from a large number of such candidate records, as










Figure 6. Potential test set composition when using cross-validation with a collection of record pairs
built with a 1:1 negative to positive ratio and where 50% of negatives are chosen randomly.
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optimistically bias accuracy, since these record pairs will overwhelmingly be highly
dissimilar, and thus easy to classify as non-matches (Figure 6). Whether random
negatives have any effect on precision and recall is unclear, but we opted against
using them in our training pipeline since we already had quite varied training data,
thanks in part to using a high value of k. Furthermore, random forests rely on random
samples of the training data for each tree and thus naturally include variations from
different samples of the distribution.
7. Conclusion
In this work, we tackled the problem of matching natural feature records across two
gazetteers. We showed that good performance could be obtained using relatively simple
rules, but that machine learning using random forests offered not only better performance,
but greater flexibility, obviating the need to manually align feature types and tune thresh-
olds. Random forests also offered a more balanced performance across feature types and
the potential for even better performance by increasing the amount of training data
through further annotation. We emphasize that creating a training dataset in order to
implement a machine learning solution was both more straightforward than handcrafting
rules for gazetteer matching and more easily generalizable. With random forests, the
biggest performance increase over basic models using string similarity and geographical
distance came from incorporating feature types as matching features, after which all tested
models performed similarly well. However, all classifiers which included some representa-
tion of feature type, including by using land cover classes and elevation instead of gazetteer
feature types, outperformed simpler string and geographical distance based classifications.
Although our results were obtained on the specific case of matching records between
a Swiss national gazetteer and GeoNames, they have more general implications, parti-
cularly in the context of growing interest in spatial data science. We make the following
recommendations for future work in this area:
● Gazetteer matching is influenced by feature types and therefore any processing
decisions related to these feature types for matching should be explicitly described.
● Training and evaluation datasets should be carefully designed so as not to make
classification problems unrealistically straightforward or difficult (e.g. nearby topo-
nyms with similar names which are not matches should be explicitly included in
test data). Future work should also consider the impact of candidate selection on
overall performance.
● Since gazetteer data are often snapshots, and may also not be freely available, making
at a minimum annotated data available will both increase the potential for reprodu-
cibility, and allow other researchers to understand the properties of the snapshots
investigated. Use of shareable markdown (e.g. R-Markdown, Juypter notebooks) will
further increase reproducibility and make all stages of processing more transparent.
Notes
1. The term ‘feature’ is both widely used in the GIScience community to refer to geographical
entities and in the machine learning community to refer to properties of the data used to
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train models. To avoid potential ambiguity, we refer to geographical features as ‘entities’ in
a real-world context or ‘records’ in a gazetteer context, and we use ‘features’ to refer to
‘matching features’ in the machine learning sense. We however maintain the use of the
widely used two-word expressions ‘feature type’ to refer to the catalogued type of geo-
graphical entities and ‘natural features’ to refer to the subset of geographical entities which
are not human-made.
2. https://shop.swisstopo.admin.ch/en/products/landscape/names3D.
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ABSTRACT
How do people perceive landscapes? What elements of the land-
scape do they identify as characteristic of a landscape? And how
can we arrive at descriptions, and ultimately representations that
better reflect people’s notions of landscapes? In this study, we
collected landscape descriptions from five landscape types at 10
study sites in Switzerland. For each site, we collected data from
three sources: free lists with participants, hiking blogs, and Flickr
tags. Free lists were obtained through on-site interviews with
visitors, hiking blogs were gathered by focused crawling of web
content, and Flickr tags were selected based on spatial footprints
obtained from the hiking blogs. We quantitatively compared land-
scape descriptions between data sources and landscape types
using cosine similarity. We found that descriptions from the
same data source were significantly more similar, irrespective of
landscape type. Descriptions from the same landscape type were
more similar, but only within the same data source. Through a
qualitative analysis of different aspects of landscape in our con-
tent, we found that each data source offered a different distribu-
tion of landscape aspects. For example, while Flickr tags contained
high proportions of toponyms, they contained little content relat-
ing to sense of place. In contrast, hiking blogs contained more
information about sense of place. Our approach combining these
varied textual sources thus offers a more holistic view on land-
scapes. This study constitutes a step toward extracting semanti-
cally rich descriptions of landscapes from a variety of sources and
using this information to distinguish different landscapes, with
potential applications for landscape monitoring and management.
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How do people perceive landscapes? What elements of the landscape do they identify
and pick out as being characteristic? And how can we arrive at descriptions, and
ultimately computational representations that better reflect people’s notions of land-
scapes? Making a methodological contribution to answering these questions lies at the
heart of this article’s aims. In particular, we wish to make a contribution to research
methods that relate to landscape policy. An important starting point is thus the
European Landscape Convention (Council of Europe 2000), which defines landscape
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as being ‘an area, as perceived by people, whose character is the result of the action
and interaction of natural and/or human factors’. Central to this definition is the notion
of landscape as being something which is perceived and thus, presumably, character-
izations of landscape should consider ways in which they are described by people
(Scott 2002, 2003).
Methods to characterize and assess landscapes have a long history in landscape
research (Daniel and Vining 1983, Zube 1984, Brabyn 1996). The importance of such
methods has increased, since less tangible benefits derived by humans through land-
scapes form a cornerstone of the ecosystem services (ES) framework. ES aim to quantify
the benefits which humans derive, either directly or indirectly, from ecosystems
(Costanza et al. 1997, MA 2005) and can be broadly divided into four classes: provision-
ing (e.g. the provision of fresh water or biomass); regulating (e.g. the ability of a flood
plain to reduce flooding downstream); supporting (e.g. the redistribution of seeds by
birds); and cultural (e.g. the recreational or spiritual meaning attached to an ecosystem)
(MA 2005). Perhaps unsurprisingly, efforts to map ES often turn to spatially continuous
data and apply traditional GIS analytical techniques to locating and quantifying ES (de
Groot et al. 2010). However, although this approach may function well in modelling ES
with a relatively direct relationship to biophysical properties, such as estimates of above-
ground biomass through tree cover and derived volume (Dong et al. 2003) or the
number of visitors to a region (Nahuelhual et al. 2013), it is less well suited to capturing
and representing many cultural values. Indeed, in a call strikingly similar to the social
critique of GIS advanced by Pickles (1995), Kirchhoff (2012) concluded that: ‘[.] pivotal
cultural values attaching to the natural/cultivated environment cannot be integrated
into the ES framework, and should not be called cultural ES’.
We do not propose to revisit these debates here, but rather suggest that this problem
has to do with not only what we try to model, but also how we go about doing so. If we
wish to model culturally meaningful properties, then an appropriate starting point is not
a continuous representation of space such as a land cover/land use map, but rather the
landscape features with which cultural meanings are associated (Mark and Turk 2003,
Kirchhoff 2012). Since such features are not readily embedded in spatially explicit,
continuous representations (Smith and Mark 2003), we take as our starting point not
spatial data, but spatially grounded language. This approach can be seen to overlap with
recent efforts to use crowdsourced information to characterize different aspects of
landscapes (e.g. van Zanten et al. 2016) with the underlying assumptions that, firstly,
such efforts potentially allow us to characterize large areas efficiently and, secondly, that
data gathered through crowdsourcing are representative of the underlying properties of
landscape in which we are interested.
In this article, we explore methods to collect and compare landscape descriptions
obtained from the public through three approaches. Our aim is to analyze to what
extent different methodological approaches, and consequently, different data sources,
result in different descriptions of landscapes, and in doing so demonstrate the potential
of combining complementary approaches to characterize landscapes bottom-up. To
address this aim, we specify two research questions:
• RQ1: How can empirical in situ methods be combined with data-driven approaches
to collect landscape descriptions from the public?
• RQ2: How do landscape descriptions from different data sources differ?
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We chose 10 study sites in Switzerland to empirically investigate these research
questions. Using a triangulation of methods based on in situ free listings with visitors,
full text descriptions mined from the web, and georeferenced image tags from the
photo-sharing platform Flickr, we compared landscape descriptions with respect to data
sources and landscape types. Our hypothesis is that landscape types reflect differences
perceived by people, which are reflected in differences in the textual descriptions of
these landscapes.
The remainder of this article is organized as follows: in Section 2 we introduce related
work, before describing the study sites and the methods used to collect and analyze
landscape descriptions in Section 3. In Section 4 we present results from comparisons of
data sources and landscape types, interpreting these with respect to landscape char-
acterization and typologies in the Swiss context. In Section 5 we discuss our results in
relation to other work and our research questions, before concluding the article in
Section 6.
2. Related work
Since our aim in this article is to characterize landscapes using multiple data sources in
ways which are useful in both science and policy, we first briefly establish the need for
improved methods to characterize landscapes, highlighting some of the key challenges.
We then give a brief overview of the methodological underpinnings of the three
approaches we chose to apply to the problem, identifying properties of both the data
sources and the methodological tools necessary for their analysis in the context of
spatially situated landscape descriptions.
2.1. Challenges in landscape characterization
Any characterization of landscape must first deal with two related fundamental questions.
Firstly, should landscape be essentially treated as a continuous field, or as a set of
identifiable objects to which properties are attached (Mark et al. 2011)? And secondly,
can landscape properties be objectively extracted from spatial data or are they the
product of individual perception (Warnock and Griffiths 2015)? We suggest these dichoto-
mies are linked to the definition of landscape underpinning its characterization, and to the
methods applied. Approaches treating landscape as a set of features that are identified
and named with generic terms (e.g. stream, hedge, meadow) pay particular attention to
the importance of language in structuring our experience of landscape (Johnson and
Hunn 2010, Mark et al. 2011), but these terms are seldom used as the basis for mapping
(Wartmann and Purves 2017). Approaches conceptualizing landscape as an objective,
continuous field often focus on extracting landscape units from available data, based on
shared biophysical and morphological properties, for example in the form of terrain
attributes or land cover classes using supervised or unsupervised approaches (Bunce
et al. 1996, Gerçek et al. 2011, Niesterowicz et al. 2016). However, such approaches
typically either apply existing expert classifications of input data, as is the case when
land cover data are used (Mücher et al. 2010, Comber 2013), or attach relatively simple
semantics to extracted patterns (Iwahashi and Pike 2007).
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Missing in such approaches is a direct link to how landscape is subjectively perceived,
despite this being recognized as a requirement in legislation, for example in the
European Landscape Convention (Council of Europe 2000). This gap has led to the
development of approaches that attempt to characterize landscape based not only on
its biophysical properties, but also more directly based on human perception (Warnock
and Griffiths 2015).
In Switzerland, where we conducted our case study, a landscape typology exists with
38 landscape types, which are modelled using a range of mostly biophysical criteria such
as geology, geomorphology, climate, topography, and land use (ARE 2011a). However,
perceptual aspects are also recognized, although these are based on expert assessments
(ARE 2011b), in which the views of outsiders dominate more locally grounded ones
(Butler 2016). The Swiss Landscape Monitoring framework ‘LABES’ goes further, includ-
ing both biophysical indicators and those related to cultural perception of landscapes,
such as ‘distinctiveness’, ‘authenticity’, ‘fascination’, and ‘perceived landscape beauty’
(Kienast et al. 2015). Assessing these indicators involved sending out written question-
naires to Swiss households, with a total of 2800 questionnaires returned for analysis
(Kienast et al. 2015). Written questionnaires, however, incur high costs, typically with
relatively low response rates allowing analysis only at coarse spatial granularities, and for
spatial extents that are defined by administrative boundaries, which may be at odds
with how people perceive and experience landscapes.
In the United Kingdom, a long tradition of including perceptual and aesthetic aspects
for landscape management and planning exists in the form of Landscape Character
Assessments (LCAs) and associated approaches (Swanwick 2002, Natural England 2014,
Sarlöv Herlin 2016). Landscape character is considered as the ‘distinct and recognizable
pattern of elements that occur consistently in a certain type of landscape. [. . .] Character
is what makes landscapes distinctive and creates a particular sense of place in a locality’
(Swanwick 2004, p.111).The guidelines developed by the Countryside Agency and the
Scottish Natural Heritage, and other similar initiatives, have also been adapted in other
countries (Jessel 2006, Caspersen 2009, Van Eetvelde and Antrop 2009a, 2009b).
Typically, experts assess both environmental and cultural aspects and produce outputs
including textual descriptions and sketches describing relatively homogeneous regions.
The views of the public may be included through a variety of empirical methods
including questionnaires, group workshops, and participatory mapping (Swanwick
et al. 2002, Caspersen 2009). Key to the resulting products are not only maps of bounded
landscape units, but rich textual descriptions associated with these regions. These
approaches come closer to incorporating ways in which landscapes are perceived, but
are time-consuming and often still top-down, with limited incorporation of public
perception (Butler 2016).
The emergence of large volumes of user-generated content, or volunteered geo-
graphic information, presents an opportunity to capture greater volumes of data with
respect to landscape perception, especially in the form of images and associated
descriptions. Indeed, georeferenced images have been used as proxies of landscape
preference at both regional (Tenerelli et al. 2016, Yoshimura and Hiura 2017) and
continental scales (van Zanten et al. 2016). The potential value of image descriptions
has also been recognized in exploring landscapes (Dunkel 2015) and extracting informa-
tion related to cultural ES (Richards and Friess 2015, Guerrero et al. 2016, Figueroa-Alfaro
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and Tang 2017, Oteros-Rozas et al. 2017). User-generated content can at least start to
bridge the data gap between expert and bottom-up perceptions of landscape, and
provide more spatially extensive data, at lower costs. However, it remains to be shown
to what extent different data sources and approaches can complement one another.
2.2. Bottom-up approaches to collect data about landscape characteristics
In this article, we took three approaches to characterizing landscapes. The first is based
on elicitation through free-listing exercises. Although inferior to more detailed ethno-
graphic methods (Johnson and Hunn 2010, Mark et al. 2011), free-listing tasks in class-
room settings have been shown to elicit landscape categories which appear to converge
across languages in European and US settings (Mark et al. 1999, Giannakopoulou et al.
2013). Adding more context to the free-listing task, either by using video stimuli
(Williams et al. 2012) or interviewing participants outdoors in different landscape set-
tings (Wartmann 2015), has shown that participants name locally relevant landscape
features, using cognitive associations to recall individual terms. However, though free
listing is relatively straightforward, conducting in situ experiments is still time-
consuming.
Our second method is based on user-generated content in the form of unstructured
text. Recent work on the analysis of digitized text corpora has started to reveal the
potential richness of unstructured text as a means for collecting information about
landscapes. For instance, Derungs and Purves (2013) georeferenced and extracted
terms related to natural landscape features from a Swiss alpine mountaineering corpus.
They used these features to compare landscape descriptions across space through
spatially weighted term vectors of natural landscape features, generating so-called
‘spatial folksonomies’ (Derungs and Purves 2016). These approaches characterized land-
scape, at least at the level of landscape features, bottom-up, but retained a focus on a
continuous, grid-based representation. More generally, there is an ongoing recognition
of the potential of such unstructured text as a source of geographic information, with
the important proviso that relating text to specific locations remains a challenging task
(Gregory and Hardie 2011, Wang and Stewart 2015).
Our third and final approach uses image tags from user-generated content. As image
tags emerged as a relevant textual data source, one important question was the extent
to which it was comparable with previous empirical work. Edwardes and Purves (2007)
showed that lists of terms extracted from an image sharing website broadly followed
similar patterns as previous work based around free lists (Mark et al. 1999), while Rorissa
(2008) demonstrated that tags associated with individual images often took the form of
cognitive basic levels which also appear to emerge from free-listing experiments
(Tversky and Hemenway 1983). However, in contrast to free-listing experiments,
instances (as opposed to types) are acknowledged as being very common ways of
tagging individual images, with for example 25 percent of tags reported to take the
form of toponyms (Hollenstein and Purves 2010). Since a portion of Flickr images is also
georeferenced, it is possible to both define regions based on co-occurring Flickr tags
(Grothe and Schaab 2009, Hollenstein and Purves 2010), and to characterize regions
based around tag occurrence (Rattenbury and Naaman 2009, Gschwend and Purves
2012, Dunkel 2015). However, a major shortcoming of such approaches remains the
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nature of the vocabulary used in tagging, and the difficulties of defining meaningful
units with which to associate descriptions.
Based on the challenges associated with each of these approaches, we integrated
them into a single methodology that we now outline.
3. Methodology
3.1. Overview
In support of our overall aim to explore approaches to characterizing landscapes
through language, we collected landscape descriptions from 10 study sites using three
different approaches, each approach resulting in a particular textual data source for
further analysis. Thus, interviewing participants in the field resulted in free lists, focused
web crawling resulted in a corpus of hiking blogs relating to each study site, and
querying georeferenced Flickr photos resulted in lists of image tags for each location.
Since we wished to compare descriptions not only with respect to the data source, but
also with respect to different landscape types, we selected five landscape types that
reflect the diversity of landscapes at the intersection between cultural and natural
landscapes in Switzerland: mountain, moor, lake, river, and hill landscapes. These land-
scape types are informed by the formal Swiss landscape typology (ARE 2011b), except
for lake landscapes, which are not a recognized landscape category in the formal
typology, but which we included based on the importance of water bodies in landscape
preference (Pitt 1989). For each of the five landscape types, we selected two study sites
based on the criteria of accessibility through hiking paths and public transport, and high
visitor numbers, for a total of 10 study sites (Table 1).
With three approaches to gathering landscape descriptions and 10 study sites, our final
collection to analyze and compare consisted of 30 ‘documents’, one for each combination
of study site (Table 1) and data source (free lists, hiking blogs, Flickr tags). We borrow here
the term ‘document’, commonly used in the information retrieval community to mean a
data object (prototypically unstructured text) that can be processed, indexed, and quer-
ied. Each data collection approach is described in more detail in Section 3.2, and an
overview is presented in Figure 1. After collecting all our textual descriptions, we extracted
and categorized terms according to which of a set of landscape aspects they best
pertained to, described in Section 3.3. We then compared the distribution of these
Table 1. Study sites and their landscape types in the Swiss landscape typology.
Location Landscape type
Oeschinensee Limestone mountain landscape of the Alps
Seealpsee Limestone mountain landscape of the Alps
Thurauen, River Thur River landscape
Bremgarten, River Reuss River landscape
Robenhuserriet, Pfäffikon Moor-influenced landscape
Ägeriried, Rothenthurm Moor-influenced landscape
Ufschötti, Lake Lucerne Urban landscape [with lake]
Zürichhorn, Lake Zurich Urban landscape [with lake]
Hochwacht, Lägern Landscape of hills of the Central Plateau
with a focus on forage production
Hochwacht, Pfannenstiel Landscape of hills of the Central Plateau
with a focus on agricultural production
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landscape aspects across our three data sources. Finally, we used the landscape aspect
categories to filter terms before calculating similarity measures between documents. We
calculate the statistical significance of the similarity measure across sets of documents to
compare both data sources and landscape types (Section 3.4).
3.2. Collecting landscape terms
At each study site, we first conducted free-listing tasks with 30 visitors. A detailed
description of our free-listing approach can be found elsewhere (Wartmann and Purves,
in press). For the sake of understanding, we here include a brief overview of the method.
We selected visitors pragmatically, while attempting to achieve a balance across different
age groups and gender. At the interview locations, we approached visitors and asked if
they were willing to take part in a study. If they agreed, we conducted a free-listing task
using the elicitation statement in Swiss German: ‘Was hätts für Sie i dere Landschaft?’,
which can literally be translated as ‘What is there for you in this landscape’? Participants
were instructed to list whatever came to their mind, and that there were no right or wrong
answers. If participants paused during their lists, they were prompted once as to whether
they wanted to continue. Participants were also asked a basic set of demographic ques-
tions. In total, we thus interviewed 300 participants (155 men, 145 women). Of the
participants, 60 were aged 34 and under, 106 were between 35 and 54 years old, while
118 were 55 and older (16 participants did not share their age). The first author of this
article, a native speaker of Swiss German, transcribed all answers during the interviews as
lists of terms. These free lists formed our first set of documents.
For each study site, we then created a small web-crawled corpus of full text descriptions
about landscapes, consisting mainly of hiking blogs. We used the open-source tool
BootCaT (Baroni and Bernardini 2004) to create these web corpora by using a query
consisting of toponyms associated with the study sites and the German terms wandern
and wir as seeds. Wandern and wir can be translated as ‘walking/hiking’ and ‘we’, respec-
tively, and were selected to find textual descriptions of first person experiences at these
locations (i.e. ‘As wewere hiking along the shores of Lake Zurich. . .’). The BootCaT interface
returned around 40 to 70 web pages for each study site, from which we selected the five
per site that we judged to be the longest, most landscape-related, first person accounts
consisting of full text (as opposed to, for example, only images and their captions). Each
web corpus of five texts formed a single ‘document’ about one of the study locations, and
thus our second set of documents, hiking blogs, was complete.














e.g. mountain vs. river
e.g. tags vs. web documents
Figure 1. Overview of the methodological sequence applied to extract and compare landscape
descriptions.
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In order to create our third set of documents, user-generated content in the form of
Flickr tags, a key step was to use a data-driven approach for systematically identifying
content associated with the landscape at our study locations (Acheson et al. 2017). We
chose to use our second set of documents, hiking blogs, as the basis for defining an
appropriately-sized region tailored to each study site, which we could then use to query
georeferenced Flickr content. Therefore, we first generated a geographical footprint for
each study site by using the textual content of each web corpus (or ‘document’ unit) of
hiking blogs, then spatially queried Flickr for images within each resulting footprint. An
overview of this process is shown in Figure 2, using the Seealpsee study site as an
example. Creating footprints from toponyms contained in documents relating to the
study sites enabled us to define the geographic boundaries for querying Flickr content,
rather than draw arbitrary boundaries ourselves, or defining a fixed radius around the
interview locations that does not take into account the landscape setting at each site.
In a first step, we manually identified all toponyms in each of the 50 texts crawled
from the web. This was feasible to do by hand and ensured that we had high quality
toponym recognition, as poor performance on this step can propagate downstream
(Amitay et al. 2004, Purves et al. 2007). We then aggregated all toponyms for each
study site, resulting in a toponym list for each of the 10 study sites. We queried each
of these toponyms for geographic coordinates using the location search feature of
the openly available GeoAdmin API (http://api3.geo.admin.ch/), which returns results
from the SwissNames3D gazetteer, a nationally produced dataset containing a com-
prehensive listing of place names in Switzerland, alongside their type and coordi-
nates. To obtain a geographically focused footprint for each study site, we iteratively
filtered out candidates that were more than two standard deviations away from the
centroid of the points obtained for each toponym (Smith and Crane 2001), stopping
when we reached either a footprint dimension threshold or a maximum iteration
threshold, both heuristically set. Finally, we calculated the convex hull of the remain-
ing points, resulting in a final set of 10 convex hulls used as footprints to extract
georeferenced images. Using the bounding boxes of these convex hulls, we queried
the Flickr API for images from these areas. We removed bulk uploads from these
initial results by filtering out pictures with the same tags, thereby reducing the bias
created by prolific users, often cited as a problem in user-generated content
(Hollenstein and Purves 2010). We then further refined the set of pictures by
discarding any images outside of our convex hulls. Given the long tail of the tag







Ground place names Generate footprints
Seealpsee
lat     47.268476
long   9.400724
Query Flickr images
web documents
Convex hull Seealpsee Geotagged Flickr images
Figure 2. Processing steps to create footprints from web documents and extract georeferenced
images.
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only tags that were mentioned two times or more per study site for our analysis.
Thus, our third data source, Flickr tags, consisted of lists of tags and their frequen-
cies, with one such list or ‘document’ per study site.
3.3. Coding scheme
To annotate the terms contained in our corpora, we devised a coding scheme using an
iterative process with open coding informed by a literature review and our own data, followed
by structured coding (Crang and Cook 2007). The goal for our coding scheme was that it
should reflect different aspects of landscapes contained in our data, ranging from the physical
landscape settings to the meanings our respondents ascribe to these settings. From the
myriad of theories and conceptualizations of place, place meaning, and sense of place in the
literature (Tuan 1977, Low and Altman 1992, Feld and Basso 1996, Twigger-Ross and Uzzell
1996, Jorgensen and Stedman 2001, Williams and Vaske 2003, Cresswell 2006), we selected
the concept of place by Agnew (1987), because it includes tangible as well as intangible
aspects of people–place relations. The tripartite concept consists of location, locale, and sense
of place. The first aspect of location is represented in our data in the form of toponyms. The
second aspect is locale, or the setting where social life takes place. We further refined the
aspect of locale with categories informed from landscape character assessments (Swanwick
et al. 2002) and thus defined three subcategories: biophysical landscape elements, cultural
landscape elements, and perceptual elements. Biophysical landscape elements contain terms
relating to geology, landforms, soil, land cover, flora, fauna, and climate, while cultural land-
scape elements contain terms referring to land use, settlements, infrastructure, domesticated
animals, and anthropogenic objects. Perceptual elements include terms referring to color,
touch/feel, sounds, smells, and weather and atmospheric conditions. The third aspect of sense
of place is represented in our data by mentions of meanings, feelings, memories, as well as
terms relating to a sense of attachment, identity, or history of a place or landscape. We thus
use sense of place as an umbrella concept, encompassing other concepts such as place
identity and place attachment. Additional aspects derived from open coding were activities
participants associated with a landscape, and people in the landscape. Thus, the final coding
scheme consisted of seven categories or landscape aspects: toponym, biophysical landscape
element, cultural landscape element, perceptual landscape element, sense of place, activity,
and people. Based on these seven aspects, the first author applied structured coding to all our
data. We then used the coded terms both to compare the data sources in terms of their
distribution of aspects, and to select term subsets for cosine similarity comparisons between
pairs of documents, described next.
3.4. Comparing landscape descriptions between data sources
To quantitatively compare landscape descriptions with respect to the three different
data sources and five landscape types, we used cosine similarity to compare documents
represented as term vectors (Manning and Schütze 1999). To calculate a cosine similarity
between two documents, each document is represented as a vector of N terms, where N
is the number of terms appearing in the corpus and each term is weighted by its
frequency of occurrence in the respective document. In our study, a free list document
consisted of all the terms listed by 30 visitors at a study site, a hiking blog document
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consisted of the full text from five web-crawled landscape descriptions relating to a site,
and a Flickr tag document consisted of all the tags from images georeferenced at a
study site, after the various filtering methods described previously. In a preprocessing
step, all documents were cleaned of stop words, and free list entries and hiking blogs
were split into their component words. For comparing particular subsets of landscape
aspects, we retained only terms that had been coded as pertaining to the specified
landscape aspects. The result of this process was a set of 30 term vectors, one per
document, forming the basic units for all cosine similarity calculations.
All cosine similarity calculations were performed using the scikit-learn python library
(Pedregosa et al. 2011). For one set of cosine similarity calculations, where a subset of
terms pertaining to particular landscape aspects was used in the term vectors, we
assessed the statistical significance of comparisons of groups of cosine similarity values
using two-sided Mann-Whitney-U tests at significance level α = 0.05.
To illustrate this process, we take as an example the cosine similarities calculated with
only biophysical terms, and howwe compared data sources based on these cosine similarity
values. First, we create a term vector for each document, where each vector has the same
length M, where M is the number of words in the entire corpus that were annotated as
biophysical landscape aspects. Each entry in the vector for a document represents the
frequency of this word in the given document. Next we calculate cosine similarity values
between all possible pairs of term vectors, resulting in a 30 × 30 matrix of values (including
comparisons where a document’s term vector is compared to itself, resulting in a cosine
similarity of 1.0). We then assess whether cosine similarity values were statistically more
similar to each other when the pair of documents being compared was from the same data
source (e.g. Flickr tags for Oeschinensee vs. Flickr tags for Seealpsee) as opposed to from
different data sources (e.g. Flickr tags for Oeschinensee vs. hiking blogs for Seealpsee).
4. Results and interpretation
We first present our findings on the distribution of landscape aspects in different data sources,
then our results comparing landscape descriptions across study sites and data sources.
4.1. Aspects of landscape in different data sources
After having gathered our three types of landscape descriptions and annotated each
term according to the landscape aspect it best represents, we could compare data
sources according to their respective content of each landscape aspect. The three data
sources differed slightly in the amount of terms they contained. The free lists conducted
with 300 visitors contained a mean number of 303 terms per study site (Mdn = 307,
SD = 43.8). In absolute numbers, the 10 web corpora of hiking blogs contained the most
terms with a mean of 427 per study site (Mdn = 307, SD = 97.3). For Flickr image tags, we
collected a mean of 332 terms (Mdn = 340, SD = 156.4). In order to highlight which
aspects were more abundant in which data source, we normalized these term counts by
the total number of terms contained in each data source.
The distribution of aspects in each data source is presented in Figure 3. Free lists contained
the smallest proportion of toponyms of all three data sources, but were a rich source of
biophysical properties of landscapes, while also containing high proportions of cultural
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landscape elements and to some extent, sense of place. The hiking blogs were the richest
source of terms relating to sense of place, and contained similar amounts of toponyms,
biophysical elements, cultural elements, and perceptual aspects. Flickr tags proved to be a
good source of toponyms, accounting for almost half of the annotated content. Flickr tags
also containedmany terms relating to biophysical and cultural landscape elements, as well as
perceptual aspects, but yielded little information on sense of place.
4.2. Comparing landscape descriptions between data sources
We found that filtering out toponyms and aspects not related to landscape from all data
sources often considerably increased the cosine similarity values between documents from
two different data sources. Intuitively, this is consistent with our results from the landscape
aspect comparison which show that our three data sources contain very different propor-
tions of toponyms. Thus, removing toponyms and non-landscape aspects is likely to make
different data sources more similar, within a study site. For instance, comparing hiking blogs
and free lists, before and after removing such aspects, cosine similarity increases for all study
sites except River Thur, where it minimally decreases (Table 2).
To statistically assess the influence of the data source on cosine similarity values, we
grouped the cosine values of comparisonswithin the same data source and compared these
to cosine values of comparisons between different data sources, repeating this for all our
term subsets (e.g. without toponyms, only biophysical landscape aspects, etc.). For example,
we compared whether free lists were more similar to other free lists than to image tags,
irrespective of the location or landscape type. Our results show that documents of the same
data source are significantly more similar than documents from different data sources. Thus,
landscape descriptions were more similar within the same data source, irrespective of the
Figure 3. Relative prominence of different landscape aspects depending on the data source.
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study site or landscape type they were located in. For all term subsets, we obtained
statistically significant differences (two-sided Mann-Whitney-U), except for the biophysical
landscape terms for the hiking blog comparison (Table 3).
4.3. Comparisons between landscape types
Our second comparison was between landscape types, that is, comparing documents
from one landscape type (in different data sources) against documents from all other
landscape types. For example, we tested whether mountain landscapes in Flickr tags,
hiking blogs, and free lists were more similar to each other than they were to all
descriptions of other landscape types. Here, we found that most comparisons were
not significant (Table 4). Given the results from the previous section, this result was
highly probable, since documents of a particular data source were more similar to
documents of the same data source than to documents from a different data source,
irrespective of the landscape type. However, there were a few significant compar-
isons, notably for river landscapes, specifically for all terms coded as landscape
aspects (both with and without toponyms) and only terms coded as biophysical
aspects (Table 4). The high cosine similarity values between river landscapes seems
to be driven by the similarity of terms used for biophysical properties (e.g. water,
trees, river), leading us to believe that the limited vista space for river landscapes
limits the inclusion of terms from other semantic fields, which could have been a
potential driver for this similarity.





Cosine similarity (landscape terms,
no toponyms) Difference
Oeschinensee 0.2622 0.3339 0.0716
Seealpsee 0.1991 0.2843 0.0852
River Thur 0.2852 0.2848 −0.0003
River Reuss 0.2579 0.2860 0.0281
Robenhuserriet 0.1555 0.1719 0.0164
Ägeriried 0.2220 0.3227 0.1007
Lake Lucerne 0.1343 0.2027 0.0684
Lake Zurich 0.1946 0.2392 0.0446
Lägern 0.1713 0.2156 0.0443
Pfannenstiel 0.1661 0.2165 0.0504
Table 3. Mann-Whitney-U values for within-document-type vs. across-document-type cosine simi-
larity comparisons (statistically significant results in bold).
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4.4. Comparisons between landscape types within a data source
As a final step, to control for the influence of the data source, we compared landscape
types within a data source. For example, we took cosine values of comparisons between
pairs of documents of Flickr tags from the same landscape type (e.g. hill landscape vs.
hill landscape) and compared them to pairs of documents of Flickr tags from different
landscapes types (e.g. mountain vs. river, hill vs. moor, lake vs. moor, and so on). We
found that, within our three data sources, documents from the same landscape type
were significantly more similar than documents from different landscape types for two-
term subsets: landscape aspects excluding toponyms, and only biophysical aspects
(Table 5). However, with the sense of place term subset, there were no significant
differences between descriptions within and between landscape types.
5. Discussion
In this study, we devised and applied a methodology that is based on the combination
of both empirical elicitation of information about landscapes with participants in a
landscape setting and more data-driven extraction approaches informed from text
retrieval. The discussion is structured around the three main contributions of this article:
our integrated methodology for gathering landscape descriptions, our finding that we
can distinguish between formally recognized landscape types based on landscape
descriptions, and our application of GIScience methods to the domain of landscape
characterization.
Table 4. Mann-Whitney-U values for within-landscape-type vs. across-landscape-type cosine simi-
larity comparisons (statistically significant results in bold).






































































Table 5. Mann-Whitney-U values for within-landscape-type vs. across-landscape-type cosine simi-
larity comparisons, within a data source (statistically significant results in bold).
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5.1. An integrated methodology for gathering landscape descriptions from the
public
Conducting free listing in outdoor settings, we elicited landscape categories and other
associations with landscape from the public, including notions of scenicness, relaxation,
and identity. This method from cognitive psychology has proven to be transferable to the
domain of landscape and was empirically tested (Williams et al. 2012, Wartmann 2015).
Our study confirms the usefulness of free listing with participants for eliciting landscape
categories and associated terms, including information pertaining to sense of place. We
then crawled the web for landscape descriptions, based on seeds that included the place
name of the study site, to create a small corpus of full text descriptions. Though different
seeds may be tested in further research, our choice of seeds provided sufficient content
for each study site, enabling us to make a selection based on the suitability of the text for
our use case. We purposefully focused on accounts of people having visited the landscape
and writing about their first-hand experience, excluding texts such as descriptions on
tourism websites. As we used these full text descriptions to create geographically focused
footprints to query Flickr photos, we restricted ourselves to a small number of texts so that
we could manually annotate all toponyms, thus achieving a gold standard in toponym
recognition. This time-consuming task could be avoided in the future by implementing
automated toponym recognition and resolution (Amitay et al. 2004). However, these are
challenging tasks made harder still with semi-formal texts in German like our hiking blogs,
and authors who liberally use vernacular and idiosyncratic spellings of place names
(Augenstein et al. 2017), common in Switzerland with its multitude of oral German
dialects. By basing our queries on site-specific footprints, we gathered images taken in
focused geographical areas, rooted in the way a landscape was described in text, thus
going further than methods such as queries based on a simple distance criterion.
We thus created three data sources (free lists, hiking blogs, and Flickr tags) as the basis for
further comparisons. Overall, our approach proved well suited to study highly frequented
landscapes. However, it would bemore challenging to apply to landscapes with fewer visitors,
where the time and costs to conduct interviews and free listings increase, and the availability
of web content (blogs, social media) decreases, given the highly unequal distribution of user-
generated content across space (Antoniou et al. 2010). If our intention is to eventually create
data layers containing descriptions with full spatial coverage, this is a severe limitation of
passively crowdsourced information. Thus, alternative approaches are to include actively
crowdsourced information through citizen science initiatives (Connors et al. 2012, Haklay
2013). For instance, platforms where users upload full-text landscape descriptions for public
use, such as in the Geograph Britain and Ireland project (http://www.geograph.org.uk/), can
provide semantically rich crowdsourced information focused on landscape.
5.2. Comparing landscape descriptions between settings and data sources
Our results show that landscape descriptions from the same data source were more
similar than between data sources, also for different landscape types. This indicates that
there are considerable differences in the data we capture through these approaches in
terms of the lexical aspects, resulting in low cosine similarities for comparisons between
data sources (e.g. Flickr tags with hiking blogs). However, the results from coding
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aspects of landscape confirm that these differences are not merely lexical, but also
semantic. For instance, while Flickr tags contained high percentages of toponyms but
less content on sense of place, hiking blogs contained more sense of place content. The
relatively high proportion of content in hiking blogs related to sense of place compared
with Flickr tags and free lists could be expected, because narratives used for hiking blogs
may lend themselves better to expressing sense of place than single words used as tags
or in free lists. However, free-listing experiments also result in some content relating to
sense of place, despite the elicitation question not aimed at documenting such content
(Wartmann and Purves, in press). The fact that people list terms related to sense of place
in free-listing tasks at all may be linked to memory retrieval processes, where people first
list landscape features, and then also list feelings and meanings associated with the
landscape (Wartmann 2015). Thus, we argue that rather than being interchangeable,
these data sources are complementary, each highlighting different aspects of landscape.
Indeed, this combination of approaches is particularly promising for applications that
aim to include multiple perspectives on landscapes, including expert and nonexpert
opinions on landscape characterization (Dalglish and Leslie 2016). The limitations of our
approaches are that each of them reaches a particular subset of the population (e.g.
people visiting a place on a sunny summer day and being interviewed, others visiting
the same place at a different time and writing about it on the web or uploading
pictures), and that the content we documented is perhaps reflective of that part of
the population, but not of others. For comparing descriptions between landscape types,
we found that zooming into a single data source (e.g. hiking blogs), two sites in the
same landscape type were lexically more similar if we excluded toponyms from our data.
By narrowing the term subset further down to biophysical aspects of landscape only, we
observed this effect strongly across all data sources. This finding supports our hypothesis
that people, at least within a cultural-linguistic group, describe landscapes differently in
terms of their biophysical properties, such as whether one is a mountain landscape
characterized by rocks, cliffs, and crevasses, or a river landscape with a river flowing
through woods and farmlands. Interestingly, we found no differences between land-
scape types in the terms relating to sense of place. This finding suggests people’s
description of their experience varies to a lesser extent between different landscape
types. Landscapes that are generally perceived as natural and are visited for recreational
purposes may thus evoke similar feelings of identity, relaxation, and a connection to
nature (in other words cultural ES), irrespective of the biophysical composition of the
landscape. This is in accordance with research in environmental psychology finding
pronounced differences between recreation provided by urban and natural landscapes
(Velarde et al. 2007), but fewer differences in recreational effects between different
natural landscapes such as forests, hills, and moors, with the exception of coastal
landscapes that provided more restoration (White et al. 2013). The methodology we
describe in this article thus has a range of potential applications, which we outline next.
5.3. Relevance and potential applications
This study highlights the potential of adapting methods from GIScience and geographic
information retrieval (GIR) to the domain of landscape characterization, with possible
applications of refining landscape character assessments and landscape typologies using
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data gathered from the public. Indeed, by combining data-driven approaches fromGIR with
in situ elicitation of landscape character, we are contributing toward enriching representa-
tions of geographic information. Our methods centered around collecting and comparing
text data that contained terms for landscape features and semantically related content. We
argue that integrating such information grounded in individual perceptions and language
with spatial data potentially allows us to include more situated knowledge and subjective
perceptions into existing, typically expert-driven, data. Our work is in line with previous
efforts for bringing to the fore meanings of geographic information that are relevant to
many applications of GIS (Gahegan and Pike 2006). Furthermore, we showed how different
data sources (free lists, hiking blogs, and Flickr tags) differ in their landscape-related content.
Combining these different sources thus provides a more holistic data basis (e.g. for land-
scape character assessments) than any of these data sources on its own.
With the arrival of new forms of crowdsourced data in ever increasing volumes, this
article focused on the question of how we can ‘dig into this data avalanche’ (Miller 2010)
to answer questions relevant to landscape research. So far, most of the research on
novel data about places and landscapes has focused on the enumeration of the quantity
of user-generated content relating to certain areas (Nahuelhual et al. 2013, Tenerelli et al.
2016). If semantics were taken into account at all, the focus was on retrieving content
that related to a fixed set of predefined keywords (van Zanten et al. 2016), or in some
cases, applying automated methods to define topics emerging from large volumes of
data (Jenkins et al. 2016). In this study, we focused on the content, using the link
between text and geographical space to access and harness different data sources.
Our work builds on previous research revolving around the extraction of place semantics
in user-generated content (Rattenbury and Naaman 2009, Hollenstein and Purves 2010,
Capineri 2016). Instead of characterizing a single place through different data sources
(Capineri 2016), we took a comparative approach, working out the similarities and
differences in descriptions between different landscapes in different data sources. We
did this both in a qualitative way by looking more closely at the semantics, as well as
lexically through quantitative text comparisons. We showed that, by carefully sifting the
‘avalanche’ and creating focused corpora, we can apply semi-automated methods for
processing this information that lead to more than just a shallow reading, yet which are
scalable and yield sufficient landscape-related content to be interesting for practical
applications. Such practical applications include, for example, the assessment of indica-
tors for cultural landscape values (Bieling et al. 2014).
Our work in this field is novel in that it links the empirical method of free listing with
digital traces in the form of web-crawled documents and georeferenced images. While
methodological challenges remain in adapting methods to larger scales (and potentially
larger volumes of data), we demonstrate the potential of combining methodologies to
overcome disciplinary boundaries and provide multiple perspectives on the complex
phenomenon of the relation between people and landscapes.
6. Conclusions
By using both traditional empirical methods as well as emerging crowdsourced data, our
approach puts people and their perception, experience, and appreciation of landscapes
at the center. Using three different data sources, we highlight the potential of gathering
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landscape descriptions from the bottom-up, and show how these sources allow us to
distinguish landscape types based on the description of the biophysical landscape
features. Such an approach constitutes a step toward including the views of a wider
public, integrating multiple perspectives, and adding semantics to the typically expert-
based spatial data collected for landscape assessments.
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Abstract
Scientific articles often contain relevant geographic information such as where field work
was performed or where patients were treated. Most often, this information appears in
the full-text article contents as a description in natural language including place names,
with no accompanying machine-readable geographic metadata. Automatically
extracting this geographic information could help conduct meta-analyses, find
geographical research gaps, and retrieve articles using spatial search criteria. Research
on this problem is still in its infancy, with many works manually processing corpora for
locations and few cross-domain studies. In this paper, we develop a fully automatic
pipeline to extract and represent relevant locations from scientific articles, applying it to
two varied corpora. We obtain good performance, with full pipeline precision of 0.84 for
an environmental corpus, and 0.78 for a biomedical corpus. Our results can be
visualized as simple global maps, allowing human annotators to both explore corpus
patterns in space and triage results for downstream analysis. Future work should not
only focus on improving individual pipeline components, but also be informed by user
needs derived from the potential spatial analysis and exploration of such corpora.
Introduction 1
Geographical information permeates the written world, appearing as place names or 2
place descriptions in texts including news articles, blog posts, social media content, 3
historical documents, and scientific articles. Research on extracting geographical 4
information from text has often focused on news articles [1–3] and social media 5
content [4–6], with surprisingly limited attention being directed towards the increasing 6
number of published scientific articles. Indeed, with each passing year, scientists face an 7
ever-growing stack of scientific articles to sort through, read, understand, and build 8
upon. Many of these articles contain important geographical information: perhaps soil 9
samples were taken from a certain region, patients were treated in a particular hospital, 10
or interviews were conducted in a village or neighborhood. Currently, researchers must 11
manually sift through article contents to identify any relevant locations, a 12
time-consuming process. Furthermore, linking these textual place descriptions to spatial 13
representations (such as point coordinates, a bounding box, or a polygonal region) 14
requires significant additional work and should ideally respect the scale and precision of 15
locations described in the text. Despite discussions about the need to develop and adopt 16
metadata reporting standards for geographic information [7–9], the vast majority of 17
scientific articles continue to be published without any accompanying machine-readable 18
spatial data, though geographic information often appears in the article contents in 19
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textual form. The ability to automatically extract and spatially represent this 20
geographic information would enable researchers to organize and find information using 21
not just keywords but also spatial criteria, as is done for other types of text using 22
Geographic Information Retrieval (GIR) techniques [10]. Organizing and visualizing 23
scientific corpora by space would facilitate geographically-aware meta-analyses [11], 24
enable studies to be cross-referenced by location [12], and allow for the discovery of 25
geographical research gaps such as understudied regions in a particular scientific 26
discipline [13, 14]. 27
Though scientific articles have become a frequent object of study for researchers, 28
common research objectives are to analyze and visualize (often large) article 29
collections [15–17], and to extract or summarize specific information from publications 30
through text mining, usually in a particular domain such as biomedical research [18, 19]. 31
On the one hand, many scientific corpus analyses consider geography, but focus on 32
author locations which are easier to extract from articles [16,20], and on the other hand, 33
many specialized text mining tools go beyond article metadata and into full-text 34
processing, but don’t give special treatment to geographical information. Meanwhile, 35
extracting and representing meaningful geographical locations such as study sites from 36
scientific articles remains a challenging and understudied problem. Most published 37
works on this problem identify relevant locations from text manually [12, 14, 21, 22], and 38
only few works tackle the problem using a scalable, automatic approach [9, 23, 24]. 39
When automatic approaches are used, they are constrained in their applicability, either 40
by only extracting geographic coordinates [25, 26], by not utilizing the full-text of 41
articles [13], or by performing overly poorly on the full-text [9]. Furthermore, the 42
corpora used remain limited both in size and disciplinary focus, potentially limiting the 43
wider applicability of the techniques and findings. 44
A long-standing related and relevant stream of work that has recently been applied 45
to scientific articles is the detection and disambiguation of place names (toponyms), a 46
task known as toponym recognition and resolution. One recent strand of work has 47
concentrated around an annotated corpus related to phylogeography [27]. This work 48
includes a series of publications [27–30] and a SemEval-2019 task called ‘Toponym 49
Resolution in Scientific Papers’1 [31]. However, these research efforts focus on 50
identifying all toponym mentions within the main text of an article, rather than a 51
subset of relevant locations representing, for example, where a study was conducted. 52
This means that annotated toponyms in this phylogeography corpus include toponyms 53
listed alongside company locations (for chemicals or products used in a study) as well as 54
toponyms mentioned in the context of scientific background. The present work focuses 55
on a different, albeit related, task: automatically extracting and geographically 56
representing meaningful or relevant locations from scientific articles such as study sites, 57
patient treatment locations, and sample locations. These are almost always a (relatively 58
small) relevant subset of the textual locations or toponyms that appear in the article 59
contents, and thus our task relates more closely to finding the geographic scope of text 60
documents [32–34] than to performing comprehensive toponym resolution on each 61
document [35]. Our goal in this paper is rather to replicate what a human annotator 62
would extract from a scientific article for the purposes of a meta-analysis, or what an 63
author would potentially include as geographical metadata for a submitted article. 64
Indeed, an important part of processing scientific articles is not only to detect 65
locations, but also to ignore irrelevant locations such as locations in references, locations 66
indicating where a company providing commercial products is based, or locations 67
appearing in expressions such as ‘the Declaration of Helsinki’. The presence of irrelevant 68
place names throughout scientific articles is cited as a major obstacle to automatically 69
extracting study sites using place names in [26] and affected performance and processing 70
1https://competitions.codalab.org/competitions/19948
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decisions in [13,24]. In our task, each individual place name or toponym mention (which 71
we refer to as location mentions since named locations like hospitals and universities are 72
of interest to us but not necessarily considered to be ‘toponyms’) appearing in text is 73
not equally important, including repeated locations, as long as the correct study 74
locations are captured, as measured through precision and recall. 75
In this paper, we develop a fully automatic pipeline which starts from a collection of 76
scientific articles and their PDFs and outputs a set of location strings and their sentence 77
context, as well as structured information and a geometric representation for each string 78
(Fig 1). We use two contrasting corpora from two different research domains: 1. a 79
highly spatial ecological research corpus of articles relating to orchards, with most 80
including study site descriptions, and some including maps and coordinates, and 2. a 81
less spatial biomedical corpus of articles on cancer genetics, where many articles fail to 82
report geographical locations at all. Our pipeline combines freely available tools with 83
rule-based processing to extract and represent relevant locations, and aims to minimize 84
domain-customization across our two corpora. We focus on extracting locations from 85
targeted portions of the article, including the title and any methods or study site 86
sections deemed likely to contain relevant locations. We aim to ignore irrelevant 87
locations, such as locations representing where certain scientific products were obtained 88
or manufactured, not only by targeting certain text portions but also through 89
rule-based post-processing of candidate locations. We obtain good performance, with 90
full pipeline precision of 0.84 for the ecological and 0.78 for the biomedical corpus, 91



















Fig 1. Overview of the processing pipeline. The pipeline starts from scientific
article PDFs and outputs extracted locations, with textual and spatial representations.
Background 93
Extracting geographical information from scientific articles 94
Automatically identifying place names and their associated spatial language in text is a 95
well-studied problem known most commonly as toponym recognition [36], and is 96
typically the first of several steps required to map or spatially index a corpus [10]. 97
Approaches to toponym recognition (or more broadly, location identification) in 98
scientific articles have thus far mainly consisted of rule-based and gazetteer-based 99
approaches [36]. A gazetteer-based approach consists of looking up words or sequences 100
of words in a place name database (a gazetteer), where a match indicates a (likely) 101
location. The main downside of this approach is that many common words appear in 102
gazetteers as locations, such as ‘bath’, ‘nice’, and ‘of’, and hence false positives must be 103
limited via post-processing or careful targeting of words to look up. In one example of 104
this approach [23], sentences are first tagged with part-of-speech (POS) labels (such as 105
‘noun’, ‘adjective’, or ‘noun phrase’), and any noun phrases containing capitalized words 106
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are looked up in the GeoNames gazetteer and in Google Maps. A rule-based approach is 107
used in [24] which detects patterns of relevant words, including words found in a 108
gazetteer (likely to be a location), location modifiers (e.g ‘north’), and entity type words 109
(e.g. ‘river’ or ‘mountain’). Good performance is obtained after adding custom pre- and 110
post-processing steps, such as enhancing word lists with geology-specific terms and 111
detecting citations in order to skip them as location candidates. 112
A commonly used method to identify toponyms in text is to run a Named Entity 113
Recognition (NER) tool over the text and retain the subset of entities which are tagged 114
as locations. However, out-of-the-box NER tools have often been trained mostly on 115
news articles and their performance tends to decrease when texts diverge in form and 116
content from these [37]. An NER tool is considered in [24] for the task of extracting 117
geographical/geological locations in geology articles, but rejected in favor of a 118
rule-based approach due to poor performance. In a series of papers on the 119
aforementioned phylogeography corpus, custom NER tools are developed to identify 120
toponyms, including first using a rule-based approach [27], followed by 121
higher-performing machine learning models using first Conditional Random Fields 122
(CRFs) [29], then bi-directional recurrent neural networks (RNNs) [30]. However, their 123
custom NER tools require re-training on an annotated corpus, as opposed to 124
out-of-the-box tools which can be more readily applied to varied corpora, and no 125
filtering is done to identify only a relevant subset of toponyms/locations. 126
In this work, we use a pre-trained, freely available NER tool and combine it with 127
rules to deliver as output a subset of relevant locations for each scientific article, such as 128
study sites or patient treatment locations. We focus on extracting these relevant 129
locations by targeted specific portions of the article (pre-NER processing) and by 130
filtering candidate locations to exclude company locations and other irrelevant locations 131
(post-NER processing). 132
Geographically representing scientific articles 133
Once locations have been identified and extracted from an article, a subsequent step is 134
required to convert these textual locations to an explicitly spatial representation. This 135
step is referred to as toponym resolution [38], grounding, or geocoding, and involves 136
both resolving ambiguity (such as, determining whether the string ‘Zürich’ refers to the 137
city of Zürich, the canton of Zürich, or perhaps even Zürich airport) and assigning a 138
geometry to represent the location (such as a latitude, longitude point for the city of 139
Zürich, Switzerland). Geometries are usually obtained by linking the extracted location 140
to a particular gazetteer record which also contains a geometry. In practice, this step 141
can simply consist of querying a geocoding service with the location string to get back a 142
ranked list of results, including structured information and a geometry for each, 143
typically a point representation. To aid disambiguation, additional geographical context 144
can be given to most geocoding services, such as a bounding box or country of interest 145
to limit the results, or an augmented string with a containing region such as a state or 146
country. Examples of geocoding services include the Google Geocoding API2, 147
OpenStreetMap (OSM) Nominatim3, and the GeoNames search webservice4. 148
In previous work dealing with geographic locations in scientific articles, the toponym 149
resolution or geocoding step is sometimes absent, with the focus still largely on 150
developing better methods to identify the locations of interest in text [24, 29]. 151
Furthermore, many of the works which map study sites have annotated their article 152
collections manually and hence do not perform automatic geocoding [12,14,21,22]. Of 153
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from both GeoNames and Google Maps and look for a containing country in the same 155
sentence as the location string, while [13] also use the Google Maps API and rely on 156
semi-automatic post-geocoding filtering to limit the number of false matches. In [27], 157
GeoNames search results are disambiguated using a population heuristic (choosing the 158
result with the highest population), a distance heuristic (choosing the result which 159
minimizes the total geographical distance to all other toponyms in the document), and 160
a ‘metadata’ heuristic tailored to their phylogeographic data. In [9], location strings are 161
linked to gazetteer records but no disambiguation is performed, which leads to many 162
false positive matches. 163
In this work, we use the Google Geocoding API, a high-performing tool, to get 164
structured information and a spatial representation for our extracted location strings. 165
The returned information includes a fully qualified location string, a return type with 166
granularity indications, as well as a latitude and longitude which can be mapped. We 167
programmatically generate maps from these results for each corpus, which gives a visual 168
overview of the overall spatial coverage of the articles. 169
Materials and methods 170
Corpora 171
We benefited from the use of two article corpora to work with, which had already been 172
identified as of interest for domain-specific meta-studies: 173
• Orchards: This corpus consists of articles relating to fruit orchards, collected to 174
conduct a meta-analysis on the impact of agricultural practices on biodiversity [39], 175
with an intended focus on orchards in a Mediterranean climate. We obtained an 176
early, minimally-triaged collection of articles to develop our methods. The articles 177
are from a varied list of ecology-related journals, with the top 4 most frequent 178
journals being ‘Environmental Toxicology and Chemistry’, ‘Agroforestry Systems’, 179
‘Archives of Environmental Contamination and Toxicology’, and ‘Apidologie’. 180
• Cancer: This corpus consists of articles used in the curated cancer genomics 181
database Progenetix5, specifically focused on Comparative Genomic Hybridization 182
experiments, alongside Whole Genome/Exome Sequencing studies [40]. As part of 183
data curation, locations are manually extracted for each article, which is currently 184
done by taking the location of the first author, rather than by manually looking 185
through the article contents for locations such as where patient material was 186
obtained. The top 4 most frequent journals for articles in this 187
cancer-genetics-focused collection are: ‘Genes, Chromosomes & Cancer’, ‘Cancer 188
Genetics and Cytogenetics’, ‘Journal of Pathology’, and ‘Oncogene’. 189
We manually annotated 150 articles in total for the Orchards corpus and 200 for the 190
Cancer corpus (Table 1). The articles were randomly chosen for annotation from a 191
wider set of articles which, for the Cancer corpus, were in the Progenetix database and 192
had a full PDF available, and for the Orchards corpus, had been obtained from targeted 193
keyword searches (as described in [39]) but were not extensively triaged. For each 194
corpora, we set aside 50 randomly sampled articles to use as a test set; our training set 195
consisted of the remaining annotated articles, which we used to develop our processing 196
pipeline, including methods section detection, location extraction, and location 197
geocoding. 198
In addition to annotating the ground truth locations which we found in the article 199
contents, we also systematically annotated the quality of the textual location 200
5https://progenetix.org/
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Table 1. Summary information about the two corpora used.
Corpus Articles (annotated)
name domain total train test
Orchards ecology 150 100 50
Cancer biomedical 200 150 50
information and, to help develop our methods, where this information was present in 201
the article. Our annotations show that the location reporting quality is varied in the 202
Cancer corpus6, but nearly always of high quality in the Orchards corpus (Fig 2 (a)). In 203
terms of the year of publication of the articles in our two corpora, it is the Orchards 204
corpus that shows greater variation, with articles spanning the range 1975-2016 (Fig 2 205
(b)); the oldest article in the Cancer corpus by comparison is from 1995, which makes 206
sense considering the corpus’ focus on particular scientific techniques which were only 207
developed in the 1990s. 208
(b) Article counts per year
goodmediumnone bad
(a) Location reporting quality
Fig 2. Comparison of the Orchards and Cancer corpora. (a) location reporting
quality in the article contents, (b) publication year of the articles. Categories for
location reporting quality (a): none: no mention of study/sample location; bad: implicit
location info or reference to another paper; medium: study/sample location info like
name of institute only and perhaps some locations not mentioned; good: explicit
study/sample location info that could probably be extracted and geocoded.
Processing pipeline 209
We now describe the steps of the processing pipeline we applied to the two corpora, 210
followed by any corpus-specific customizations we made to our code7. In general, we 211
tried to limit extracted locations to relevant locations in two ways: 1. by only looking 212
for locations in targeted portions of the article (pre-NER Extract text step) and 2. by 213
filtering identified locations (post-NER Filter locations step). 214
• Convert PDFs: The pipeline starts from a set of PDF documents, and converts 215
each document to 1. a plain text file, using pdfminer8, and to 2. an XML file 216
using CERMINE [41], a Java-based library to extract metadata and contents from 217
scientific article PDFs. Performing two independent file conversions means the 218
6We report further on the location reporting quality over time in S1 Fig.
7Our code alongside article information is available at https://github.com/eacheson/pyscine
8https://github.com/pdfminer/pdfminer.six
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pipeline has the possibility to recover from a failed XML conversion or from 219
insufficient headings in the XML file. 220
• Extract text: The next step targets portions of the article contents in which to 221
look for location information; this is done by identifying relevant headings (such 222
as methods or study site sections) using regular expression matching. Matches are 223
found by testing each paragraph beginning in the text files and each heading in 224
the XML files. When a match is found, paragraphs under the matched heading 225
are stored for the next step. At the end of this step, the pipeline continues using 226
only the XML files, unless relevant headings/text were identified in the text files 227
and not in the XML file. The article title identified in the XML file is also 228
separately retained for the further step. 229
• Identify locations: The text portions extracted in the previous step are now 230
processed for locations. First the text is split into paragraphs, normalized 231
(accented characters), split into sentences and words, and a part-of-speech (POS) 232
tagger is run over each sentence. The text is now ready for NER, which is 233
performed using Stanford NER [42], accessed from the NLTK python library [43] 234
(Stanford NER v3.8.0, NLTK v3.2.5). A 3-class classifier is used which tags each 235
word as one of ‘location’, ‘person’, ‘organization’, or ‘other’ meaning not a named 236
entity. These token (word, tag) combinations from the NER output are processed 237
using custom code which retains sequences of tokens as location candidates which 238
will then be triaged. The goal of this step is high recall, that is, to miss as few 239
true location descriptions as possible. Accordingly, we keep any sequence of words 240
with at least one named entity and include within these sequences words that 241
often appear within a location string, such as ’in’ or ‘upon’ and two-letter state 242
abbreviations. 243
• Filter locations: The location candidates identified in the previous step are now 244
filtered using rules to remove any candidate that is not deemed a relevant location, 245
including non-locations, suspected company locations, and citations. The rules in 246
this step were developed iteratively on the training set and are based on: tag 247
sequences (e.g. reject candidates with no ‘location’ tags), presence of keep words 248
(e.g. keep candidates with ‘University’ or ‘Institute’), presence of discard words 249
(e.g. reject candidates with ‘Inc’ or ‘GmbH’), and token (tag, word) combinations. 250
The goal of this step is to increase precision, while trying to maintain good recall. 251
This step produces our final list of identified content locations. 252
• Clean locations: Each content location string retained in the previous step is 253
cleaned of any trailing prepositions or punctuation before the geocoding step. 254
• Geocode locations: Each clean location string is sent to the Google Geocoding 255
API, and the top result is retained (if any results are returned). Each geocode 256
result provides structured location information, including a qualified string 257
representation of the location (such as ‘San Francisco, CA, USA’ for the query 258
‘San Francisco’), a latitude, and a longitude. 259
The processing pipeline is illustrated in Fig 3. Note that whenever a location 260
candidate is retained, the sentence it was found in is also retained, so that the final 261
output consists not only of identified content location strings and their geocode result 262
information, but also of their sentence context. This not only facilitates our own 263
evaluation, but allows for complex compositional location descriptions (such as ‘30 km 264
from Florence, Italy’) and coordinates appearing in text (such as ‘Florence, Italy (43.77° 265
N, 11.26°E)’) to be retained in our structured output for a human annotator to easily 266
access, as these are typically in the same sentence as a location that our pipeline does 267
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retain (such as ‘Florence, Italy’ in both previous examples). Note that we adapted and 268
ran the coordinate parsing code from [26], but it performed poorly on our data because 269
coordinate strings were often transformed erroneously during conversion from PDFs to 270
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Fig 3. Detailed view of the article processing pipeline. Pipeline illustrated
using an example from the Orchards corpus.
We minimally customized our pipeline for either the Orchards or the Cancer corpus. 272
The first and most important customization was in the regular expressions used to 273
detect relevant section headings (Extract text step). Relevant headings in the Orchards 274
corpus featured words like ‘region’, ‘area’, and ‘site’, whereas in the Cancer corpus, 275
words indicative of a relevant section heading included ‘patient’, ‘sample’, ‘specimen’, 276
and ‘subject’. The second customization was in the rules used to retain certain 277
sequences of tokens as location candidates (Identify locations step). In the Orchards 278
corpus, location strings often contained cardinal direction words (such as ‘east’, 279
‘southern’, or ‘northeastern’) as well as geographic entity type words (like ‘region’, 280
‘county’, and ‘park’). We found that including these words in our final location strings 281
had an overall positive effect on the geocoding step, mainly because it tended to keep 282
location words describing the same location together as one string as opposed to two 283
distinct strings (such as ‘Nancy (East of France)’ instead of ‘Nancy’ and ‘France’), 284
giving better context for the geocoding step. 285
Results 286
Our pipeline produced two main outputs: extracted location strings and geocode results. 287
In addition, evaluation could be performed against two slightly different units: location 288
units or article units. In order to evaluate our two main outputs separately as well as in 289
sequence, we first evaluated our pipeline in 3 stages, using the location unit (Table 2): 1. 290
first, we calculated whether each extracted string was correct (a true positive) or not, 291
giving a value for extraction precision; 2. we then separately evaluated the geocoding 292
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using the subset of true positive extracted location strings by calculating how often the 293
geocode result for these strings was correct or incorrect, giving a value for geocoding 294
accuracy; 3. we finally looked at the full set of extracted location strings (true and false 295
positives) and evaluated the final geocode result for each, giving a value for full pipeline 296
precision. This full pipeline evaluation includes several cases where the final result is 297
worse than the individual steps (a correct location string was extracted, but geocoded to 298
the wrong location, a false positive overall), but also a few cases where the full pipeline 299
is better than the individual steps (a wrongly extracted location had no geocode result, 300
resulting in a true negative overall). This is reflected in Table 2, where the full pipeline 301
precision is slightly lower than the extraction precision for both corpora9. 302
In a second evaluation, we evaluated extraction precision, recall, and F1 using the 303
article unit, in order to not give a disproportionate amount of weight to articles with 304
multiple study sites or sample locations. Specifically, we calculated both precision and 305
recall out of a maximum value of 1 for each article, where a precision of 1 meant all 306
extracted location strings were correct, and a recall of 1 meant all ground truth 307
locations (e.g. study sites) were represented in the extracted strings. We then summed 308
these values for an overall precision and overall recall, respectively (Table 2). Precision 309
and recall were combined into one value, F1, through their harmonic mean. Any 310
locations extracted from the title were included in this overall pipeline evaluation for 311
the Orchards corpus, as it was determined at the training stage that the titles in this 312
corpus, but not in the Cancer corpus, contained useful locations. 313
Table 2. Results for both corpora, organized according to whether the
location unit or article unit was used in evaluation.
location unit article unit
extraction geocoding full pipeline extraction (weighted)
corpus precision accuracy precision precision recall F1
Orchards 0.869 0.906 0.842 0.822 0.804 0.813
Cancer 0.810 0.980 0.778 0.740 0.769 0.754
Indeed, in the Orchards test corpus, 19 titles contained a location in the title, 314
whereas in the Cancer test corpus, just one title arguably contained a location, but in 315
adjectival form (e.g. ‘Korean tumours’). We achieved very good performance on title 316
extraction in the Orchards test corpus, with 0.95 for both precision (18/19) and recall 317
(18/19), and hence also F1. These locations were often a good overall summary of the 318
study region, but were also fairly often vague regions: in this test set, 6 out of 19 319
ground truth locations had some inherent vagueness (examples include ‘Southern 320
Russia’, ‘eastern Spain’, ‘European Alps’). 321
Our results in Table 2 show that generally performance was superior on the 322
Orchards corpus, which is consistent with the superior location reporting quality in that 323
corpus (Fig 2 (a)). However, the geocoding accuracy was higher for the Cancer corpus. 324
Though both corpora often had location strings which weren’t fully qualified with a city 325
or country, the Google Geocoding API still mostly gave correct answers for unqualified 326
strings in the Cancer corpus (e.g. ‘Massachusetts General Hospital’, ‘Royal Free 327
Hospital and Medical School’) but not in the Orchards corpus (e.g. ‘Via Emilia’, ‘Dry 328
Creek Vineyard’). Indeed, generally the Orchards corpus featured study sites in lesser 329
known locations outside of cities, whereas the Cancer corpus featured more well-known 330
location names such as cities in Europe and North America, and large hospitals or 331
research Universities. 332
9For the Orchards corpus, we present the results on a subset of articles consisting of studies, rather
than review articles, editorials, or articles in popular science magazines. These studies formed between
73-74% of articles in the full minimally-triaged collection, training set, and test set. For results on the
complete Orchards corpus, see the S1 Table in supplementary materials.
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We systematically classified the errors in our pipeline based on the 3-stage 333
evaluation results (Table 3 and Table 4). Only the main source of error for each location 334
unit was recorded and only when the full pipeline result was incorrect did we record an 335
error. NER errors were the most frequent kind of error, followed by not having 336
extracted the paragraph or sentence containing the location string (hence not making it 337
to the NER step). The ‘comma group’ errors occurred when there were multiple, 338
separate locations separated by commas, which our code chunked together as a single 339
qualified location (e.g. ‘Burlington, Cambridge’ where Burlington and Cambridge were 340
separate towns in Canada, instead of Burlington being contained by Cambridge). 341
Thankfully these comma group errors were all in the Orchards corpus and 3 of them 342
were in one article which listed several countries one after another, something which 343
could be adjusted in code by detecting comma-separated countries. 344
Table 3. Errors in both corpora classified into categories. Errors shown as raw
counts and as the percentage of the total errors for that corpus.
Orchards Cancer
error description count percent count percent
NER error 12 27.3 8 32.0
text portion not extracted 8 18.2 7 28.0
wrong/no geocode result 9 20.5 1 4.0
comma group 7 15.9 0 0.0
candidate filtering error 3 6.8 4 16.0
non-standard headings 3 6.8 0 0.0
other 2 4.5 5 20.0
total 44 100 25 100
Table 4. Examples for each error category.
error description example
NER error Rome tagged as location in ‘MacIntosh or Rome varieties’
text portion not extracted location only appears in Acknowledgements
wrong/no geocode result ‘Moldova Region’ in Romania geocoded to Moldova country
comma group ‘Burlington, Cambridge’ taken as one location
candidate filtering error company location not filtered out
non-standard headings ‘Almonds’ sub-heading contained study site info
other wrongly extracted publisher location in footer
Fig 4 illustrates the spatial distribution of geocoded locations extracted from our 345
two corpora at a global scale. Any extracted string which gave a geocode result is 346
mapped, and hence the color-coding represents the full pipeline precision (c.f. full 347
pipeline precision column found in Table 2). Note that, especially in the Cancer corpus, 348
the majority of full pipeline false positives are due to wrongly extracted locations 349
(extraction false positive), rather than geocoding errors. Hence the same map without 350
color-coding would represent what one would see when mapping a new, unevaluated 351
corpus. Both maps are dominated by locations in Europe and North America, 352
demonstrating underlying geographic properties of these corpora. For the Orchards 353
corpus, locations around the Mediterranean reflect the underlying intent of the corpus. 354
In the Cancer corpus, the locations identified suggest facilities capable of carrying out 355
sophisticated genetic analysis of cancers. In both maps, false positives are 356
predominately found in North America, likely reflecting both biases in the underlying 357
spatial data used in geocoding and an underlying tendency of the geocoder to default to 358
locations in North America. 359
August 28, 2019 10/18
(b) Cancer TP FP
(a) Orchards TP FP
Fig 4. Global maps of geocoded locations. (a) Orchards corpus and (b) Cancer
corpus. In both maps, full pipeline precision is represented (that is, any extracted string
which also gave a geocode result is mapped), with true positives (TP) in blue and false
positives (FP) in red.
Discussion 360
In this work, we sought to automatically extract and represent meaningful locations 361
from scientific articles from both the ecology and biomedical domains. Relatively few 362
works have been published on this specific problem and, of the works that share such an 363
aim, the majority have focused on the ecological domain [12–14,21,23,26], with two 364
works examining a slightly broader set of journals still focused on environmental 365
research [22,26], one studying geology articles [24], and one in the hydrology/ 366
hydrogeology domain [44]. In many of these works, location identification/extraction 367
from text is performed manually [12, 14,21,22] or semi-automatically [13]. Our work 368
shows that it is possible to build a fully automated pipeline, with limited customization 369
across research domains within the broader text type of scientific articles, and obtain 370
results of a high enough quality to be useful in the context of a meta-analysis or of a 371
geographical search/filter for articles. 372
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An important limitation of some current work is a tendency to develop customized 373
tools for particular tasks and corpora [29,30,45]. We deliberately set out to build a 374
more generic pipeline, whose focus lay on identifying relevant locations from scientific 375
articles using existing tools. Our approach therefore does not aim to optimize individual 376
components of the pipeline (e.g. NER for toponym recognition or geocoding for 377
toponym resolution), but rather aims to provide a useful set of filtered locations which 378
can then be subject to human analysis. To facilitate this, our pipeline delivers locations 379
in multiple formats (location strings, point coordinates, and location sentences), suitable 380
for review and correction by a human annotator to further increase the overall precision, 381
particularly using the location sentences. Confidence or uncertainty scores could also be 382
assigned to each article, such as is done in [46] where a baseline score is increased or 383
decreased based on the intermediate outputs of a rule-based pipeline. Finally, our task 384
and pipeline leads to output that is more manageable for a human annotator (e.g. in 385
the context of a geographical corpus analysis), because we focus precisely on those 386
locations that would be the main content locations for an article. 387
Although we aimed to develop a generic pipeline, we did include some elements of 388
customization. In particular for the Orchards corpus, we attempt to extract more than 389
location names by, for example, including cardinal direction terms. However, we make 390
no attempt to extract truly compositional place descriptions such as ‘30km from 391
Florence’ or interpreting these descriptions, though our code could be adapted to 392
recognize these types of expressions and could be given to a system similar to the one 393
in [46] used to georeference location descriptions for animal specimens. However, even if 394
such expressions were extracted with high precision, current geocoding tools typically 395
do not handle such expressions, despite long-standing calls to do so [36]. 396
One important limitation of our work is the representation of all extracted locations 397
as points. Although this is justified in most cases at a global scale, this may quickly 398
become inappropriate depending on the properties of a particular corpus. Depending on 399
our viewpoint and purpose, the Cancer corpus could be used to analyse locations 400
related to the genetic analysis of tumour data (where point representations, related to 401
specific facilities, are appropriate) or to explore locations related to tumour incidence 402
(where more aggregated locations, related to large regions served by specialized 403
hospitals, would be more meaningful). Indeed we are largely constrained to the use of 404
points to initially represent all extracted locations, given points are returned by the 405
geocoding service, but we could also use a bounding box for a subset of results, which 406
gives an indication of area. Importantly, by keeping location representations in both 407
textual and explicitly spatial form, there remains the possibility of re-generating and 408
refining geometries using the extracted location strings. 409
Though a point is a rather simplistic way to represent a single scientific article, a 410
larger collection of such points may be a good way to represent and map an entire 411
corpus of articles, particularly on the global scale where small differences in study site 412
areas would not be visible. Global density maps, such as the kernel density map of sites 413
in [14] or the rectangular-grid point aggregation in [26], can be created from point 414
collections and are especially useful to highlight geographical research gaps in the 415
corpus as a whole. As for interactive maps of study sites, a good example is 416
JournalMap10, a geosemantic search tool developed for an ecology-focused corpus where 417
locations have been manually identified [21]. One straightforward enhancement of this 418
tool would be to use bounding boxes to estimate the area/scale of study sites. 419
An alternative approach to performing our task would be to use sentence 420
classification, including recently developed deep learning approaches [47]. Instead of 421
identifying a set of relevant locations by targeting certain portions of the article 422
(pre-NER) and filtering irrelevant locations (post-NER), one could instead classify each 423
10https://www.journalmap.org/
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sentence in the article as either describing study/sample sites or not. Those sentences 424
likely to contain study/sample site descriptions could then be further processed to 425
extract location strings to be sent to a geocoding tool, such as is done in our work. Such 426
a classification approach was used in [23] who classify sentences into ‘environmental’ or 427
‘experimental’ sentences, with the environmental sentences featuring relevant locations 428
such as study sites, and experimental ones featuring irrelevant locations such as the 429
provenance of chemicals. 430
Conclusion 431
Writing a scientific paper is time-consuming and expensive, and we should maximize the 432
value of each and every scientific work. Full-text analysis on large article collections is 433
now possible, and should be increasingly applicable thanks to open access policies 434
making more full-text articles available for processing. In this paper, we processed two 435
collections of scientific articles, starting from collections of full-text PDFs, extracting 436
locations using NER tools and rule-based processing, and geocoding these locations to 437
spatially represent them. 438
Recording spatially explicit geographical information (such as a point coordinate, a 439
bounding box, or a set of geometries) for scientific articles is an important step to 440
facilitate meta-analyses and to identify geographical biases in scientific research. We 441
tackled this problem by building an automatic processing pipeline, with the following 442
takeaways: 443
• We use current tools, with minimal customization, making our pipeline easily 444
extendable to other corpora of scientific articles. 445
• Our pipeline has high precision for identifying and resolving relevant location 446
mentions (0.84 for an environmental corpus and 0.78 for a biomedical one) and is 447
effective in extracting relevant locations at the article level (F1 0.81 for the 448
environmental corpus and 0.75 for the biomedical one). 449
• We specify our task such that the aim is to filter and identify only relevant 450
location mentions, suitable for both visualization and processing by human 451
annotators. We reduce the number of location mentions to be triaged greatly 452
through our approach. 453
• An error analysis reveals that failures can occur throughout the chain. These 454
failures are also dependent on the nature of the problem specification (e.g. the 455
difference between identifying all toponyms or identifying relevant location 456
mentions). 457
Future systems will benefit from improvements in the performance of individual 458
system components (e.g. improved toponym recognition through deep learning 459
approaches). Equally, the ability of geocoders to return more complex geometries, as 460
appropriate for the scale of analysis, has clear potential for both representation and 461
analysis of scientific corpora. We suggest that future work focus not only on such 462
improvements in individual tasks, but also on gathering requirements from potential 463
users of geographical exploration and search interfaces for scientific article corpora. The 464
success of these approaches depends on their usefulness and practicality. 465
Supporting information 466
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S1 Fig. Location reporting quality over time for the Cancer corpus. We 467
combined our location quality judgements with the manually annotated publishing years 468
of all our manually annotated articles (N = 199, one article was excluded because it 469
contained no samples and instead developed an algorithm) to plot the evolution of 470
location quality reporting over time. For each time interval, we plotted the proportion 471
of articles in that time interval which were in each of 4 location quality categories (good, 472
medium, bad, none). The resulting plot suggests that location reporting quality is 473
slowly improving over time. In particular, the proportion of articles reporting no 474
location at all is steadily decreasing and the proportion of articles with either ‘good’ or 475
‘medium’ location reporting is trending upwards. 476
Location reporting quality over time, Cancer corpus
S1 Table. Full results for the Orchards corpus. Below, we show both the 477
results considering just studies (‘Orchards-studies’) and the results for the full set of 478
articles (‘Orchards-full’), including other article types (e.g. reviews, editorials, and 479
popular science articles). 480
location unit article unit
extraction geocoding full pipeline extraction (weighted)
corpus precision accuracy precision precision recall F1
Orchards-studies 0.869 0.906 0.842 0.822 0.804 0.813
Orchards-full 0.872 0.908 0.846 0.836 0.760 0.797
Acknowledgments 481
Many thanks to Markus van der Meer for direct access to PDFs forming the Orchards 482
corpus and to Paula Carrio Cordo and Michael Baudis for direct access to PDFs 483
forming the Cancer corpus. 484
August 28, 2019 14/18
References
1. Teitler BE, Lieberman MD, Panozzo D, Sankaranarayanan J, Samet H, Sperling
J. NewsStand: A New View on News. In: Proceedings of the 16th ACM
SIGSPATIAL International Conference on Advances in Geographic Information
Systems. GIS ’08. New York, NY, USA: ACM; 2008. p. 18:1–18:10. Available
from: http://doi.acm.org/10.1145/1463434.1463458.
2. Buscaldi D, Magnini B. Grounding Toponyms in an Italian Local News Corpus.
In: Proceedings of the 6th Workshop on Geographic Information Retrieval. GIR
’10. New York, NY, USA: ACM; 2010. p. 15:1–15:5. Available from:
http://doi.acm.org/10.1145/1722080.1722099.
3. D’Ignazio C, Bhargava R, Zuckerman E, Beck L. Cliff-clavin: Determining
geographic focus for news. NewsKDD: Data Science for News Publishing, at
KDD 2014. 2014;.
4. Dredze M, Paul MJ, Bergsma S, Tran H. Carmen: A twitter geolocation system
with applications to public health. In: AAAI Workshop on Expanding the
Boundaries of Health Informatics Using AI (HIAI). Citeseer; 2013. p. 20–24.
Available from: http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.
1.1.309.6126&rep=rep1&type=pdf.
5. Zhang W, Gelernter J. Geocoding location expressions in Twitter messages: A
preference learning method. Journal of Spatial Information Science. 2014;(9).
doi:10.5311/JOSIS.2014.9.170.
6. Middleton S, Kordopatis-Zilos G, Papadopoulos S, Kompatsiaris I. Location
extraction from Social Media: geoparsing, location disambiguation and
geotagging. ACM Transactions on Information Systems. 2018;.
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