Abstract. To describe a set of functions, which forms a reflexive subspace B of L 1 , a function η(B, ε) that characterizes their average integral growth is introduced:
Introduction
Consider a Lebesgue-Riesz space L 1 [0, 1] = L 1 of all summable real functions defined on [0, 1] . Certainly, L 1 is a Banach space under the norm
Let B be a (closed linear) subspace of L 1 . Certainly, if B contains a disjoint sequence of functions, i.e., a such sequence (f n ) n<∞ = (f n ) that f n (x)f m (x) = 0 (a.e.) when n = m, then B contains a subspace isometric to l 1 and, thus, is not reflexive. The converse result was proved in [1] .
Every non-reflexive subspace of L 1 contains an almost disjoint in L 1 system of functions -i.e. such a sequence (g n ) that lim n→∞ g n − f n L1 / g n L1 = 0 for some
This implies that any reflexive subspace B of L 1 does not contain any almost disjoint sequence.
In order to describe properties of a set of functions, which forms a reflexive subspace B of L 1 , it will be convenient to introduce a characteristic η of their average integral growth. Namely, let η(B, ε) = sup{sup{ x(t)χ e (t) L1 : mes(e) = ε} : x ∈ B;
x L1 = 1},
D. Aldous [2] showed that any infinite dimensional subspace of L 1 contains a subspace, which is isomorphic to some l p where p ∈ [1, 2] . So, the last of the estimates for η ⋆ (B, t) covers all infinite dimensional subspaces of L 1 . Certainly, if B ֒→ L 1 (the last symbol denotes that B is a subspace of L 1 ) is of finite dimension then the estimates above need not to be valid. E.g., for n < ∞ and R (n) be a n-dimensional subspace of L 1 spanned by the first n Rademacher functions, η(R (n) , t) ≍ t for t be close to 0, and η ⋆ (R (n) , t) is discontinues at the point t = 0. To state these results it will be needed to regard the space L 1 as a member of a class of symmetric Banach function spaces. Recall the definition. Definition 1. A Banach space E of (classes of ) Lebesgue measurable real functions acting on the interval [0, 1] is called to be symmetric if for any (measurable) functions x = x (t) and y = y (t) following conditions are hold:
1. If x ∈ E and |y(t)| ≤ |x(t)| (a.e) then y ∈ E and y E ≤ x E . 2. If x ∈ E and functions |y(t)| and |x(t)| are equimeasurable then y ∈ E and
Let E be a class of all symmetric Banach function spaces (they in the future will be referred as to symmetric spaces). This class contains Lebesgue-Riesz spaces L p ; Orlicz spaces L M , Lorentz spaces Λ (ϕ), Marcinkiewicz spaces M(ϕ) and M 0 (ϕ) (the last classes will be defined below) and so on.
By the way, one question of Ch. J. la Vallée Poussin, which will be formulated below, will be answered. Besides these results, it will be obtained an alternative simple proof of the following known result:
Any space L p (1 < p < 2) contains an uncomplemented subspace, which is isomorphic to the Hilbert space.
Some results of the article were announced in [3] .
Definitions and notations
Let E be a symmetric space. Its fundamental function ϕ E (t) is given by
To any measurable function x(t) there correspond: its distribution function
its non-increasing rearrangement
With each symmetric space E will be associated two more spaces: its absolute continuous part
its dual space
The space E 0 will be equipped with a restriction of the norm · E ; a norm of the space E ′ is given by
. Let E be a class of all symmetric spaces The class E may be partially ordered by a relation E ⊂ c F that means that E, as a set of functions, is contained in F , and that for any function x ∈ E, x E ≤ c(E, F ) x F . To be more precise, let us define an operator i (E, F ) : E → F , which asserts to any x ∈ E the same function x ∈ F . This operator is called the inclusion operator. Its norm (that is the infimum of all possible constants c(E, F )) is called the inclusion constant. So, the notation E ⊂ c F means that the inclusion constant c(E, F ) < ∞. If c(E, F ) = 1, then it will be written E ⊂ 1 F . When E ⊂ c F and F ⊂ c E, we shall write E ≈ c F . In what follows it will be assumed that for any E ∈ E its fundamental function ϕ E (t) satisfies a condition ϕ E (1) = 1. This implies (see [4] ) that a partially ordered set E, ⊂ 1 has unique the maximal and the minimal elements: for any E ∈ E,
A function ψ (t) defined on [0,1] will be called a M-function if ψ (0) = 0; ψ (1) = 1; both ψ (t) and 1/ψ (t) are non-decreasing for t > 0.
Let ϕ (t) be the a M-function. A Lorentz space Λ (ϕ) is a Banach space of all measurable functions x(t) on [0, 1] with a norm
A Marcinkiewicz space M(ϕ) is a Banach space of all measurable functions on [0,1] with a norm
The absolute continuous part (M(ϕ)) 0 is also called the Marcinkiewicz space and will be denoted M 0 (ϕ).
Clearly
It is known (see [4] ) that the spaces Λ (ϕ) and M(ϕ ⋆ ) are extreme among all symmetric spaces E with a fundamental function ϕ E (τ ) = ϕ (τ ): this condition implies that
Spaces M 0 (ϕ), Λ (ϕ) and M(ϕ ⋆ ) are in duality:
The Ch.J. la Vallée Poussin's problem
Let B be a reflexive subspace of L 1 ; E be a symmetric space. It will be said that B can be transferred into E if every function x(t) ∈ B belongs to E and there exists a constant c ∈ [1, ∞) such that for all
La Vallée Poussin proved (cf. [5] ), certainly, in other terminology, that any reflexive subspace of L 1 can be transferred into some Orlicz space L M that is distinct from L 1 , and interested in bounds of such transfer. We state the full solution of this problem.
Let B be a reflexive subspace of L 1 . Let T (B) ⊂ E denotes a class of all symmetric spaces E with the property: B can be transferred into E.
If B is nonreflexive then the set T (B) also can be defined. However in this case it is trivial: if E ∈ T (B) then E is equal to L 1 up to equivalent norm (more precise:
In what follows B is assumed to be reflexive. For all x ∈ B the following equality holds:
Proof. Let E ∈ T (B). Then there exists a constant c < ∞ (which depends on B and on E) such, that for all x ∈ B, x E ≤ c x L1 . Define on E a new norm
Immediately, norms | · | and · E are equivalent; E, | · | = E 1 is a symmetric space too; ϕ E1 (1) = 1 and, for all x ∈ B, |x| E = x E . Consider, according to [6] , a space
which consists of all functions x(t) that are common to all E ∈ T (B). A norm on m(B) is given by
Obviously, x m(B) = x L1 for all x ∈ B and m(B) ⊂ c E for all E ∈ T (B).
Theorem 2. A fundamental function of the space m(B) is given by
Proof. Let x ∈ B; x L1 = 1. Then
Hence,
where M(ψ) is a Marcinkiewicz space with ψ(t) = ((η(B, t)) ⋆ ) ⋆ . This implies that, for all x ∈ B, x M(ψ) = x L1 , i.e. that M(ψ) belongs to T (B). Clearly, m(B) ⊂ 1 M(ψ) and thus
To state the converse, note that from the Hölder inequality follows that for any
where E is any symmetric space such that x ∈ E; E ′ is its dual. Hence, for any
How η(B, t) depends on the geometry of B?
We consider separately two cases:
1. B contains a subspace, which is isomorphic to a space l p for some p ∈ (1, 2). 2. B contains a subspace, which is isomorphic to the Hilbert space l 2 .
Theorem 3. Let W be a reflexive subspace of L 1 that contains a subspace isomorphic to l p for a given p ∈ (1, 2) . Then
where the constant c W depends only on W .
Proof. Let p ∈ (1, 2); W be a subspace of L 1 isomorphic to l p . Assume that a sequence (f n ) (= (f n ) n<∞ ) ⊂ W is equivalent to the natural basis of l p . It may be assumed that f n = 1 for all n ∈ N.
Fix M ∈ N. Any function f m for m < M generates a probability measure P m on [0, 1], which is given for e ⊂ [0, 1] by
M (the Carthesian product of M copies of [0, 1]) a probability measure P M by the rule are relatively weakly compact with respect to a convergence by the law, ν N is a probability measure. Clearly, the ultrafilter D defines an invariant mean on the union ∪{G n : n < ∞}; a family {ν N } N <∞ is projective. Thus we may apply the classical Kolmogoroff theorem to define in a standard way a probability measure ν ∞ on [0 
because of (g n ) is equivalent to the natural basis of l p . Hence, their mean distribution function converge to the standard symmetric Levy's p-stable law. From [7] follows that
where
By standard arguments, similar to those that was used in [8] , the function t 
So, the desired estimate is obtained.
where C B depends only on B.
Proof. If B contains a subspace isomorphic to some l p , where p ∈ (1, 2), then the desired estimate follows from Theorem 3. If B does not contain any such subspace, then, according to [2] , B contains a subspace W , which is isomorphic to l 2 . Let m(W ) be a corresponding boundary space. Obviously, m(W ) ⊂ c m(B). Clearly, W (when it is regarded as a subspace of m(W )) does not contain almost disjoint in m(W ) sequences. Thus, according to [9] , m(W ) satisfies an inclusion:
where G 0 is the absolutely continuous part of an Orlicz space L M with a norming function M (u) equivalent to e u 2 − 1. Its fundamental function up to a norming factor is equal to [log(
for some constants C 1 , C 2 , C B .
Boundary and binary symmetric spaces
The 
A class of all boundary spaces will be denoted Li.
From [8] it follows that the above mentioned space G 0 is a boundary for a subspace R ֒→ L 1 , which is spanned by Rademacher functions. From [10] , th. 6, may be deduced that the space M 0 t 1/q is a boundary space for a subspace S p ֒→ L 1 that is spanned by a sequence (g n (t)) n<∞ of independent equidistributed functions with the characteristic function
Nevertheless not every symmetric space is a boundary one. E.g., if G 0 c E, then each subspace of E contains an almost disjoint in E sequence of functions and, hence, norms · E and · L1 cannot be equivalent on infinite dimensional subspace of E.
Another examples are presented by members of a class of binary symmetric spaces, which were introduced in [11] . Let E be a symmetric space; B ֒→ E;
Definition 3. A symmetric space E is said to be binary if for any infinite dimensional subspace B ֒→ E its characteristic η E (B) is equal either to 0 or 1.
A class of all binary spaces will be denoted Bi. The first example of a binary space was the space L 1 . In [12] it was shown that any Lorentz space is binary. In [11] this result was improved: it was shown that any L p for p < 2 is binary. For p ≥ 2 spaces L p are not binary ones. Proof. If B is a such subspace of L 1 , which can be transferred into a binary space E, then η E (B) = 0, as it follows from definitions. However, if E is a boundary space m(B) then η E (B) = 1 (thus if E ≈ c m(B) then η E (B) = 0). Indeed, from the proof of theorem 2 follows that for all x ∈ B
where ψ(t) = η ⋆⋆ (B, t). Hence,
These inequalities prove the theorem.
The next result is, apparently, the first step in studying of order properties of an order interval
of those symmetric spaces E, which have a given fundamental function ϕ E (t) = ϕ (t). M.I. Kadec and A. Pe lczyński [1] showed that for p ∈ [2, ∞) any subspace of L p , which is isomorphic to the Hilbert space l 2 , is complemented in L p .
For p ∈ [1, 2) the situation is different. Certainly, L 1 does not contain any complemented reflexive subspace. For p ∈ (1, 2) the space L p contains a complemented subspace, which is isomorphic to the Hilbert space, e.g., a space R p which is spanned in L p by Rademacher functions.
Nevertheless, in [13] , p. 145, was pointed out that one W. Rudin's result on Λ(p)-sets [14] implies that any space L p for p ∈ [1, 4/3] contains an uncomplemented subspace W , which is isomorphic to l 2 . It was conjectured that the same is true for a whole interval [1, 2) . This conjecture was verified in [15] , where for its proof was used a complicated construction. From the preceding technique follows a simple proof of this fact. and, hence, η (R, t) ≍ ψ (t) = t/ϕ (t) for t > 0. Chose a non-decreasing positive function f (t) ∈ L 1 such that
and consider a subspace W = [f R] of L 1 , which consists of all measurable functions x(t) of kind: x(t) = f (t)y(t) for some y(t) ∈ R. Clearly,
f (t)dψ(t)] −1 .
Thus, since
there exists a constant c = c(W ) such that
Hence, W can be transferred into L s and cannot be transferred into L p . Let us regard the space W as a subspace of L s . This subspace is isomorphic to l 2 and is complemented in L s . Its conjugate, W * , which is also isomorphic to l 2 , may be considered as a complemented subspace of (L s ) * = L r . Obviously, on W * norms of L r and of L 1 are equivalent. So, there exists some constant λ < ∞ such that for all x ∈ W * the following inequality holds:
i.e., on W * norms of L p and of L 1 are equivalent too. W * may be regarded as a subspace of L p , which is isomorphic to l 2 . Nevertheless W * * = W cannot be transferred into L q . This means that W * is uncomplemented subspace of L p . Since p ∈ (1, 2) is arbitrary, the proof of theorem follows .
