Abstract-We present time-domain techniques for modeling, characterizing, and measuring anechoic and semi-anechoic chambers used for emission and immunity testing of digital devices. The finite difference time-domain (FDTD) approach is used to model and characterize these chambers. In the FDTD model presented here, we discuss methods used to eliminate the need to spatially resolve the fine detail of the absorbing structures; present a differential-operator approach for incorporating both frequency-dependent permittivity and permeability into the time domain; and discuss the effects of gaps and holes in ferrite-tile absorbers on both absorber and chamber performance. Comparisons of the FDTD chamber model with measured data for different chamber sizes are presented. Finally, we discuss and illustrate how time-domain techniques can be used to characterize chambers, predict performance, and diagnose problems with both absorbers and chambers. With time-domain and frequency-domain techniques, we show how the performance of chambers can be significantly altered with only small changes in the type of absorbing structure used, and we illustrate how undesirable modal field distributions can occur inside a chamber when a nonoptimal absorber is used.
I. INTRODUCTION
T HROUGHOUT his career, Dr. Motohisa Kanda developed and/or analyzed various problems relating to electromagnetic compatibility (EMC) and electromagnetic interference (EMI). A large part of his work related to different aspects of anechoic and semi-anechoic electromagnetic test chambers, including antennas, standard fields, and chamber analysis.
Test chambers are an essential part of the EMC industry. In order for manufacturers of digital electronic equipment to market their products worldwide, the products must meet both domestic and international emissions and immunity standards. Because of the increasing outdoor radio noise environment, outdoor test sites are becoming a less viable option for performing these tests in many areas. Anechoic and semi-anechoic chambers provide an accurate and convenient environment for EMC testing; hence, they are an important tool for achieving EMC compliance.
Such chambers consist of an exterior metal enclosure lined with some type of electromagnetic absorbing material on the interior walls and ceiling. The metal walls shield the test volume from outside ambient radio signals. A chamber is considered anechoic (or fully-anechoic) if an absorber is placed on the floor of a chamber, and is considered semi-anechoic if no absorber is placed on the floor. The type of absorber used in these chambers varies depending on both the type of test being performed and the manufacturers of the absorber and chamber. A description of some of the more commonly used absorbers can be found in [1] . Fig. 1 depicts a commonly used hybrid absorber, consisting of some type of tapered carbon-loaded urethane structure (typically cones or wedges), backed by a series of dielectric slabs (these different slabs may or may not be lossy), an air layer, a ferrite tile, and a dielectric layer. Judicious choices of the material properties, dimensions, and type of tapered structure can provide an optimal broad-band absorbing structure [1] . Typically, this type of hybrid absorber is used for a frequency range of 30 MHz to 3 GHz, or higher.
This paper focuses on chambers that are primarily used for immunity and emission testing of digital devices. Immunity and emission requirements test for two different phenomena; hence, U.S. Government work not protected by U.S. copyright. the chambers for these two tests have different requirements that must be met before a chamber can be used as a test facility. Products are tested for immunity to insure that they will work properly in an external electromagnetic field, as specified in IEC-61000-4-3 [2] . Since these measurements are referenced to free space, they are performed in a fully-anechoic chamber or a semi-anechoic chamber with absorber placed on at least a portion of the conducting floor. In order for a chamber to be certified for immunity testing, certain chamber performance criteria must be met. The performance of the chamber is determined by measuring the field uniformity over 16 points on a m test surface at frequencies of 80-1000 MHz. If the fields vary by less than 6 dB at 12 of the 16 points, the chamber is considered equivalent to free space and acceptable for immunity testing.
Electronic products that have devices with clock speeds of 9 kHz or higher are tested for emissions [3] . Devices and/or products are tested for emissions to ensure that electromagnetic field strengths emitted by the device and/or product are below a maximum specified electric field strength over the frequency range of 30 MHz-1 GHz.
The reference site for emissions measurements is an ideal open-area test site (OATS), which is an open and flat area equipped with a large perfectly-conducting ground plane (in principle, an ideal OATS would be infinite in size). The reason why an OATS is used for emissions testing is explained below. Since an OATS, with a perfectly-conducting ground plane having no reflections (except for the intended ground reflection), represents the reference site, a semi-anechoic chamber is used to replicate an OATS. Recall that an ideal semi-anechoic chamber would have no reflections (except for the intended ground reflection). The ability of a semi-anechoic chamber to simulate an OATS is determined by comparing its measured site attenuation to the site attenuation calculated for an ideal OATS. The site attenuation is essentially an electric field as measured using antennas with known antenna factors [4] . If the volumetric measured site attenuation is within 4 dB of the calculated OATS site attenuation from 30 to 1000 MHz, a chamber is considered equivalent to an ideal OATS and is acceptable for performing emissions measurements as specified in ANSI-C63.4 [5] and CISPR-22 [6] .
For immunity tests, it is obvious what the standard is trying to test for, i.e., for harmful effects when a product is immersed in a uniform field. The situation for an emissions test is quite different. For emission tests using an ideal OATS, i.e., an infinite perfectly-conducting ground plane, the question that arises is, "What environment is this test simulating?" To answer this, we must first recall the history of this test procedure. We can then ask the question, "In today's electronic environment, is a standard emissions test still appropriate and does it test a product in a realistic environment?"
To get at the roots of the emissions test we go back to the 1960s. It was during that time that the International Business Machines (IBM) 1 corporation studied the electromagnetic radiation characteristics of electronic data processing (EDP) and office machines (OMs) [7] . The Computer and Business Equip-ment Manufacturers Association (CBEMA) later expanded this work and produced a comprehensive report [8] . These studies were conducted with the goal of better understanding the interference problem with TV and radio reception, and, in particular, to develop measurement methodologies, procedures, and field-level emissions guidelines. The experimental set-up for these studies consisted of 1) a TV with a receiving antenna and 2) a transmitting antenna placed over a conducting earth (in later years a metallic conducting ground plane was added in order to improve repeatability). The transmitter and TV were separated by 30 m and the TV antenna was 10 m above the ground. The separation distance of 30 m was based on the typical physical proximity of the receiving antennas to EDP or OM installations [7] . A survey was conducted in 12 geographical regions of the United States and Canada and covered 243 EDP installations and 826 observed antennas. The results of the survey showed that 89% of receiving antennas were located at distances of 30 m or more from electrical equipment installations [7] . Thus, the separation of 30 m was chosen in order to minimize interference to TV antennas. The antenna height of 10 m was based on a similar survey. The relative height of VHF/UHF receiving antennas was found to vary between 9 m and 77 m, with 50% of the antennas having a relative height between 7.7 and 14 m. Thus, a standard height of 10 m was adopted. Field strengths that disrupted TV reception were recorded, and a set of field-strength guidelines were derived.
Over time, interference problems with other electronic devices and products were noted, and as a result, the Federal Communications Commission (FCC) realized that emissions guidelines for electrical products were needed. The FCC relied on the work of CBEMA [8] for the emissions guidelines [9] . Hence, the emissions test (i.e., testing a product above a ground plane at a specified antenna separation and height) is historically based on interference problems with TV reception. Today, products are tested for either Class A (commercial electronics) or Class B (consumer electronics) limits: Class A equipment having protection limits at 30 m; Class B equipment having protection limits at 10 m. However, both of these tests' limits can be related to tests at a 3-m separation distance [7] and [8] .
Semi-anechoic chambers were first used for emissions measurements during the 1970s as an alternative to an OATS. At present, emissions tests are typically carried out at either 3-m or 10-m separation distances of the received antenna and the equipment under test (EUT). Chambers are referred to as 3-m or 10-m chambers depending on which separation they can accommodate. The 3-m separation is a scaled version of the 10-m separation; such chambers are often preferred because they are less costly to construct.
One problem with the emissions test standard is that it is based on an interference paradigm (interference to terrestrial broadcast TV) that is, in general, no longer valid nor realistic today. Emissions problems are quite different today. In a recent report [10] , the FCC indicated that 85% of U.S. households receive their TV service from either cable, direct broadcast satellite (DBS), or other multichannel video programming distribution service, and that only a small fraction of U.S. households receive their TV via direct terrestrial broadcast. Coupling to TV antennas designed to receive terrestrial broadcast may no longer TABLE I  SIZE AND TYPE OF THE FOUR CHAMBERS USED IN THIS ANALYSIS be an issue. However, in recent years, a proliferation of communication devices that are subject to interference have been introduced into the marketplace. Today, cell phones and pagers are used in confined offices containing personal computers (PCs). Many different products containing microprocessors (e.g., TVs, VCRs, PCs, microwave ovens, cell phones, etc.) may be operating in the same room. Different electronic products may also be operating within metallic enclosures (e.g., cars and airplanes). The walls, ceiling, and floor of an office, a room, a car, or an airplane may or may not be highly conducting. Hence, emissions from electric devices in these types of enclosures will likely be quite different from emissions at an OATS. In fact, the environment may more likely behave as either a reverberation chamber or a free space environment. Thus, would it not be better to perform a different type of emissions test more appropriate to today's electromagnetic environment? Perhaps emissions should be measured in a free-space type environment (i.e., in fully-anechoic rooms), or a total-radiated-power test should be performed (i.e., a reverberation chamber test). This dilemma is a serious one, but will not be further addressed here. As it stands, the OATS type of emissions measurement is how most electric products are tested today.
Emissions chambers are more difficult to build than immunity chambers because their limits are specified over a wider frequency range, and because the measured site attenuation of an emissions chamber must be compared directly to a calculated site attenuation. Calculated site attenuation includes antenna factors and equipment calibration errors with only 1 dB budgeted for site imperfections (ANSI C63.6, 1988 [11] ) (i.e., reflections from the absorbing structures placed on the walls). The immunity specification only compares the total electric field at a given test point relative to the value at other test points, whereas the emissions specification compares the measured field directly to a calculated field. The emissions requirement is an absolute comparison, while the immunity requirement is a relative comparison. Hence, reflections from the walls, ceiling and floor of an immunity chamber are acceptable if they produce similar effects on the total electric field at 12 of the 16 test points. In contrast, reflections from the walls and ceiling (or the floor, in the case of secondary reflections) of an emissions chamber can cause differences between the measured and calculated site attenuation that may exceed the 4-dB criterion.
When a newly designed chamber does not meet the desired chamber specification, the chamber vendor must redesign and retrofit the chamber. This requires either replacing the absorbing structures previously used or, in some cases, actually rebuilding the metal enclosure. Since a new chamber can cost as much as $300 K-$2 M, accurate predictions of a facility's performance, prior to construction, is crucial. One reliable method of verifying design performance, prior to chamber construction, is to model the chamber's performance with a complete three-dimensional (3-D) solution of Maxwell's equations throughout the interior of the chamber.
In this paper, we present a finite difference time-domain (FDTD) model for predicting the performance of electromagnetic test chambers. We discuss various chamber performance issues and discuss the use of different techniques for characterizing and diagnosing problems with existing test chambers. The paper is organized as follows. After the introduction, Section II presents the FDTD model, where we will 1) discuss methods used to eliminate the need to spatially resolve the fine detail of the absorbing structures; 2) present a differential operator approach for incorporating both frequency-dependent permittivity and permeability into the time domain; and 3) discuss source excitation. Section III discusses the effects of gaps in ferrite tiles on absorber performance and presents a model for incorporating gaps in a 3-D FDTD model. In Section IV, we discuss the effects of holes in ferrite-tile absorber and discuss why holes have less effect than gaps. In Section V, comparisons of modeled results and measurements are provided in order to validate the FDTD chamber model. Section VI discusses the use of time-domain analysis techniques for characterizing and diagnosing problems with existing test chambers. In this section, we show various examples, including how changing the type of absorber affects the overall performance of a chamber, and illustrate how nonoptimal absorbers can result in undesirable modal types of field distribution inside a chamber.
In this paper, we present various results for four different chamber sizes. Three are semi-anechoic chambers and one is a fully anechoic chamber. These four chambers are described in Table I , and throughout the paper we will refer to each particular chamber by the name given in Table I . The dimensions for the chamber given in this table are interior metal wall dimensions. Results in this paper correspond to various absorber types and configurations. The types of absorbers used in the chambers are described as needed.
II. FDTD CHAMBER MODEL
There are various full-wave numerical and quasi-analytic techniques that can be used to predict the performance of anechoic and semi-anechoic chambers. These techniques include the finite element method (FEM), the integral-equations-based method of moments (MoM), the FDTD technique, and ray-tracing. Depending on the particular electromagnetic problem of interest, each technique has advantages and disadvantages. Because of the broadband nature of the desired solution for the anechoic chamber (i.e., it is desired to predict the chamber's performance for the frequency range of 30 MHz-1 GHz), a full-wave time-domain method like the FDTD technique is well suited for predicting chamber performance.
In general, the FDTD technique requires the volume of the computational space (i.e., the chamber and absorber structure) to be subdivided into unit rectangular parallelepiped cells. The magnetic and electric field vector components on these cells are represented by a Yee space lattice [12] . Using this scheme [12] , [13] , the coupled Maxwell's curl equations are solved for both the -and -fields in time and space.
The algorithm is implemented using a staggered grid in both space and time with the electric and magnetic fields offset by one-half of the spatial increment and one-half of the time increment. For example, using cartesian coordinates and central differences with time increment and space increments , the components of the -and -fields are given as follows:
(1) (2) with (3) where the integers and represent the discrete cartesian space and time coordinates, respectively, and and denote permittivity, permeability, and conductivity, respectively. The other components have a similar structure. In these equations, corresponds to the electric fields at the new (or current) time step, corresponds to the electric fields at the previous time step, corresponds to the current magnetic fields (calculated with ), and corresponds to the magnetic fields at the previous time step. By staggering in both space and time, a compact but explicit central-difference scheme is achieved. Typically, the finite difference technique is implemented by first advancing all the -fields in the computational volume by using the -fields at the previous time step. Then the -fields are advanced by using the -fields that were just calculated, and so on.
For stability of this FDTD scheme, one needs to ensure that (4) where is the maximum speed of propagation in the computational volume, and and are the cell sizes in the and directions, respectively. This criterion is referred to as the Courant or the Courant-Friedricks-Lewy (CFL) stability condition [14] , [15] , and essentially states that the numerical speed of propagation must exceed the physical speed of propagation for numerical stability.
Obviously, to ensure a faster central processing unit (CPU) run time for the FDTD scheme, the time step needs to be as large as (4) allows for numerical stability. From (4) it is seen that the maximum possible time step is based on the minimum required spatial cell size.
A. Choosing and Reducing the Spatial Cell Size
The size of the spatial increment is governed by two requirements. First, the finite difference grid should resolve the highest frequency of interest, which is accomplished usually by using at least 10-20 cells per wavelength at this frequency. Second, the cell's size should be small enough to ensure that all scattering objects in the computational volume are spatially resolved by the cubic cells (particularly the absorbing structure for this application; see Fig. 2 ). For low frequencies, this second requirement is the most restrictive on (where represents any of the spatial cell sizes, i.e., or ) and can result in long computation times because of the Courant stability condition.
The development of the methodology for determining the effective averaged material properties [16] , [17] has removed this second requirement on for the problem considered here. In [16] , it was shown that by using the technique of homogenization, tapered absorbing structures can be replaced with an effective stratified medium. This inhomogeneous medium can then be replaced by thin homogeneous layers, where each layer has different material properties. The material properties for each layer depend on the type of absorbing structure used. References [1] and [16] - [20] give expressions for the effective material properties for some of the more common absorbing structures. Square-tapered carbon loaded urethane absorber (pyramidal absorber) is the most commonly used absorber, and propagation in the pyramidal region can be modeled by thin, planar layers oriented perpendicular to the -directed axes of the pyramids [1] , [16] . Each layer consists of a periodic array of thin squares of absorber, embedded in an isotropic background region of permittivity and permeability , respectively. If the period of the array is smaller than a wavelength and a skin depth, then the layers can be modeled as uniaxially anisotropic materials with the material properties given in [16] ( 5) where refers to the transverse ( and ) directions, and are the permittivities of a vacuum and the absorber material, and are the permeabilities of a vacuum and the absorber material, and represents the fraction of space occupied by the absorber (different for each layer because of the taper of the pyramids [16] ) where is the length of the pyramids and is the distance from the tip of the pyramids. The first two equations in (5) are exact, while the second two are approximate and known as the Hashin-Shtrikman formula [21] . These equations are accurate within about 5% [22] for the values of and encountered in practice. Effective material properties for other types of tapered structures are found in [1] and [16] - [20] . In these effective-media (or homogenization) models, the absorbers on the walls of the chamber [see Fig. 3(a) ] are replaced with several homogeneous layers [see Fig. 3(b) ]. The number of layers used to approximate the absorber depends on the size and carbon-loading of the absorber structure. For the typical tapered absorber used today (i.e., taper lengths no longer than 2 m and moderate carbon-loading [1] ), 10-15 layers are required for accurate results. The accuracy of these homogenization (or effective-media) models for the different types of tapered absorbing structures is discussed in [17] , and [23] - [27] . These references compare the reflectivities (the reflection coefficient in decibels) of different types of absorbing structures obtained by effective-media models to those obtained from various full numerical solutions for the plane-wave reflection coefficient.
It is important to note that these effective-media models are valid as long as the wavelength in the material is large compared to the spatial period of the tapered structures [23] , [27] . When either the frequency of operation or the material properties of the absorber become too high, the effective-media models break down. This is illustrated in Figs. 4 and 5. Fig. 4 shows how the models fail as the ratio of (where is the period of the tapered structure and is the wavelength in the absorber) becomes large. Notice that the effective-media model (referred to as EMM in Figs. 4 and 5) and the full-wave solution (an FDTD model) correlate for . However, the effective-media model breaks down for . Fig. 5 (a) and (b) shows how the effective-media model breaks down as the material properties (both and ) of the absorber increase, thus decreasing the wavelength in the absorber, so that the ratio can no longer be considered small.
By using these effective-media models, the absorbers on the walls of the chamber depicted in Fig. 3(a) are replaced with several homogeneous layers [see Fig. 3(b) ], eliminating the need to spatially resolve the horizontal dimensions of the absorbing structures. This same procedure is used in most chamber raytracing models [28] , [29] . Therefore, the spatial cell size, and more importantly the time steps, are governed by only the maximum frequency of interest and not the geometry of the tapered absorbing structure.
B. Incorporating Frequency-Dependent Materials in the Time Domain
The time-marching scheme mentioned above works well as long as the material properties of each of the layers in the effective-layer model of the chamber ( and ) are independent of frequency. However, for standard materials used in these chambers (both tapered absorbing structure and ferrite tiles), and depend strongly on frequency. This is illustrated in [1] and in Fig. 6(a) and (b) . In this figure, the frequency dependence of and for typical absorbing materials is illustrated. Therefore, in order to use the FDTD technique, the frequency dependence of and must be handled properly. The standard manner of handling the frequency dependence is by a convolution-integral approach [30] . This approach works well; however, it becomes very complicated when incorporating the effective material properties of a tapered structure [e.g., (5)]. By using the concept of electric and magnetic susceptibility and a Debye model for the frequency dependence, the FDTD technique can be modified to eliminate the need for using the convolution-integral approach. This scheme is described below.
Regions in the absorber that have only frequency-dependent (typically the tapered and bulk layers of the absorber, but not the ferrite tile) are investigated first. We start by assuming that the frequency dependence of the absorbing structure can be accurately represented by a series of first-order Debye rational functions; i.e. (6) where and are constants representing the absorption peak and relaxation frequency, respectively, of the bulk material. For a given frequency dependence of (typically obtained from measurements), the unknowns ( 's and 's) for a given are obtained by using a least-squares optimization procedure. For typical absorber materials, only two to three Debye terms are required to accurately represent the frequency dependence [31] .
Recall that the electric displacement is given by (7) where is the electric polarization vector given by (8) and is the electric susceptibility. Using (6), can be approximated with first-order Debye rational functions
By replacing with , a time-domain operator relating the current-time value of to the previous-time values of and is obtained. With this electric susceptibility approach, the time-marching scheme is implemented in the following manner.
1) Use the curl equation for to obtain a finite difference equation relating to . Calculate the current fields from previous and fields. 2) Use (8) and (9) to obtain a difference equation relating to . Calculate the current from the previous and . 3) Use to calculate the current field. 4) Use the curl equation for to calculate the current field. A similar procedure is used to develop a set of time-advance equations for frequency-dependent magnetic materials (such as ferrite tiles). The bulk permeability properties of a ferrite material can also be represented by the following first-order Debye model: (10) where the constants and represent the absorption peak and relaxation frequency, respectively, of the bulk material. Note that for ferrite materials one Debye term is all that is required for an accurate representation of the frequency dependence. For the ferrite tiles used here [properties shown in Fig. 6(b) ] these constants are and Hz. The field is given by (11) where is the magnetic polarization vector and is given by (12) and is the magnetic susceptibility, where
By replacing with , we obtain a time-domain operator relating the current-time value of to the previous time values of and . With this magnetic susceptibility approach, the time-marching scheme is implemented in the following manner.
1) Use the curl equation for to obtain a finite difference equation relating to . Calculate the current fields from previous and fields. 2) Use (12) and (13) [32] . Reference [32] presents details on how a time-domain operator relating the current time value of to the previous time values of and is derived. In regions that have both frequency dependent and , the two approaches discussed above can be combined to give a procedure for general materials. Details are not given here.
C. Excitation of Chamber
In the FDTD chamber model an incremental (i.e., dipole) current element is used as the excitation source. The current source is injected into the computational space using a so-called soft source [33] , in which an external (i.e., impressed) electric current density source is applied in the curl H equations (i.e., the Ampere-Maxwell equation). For -directed current, the current density is given by the following: (14) where represents the current as a function of time. In the simulations presented here, we choose this function to be the first derivative of a Gaussian time dependence as given by (15) where is a constant used to ensure that has a peak value of 1 A, and and are constants used for determining the frequency content of the pulse. In this analysis, we choose ns and , which ensures that the pulse had significant frequency content from 30 MHz to 400 MHz.
The current density is injected into the computation space through the component of the -field, and it can be shown that the -field at any location where the source is to be impressed is given by (16) where the term on the right-hand side of the equation is obtained from the standard FDTD update equation. For one time-step, all of the -and -fields are updated, then the source equation given in (16) is applied. At a distance away from the source point, the time-domain characteristics of the fields will essentially be the time derivative of the input current . This will be seen in some of the results that follow.
Once the time-domain fields are calculated, the frequency domain response of the field at an observation point is obtained by (17) where and are the Fourier transforms of the field and the excitation source , respectively.
is the peak value of the source current, which equals 1 A for the given above. This quantity is independent of the source's frequency spectrum (over the frequency range of the source) and relates directly to site attenuation.
III. GAPS IN FERRITE TILES
In the installation process used to place ferrite tiles on anechoic chamber walls, gaps between the individual tiles are inevitable. These gaps are depicted in Fig. 7 . It has been demonstrated in the past that these gaps have a detrimental effect on the overall performance of ferrite-tile absorber [34] - [36] . In [36] , the measured backscatter coefficient of a ferrite-tile wall with and without gaps is presented. This measured backscatter coefficient is similar to the reflectivity and were obtained using time-domain techniques [37] - [39] . In the comparison given in [36] , it is shown that differences of 10 dB and more occur when gaps are present. This is further illustrated in Fig. 8 , which depicts the reflectivity for various gap dimensions for a ferrite tile backed by a dielectric layer and ground plane obtained from the FDTD model presented in [36] . The ferrite tile has a width of 10 mm and a thickness of 6.5 mm [with given in Fig. 6(b) ], and the dielectric layer has a thickness of 13 mm and a permittivity of . Small changes in the gap dimension cause large changes in the reflectivity, especially at the lower frequency ranges. Similar behavior was demonstrated in [34] and [35] .
The change in performance is understood by realizing that the gaps that are present on a chamber wall change the equivalent or effective material properties of the ferrite absorber that the fields "see." This degradation of the ferrite tile performance due to the gaps can substantially affect the overall chamber performance. In fact, gaps as small as 0.3 mm can change chamber performance by 2 to 3 dB.
Due to the typical gap size (on the order of 0.3 mm), we cannot spatially resolve the gaps in a full 3-D FDTD chamber model. Resolving the small gaps would result in very large memory requirements and excessively large CPU run times due to the stability requirement of (4). However, if the effects of the tiles and gaps are modeled as a new effective material, then the effective material layer can be efficiently incorporated into full 3-D chamber models. It is tempting to use the effective-media (or homogenization) model presented in [1] , [16] , and [22] to determine the effective material properties of the ferrite tile with gaps. Unfortunately, since the period ( in Fig. 7 ) of the structure is large compared to the wavelength in the bulk ferrite, the homogenization model breaks down. However, studies using homogenization indicate that the gaps have the effect of shifting both the absorption peak and the relaxation frequency ( and ) of the effective ferrite-tile gap structure. While the homogenization model is not adequate for determining the shift in and analytically, an optimization procedure can be used to accurately model the gap effects and hence determine the changes in and (see [36] for details). The ferrite tile with gaps is replaced by an effective layer [see Fig. 7(c) ], and the material properties of the effective layer are obtained using a least-squares optimization method [39] . This procedure is described below. First, we assume that the material properties of this effective layer can be expressed using the following Debye representation (18) where and are fitting constants. The reflectivity of the effective ferrite layer backed by a dielectric and ground plane can be determined analytically with the three unknowns and . Second, the reflectivity of the ferrite tiles with gaps is determined with the 3-D FDTD technique discussed in [36] . The unknown constants can be determined by comparing this analytical solution to the numerical FDTD solution of the ferrite tiles with gaps by using a least-squares optimization procedure.
This method was implemented for a ferrite tile with width of 10 cm and thickness of 6.5 mm for gap sizes of 0.2 mm, 0.3 mm, 0.4 mm, and 1.0 mm. The bulk material properties of the ferrite tile are given in Fig. 6(b) . The fitting constants from the least-squares optimization procedure for these various gap sizes are presented in Table II . As the gap size increases, the absorption peak decreases and the relaxation frequency increases. The accuracy of the approach is discussed in [36] .
By replacing the ferrite tiles and gaps on the chamber walls with the effective-layer model and using a 3-D FDTD chamber model, it is possible to simulate the performance of a chamber with various gap sizes to investigate the effect of gaps on chamber performance. The results of such an investigation are given in Section VI.
IV. HOLES IN FERRITE TILES
For installation, holes are placed in the center of some commercially available ferrite tiles. An obvious question one might ask is: "Do the holes in the tiles have as big an effect on the tile performance as did the gaps between the tiles?" The effect of these holes on the absorber performance was investigated with a full 3-D FDTD model similar to the model used to investigate the gap effects [36] . To calculate the reflection coefficient of the ferrite tiles with holes, the tiles with the holes were resolved spatially with five cells across the hole. For the cell sizes required to resolve the holes (on the order of tenths of centimeters), the computational volume must be kept as small as possible so as not to exceed computer resources. This was accomplished by utilizing the periodicity of the ferrite-gap tile structure. Symmetric boundary conditions were applied in two spatial directions, allowing for two dimensions of the computational volume to be reduced to half a period of the structure (similar to what is done in the FDTD model of [36] ). A few wavelengths away from the air-ferrite interface a first-order Mur absorbing boundary condition was used [40] . Fig. 9 depicts the reflectivity for a ferrite tile with a 6.5-mm (0.25 in) diameter hole in the center. The ferrite tile had a width of 10 cm and the bulk material properties were those given in Fig. 6(b) . Also shown in the figure are the results for a solid ferrite tile (i.e., a tile without a hole). Notice that the two results are very similar. The only difference is that the results for the tile with no hole exhibit a deeper resonance null (around 100 MHz) than do the results with the hole.
The interesting point to observe when comparing the results of ferrite tiles with a hole and ferrite tiles with gaps (see Figs. 8 and 9), is that even though the hole occupies much more relative air volume (volume of hole to total volume of ferrite tile) than the relative air volume of the gaps (volume of gap to total volume of ferrite tile), the effect of the hole on the ferrite performance is much less than that of the relatively smaller gaps. This is explained by the following. When an electromagnetic wave is incident on the ferrite tile, currents are induced and flow through the tile. If gaps are present around the perimeter of the tile, the current will abruptly change at the edge of the tile where the gaps are located, hence significantly altering the electromagnetic fields that would exist if no gaps were present. This alters the reflection coefficient and hence affects the performance of the ferrite tile. When a hole is present in the ferrite tile, the current flow in the ferrite tile is altered, particularly in the vicinity of the hole. However, since there is no abrupt discontinuity across the entire tile (as in the case of a gap), the current tends to flow around the hole with little perturbation in the current and the field. For the gaps, the current over the entire tile is disrupted, while only a small portion of the total current is perturbed by a hole in the ferrite tile. Therefore, one should expect a smaller effect on the tile performance for a hole than that for a ferrite tile with a gap.
In some installation procedures, metal screws are used to secure the ferrite tiles with holes to the chamber walls. At high frequencies, one would expect this metal screw to adversely affect both the ferrite tile performance and, more importantly the overall chamber performance. However, at the frequency of interest in EMC applications (30 MHz-1 GHz), the screw has very little effect on the performance of the ferrite-tile absorber. This is illustrated in Fig. 9 , where the reflectivity of a ferrite tile with screws is compared to the results for a tile with and without holes. Notice that the screws have very little effect on tile performance for frequencies as high as 1 GHz. For higher frequencies, however, the screw will significantly alter the reflection coefficient of a ferrite-only absorber. We note that, due to the rapid decrease in performance of the ferrite tile with increasing frequency [1] , absorbers intended for applications at higher frequency are usually urethane-ferrite hybrids, with the urethane part providing absorption at the higher frequencies. In these cases, the field strength at higher frequency is strongly attenuated by the tapered urethane prior to reaching the ferrite layer. For a properly designed urethane material, the effect of using metal screws to secure the ferrite tiles to the wall should be minimal.
V. VALIDATION OF THE FDTD CHAMBER MODEL
This paper addresses chamber performance in the frequency range below 400 MHz, which is where many chambers exhibit deficiencies. In order to validate the FDTD analysis technique for this application, we compared predicted site attenuation to measured data for various types of chambers (i.e., different chamber sizes and different types of absorbing structures). The first chamber is Chamber A, defined in Table I , which is a 10-m semi-anechoic chamber. This chamber's walls were lined with 2.4-m (8-ft) and 1.8-m (6-ft) twisted pyramidal absorber on the walls and ceiling, respectively. Expressions for the effective material properties for the twisted pyramids are found in [1] and [22] . Once the frequency domain response of the field at a particular location in the chamber was calculated, the site attenuation was calculated by comparing this field to that of an incremental dipole above a perfectly conducting plane. Fig. 10(a) and (b) shows the predicted site attenuation obtained by the FDTD model for both vertical and horizontal polarizations. Also shown in this figure are the measured results. One reason for the differences is that the exact spatial distribution of the material properties of the twisted urethane was not known, other than the fact that it was quite variable, illustrating the importance of accurate measurement techniques for determining the material properties of an absorber. For both the measured and modeled results, it is seen from Fig. 10 that the chamber does not meet the 4 dB-limits. Therefore, this chamber is unacceptable for use in performing emissions measurements.
To improve the chamber performance at low frequencies, the twisted pyramids were replaced with a 1.2 m (4 ft) compact hybrid absorber (combination of urethane pyramids and ferrite tile) as described in [1] . Fig. 11 shows the predicted site attenuation for horizontal polarization obtained from the FDTD model with the new hybrid absorber. Also shown in this figure are the measured results. Correlation between the two results is demonstrated in this figure. Both the measured and modeled results show that the upgraded chamber meets the 4-dB limits.
In the second comparison, the 3-m semi-anechoic chamber, referred to as Chamber B in Table I , is investigated. This chamber's walls were lined with a 0.61-m (2-ft) hybrid absorber structure consisting of a 0.58-m tapered urethane pyramid structure, a 6.0-mm thick ferrite tile, and dielectric layers. Fig. 12 shows the deviation of the normalized site attenuation from an OATS for both measured and modeled data for both horizontal and vertical polarization. Here again, correlation is demonstrated between the measured and modeled results for both polarizations, illustrating the accuracy of the FDTD model.
VI. CHAMBER CHARACTERIZATION, PERFORMANCE PREDICTIONS, AND DIAGNOSTICS
Now that it has been demonstrated that the FDTD model accurately predicts the measured response of a given chamber, the FDTD model can be used to investigate various issues and design considerations. It is interesting to observe how small changes in an absorber's design can alter the performance of a chamber. This is illustrated in Fig. 13 , which shows the variations in the site attenuation that result from small changes in the absorbing structure. These results are for a chamber of the same size as Chamber B (see Table I ). Absorber type 1 is an optimized (or baseline) absorber, and the other absorber types correspond either to small changes in the carbon loading of the tapered section or to small changes in the thickness of the ferrite tile. Absorber type 2 corresponds to the same geometry and carbon loading for the pyramidal cones as the optimized absorber (i.e., absorber type 1) but with changes in the backing layers. Absorber types 3 and 4 use the same geometry as absorber type 2 but with increasing carbon loading in the pyramidal cones. Notice how these small changes in either the materials or geometry of the hybrid absorber can cause differences of as much as 3 dB in the site attenuation deviation. The baseline absorber shows deviation from the OATS by no more than 1.5 dB, while the other absorber types show deviation by as much as 5 dB.
Next, we investigated the variation in performance of a chamber with various gap sizes. The normalized site attenuation for different sized chambers for various gap dimensions was calculated using the effective layer model for the gaps presented in Section III and in [36] . Fig. 14 shows the deviation of the normalized site attenuation relative to the OATS for the 10-m emi-anechoic chamber referred to as Chamber A in Table I . The results in this figure are for vertical polarization for a 1.2-m (4-ft) compact hybrid absorber. Fig. 15 shows the deviation from an OATS for the 3-m semi-anechoic chamber referred to as Chamber C in Table I . The results in this figure correspond to vertical polarization for a 0.68-m (2.2-ft) compact hybrid absorber. These results indicate that 1.5-dB deviations in site attenuation can be realized for gaps as small as 0.4 mm, and much larger deviations for 1-mm gaps. Since only 1 dB is budgeted for chamber imperfections [1] and [11], these variations can dramatically affect the ability of the chamber to meet its performance specification. Thus, if a chamber is designed to just meet the 4 dB requirement and ferrite gaps are not taken into account, it is possible that the chamber design will fail the desired performance specification.
To further investigate the effects of ferrite-tile gaps and to validate the gap models, the site attenuation for an existing 3-m hybrid absorber lined chamber (with the same dimensions as Chamber C) was compared to measurements. A sampling of the gap sizes in the ferrite tiles was measured with a feeler gauge. It In an ideal chamber (i.e., no reflections from the absorbing structures), at any location in the chamber with a set transmitter and receiver distance and receiver height, the fields would not vary throughout the chamber. However, the environment inside a chamber is not ideal and, since there are multiple reflections from the walls and ceiling, it is expected that some locations within a chamber may correlate better to the desired test environment (either free-space or OATS) in the chamber. Such locations in the chamber are sometimes referred to as "sweet spots." No matter how good the absorbing structure is, some reflections will occur. The sum of all the reflected and direct waves (which have magnitude and phase) at any location in the chamber differs due to constructive or destructive interference. How these waves add together determines the spatial variability in the total field that is present at any location in the chamber. This can be depicted by plotting the results in various ways. First, spatial variability of the site attenuation at different locations within the chamber for a fixed antenna separation can be depicted. This is illustrated in Figs. 17 and 18 , where deviation for different locations about a 3-m arc from the transmitting antenna are shown for two different types of absorber, respectively. These results are for Chamber B as described in Table I . The data of Fig. 17 correspond to a nonoptimized absorber, while the data of Fig. 18 correspond to an optimized absorber. From these two figures it is seen that the chamber's response changes with location and absorbing structure used. This type of deviation due to different locations in a chamber has also been demonstrated in measurements [41] , [42] , and is the rationale for the volumetric site attenuation measurements. Obviously, the better the absorber used, the smaller the deviation in the chamber's performance from the ideal OATS as a function of location, which is depicted in Fig. 18 .
In the second approach illustrating the effects of multiple reflections in the chamber, the fields throughout the chamber can be depicted. Figs. 19-21 show contour plots of the magnitude of the electric fields for a plane 1 m from the floor in a fully-anechoic chamber (i.e., absorber on the floor) for two different types of absorbers. These results are for Chamber D as described in Table I . The results shown in these figures have been normalized to the distance from the transmitter in order to reduce the dominant near-field effects. Figs. 19(a), 20(a) , and , and 21(b) correspond to an optimal absorber (0.6-m tapered pyramidal structure with 6-mm ferrite tiles) for frequencies of 30 MHz, 100 MHz, and 250 MHz, respectively. The results shown in these figures are for a transmitter antenna height of 1 m. The resonant-cavity nature of the chamber is apparent in these figures (i.e., modal type distributions in the field patterns are observed). This modal distribution is more apparent for the nonoptimal absorber lined chamber, which is explained by the fact that large reflections are present for the nonoptimal absorber. The performance of a 0.6-m tapered structure without ferrite tiles degrades for frequencies below 1 GHz [1] . The results in Figs. 19(b) , 20(b), and 21(b) illustrate that the chamber containing absorbing structures with ferrite tiles has a much more uniform field distribution throughout the fully-anechoic chamber and less of a modal distribution.
The first set of results in Section V suggest that this FDTD chamber model can be used to diagnose and retrofit existing chambers that do not meet emission or immunity requirements. This type of full-wave numerical model allows chamber manufacturers to determine whether an existing chamber size can be retrofitted with different types of absorbers to meet a particular chamber performance requirement. This is very important, because the construction costs of building a new chamber from the ground up are very high. On the other hand, if an existing test chamber that currently does not meet a desired chamber specification can be retrofitted or redesigned by simply replacing the absorber or by making small changes in the dimensions of the chamber, a great savings in cost to the chamber owner will be achieved.
Characterizing and analyzing chambers in the time domain provides unique information that can be used in chamber diagnoses. Such an approach was discussed by Clouston et al. in 1988 [43] and is similar to the work presently being conducted at the National Institute of Standards and Technology (NIST) [37] - [39] , [44] - [49] . This approach is illustrated in the following examples. Fig. 22 shows the time-domain electric field inside a semianechoic chamber at a height of 1 m from the floor and a distance of 3 m from the transmitting antenna. The results in this figure are for five different types of absorbing structures for a 3-m chamber (Chamber B) with a vertical (with respect to the floor) polarized infinitesimal dipole. The source current of the dipole is given in (15) . The portion of the waveform before 20 ns corresponds to the direct and floor reflection, while the portion of the waveform after 20 ns corresponds to the (unwanted) chamber responses. In an ideal chamber this portion of the waveform would be zero. From these results it can be seen that the different absorbers yield different chamber responses, in turn yielding different chamber performance characteristics. Absorber type 1 corresponds to an optimized 0.61-m (2-ft) hybrid absorber (tapered section, layered material, and ferrite tiles) and is used as a baseline in the comparison. The other types of absorber are modifications of the baseline absorber: absorber type 2 corresponds to a small change in the material properties of the ferrite tile used in the baseline absorber, absorber type 3 corresponds to a small change in the material properties of the tapered structure used in the baseline absorber (from 5% to 7% carbon loading), absorber type 4 corresponds to a small change in material properties of both the tapered structure and the ferrite tile, and absorber type 5 corresponds to no ferrite tile. Notice that for the baseline absorber, the chamber's response is basically zero after 65 ns. That is to say, the chamber's response has damped down to zero by 65 ns. The chamber's response with absorber types 2, 3, and 4 is damping down; however, the chamber's response is still ringing by 100 ns. The worst results are for absorber type 5. From the figure it is seen that by 100 ns the chamber response has not yet begun to damp (or ring) down. This is expected since 0.6-m (2-ft) tapered absorbers without ferrite tiles have very poor reflectivity properties [1] . Hence, the pulse launched into the chamber reflects off the chamber wall with little absorption.
These types of results can be taken further to diagnose problems in particular chambers, as illustrated in Fig. 23 . This figure shows the time-domain electric field at a height of 1 m from the floor and a distance of 3 m from the transmitting antenna for three different scenarios inside a 3-m semi-anechoic chamber, Chamber B. These results are for a vertical (with respect to the floor) polarized infinitesimal dipole. The source current of the dipole is given in (15) . The first case corresponds to a "good" chamber with a hybrid absorbing structure on all the walls and the ceiling, and is referred to as the baseline chamber. The other two results correspond to a metal door placed in two different locations in the chamber (no absorber on the metal door). The results labeled Door 1 correspond to a door located on the wall directly behind the source; the results labeled Door 2 correspond to a door located at a corner on a side wall. Notice that in these two cases, large reflections are observed at two different times (28 ns and 32 ns). These times correspond to the total propagation distance in the chamber to the door locations where the absorber is missing. The results with the metal doors have a much larger ring-down time (i.e., it takes much longer for the energy in the chamber to be dissipated) when compared to the results for the baseline chamber. Also notice that the results for Door 1 have much larger reflections at the observation point than those for Door 2. This can be explained via ray optics. A door placed on a wall behind a transmitting or receiving antenna will correspond to a first-order reflection point, while a door placed in a corner will not be seen until several reflections occur. Hence, the (where is the distance the ray travels) behavior for these rays results in a smaller electric-field strength than for the first-order rays. This illustrates the advantage of placing a door in the corner of a chamber. If narrow enough pulse widths are used when either measuring or modeling a chamber's response in the time domain, time-gating techniques can be used to isolate problem locations on the walls of the chamber and determine where the dominant reflections originate. Furthermore, if desired, narrow pulse sources can be used to illuminate the walls and pick up points of specular reflection.
Time-domain measurement techniques for chamber diagnoses are currently receiving considerable attention. These measurement techniques provide chamber users diagnostics that can isolate either sections of poorly performing absorber or problem spots in a chamber. Good accounts of these time-domain measurement techniques are given in [37] - [39] and [44] - [49] .
VII. CONCLUSION
In this paper, we presented a 3-D chamber model based on the FDTD technique that is used to analyze and design absorberlined anechoic and semi-anechoic electromagnetic test chambers. Modeling issues such as choice of cell size, incorporating frequency-dependent material properties into the time domain, and sourcing excitation were discussed. Site attenuation measurements were compared and good correlation was demonstrated. This type of numerical model is a cost-effective tool for predicting performance of an electromagnetic test facility prior to construction of a chamber.
The effect of ferrite-tile gaps on reflectivity performance, as well as gap effects on overall chamber performance were also discussed. It was shown that small gaps can cause large changes (as much as 5-10 dB) in the reflectivity, especially at lower frequencies. It was also shown that small gaps can cause variations in chamber performance, and these variations can detrimentally affect the ability of the chamber to meet its performance specifications. We discussed the effects of holes in the ferrite tiles on the overall tile performance, including why small gaps in tiles have a much larger effect than holes in the center of tiles. We showed how small changes in the type of absorber can have an adverse effect on the overall performance of a chamber. We also illustrated how a nonoptimal absorber can result in an undesirable modal type of field distribution inside a chamber, resulting in a chamber not meeting its desired performance specification. Finally, a discussion on the use of time-domain techniques for chamber characterization, performance predictions, and diagnostics was given. These time-domain techniques give interesting insights into the response of anechoic and semi-anechoic electromagnetic test facilities.
