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Abstract
We give an upper bound for the number of zeros of an Abelian integral. This integral controls the
number of limit cycles that bifurcate, by a polynomial perturbation of arbitrary degree n, from the pe-
riodic orbits of the integrable system (1 + x)dH = 0, where H is the quasi-homogeneous Hamiltonian
H(x,y) = x2k/(2k)+ y2/2. The tools used in our proofs are the Argument Principle applied to a suitable
complex extension of the Abelian integral and some techniques in real analysis.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and main result
The Hilbert 16th problem proposes to find the maximum number of limit cycles of a planar
real polynomial differential equation, x˙ = P(x, y), y˙ = Q(x,y) in terms of the degree n of the
polynomials P and Q, see [7]. This problem is far of being solved and for this reason several
authors have tried to obtain the highest possible lower bound for Hn, see for instance the papers
[1,8,15] where some lower bounds of the type O(n2) are given. As far as we know the best result
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A. Gasull et al. / J. Math. Anal. Appl. 329 (2007) 268–280 269is that of [4] where it is proved that for integer numbers of the form n = 2k − 1, Hn is at least
O(n2 logn), see also [11,12]. This result has been afterwards extended to any n in [9].
On the other hand, Smale repeatedly proposed the problem of giving an upper bound for Hn
in the form nd with some constant d , see [21]. This problem is, in general, extremely hard. The
only general result in this direction was announced in [16], where the authors restrict to consider
the polynomial perturbations of the hyperelliptic Hamiltonian y2/2+Pm(x) (provided all critical
values are real), where Pm is a polynomial in x of degree m. The upper bound is given by certain
“tower function” (iterated exponent) of at least height 5.
It is probably natural to think that if one gives some restriction on the hyperelliptic Hamil-
tonian, then it may be possible to find more precise estimates on the number of limit cycles under
polynomial perturbations. With a motivation from this problem, as well as from the study of the
perturbation of integrable non-Hamiltonian planar vector fields, we consider in this paper the
system⎧⎪⎪⎨
⎪⎪⎩
x˙ = −∂H(x, y)
∂y
R(x, y)+ εP (x, y),
y˙ = ∂H(x, y)
∂x
R(x, y)+ εQ(x, y),
(1)ε
where H(x,y) = y2/2 + x2k/(2k), k  1 is an integer number, ε is an small parameter and P
and Q are both polynomials of degree n.
If R(x, y) ≡ 1, then this is a perturbation of a Hamiltonian vector field, whose Hamiltonian
function is hyperelliptic, with only one critical value at the origin. The maximal number of limit
cycles of (1)ε bifurcating for ε small enough from the periodic orbits of the unperturbed system
is already obtained in [3,15]. It is of the form n2/8 + Bn +C when k = [(n + 1)/2], where [x]
denotes the integer part of x and B and C are some given constants.
If R is not a constant, say R = 1 + x, then the phase portrait of (1)0 is not a global center
anymore, it consists of a global center cut by the line of critical points {x = −1}. Some traditional
methods fail for this generalized case. Besides, if one considers a polynomial perturbation of an
integrable but non-Hamiltonian (polynomial) system, always some non-constant R appears.
It is also interesting to notice that when k = 1, by adding the factor R = 1 + x, the maximal
number of limit cycles of system (1)ε may doubly increase: this number is [n/2] when k = 1 and
R(x, y) ≡ 1, see for instance [6], but it increases to n when k = 1 but R(x, y) = 1 + x, see [14].
The goal of this paper is to give an upper bound of the number of limit cycles of (1)ε, when
k > 1 and R = 1 + x, bifurcating when ε is small enough from the periodic orbits of the unper-
turbed system. The double degeneracy, i.e. degenerating the singularity at the origin to a nilpotent
one (k > 1) and adding a line of critical points to the unperturbed system (R = 1 + x), makes
reasonable to believe that the number of limit cycles will increase with respect the previous cases
considered.
In the sequel we describe our main result. Associated to system (1)ε consider the Abelian
integral
I (h) =
∫
Γh
P (x, y) dy −Q(x,y)dx
R(x, y)
, (2)
taken along the real ovals of the level curves {H(x,y) = h}. It is well known that each isolated
zero h∗ of I (h) gives rise, for ε small enough, to a limit cycle of the perturbed system (1)ε,
which tends to the oval {H(x,y) = h∗} when ε goes to zero, see for instance [20]. Fixed H(x,y)
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I (h) in terms of n is also known as weak or infinitesimal Hilbert’s sixteenth problem. We prove:
Theorem A. Let P(x, y) and Q(x,y) be real polynomials of degree at most n. Denote by Z(n, k)
the maximum number of isolated zeros of the Abelian integral
I (h) =
∫
Γh
P (x, y) dy −Q(x,y)dx
1 + x , (3)
where Γh = {(x, y): x2k/(2k)+y2/2 = h, 0 < h< 1/(2k)}. Then Z(n,1) = n, Z(n,2) 2n+5
and Z(n, k) k(n+ 4)+ [n/2] if k  3.
When k = 1, the above result has been already proved in [14] by using the averaging method.
We will give a different proof of the fact that Z(n,1) n.
As it will be seen along the proof of our theorem, the expression of I (h) includes some
polynomials in h1/k and the function
J (h) = √1 − 2kh
h∫
0
t
1−k
2k pk−1(t
1
k )
(1 − 2kt)3/2 dt,
where pk−1 a real polynomial of degree k − 1. In the particular case k = 1, J (h) =
2π[√1 − 2h − 1] and the problem of the study of the zeros of I (h) can be reduced to the
study of the zeros of a polynomial in a new variable u = √1 − 2h. For k > 1 the function J (h)
is no more an elementary function. Our approach in the case of k = 2 relies on the study of an
extension of I (h) in a suitable complex domain, and the result follows by applying the Argu-
ment Principle to this extension of I (h). As far as we know this method to estimate the number
of zeros of Abelian integrals was introduced by Petrov in [17–19]. In the cases of k  3, we will
use a technique in real analysis based on a result of [10].
It is also worth to mention that in [3] a related question is considered by using a slightly
different approach. In that paper by using the Poincaré–Liapunov polar coordinates, see [2,13],
a lower bound for Z(n, [n/2]) is obtained. For instance when n even the lower bound given in
that paper is n2/8 + 3n/4. Notice that by applying Theorem A we get that an upper bound for
Z(n, [n/2]) is n2/2 + 5n/2. The gap between these two results remains to be studied.
Finally, notice that for k  2 the origin of the unperturbed system is a nilpotent singularity.
The above results on system (1)ε show that the numbers of zeros of I (h) are of O(n2) giving
rise to O(n2) limit cycles surrounding the singularity. This induces to think that the cyclicity of
nilpotent centers inside of polynomial systems of degree n is much higher that the cyclicity of
non-degenerated centers. As fas as we know this problem has not been studied. Recall that at
least for some families of non-degenerated centers the cyclicity of the origin and the number of
zeros of some associated Abelian integrals coincide, see for instance [5].
2. Preliminary results
Along this paper any polynomial in R[x] of degree m is denoted by pm(x) although its
coefficients may vary from one expression to another. If it is necessary we will also use indis-
tinctly p˜m(x) and qm(x). Notice that in particular the constants will be denoted by p0(x) ≡ p0,
p′m(x) = pm−1(x), pm(x)pn(x) = pn+m(x), and so on.
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Ij (h) =
∫
Γh
xjy dx, j = 0,1,2, . . . ; and J (h) =
∫
Γh
y
1 + x dx. (4)
We give several preliminary results on the above functions which, as we will see, generate the
Abelian integral I (h).
Lemma 1. The functions Ij (h) introduced in (4) are
I2j+1(h) ≡ 0 and I2j (h) = p0h 2j+k+12k , j = 0,1,2, . . . ,
where p0 = 0 is a constant independent on h.
Proof. The oval of H(x,y) = h is given by
x2k
2k
+ y
2
2
= h, (5)
or, equivalently, by
y = y±(x,h) = ±
√
2h− x
2k
k
. (6)
Hence
Ij (h) = 2
x∗∫
−x∗
xj
√
2h− x
2k
k
dx,
where x∗ = 2k√2kh. Thus, by the symmetry of the integrator it is clear that I2m+1 = 0 for all m.
In case of even subindex we have that
I2m(h) = 4
x∗∫
0
x2m
√
2h− x
2k
k
dx.
By making the substitution x = 2k
√
2kh sin2 θ , we obtain
I2m(h) = Ck,mh 2m+k+12k ,
where
p0 := Ck,m = 4
√
2(2k)
2m+1
2k
k
π
2∫
0
(sin θ)
2m+1−k
k cos2 θ dθ = 0,
as we wanted to prove. 
The proof of next result is straightforward.
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expressed as
I ′j (h) =
∫
Γh
xj
y
dx, j = 0,1,2, . . . ; J ′(h) =
∫
Γh
1
y(1 + x) dx.
By using previous lemma and Lemma 1 we get:
Lemma 3. Write m = 2r or m = 2r + 1. The following equalities hold:∫
Γh
ypm(x)dx = hk+12k pr
(
h
1
k
)
and
∫
Γh
pm(x)
y
dx = h 1−k2k pr
(
h
1
k
)
.
Lemma 4.
(i) The function J (h) introduced in (4) is also given by the expression
J (h) = √1 − 2kh
h∫
0
s
1−k
2k pk−1(s
1
k )
(1 − 2ks)3/2 ds, (7)
where pk−1(x) is a polynomial of degree exactly k−1. Furthermore, limh→( 12k )− J (h) exists,
and it is finite and non-zero.
(ii) When k = 1 then J (h) = 2π[√1 − 2h− 1].
Proof. By Lemmas 2, 3 and Eqs. (4) and (5) we have
J (h) =
∫
Γh
y2
y(1 + x) dx =
∫
Γh
2h− x2k
k
y(1 + x) dx = 2hJ
′(h)− 1
k
∫
Γh
x2k
y(x + 1) dx
= 2hJ ′(h)− 1
k
∫
Γh
(x + 1)p2k−1(x)+ 1
y(x + 1) dx =
(
2h− 1
k
)
J ′(h)+
∫
Γh
p2k−1(x)
y
dx
= (2h− 1/k)J ′(h)+ h 1−k2k pk−1
(
h
1
k
)
.
Notice that from the construction of p2k−1, all its coefficients are non-null. From the compu-
tations used to prove Lemma 3 it is easy to see that the same property happens for the coefficients
of pk−1. In particular it is exactly of degree k − 1.
By definition of J (h), we have J (0) = 0. By integration of the above ordinary differential
equation for J (h) we obtain (7). From (6) we have that near x = −1,
y±
(
x,
1
2k
)
= ±√1 + x(√2 +O(x + 1))1/2.
Hence
lim
h→( 12k )−
J (h) = 2
1∫
y+(x, 12k )
1 + x dx < ∞,
−1
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To end the proof of the lemma let us study J (h) when k = 1. In this case notice that the
integral appearing in (7) can be computed explicitly. By using that p0(h) = −2π , the expression
for J (h) follows. 
Proposition 5. Assume that n = 2 or n = 2 + 1. Then the Abelian integral I (h) given in (2)
can be expressed in the form
I (h) = hk+12k pk−1
(
h
1
k
)+ h 1−k2k p˜+k−1(h 1k )+ q(h)J (h)+ p0J ′(h), n = 2+ 1,
I (h) = hk+12k pk−1
(
h
1
k
)+ h 1−k2k p˜+k−1(h 1k )+ q−1(h)J (h)+ p0J ′(h), n = 2; (8)
where as usual p(w), p˜(w), p0 and q(w) are real polynomials in w of degree given by their
respective subindexes, and c is a constant. Or in an equivalent form:
I (h) = 1
h
k−1
2k (2h− 1/k)
(
pk+2k−1
(
h
1
k
)+ hk−12k q+1(h)J (h)), n = 2+ 1,
I (h) = 1
h
k−1
2k (2h− 1/k)
(
pk+2k−1
(
h
1
k
)+ hk−12k q(h)J (h)), n = 2. (9)
Proof. We assume n = 2 + 1, the proof for the case n = 2 is similar. Let us start by study-
ing the integral
∫
Γh
Q(x,y)
1+x dx. The polynomial Q(x,y) can be decomposed as the sum of its
even and odd parts with respect to the variable y, i.e. Q(x,y) = Qe(x, y) + Qo(x, y), where
Qe(x,−y) = Qe(x, y) and Qo(x,−y) = −Qo(x, y). In particular Qe(x, y) = Q˜(x, y2) being
Q˜ another suitable polynomial. Notice that∫
Γh
Qe(x, y)
1 + x dx =
∫
Γh
Q˜(x, y2)
1 + x dx =
∫
Γh
Q˜(x,2h− x2k/(2k))
1 + x dx ≡ 0.
Thus
∫
Γh
Q(x,y)
1+x dx =
∫
Γh
Qo(x,y)
1+x dx. Write
Qo(x, y) = pn−1(x)y + pn−3(x)y3 + · · · + p2(x)y2−1 + p0(x)y2+1
= y(pn−1(x)+ pn−3(x)[2h− x2k/(2k)]2 + · · · + p0(x)[2h− x2k/(2k)])
= y(p2k(x)+ hp2k(−1)(x)+ h2p2k(−2)(x)+ · · · + hp0(x)). (10)
Hence
Qo(x, y)
1 + x = y
(
p2k−1(x)+ hp2k(−1)−1(x)+ h2p2k(−2)−1(x)+ · · · + h−1p2k−1(x)
)
+ q(h) y1 + x .
By using Lemma 3 we get∫
Γh
Qo(x, y)
1 + x dx = h
k+1
2k
(
pk−1
(
h
1
k
)+ hpk−k−1(h 1k )+ h2pk−2k−1(h 1k )+ · · ·
+ h−1pk−1
(
h
1
k
))+ q(h)J (h)
= hk+12k pk−1
(
h
1
k
)+ q(h)J (h).
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∫
Γh
P (x,y)
1+x dy in the expression of I (h). By using (5) we have that
over Γh,
dy
dx
= − x2k−1
y
, hence∫
Γh
P (x, y)
1 + x dy = −
∫
Γh
x2k−1P(x, y)
y(1 + x) dx.
As in the previous case we decompose P(x, y) = P e(x, y) + P o(x, y), being P e and P o the
even and odd parts, respectively, with respect to the variable y. Thus∫
Γh
x2k−1P(x, y)
y(1 + x) dx =
∫
Γh
x2k−1P e(x, y)
y(1 + x) dx
=
∫
Γh
x2k−1p2+1(x)
y(1 + x) dx
+
∫
Γh
(p2−1(x)+ p2−3(x)y2 + · · · + p1(x)y2−2)x2k−1y
1 + x dx.
Notice that the numerator of the last integral above, when the points (x, y) are on Γh can be
written as(
p2−1(x)+ p2−3(x)y2 + · · · + p1(x)y2−2
)
x2k−1y
=
(
p2−1(x)+ p2−3(x)
[
2h− x
2k
2k
]
+ · · · + p1(x)
[
2h− x
2k
2k
]−1)
x2k−1y
= (p2k(x)+ hp2k(−1)(x)+ h2p2k(−2)(x)+ · · · + h−1p2k(x))y.
This last expression coincides with the one of (10). Thus following the same steps that in that
case we obtain that∫
Γh
x2k−1P(x, y)
y(1 + x) dx =
∫
Γh
x2k−1p2+1(x)
y(1 + x) dx + h
k+1
2k pk−1
(
h
1
k
)+ q(h)J (h). (11)
To end the proof we study the integral appearing in the right-hand side of the above expression.
We have∫
Γh
x2k−1p2+1(x)
y(1 + x) dx =
∫
Γh
p2(+k)(x)
y(1 + x) dx
=
∫
Γh
p2(+k)−1(x)
y
dx +
∫
Γh
p0
y(1 + x) dx
= h 1−k2k p+k−1
(
h
1
k
)+ p0J ′(h),
where we have used Lemmas 2 and 3.
Collecting all the results we get the form (8). Finally, from the proof of Lemma 4 we have that
J ′(h) = 1
2h− 1/k
(
J (h)+ h 1−k2k pk−1
(
h
1
k
))
.
By using this formula, it is easy to obtain (9). 
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3.1. The case k = 1
We need to prove that I (h) has at most n zeros for h ∈ (0, 12 ). We first consider n = 2 + 1.
By taking k = 1 and J (h) = 2π[√1 − 2h− 1] (Lemma 4(ii)) in the first formula of (8) we have
I (h) = p(h)+ q(h)
√
1 − 2h+ p0√
1 − 2h.
Let u = √1 − 2h, then
uI (h) = up
(
u2
)+ u2q(u2)+ p0,
which has at most 2 + 2 zeros for u ∈ [0,1] (equivalently, h ∈ [0, 12 ]). Since by the definition
we have I (0) = 0, hence I (h) has at most 2+ 1 = n zeros in h ∈ (0, 12 ).
The proof is similar for n = 2, noting that q (h) is replaced by q−1(h) in the above expres-
sion.
Thus we have proved Z(n,1)  n. The statement Z(n,1)  n can be obtained by giving an
example, see [14] for instance.
3.2. The case k = 2
Proposition 5 and formula (9) show that to estimate the number of zeros of I (h) for h ∈
(0, 12k ), it suffices to study a function in the form
M(h) =
{
pk+2k−1(h
1
k )+ hk−12k q+1(h)J (h), n = 2+ 1,
pk+2k−1(h
1
k )+ hk−12k q(h)J (h), n = 2.
(12)
We consider the case n = 2+ 1 (the case n = 2 is similar). By taking k = 2 in (12) we have
M(h) = p2+3
(
h
1
2
)+ h 14 q+1(h)J (h), (13)
where h ∈ (0, 14 ), and
J (h) = √1 − 4h
h∫
0
s− 14 (as 12 + b)
(1 − 4s)3/2 ds, (14)
here the constants a and b are both positive, and can be computed by using the formula and
notations in the proof of Lemma 1 as follows
a = 5
4
C2,1 = 10
π
2∫
0
sin
1
2 θ cos2 θ dθ ≈ 4.79256,
b = 3
4
C2,0 = 3
π
2∫
sin−
1
2 θ cos2 θ dθ ≈ 5.24412.0
276 A. Gasull et al. / J. Math. Anal. Appl. 329 (2007) 268–280Let 4h = u4, then M(h) is changed to
N(u) = M
(
u4
4
)
= p2+3
(
u2
)+ uq+1(u4)J˜ (u), (15)
where we still use p2+3 and q+1 to denote some polynomials of degree 2 + 3 and  + 1
respectively, though they are not exactly the same as in (13), and the function J˜ (u), by using (14),
is given by
J˜ (u) = J
(
u4
4
)
=
√
1 − u4
u∫
0
t2(αt2 + β)
(1 − t4)3/2 dt, (16)
where u ∈ (0,1), and the constants α = 4− 14 a ≈ 3.38885 and β = 4 14 b ≈ 7.4163.
One of the standard tools to give an upper bound of the number of zeros of N(u) consists in
extending the function to a suitable subset of the complex plane, and later to apply the Argument
Principle to this extended function. In this case this can be done in the set
D = C \ {{Imu = 0: u2  1}∪ {Reu = 0: (iu)2  1}}.
Essentially the problems to get a full extension to all C come from the function (1 − u4)1/2.
Hence, if we define
J˜ (u) =
√
1 − s4
∫
γu
s2(αs2 + β)
(1 − s4)3/2 ds, (17)
where γu is any path contained in D joining 0 and u, then we have
Lemma 6. The function N(u) given in (15) and defined for u ∈ (0,1), can be extended to D as
a single-valued analytic function of u. We denote this extension also by N(u).
In order to use the Argument Principle to N(u), we define G = GR,ε ⊂ D (a simply connected
region) with ∂G = C = CR,ε a simple closed curve,
CR,ε = CR ∪
{ 4⋃
j=1
Cjε
}
∪
{ 4⋃
j=1
L
j
±
}
,
where CR = {u ∈ C, |u| = R  1}, C1,3ε = {u ∈ C, |u − (±1)| = ε  1}, C2,4ε = {u ∈ C,
|u − (±i)| = ε  1} and L1,3± (respectively L2,4± ) being the upper and the lower banks (re-
spectively the left and the right banks) of the cut {u ∈ R: 1 + ε  |u|  R} (respectively
{u ∈ iR: 1 + ε  |iu|R}), see Fig. 1.
Lemma 7. Let N(u) and J˜ (u) be the extensions to D ⊂ C of the functions given in Lemma 6
and (17). The following statements hold:
(i) J˜ (u) ∼ 0 as u → 0 and J˜ (u) ∼ cj = 0 (constant) as u → (i)j+3, j = 1,2,3,4.
(ii) Im(N(u)) has at most + 1 zeros for u ∈ Lj±, j = 1,2,3,4.
(iii) There exist constants B and C = 0 such that J˜ (u) ∼ Bu2 +Cu−1 as |u| → ∞.
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Proof. (i) The conclusion J˜ (u) ∼ 0 as u → 0 comes from J (0) = 0 (the definition of J (h)). Let
us compute the limit of J˜ (u) as u → ±1,±i from 0 along real and complex axes respectively.
First, suppose u ∈ R and −1 < u< 1. Then it is easy to find from (16) that
lim
u→1−
J˜ (u) = − lim
u→−1+
J˜ (u) = α + β
2
> 0. (18)
Next let u = it ∈ iR, then it is not difficult to find
lim
t→1−
J˜ (u) = − lim
t→−1+
J˜ (u) = α − β
2
i ∈ iR, (19)
where β − α > 0, see (16).
By continuity of J˜ (u) for u ∈ D, combining the results above, we get J˜ (u) ∼ cj (constant) as
u → (i)j+3, j = 1,2,3,4.
(ii) Write J˜ (u) = √1 − u4K(u) where K(u) = ∫
γu
s2(αs2+β)
(1−s4)3/2 ds, being γu any path contained
in D joining 0 and u. Notice that both functions √1 − u4 and K(u) are holomorphic in D. To
get more information on K(u) at L1+(R, ε) we consider in each case a concrete path joining 0
and u. Let us fix u ∈ L1+(R, ε); the other cases can be similarly studied. Take the path Γu formed
by a curve contained in the first quadrant between 0 and 1 + 2ε ∈ R, followed by the segment
{z ∈ R: 1 + 2ε  z u}. The function K(u) can be computed by using Γu. In particular
K(u)−K(1 + 2ε) =
u∫
1+2ε
s2(αs2 + β)
(1 − s4)3/2 ds = i
u∫
1+2ε
t2(αt2 + β)
(t4 − 1)3/2 dt ∈ iR.
Thus
J˜ (u) =
√
1 − u4K(u) = i
√
u4 − 1
(
K(1 + 2ε)+ i
u∫
t2(αt2 + β)
(t4 − 1)3/2 dt
)
.1+2ε
278 A. Gasull et al. / J. Math. Anal. Appl. 329 (2007) 268–280Hence Im(J˜ (u)) = Re(K(1 + 2ε))√u4 − 1 = 0 for h ∈ L1+(R, ε) and 0 < ε  1, since by (18),
when u is real limu→1− J˜ (u) is a non-zero real number, and Re(J˜ (1 − 2ε)) ∼ Re(J˜ (1 + 2ε)) as
ε ∼ 0. Note that since all functions in N(u), except J˜ (u), are real for u ∈ L1+(R, ε), we get that
Im(N(u)) = Im(uq+1(u4)J˜ (u)) has at most  + 1 zeros in L1+(R, ε). The proof in L1−(R, ε)
and L3±(R, ε) is completely similar. When u ∈ L2,4± (R, ε), we obtain
Im
(
N(u)
)= q+1(u4) Im[u√1 − u4K(u)]= q+1(u4)|u|√|u|4 − 1 Im[K(±i(1 + 2ε))].
By using (19) and the similar argument above we have√
|u|4 − 1 Im[K(±i(1 + 2ε))] = 0.
Hence we obtain that Im(N(u)) has at most + 1 zeros in L2,4± (R, ε).
(iii) Let g(s) = s2(αs2+β)
(1−s4)3/2 , then J˜ (u) =
√
1 − s4 ∫
γu
g(s) ds, being γu any path contained in D
joining 0 and u. It is easy to see that there exists a real number A > 0, such that in D, g(s) has
the following analytic expansion for |s| >A,
g(s) = s2(αs2 + β)(−1
s4
1
1 − s−4
)3/2
= −is−2(α + βs−2)
( ∞∑
j=0
(
1
s4
)j)3/2
∼ s−2. (20)
From (20), in D ∩ {|s| >A} we can write
g(s) =
∞∑
j=0
bj s
−2−j , (21)
with b0 = 0. To estimate J˜ (u), we fix u0 with |u0| >A, and choose two paths γ0 and γu joining 0
to u0 and u0 to u respectively, such that γu is contained entirely in the region D∩{|s| >A}. Then
J˜ (u) =
√
1 − u4
(∫
γ0
g(s) ds +
∫
γu
g(s) ds
)
.
By using the expansion (21) in the last integration, we obtain
J˜ (u) =
√
1 − u4
(∫
γ0
g(s) ds + φ(u)− φ(u0)
)
,
where
φ(u) =
∞∑
j=0
(
− bj
j + 1
)
u−1−j ∼ −b0u−1 as |u| → ∞.
Let B = ∫
γ0
g(s) ds −φ(u0), then J˜ (u) =
√
1 − u4(B +φ(u)). We get immediately that J˜ (u) ∼
Bu2 +Cu−1 (C = 0) when |u| → ∞ as we wanted to prove. 
Now we are ready to apply the Argument Principle for N(u) to GR,ε , for R and 1/ε positive
and big enough. We will prove that the rotation number of N when u turns around the boundary
A. Gasull et al. / J. Math. Anal. Appl. 329 (2007) 268–280 279of G is at most 8(+ 1)+ 7. From this result we get that the number of zeros of N(u) is at most
8( + 1) + 7. Since N(u) is an even function, we obtain that the number of zeros of N(u) in
(0,1) is at most 4(+ 1)+ 3 = 2n+ 5, as we wanted to prove.
Let us compute the rotation number of N . By Lemma 7(i) the number of complete turns of N
on
⋃4
j=1 C
j
ε when ε goes to 0, tends to zero. By Lemma 7(ii) the number of zeros of Im(N(u))
for u ∈ ⋃4j=1 Lj± is at most 8( + 1). Since each complete turn of N(u) forces at least two
zeros of Im(N(u)) we get that the number of complete turns on these four segments is at most
4(+ 1)+ 4 (we add less than one half turn on each Lj±). Finally, from Lemma 7(iii) the number
of complete turns on CR is at most 4( + 1) + 3. Putting all the results together we obtain that
the number of turns is at most 8(+ 1)+ 7 as we wanted to prove.
3.3. The case k  3
We only consider n = 2+ 1, the case n = 2 is similar. By Proposition 5 and formula (9), to
study the number of zeros of I (h) in h ∈ (0,1/2k), it suffices to consider
M(h) = pk+2k−1
(
h
1
k
)+ hk−12k q+1(h)J (h). (22)
From the proof of Lemma 4 we have that
J (h) =
(
2h− 1
k
)
J ′(h)+ h 1−k2k pk−1
(
h
1
k
)
. (23)
Substituting (23) into (22) we obtain
M(h) = pk+2k−1
(
h
1
k
)+ hk−12k q+1(h)(2kh− 1)J ′(h). (24)
As usual we use pj (v) or qn(w) to denote polynomials of degree j in v and degree n in w
respectively, although it may be different from the ones in (22).
Making derivative on both sides of (22) with respect to h and using (23) again, we get
hM ′(h) = pk+2k−1
(
h
1
k
)+ hk−12k q+2(h)J ′(h). (25)
Removing J ′(h) from (25) and (24), we have
h(2kh− 1)q+1(h)M ′(h) = q+2(h)M(h)+ p2k+4k−1
(
h
1
k
)
. (26)
Now we need the following result which was proved, for example, in Lemma 5.1 of [10].
Lemma 8. Suppose that the real functions I (h) ∈ C1(a, b), A(h),B(h),C(h) ∈ C0(a, b), and
I (h) satisfies the differential equation
A(h)I ′(h) = B(h)I (h)+C(h).
Then in the interval (a, b) the number of zeros of I (h) is less than the sum of the numbers of
zeros of A(h) and C(h), plus 1.
By using this lemma, we find that the number of zeros of M(h) in (0,1/2k) is less than
2k+ 4k + + 1, which implies Z(n, k) k(n+ 4)+ [n/2].
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