We present numerical methods for solving systems of linear equations originated from the discretisation of two-dimensional elliptic partial di erential equations. We are interested in di erential equations that describe heterogeneous and anisotropic phenomena. We use a nonoverlapping domain decomposition method for solving the linear systems. We describe new local preconditioners for the interface problems that have a numerical behaviour better than the block Jacobi preconditioner and almost the same computational complexity. We show a set of experiments for comparing the numerical performance of the local preconditioners.
Introduction
We study Schur complement domain decomposition methods for solving systems of linear equations that arise from the discretisation of elliptic partial di erential equations. These methods require that the subdomains do not overlap; therefore, we decompose the unknowns into two sets: one for the unknowns on the interfaces between the subdomains and another for those inside the subdomains. By eliminating the unknowns that belong to the interior of the subdomains, we end up with the so-called Schur complement matrix (S) and we have to solve the reduced system whose unknowns are de ned only on the interfaces.
When using those methods, a primary decision is whether the matrix S will be held explicitly or not. If we store the matrix implicitly, we cannot factorise S. Hence, we must use an iterative method and provide a preconditioner for solving the interface problem. In this article, we propose and describe some local preconditioners for accelerating the preconditioned conjugate gradient method (PCG) that is used for solving the reduced system whose associated matrix is S.
Research in local preconditioners for Schur complement domain decomposition methods has been going on for the last fteen years. We mention two local preconditioners for an interface problem de ned between only two subdomains: the J-operator 9] , and the Probing 8] . We also refer to preconditioners that act on the complete boundary of each subdomain such as the Neumann-Dirichlet 1] and the Neumann-Neumann 12] preconditioners. All these preconditioners act locally, that is, they do not have any coarse component which can provide a global exchange of information between all the subdomains at each iteration. Consequently, the iterative methods which use such local preconditioners have convergence rates that depend strongly on the number of subdomains. In general, these methods are slow for larger number of subdomains. For a complete overview of this subject, we refer to 6], 11], 13] and 16].
Our prime motivation is to solve systems of linear equations related to two-dimensional simulation of semiconductors. The matrices associated with these problems have high variations in the coe cients and a high anisotropy; therefore, the traditional block Jacobi preconditioner 8] does not accelerate the PCG su ciently. On the other hand, block preconditioners seem attractive just because the Schur complement matrix S has a block structure. Moreover, the block approaches are quite appealing if we want to preserve the parallelism inherent in nonoverlapping domain decomposition methods.
The basic goal of this article is thus to propose some local preconditioners that improve the behaviour of block Jacobi, have complexities that are equal or only slightly higher than the complexity of this preconditioner and keep, as much as possible, the data locality of block Jacobi and its consequent ease of parallelisation. By selecting appropriate subspaces and operators, we can describe a large class of block preconditioners as follows: M = X i R T i M ?1 i R i ; (1) where M i are approximations of submatrices of the matrix S, and R i are operators that pick up some relevant information from S which can be gathered and treated on smaller subspaces, take into account geometric information, and preserve the locality of their actions. The algebraic description of the block preconditioners are given in Section 2. In 3, we propose some new preconditioners. In order to study the numerical behaviour of the proposed preconditioners, we display in Section 4 a set of computational experiments on problems with discontinuity and/or anisotropy phenomena.
Notation
We introduce some concepts and notation in order to de ne the components of the local preconditioners. (2) where a(x; y); b(x; y) 2 R 2 are positive functions on . We assume that the domain is partitioned into N non-overlapping subdomains 1 ; : : : ; N with boundaries @ 1 ; : : : ; @ N . We discretise (2) either by nite di erences or nite elements resulting in a symmetric and positive de nite linear system Au = f: (3) Let B the set of all the indices of the discretised points which belong to the interfaces between the subdomains. Grouping the points corresponding to B in the vector u B and the ones corresponding to the interior I of the subdomains in u I , we get the reordered problem:
A (5) is the Schur complement of the matrix A II in A, and is called, in general, Schur complement matrix. Let V j be the singleton sets that contain one index related to one cross point and let V = j V j be the set with all those indices; each cross point is represented by in Figure 1 . If j 6 = l, (j; l) 2 f1; 2; : : : ; Ng 2 and j and l are such that j and l are neighbouring subdomains, then we can de ne each edge E i , i 2 f1; 2; : : : ; mg, by E i = (@ j \ @ l ) ? V:
(6) In Figure 1 , the points belonging to the m edges E i are represented by .
We can thus describe the set B as
that is, a partition of the interface B into m edges E i and the set V .
Here, we realise that we mix continuous curves, @ i , with sets of indices of discretisation points that lie on these curves. This ambiguity can be disregarded if we consider that, in order to minimise notation, the symbols i and @ i can represent either continuous sets or discrete sets of indices associated to the grid points.
Let U be a p-dimensional space, where p is the number of points in the set B. We consider the Schur complement matrix as a linear operator from U into U. S : U ! U: (8) 2 Notation 5 Let P be a nite set of integer numbers. Let I i be sets of indices, such that B = i2P I i : (9) Unless otherwise speci ed, we can have I j \ I k 6 = ; for some k 6 = j:
(10) Let \card" be the cardinality of a set. If r i are integers de ned by r i = card(I i ); i 2 P; (11) then U i , i 2 P, are r i -dimensional subspaces of U generated by basis vectors with indices j 2 I i , such that:
These subspaces will be called local spaces. Because of (10), the symbol P in (12) does not necessarily de ne a direct sum of the subspaces U i . Let 
The matrices representing the operators R T i and R i are composed of only ones and zeros. We de ne S ii = R i SR T i ; (15) that is the restriction of the Schur complement matrix to the subspace U i . Then S ii is a linear operator acting from U i into U i . If the matrix S is nonsingular, symmetric and positive de nite, the restricted matrices S ii inherit from S the same properties.
If we set M i = S ii , then we can describe a local preconditioner for the interface problem as:
Local preconditioners
Once this framework is given, we can de ne di erent types of local preconditioners. In the remainder of this article, we address two alternatives. The rst is based on the subspaces related to each of the edges E i . The second relies on the complete boundaries @ i of the subdomains.
Edge-based block preconditioners
In the rst part of this section, we describe the block Jacobi preconditioner and in the second, we introduce the one we refer to as the algebraic additive Schwarz preconditioner (AAS).
Block Jacobi
Let E i denote the m edges of the interface B as de ned in Equations (6) and (7) . Using the notation of Section 2, we have b I i , which means that the last block contains all the cross points. The block Jacobi preconditioner can then be described as:
In Figure 2 , one of the various sets b I i , i 2 f1; 2; : : : ; mg, is surrounded by an ellipsis. The numerical behaviour of this preconditioner is well known and can be summarised by the following theoretical bound for its condition number cond(M bJ S) CH ?2 (1 + log 2 (H=h)) (18) where H is the diameter of the subdomains, h is the discretisation step and C is a constant independent from H and h. Further details about this result can be found in 6] and in the references therein. This bound shows the fast deterioration of the convergence when H ! 0, that is; when the number of subdomains increases.
Algebraic additive Schwarz
We introduce a local block preconditioner whose convergence is better than block Jacobi. The main motivation for the following approach, from a mathematical standpoint, is the strong dependence of the solution of an elliptic Studying the matrices involved, we can see that the block Jacobi preconditioner disregards the entries of the o -diagonal blocks of the matrix S, relying on the assumption that for some problems the matrix S is strongly diagonal dominant. In order to give a quantitative idea of the amount of information that the block Jacobi preconditioner does not take into account, From Figure 4 we observe that, although the largest entries are in the diagonal blocks, there are values in the last block column that may be considered; the blocks in this column are related to the single cross point. Furthermore, if we pay attention to the couplings of the cross points in the last row, it turns out that this block is fairly coupled with all the other blocks.
Those observations lead us to add at least the neighbouring points of the I i . Since the added points are strongly coupled with the cross points, this process incorporates more information within each diagonal block of the preconditioner. Furthermore, the preconditioner provided by this procedure keeps the locality of the block Jacobi alternative, thereby retaining a high level of parallelism.
The process of amalgamation of local information inside larger blocks can also be viewed as an algebraic process of overlapping diagonal blocks of a matrix. This technique of algebraic overlap was originally introduced by 14] in the context of the parallel implementation of a incomplete LU factorisation for preconditioning general sparse linear systems. In the cited work, the authors proposed to overlap neighbouring blocks of the matrix. In our alternative, we overlap partially the blocks that share a cross point; therefore, some points can belong to more than two blocks and these blocks are not necessarily neighbours, and can appear outside of the main block diagonal of the Schur complement matrix.
We need to introduce a few more sets to avoid a restrictive de nition of the sets I i . The rst is the set of indices of nodes that are neighbours of a given cross point. Let t be an integer. If E k are the ne j edges meeting at cross point V j , then we can de ne the set of indices which contains the neighbouring nodes of V j as:
The operator dist gives the minimum path for connecting two nodes. Notice that t denotes the overlap between two neighbouring interfaces. In Figure 5 , we show a set f V j for an overlap equal to three. g V j t = 3
Figure 5: Stencil associated with the sets of indices f V j for the AAS preconditioner for an overlap t equal to three.
If nc i is the number of cross points related to an edge E i , then for a regular box decomposition in two-dimensions nc i is equal to one or two, then the enlarged set of indices is thus de ned as:
Let m be the number of edges. Using the notation of the previous paragraph, we describe subspaces e U i , such that U = e U 1 + e U 2 + : : : + e U m and we de ne the new preconditioner by:
where the restriction and extension operators and the matrices f M i have been introduced in Section 2.
Since we sum the contributions from all the neighbouring interfaces, and since we have the overlaps between the blocks and since this formulation is completely algebraic, we call this the algebraic additive Schwarz preconditioner (AAS). The variation of the overlap may a ect its behaviour, so we use AAS(t) in order to specify that t is the size of the overlap.
We call the sets E V j k the \branches" of f M i and the set ( S nc i j=1 V j ) E i as its \stem".
In Figure 6 , we show a set of indices e I i with an overlap t = 3, the number of neighbouring edges ne j = 4 and the number of cross points nc i on each edge is at most equal to two. Basically, this approach attempts to recover information around the cross points or vertices. In a di erent framework, linear elasticity problems in three dimensions, the idea of capturing the information around the cross points appears in 15]. In the cited work, the author proposes the Vertex Space preconditioner that combines coarse and local parts. In the additive version of the Vertex preconditioner, the local part consists of three terms: one related to the edges, the second related to the vertices, and the last to the faces of the three-dimensional subdomains. In our approach, instead of summing up the vertex and edge contributions, we gather all these points in a set e I i , we perform the factorisation of the complete matrix and we use this one as the preconditioner f M i . Roughly speaking, we compute the inverse of the sum instead of the sum of the inverses.
In very particular cases; for instance, when using a regular grid, with a box decomposition and in the presence of anisotropy parallel to the grid as in @ 2 u @x 2 + @ 2 u @y 2 = f; 1; (
we do not need to overlap in all directions but only in the direction of the strongest coupling; for example, the x-direction in Equation (23).
One motivation for such a procedure can be found in Figure 7 , where we display the norms of the blocks S ij ] of a Schur complement matrix S for an anisotropy = 10 ?3 , and as before, the decomposition of the domain is 2 2 and is displayed in Figure 3 . The couplings among the perpendicular edges are weaker than the couplings between the edges that are aligned with the x-direction. As we observe, the rst block S 11 is tightly connected to the cross point block S 55 which is at the last column. The cross point, in turn, is strongly connected with the second block. However, the couplings of the cross point with the third and fourth block are rather weak. So, it is quite natural to take into account in the construction of the preconditioners these strong couplings between the rst two blocks and between them and the cross point. It seems less relevant to establish any coupling with the third and fourth blocks. In Figure 8 , we show the distribution of the sets e I i for this particular version of the AAS preconditioner, which we refer to as AAS1. In 3], we describe an application of this approach. We observe that this alternative is valid only if we have any information about the couplings between the nodes. For a general case, AAS has to be used. 
Subdomain-based block preconditioners
Another approach for the local problems is based on the complete subdomain boundaries instead of on the edges. The basic goal is to retrieve all the couplings between the edges and cross points related to the boundary @ i of a given subdomain i . If V j are the ncb i cross points which are on the boundary @ i and if E k are the ne i edges of this subdomain, then the set of indices I i that are the indices of the nodes on @ i can be de ned by:
The above decomposition of the elements of the set B gives rise to N subspaces U i such that U = U 1 +U 2 +: : :+U N . Hence the subdomain based preconditioner can be de ned as:
where the restriction and extension operators and the matrices M i are associated with I i and have been introduced in Section 2; N is the number of subdomains.
In Figure 9 , we show a set of indices I i for the subdomain block preconditioner.
Ui Figure 9 : Stencil associated with a set I i for the subdomain-based preconditioner.
Numerical experiments
With a rst part dedicated to the description of the problems we are dealing with, this section presents the numerical behaviour of the local preconditioners introduced in Section 3. The central issue is to compare the number of iterations of a preconditioned conjugate gradient method when solving Sx = b. Their viability when running on parallel machines is considered in 2].
Model problems
We address the solution of Equation (2) discretised by a ve-point central di erence scheme. Convergence of PCG is attained when the Euclidean norm of the residual of the current iteration divided by the Euclidean norm of the initial residual is less than 10 ?5 . The grid is uniform. The background of our study is the numerical solution of a system of drift-di usion equations, see 2]. So, we need to evaluate the sensitivity of the preconditioners to anisotropy and to discontinuity. With these aspects in mind, we now present a set of model problems. In Figure 10 , we divide the unit square into six regions where piecewise constant functions g j , with j 2 f1; 2; 3; 4g, are de ned. Let a and b be the functions of the elliptic problem as described in Equation (2) . Using this notation, we can de ne di erent problems with di erent degrees of di culty:
Poisson problem: a = 1 and b = 1, anisotropic problems : a = 1 and b = 10 ?j , discontinuous problems: a = g j and b = g j , anisotropic and discontinuous problems: a = 1 and b = g j . For the anisotropic problems, we have implemented options for when the anisotropy is not parallel to any of the directions that de ne the grid and makes an angle with the x-direction, see Figure 11 . We have tested 00000000000 00000000000 00000000000 00000000000 00000000000 00000000000 00000000000 00000000000 00000000000 00000000000 11111111111  11111111111  11111111111 11111111111  11111111111  11111111111  11111111111  11111111111 11111111111  11111111111 θ Ω Figure 11 : The anisotropy can make di erent angles = n =16 for n 2 f0; 1; 2; : : : ; 15g with the grid.
Tables and comments
First of all, we brie y introduce the probing technique for building some of the proposed block preconditioners. The probing technique, as described in 5], is an algebraic technique for constructing a sparse approximation of the interface operator S in the two-subdomain case. The main idea is to approximate the interface matrix by a matrix having a speci ed sparsity pattern. This sparsity pattern is usually chosen as a band matrix and this is motivated by the observation that the entries of S decay rapidly from the diagonal; it can be shown that js ij j = O( 1 ji?jj 2 ) for the Poisson problem for two subdomains with di erent geometries 10] and 5]. Though the probing is not exact, it gives rise to a good approximation.
The probing technique has successfully been applied to the construction of preconditioners for nonoverlapping domain decomposition methods; some of those applications can be found in 2], 4] and 7], and in the references therein. Using the probing technique, we can recover from the implicit matrix S the information used to construct some of the block preconditioners. We refer to 2] for a thorough explanation of how to build some of the proposed block preconditioners.
We compare the following preconditioners: block Jacobi (without probing), subdomain-based, Section 3.2, AAS1(t), t 2 f1; 3; 5g, probing AAS1(t), t 2 f1; 3; 5g, termed pAAS1(t), AAS(t), t 2 f1; 3; 5g, probing AAS(t), t 2 f1; 3; 5g, termed pAAS(t).
For these tests, we have stored the matrix S implicitly and explicitly in order to study the impact of the probing technique in the numerical behaviour of AAS. Block Jacobi, subdomain-based, AAS1 and AAS, are constructed directly from the explicit matrix S. Whereas, pAAS1 and pAAS are built using the probing technique.
In this set of tests, our primary interest is the numerical behaviour of the local preconditioners. Their computational performances on parallel machines is addressed in 2]. That is the reason why we compare the subdomainbased preconditioner with AAS and with block Jacobi, though the subdomainbased alternative cannot be used in practice, since we do not have yet a cheap way for building it.
For all tests with probing preconditioners, we use tridiagonal (pAAS(1)) or pentadiagonal (pAAS (2)) approximations.
The results are displayed in Tables 1 to 11 .
Comparing three block preconditioners
The rst group of tables, with three sets of experiments, compares the behaviour of three preconditioners: block Jacobi, subdomain-based and AAS(5). The three preconditioners have been constructed directly from the explicit matrix S. Therefore, we do not compare their costs or their computational performance, here we focus only on their numerical behaviour. We compare for a large variation of parameters. We have varied the jumps in the functions a and b of Equation (2) Tables 1, 2 and 3 . The problems present anisotropy and discontinuity, combined or not. The Poisson problem is given for the sake of completeness. The direction of the anisotropy is at an angle of =8 with the x-direction in Table 1 .
If we compare the rst and last columns of the Tables 1, 2 and 3, we observe that the number of iterations of AAS (5) increases more slowly than the other alternatives. On average, this increase is about 75% for block Jacobi, by 63% for subdomain and 43% for AAS (5) In Table 4 , we summarise the gains of each preconditioner comparing the ratios between the number of iterations for each couple of preconditioners.
For that, we have divided the number of iterations and, independent of the problem, we have selected the highest and the lowest ratios; we have also computed the average ratios. We can observe that the subdomain-based preconditioner and AAS(5) are far better than block Jacobi for every tested case. The subdomain alternative needs on average 13% or 18% fewer iterations than AAS(5) to achieve convergence. AAS (5) Table 4 : Summary of Tables 1, 2 , and 3 with the ratios between the number of iterations for each couple of preconditioners.
Overlap impact
In Table 5 , we show the behaviour of AAS when we vary the size of the overlap between the interfaces. The angle of the anisotropy is kept constant at =8. For these tests, we have considered three overlaps: one, three and ve. For larger overlaps and for the costs of the iterations, we refer to 2]. The AAS here is built straight from the matrix S and not with the probing technique. The last row of this table gives the ratio between the number of iterations for block Jacobi (zero overlap) and AAS(5). For an 8 8 box decomposition, there is a decrease in the number of iterations of 23% for Poisson, 39% for an anisotropy of 10 ?3 and a decrease of 40% for an anisotropy of 10 ?4 . For a 16 16 decomposition, there is a decrease in the number of iterations of 20% for Poisson, and 39% for both anisotropies of 10 ?3 and 10 ?4 . So, the overlap tracks the anisotropic phenomenon well.
If we look at the rows of Table 5 , we observe that the higher the anisotropy, the better the behaviour of AAS(5) in comparison with smaller overlaps. For a box decomposition of 8 8, the increase in the number of iterations, when the anisotropy varies from one to 10 ?4 , is of 44% for an overlap of ve points. For an overlap of three points this increase is about 66%. For an overlap of only one point, the rise is 85%. For block Jacobi, we have this ratio equal to 84%. For a decomposition of 16 16 , the increase in the number of iterations when the anisotropy increases is 50% for an overlap of ve points; 71% for an overlap of three; 99% for an overlap of one and 98% for block Jacobi.
This illustrates the high sensitivity of block Jacobi with respect to anisotropic phenomenon; whereas the sensitivity of AAS to the same phenomenon is less important.
anisotropy ( ) 8 Table 5 : Number of iterations of the AAS preconditioner with variable overlaps, = =8, 16 16 subdomains, each subdomain is a 16 16 grid, anisotropy 10 s .
Probe comparison
We study the impact of the probing technique on the behaviour of AAS. Here, we consider AAS simply retrieved from the assembled matrix S and we compare with the probing AAS. This comparison is done for overlaps of one, three and ve points. A set of problems that we use for showing this impact have discontinuities varying from 10 0 (Poisson) to 10 ?4 and the results are summarised in Tables 6 and 7 . Another set of problems have anisotropies with the same variation and are shown in Tables 8 and 9 .
The rst conclusion is that with a modest overlap of ve points the probing AAS performs better than the exact version of AAS with an overlap of only one point. In the last row of the Tables 6 and 8 , we give the ratios between pAAS(5) and AAS(1). We note di erences that go from 9%, the lowest case, to 33%, the highest di erence. As might be expected, for the same overlap the exact version converges in fewer iterations for the majority of the tested cases.
The second point is that the degradation of the quality of the probing preconditioners is less important for the problems with anisotropy than for the problems with discontinuity. These results are summarised in Tables 7  and 9 . There, we divide the number of iterations of the probing version by the number of iterations of the version which uses the original matrix. For the discontinuous problems, with an overlap of ve points, that ratio is in average 14% and for the anisotropic problems, with the same overlap, this average is 6%. We also have performed tests combining anisotropy and discontinuity, and in these tests, we have found a behaviour that was quite similar to the one observed for the anisotropic problem.
We note that for the Poisson problem and for the problems with discontinuity, the probing version with an overlap of three points has an odd behaviour which we do not know how to explain. Although, just after, for an overlap of ve points the probing version performs well again.
The improvement that is given by the overlap is not lost when we use the probing technique. The ratios between the number of iterations of the probing preconditioners are essentially the same observed in Table 5 for the preconditioners constructed without probe.
If we look at the rows of Tables 6 and 8 , we see, as long as anisotropy or discontinuity are concerned, that the sensitivities of the probing version and of the exact version to those phenomena are quite close. In a few cases the probing preconditioner is even less sensitive than the exact one.
Although the number of iterations has increased, we should consider again that the probing preconditioners are feasible for realistic implementations and the version built from the assembled matrix is only worthy, as it is the case here, for numerical comparisons.
AAS and AAS1
Some information about the underlying physics can help in de ning the most appropriate preconditioner. This statement can be illustrated by Table 10 .
Here, we present the number of iterations for both probing and exact versions with an anisotropy that changes direction.
We observe that AAS1 is more e cient when the anisotropy is aligned with one of the grid axes. Nevertheless, for non-aligned anisotropies AAS performs better.
We note that the probing versions have a behaviour that is similar to the exact ones. However, the probing version AAS(5) su ers less from the impact of the changes on the anisotropy angle than all the other alternatives. This is illustrated in the last row of Table 7 : Summary of Table 6 the ratio between the number of iterations for the versions of AAS with and without probing.
of iterations for each preconditioner. For pAAS(5), we nd the ratio 1.28 for an anisotropy of 10 ?2 and 1.54 for an anisotropy of 10 ?4 . For all other alternatives this ratio is bigger. AAS(5) tends to be less e ective when the angle increases from =16 to =4, we guess that this is because AAS does not takes into account the couplings between the stem and the branches. A remedy for this is to enlarge the overlap and consequently the number of probing vectors, which leads to a more expensive preconditioner construction.
It can be noted that for some problems the probing versions are better than the exact ones, as can be seen in Table 10 Table 10 : Number of iterations of the AAS (A) and AAS1 (A1) preconditioners, probing version (pA and pA1) or no, with variation of angles, anisotropy, 16 16 subdomains, each subdomain is a 16 16 grid; the number in parentheses is the overlap.
Sensitivity to 1/H
The increase in the number of subdomains (1/H) has a rather important effect for the block Jacobi preconditioner, as predicted by Equation (18). This behaviour is the same for the subdomain-based and for the AAS preconditioners, as we can see in Table 11 . Here, the number of iterations doubles when the number of subdomains in one direction also doubles; that is, when 1/H doubles the number of iterations of the PCG doubles, and it is coherent with the theoretical lower bound for the number of iterations showed in 17].
In the experiments we have performed, we have found the same behaviour. Therefore, we can guess that a bound for the condition number of those preconditioners can be an expression similar to the Equation (18) but with smaller constants C.
To track this exponential increase in the number of iterations; that is, to avoid the in uence of the term 1=H 2 that appears in the theoretical bound, two-level preconditioners must be considered. In 2], we describe some coarse space components that can be combined with the local preconditioners presented in this paper. have shown an algebraic formulation for both. We have shown a sample of the numerical experiments with which we have tested some features of these preconditioners. The AAS preconditioner can be used with di erent overlap sizes between the interfaces and in two versions. In the rst version, we retrieve exactly the information from the Schur complement matrix and in the second version, we use the probing technique to construct its entries.
The rst evidence is that both subdomain-based and AAS preconditioners are better than the traditional block Jacobi for anisotropic problems with or without discontinuity. For those problems, AAS(3) is far better than block Jacobi, for a large number of subdomains. If we include the construction cost, the probing version pAAS(3) has the same complexity as probing block Jacobi and a better performance.
For AAS (5) , that has a probing version slightly more expensive to construct, the gain is very much better. If we include the cost of construction, AAS(5), compared with block Jacobi, decreases the number of matrix-vector multiplications by about 30%.
Although the subdomain-based preconditioner has a numerical performance superior to that of AAS, about 15% fewer iterations, its construction is too expensive and can be appropriate only for a few speci c patterns of the anisotropy. Moreover, we should point out in favour of AAS that its increase in number of iterations is less pronounced than for the subdomain based method, when we increase the anisotropy and/or the discontinuity.
As AAS has a block structure , it preserves the locality of block Jacobi; therefore, it is suitable for being parallelised. Furthermore, in 2], we address the distributed parallel implementation of the probing technique in a rather e cient and cheap way.
We are aware of the possibility of de ning variable sizes for the overlap t, for each edge or set of edges, when some information about the physics of the problem is available. Actually, this is what we have done for AAS1. If no a priori information is available, one has to propose some heuristic in order to de ne a good size for t at run time.
Therefore, considering performance, cost and applicability, AAS is a serious alternative for block Jacobi.
Both AAS and subdomain-based preconditioners are not meant to tackle the exponential growth in the number of iterations when we increase the number of subdomains. In 2], we discuss further how to overcome this problem.
