Abstract. This paper proposes penalty schemes for a class of weakly coupled systems of HamiltonJacobi-Bellman quasi-variational inequalities (HJBQVIs) arising from stochastic hybrid control problems of regime-switching models with both continuous and impulse controls. We show that the solutions of the penalized equations converge monotonically to those of the HJBQVIs. We further establish that the scheme is half-order accurate for HJBQVIs with Lipschitz coefficients, and first-order accurate for equations with more regular coefficients. Moreover, we construct the action regions and optimal impulse controls based on the error estimates and the penalized solutions. The penalty schemes and convergence results are then extended to HJBQVIs with possibly negative impulse costs. We also demonstrate the convergence of monotone discretizations of the penalized equations, and establish that policy iteration applied to the discrete equation is monotonically convergent with an arbitrary initial guess in an infinite dimensional setting.
Introduction
In this paper we study penalty schemes and their convergence for the following weakly coupled system of degenerate Hamilton-Jacobi-Bellman quasi-variational inequalities (HJBQVIs): max sup where u = (u i ) i∈I denotes the unknown solution, (L α i ) i∈I is a family of second order differential operators, and M i is an intervention operator of the following form:
( 1.2)
The above system extends the classical scalar HJBQVIs, and arises naturally from hybrid control problems of regime-switching models with both continuous and impulse controls (see e.g. [39, 41, 37, 38] ). For instance, let α be a càdlàg adapted stochastic control process, and let γ = (τ 1 , ξ 1 ; τ 2 , ξ 2 ; . . .) be an impulse control strategy consisting of a sequence of impulse times 0 = τ 0 ≤ τ 1 ≤ τ 2 ≤ . . . , and adapted impluse controls (ξ 1 , ξ 2 , . . .). Between impulse times, we assume the state process X follows a controlled regime-switching process defined as follows: X 0 = x ∈ R d , I 0 = i ∈ I, and for all k ∈ N ∪ {0}, dX t = b(α t , I t , X t ) dt + σ(α t , I t , X t ) dW t , τ k < t < τ k+1 ,
where W is a standard Brownian motion, and I is a continuous-time Markov chain with values in the finite set I, which represents the uncertainty in the environment through discrete events that cannot be modelled by a differential equation. At an impulse time τ k , the impulse control ξ k is applied and instantaneously Moreover, the non-diagonal dominance of the obstacle term u i − M i u poses a significant challenge for estimating the penalization errors. In fact, a crucial step in estimating the penalty error for HJB variationalinequalities is to show that there exists a constant C, depending on the regularity of the obstacle, such that for any ρ > 0, if u ρ solves the penalized equation with the parameter ρ, then u ρ − C/ρ satisfies the constraint of the variational inequality (see e.g. [24, 40] ). However, this is in general false for the QVIs since the term u i − M i u remains invariant under any vertical shift of the solutions.
We shall overcome the above difficulty by constructing a family of auxiliary approximations for our error analysis via iterated optimal stopping. This reduces the problem to estimating the solution regularity and penalty errors for a sequence of obstacle problems. We shall derive a more precise estimate for the semiconcavity constant of the solution to HJB variational inequalities with respect to the obstacle term than those in prior works (see the discussion above Proposition 4.3). This is crucial for us to be able to conclude that the penalty approximation is half-order accurate for HJBQVIs with Lipschitz coefficients, and first-order accurate for equations with more regular coefficients (see Theorems 4.10 and 5.2). These convergence rates of penalty schemes for HJBQVIs are optimal in the sense that they are of the same order (up to logarithmic terms) as those for conventional HJB variational inequalities.
We further extend the penalty scheme and its error estimate to a class of HJBQVIs with possibly negative impulse costs. Note that signed costs are not only of mathematical interest, but are also important to model the situation where the controller can obtain a positive switching benefit, for example, receive financial support for investing in renewable energy production (see [32, 30] ). In this setting, we deduce error estimates for a different type of penalty schemes, which apply the penalty to each impulse control strategy, instead of the pointwise maximum over all impulse control strategies (Remark 5.1). These convergence results rely on a novel construction of a strict subsolution to HJBQVIs with general switching costs, for which we impose less restrictive conditions on the switching costs than those given in the literature (see the discussion after (H.7) for details).
Finally, we would like to point out a control-theoretic interpretation of our penalty schemes. As observed in [27, 28] , the viscosity solution of the penalized equation with parameter ρ can be identified as the value function of a hybrid control problem, where the controller is only allowed to perform impulse controls at a sequence of Poisson arrival times with intensity ρ, instead of any stopping times. Our error estimates give a convergence rate of these hybrid control problems with random intervention times in terms of the intensity ρ, which is of independent interest.
We organize this paper as follows. Section 2 states the main assumptions and recalls basic results for the system of HJBQVIs with positive impulse costs. In Section 3 we shall propose a penalty approximation to the HJBQVIs and establish its monotone convergence. Then by exploiting the regularization introduced in Section 4.1, we estimate the convergence rates of the penalty schemes in Section 4.3, and construct convergent approximations to action regions and optimal impulse controls in Section 4.4. We extend the convergence results to HJBQVIs with signed costs in Section 5, and discuss the monotone convergence of policy iteration in Section 6. Appendix A is devoted to the proofs of some technical results.
HJBQVIs with positive costs
In this section, we introduce the system of HJBQVIs of our interest, state the main assumptions on its coefficients, and recall the appropriate notion of solutions. We start with some useful notation which is needed frequently throughout this work.
For a function φ : R d → R, we define the following (semi-)norms:
As usual, we denote by
) the space of bounded continuous functions (resp. n-times differentiable functions) in R d , and by C We shall consider the following weakly coupled system: for each i ∈ I := {1, . . . , M },
with I −i := {j ∈ I | j = i}, M i is the intervention operator (1.2), i.e.,
Before introducing the assumptions on the coefficients, let us recall the concept of semiconcavity of a continuous function [12, 5] , which is crucial for the subsequent convergence analysis.
Definition 2.1 (Semiconcavity). A continuous function φ is semiconcave around x ∈ R d with constant C ≥ 0, if it holds that
We say a continuous function φ is semiconcave with constant C ≥ 0 if (2.4) holds for all x ∈ R d . For any given semiconcave function φ, we shall denote by [φ] 2,+ its semiconcavity constant, i.e.,
A concave function is clearly semiconcave. Moreover, a C 1 function with locally Lipschitz gradient is semiconcave [5] .
We now list the main assumptions on the coefficients.
H.1. For any i, j ∈ I, A i is a nonempty compact set, a
α ij are continuous functions. Moreover, there exist constants C and λ 0 such that it holds for any j = i, α ∈ A i that
is a nonempty compact set in a metric space (Z, d Z ), Γ i and K i are continuous functions, and the mapping x → Z i (x) is continuous in the Hausdorff metric. Moreover, there exists a constant κ 0 such that for all i ∈ I, x ∈ R d and z ∈ Z i (x), we have
The condition (2.5) in (H.1) is the standard regularity assumption for the coefficients in viscosity solution theory, while (2.6) in (H.1) implies the monotonicity of the HJB equations. The condition (H.2) on the intervention operator is the same as that in [36, 1] , which ensures the well-posedness of (2.1) in the class of bounded continuous functions. As we shall show in Section 3, they are sufficient for the monotone convergence of the penalty approximation, even for non-convex/non-concave systems involving Isaacs' equations.
The following additional assumptions are necessary to derive the regularity of the value functions and quantify the error estimates of the penalty schemes.
H.4. There exists a constant C > 0 such that for any i, j ∈ I, α ∈ A i , we have σ
H.5. For any i ∈ I, the operator M i preserves Lipschitz functions, i.e., there exists a constant C > 0 such that for any u ∈ C
H.6. For any i ∈ I, the operator M i preserves semiconcave functions, i.e., there exists a constant C > 0 such that for any given bounded semiconcave function u, M i u is semiconcave with a constant satisfying
Let us briefly discuss the importance of the above assumptions. The condition (H.3) is the standard assumption for the Lipschitz continuity of the value functions (see [29] ), while (H.4) will be used to establish the semiconcavity of the solutions in Section 4.1, which is the maximal regularity that one can expect for the solutions of degenerate HJB equations (see e.g. [5] ).
Conditions (H.5) and (H.6) are certain structural assumptions for the intervention operator M i , which play an essential role in our error estimates. In general these conditions need to be verified in a problem dependent way, as demonstrated in the following special cases.
Example 2.1. For the commonly studied intervention operator (see e.g. [22, 9, 13, 37, 3, 2] ):
with |K(z)| → ∞ as |z| → ∞, it is straightforward to show that (H.5) and (H.6) hold with C = 0 (note the growth of K ensures the optimal impulse strategy is attained in a compact set). See Section 5 for examples with state-dependent impulse costs.
, which is a concave analogue of the maximum utility operator for multi-dimensional optimal dividend/inventory problems (e.g. [4] ), one can show that (H.5) (resp. (H.6)) holds if K is Lipschitz continuous (resp. semiconcave).
We shall only discuss (H.6), since (H.5) can be shown by a similar approach. Let
and 0 otherwise, which clearly satisfies the following properties:
In other words, we have z + :=ẑ + h Ix ∈ Z(x + h) and z − :=ẑ − h Ix ∈ Z(x − h). Thus one can deduce from the semiconcavity of u and K that Mu is semiconcave around x:
which subsequently leads to the desired estimate
Note that we do not require any non-degeneracy condition on the diffusion coefficients, i.e., the coefficient a α i may vanish at certain points, hence our results apply to the fully degenerate case with a α = 0, where (2.1) reduces to QVIs of first order.
We now discuss the well-posedness of HJBVI (2.1). Due to the lack of regularization from a Laplacian operator, the solution of (2.1) is typically nonsmooth and we shall understand all equations in this work in the following viscosity sense.
Definition 2.2 (Viscosity solution)
. A bounded upper-semicontinuous (resp. lower-semicontinuous) function u = (u i ) i∈I is a viscosity subsolution (resp. supersolution) to (2.1), if for each i ∈ I and function φ ∈ C 2 (R d ), at each local maximum (resp. minimum) point x of u i − φ we have
. A continuous function is a viscosity solution of (2.1) if it is both a subsolution and a supersolution. The fact that the impulse cost is strictly positive (see (H.2)) implies −L is a strict subsolution to (2.1) for a large enough constant L > 0. Therefore, one can establish a comparison principle of (2.1) by using similar arguments as in [22] (cf. the proof of Proposition 3.1; see also [36, Theorem 2.5 .11] for a related result for solutions of polynomial growth). The comparison principle directly leads to the uniqueness of bounded viscosity solutions to (2.1), which can be explicitly constructed through penalty approximations (Theorem 3.2).
Proposition 2.1. Suppose (H.1) and (H.2) hold. If u (resp. v) is a bounded subsolution (resp. supersolution) of (2.1), then u ≤ v in R d .
We end this section by collecting several important properties of the intervention operator M i .
Lemma 2.2. For any i ∈ I, we have:
(1) M i is concave, i.e., it holds for any locally bounded functions u, v : 
Then it holds for any given x ∈ R d and sequence (x ρ ) ρ∈N with lim ρ→∞ x ρ = x that
Proof. Properties (1) and (2) follow directly from the structure of M i . Property (3) is an analogue of [1, Lemma 12 ] to the present concave intervention operator M i and compact set Z i , whose proof will be given in Appendix A for completeness.
Penalty approximations for HJBQVIs
In this section, we propose a penalty approximation for the system of HJBQVIs (2.1), which is an extension of the ideas used for scalar HJBQVIs in [7, 1] . We shall also establish the monotone convergence of the penalized solutions in terms of the penalty parameter.
For any given penalty parameter ρ ≥ 0, we consider the following system of HJB equations:
where the operators L α i and M i are defined as in (2.2) and (2.3), respectively. The definitions of viscosity solution, sub-and supersolution for (3.1) extend naturally from Definition 2.2. The following result asserts the comparison principle and the well-posedness of (3.1) for any given penalty parameter. Proposition 3.1. Suppose (H.1) and (H.2) hold, and let ρ ≥ 0 be a given penalty parameter. If u ρ (resp. v ρ ) is a bounded subsolution (resp. supersolution) of (3.1), then u ρ ≤ v ρ in R d . Consequently, (3.1) admits a unique viscosity solution, which is uniformly bounded in ρ.
Proof. We postpone the proof of the comparison principle to Appendix A, which adapts the strict subsolution technique in [22] to the penalized equation, and reduces the problem to a HJB equation without the penalty part.
Since K(x, z) ≥ κ 0 > 0, there exits a large enough constant L, independent of ρ, such that −L and L are the viscosity sub-and supersolution of (3.1) with any parameter ρ, respectively. Thus by using the comparison principle and Perron's method (see [21, Theorem 3.3] ), one can deduce the well-posedness of (3.1) in the viscosity sense.
The next result demonstrates the monotone and locally uniform convergence of the solution (u ρ ) ρ≥0 of (3.1) in terms of the penalty parameter ρ. Theorem 3.2. Suppose (H.1) and (H.2) hold. Then as ρ → ∞, the solution of (3.1) converges monotonically from above to the bounded viscosity solution of (2.1), uniformly on compact sets.
Proof. It is clear that if ρ 1 ≤ ρ 2 and u ρ2 is a subsolution to (3.1) with the parameter ρ 2 , then u ρ2 is a subsolution to (3.1) with the parameter ρ 1 . Hence the comparison principle leads to the fact that u 0 ≥ u ρ1 ≥ u ρ2 . Now we shall adopt the equivalent definition of viscosity solution in terms of semi-jets and prove that the component-wise half-relaxed limit u * (resp. u * ) is a subsolution (resp. supersolution) to (2.1).
We start by showing u * is a subsolution. Let
Then it follows from the boundedness of coefficients that there exists a constant L > 0 such that
hence by letting ρ → ∞ and using Lemma 2.2 (3), we deduce that
On the other hand, (3.2) yields for
where we have used the fact that lim ρ→∞ d
Then by taking the supremum over α, we have sup α∈Ai L α i (x, u * (x), p, X) ≤ 0, which shows u * is a subsolution to (2.1). Then we proceed to study u * by fixing
by possibly passing to a subsequence, we have u
On the other hand, suppose that lim sup ρ→∞ ρ(u
+ (x ρ ) = 0, then for any δ > 0 , by passing to a subsequence, we deduce that for large enough ρ ∈ N, there exists α ρ,δ ∈ A i such that
Since A i is compact, we can assume α ρ,δ → α δ ∈ A i as ρ → ∞. Then, by taking the limit inferior and using the fact lim inf ρ→∞ d
from which by taking the supremum over α and sending δ → 0, we have sup α∈Ai L α i (x, u * (x), p, X) ≥ 0, and conclude that u * is a supersolution to (2.1).
Finally, by using Proposition 2.1, we have u := u * = u * is the unique continuous viscosity solution of (2.1) and consequently (u ρ ) converges to u locally uniformly.
Remark 3.1. Theorem 3.2 provides us with a constructive proof for the existence of solutions of (2.1) based on penalty approximations. Moreover, since the convergence analysis relies only on the comparison principle of (2.1) and the local boundedness of (u ρ ) ρ≥0 , it is possible to extend the results to nonlocal non-convex/non-concave systems with coefficients of polynomial growth.
Error estimates for penalty approximations
In this section, we shall proceed to analyze the convergence rate of the penalty approximation for (2.1). As pointed out in Section 1, unlike the variational inequalities [24] , the non-monotonicity of the term u i − M i u prevents us from obtaining an upper bound of u ρ − u by constructing a subsolution of (2.1) directly from the penalized equations, which significantly complicates the error analysis. We shall overcome this difficulty by regularizing the HJBQVIs, and recover the same convergence rates (up to a logarithmic term) as those for conventional obstacle problems.
Regularization of HJBQVIs
In this section, we approximate (2.1) by a sequence of obstacle problems, through the iterated optimal stopping approximation (see e.g. [29, 36, 15] for its application to QVIs). We shall quantify the approximation errors of these obstacle problems depending on the regularity of the solution, which we also establish.
Let u 0 = (u 0 i ) i∈I be the viscosity solution of the following system of HJB equations:
We then inductively define a sequence of functions {u n } n∈N , where for each n ∈ N, i.e., n > 0, u n = (u n i ) i∈I is the viscosity solution to the following obstacle problem:
Under the assumptions (H.1)-(H.3) and (H.5), one can establish the comparison principles for (4.1) and (4.2), and then demonstrate the existence of
M for each n ≥ 0 (see Theorem 4.4 for the Lipschitz regularity). Moreover, by using the comparison principle of (4.2), we can further deduce from an inductive argument that u n−1 ≥ u n for all n ∈ N. The following proposition estimates the approximation error u n − u, which extends the results in [9, 15] to weakly coupled systems with (possibly) negative running cost (ℓ i ) i∈I . Proposition 4.1. Suppose (H.1)-(H.3) and (H.5) hold, and let u and u n be the viscosity solution to (2.1) and (4.2), respectively. Then there exist constants µ ∈ (0, 1] and L ≥ 0 such that
Consequently, the iterates (u n ) n≥0 are bounded uniformly in n.
Proof. We adapt the arguments for [35, Theorem 3.4 ] to the current continuous setting, and present the main steps in Appendix A for the reader's convenience. Now we turn to investigate the regularity of solutions to (4.2) based on different assumptions on the coefficients. We shall first focus on the following variational inequalities:
with given obstacles (Ψ i ) i∈I , which serves as a general form of the iterative equations (4.2).
The following result shows the Lipschitz continuity of the solution to the obstacle problem (4.3), which can be proved by using the standard doubling of variables technique (see e.g. [10, 15] 
We then proceed to study higher regularity of the solutions, which enables us to deduce a higher convergence rate of the penalty approximation. The next proposition extends the results in [19, 18] to weakly coupled systems, and asserts that if the coefficients are sufficiently regular, then the solution to the obstacle problem (4.3) is semiconcave.
Note that instead of viewing the obstacle problem (4.3) as a convex HJB equation as is studied in [19, 18] , we shall separately analyze the obstacle part and the HJB part of (4.3), which leads to a sharper estimate for the semiconcavity constant of u in terms of Ψ. Moreover, instead of requiring [19, 18] (which essentially means Ψ i is differentiable with bounded and Lipschitz continuous derivative), we only assume the obstacles to be semiconcave, which is crucial for the subsequent analysis of penalty errors. 
is semiconcave with a constant satisfying
Proof. For δ, ε, γ > 0, we define for all x, y, z
and let m δ,ε,γ := sup (x,y,z)∈R 3d ,i∈I Φ i (x, y, z). By the finiteness of I, the boundedness and continuity of (u i ) i∈I , and the penalization term φ, there exists i ∈ I, independent of δ, ε, γ, and (
In the following we shall omit the dependence on δ, ε, γ for notational simplicity. Then we can deduce from [12, Theorem 3.2] that for any θ > 1, there exist
Hence, by the definition of viscosity solution, we obtain that
Now we discuss two cases. Suppose the maximum in the third inequality of (4.4) is attained by its second argument, then we obtain from (4.4) that
where we have used the Lipschitz continuity and semiconcavity of Ψ i . Thus, the definition of m δ,ε,γ and the fact that sup r>0 (−δr 2 + Cr) = C 2 /(4δ) give us that
4ε .
Thus, by letting γ → ∞, we have for all x, y, z ∈ R d that
from which by minimizing over δ, ε separately, and setting x = z + h, y = z − h, we get
On the other hand, suppose the maximum in the third inequality of (4.4) is attained by the first argument, then for any η > 0, there exists α η ∈ A such that the following inequality holds:
More precisely, we have 
Therefore, we obtain for each j ∈ I −i that
Then if λ 0 is sufficiently large, we can proceed along lines of the proof of [18, Theorem 5 (ii)], and deduce that there exists a constant L ≥ 0, independent of [u i ] 1 for any i ∈ I, such that it holds for all z, h ∈ R [18] ), which together with (4.5) completes our proof.
With Propositions 4.1 and 4.3 in hand, we are ready to present the following upper bounds of the Lipschitz and semiconcavity constants of the iterates (u n ) n∈N defined as in (4.1) and (4.2).
Theorem
where L is a constant independent of n. If we further assume (H.4) and (H.6) hold, and the constant λ 0 in (H.1) is sufficiently large, then the iterate u n is semiconcave with a constant satisfying sup i∈I [u
Proof. It is well understood that the solution u 0 to a weakly coupled system with convex Hamiltonians is Lipschitz continuous under (H.1)-(H.3) (see [10] ), and is semiconcave if the coefficients enjoy higher regularity (see the second case in the proof of Proposition 4.3). We now use an inductive argument to estimate the regularity of the iterates (u n ) n∈N . It has been shown in Proposition 4.1 that (u n ) n∈N are bounded uniformly in n. Now suppose u n−1 is Lipschitz continuous, and (H.5) holds. Then we can deduce from Proposition 4.2 that
for some constants L and C, from which we conclude the desired estimate [u
for some constants L and C. Then, by using the previous Lipschitz estimates of (u n ) n∈N , we conclude from
Remark 4.1. Suppose (H.5) and (H.6) hold with C = 0 (e.g. the intervention operator M is of the form (2.7)), then the estimates (4.7) and (4.8) hold with C = 0. Thus one can show inductively that for any n ≥ 0, the Lipschitz constant [u n ] 1 and the semiconcavity constant [u n ] 2,+ of the iterate u n are uniformly bounded in terms of n. As we shall see in Remark 4.2, this observation enables us to improve the convergence rate of the penalty approximation by a log factor.
Regularization of penalized equations
In this section, we shall propose a sequence of auxiliary problems to the penalized equation (3.1) with a fixed parameter ρ > 0, which is similar to the regularization of the QVI (2.1) discussed in Section 4.1. These auxiliary problems will serve as an important tool for quantifying convergence orders of the penalty approximations.
More precisely, for any given penalty parameter ρ > 0, we shall consider the following sequence of auxiliary problems: let u ρ,0 = u 0 be the solution to (4.1), and for each n ≥ 1, given u ρ,n−1 , let u ρ,n be the solution to the following equations:
The above iterates (u ρ,n ) n≥0 can be equivalently expressed as u ρ,n = Q ρ u ρ,n−1 for all n ∈ N with an operator
M defined as follows: for any given u, Q ρ u is defined as the unique solution to the following equations:
We now present some important properties of the operator Q ρ . Suppose (H.1) and (H.5) hold, then for
M , from which one can establish the comparison principle of (4.10) and the well-posedness of (4.10) in the class of bounded continuous functions.
The following lemma strengthens the comparison principle by indicating that Q ρ is monotone and Lipschitz continuous with constant 1, which is essential for the error estimates in Section 4.3. The proof is included in Appendix A. 
Finally, a straightforward modification of the doubling arguments for Lemma 4.5 enables us to show that under the assumptions (H.1), (H.3) and (H.5), the solution Q ρ u to (4.10) is in fact Lipschitz continuous provided that u is Lipschitz continuous, which subsequently implies the iterates (u ρ,n ) n≥0 are well-defined
We omit the proof of these Lipschitz estimates, by pointing out that the analysis for the obstacle part is exactly the same as those for Lemma 4.5, and referring the reader to [10] for a discussion on the HJB part.
We then proceed to study the convergence of the iterates (u ρ,n ) n≥0 . The next lemma shows the sequence (u ρ,n ) n∈N is monotone and uniformly bounded.
Lemma 4.6. Suppose (H.1)-(H.3) and (H.5) hold, and ρ > 0 is a fixed penalty parameter. Then the iterates (u ρ,n ) n≥0 are monotonically decreasing and uniformly bounded in terms of n.
Proof. Note that the comparison principle of (4.10) yields u ρ,0 ≥ u ρ,1 , which together with the monotonicity of Q ρ leads to u ρ,n−1 ≥ u ρ,n for all n ≥ 1. Now we show by induction that u ρ,n ≥ u ρ for all n ≥ 0, where u ρ is the solution to (3.1). The statement holds clearly for n = 0. Suppose for some n ∈ N, we have u
ρ is a subsolution of the equation for u ρ,n . Consequently, we obtain from the comparison principle that u ρ,n ≥ u ρ .
The following theorem presents the convergence of (u ρ,n ) n≥0 to the solution of (3.1).
Theorem 4.7. Suppose (H.1)-(H.3) and (H.5) hold.
Then for any given ρ ≥ 0, the iterates (u ρ,n ) n≥0 converge monotonically from above to the solution u ρ of (3.1) as n → ∞.
Proof. With the comparison principle of (3.1) (Proposition 3.1) in mind, it remains to show the componentwise relaxed half-limit u * ,ρ (resp. u ρ * ) of (u ρ,n ) n≥0 is a subsolution (resp. supersolution) to (3.1). For notational simplicity, we shall omit the dependence on ρ in the subsequent analysis if no confusion can occur.
Let x ∈ R d , i ∈ I and (p, X) ∈ J 2,+ u * i (x). It follows from [12, Lemma 6.1] that there exist
Note that by Lemma 2.2 (3), we have lim inf
. Thus, for any given α ∈ A i , we can take limit inferior in (4.11) and obtain from the inequality lim inf n→∞ −d
Then taking the supremum over α ∈ A i gives us the desired result. We then turn to study u * by fixing
, p, X) as n → ∞. Then for all n ∈ N, the supersolution property of u ρ,n implies
for some α n ∈ A i . Then by taking limit superior as n → ∞ on both sides of the above inequality and using similar arguments as (3.5), we obtain that
Now it remains to show
We shall assume without loss of generality that m > 0. Then by extracting a subsequence, we can further assume u ρ,n i (x n ) > M i u ρ,n−1 (x n ) for n, and lim n→∞ (u ρ,n i (x n ) − M i u ρ,n−1 (x n )) = m. These properties along with Lemma 2.2 (3) yield
which finishes the proof of the statement that u * is a supersolution of (3.1).
Convergence rates of value functions
In this section, we shall exploit the regularization procedures discussed in Sections 4.1 and 4.2 to estimate the convergence rates of the penalty approximation, depending on the regularity of the coefficients.
Let us first recall the penalty errors for the classical obstacle problem, which have been analyzed in [24, 34] and play an important role in our error estimates. To avoid confusion with the solutions to (2.1) and (3.1), we shall denote by v the solution to the obstacle problem (4.3), and by v ρ the solution to the following penalized equation with a given parameter ρ ≥ 0: 
If, in addition, Ψ i is semiconcave for all i ∈ I, then we have
Proof. The statement extends the results for scalar HJB equations studied in [24] , and can be established by using similar arguments. The main step is to observe that for any given constant
M , one can deduce that there exists a constant L > 0, independent of ρ and
holds for all ρ ≥ 0, which enables us to conclude (4.14) for smooth obstacles. Finally, we can regularize a general nonsmooth obstacle with mollifiers, and balance the approximation errors to obtain the desired error estimates (4.13) and (4.14).
We then present the following elementary lemma, which extends [9, Lemma 6.1] to polynomials with higher degrees. The proof follows from a straightforward computation, which is included in Appendix A for completeness.
Lemma 4.9. For any given α > 0, µ ∈ (0, 1) and γ ∈ N, consider the function
Then there exists a constant L > 0, depending only on γ and µ, such that
Now we are ready to state the main result of this paper, which gives an upper bound of the penalization error u ρ − u. 
If we further assume (H.4) and (H.6) hold, and the constant λ 0 in (H.1) is sufficiently large, then
for some constant L independent of the parameter ρ.
Proof. For notational simplicity, in the subsequent analysis, we shall denote by L a generic constant, which is independent of the iterate index n and the penalty parameter ρ, and may take a different value at each occurrence.
The monotone convergence (see Theorem 3.2) of (u ρ ) ρ≥0 implies that u ρ i − u i ≥ 0 for any given ρ ≥ 0, hence it remains to establish an upper bound of u ρ − u. Note that we have
where u ρ,n i and u n i solve (4.9) and (4.2), respectively. Since u ρ,n ≥ u ρ for any n ∈ N (see Theorem 4.7), we obtain from Proposition 4.1 that
for some constants µ ∈ (0, 1) and L > 0. We now estimate the term |u ρ,n − u n | 0 . Since the operator Q ρ is Lipschitz continuous with constant 1 (see Lemma 4.5) , it holds for all n ∈ N that
Then by letting the obstacle Ψ i = M i u n−1 for all i ∈ I in (4.3) and using Proposition 4.8, we can bound the last term in (4.18) depending on the regularity of the iterates (u n ) n≥0 . In particular, under the assumptions (H.1)-(H.3) and (H.5), we know from Theorem 4.4 that u n is Lipschitz continuous with constant |u n i | 1 ≤ Ln for all i ∈ I and n ∈ N. Then by using the estimates (4.13), (4.17) and (4.18), we get u
for all n ∈ N, from which we can conclude (4.15) by applying Lemma 4.9 with α = ρ −1/2 and γ = 2. Similarly, by further assuming (H.4), (H.6), and the constant λ 0 in (H.1) is sufficiently large, we obtain from Theorem 4.4 that |u
for all n ∈ N, and subsequently leads to the estimate (4.16). Remark 4.2. As pointed out in Remark 4.1, in the case where the intervention operator satisfies (H.5) and (H.6) with C = 0 (e.g. M i is of the form (2.7)), we know the iterates (u n ) n∈N are uniformly Lipschitz continuous and uniformly semiconcave with respect to n. Therefore, by following the above arguments, we can improve the estimates (4.15) and (4.16) to O((log ρ)ρ −1/2 ) and O((log ρ)ρ −1 ), respectively.
Approximation of action regions and optimal impulse controls
In this section, we propose convergent approximations to the action regions and optimal control strategies of the HJBQVI (2.1) based on the penalized equations. Since in general an optimal continuous control strategy may not exist due to the nonsmoothness of value functions, we shall focus on the approximation of optimal impulse control strategies.
Throughout this section, instead of specifying the precise convergence rates of the penalty schemes, which depend on the regularity of coefficients (see Theorem 4.10 and Remark 4.2), we shall assume there exists a function ω : (0, ∞) → (0, ∞) such that ω(ρ) → 0 as ρ → ∞ and
For each i ∈ I, we shall approximate the action region of the i-th component
0} of (2.1) by the following sets:
The next result shows that S (2)). Hence it remains to show that for any given compact set K ⊂ R d , we have lim ρ→∞ sup y∈S ρ i ∩K inf x∈Si∩K |y − x| = 0. Suppose it does not hold, then by passing to a subsequence, we know there exists ε > 0 and sequences y n ∈ S ρn i ∩ K, ρ n → ∞, such that y n → y * ∈ K and inf x∈Si∩K |y * − x| ≥ ε, i.e., y * ∈ S i . However, by using the continuity of the functions u i and M i u (see Lemma 2.2 (3)), the definition of S ρ i , and the estimate (4.19), we can obtain:
which along with the fact u i ≤ M i u on R d implies y * ∈ S i , and hence a contradiction. 
which implies thatS ρ = ∅ for all ρ.
Now we proceed to study optimal impulse control strategies. For any given u
] the set of optimal impulse control strategies for all i ∈ I and x ∈ S i . The following result constructs a convergent approximation of Z Theorem 4.12. Suppose the assumptions of Proposition 4.11 hold. Then for any i ∈ I, x ∈ S i , and sequence of impulse controls (z
in the Hausdorff metric as ρ → ∞. Proof. Suppose there exists i ∈ I, x ∈ S i , and a sequence (z
Since Z ε (x) ∩ Z u i (x) = ∅, we can deduce from the facts z ε ∈ Z u i (x) and z ρ ∈ Z ε (x) that
On the other hand, we obtain from the estimate (4.19) that
which contradicts (4.21) by passing ρ → ∞, and finishes the proof.
Remark 4.4. We refer the reader to [16, 32] and references therein, where the uniqueness of a pointwise optimal impulse strategy has been established for various practical impulse control problems by exploiting the regularity of the value functions and the structure of the intervention operator. Then in Theorem 4.12 the convergence of the approximate controls follows.
Extension to some HJBQVIs with signed costs
In this section, we extend the penalty schemes to a class of QVIs with possibly negative impulse costs, which arise from optimal switching problems. We shall also propose an efficient, alternative penalty scheme by taking advantage of the finiteness of the set of switching controls, and extend the convergence analysis in Section 4 to estimate the penalization error.
More precisely, we consider the following system of HJBQVIs: for each i ∈ I = {1, . . . , M },
where the linear operator L α i is defined as in (2.2), and the intervention operator M i is given by
As we shall see shortly, the structure of the operator M i and the finiteness of the set of impulse controls allow us to consider signed switching costs (k ij ) j taking both positive and negative values. By enlarging the state space R d into the product space R d × I, we can treat (5.2) as a special case of (2.3) with
Consequently, if the switching costs k ij are strictly positive, i.e., k ij ≥ κ 0 > 0, we can directly apply the penalty scheme (3.1) to solve (5.1), and deduce from Theorem 4.10 the rate of convergence in terms of the penalty parameter ρ.
Now we introduce an alternative penalty scheme for solving (5.1). For any given penalty parameter ρ ≥ 0, we consider the following system of penalized equations: for all i ∈ I,
Unlike (3.1), the above penalty scheme makes use of the finiteness of the set I −i , and performs penalization on each component of the system, which leads to easily implementable and efficient iterative schemes for the penalized equations without taking the pointwise maximum over all switching components (see [35] ).
Remark 5.1. The penalty scheme (5.3) can be extended to the general intervention operator (2.3), for which we introduce the following penalty term:
where ν is a given finite measure supported on the set ∪ i,x Z i (x) (see [25] ).
In the remaining part of this section, we shall discuss how to extend the convergence analysis in the previous sections to study penalty schemes for (5.1) with possibly negative switching costs. We shall focus on the scheme (5.3), but the same analysis extends naturally to the scheme (3.1). More precisely, we shall replace (H.2) by the following condition on the switching costs: H.7. There exist constants C ≥ 0 and κ 0 > 0 such that for all j = i, l ∈ I, we have k ii ≡ 0, 4) and the following regularity estimates: |k ij | 1 ≤ C, and k ij is semiconcave with constant C around any point
The allowance of negative switching costs clearly complicates the assumptions on the switching costs, which is worth a detailed discussion. The triangular condition (5.4) is similar to the assumption used in [32, 30] , which means that it is less expensive to switch directly from regime i to l than in two steps via an intermediate regime j. It also implies k ij + k ji ≥ κ 0 > 0 for all j = i, which prevents arbitrage opportunities that one can gain a positive profit by instantaneously switching back and forth. This further leads to the "no loop condition" introduced by [20] , which together with (H.1) enables us to conclude a comparison principle of (5.1) by using similar arguments as those for [30, Theorem 2.1] , and consequently the uniqueness of viscosity solutions to (5.1) in the class of bounded continuous functions.
The Lipschitz continuity and semiconcavity assumptions in (H.7) are similar to those in [30] , which ensure the existence of a strict subsolution to (5.1) (see Proposition 5.1). However, we remark that, instead of requiring the switching costs to be semiconcave on R d as in [30] , we only impose the semiconcavity condition around the points at which the costs are close to or less than zero, hence no additional regularity is required if we are in the classical context of strictly positive switching costs.
The following proposition explicitly constructs a strict subsolution to (5.1), which is crucial to the wellposedness of (5.1) and (5.3), but also the error estimates of the penalty approximations (cf. Propositions 3.1 and 4.1).
Proposition 5.1. Suppose (H.1) and (H.7) hold. Then there exists a constant L > 0, such that for any
is a strict subsolution to (5.1) and (5.3) for any ρ ≥ 0, i.e.,
Proof. For any given ε ∈ (0, κ 0 ), we first verify w i − M i w ≤ − min(ε, κ 0 − ε). Note that
Now ifk i = 0, we can pick l = i and deduce that
, then we shall separate the discussions into two cases. If m = j, then (5.4) and the facts that k ii = 0,k j ≤ 0 imply that
On the other hand, if m = j, by setting l = m, we obtain that
which completes the proof of the desired statement by taking the maximum over all j ∈ I −i . Note that for any given i ∈ I and x ∈ R d ,k i (x) is defined by taking the minimum over the indices j ∈ I −i such that k ji (x) ≤ ε, hence by using (H.7) one can showk i (x) is semiconcave with some constant C ≥ 0 around x. Therefore, we can infer for each i ∈ I thatk i is Lipschitz continuous and semiconcave in R d . Hence there exists a sequence of smooth functions (k ε ) ε>0 such that D(−k ε ) is bounded and D 2 (−k ε ) is bounded below uniformly in terms of ε, andk ε uniformly converges tok as ε → 0. Then by using the boundedness of coefficients and the stability of subsolutions, we deduce that there exists a constantL such that for all i ∈ I and
M is a strict subsolution to (5.1) and (5.3) for any ρ ≥ 0.
With the strict subsolution in hand, we can establish the existence of solutions to (5.3) (cf. Proposition 3.1), the monotone convergence of (5.3) (cf. Theorem 3.2), and also the error estimate of the iterated optimal stopping approximation of (5.1) (cf. Proposition 4.1).
Moreover, we can easily see that (H.5) and (H.6) hold provided that the switching costs enjoy sufficient regularity. In fact, it is clear that if
. Therefore, we can obtain as a direct consequence of Theorem 4.4 that the iterates (u n ) n∈N are Lipschitz continuous with constant O(n) if the switching costs are Lipschitz continuous, and they are semiconcave with constant O(n) if the switching costs are semiconcave.
Finally, by assuming the obstacles (Ψ i ) i∈I in (4.3) are of the form Ψ i = min j∈I −i Ψ ij for all i ∈ I, we can generalize Proposition 4.8 to study the following penalty approximation to the classical obstacle problem (4.3): sup
and obtain exactly the same error estimates (4.13) and (4.14). Now we are ready to conclude the following analogue of Theorem 4.10, which gives the convergence rate of (5.3) to (5.1) with respect to the penalty parameter. 
If we further assume (H.4) holds, the constant λ 0 in (H.1) is sufficiently large, and (k ij ) i,j∈I are semiconcave in R d , then we have
for some constant L, independent of the parameter ρ and the number of switching components M .
Discretization and policy iteration for penalized equations
In this section, we shall discuss briefly how to construct convergent discretizations for the penalized equations, and propose a globally convergent iterative method to solve the discretized equation based on policy iteration.
Let us start with the discretization of the penalized equation (3.1) with a fixed penalty parameter ρ > 0. We shall denote by {x l } l = hZ d a uniform spatial grid on R d with mesh size h, by u i,l the discrete approximation to u ρ i at the point x l , and by Z i,l the set of impulse controls at the point x l . It is standard to show that, by using monotone discretizations (e.g. the semi-Lagrangian scheme in [14] ) for the differential operators and multilinear interpolations for the intervention operator (see [1, 34] ), one can derive the following approximation to (3.1): for all i ∈ I, , it is straightforward to show that the above scheme is monotone and consistent with the penalized equation (3.1) as h tends to zero, which enables us to conclude from [10, Proposition 3.3] that the numerical solution of (6.1) converges to the solution of (3.1) as h → 0. Moreover, one can deduce by similar arguments as those in [1] that the numerical solution converges to the solution of the QVI (2.1) when 1/ρ and h tend to zero simultaneously.
Conclusions
This paper develops a penalty approximation to systems of HJB quasi-variational inequalities (HJBQVIs) stemming from hybrid control problems involving impulse controls. We established the monotone convergence of the penalty schemes and estimated the convergence orders, which subsequently led to convergent approximations of action regions and optimal impulse controls. We further proved the monotone convergence of policy iteration for the penalized equations in an infinite dimensional setting.
To the best of our knowledge, this is the first paper which derives rigorous error estimates for penalty approximations of HJBQVIs, and proposes convergent approximations to action regions and optimal impulse controls. The penalty schemes and convergence results can be easily extended to nonlocal elliptic HJBQVIs arising from impulse control problems of jump-diffusion processes with regime switching. Natural next steps would be to extend the penalty approach to parabolic HJBQVIs as in [36] , and to monotone systems with bilateral obstacles arising from switching games [19] . from which, by using the sub-and supersolution properties, we have
Now we separate our discussions into two cases. Suppose for all small enough ε, we have Then by rearranging the terms in the above inequality and using the definition of M ε , we have
where we have used Lemma 2.2 (3) and the fact that u m0 and v are upper-and lower-semicontinuous, respectively. This clearly contradicts to the fact that κ 0 /(ρm 0 ) > 0.
On the other hand, suppose for all small enough ε, we have
This is the classical case (see [21] ). In particular, by using the estimate
and letting ε → 0, we can deduce that M ≤ 0, which is a contradiction.
Proof of Proposition 4.1. We first introduce the solution operator Q : [C Now let L be a sufficiently large constant such that w = (w i ) i∈I with w i = −L for all i ∈ I is a strict subsolution to (2.1), that is, F i (x, w, Dw i , D 2 w i ) ≤ −κ 0 for all i ∈ I. We proceed to establish a contractive property of the iterates (u n ) n∈N , where u n is a viscosity solution to (4.2) for each n. By using the monotonicity and concavity of the operator Q, we can show that if u n−1 − u n ≤ λ(u n−1 − w) for some λ ∈ [0, 1] and n ∈ N, then it holds for any constants L ≥ |(u n ) + | 0 + |w| 0 and 0 < µ ≤ min(1, κ 0 /L) that u n − u n+1 ≤ λ(1 − µ)(u n − w) (cf. [35, Lemma 3.3] ). Since w ≤ u n ≤ u 0 for all n and w is bounded, there exists a constant µ ∈ (0, 1] such that 0 ≤ u n−1 − u n ≤ (1 − µ) n−1 (u 0 − w) for all n ≥ 0. Consequently we can show (u n ) n≥0 converges uniformly to some continuous function u, which is the unique viscosity solution to (2.1). Then the contractive property enables us to conclude the desired error estimate.
Proof of Lemma 4.5. For δ, γ > 0, we define for all x, y ∈ R d that Φ i (x, y) = (Q ρ u) i (x) − (Q ρ v) i (y) − φ(x, y), φ(x, y) = δ|x − y| 2 + γ|x| 2 , and let Φ i (x, y) = m δ,γ := sup i,x,y Φ i (x, y) for some (x,ȳ) ∈ R 2d and i ∈ I, where we omit the dependence on δ, γ for notational simplicity. Since I is a finite set, we shall assume without loss of generality that the index i is independent of δ, γ. Then for any θ > 1, we deduce from the maximum principle [12 Then, by passing γ → 0, we deduce for any x, y ∈ R d and δ > 0 that, Proof of Lemma 4.9. Note that for any given α > 0, µ ∈ (0, 1) and γ ∈ N, we have (φ α ) ′ = αγx γ−1 + µ x log µ, which is increasing on (0, ∞). Suppose that α is sufficiently small such that αγ < − log µ, then by considering the natural number n α = log(−αγ/ log(µ)) log µ ≤ log(−αγ/ log µ) log µ + 1, we have (φ α )(n α ) ≥ αγ + µ n α log µ ≥ 0, and consequently there exists a constant L > 0 such that for all small enough α, m α ≤ φ α (n α ) ≤ α log(−αγ/ log µ) log µ + 1
