A multivariable model reference adaptive control system (MRACS) design method for a plant with m inputs and p outputs is proposed (m # p). Using an interactor matrix the coprime factorization of the plant for (1) m > p case, and (2) m < p case is derived.
Introduction
The model reference adaptive control system (MR-ACS) deals with plants whose characteristics are not completely known. In the multivariable case couplings exist between inputs and outputs, and this leads to difficulties with the structural problem in parametrizing the controller. Especially, the structural problem for plants with rectangular transfer matrix is quite difficult task, because any desired trajectories cannot be followed when the number of outputs , is greater than the number of inputs.
In [l] the adaptive control algorithms for the systems with rectangular transfer matrix are developed based on the predictor form for the output vector, and in this method the control objective is to follow the prescribed trajectories instead of outputs of reference model transfer functions. However it is difficult to give straightforward description of the class of prescribed admissible trajectories, and it is necessary to modify the control objective when the number of outputs is greater than the number of inputs, in order to follow any desired trajectories. These drawbacks are caused by the control objective to follow the prescribed trajectories. And difficulties will be eliniinated by using the exact model matching scheme. In [2] the exact model matching scheme is used, and it is based on the description of the plant over the ring of polynomials. Here arbitrary pole placement control is applied to the design of MRACS, and the model matching is achieved by a cancellation of open-loop zeros assigning them as closed-loop poles. However, when the number of the inputs m differs from that of the outputs p, the way to choose closed-loop poles is still unclear [2] , and there is not so much development in these control design problems here.
The solution of the exact model matching problem can be given clearly by using coprime factorization approach over the ring of proper stable rational functions [6] . In this approach multivariable plants can be generally treated irrespective of the number of inputs and outputs. Therefore, in this paper, we propose a design method of multivariable MRACS for plants with different number of inputs and outputs by using the coprime factorization approach over the ring of proper stable rational functions. Such a method for the SISO case is already proposed in [4] , as well as for multivariable systems when p = m [5] . Here the relation between coprime factorization of plant and the interactor matrix is given and solutions of Bezout identity in the rational form are rewritten into polynomial form in order to construct MRACS using factorization approach. The main contribution of this paper is to give such a relation in the case of the system with rectangular transfer matrix. By using the proposed method we can eliminate tile difficulties of the construction of MRACS with rectangular transfer functions.
The paper is organized as follows. Section 2 presents the problem statement the paper deals with. Section 3 presents the coprime factorization of the plant model in terms of the interactor matrix for the two cases, i.e. m > p and m < p. Section 4 then gives the structure of the proposed MRACS. The last section concludes the paper.
The following notations from [5] 
Problem Statement
Consider an unknown linear, time-invariant, finite dimensional, plant with m-inputs and p-outputs characterized by a transfer matrix P(s):
where ,u(t) E Rm, y p ( t ) E R P are the plant input and output vectors, respectively. It is assumed that P ( s ) is full rank ( rank P ( s ) = p = min{m,p}) and 
where A is nonsingular matrix. The control problem is to determine a differentiator free controller which generates a bounded control input signal vector, so that all the signals in the closed loop system remain bounded and the following equation is satisfied.
Coprime Factorization Using the Interactor Matrix
Let the interactor matrix L[s] be such that det (l[s] ) is an asymptotically stable polynomial. Such the interactor will be called a stable interactor matrix. If a given interactor matrix is not stable, then another stable interactor matrix can be obtained from the given one. Hence, it can be assumed without loss of generality that a given interactor is stable. In this section a relation between coprime factorization of the plant over RH,and the given interactor matrix is derived. This is used later to construct an MRACS. Two cases are considered:
1. Number of the inputs m is greater than the 2. Number of the outputs p is greater than the number of the outputs p (m > p ) .
number of the inputs na (m < p ) . 
(3.5)
If one takes a limit of (3.5) for s -+ 00 it is clear that the right hand side of (3. The following results give an expression of the coprime factorization of the plant in terms of the interactor matrix.
Proposition 3.1 Let the plant interactor matrix be denoted by L[s]. T h e n a right coprime factorization over RH,of the pEant is given by
Proof From eq(3.1) 
Case I1 -nz < p
We consider the case when the number of outputs is greater than the number of inputs.
Let the plant transfer function be factored over the ring of the polynomial matrices. The following preliminary result is important for a further discussion.
by eq.(3.9) is known. Since the only n priori information about the plant is given in assumptions (A.l)-(A.3), the unknown parameters must be identified in order to realize the control law (4.1). In the control law (4.1), matrix K ( s ) can be obtained by solving (4.3) since Np(s) is derived from the known interactor L[s] using proposition 3.1 or proposition 3.2. However since Dp(s)
is not known, matrices G,, X p ( s ) and Yp(s) are unknown matrices. Hence these unknown parameters are to be identified. It is clear from the following equation that the above (Np(s), D p ( s ) ) represents a factorization of the plant P(s).
[ To identify these unknown parameters, the following identification model is considered [5] . Multiplying eq. (4.5)
The following proposition gives the conditions for the orders of X,(s) and Yp(s). Then the expressions of these matrices are derived in a similar way as [5] whicli is for systems with square transfer matrix. 
(4.14)
To avoid the differentiation a standard filter arguments can be used: For the control law (4.1), using proposition 4.1, one can write
~( t )
= -GJ'Ow(t) + GJ'K(s)r(t). By using the identified parameters 0 and G, the control law (4.1) becomes realizable.
Thus tlie structure of MRACS is established.
Case I1 -p > 772
For the left inverse matrix of N p ( s ) from proposition 3.2 one can write Now, introduce a filter in order to avoid tlie differentiation f[sI-'NpwLYp(t) = W t ) (4.22) Thus the MRACS for this case is established, too.
. Conclusion
A new design method for multivariable MRACS with different number of inputs and outputs was proposed in this paper. It is based on the coprime factorization in tlie niatrix ring of proper stable rat(iona1 functions. The proposed method is an extension to tlie existing design methods. The MRACS structure is based on the relation between the interactor matrix and the factorization of tlie plant in RH,. The contribution of the paper is not only the proposed structure but the latter relation as well.
