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Summary
This thesis studies robust facial landmark detection (FLD) algorithms for faces in the
wild. In general, a facial landmark detector is applied to a face bounding box, gener-
ated by a face detector, to obtain accurate geometric positions of a set of predefined
landmarks for a face image. The landmarks are usually needed to extract accurate
facial texture features in subsequent stages in an automatic face analysis system. Un-
fortunately, in uncontrolled scenarios, the variations in appearance caused by pose,
expression, illumination and occlusion pose obstacles and difficulties in FLD. Classical
algorithms often fail for faces in the wild in the presence of these variations. To meet the
requirements for robust FLD in the wild, the thesis presents three main contributions
to the field:
Firstly, to achieve variation-invariant FLD, we study the tensor-based active appearance
model. One of the difficulties of using a tensor model is that it requires a complete
training dataset that includes training samples of all modes of variation for each subject,
but in practice we often encounter the problem of missing training samples. To deal
with this issue, we propose the use of tensor completion methods to reconstruct missing
shape and global texture in tensor-based active appearance model.
Secondly, in recent years, discriminative cascaded regression has received extensive
attention in FLD. We consider the problem of scale variation in shape update and
local feature extraction when using a regression-based model, and develop an adaptive
scheme for scale-invariant FLD. In addition, a new random cascaded regression copse
structure has been designed to improve the generalization capability of the cascaded
regression method.
Lastly, since cascaded regression is supervised, a large amount of training data is crucial.
However, the task of providing training samples is often time-consuming, involving a
considerable amount of tedious manual work. As an alternative, we propose the use of
a 3D morphable face model to generate synthesised faces for regression-based detector
training. To adapt the model trained on the synthetic data to real face images, we
propose a cascaded collaborative regression algorithm. The training is based on a mix
of synthetic and real image data with the mixing controlled by a dynamic mixture
weighting schedule.
Keywords: Facial landmark detection, active appearance model, tensor algebra, adap-
tive random cascaded regression copse, cascaded collaborative regression, 3D morphable
model.
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Introduction
Interpretation and analysis of faces are fundamental functions of the human vision sys-
tem. It plays important roles in social interaction. Transferring these capabilities to a
machine is one of the ultimate goals of computer vision, not only because it helps deepen
our understanding of the human cognitive vision system but also due to its great com-
mercial potential. Consequently, over the past decades, face analysis for digital images
and video has been extensively studied and has made an impressive progress, especially
in controlled scenarios. Many publicly or commercially available face analysis systems
have been developed and successfully used in a wide range of practical applications,
for example, video surveillance, access control, information forensics, web-based social
networks, human-computer interaction, animation and 3D face modelling.
Recently, with the increase in the use of portable image and video recording devices,
the trend has been shifting towards automatic face analysis in uncontrolled scenarios.
To achieve a fully automatic face analysis system, a robust facial landmark detector
is crucial. However, the task of robust Facial Landmark Detection (FLD) is non-
trivial because of numerous variations in the appearance of a human face, especially in
uncontrolled scenarios in the presence of pose, expression, illumination, and occlusion
variations. Face images exhibiting such variations are usually termed as faces in the
wild. The main goal of this thesis is to develop robust FLD algorithms for faces in the
wild.
1
2 Chapter 1. Introduction
This chapter first gives a brief introduction to the importance of FLD, and then presents
the challenges and motivation of the work discussed in the thesis. After that, we
summarise our contributions to the community and provide a thesis outline.
1.1 Importance of Facial Landmark Detection
Facial landmark detection, or localisation, is an essential preprocessing step in any
automatic face analysis system [125, 121, 195, 28, 97, 57, 76]. According to the image
type, FLD algorithms can be categorised as either 2D- [42, 33, 106, 48, 23, 175, 97]
or 3D-based methods [115, 122, 145, 124]. A 2D FLD algorithm is usually applied
to the content of a face bounding box generated by a face detector [165, 166, 184],
and attempts to locate the positions of a set of predefined landmarks (key points)
such as eyebrows, eye centres, nose tip or mouth corners of the facial parts in a 2D
image. In contrast, a 3D FLD algorithm performs the task on 3D face data, such as
3D face meshes or range images that are usually in the form of point clouds [145]. In
this thesis, we focus on designing robust 2D FLD algorithms, and the terms ‘facial
landmark detection’ and ‘FLD’ refer to 2D methods.
In general, an automatic face analysis system comprises five main steps: face detection,
facial landmark localisation, face alignment, facial feature extraction and face analysis,
as demonstrated in Fig. 1.1. For any detected face, the facial landmarks are usually used
to geometrically normalise the face, in order to extract representative face descriptors
for face analysis. In previous work, the term ‘face alignment’ has also been widely
used for FLD [101, 137, 175, 24, 130]. However, to avoid abuse of terminology and
for the sake of clarity, we use the term ‘face alignment’ only for face registration and
geometric normalisation in this thesis. More specifically, in an automatic face analysis
system, the first step is to detect the rough position of the face in an image using a face
detector, such as the Viola-Jones framework [165, 166]. After that, we apply an FLD
algorithm to the detected face to obtain accurate geometric information of the facial
parts and employ face alignment methods to register/normalise the face to a reference
coordinate system. For face alignment, either a rigid or non-rigid image transform can
be used. For example, we can scale and rotate a face image using the coordinates of
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LABELS
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Gender : Male (95%)
Expression: Neutral (92%)
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Alignment
Figure 1.1: Facial landmark detection in face analysis systems.
two eye centres. Finally, we extract either global or local facial texture features from
the aligned face and apply a classifier to the features to obtain the labels of the face,
such as the identity, gender, age and expression.
It should be noted that the blocks in Fig. 1.1 are not obligatory for all face analysis
systems. Many often contain only some of these blocks. For example, we can directly
extract local features around each landmark and concatenate them to a long vector
as the representation of a face for face analysis [28]. In such a case, we do not have
to perform geometric normalisation to face images. As another example, some Deep
Neural Networks (DNN-) based face analysis systems can directly use a detected face
from face detectors as the input, and output the labels. However, the performance can
be further improved if we apply a DNN-based face analysis system to aligned faces
using facial landmarks [152, 80, 79].
In the standard face analysis pipeline, an accurate and robust FLD algorithm is im-
portant for feature extraction and hence for accurate classification. The landmarks
detected by an FLD algorithm can be used either as geometric features directly, or to
extract accurate and meaningful local/global facial texture features for subsequent face
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analysis procedures. For landmark-based facial feature extraction, there are two main
types of methods:
• One common way is to perform face alignment based on the detected landmarks
prior to the feature extraction procedure [97, 57, 56, 142, 76]. For instance, for
the face recognition system illustrated in Fig. 1.1, we first apply geometric nor-
malisation techniques, such as a rigid similarity transformation or a non-rigid
piecewise affine warp [106], to align the landmarked face to a reference coordi-
nate system. Then the normalised face is used to extract facial features for face
analysis, using either holistic facial feature extraction methods or local feature
extraction methods.
Typically, a holistic feature extraction method, e.g. Principal Components Anal-
ysis (PCA) [143, 156, 181] and Linear Discriminant Analysis (LDA) [59, 12], is
applied to the whole aligned face image to extract global facial texture features. In
contrast, local feature descriptors, e.g. Local Binary Patterns (LBP) [120, 3, 28],
Scale Invariant Feature Transform (SIFT) [102, 103, 28] and Histogram of Ori-
ented Gradient (HOG) [49, 60, 28], operate on a set of predefined sub-blocks of
the image to extract local features of each sub-block, and then concatenate all
these extracted local features to form a single vector.
• Another popular technique is to directly extract facial features from the neigh-
bourhoods of all of the landmarks of the original input image [125, 28, 57]. In this
thesis, we use the term ‘shape-indexed features’ for this kind of method. Any fea-
ture extraction method can be applied to the local region around each landmark
for shape-indexed local feature extraction [28, 125, 3].
In addition, FLD algorithms have been extensively studied in relation to a wide range
of other applications in computer vision and image understanding, for example, face
tracking in video sequences [46, 48, 121], initialisation for 3D face modelling [17, 78],
face synthesis [54, 187], authentication for mobile devices, face beauty analysis and
their extensions to medical image analysis [42, 33, 100].
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(a) IMM
(b) COFW
Figure 1.2: Examples of the controlled (a) IMM [119] and uncontrolled (b) COFW [22]
face datasets.
1.2 Motivations and Challenges
In the past few decades, researchers have made a lot of tireless effort and achieved no-
table progress in FLD. Many ingenious algorithms have been developed with promising
results, such as Active Shape Model (ASM) [38, 42, 32], Active Appearance Model
(AAM) [33, 34], Constrained Local Model (CLM) [48, 47] and a great number of their
extensions [157, 132, 106, 67, 46]. Although these methods have been successfully used
in various face analysis systems, robust and efficient FLD in the wild is still non-trivial.
In recent years, cameras on mobile devices have become very popular; hence an auto-
matic face analysis system encounters more and more in-the-wild faces. Fig. 1.2 gives
some examples from the IMM [119] face dataset (released in 2004) and the Caltech
Occluded Faces in the Wild (COFW) [22] dataset (released in 2013). The IMM face
dataset was captured under a controlled scenario with slight pose, expression and illu-
mination variations. In contrast, COFW was obtained from the Internet and had more
variations in appearance. These examples clearly demonstrate the increasing demands
for the capability of an FLD algorithm in robustness, accuracy and efficiency. The
difficulty of robust FLD for faces in the wild stems from the huge range of variations
in appearance of non-rigid human faces.
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Pose The shape and texture variations caused by pose are even larger than those
caused by identity. This gives rise to two challenges to the field: 1) robust FLD
across poses, and 2) how to define and detect the landmarks of self-occluded facial
parts for a face with extreme pose variation, for example, a face with 90◦ yaw
rotation.
Illumination Illumination variation causes changes in facial texture. Although this
problem can be partly mitigated by using illumination-invariant facial feature
extraction methods in the FLD processing chain, it may affect the accuracy of
the detected facial landmarks.
Expression Expression variation changes both shape and texture. Some facial parts
change dramatically due to varying expressions. For instance, the eyeball and
tongue are occluded when people close their eyes and mouth.
Occlusion Another common problem we meet in the faces in the wild is occlusion. Oc-
clusion can be caused by a person’s hand, other people in a group, and artefacts,
for instance, sunglasses and microphones.
Others Other problems, such as low resolution, poor initialisation and make-up, also
cause difficulties in FLD and hence limit its practical applications in face analysis.
Motivated by these issues, the ultimate goal of our work is to design reliable and efficient
FLD algorithms for faces in the wild. This task is usually challenged by a combination
of multiple issues as stated above. To meet our target, we study two important FLD
methods, the classical AAM-based method [33, 34] and the state-of-the-art Cascaded
Regression (CR-) based method [52, 175]. The reason for the use of AAM is that
the method can model both shape and global texture of faces, which are important
information in face feature extraction. In general, the shape of a face image is used for
face alignment and the global texture is used for facial texture feature extraction. The
recent interest in the use of CR-based methods is motivated by the promising results
they have been shown to achieve in FLD for faces in the wild. It has been shown that
CR-based FLD methods deliver excellent performance in terms of robustness, accuracy,
speed and generalisation capability [52, 23, 175, 192, 185, 22, 130, 189, 191, 62].
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1.3 Contributions
To achieve robust facial landmark localisation for faces in the wild, the thesis has made
three contributions to the field, aiming to address the difficulties stated in the last sub-
section. The first contribution presented in Chapter 4 relates to the classical generative
AAM method. The last two contributions concerning the state-of-the-art CR-based
FLD framework [52, 175] are introduced in Chapter 5 and Chapter 6, respectively. In
this section, we give a brief overview of these contributions.
Tensor-based AAM with Missing Training Samples
The target of the use of tensor-based AAM (T-AAM) [96, 97] is to eliminate the fitting
difficulties of the classical AAM resulting from varied pose, expression and illumina-
tion. As the multilinear factorisation in tensor algebra enables us to decompose the
variations in appearance into different factor-related subspaces, T-AAM can deal with
the difficulties caused by pose, expression and illumination variations to a considerable
extent. However, one practical issue of applying T-AAM is the problem of missing
training samples. The use of tensor algebra requires a complete training dataset that
consists of training samples covering all combinations of different variations. It is usu-
ally very difficult to collect such a dataset in practice, especially when we have many
variation types. To counteract this difficulty, we use two tensor completion algorithms,
i.e. M2SA [65] and CP-WOPT [2], to reconstruct the missing training shape and global
texture for building tensor-based AAM. We investigate these two tensor completion al-
gorithms in depth, focusing on their initialisation method and parameter optimisation.
The experimental results obtained on the Multi-PIE face database [70] validate the
effectiveness of the proposed framework.
Despite the success of T-AAM, the method is not applicable to the task of FLD for
faces in the wild. The main reason is that a face in the wild is an instance with a
mixture of many factor-related variations in appearance, such as identity, gender, pose,
expression, illumination, occlusion, imaging settings, and so on. It is impossible for us
to build a T-AAM that contains all these variation types that might be encountered
in practice. Also, to perform accurate estimation of different types of variation is very
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difficult and impractical for faces in the wild. In contrast, the state-of-the-art CR-
based FLD methods perform well in such scenarios and do not require the estimation
of variations for an input image.
Adaptive Random Cascaded Regression Copse
In recent years, most of the successful FLD algorithms in the literature are based on
the discriminative CR-based framework [52, 23, 175, 178, 149, 192, 185, 22, 130, 189,
191, 62], in which a set of weak regressors are concatenated in series to form a strong
regressor that performs much better in terms of accuracy and robustness. However,
according to our experimental results, we found that even cascading a set of weak re-
gressors in series could not perform well for some faces in the wild, especially for faces
with extreme variations in appearance. To further enhance the generalisation capac-
ity of the CR-based FLD framework, we developed the Random Cascaded-Regression
Copse1 (RCRC) method. In the proposed RCRC algorithm, we construct a set of inde-
pendent CR-based facial landmark detectors in parallel, and the final shape estimation
of a face is obtained by a simple voting approach that fuses the outputs of all these
detectors. Furthermore, in the light of the difficulties posed by scale variation of image
photography in practical scenarios, we propose an adaptive scheme for scale-invariant
shape-indexed local feature extraction and shape update in CR-based FLD. The ex-
perimental results obtained on several well-known face databases show the superiority
of the proposed algorithm over the state-of-the-art methods.
Cascaded Collaborative Regression Trained on A Hybrid Dataset
As the CR-based FLD method is supervised and data-driven, a large amount of training
data is crucial for successful model training. However, the task of providing training
samples is often time-consuming, involving a considerable amount of tedious manual
work. Also the amount of training data available is often limited. As an alternative,
in this thesis, we discuss how best to augment the available data for the application of
automatic FLD. Benefiting from a large amount of synthetic training data, the trained
1Copse: a small number of trees.
1.3. Contributions 9
detector is shown to exhibit a better capability to detect the landmarks of a face with
pose variations. Furthermore, the synthesised training dataset provides accurate and
consistent landmarks as compared with using manually annotated landmarks, especially
for occluded facial parts.
The synthetic data and real data are from different domains; hence the detector trained
using only synthesised faces does not generalise well to real faces. To deal with this
problem, we propose a Cascaded Collaborative Regression (CCR) algorithm, which
generates a cascaded shape updater that is able to overcome the difficulties caused by
pose variations, as well as achieving better accuracy when applied to real faces. The
training is based on a mix of synthetic and real image data with the mixing controlled by
a dynamic mixture weighting schedule. Initially the training uses largely the synthetic
data, as this can model the gross variations between the various poses. As the training
proceeds, progressively more of the natural images are incorporated, as these can model
finer detail. To improve the performance of the proposed algorithm further, we develop
a dynamic multi-scale local feature extraction method, which captures more informative
local features for detector training. An extensive evaluation on both controlled and
uncontrolled face datasets demonstrates the merit of the proposed algorithm.
Note that the idea of using synthesised faces can also be used to deal with the problem
of missing training samples in T-AAM. However, to achieve this goal, some practical
issues should be further considered and we leave this as our further work. The first
difficulty is that our existing 3D morphable face model cannot model expression and
illumination variations. For example, given a missing training face image with specific
expression and illumination variations, we require a 3D face with the same types of
expression and illumination variations in our 3D face dataset. However, the subjects
of the collected 3D face dataset are usually different from that of the 2D face dataset
used for T-AAM training. One solution is that we first fit a 3D face model to a 2D
face image, with the same expression and illumination variations as the missing one,
in our available 2D face dataset. Then we can generate 2D faces with arbitrary poses
using the reconstructed 3D face from our 3D face model. However, the task of 3D face
reconstruction from a single 2D image is still very challenging [77, 78, 5, 83, 197]. The
second difficulty is the same as the problem in our proposed CCR method, i.e. the
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appearance of a synthesised face is very different from that of a real one. Hence it is
important for us to develop a new method that can deal with the problem of domain
adaptation in the framework of T-AAM.
1.4 Outline of the Thesis
The remainder of this thesis is organised as follows:
Chapter 2 - Literature Review
In this chapter, we give a comprehensive literature review of FLD algorithms. Firstly,
we introduce some fundamental shape representation methods that are widely used in
FLD. Secondly, we overview the FLD algorithms by categorising them into two main
types: generative and discriminative models. Finally, a number of well-known face
datasets that are used in this thesis for evaluating the performance of FLD algorithms
are summarised.
Chapter 3 - Active Appearance Model
Chapter 3 first overviews the classical AAM, including the statistical shape model,
global texture model and appearance model. We then discuss two popular AAM fitting
algorithms: the linear-regression-based fitting algorithm and the project-out inverse
compositional fitting algorithm.
Chapter 4 - Tensor-based AAM with Missing Training Samples
This chapter presents a framework that is able to build the tensor-based AAM from an
incomplete training dataset with missing training samples (TM-AAM). We first intro-
duce the basis of tensor algebra and the classical tensor-based AAM. Then we present
two tensor completion algorithms based on CP and Tucker tensor decomposition meth-
ods, respectively. To investigate the performance of these tensor completion algorithms
in terms of their reconstruction accuracy, we propose an initialisation method and
1.5. Notations 11
perform parameter optimisation on a validation set. Lastly, we present the experimen-
tal results obtained on the Multi-PIE face dataset for the evaluation of the proposed
TM-AAM.
Chapter 5 - Adaptive Random Cascaded Regression Copse
In this chapter, we propose an improved algorithm based on the state-of-the-art cas-
caded regression method. We first overview the cascaded regression algorithm and
discuss the key to the success of CR-based FLD approaches. We then present our
adaptive RCRC method and show its superiority to the state-of-the-art methods.
Chapter 6 - Cascaded Collaborative Regression
In this chapter, we first demonstrate the procedure for the synthesis of virtual face
images using a 3D morphable face model, and present the motivation for the proposed
CCR algorithm. Secondly, we develop a dynamic multi-scale local feature extraction
method that provides rich face representations for CCR-based FLD. Finally, the results
of extensive experiments carried out on a synthetic dataset, a controlled face dataset
and a number of uncontrolled face datasets are presented and discussed.
Chapter 7 - Conclusion and Future Work
The last chapter includes some conclusions and presents our future work directions.
1.5 Notations
In this thesis, variable scalars are denoted by lower-case italic letters (a, b, · · · ); constant
scalars are denoted by upper-case italic letters (A, B, · · · ); vectors are denoted by bold
lower-case letters (a, b, · · · ); matrices are denoted by bold upper-case letters (A, B,
· · · ) and higher-order tensors are denoted by calligraphic upper-case letters (A, B, · · · ),
respectively.
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Chapter2
Literature Review
The best known Facial Landmark Detection (FLD) methods to date are Active Shape
Model (ASM) [38, 42] and Active Appearance Model (AAM) [33, 34]. They have been
successfully and widely used for face interpretation during the past 20 years, especially
in controlled scenarios. However, detecting facial landmarks for face images in the wild
is very challenging. ASM- and AAM-based algorithms often fail to accurately estimate
the landmarks for faces in the presence of variations in pose, expression, illumination,
and occlusion. These methods are usually based on an analysis-by-synthesis framework
that finds the best model parameters by minimising the difference between input face
images and texture models. However, the process of model fitting is very sensitive
to initialisation and easily gets trapped into local minima. In recent years, the focus
has shifted to discriminative models. It has been shown that discriminative models
are preferable, especially for faces exhibiting greater variability in appearance [101, 52,
23, 175, 178, 149, 192, 6, 22, 130, 185, 62]. In this chapter, we give a comprehensive
literature survey of FLD algorithms. We first introduce shape representation methods
that are the most fundamental concepts and elements of different FLD algorithms.
Then we give a detailed introduction to generative and discriminative FLD methods
and discuss the properties of them. On the other hand, to drive the development of
more robust FLD methods and to evaluate their performance, a number of publicly
available datasets have been released, from the earlier IMM dataset [119] to the newly
released LFPW [13] and COFW [22] datasets. In this chapter, we comprehensively
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Figure 2.1: The deformable templates for eye [182] and spline in ACM.
overview FLD algorithms and introduce some well-known face datasets.
2.1 Shape Representation
The ultimate goal of FLD is to obtain accurate geometric information, i.e. shape, of an
input face image. In this thesis, the shape of a face is represented by a Point Distribution
Model (PDM) [38, 42]. However, in previous work, many other methods have also been
used for shape representation, e.g. deformable templates [182] and splines [87].
2.1.1 Deformable Templates and Splines
Deformable templates mathematically represent the shape of a non-rigid object using
a number of geometric elements. More specifically, deformable templates consist of
a set of predefined geometric template curves with varied parameters that control the
variations of the templates. For instance, Yuille et al. proposed the use of one circle and
two curves parametrized by 11 variables to represent the shape of the eye [182], as shown
in Fig. 2.1a. The model generated various shapes of the eye by assigning different values
to the variables. However, one obvious shortcoming of the use of deformable templates is
that we need to design different templates for different deformable objects. This task is
time-consuming and sometimes very complicated, e.g. to design deformable templates
for brain MRI scans. In addition, it is hard to express the shape of a sophisticated
deformable object using limited templates.
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(a) XM2VTS (b) LFW (c) LFPW (d) HELEN
Figure 2.2: Examples of manually annotated landmarks of the PDMs on the (a)
XM2VTS, (b) LFW, (c) LFPW and (d) HELEN datasets.
Another popular way to represent deformable shapes is to use a spline defined by a set of
2D points, as shown in Fig. 2.1b. This method has been widely used in Active Contour
Models (ACM), also known as ‘snakes’, in which the spline is guided to the contour
of a deformable object by energy minimisation [87]. Splines can explicitly express
complicated shapes of a great variety of deformable objects. Moreover, compared with
deformable templates, this method can be easily extended to 3D scenarios [177, 19, 177].
With the advantages of spline, ACM has been successfully used in many computer
vision applications, e.g. 2D or 3D image segmentation [18, 183]. However, the points
in a spline do not have specific semantic meaning; hence splines are not suitable for
many high-level applications in computer vision and image understanding.
2.1.2 The Point Distribution Model
To deal with the drawbacks of deformable templates and splines, Cootes and Taylor
proposed the use of a Point Distribution Model (PDM) in shape representation for
deformable objects [38, 42]. In general, a PDM is a vector consisting of the coordinates
of a set of predefined 2D points/landmarks in a given order. Fig. 2.2 shows some PDM
examples defined on different face datasets. In PDM, each landmark has a specific
semantic meaning, e.g. eye centre or the right corner of the mouth. The merits of
the PDM can be summarised as follows: 1) the flexibility of the PDM enables it to
explicitly represent a wide variety of rigid or non-rigid objects; 2) the concepts of PDM
can be easily expanded to 3D scenarios; 3) the semantic meaning of each landmark
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provides an important clue for practical applications in computer vision; and 4) the
prior knowledge learned from a set of PDM examples provides a useful constraint
in model optimisation. With these advantages, PDMs have been extensively used in
solving a large number of computer vision problems, e.g. face analysis, object tracking
and medical image segmentation. More mathematical details of the PDM are given in
Chapter 3.
Despite the success of the PDM, two issues should be carefully considered when we use
PDMs in a practical application. Firstly, the choice of a landmarking system, i.e. the
number and the locations of the landmarks, for a PDM is very important. Secondly,
a representative database containing annotated/labelled face images is required for
model training in FLD. However, to manually annotate/label face images is tedious
and time-consuming, especially for a very large dataset.
For the first issue, in theory, the more facial landmarks we have the more geometric
details of a face we can capture. However, in practice, the definition of the landmarks
of a PDM depends on the target application. For instance, we need fewer landmarks
(usually less than 5) for rigid geometric face normalisation, but many more landmarks
(usually more than 50) for non-rigid geometric face normalisation in face recognition.
A rigid 2D geometric face normalisation method applies similarity transformations
to 2D face images to align them with the same scale and rotation, for which only
two landmarks, i.e. the eye centres, are required [98, 27, 57]. In contrast, non-rigid
geometric face normalisation methods, such as piecewise affine warp [106, 97] and 3D
face models [16, 17], usually need more landmarks designating the components of a
face to obtain detailed face geometry for refined texture transfer. In FLD, Ramnath
et al. found that increasing the number of facial landmarks significantly improved the
performance of the AAM-based FLD in terms of accuracy [128]. In face recognition,
increasing the number of facial landmarks also improves the recognition rate of a face
recognition system because more landmarks provide richer facial texture features [28].
However, the use of too many landmarks may lead to high computational costs in
some FLD algorithms [130, 61] and increase the redundancy of the shape information.
Hence the right number of facial landmarks should be carefully defined, depending on
the application. In addition, how to define the positions of occluded facial parts is also
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worth considering. Facial landmarks can be occluded due to two reasons. One is the
self-occlusion caused by extreme poses and the other one is usually caused by other
objects, such as the body parts (e.g. hand or other people in group) and artefacts
(e.g. sunglasses or microphones). For the landmarks occluded by other objects, we
can simply estimate the true positions of the occluded facial parts. For self-occluded
facial parts, one widely used strategy is to use the landmark at the point of the face
boundary and the horizontal line of a self-occluded landmark to replace the original
landmark. However, for some applications such as 3D face reconstruction, we need the
real position of a self-occluded landmark in a 2D image to initial and constrain a 3D
face model fitting. To this end, we propose to train a CR-based FLD model that is
able to obtain the real position of a self-occluded facial landmark. The training of this
model is achieved on a synthetic face dataset rendered from a set of 3D face scans,
which is introduced in Chapter 6.
For the second issue, one solution is to develop FLD training methods that do not
depend on manually annotated images. Examples include image registration and image
coding techniques [31, 9]. The image registration methods, e.g. groupwise non-rigid
registration, aim to find the correspondences among a set of unlabelled images and
hence to build an FLD model, e.g. AAM [169, 37, 44, 186]. For example, Zhang and
Cootes proposed to build AAMs for deformable objects from a set of images without
annotation, using a groupwise non-rigid registration method based on part+geometry
matching [186]. On the other hand, Baker et al. solved this problem as an image coding
problem, by iteratively updating AAMs to best code all training images [9]. After that,
the AAMs built from an unlabelled dataset can be applied to a new image to model
its shape and global texture.
The methods discussed above have been successfully used for representing and land-
marking non-rigid objects, such as hand, face and medical images. However, they are
based on a strong assumption that the training images of an object should have the
same structure and topology. Specifically, for face images, all the images in a training
set should be frontal, without variations in lighting, expression and occlusion. Hence,
these methods are challenged by faces with marked appearance variations. Another way
to avoid manually annotating face images is to generate virtual training examples using
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either 2D or 3D techniques. This strategy has been widely used in a number of computer
vision problems. For instance, Tang et al. [153] proposed the use of synthesised training
samples from an articulated hand model for real-time hand pose estimation. Ghiasi
and Fowlkes [66] generated additional training samples by adding artificial occlusions
to the original training images for FLD. Pishchulin et al. [126] proposed using a 3D
shape model to synthesise realistic human body images with random backgrounds and
demonstrated superior performance in human detection and pose estimation. Pepik et
al. [123] generated a set of virtual images with a 3D CAD model for fine-grained object
detection and pose estimation using deformable part models constrained by 3D geo-
metric information. However, to the best of our knowledge, the strategy of synthesising
training data has not been well developed in FLD. One of the main obstacles is that the
generated virtual faces are from a different domain to the real images. An FLD model
trained on a large number of virtual faces may not perform well on real faces. In this
thesis, we propose to train a regression-based FLD model using a hybrid dataset that
consists of a large number of synthesised face images from a 3D face model and a small
number of real images. To adapt the trained model to real faces, the Cascaded Col-
laborative Regression (CCR) algorithm using dynamic weighting has been developed.
Please refer to Chapter 6 for more details of the proposed CCR method.
2.2 Facial Landmark Detection Methods
Existing FLD methods can be divided, according to the underlying model, into two
main categories: generative and discriminative models. A generative model can gener-
ate different face instances by adjusting the model parameters, in order to best match
these generated instances to an input image. In contrast, a discriminative model di-
rectly predicts the shape update, using a mapping function from a feature space to
the shape space, to guide the evolution from an initial shape estimate to the true po-
sitions. However, it is worth noting that an FLD algorithm could use both generative
and discriminative methods at the same time. For instance, the statistical shape and
global texture models used in AAM are generative models, but some fitting methods,
e.g. regression-based AAM fitting methods [33, 75], are discriminative.
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(a) Local profiles in ASM (b) Global texture in AAM (c) Local patches in CLM
Figure 2.3: A comparison of the features used in (a) ASM, (b) AAM and (c) CLM
fitting algorithms.
2.2.1 Generative Models
Typical generative models are ASM [38, 42], AAM [33, 34, 106], Constrained Local
Model (CLM) [48, 47] and a number of their extensions [45, 106, 67, 150, 97, 63].
A common characteristic of these approaches is a parametric PCA-based statistical
shape model that is constrained by the prior knowledge when fitting the pre-learned
shape model to an input image. Generally, in model fitting, the model parameters are
optimised to minimise a cost function gauging the error between generated instances
and an input image.
To fit a statistical shape model to an input image, ASM, CLM and AAM use different
features. In ASM and CLM, the landmarks of a PDM are updated either independently
or simultaneously by using a set of local experts/detectors with local-texture-based
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features, e.g. local intensity profiles and patches. An updated global shape (PDM)
is then constrained by fitting a pre-learned statistical shape model to best match the
updated shape. In contrast, AAM uses global-texture-based features to simultaneously
update the landmarks, in which a number of face instances are iteratively generated to
progressively home in on the face in an input image by optimising model parameters.
The local and global features used in ASM, AAM and CLM are illustrated in Fig. 2.3.
ASM-based Facial Landmark Detection
In classical ASM, the optimisation is accomplished by independently searching the
strongest edge along the normal to the boundary passing through a landmark [38, 42],
which is similar to the strategy used in ACM [87]. In contrast to the spline fitting
strategy used in ACM, ASM relies on a statistical shape model that generates realistic
face shapes by constraining parameters to take values in a limited range. However,
for some objects with complicated appearances, e.g. a human face, the true landmarks
may not be located at the strongest edge. To deal with this problem and improve
the accuracy of ASM, Haslam et al. proposed to minimise the Mahalanobis distance
between a statistical local intensity profile model and the corresponding intensities
of the pixels sampled along the normal [72, 32]. The use of a statistical local profile
model helps landmarking objects with rich textural variations. Instead of using 1D local
profiles, Milborrow and Nicolls proposed the use of the gradient images of 2D patches
for local searching, and obtained better results in terms of accuracy [111]. Moreover, to
address the problem of local minima and further improve the generalisation capability,
a coarse-to-fine pyramid scheme was used to improve the fitting of ASM to an input
image, by repeating the ASM fitting from lower to higher image resolutions [43]. It is
worth noting that this pyramid fitting strategy can be used with any FLD framework,
e.g. AAM- or CLM-based FLD methods [106, 127].
As introduced above, the statistical shape model used in ASM is PCA-based, trained
from a set of 2D PDMs. During the fitting procedure, the model parameters are usu-
ally constrained to generate plausible face shapes. However, the statistical shape model
simply uses a linear combination of a set of shape eigenvectors; hence the representation
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capacity is limited. Sometimes this linear model finds difficulty in expressing unseen
shapes. To improve the representation capability of the statistical shape model, many
approaches have been developed. For instance, Sozou et al. proposed the use of a non-
linear model or a multi-layer perceptron to replace the PCA-based linear shape model
to generate sophisticated shape variations [146, 147]. Cootes and Taylor proposed the
use of a mixture of Gaussians to represent non-linear shape variations [39]. Kernel
PCA was also adopted in building the statistical shape model to enhance the repre-
sentation capability of the shape model in ASM [132]. Bowden et al. proposed to use
k -means clustering for non-linear shape model construction and successfully applied
their method to human body and hand tracking [20, 21].
ASM is accurate and fast, and can be easily extended to 3D scenarios [35, 74]. However,
ASM cannot model the global texture of a deformable object, which is important in
many other practical applications. To address this issue, Cootes et al. proposed AAM
that fused a statistical shape model and a statistical global texture model to represent
the appearance of a human face. AAM is an extension of ASM. It has proved to be a
powerful method for extracting both shape and global texture information from images
of various non-rigid objects.
AAM-based Facial Landmark Detection
Compared to ASM and CLM, the most outstanding advantage of AAM is the capability
of modelling the appearance (both shape and global texture) of a deformable object.
AAM consists of two generative parametric models: a statistical shape model and a
statistical global texture model. Both of them are linear combinations of a set of
eigenvectors computed by PCA. In contrast to the local texture features used in ASM,
the global texture model in AAM captures all of the surface texture of a face image.
In the fitting phase, AAM is fitted to an input image to obtain the shape and texture
information represented by a small number of model parameters. The shape and global
texture models in AAM can be further fused into a single appearance model that
controls the variations in shape and texture using a unified parameter vector [33, 34].
On the other hand, it is worth noting that the shape and global texture models can
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also be used independently [106, 75].
The goal of fitting AAM to an input image is to minimise the difference between the
generated face instances and the face texture of an input image under a unified reference
shape, optimised by varying model parameters. The mean shape estimated using a set
of training shapes is usually used as the reference shape. This is a non-linear multi-
variable optimisation problem. The most natural way to solve this problem is using
classical gradient descent algorithms, such as Levenberg-Marquardt and Gauss-Newton
algorithms [141, 150]. These approaches iteratively update model parameters in the
steepest descent direction obtained by computing gradients. Although some techniques
can be used to speed up the fitting phase and prevent the algorithms falling into local
minima (e.g. a pyramid scheme [34]), the iterative computation of gradients leads to
poor efficiency during the fitting phase and seriously precludes their application in
real-time scenarios.
An alternative to AAM fitting is the use of regression-based methods. For instance,
Cootes et al. reported great success by using linear regression in their early studies of
AAM [33, 34], in which they assumed that there is a constant linear relationship between
the fitting errors (residuals) and parameters updating. However, linear regression is
incapable of solving this complex non-linear multi-variable optimisation problem and
leads to some bias [106].
To improve the linear-regression-based AAM fitting algorithm, Hou et al. proposed
the Direct Appearance Model (DAM) [75]. In contrast to the combined appearance
model used in the classical AAM, DAM uses the shape and global texture models in-
dependently. In DAM, the model fitting residuals were projected to a low-dimensional
subspace spanned by the global texture eigenvectors to update the parameters of the
shape model. Donner et al. proposed a fast AAM fitting algorithm with Canonical Cor-
relation Analysis (CCA) [53], which efficiently models the relationship between resid-
uals and model parameters. Saragih et al. used a non-linear discriminative approach
(boosted regression) [136] and Saueret al. applied discriminative regression methods
(boosted regression and random forests) [139] to improve the fitting performance. Liu
considered AAM fitting as a classification problem and achieved good fitting results by
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maximising the classification score [101].
It should be noted that a regression-based AAM fitting algorithm is discriminative,
which builds a mapping function to directly predict the parameter updates of a pre-
trained model. Regression-based AAM fitting is efficient and accurate. However, a
regression-based method is supervised and data-driven hence a large number of training
samples are usually required for model training.
A milestone in the development of AAM fitting algorithms is the project-out inverse
compositional AAM fitting algorithm, which neatly avoids the iterative computation
of gradients by combining the inverse compositional image alignment algorithm with
AAM fitting [106], [107]. This seminal work has greatly improved the speed of AAM
fitting and consequently broadened the applications of AAM.
Despite the success of the fitting algorithms discussed above, variations in appearance
pose a number of obstacles and difficulties in AAM fitting. The variations in face
appearance are usually caused by changes in pose, expression and illumination, and by
occlusion. Frequently, the variations in appearance of the same identity with different
pose, expression and illumination conditions are even larger than those induced by
different identities captured in similar conditions.
To address these problems and improve the AAM fitting performance in robustness
and accuracy, different image features were used in AAM fitting. Sung et al. pro-
posed an ASM+AAM model that combined the local intensity profile in ASM and the
global texture in AAM using a unified optimisation framework [150]. It improved the
fitting accuracy over conventional AAMs, but the gradient-descent-based optimisation
method used in ASM+AAM had a low fitting efficiency. Other features, such as ker-
nel PCA [133], multi-band Value-Hue-Edge (VHE) [148], image gradients [91], image
orientations [40, 158] and Haar-Like features [101], have also been used to improve the
fitting performance of AAM.
To deal with the fitting difficulty caused by pose variations, view-based AAM (V-
AAM) [45] and bilinear AAM (B-AAM) [67] have been proposed. V-AAM built five
different AAMs under different viewpoints (0◦, ±45◦ and ±90◦) and then fit all the
models to a face image using a linear-regression-based AAM fitting algorithm with a
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pyramid multi-resolution scheme [46]. Finally, the parameters of the best matched
model were used as the final fitting result [34]. In face tracking, assuming that the first
frame was annotated, V-AAM estimated the pose of the current frame to select the
best model for fitting the next frame. Unlike the multi-model strategy used in V-AAM,
B-AAM used bilinear factorisation to build unified shape and texture models [154]. B-
AAM was trained from a set of training images with the labels of their pose variations
and identities. The bilinear factorisation method used in B-AAM decoupled the pose
and identity variations into different subspaces and achieved robust and accurate fitting
results on faces with large-scale pose variations. However, the bilinear factorisation
method can only decouple two factors at the same time; hence it cannot be used
to tackle multiple varying factors simultaneously. Furthermore, the gradient descent
algorithm used in B-AAM is less efficient and not suitable for real-time applications.
Another solution in dealing with pose variations is to use 3D FLD models [174, 151].
Matthews et al. compared 2D and 3D deformable face models and concluded that the
performance of 3D models was preferable to 2D models in terms of representational
power and real-time fitting while using fewer vertices to represent the shape [108]. Jing
et. al. proposed a 2D+3D AAM for real-time fitting which performed better than 2D
AAM in accuracy [174]. Another interesting work is the 3D Morphable face Model
(3DMM) [16] that trains a 3D face model from a set of 3D face instances. In fact,
3DMM is a direct extension of 2D AAM, and has the capability to reconstruct a 3D
face from a single 2D image. Although 3DMM-based approaches are inherently pose
invariant, they are much more complex than 2D models both in terms of modelling
and fitting phases and have low efficiency in real-time applications while using a dense
mesh. Also, the use of a 3D model cannot effectively address the difficulties posed by
other factors, e.g. expression and illumination.
To deal with the fitting difficulties posed by multiple variations, Lee and Kim pro-
posed a tensor-based AAM (T-AAM) that introduced multi-linear subspace analysis
to AAM [97]. In fact, the basic idea of T-AAM is similar to V-AAM and B-AAM.
They all try to project an observation into different subspaces; hence to eliminate
the influence of the factors not related to an input image in model fitting. The ba-
sis of T-AAM is the Higher Order Singular Value Decomposition (HOSVD) [50] that
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is a higher order extension of the classical Singular Value Decomposition (SVD) and
PCA methods. Also, the bilinear factorisation is a special case (2nd-order tensor) of
tensor-based multi-linear subspace analysis. T-AAM estimates the pose, illumination
and expression of the input image and then uses HOSVD to decompose the shape and
global texture tensors. Thus, a set of variation-specific shape and texture basis tensors
could be obtained and converted to basis matrices to build variation-specific shape and
texture models. Finally, the efficient project-out inverse compositional AAM fitting
algorithm is used to fit the corresponding variation-specific models to an input image.
However, the use of T-AAM requires a complete training dataset that contains training
examples covering all types of variations for each subject. To collect such a dataset is
problematic in practical applications, especially when we have many varying factors.
Also, for some applications, to collect a complete dataset is impossible, e.g. to collect
a face dataset with age variations for a group of people. To deal with this problem, we
propose a TM-AAM framework that enables us to build tensor-based AAM from an
incomplete dataset with missing training samples. We discuss this proposed method in
Chapter 4.
CLM-based Facial Landmark Detection
The classical Constrained Local Model (CLM) contains a statistical shape model and
a statistical local texture model [48, 47]. The statistical shape model in CLM is a
generative and parametric linear model that is the same as the shape model used in
ASM and AAM. The local texture model used in CLM is similar to the global texture
model in AAM. However, this local texture model is obtained by applying PCA to
the local patches around all the landmarks, as shown in Fig. 2.3c. More specifically,
CLM first obtains local patches around all the landmarks and then concatenates the
normalised intensities of these local patches to form a long vector. Then, the local
texture vectors obtained from a set of training images are used to build the statistical
local texture model. Similarly to the fitting method used in ASM, CLM updates the
landmarks by searching in their neighbourhoods using a set of local experts, and the
statistical shape model provides a global shape constraint in CLM fitting. However,
ASM searches along the normal to the boundary passing through each landmark and
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returns the best matched location on the normal to update a landmark, whereas CLM
searches in a rectangular 2D region around each landmark and returns a response
map/image that indicates the cost of locating the updated landmark at each pixel.
The aim of CLM fitting is to minimise the sum of the costs around all the landmarks
by optimising the parameters of a pre-learned statistical shape model. For this, the
Nelder-Meade simplex algorithm is used for the classical CLM optimisation [48].
We can consider ASM as a special case of CLM regardless of the difference in their
local texture feature extraction methods [105, 170]. In ASM, the local texture features
are extracted from a 1D local profile along the normal to the boundary whereas CLM
directly extracts local texture features from a 2D rectangular patch around each land-
mark. However, some extended ASM-based methods also tried to use 2D patches in
FLD [111]. Compared to the 1D profile in ASM, the 2D patches used in CLM provide
richer textures to extract informative local features, which benefits the CLM-based
FLD. Other image sources, such as depth images, have also been used in CLM-based
methods [10, 30]. The use of depth images provides illumination-invariant features in
FLD and face tracking. However, devices used to capture depth images, e.g. Microsoft
Kinect, are not as convenient as the digital cameras that are widely deployed in many
portable devices.
For a successful CLM-based FLD method, two components have to be carefully de-
signed. The first one is the design of local experts and the second one is the CLM
fitting algorithm. The local experts in CLM output response images in which each
pixel value is a measure that indicates the cost of locating the new position of a land-
mark at the pixel. In classical CLM, a local expert measures the reconstructed intensity
error between the local-patch-based intensity model and the input image. The Sup-
port Vector Machine (SVM) has also been used as a local expert to obtain response
images in CLM [173, 105, 10, 30]. The SVM is trained from a set of training im-
ages with good and bad landmarks to measure the cost. In addition, different local
descriptors, e.g. HOG [49, 6] and Haar-like features [166, 36], have also been used in
generating response images. For CLM fitting, an optimisation algorithm is applied
to minimise the sum of the costs of all the landmarks by adjusting the parameters
of the PCA-based statistical shape model, such as the Nelder-Meade simplex algo-
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rithm used in classical CLM [48]. However, this algorithm is a general method used in
multi-variable function optimisation, which is often computationally costly and needs
good initialisation [116, 173]. To solve this problem, Wang et al. proposed an effi-
cient Exhaustive Local Search (ELS) algorithm for CLM fitting, in which the updates
of the parameters of a statistical shape model were estimated directly using an ana-
lytical solution [172, 173, 105]. To further improve the fitting performance, Saragih
et al. proposed a Regularised Landmark Mean-Shift (RLMS) algorithm that computes
a mean-shift vector to guide the update of the landmarks, and the global shape esti-
mate is regularised by a global shape constraint [137, 138]. Moreover, regression-based
methods have also been used to directly predict the update for shape model parameters
from response images [36, 6].
Generative models have become very popular in a wide range of computer vision ap-
plications. Apart from their success in FLD, generative models have also been used
in rigid and non-rigid object tracking [106, 67, 107, 30], face recognition [56, 97, 1],
medical image analysis [42, 112] and pose correction [67, 97]. Despite these successful
applications, generative models are often challenged by faces that exhibit variations
in pose, expression and illumination and are subject to occlusion. Some improved al-
gorithms have addressed these problems to some extent, but the task of robust and
accurate FLD is still hard, especially for faces in the wild. As a result, the focus now
has shifted to discriminative models.
2.2.2 Discriminative Models
Compared with the generative models, a discriminative model builds a mapping func-
tion that predicts the shape or shape model parameter updates using features extracted
from images. The image features used in a discriminative approach are usually local fea-
tures, extracted from the neighbourhoods of landmarks. In fact, discriminative methods
have also been widely used in generative models, as discussed in the last section. For in-
stance, the regression-based fitting algorithms in AAM and CLM [42, 34, 36, 6] and the
SVM-based local experts in CLM [173, 105] are discriminative. In the classical AAM
method, the fitting algorithm employs a linear regression model to build a mapping
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function between texture residuals and parameter updates of a combined appearance
model. The combined appearance model explicitly represents a face including its shape
and global texture. It accomplishes the tasks of FLD and face texture reconstruction
in a unified framework. The assumption behind linear regression is that there is a
constant linear relationship between texture residuals and parameter updates. How-
ever, this assumption is unrealistic: linear regression is incapable of solving such a
complex non-linear multi-variable optimisation problem. A common way to overcome
this difficulty is using more advanced regression schemes, such as CCA [53], random
forests [139, 36] or boosted regression [136, 139]. However, all these discriminative ap-
proaches depend on a parametric statistical shape model. More specifically, in these
methods, the shape of a face is represented by a pre-trained statistical shape model, as
discussed in Section 3.1.2. The shape model is a linear combination of the mean shape
and a set of shape eigenvectors obtained by applying PCA to many training shape
examples. Given an initial estimation of the shape model parameter, these methods
predict parameter updates to iteratively update the face shape.
The shape models can be classified as parametric or non-parametric, depending on the
form of a model. Parametric shape models include deformable templates [182] and
the PCA-based statistical shape model that is widely used in ASM, AAM, CLM and
3DMM. In contrast, spline and PDM are non-parametric. Parametric models estimate
the shape update by varying their parameters, while non-parametric models update
the shape directly. The success of the generative models was achieved by restricting
the shape variations to avoid local optima. The parametric PCA-based shape model
generates plausible shapes by restricting the weight of each shape eigenvector to a
reasonable range [42, 34, 121]. However, is lacks the capability to represent the details
of face shape variations compared to non-parametric models. On the other hand, the
non-parametric models can express face shapes in detail but they lack shape constraints
to avoid local optima. In ACM, the spline is restricted by internal energy - the curvature
of the shape. However, due to the complexities and weak edges in the appearance of
human faces, non-parametric models were not successfully applied to FLD until the
emergence of constraint-preserving Cascaded Regression (CR) [55, 52, 23, 175].
In recent years, CR-based FLD has been shown to be more successful in overcoming
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Table 2.1: An overview of the state-of-the-art FLD methods.
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the difficulties posed by variations in appearance. Its impressive performance in both
controlled and uncontrolled scenarios has been demonstrated [52, 23, 175, 178, 149,
192, 185, 22, 130, 29, 189]. The key to the success of CR-based FLD methods is,
first of all, to train a strong regressor by linking a sequence of weak regressors in
cascade. It has been demonstrated that even a simple set of cascaded linear regressors
can achieve promising FLD results [175, 178]. Secondly, a discriminative approach
predicts shape updates directly using a non-parametric shape model, which suggests
that it possesses a better representation capacity than the PCA-based parametric shape
model [23]. Benefiting from the inherent shape constraint of the cascade structure, the
non-parametric models can update the face shape explicitly and accurately. Lastly, the
local feature descriptors used in CR-based methods extract more robust local features
compared to using conventional pixel intensities.
As the main idea of CR is to use a sequence of weak regressors to estimate the highly
complicated non-linear relationship between robust local features and shape updates,
the development of CR has focused on designing new cascade structures, learning algo-
rithms and local feature extraction methods. An overview of state-of-the-art CR-based
algorithms is shown in Table 2.1. Dolla´r et al. described the cascaded pose regression
for 2D FLD using random ferns with shape-indexed local binary features [52], and fur-
ther proposed a robust CR method to improve the performance of FLD when images
contain occlusions and large pose variations [22]. Cao et al. [23] introduced the concept
of shape constraint inheritance in CR and designed a two-level boosted regression in
cascade for FLD. In [175], Xiong and De la Torre proposed a theoretical explanation
of the CR-based approached as a supervised descent method (SDM) and used SIFT
features for successful FLD and face tracking. Yan et al. [178] compared different local
features, e.g. HOG, SIFT, LBP and Gabor, for CR-based FLD and proposed a ranking
scheme to select the best location from many candidates. Ren et al. [130] proposed
an efficient local binary feature extraction method for CR-based FLD and achieved
state-of-the-art results in terms of both accuracy and speed (up to 3000 fps). In recent
years, with the great success of Deep Neural Networks (DNN) in machine learning and
computer vision, a number of DNN-based methods have been developed for detecting
facial landmarks for faces in the wild. For example, Sun et al. [149], Zhou et al. [192]
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and Zhang et al. [189] proposed the use of deep Convolutional Neural Networks (CNN)
for FLD. Zhang et al. designed cascaded auto-encoder networks for FLD [185] and we
used a sparse auto-encoder for local feature extraction in a multiple CR fusion frame-
work [62]. In addition, it has been shown that cascading a set of deep networks further
improves the generalisation capability and accuracy for DNN-based FLD [149, 192, 185].
The advantage of the use of DNN is that it combines the feature extraction and regres-
sion steps in a unified framework. Also, multiple tasks, such as FLD, pose estimation
and face recognition, can be easily combined in a unified DNN-based learning frame-
work that helps to improve the performance of each task [189, 190]. However, the use
of DNN-based methods has some drawbacks. For example, it is a very difficult task to
tune the parameters of DNN-based FLD methods. In the other hand, to successfully
train a DNN-based facial landmark detector requires a large number of annotated face
images that are hard to be collected in practical applications.
Through our early experiments, we found that simply using a single CR with a sequence
of weak regressors in series performed badly in the presence of occlusion and large-scale
pose variations, confirming the observation made in [175]. Furthermore, it usually fails
in the presence of deformation and scale variation of the human face. To counteract
these problems, this thesis presents an adaptive Random CR Copse (RCRC) algorithm.
The proposed RCRC method has two main contributions to the field: 1) We propose
a new copse design with multiple CR threads in parallel. Each CR thread is trained
on a subset generated by random sub-sampling from a pool of training examples. The
proposed copse structure enhances the generalisation capacity of the trained strong
regressor by fusing multiple experts. 2) We propose an adaptive scheme for robust
shape update and local feature extraction to counteract the deformation and scale
variation of face images. Please refer to Chapter 5 for more details of this work.
As a CR-based FLD method is supervised and data-driven, the issue of training data
size and representativeness for learning a CR model is of paramount importance. How-
ever, manually landmarking a training dataset is tedious, repetitive and error-prone
work. To obtain a large training set, a standard way is to augment the available train-
ing dataset by using different initial shape estimates [175, 178, 23]. Unfortunately, none
of previous literature has addressed this issue systemically. In contrast, one of the key
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innovations of the thesis is to explore how best to augment the available data with a
larger quantity of synthetic training samples from a 3D face model. To this end, a
Cascaded Collaborative Regression (CCR) algorithm is proposed to adapt the model
from the domain of synthesised images to the domain of real images, along with an
innovative dynamic multi-scale local feature extraction strategy. More details of the
proposed CCR framework are presented in Chapter 6.
2.3 Datasets
To meet the requirements of model training and evaluation, a number of face datasets
have been annotated during the past decades. We summarise some well-known anno-
tated face datasets in Table 2.2. It is worth noting that different face datasets provide
different facial landmarks with different definitions, which results in a problem when
training an FLD model across different datasets. As shown in Fig 2.2, the annotated
face datasets are very different both in the number and locations of the landmarks.
In existing FLD model training frameworks, the landmarks of all the training images
must be consistent, i.e. the number and geometry locations of the landmarks of all the
training face images should be the same. This is not the case when we have different
training datasets with landmarks annotated by different people using different defini-
tions. This problem leads to potential future work, i.e. how to design an FLD algorithm
to best use the landmarks across different training datasets with different definitions to
enhance the final outputs. To the best of our knowledge, this topic has emerged only
recently and there are very few papers focusing on this problem. For example, Smith
and Zhang proposed to train an exemplar-based FLD model across different datasets
and attempted to obtain a superset of the landmarks [144]; Zhu et al. proposed to
train a regression-based model across different datasets using transfer learning tech-
niques [194]. However, this topic is beyond the contents of this thesis and we leave this
for our future work.
Here, we briefly introduce some face datasets that are used in the thesis, including the
Multi-PIE, LFPW, COFW, BioID and HELEN datasets.
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Table 2.2: Annotated Face Databases.
Name # Lmks # Imgs Scenario Remarks
AFLW [92] 21 25993 in-the-wild NA
AFW [195] 68 205 in-the-wild 337 faces in 205 images
BioID [84] 20 1521 real word gray-level images
COFW [22] 29 507+1345 in-the-wild extension of LFPW
HELEN [94] 194 2330 in-the-wild high resolution
IMM [119] 58 240 controlled NA
LFPW [13] 29 (35)1 1400 in-the-wild some image hyper-links
are expired
LFW [82] 10 10256 in-the-wild NA
MUCT [110] 76 3755 controlled NA
Multi-PIE [70]
39∼68 6152 controlled only a subset is anno-
tated
6∼16 750000 controlled annotated by Idiap [57]
66 25200 controlled annotated by the au-
thor
PUT [86] 30 9971 controlled high resolution
XM2VTS [109] 68 2360 controlled only frontal faces are
annotated
Multi-PIE
The Multi-PIE face database has more than 750,000 face images captured from 377 peo-
ple across 15 poses, with 19 illumination conditions and a range of expression variations
across 4 sessions [70].
In this thesis, the Multi-PIE face dataset is used to test the robustness of an FLD
algorithm to pose, expression and illumination variations. The dataset provides land-
marks for 6152 images with different landmarks (39∼68), depending on the pose of a
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face. However, this thesis uses another two annotations. We first manually annotate a
subset with 25200 face images for 60 identities with 7 pose, 3 expression and 20 illumi-
nation variations. Each image in this subset has 66 landmarks. This annotated subset
is used in Chapter 4. We also use the landmarks annotated by the Idiap Research
Institute, Switzerland, in Chapter 6. The Idiap annotation provides 6∼16 landmarks
for all the images in Multi-PIE. The number of landmarks depends on the pose of the
face [57].
LFPW
The Labelled Facial Parts in the Wild (LFPW) [13] dataset is a standard FLD bench-
mark that has 1100 training and 300 test images. All the images in LFPW were
collected from the Internet and with varied pose, expression, illumination and expres-
sion variations. However, LFPW provides only hyperlinks to the original web images.
We were only able to download 797 training and 237 test images because some of the
hyperlinks have expired. This is a common problem for experiments on LFPW. All
results in [22, 193, 23, 175, 6, 13] are based on different training and test images. This
is also the main reason for also using the newly proposed COFW benchmark.
Each face in LFPW has 35 landmarks that were annotated by three Amazon Mechanical
Turk workers, and the average value across three annotated results was used as the
ground truth. To test the performance of an FLD method in terms of accuracy, 29
landmarks are usually used.
COFW
The Caltech Occluded Face in the Wild (COFW) benchmark, proposed by Burgos-
Artizzu et al. (in ICCV2013), has 1345 training images and 507 test images with
29 landmarks per image. COFW contains more variations in pose, expression and
occlusion than LFPW; e.g. in COFW, more than 23% of the faces have occlusions
compared to 2% in LFPW. COFW has the same landmarking protocol as LFPW, and
has an additional label of each landmark to determine whether it is occluded. However,
in this thesis, we do not use these additional labels.
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BioID
The BioID [84] face dataset has 1521 near-frontal faces with slight pose and expression
variations, collected under a lab environment. The dataset was first used for face
detection and recently for FLD. Each BioID face has 20 manually annotated landmarks
and 17 of them are commonly used to test FLD algorithms [48].
HELEN
The HELEN face dataset [94] is a high-resolution dataset consisting of 2000 training and
330 test images. Each image in HELEN has 194 annotated landmarks. The HELEN
face database has been widely used in FLD and face image segmentation.
2.4 Summary
This chapter provides a comprehensive literature survey for Facial Landmark Detection
(FLD), including the fundamental shape representation methods used in FLD, different
FLD algorithms and many popular datasets used in FLD. However, other literature
reviews of FLD can be found in [64, 170]. As discussed in this chapter, AAM has the
capability of modelling the global texture of the human face and CR provides robust
FLD for faces in the wild. The contributions of this thesis relate to these two types
of FLD algorithms. We first introduce the background and technical details of the
classical AAM, and discuss our proposed TM-AAM in the next two chapters. Then we
present the CR-based FLD method and the corresponding contributions in Chapter 5
and Chapter 6, respectively.
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Chapter3
Active Appearance Model
The Active Appearance Model (AAM) is one of the most popular tools for face anal-
ysis [33, 34]. With the capability of modelling both the shape and global texture of
a deformable object, AAM has been used in a wide range of computer vision applica-
tions, e.g. Facial Landmark Detection (FLD), face tracking and face recognition. In
this chapter, we introduce the basic components of AAM, including the statistical shape
model, global texture model, appearance model and the corresponding model fitting
algorithms.
3.1 Shape, Texture and Appearance Models
In this section, we give the definitions of the shape, texture and appearance models.
They are the most fundamental concepts for AAM. In AAM, a face shape is represented
by a Point Distribution Model (PDM) that is a vector consisting of the coordinates of
a set of predefined landmarks for a face. For face texture, AAM uses global texture in
its modelling and fitting procedures. In general, face texture can be divided into global
texture or local texture. Global texture is a vector that involve the intensity values of
all the pixels inside a face shape, whereas local texture samples in a local region around
each landmark of the face shape. An appearance is a face instance with the combination
of both shape and global texture. It should be noted that these fundamental concepts
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Figure 3.1: A predefined PDM with 52 landmarks for a face from the Multi-PIE
database.
are also widely used in many other FLD algorithms. For example, the statistical shape
model is also used in Active Shape Model (ASM) and Constrained Local Model (CLM).
3.1.1 Point Distribution Model
The representation of a face shape is very important for any FLD algorithm. In this
thesis, a face shape is expressed by a PDM. For a 2D image, the representation of a
face shape s ∈ R2L using PDM gives a vector that consists of the coordinates of L
predefined landmarks:
s = [x1, · · · , xL, y1, · · · , yL]T, (3.1)
where [xl, yl]
T are the coordinates of the lth landmark.
As discussed in Chapter 2, the definition of a PDM includes the number of landmarks
and the geometric locations of the landmarks. The number of landmarks, L, usually
depends on a target application. For example, for rigid face alignment, the mini-
mum number of the required landmarks of a PDM is 2, i.e. using only the landmarks
of two reference points such as eye centres. However, for non-rigid face alignment,
e.g. piecewise affine warp, the number of required landmarks is usually more than 50,
which is much larger than that used in rigid face alignment.
The locations of the landmarks are predefined by the user for a specific application.
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...
Figure 3.2: Shape normalisation by Procrustes analysis.
In general, the landmarks are located at corners of object boundaries, or along bound-
aries [41]. For example, for a human face, we can define the landmarks around different
face parts, e.g. eyes, eyebrows, mouth, nose and outline. Figure 3.1 shows a predefined
PDM with 52 landmarks for a face from the Multi-PIE face dataset.
3.1.2 Statistical Shape Model
Given a set of annotated face images, we first normalise all the shapes using Procrustes
analysis [68]. The aim of shape normalisation is to remove global affine transformations
from the training shapes so that we only model the inherent shape variations of the
human face. Figure 3.2 shows the scatter-plots of the original and normalised shapes
of 895 face images from the Multi-PIE face database.
We then subtract the mean shape s0 from all the training shapes and apply Principal
Component Analysis (PCA) to obtain the statistical shape model:
s = s0 +
Ms∑
i=1
psisi, (3.2)
where si is the ith shape eigenvector computed by PCA, psi is the ith shape model
parameter indicating the weight of the corresponding shape eigenvector, and Ms is the
number of shape eigenvectors. Fig. 3.3 shows the first 6 shape eigenvectors obtained
by applying PCA to 895 face shapes in the Multi-PIE face dataset.
We can vary the shape by assigning different values to the model parameters. For the
number of shape eigenvectors, we usually choose the first Ms eigenvectors explaining
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Figure 3.3: The first 6 shape eigenvectors of the statistical shape model trained on 895
face images from Multi-PIE.
95% of the variations. The shape model can represent more detailed shapes while using
more shape eigenvectors. However, in this case, more variables need to be optimised
during the model fitting phase. As the eigenvalues computed by PCA describe data
variance and therefore a multivariate Gaussian distribution of the training data (as-
sume that the data points are Gaussian-distributed), the statistical model can generate
plausible shapes by restricting the weight of each shape eigenvector in a reasonable
range defined by the corresponding eigenvalue. More specifically, the shape model pa-
rameter psi is usually restricted to lie within three standard deviation of the component
from the mean [−3√λsi , 3√λsi ], where λsi is the ith eigenvalue computed by PCA. It
should be noted that the search space is too huge to achieve successful optimisation if
we use loose constraints. On the other hand, the statistical shape model cannot gener-
ate arbitrary shapes with too tight constraints. To mitigate this problem, a beneficial
strategy is to use a fewer shape eigenvectors with tight constraints at the beginning of
the optimisation stage and then progressively use more shape eigenvectors with looser
constraints as the optimisation proceeds ahead [14, 106].
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Global Similarity Transform
As the statistical shape model was obtained after shape normalisation to remove global
similarity transformations in the preprocessing step, the global similarity transform is
required in model fitting. The global similarity transform function G(s; pg) performs
translation, scaling and rotation to each landmark xl = [xl, yl]
T(l = 1 · · ·L) of s;
G(xl; pg) =
 s cos θ s sin θ
−s sin θ s cos θ
xl
yl
+
tx
ty
 , (3.3)
where pg = [tx, ty, s, θ]
T is the parameter vector of the global similarity transform
function. The elements in pg stand for the degrees of the translations on X- and
Y-axis, scaling and rotation, respectively.
An equivalent way to perform a global shape transform is to add more shape variations
to the statistical shape model. Given the mean shape s0 = [x01 , · · · , x0L , y01 , · · · , y0L ]T,
we generate four additional shape variations:
s´1 =

1
...
1
0
...
0

, s´2 =

0
...
0
1
...
1

, s´3 =

x01
...
x0L
y01
...
y0L

, s´4 =

−y01
...
−y0L
x01
...
x0L

, (3.4)
where s´1 stands for the translation on X-axis, s´2 stands for the translation on Y-axis,
s´3 denotes scaling and s´4 is used to rotate the shape. Thus the number of shape eigen-
vectors and the corresponding parameters in the statistical shape model is increased to
Ms + 4:
s = s0 +
Ms∑
i=1
psisi +
4∑
j=1
psMs+j s´j . (3.5)
Note that the parameters of the above two global shape transform techniques can be
converted using:
tx = psMs+1 , ty = psMs+2 , s cos θ = psMs+3 + 1, s sin θ = −psMs+4 . (3.6)
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Figure 3.4: Delaunay triangulation.
To simplify the discussion, we use the same term pg for these two global shape trans-
form methods. In the expanded statistical shape model, the global shape transform
parameter vector becomes pg = [psMs+1 , psMs+2 , psMs+3 , psMs+4 ]
T, and equation 3.5 is
modified to:
s = s0 +
Ms∑
i=1
psisi +
4∑
j=1
pgj s´j . (3.7)
3.1.3 Global Texture Model
To build a global texture model, we need to model the intensities of the whole surface
inside the shape of a face image. However, a prerequisite of the use of PCA is that
the training samples should have the same dimensionality. The number of pixels in
the shape of a face image is not unique because of the non-rigid variations of face
shape as a deformable object. To address this issue, we first warp the global texture of
each training image to the mean shape to obtain the corresponding shape-free global
texture patch, using piecewise affine warp or thin plate splines. In this thesis, we use
the piecewise affine warp method because of the simplicity and efficiency [106].
Given a 2D image and the corresponding face shape, we first triangulate the face shape
to obtain a set of triangles. Fig. 3.4 shows the obtained triangles by applying the
Delaunay triangulation method to a face shape. Then the target of piecewise affine
warp is to transfer the intensity values of the pixels in each triangle of a face image
3.1. Shape, Texture and Appearance Models 43
(a) Triangulated face shapes
(b) Shape-free patches
Figure 3.5: Obtained shape-free patches using the piecewise affine warp.
to the corresponding triangle in the mean shape. More specifically, we first perform a
raster scan to the mean shape to obtain a set of the coordinates of all the pixels inside
the mean shape:
S = {x1, · · · ,xNt}, (3.8)
where x = [x, y]T ∈ S stands for the coordinates of a pixel inside the mean shape,
and Nt it the number of pixels inside the mean shape. Secondly, we compute the
corresponding coordinates in the given image for each pixel in the mean shape. Lastly,
the intensity value of each pixel in the mean shape is re-sampled using the intensity
value of the nearest neighbour of the corresponding pixel in the given image. Note that
the piecewise affine warp method performs the above operation for the triangles one by
one. For more details of the piecewise affine warp we refer the reader to Appendix A.
Fig. 3.5 shows the shape-free patches derived from some face images of the Multi-
PIE face database, using the piecewise affine warp. Note that image distortion may
happen in some warped faces. The first reason is that the number of facial landmarks is
sometimes not enough to perfectly segment the boundary of different facial parts. The
second reason is due to pose variations. For a face with large head rotation, we have
to warp the pixels from a very small triangle in the original shape to a relatively larger
one in the mean shape, which blurs the corresponding region in warped shape-free face
patches.
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Figure 3.6: The first 6 global texture eigenvectors of the global texture model trained
on 895 face images from Multi-PIE.
To represent the global texture of a face image, we use the term t(x) ∈ R to express
the intensity value of a pixel inside a shape-free face texture patch, and use the bold
font version t(x) ∈ RNt to express a vector that contains the intensity values of all the
pixels in S. For each training image, we first apply the piecewise affine warp to obtain
the shape-free face texture patch and extract the corresponding global texture vector.
Then we subtract the average face texture vector from all the global texture vectors
and apply PCA to build the global texture model:
t(x) = t0(x) +
Mt∑
i=1
ptiti(x), (3.9)
where t0(x) is the average face texture calculated over all the training samples, ti(x)
is the ith global texture eigenvector computed by PCA, pti is the ith model parameter
controlling the weight of the corresponding global texture eigenvector, and Mt is the
number of global texture eigenvectors. Fig. 3.6 shows the first 6 shape eigenvectors
obtained by applying PCA to 895 face images of the Multi-PIE face dataset. Note
that, to visualise these global texture eigenvectors, we shifted and scaled their intensity
values to [0, 255].
3.1.4 Appearance Models
A face instance, also known as the appearance of a face, is the combination of its
shape and global texture. There are two main types of models for the representation
of an appearance: the independent appearance model and the combined appearance
model [106].
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…
…
Reconstructed Appearance                    Input Face Image
s                     s0 -70.73s1 -3.64s2 -18.47s3 0.36s4 7.02s5              
t(x) t0(x) -488.99 t1(x) 99.54 t2(x) -678.08 t3(x) -268.96 t4(x) 572.12 t5(x) 
Figure 3.7: A face instance generated by the independent appearance model.
Independent Appearance Model
In the independent appearance model, the shape and global texture of a human face
are represented by the statistical shape and global texture models independently. We
generate a face instance by varying the parameters of these two models independently
and then map the generated global texture to the generated shape to form a face
instance, as illustrated in Fig. 3.7.
The independent appearance model considers shape and texture to be in two inde-
pendent spaces, which has advantages in some model fitting algorithms such as the
project-out inverse compositional AAM fitting algorithm. However, the independent
appearance model does not consider the correlation between a shape and the corre-
sponding face texture. For instance, the texture of a human face is correlated to its
expression and pose, but these interdependences are ignored by the independent face
appearance model.
Combined Appearance Model
In contrast to the independent appearance model, the combined appearance model
compactly represents the shape and global texture of a face instance in a single model.
To obtain the combined appearance model, we apply PCA to the combined parameter
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matrix C ∈ R(Ms+Mt)×N of all training images:
C =
WcPs
Pt
 , (3.10)
where N is the number of training images, Ps ∈ RMs×N is the matrix consisting of
the statistical shape model parameters of all the training images, Pt ∈ RMt×N is the
matrix consisting of the global texture model parameters of all the training images,
and Wc ∈ RMs×Ms is a diagonal matrix used to balance the difference between the
shape and texture models’ parameters. In AAM, we set Wc = rI where I is the
identity matrix and r2 is the ratio of the total global texture variation to the total
shape variation.
More specifically, the nth column in Ps =
[
p
(1)
s , · · · ,p(N)s
]
is obtained by:
p(n)s =

p
(n)
s1
...
p
(n)
sMs
 = [s1, · · · , sMs ]T(s(n) − s0), (3.11)
where s(n) is the normalised shape of the nth training image, and the shape eigenvectors
used here do not contain additional global shape transform. The nth column in Pt =[
p
(1)
t , · · · ,p(N)t
]
is obtained by:
p
(n)
t =

p
(n)
t1
...
p
(n)
sMt
 = [t1(x), · · · , tMt(x)]T(t(n)(x)− t0(x)), (3.12)
where t(n)(x) is the global texture vector of the nth training image. Finally, the com-
bined appearance model is obtained by applying PCA to the combined parameter
matrix:
c =
Wcps
pt
 = c0 + Mc∑
i=1
pcici, (3.13)
where ci ∈ Ms+Mt is the ith eigenvector computed by PCA, pci is the corresponding
model parameter and Mc is the number of eigenvectors. Hence the combined appear-
ance model is a model of shape and global texture models’ parameters. It applies PCA
to the PCA coefficients of the shape and global texture for a face image. We change the
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parameters of the combined appearance model to generate different parameters for the
statistical shape and global texture models. Then the face instance can be synthesised
by the technique used in the independent appearance model. Note that the combined
appearance model is more compact than the independent appearance model, because
it uses less model parameters, i.e. Mc ≤Ms +Mt.
3.2 Active Appearance Model Fitting Algorithms
AAM is a generative parametric model widely used in image interpretation for non-
rigid objects. It represents the appearance (shape and global texture) of a deformable
object in terms of an appearance model trained using a set of annotated images. The
generative AAM offers an ‘interpretation through synthesis’ approach that aims at
explaining a new deformable object by synthesising an instance as similar as possible
to it. For a human face, the tasks of both FLD and face texture reconstruction can
be simultaneously accomplished by AAM fitting. Given an appearance model, the
ultimate goal of AAM fitting is to fit the face instance generated by the model to a
new image to best represent the face texture by adjusting the model parameters.
3.2.1 The Goal of AAM Fitting
Given an input face image I, AAM fits the face in the image and extracts the shape
and global texture of the face by adjusting the parameters of a pre-trained appearance
model. The ultimate goal of AAM fitting is to minimise the cost:
J(ps,pg,pt) =
∑
x∈S
[
t0(x) +
Mt∑
i=1
ptiti(x)− I(G(W (x; ps); pg))
]2
, (3.14)
where G(W (x; ps),pg) is a combined piecewise affine warp function that maps the
coordinates of a pixel inside the reference shape, i.e. the mean shape s0, to the corre-
sponding coordinates inside the current shape estimate with the shape model parameter
ps and the global shape transform parameter pg. More specifically, x ∈ R2 denotes the
coordinates of a pixel inside the mean shape, and the warp function W (x; ps) : R2 → R2
48 Chapter 3. Active Appearance Model
converts the coordinates from the mean shape to the current shape estimate with pa-
rameter ps. In addition, the global shape transform G(x; pg) : R2 → R2 performs
translation, scaling and rotation to the coordinates, as shown in equation (3.3). Given
the coordinates of a pixel x inside the mean shape and the current shape estimate with
parameters ps and pg, the combined mapping function G(W (x; ps); pg) : R2 → R2
outputs the corresponding coordinates of this pixel in the current shape estimate, and
I(G(W (x; ps); pg)) obtains the intensity value of the nearest pixel in image I. The cost
function in equation (3.14) measures the difference between a generated face instance
by a pre-trained appearance model and the intensities of the pixels inside the current
shape estimate of the input image. It is worth noting that, in combined appearance
model fitting, the shape and texture model parameters ps and pt are obtained using
the combined appearance model with parameter pc, as shown in equation (3.13).
AAM fitting is a multi-variable, high-dimensional and non-linear optimisation prob-
lem. To solve this problem, the most natural way is to use classical gradient descent
algorithms. Given an initial parameter estimate, p = [pTs ,p
T
g ,p
T
t ]
T, we can iteratively
update the parameter,
p← p + δp, (3.15)
by calculating the steepest descent direction on the cost surface. For example, Jones
and Poggio applied stochastic gradient descent for deformable face model fitting [85].
The advantage of the use of gradient descent approaches is that these methods are
principled, analytical and their properties have been extensively studied. However,
since the optimisation is multi-variable, high-dimensional and non-linear, the main dis-
advantage of gradient descent methods is their low efficiency because of the need to
iteratively calculate the Jacobian and Hessian matrices [106]. In this section, we intro-
duce two efficient AAM fitting algorithms: the linear-regression-based fitting algorithm
for combined appearance model [33] and the project-out inverse compositional fitting
algorithm for independent appearance model [106]. These two algorithms use different
methods to address the issues above. The linear-regression-based fitting algorithm uses
a learning-based method to predict the steepest descent directions from a set of train-
ing examples, whereas the project-out inverse compositional algorithm employs a set
of versatile techniques to avoid iteratively calculating Jacobian and Hessian matrices.
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3.2.2 Linear-Regression-based AAM Fitting
Given an input image I and a pre-trained appearance model, the residual intensity
vector e(x) ∈ RNt between the fitted model and the input image is defined as:
e(x) = I(G(W (x; ps); pg))− t0(x)−
Mt∑
i=1
ptiti(x), (3.16)
where I(G(W (x; ps); pg)) ∈ RNt is a vector consisting of the intensity values of all the
pixels that are warped from the current shape, with parameters ps and pg, of the input
image to the mean shape. Note that the linear-regression-based AAM fitting algorithm
is based on the combined appearance model. Hence the shape and global texture model
parameter vectors ps and pt are obtained from the combined appearance model with
parameter pc, as indicated in equation (3.13). Also, the residual vector is measured in
the reference shape by warping the face texture from the current shape estimate to the
mean shape.
The linear-regression-based AAM fitting algorithm [33] assumes that there is a constant
relationship between the residual vector and the combined appearance model parameter
update: δpc
δpg
 = Ae, (3.17)
where A ∈ R(Mc+4)×Nt is the projection matrix, [δpTc , δpTg ]T is the predicted model
parameter update to the current parameter estimate [pTc ,p
T
g ]
T. The projection matrix
is learned from a set of training samples using multi-variable linear regression. To pro-
vide training examples, we randomly perturb the known parameters of an input image
with a displacement [δpTc , δp
T
g ]
T. In the training stage, the range of this displacement
is usually determined by a validation set.
The linear-regression-based AAM fitting algorithm is efficient. However, it has been
proved that the assumption of the linear relationship between residuals and model
parameter updates does not hold and leads to fitting bias [106]. To improve the fitting
efficiency of AAM, Matthews and Baker proposed a project-out inverse compositional
AAM fitting algorithm [106]. In this seminal work, the Jacobian and Hessian matrices
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can be pre-computed before iteratively updating model parameters; hence the efficiency
of AAM fitting is greatly improved.
3.2.3 Project-Out Inverse Compositional AAM Fitting
The project-out inverse compositional AAM fitting algorithm can efficiently fit a pre-
trained independent appearance model to an input image because of three innovative
techniques: 1) performing model optimisation in the ‘project-out’ orthogonal com-
plement T⊥G of the subspace spanned by all the global texture eigenvectors TG =
span(t1(x), t2(x), · · · , tMt(x)); 2) ‘compositionally’ updating the piecewise affine warp
function instead of updating model parameters; and 3) fitting an input image ‘inversely’
to a constant template. We introduce the details of these three techniques in this sec-
tion. Note that, to perform the optimisation in the project-out orthogonal complement
T⊥G, the fitting algorithm adopts the independent appearance model. Also, the ex-
panded statistical shape model (equation 3.7) is used for the global shape transform in
the fitting stage.
Project-Out Forwards Additive Fitting
In this thesis, the term ‘project-out’ means that the cost function is optimised by
projecting it into the orthogonal complement subspace T⊥G. To this, we first project
the cost function in equation (3.14) into two orthogonal complementary subspaces:
J(ps,pg,pt) =
∑
x∈S
[
t0(x) +
Mt∑
i=1
ptiti(x)− I(G(W (x; ps); pg))
]2
TG
+
∑
x∈S
[
t0(x) +
Mt∑
i=1
ptiti(x)− I(G(W (x; ps); pg))
]2
T⊥G
, (3.18)
where TG is the subspace spanned by the global texture eigenvectors and T
⊥
G is the
corresponding orthogonal complement. The cost function in equation (3.18) can be
further simplified to:
J(ps,pg) =
∑
x∈S
[t0(x)− I(G(W (x; ps); pg))]2T⊥G , (3.19)
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because the first term in equation (3.18) always has the minimum value of 0 in the
subspace TG spanned by the global texture eigenvectors, and the sum of global texture
eigenvectors in the second term can be omitted in the corresponding orthogonal comple-
ment T⊥G. Hence the goal of AAM fitting is transformed to fitting a constant template
to an input image by adjusting the parameter vectors of the pre-trained shape model
ps and global shape transform pg, in the project-out subspace T
⊥
G. This is a typical
image alignment problem that can be solved using Lucas-Kanade image alignment [8].
Project-Out Forwards Compositional Fitting
To simplify the discussion, we first ignore the global shape transform G(x; pg) in equa-
tion (3.19) and rewrite it as:
J(ps) =
∑
x∈S
[t0(x)− I(W (x; ps))]2T⊥G . (3.20)
To minimise this cost function, we need to compute the Jacobian, i.e. the partial deriva-
tives of the warp function with respect to ps. However, ps is updated in each iteration;
hence we need to recompute the Jacobian in each iteration in the model fitting. To avoid
the re-computation of Jacobian, the update of model parameters, i.e. ps ← ps + δps,
is replaced by the update of the composition of two warps:
W (x; ps)←W (x; ps) ◦W (x; δps), (3.21)
where
W (x; ps) ◦W (x; δps) ≡W (W (x; δps); ps). (3.22)
Here W (x; ps) is the position of a pixel at x in the current shape estimate, and
W (x; δps) is the increment of the pixel in the reference shape, i.e. the mean shape.
The goal of the composition of these two warps is to transfer the increment of the
pixel in the reference shape to the current shape estimate. The reader is referred to
Appendix A.3 for more details. Given the current parameter estimate ps, the use of
this compositional update rule converts the cost function in equation (3.20) to:
J(δps) =
∑
x∈S
[t0(x)− I(W (W (x; δps),ps))]2T⊥G , (3.23)
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with respect to δps. We apply first order Taylor expansion to this cost function and
obtain:
J(δps) =
∑
x∈S
[
t0(x)− I(W (W (x; 0),ps))−∇I(W (x; ps)) ∂W
∂δps
δps
]2
T⊥G
, (3.24)
where ∇I(W (x; ps)) is the image gradient obtained at W (x; ps). To minimise this cost
function, the Jacobian ∂W∂δps is constant because it is always evaluated at δps = 0 and
W(x; 0) = x. However, the image gradient ∇I(W (x; ps)) needs to be recomputed in
each iteration because the warp W (x; ps) is updated in each iteration. The Hessian
matrix also needs to be recomputed because it relies on the image gradient.
Project-Out Inverse Compositional Fitting
To avoid the re-computation of the image gradient, the project-out inverse compo-
sitional fitting algorithm reverses the roles of the input image and the template in
equation (3.23),
J(δps) =
∑
x∈S
[I(W (x; ps))− t0(W (x; δps))]2T⊥G , (3.25)
and inversely updates the current warp using:
W (x; ps)←W (x; ps) ◦W (x; δps)−1, (3.26)
where W (x; δps)
−1 can be approximately estimated by:
W (x; δps)
−1 ≈W (x;−δps). (3.27)
To minimise the cost function in equation (3.25), we apply the first order Taylor ex-
pansion with respect to δps:
J(δps) =
∑
x∈S
[
I(W (x; ps))− t0(x)−∇t0(x) ∂W
∂δps
δps
]2
T⊥G
, (3.28)
and obtain the solution of δps by:
δps = H
−1DT[I(W (x; ps))− t0(x)], (3.29)
3.2. Active Appearance Model Fitting Algorithms 53
where D ∈ RNt×Ms is the steepest descent image that indicates the direction of the
shortest path down the error surface, and H ∈ RMs×Ms is the Hessian matrix computed
by:
H = DTD. (3.30)
More specifically, the element di,j (i = 1, 2, · · · , Nt, j = 1, 2, · · · ,Ms) of the steepest
descent image is obtained by:
di,j = ∇t0(xi) ∂W
∂δpsj
, (3.31)
where Nt is the number of pixels in the mean shape, Ms is the number of the shape
eigenvectors of the statistical shape model, ∇t0(xi) ∈ R1×2 contains the X- and Y-
axis derivatives of the ith pixel of the average image texture in the mean shape, and
∂W
∂δpsj
∈ R2 is the partial derivative of the warp function with respect to the jth shape
eigenvector. For more details of the calculation of ∂W∂δpsj
the reader is referred to Ap-
pendix A.
Note that the steepest descent image and Hessian matrix are constant and can be pre-
computed because the Jacobian ∂W∂δps is always computed at δps = 0 and the image
gradient is obtained from the average image texture t0(x).
To add the global shape transform into the optimisation process, we need to modify
the warp function W (x; ps) as:
(G ◦W )(x; ps,pg) = G(W (x; ps); pg). (3.32)
Note that, in project-out inverse compositional AAM fitting, we perform the global
shape transform using the extended statistical shape model with additional shape
eigenvectors {s´1, s´2, s´3, s´4}, as introduced in Section 3.1.2. The ith element in pg =
[pg1 , pg2 , pg3 , pg4 ]
T indicates the weight of the ith additional shape eigenvectors. The
Jacobian of the warp function is subsequently changed to:[
∂G ◦W
∂ps
,
∂G ◦W
∂pg
]
=
[
∂W
∂ps
,
∂G
∂pg
]
, (3.33)
because the partial derivatives are always computed at δps = 0 and δpg = 0, and
G(W (x; 0); pg) = G(x; pg), (3.34)
G(W (x; ps); 0) = W (x; ps). (3.35)
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Algorithm 3.1: Project-out inverse compositional AAM fitting algorithm.
1: Initialise the model parameters,
2: Compute the projected-out steepest descent image D using equation (3.36) and
the corresponding Hessian matrix H,
3: repeat
4: Warp the input image I from the current warp estimate W (x; ps) followed by
G(x; pg) to obtain I(G(W (x; ps); pg),
5: Compute the residual vector I(G(W (x; ps); pg)− t0(x),
6: Obtain the updates of the shape model parameter δps and global shape
transform parameter δpg using equation (3.38),
7: Update the current warp estimate in equation (3.39),
8: until the update is smaller than a predefined threshold,
9: Estimate texture model parameter pt using equation (3.41).
The element di,j (i = 1, 2, · · · , Nt, j = 1, 2, · · · ,Ms + 4) of the steepest descent image
with global shape transform D ∈ RNt×(Ms+4) is modified as:
di,j =

∇t0(xi) ∂W∂δpsj , if j 5Ms
∇t0(xi) ∂G∂δpgj−Ms , if j > Ms
(3.36)
where Ms is the number of the shape eigenvectors of the statistical shape model.
To perform the optimisation in the project-out subspace T⊥G, we project-out the steepest
descent image by performing:
di ← di −
Mt∑
j=1
〈tj(x),di〉tj(x), i = 1, · · · ,Ms + 4 (3.37)
to each column of D = [d1, · · · ,dMs+4], where 〈·, ·〉 is the inner product of two vectors.
The new Hessian matrix H ∈ R(Ms+4)×(Ms+4) is obtained using this newly modified
steepest descent image, as shown in equation (3.30). Finally, the solution can be
obtained using: δps
δpg
 = H−1DT[I(G(W (x; ps); pg))− t0(x)]. (3.38)
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Note that the update rule should also be modified to:
(G ◦W )(x; ps,pg)← (G ◦W )(x; ps,pg) ◦ (G ◦W )(x; δps, δpg)−1, (3.39)
where the inverse of the warp can be estimated by:
(G ◦W )(x; ps,pg)−1 ≈ (G ◦W )(x;−δps,−δpg). (3.40)
For more details of the implementation of the compositional update the reader is re-
ferred to Appendix A.
The project-out inverse compositional AAM fitting algorithm performs the optimisation
procedure in a project-out subspace; hence it only optimises the shape by inversely
updating the compositional warp function. To obtain the optimised parameters of the
global texture model, we compute:
pti = 〈ti(x), I(G(W (x; ps); pg))− t0(x)〉, i = 1, · · · ,Mt, (3.41)
after the final optimisation of the fitting algorithm, where 〈·, ·〉 is the inner product of
two vectors. A summary of the project-out inverse compositional AAM fitting algo-
rithm is presented in Algorithm 3.1.
3.3 Summary
In this chapter, we introduced the mathematical background to AAM, including the
basic statistical shape model, global texture model and two kinds of appearance models.
Subsequently, the linear-regression-based AAM fitting algorithm and the project-out
inverse compositional AAM fitting algorithm have been overviewed. The efficiency
of the project-out inverse compositional AAM fitting algorithm opens many practi-
cal applications of AAM in face interpretation. However, it lacks the capacity to fit
face images with pose, expression and illumination variations. To address the chal-
lenge posed by these variations and enhance the fitting performance of AAM, many
approaches have been proposed, such as the view-based AAM (V-AAM) [45], bilin-
ear AAM (B-AAM) [67] and tensor-based AAM (T-AAM) [97]. In the next chapter,
we discuss T-AAM including its advantages and disadvantages. Most importantly, we
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present our first contribution of the thesis, which enables building T-AAM from an
incomplete dataset with missing training samples.
Chapter4
Tensor-based AAM with Missing
Training Samples
In practical applications, the variability in face appearance leads to many difficulties in
Facial Landmark Detection (FLD) [45, 67, 97]. To deal with this problem, Lee and Kim
proposed a tensor-based AAM (T-AAM) for variation-invariant FLD and face recogni-
tion [96, 97]. T-AAM considers the shape and global texture of a training dataset as
multi-way arrays, i.e. tensors, and applies Higher-Order Singular Value Decomposition
(HOSVD) [93] to decouple the shape and global texture tensors into multiple factor-
related subspaces. By design, a set of variation-specific AAMs are obtained to perform
robust FLD on faces with pose, expression and illumination variations. Despite the
success of T-AAM, one crucial issue should be further considered, i.e. how to deal with
the missing training samples of an incomplete training dataset. The motivation is that
it is usually very hard to obtain a complete training dataset of many subjects with
multiple variation types in practice. In this chapter, we propose a framework that is
able to construct tensor-based AAM from an incomplete training dataset with missing
training samples (TM-AAM).
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4.1 Introduction
The classical PCA-based AAM [34, 106] is capable of representing the majority of shape
and texture variations observed in a training dataset. These variations are parametrized
by the coefficients of the pre-trained shape and texture models. In AAM fitting, the
model parameters are optimised to synthesise a face instance to best match the face in
an input image. Despite the success of AAM in a wide range of practical applications,
fitting AAM to an input image is challenging, especially when the image has extreme
variations in pose, expression or illumination. AAM lacks the generalisation capability
in dealing with these variations. More specifically, we usually start AAM fitting from a
rough shape initialisation by putting the mean appearance at the centre of the detected
face bounding box generated by a face detector. The initialised model parameters could
be very far from the optimal value because of the rough face detection results, and the
optimisation process is often trapped in local minima.
To overcome the fitting difficulty caused by pose variation, Cootes et al. proposed a
view-based AAM (V-AAM) [45] that built a set of models for different poses and thus
greatly improved the performance of AAM in face tracking across large-scale head ro-
tations. Gross et al. compared the person-specific AAM and the generic AAM [69]
and empirically proved that modelling and fitting an AAM for a single identity was
much more robust than that for many identities. In fact, both the view-based AAM
and person-specific AAM are trying to separate the model trained from a pool of
variations into different variation-specific subspaces and subsequently eliminate the
influences from unwanted variations during the model fitting stage. To extend the
variation-specific technique, bilinear AAM (B-AAM) [67] and T-AAM [96], [97] have
been proposed. B-AAM introduces bilinear factorisation to separate the factors of
identity and pose with a bilinear structure and obtains pose-variation-invariant FLD
using a gradient-descent-based model fitting approach. However, the bilinear factori-
sation method can only decouple two factors at the same time, i.e. it cannot be used
to overcome the fitting difficulty triggered by pose, expression and illumination (and
other factors) jointly. In contrast, T-AAM uses multilinear HOSVD to build a set of
variation-specific AAMs and then fit the corresponding model to an input image by
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Figure 4.1: An incomplete training dataset with missing training samples.
estimating the pose, illumination and expression of the image. The HOSVD method
used in T-AAM is able to decouple multiple factors simultaneously; hence T-AAM has
the capability of tackling multiple variation types. T-AAM provides not only a com-
pact representation of the shape and global texture of an input image but also a better
strategy for AAM fitting. In addition, one can view the classical AAM, V-AAM and
B-AAM as special cases of T-AAM.
In recent years, tensor algebra, also known as multilinear algebra, has shown impres-
sive results in a wide range of practical applications of computer vision and pattern
recognition, such as TensorFaces [160, 161, 162], Tensor Canonical Correlation Anal-
ysis (TCCA) [89] and many others [167, 73, 90, 104, 163, 171, 159, 96, 97, 188]. It
has proved to be a powerful tool for overcoming the difficulty posed by variations in
appearance, e.g. viewpoint, expression and illumination. The success of these algo-
rithms mainly emanates from the capability of tensor algebra in decoupling multiple
factors/variations. To achieve multilinear subspace analysis, the HOSVD algorithm
based on Tucker tensor decomposition is often used, e.g. in TensorFaces [160, 161] and
T-AAM [97]. However, one practical issue we usually encounter is the problem of
missing training samples. In practical applications, it is hard to obtain a complete
training dataset, i.e. to capture the images of a subject with all possible combinations
of different pose, expression and illumination variations. The classical HOSVD is not
applicable to an incomplete tensor with missing entries. Thus, it would be worthwhile
to train a tensor-based AAM directly from an incomplete dataset. It should be noted
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that, for T-AAM, one missing training sample means that the whole face image and
the corresponding landmarks are missing. For example, we show the face images with
missing training samples of a subject from the Multi-PIE face dataset in Fig. 4.1. The
images of the subject contain pose, expression and illumination variations. However,
in practice, some images may be unavailable for various reasons. The missing images
are illustrated using black patches in Fig. 4.1.
In this chapter, we present our proposed TM-AAM algorithm that is able to con-
struct tensor-based AAM from an incomplete dataset with missing training samples.
To this end, two tensor completion algorithms have been investigated, i.e. the Tucker-
based Multilinear Subspace Analysis with Missing values (M2SA) [65] and the CANDE-
COMP/PARAFAC (CP)-based CP-Weighted OPTimasiton (CP-WOPT) algorithm [2].
The proposed TM-AAM offers three contributions to the field:
Firstly, we propose a framework to build tensor-based AAM from a face dataset with
missing training samples. More specifically, the proposed TM-AAM adopts two innova-
tive tensor completion methods, i.e. M2SA and CP-WOPT, to reconstruct the missing
shape and global texture entries for a missing training sample. Then the HOSVD
method is used to build tensor-based AAM, using the completed shape and global
texture training tensors.
Secondly, we comprehensively study the effectiveness of the M2SA and CP-WOPT al-
gorithms in reconstructing missing shape and global texture entries, and propose a new
initialisation method for the reconstruction of missing entries. We also investigate the
properties of the parameter optimisation methods used by these two tensor completion
algorithms. To initialise a missing training sample, we first use the average value of all
the other available samples sharing the same pose, expression and illumination varia-
tions. However, this constraint is so strong that we may have no available samples for
initialisation, especially when a large proportion of training samples are missing. In
this case, instead we use the average value of all the other available samples sharing
one of these variations. The experimental results illustrate that the proposed method
performs better than using random values in terms of Root-Mean-Square (RMS) re-
construction error. In addition, we empirically select the best parameters for M2SA
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and CP-WOPT by examining their performance on a validation dataset.
Lastly, we apply the proposed TM-AAM to FLD for faces with extreme pose, expression
and illumination variations. The tensor completion approaches mentioned above are
extensively studied in terms of their influence on AAM fitting when using different
fitting algorithms, including a standard gradient descent method and the project-out
inverse compositional algorithm [106]. By means of exhaustive evaluations conducted
on the Multi-PIE face database, we demonstrate that the proposed TM-AAM performs
well even when a large proportion of training samples are missing.
The rest of this chapter is organised as follows: Section 4.2 overviews the background of
T-AAM, including the basis of tensor algebra and the pipeline of T-AAM. The proposed
TM-AAM algorithm for coping with the problem of missing training samples is outlined
in Section 4.3. The results of range of evaluations of the methods on Multi-PIE [70]
are reported in Section 4.5. Finally, we summarise the chapter in Section 4.6.
4.2 Tensor-based Active Appearance Model
In this section, we first introduce the basis of Tensor algebra and two types of tensor de-
composition algorithms. Then we overview the tensor-based AAM including associated
modelling and fitting algorithms.
4.2.1 Tensor Algebra
Tensors are higher-order extensions of vectors and matrices. In fact, an Nth-order
tensor X ∈ RI1×I2×···×IN is a multidimensional array with N indices. Specifically,
vectors are 1st-order tensors and matrices are 2nd-order tensors, respectively. The
term ‘higher-order tensor’ is usually reserved for a tensor with more than 2 orders.
The sum of two tensors, e.g. X ∈ RI1×I2×···×IN and Y ∈ RI1×I2×···×IN , gives a new
tensor with the same dimensionality Z ∈ RI1×I2×···×IN , where each element in Z is
calculated by:
zi1,i2,··· ,iN = xi1,i2,··· ,iN + yi1,i2,··· ,iN . (4.1)
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The subtraction of two tensors is defined in the same way.
The `2 norm of a tensor ‖X‖ is similar to the Frobenius norm of a matrix. It is the
square root of the sum of all the squares of the entries in the tensor:
‖X‖ =
√√√√ I1∑
i1=1
I2∑
i2=1
· · ·
IN∑
iN=1
x2i1,i2,··· ,iN . (4.2)
In tensor algebra, we often need to transform a tensor to a matrix. We use the
term ‘unfolding’ or ‘flattening’ to express this operation. More specifically, the mode-
n unfolding of a higher-order tensor X ∈ RI1×I2×···×IN outputs a matrix X(n) ∈
RIn×I1I2···In−1In+1···IN . The entry with indices (i1, ..., iN ) in tensor X corresponds to
the entry in the flattened mode-n matrix X(n) with indices (in, j), where
j = 1 +
N∑
k=1
k 6=n
(ik − 1)Jk, (4.3)
where
Jk =

∏k−1
m=1
m 6=n
Im if k > 1
1 if k = 1
.
For example, given a 3rd-order tensor X ∈ R2×2×2, the mode-1, mode-2 and mode-3
flattened matrices X(1), X(2) and X(3) are shown in Fig. 4.2.
The n-mode product of a tensor X ∈ RI1×I2×···×IN and a matrix Y ∈ RJ×In is mathe-
matically expressed by:
Z = X ×n Y, (4.4)
where each element in Z ∈ RI1×···×In−1×J×In+1×···×IN is obtained by:
zi1,··· ,in−1,j,in+1,··· ,iN =
In∑
in=1
xi1,i2,··· ,iN yj,in . (4.5)
Note that the above n-mode product can be more compactly expressed as:
Z(n) = YX(n), (4.6)
where Z(n) and X(n) are mode-n flattened matrices of the tensors Z and X , respec-
tively [93].
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Figure 4.2: Illustration of the mode-n flatten/unfolding for a 3rd-order tensor X ∈
R2×2×2.
4.2.2 Tensor Decomposition
Given an Nth-order tensor X , a tensor decomposition algorithm is usually used to
accomplish tensor-based subspace analysis [155, 25, 71, 93]. The most important and
popular two types of tensor decomposition algorithms are the CP-based tensor de-
composition [25, 71] and Tucker-based tensor decomposition[155]. It is worth noting
that both of them are generalisations of the Singular Value Decomposition (SVD) for
matrices to higher-order tensors [93].
CANDECOMP/PARAFAC Tensor Decomposition
The term CANDECOMP/PARAFAC (CP) was first used by Kiers [88], where CANDE-
COMP means canonical decomposition [25] and PARAFAC denotes parallel factors [71].
The CP tensor decomposition method converts a tensor to the sum of a set of rank-one
tensors.
A Nth-order tensor X ∈ RI1×I2×···×IN is a rank-one tensor if it can be expressed by:
X = u1 } u2 } · · ·} uN , (4.7)
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where ‘}’ is the outer product for vectors. However, a higher order tensor usually
cannot be concisely expressed by a rank-one tensor decomposition. Hence we can use
the sum of R rank-one tensors to approximately reconstruct a higher order tensor,
X ′ =
R∑
r=1
σru1r } u2r · · ·} uNr , (4.8)
subject to the cost,
‖X − X ′‖, (4.9)
being minimised, where unr ∈ RIn is a unit column vector and σr is the corresponding
weighting parameter. This is also known as the ‘best rank − R’ approximation for
a tensor. We define the rank Rank(X ) of the tensor by the smallest value R which
achieves zero cost in equation (4.9).
In fact, the essence of CP tensor decomposition is to find the best rank − R approxi-
mation for a tensor X with a predefined number of rank-one tensors R:
X ≈
R∑
r=1
σru1r } u2r · · ·} uNr . (4.10)
Hence one prerequisite of CP tensor decomposition is to determine R. In principle,
we can use the value of tensor rank Rank(X ). However, the problem of estimating
the rank of a tensor is NP-complete [93]. To address this problem, one solution is to
perform CP decomposition by increasing R = 1, 2, 3, · · · and finding the minimal value
of R to achieve a concise reconstruction of the input tensor. Once the rank of an input
tensor X is determined, we can adopt the Alternating Least Square (ALS) algorithm
to obtain the CP decomposition [25, 71, 93].
Tucker Tensor Decomposition
The Tucker tensor decomposition, also known as N-mode SVD or Higher-order SVD
(HOSVD), was proposed by Tucker [155, 50]. It transforms a tensor X ∈ RI1×I2×···×IN
as the product of a core tensor with N matrices along each mode:
X = C ×1 U1 ×2 U2 · · · ×N UN , (4.11)
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where C ∈ RI1×I2×···×IN is the core tensor with the same dimensionality of the input
tensor X , which governs the interaction between the mode matrices Un ∈ RIn×In(n =
1 · · ·N).
In contrast to the CP tensor decomposition, we do not need to determine the rank of
an input tensor to compute the Tucker tensor decomposition. The mode-n matrix Un
in (4.11) is the left singular matrix obtained by applying SVD to the mode-n flattened
matrix X(n) of the input tensor X :
X(n) = UnΣV
T, (4.12)
in the field of real numbers. The core tensor C is computed by:
C = X ×1 UT1 ×2 UT2 · · · ×N UTN . (4.13)
Note that the use of SVD guarantees the orthonormal property for each mode matrix
in the Tucker tensor decomposition. As the eigenvectors used for constructing shape
or global texture models of AAM should be orthogonal, the Tucker decomposition
method is used in T-AAM. The CP tensor decomposition method is only used for
tensor completion in this chapter.
Unlike the CP tensor decomposition method, we can always perfectly reconstruct a
tensor using the Tucker tensor decomposition method. However, similar to PCA, we can
also truncate the mode matrices with fewer column vectors to represent an input tensor
more compactly, using the N-mode dimensionality reduction method as introduced in
Section 4.3.3. The reconstruction error is higher when we use fewer column vectors for
each mode matrix. Also, the representation capability of the obtained variation-specific
shape and global texture models is decreased when we truncate mode matrices.
4.2.3 Building Tensor-based Active Appearance Model
Given a face dataset consisting of images of Iid identities with Ipose pose variations, Iill
illumination variations and Iexp expression variations, we first obtain the normalised
face shapes and extract the global texture of these face images as introduced in Sec-
tion 3.1. Note that the total number of training images is Iid × Ipose × Iill × Iexp.
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In contrast to the classical AAM that applies PCA to a matrix containing either the
training shape vectors or global texture vectors, T-AAM treats the training data using
tensors.
We express the training shape vectors using a shape tensor S ∈ RIid×Ipose×Iill×Iexp×Is ,
in which siid,ipose,iill,iexp,is denotes the isth element of the shape vector for the iidth
identity with the iposeth pose variation, iillth illumination variation and iexpth ex-
pression variation, and Is = 2L is the dimensionality of a face shape vector s =
[x1, · · · , xL, y1, · · · , yL]T. Note that each shape vector used to construct the shape
tensor is centralised by subtracting the mean shape s0. Similarly, we can construct
the global texture tensor T ∈ RIid×Ipose×Iill×Iexp×It , where It is the dimensionality of
a global texture vector t(x) that is extracted by mapping the textures of a face image
from its shape to the mean shape, using piece-wise affine warp. Each global texture
vector used to construct the global texture tensor is also centralised by subtracting the
mean t0(x). In fact, the shape and global texture tensors reorder the training shape
and global texture vectors.
For T-AAM, the Tucker tensor decomposition is used to build the model [96, 97]. The
use of HOSVD implies constructing:
S = Cs ×1 Vid ×2 Vpose ×3 Vill ×4 Vexp ×5 Vs, (4.14)
and
T = Ct ×1 Wid ×2 Wpose ×3 Will ×4 Wexp ×5 Wt, (4.15)
where Cs ∈ RIid×Ipose×Iill×Iexp×Is and Ct ∈ RIid×Ipose×Iill×Iexp×It are the shape and
global texture core tensors; Vid ∈ RIid×Iid ,Vpose ∈ RIpose×Ipose ,Vill ∈ RIill×Iill , Vexp ∈
RIexp×Iexp and Vs ∈ RIs×Is are mode matrices representing the identity, pose, illumi-
nation, expression and shape subspaces for the decomposed shape tensor; Wt ∈ RIt×It
is the mode matrix representing the global texture subspace for the decomposed global
texture tensor.
As the shape of the human face in a 2D face image is mainly influenced by pose and
expression variations, T-AAM builds a set of variation-specific shape basis tensors with
respect to pose and expression variations:
Bs(ipose, iexp) = Cs ×2 vTipose ×4 vTiexp ×5 Vs, (4.16)
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for ipose = 1, 2, · · · , Ipose, and iexp = 1, 2, · · · , Iexp, where vTipose is the iposeth row of
the 2nd shape mode matrix Vpose, and v
T
iexp
is the iexpth row of the 4th shape mode
matrix.
On the other hand, because the global texture of a human face is influenced by pose,
expression and illumination variations jointly, T-AAM builds a set of variation-specific
texture basis tensors with respect to all these variations:
Bt(ipose, iill, iexp) = Ct ×2 wTipose ×3 wTiill ×4 wTiexp ×5 Wt, (4.17)
where ipose = 1, 2, · · · , Ipose, iill = 1, 2, · · · , Iill and iexp = 1, 2 · · · Iexp, wTipose is the
iposeth row of the 2nd global texture mode matrix, w
T
iill
is the iillth row of the 3rd
global texture mode matrix and wTiexp is the iexpth row of the 4th global texture mode
matrix.
Lastly, T-AAM constructs Ipose × Iexp variation-specific shape models:
s(ipose, iexp) = s0(ipose, iexp) +
Ms∑
k=1
psksk(ipose, iexp), (4.18)
where s0(ipose, iexp) is the mean shape over the training shapes with the iposeth pose and
iexpth expression variations, sk(ip, ie) is the kth column vector of the mode-5 matrix
Bs(ipose, iexp) ∈ RIs×IidIill unfolded along the 5th mode of the corresponding shape
basis tensor Bs(ipose, iexp), and psk is the kth shape model parameter.
Similarly, we construct Ipose × Iill × Iexp variation-specific global texture models:
t(ipose, iill, iexp) = t0(ipose, iill, iexp) +
Mt∑
k=1
ptktk(ipose, iill, iexp), (4.19)
where t0(ipose, iill, iexp) is the average face texture over the training global texture
vectors with the iposeth pose, iillth illumination and iexpth expression variations, and
tk(ipose, iill, iexp) is the kth column vector of the mode-5 matrix Bt(ipose, iill, iexp) ∈
RIs×Iid unfolded along the 5th mode of the corresponding global texture basis tensor
Bt(ipose, iill, iexp).
One of the advantages of HOSVD is that the method can decompose an object into
different variation-specific subspaces. By fixing all the variation types, we can obtain a
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(a) PCA
(b) HOSVD
Figure 4.3: A comparsion of the eigenfaces obtained by PCA and the tensorfaces ob-
tained by HOSVD.
set of eigenvectors related only to a specific variation type. For example, we can fix the
pose, expression and lighting direction of human faces to frontal, scream and frontal.
As shown in Fig. 4.3, the eigenfaces obtained by the classical PCA are mixtures of
pose, expression and illumination variations. In contrast, the tensorfaces obtained by
HOSVD are each only related to a specific variation type. For instance, the tensorfaces
mainly contain the variations of different subjects and do not contain pose, illumination
and expression variations any more.
In T-AAM, the number of variation-specific models is related to the number of variation
types in the training dataset. For example, given a training set with 7 pose, 20 illu-
mination and 3 expression variations, we can build 21 variation-specific shape models
and 420 global texture models. Also, we could add more variations to the model. For
example, we can construct more variation-specific shape and texture models with more
pose variations by changing pitch, yaw and roll rotations. The performance of T-AAM
could be better if we build more variation-specific models. However, we would have to
collect more training face images with different variation types to support the training
of such a fine-grained model. This is a laborious work and aggravates the problem of
missing training samples in T-AAM.
Given a new input image, we first estimate the pose, expression and illumination vari-
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ations of the face in the image. Then the corresponding variation-specific shape and
global texture models are selected to fit the input image. The fitting algorithm used
in T-AAM is the efficient project-out inverse-compositional AAM fitting algorithm, as
introduced in Section 3.2.3. To estimate the variations of the face in an input image,
T-AAM first applies face and eye detection algorithms to perform rigid face alignment
using eye coordinates. Then a tensor-based prediction method can be used to estimate
the pose, expression and illumination variations of the input image, which has already
been well studied in the classical T-AAM [97]. It has been shown that the variation es-
timation algorithm performs very well for a face with a combination of pose, expression
and illumination variations. In this chapter, we assume that the variations of the input
image are known, because the main goal of this chapter is to investigate the capability
of the proposed TM-AAM in terms of dealing with missing training samples. For more
details of the variation estimation algorithm the reader is referred to [97] and [99].
4.3 Coping with Missing Training Samples
In practical applications, one obstacle preventing the use of T-AAM is the issue of
missing training samples. It is usually very hard to obtain a complete training dataset
for a number of subjects with multiple variations such as pose, expression and illumi-
nation. Thus it is clearly important to be able to build T-AAM from an incomplete
dataset with missing training samples and to investigate how this model performs in
practical applications. To this end, in this section, we present our main contribution
of this chapter, i.e. the TM-AAM framework. The flow chart of TM-AAM is shown in
Fig. 4.4. The proposed pipeline provides a solution for building the tensor-based AAM
from an incomplete training dataset. As shown in Fig. 4.4, for an incomplete training
dataset, we first apply tensor completion algorithms to obtain complete training shape
and global texture tensors. Then we use the traditional T-AAM algorithm to construct
a set of variation-specific shape and global texture models. For tensor completion,
we employ two off-the-shelf algorithms, the CP Weighted OPTimisation (CP-WOPT)
algorithm [2] and the Multilinear Subspace Analysis with Missing values (M2SA) [65]
that are designed to reconstruct missing entries of an incomplete tensor. Note that the
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Figure 4.4: Flow chart of the proposed TM-AAM framework.
CP-WOPT and M2SA algorithms are based on CP and Tucker tensor decomposition
methods, respectively.
4.3.1 The Goal of Tensor Completion
It should be noted that one missing training image leads to the problem of ‘missing
entries’ both for the shape and global texture tensors. Also, the term ‘missing entries’
here means that all the elements of a shape or global texture vector are not available.
For instance, assume that we have a global texture tensor T ∈ RIid×Ipose×Iill×Iexp×It
and the image corresponding to the 1st identity, 2nd pose, 3rd illumination and the
4th expression is missing, then all the entries in the global texture tensor with these
indices (t1,2,3,4,it for it = 1, · · · , It) are unavailable.
Given an incomplete tensor X ∈ RI1×···×IN with missing entries, the goal of a tensor
completion algorithm is to find a complete tensor X ′ to minimise:
‖X ′ −X ∗‖2, (4.20)
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where X ∗ is the ground truth tensor without missing entries. However, this complete
ground truth tensor is unknown in practice; hence the tensor completion algorithm
minimises the cost:
‖O ∗ (X − X ′)‖2, (4.21)
using CP or Tucker tensor decomposition methods, where ‘∗’ is the entry-wise product.
O ∈ RI1×···×IN is an index tensor with the same size as X :
oi1,··· ,iN =

1 if xi1,··· ,iN is available
0 if xi1,··· ,iN is missing
. (4.22)
We also define the reverse of O as ∼ O, in which each element is defined as:
∼ oi1,··· ,iN =

1 if oi1,··· ,iN = 0
0 if oi1,··· ,iN = 1
. (4.23)
4.3.2 CP-WOPT Algorithm
In CP-WOPT, we first initialise the incomplete tensor X to obtain a complete tensor
X ′. The initialisation method is discussed in the next section. Then we estimate the
rank R of the completed tensor using the method described in [93]. The objective
function (4.21) can be rewritten as:
f(U1, · · · ,UN ) =‖O ∗ (X ′ −
R∑
r=1
u1r ◦ · · · ◦ uNr)‖2
=‖Y − Y ′‖2, (4.24)
where Un = [un1 , · · · ,unR ] ∈ RIn×R, Y = O ∗ X ′ and Y ′ = O ∗ (
∑R
r=1 u1r ◦ · · ·uNr).
To minimise the above cost function, we compute the partial derivatives:
∂f
∂Un
= 2(Y′(n) −Y(n))U(−n), (4.25)
where Y(n) and Y
′
(n) are unfolded mode-n matrices along the nth mode of the corre-
sponding tensors. U(−n) is computed by:
U(−n) = UN  · · · Un+1 Un−1  · · · U1, (4.26)
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where  is the Khatri-Rao product that is also known as the column-wise Kronecker
product. Given two matrices A ∈ RI×K and B ∈ RJ×K , the Khatri-Rao product of
these two matrices gives a matrix C ∈ RIJ×K :
C = AB = [a1 ⊗ b1,a2 ⊗ b2, · · · ,aK ⊗ bK ], (4.27)
where ak and bk are the kth column vectors of the corresponding matrices, ⊗ is the
Kronecker product:
a⊗ b =

a1b
...
aIb
 . (4.28)
Once we have the partial derivatives, we can use any first-order optimisation approach,
e.g. the non-linear conjugate gradient (NCG) method [2], to minimise equation (4.24)
and obtain the reconstructed complete tensor X ′.
4.3.3 Multilinear Subspace Analysis with Missing Entries
The computational complexity of CP-WOPT is very high due to the iterative computa-
tion of partial derivatives, and the reconstruction accuracy of the CP-WOPT algorithm
is sensitive to the first-order optimisation algorithms used [65]. Also, the CP-WOPT
algorithm is based on CP tensor decomposition. We need to further decompose the
reconstructed tensor using Tucker tensor decomposition for T-AAM modelling. An
alternative method that avoids the computation of partial derivatives is the M2SA al-
gorithm that is based on the Tucker tensor decomposition method and the N-Mode
tensor dimensionality reduction algorithm.
N-Mode Dimensionality Reduction
In practical applications, there is a need for dimensionality reduction of a tensor. For
a CP tensor, we can simply choose a lower rank R′ < R and use the best rank − R′
approximation to obtain the rank reduced tensor, as introduced in Section 4.2.2.
For a Tucker tensor X = C ×1 U1 · · · ×N UN , we first define the mode-n rank of the
tensor as Rn = rank(X(n)), where X(n) is the unfolded mode-n matrix of X along
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Algorithm 4.1: N-mode orthogonal iteration algorithm
Require: A tensor X ∈ RI1×···×IN and the reduced rank Rn < In for n = 1, 2, · · · , N
1: Apply Tucker tensor decomposition to X : X = C ×1 U1 ×2 · · · ×N UN
2: Truncate each mode matrix Un to Rn columns and obtain the initial mode
matrices U′01, U′
0
2, · · · U′0N and set k = 1
3: repeat
4: for n = 1 to N do
5: Compute Ukn = X ×1 U′k1
T · · · ×n−1 U′kn−1
T ×n+1 U′k−1n+1
T · · · ×N U′k−1N
T
6: Obtain Ukn by unfolding Ukn along the nth mode
7: Apply SVD to Ukn and set U
′k
n as the first Rn columns of the decomposed left
matrix
8: end for
9: k = k + 1
10: until ‖UknT ·Uk−1n ‖ > (1− ε)Rn for n = 1, 2, . . . , N , or k > Max Loop
11: Set U′n = U′kn for n = 1, · · · , N
12: Compute core tensor by C′ = UkN ×N U′NT and the rank-reduced approximation
13: return X ′ = C′ ×1 U′1 ×2 · · · ×N U′N
the nth mode. We assume that each model matrix has full rank, i.e. Rn = In for
n = 1, · · · , N . Then the Tucker-based dimensionality reduction algorithm aims to best
represent X with reduced mode matrix ranks Rn < In(n = 1, · · · , N) to minimise:
‖X − X ′‖2, (4.29)
where X ′ = C′ ×1 U′1 · · · ×N U′N is the reconstructed tensor with lower mode-n ranks,
C′ ∈ RR1×···×RN is the core tensor with reduced dimensionality, and U′n ∈ RIn×Rn is the
mode-n matrix with reduced rank. This is also known as the best rank− (R1, · · · , RN )
approximation of X . To solve this problem, we use the N-mode orthogonal iteration
algorithm that is summarised in Algorithm 4.1 [162].
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Algorithm 4.2: Multilinear subspace analysis with missing entries
Require: An incomplete tensor X ∈ RI1×···×IN with missing entries, the initialised
complete tensor X ′, the index tensor O and the reduced rank Rn < In for
n = 1, 2, · · · , N
1: Apply Algorithm 4.1 to X ′ to get the initial best rank − (R1, · · · , RN )
approximation X ′0 = C0 ×1 U′01 ×2 · · · ×N U′0N and set k = 1
2: repeat
3: Update the reconstructed tensor by X k ← O ∗ X+ ∼ O ∗ X ′k−1
4: Apply Algorithm 4.1 to X k to get the new best rank − (R1, · · · , RN )
approximation X ′k = C′k ×1 U′k1 ×2 · · · ×N U′kN
5: k = k + 1
6: until ‖(X k −X ′k) ∗ O‖ < ε or k > Max Loop
7: Set X ′ = X ′k, C′ = C′k and U′n = U′kn for n = 1, 2, · · · , N
8: return The reconstructed complete tensor X ′ = C′ ×1 U′1 ×2 · · · ×N U′N
M2SA-based Tensor Completion
Given an incomplete tensor X ∈ RI1×···×IN with missing entries, the goal of M2SA
is the same as the CP-WOPT method, i.e. to find a complete tensor X ′ satisfying
equation (4.21). In contrast to CP-WOPT, the M2SA algorithm is based on Tucker
tensor decomposition, which can be directly used for building the tensor-based AAM.
The key to M2SA is to apply the N-mode dimensionality reduction algorithm to ob-
tain the best rank − (R1, · · · , RN ) approximation subject to minimising the sum of
squared differences between the available entries and their reconstructions. It itera-
tively updates missing entries using a power iteration method [51] without the need
for computing gradient descent directions in each iteration. The M2SA algorithm is
outlined in Algorithm 4.2.
4.3.4 Building TM-AAM
Given an annotated face dataset with missing training samples, we can use either
the M2SA or CP-WOPT algorithm to obtain the completed shape and global texture
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tensors. Then we use the classical tensor-based AAM framework to construct a set
of variation-specific shape and global texture models. Lastly, the project-out inverse
compositional AAM fitting algorithm is used to fit the corresponding variation-specific
models to an input image.
4.4 Initialisation and Parameter Optimisation
4.4.1 Initialisation for A Tensor with Missing Entries
As stated above, both the CP-WOPT and M2SA algorithms need to initialise the
missing entries of an incomplete tensor. A straightforward way is to use a random value
or the average value of some other available entries. Acar et al. found that to fill the
missing entries with 0 gave a better result than random initialisation for CP-WOPT [2].
However, these approaches do not consider the variations of a specific missing entry. A
better way is to predict the missing entry using only the available entries that share the
same variation types. To simplify the discussion, we take the global texture tensor as
an example to introduce the proposed initialisation algorithm. Note that the algorithm
discussed below is also applicable to a shape tensor with missing training entries.
Given an incomplete global texture tensor T ∈ RIid×Ipose×Iill×Iexp×It with missing en-
tries, we first initialise a missing entry using the average value of all available entries
with the same pose, illumination and expression variations:
tmiid,ipose,iill,iexp,it ←
∑
(i′pose=ipose)∧(i′ill=i′ill)∧(i′exp=iexp)∧(i′t=it) t
a
i′id,i′pose,i
′
ill,i
′
exp,i
′
t
Ma
, (4.30)
where the superscripts ‘m’ and ‘a’ stand for missing entries and available entries re-
spectively; the subscripts stand for the position of the corresponding entry in T and
Ma is the number of all the available entries with the same variations of the missing
one.
It is obvious that the constraint in equation (4.30) is very strong. The ‘AND’ operator
used in the initialisation method has only one free factor ‘identity’, whereas all the
other factors are fixed. Thus the initialised missing entries do not contain other types
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of variations, which corresponds to the aim of building variation-specific models in T-
AAM. However, we may not have enough available entries with the same variations
as the missing one, i.e. all of the entries with the same variations might be missing
at the same time, especially when the proportion of missing entries is very high. This
problem can be solved by increasing the number of identities to some extent. However,
adding identities means adding a number of annotated training samples with all the
different variations at the same time, which is not convenient in practical applications.
An alternative way is to replace the ‘AND’ operator used in equation (4.30) with ‘OR’
operator:
tmiid,ipose,iill,iexp,it ←
∑
[(i′pose=ipose)∨(i′ill=i′ill)∨(i′exp=iexp)]∧(i′t=it) t
a
i′id,i′pose.i
′
ill,i
′
exp,i
′
t
Ma
, (4.31)
The ‘OR’ operator used above is not as strong as the ‘AND’ operator used in equa-
tion (4.30); hence it is easier to find enough available entries sharing the variations of
a missing entry.
In summary, for a missing entry, we first use the ‘AND’ operator for initialisation. If
the ‘AND’ operator is not applicable, we switch to using the ‘OR’ operator. However,
in some extreme cases, even the use of ‘OR’ operator cannot find an available entry to
initialise the missing entry. In such a case, we can initialise the missing entry with the
value of 0 or a random value.
4.4.2 Parameter Optimisation
It has been reported that the M2SA method works best in a face recognition system
when the rank of each mode matrix is reduced to 2/3 of the original rank [65]. Equally,
CP-WOPT has reported good reconstruction performance both on real data and sim-
ulated data with different scales [2]. The complication in our case is that we have
two different types of data: shape and global texture tensors and the dimensionality
of each mode varies in a wide range, from 100 to 103. Thus, when using the M2SA or
CP-WOPT algorithm, it is pertinent to ask how to choose our parameters to achieve
the best reconstruction performance.
As introduced in the last section, the key parameters for tensor completion are the
number of rank-one tensors (R) for CP-WOPT and the reduced rank of each mode
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Figure 4.5: Parameter optimisation for shape tensor completion: the reconstruction
RMS errors parameterized by different parameters for M2SA and CP-WOPT. ω is the
proportion of missing training samples, φ is the ratio of the reduced rank of each mode
matrix to the original rank and R is the number of rank-one tensors used in CP-WOPT.
matrix for M2SA. We empirically optimise these parameters on a validation set in this
section. We manually annotated a subset of the CMU Multi-PIE face database using
66 landmarks. The annotated subset contains 60 subjects with 7 pose, 20 illumination
and 3 expression variations. The total number of the annotated face images is 25200.
To perform parameter optimisation, we selected 30 subjects as the validation set. For
the validation set, we randomly removed 10%, 20%, · · · , 80%, 85%, 90% and 95% train-
ing samples to obtain the shape and global texture tensors with missing entries. We
repeat this procedure 10 times and use the average reconstruction error to optimise the
parameters. More specifically, the shape tensor used in this thesis is 30×7×20×3×132
and the global texture tensor used in this thesis is 30×7×20×3×3696, respectively. We
set R = 3, 6, · · · , 30 to reconstruct the missing entries using the CP-WOPT method,
and set the ratio of the reduced rank of each mode matrix from 10% to 90% for M2SA-
based tensor completion. The RMS error between reconstructed missing entries and
their ground-truth values is used to measure the accuracy of M2SA and CP-WOPT.
The performance of M2SA and CP-WOPT for missing shape entry reconstruction is
shown in Fig. 4.5, in terms of the reconstruction RMS error (pixels). Despite the
variation in the proportion of missing entries, M2SA performs best when we reduce
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Figure 4.6: Parameter optimisation for global texture tensor completion: the recon-
struction RMS errors parameterized by different parameters for M2SA and CP-WOPT.
ω is the proportion of missing training samples, φ is the ratio of the reduced rank of
each mode matrix to the original rank and R is the number of rank-one tensors used
in CP-WOPT.
the rank of each mode matrix to 60% of the original. This is the same as reported
in [65]. For the CP-WOPT method, we find that we can obtain lower reconstruction
RMS error by assigning a higher value to R. However, the improvement is minor when
we set R > 21.
Fig. 4.6 illustrates the performance of the M2SA and CP-WOPT methods for missing
global texture entry reconstruction in terms of RMS error (grey-level intensities). The
results are similar to the results on missing shape entry reconstruction. The only
difference is that the M2SA method performs best when we reduce the rank of each
mode matrix to 70% of original.
As demonstrated in Fig. 4.5 and Fig. 4.6, the reconstruction error of the M2SA al-
gorithm is slightly increased when we set the reduced rank of each mode matrix to
than 60% or 70% of original for shape or global texture tensor completion, respectively.
The main reason is that the M2SA algorithm is based on an iterative power method.
The information exchange between available training samples and the missing ones
is reduced during the iteration process. For CP-WOPT, the reconstruction error is
smaller when we set the rank higher in most cases. The reason is that, for CP-based
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tensor decomposition, the best rank −R approximation is used, as introduced in Sec-
tion 4.2.2. Hence the reconstruction error is smaller when we use more rank-one tensors
in CP-WOPT. However, we found that the reconstruction error is higher when we set
R to a larger value when more than 80% training samples are missing. The reason is
that CP-WOPT is based on gradient descent methods that are very sensitive to the
initialisation of missing training samples. We could not find enough available training
samples for the ‘AND’ operator and had to use the ‘OR’ operator instead when we
have a large proportion of missing training samples. Hence the initialisation of missing
training samples is poor and the gradient-descent-based CP-WOPT method converges
to the global minima with difficulties.
In conclusion, in the rest of this chapter, we set the ratio of the reduced rank of each
model matrix to 60% and 70% of the original for M2SA-based shape and global texture
tensor reconstruction, and set R = 21 for CP-WOPT-based tensor completion.
4.5 Evaluation
In this section, we evaluate the proposed TM-AAM algorithm on the Multi-PIE [70]
face database. We first compare the M2SA and CP-WOPT algorithms with different
initialisation methods in terms of reconstruction RMS error, for different proportion of
missing entries. Then we evaluate the fitting accuracy of the proposed TM-AAM using
different tensor completion methods.
4.5.1 Experimental Setup
The Multi-PIE face database contains more than 750000 face images of 377 people,
captured from four different sessions over the span of five months (for more details the
reader is referred to Section 2.3). However, it is laborious to landmark all the images
in Multi-PIE; hence we manually landmarked a subset containing 60 identities with 7
poses (12 0, 08 1, 13 0, 05 1, 04 1, 19 1 and 01 0), 3 expressions (neutral from session-1,
smile from session-3 and scream from session-4) and all the 20 illumination variations.
Fig. 4.7 shows the selected variations in our subset. It is obvious that the variations
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(a) Illumination
(b) Pose (c) Expression
Figure 4.7: Variations of the selected subset from Multi-PIE.
we selected are significantly different from each other. Each face image was manually
landmarked with 66 key points. The experiments were conducted on a Dell PowerEdge
R730 server with 4 Intel Xeon E5 CPUs, 192GB RAM and programmed in MATLAB
2015a, using Tensor Toolbox 2.6 by Sandia National Laboratories [7].
4.5.2 Tensor Completion
We evaluate the tensor completion performance of the M2SA and CP-WOPT algo-
rithms in terms of their reconstruction RMS error, both for missing shape and global
texture entries. The RMS error is measured between reconstructed entries and the
corresponding ground truth values. Note that we selected 30 subjects in the last chap-
ter to optimise the parameters for M2SA and CP-WOPT. In this section, we test the
tensor completion algorithms on the remaining 30 subjects. The total number of the
face images used in this section is 12600 (30× 7× 20× 3).
The incomplete shape and global texture tensors were obtained by randomly remov-
ing 10%, 20%, · · · , 80%, 85%, 90% and 95% entries from the original complete shape
and global texture tensors. We repeat this 10 times to evaluate the reconstruction
performance of M2SA and CP-WOPT. The parameters used in our experiments were
optimised in Section 4.4.2. The shape and global texture tensors are 30×7×20×3×132
and 30×7×20×3×3696. We use two different initialisation methods in this section: the
proposed initialisation method and the random initialisation method. For the random
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Figure 4.8: A comparison of different initialisation methods for missing shape entry
reconstruction using M2SA and CP-WOPT tensor completion methods, in terms of the
reconstruction RMS error.
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Figure 4.9: A comparison of different initialisation methods for missing global texture
entry reconstruction using M2SA and CP-WOPT tensor completion methods, in terms
of the reconstruction RMS error.
initialisation method, we use a random value to initialise a missing entry.
Fig. 4.8 shows the reconstruction performance of the M2SA and CP-WOPT methods
using two different initialisation method for shape tensor completion. It is evident that
the proposed initialisation method performs much better than the random initialisation
method when using the M2SA algorithm, in terms of both the average RMS error and
standard deviation. In contrast, the CP-WOPT algorithm appears to be insensitive
to different initialisation methods, except when the proportion of entries is larger than
70%. Note that the reconstruction RMS error of the proposed initialisation method
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Figure 4.10: A comparison M2SA and CP-WOPT tensor completion methods for shape
and global texture tensors with missing entries using the proposed initialisation method,
in terms of the reconstruction RMS error.
increases rapidly when the proportion of missing entries is higher than 80%. The reason
is that the restrictive nature of the ‘AND’ operator results in entries being unavailable
for reconstructing missing items and we switch to the ‘OR’ operator. However, the pro-
posed initialisation method still performs better than that of the random initialisation
method.
Fig. 4.9 shows the reconstruction performance of the M2SA and CP-WOPT methods
for global texture tensor completion, using two different initialisation method. The
conclusion is the same as the results illustrated in Fig. 4.8 for shape tensor completion.
To further compare the performance of the CP-WOPT and M2SA algorithms, we show
the shape and global texture reconstruction RMS errors using the proposed initialisa-
tion method in Fig. 4.10. The CP-WOPT method obtains smaller RMS error when the
proportion of missing entries is lower than 80% for shape tensor completion. However,
it performs worse than M2SA for reconstructing missing global texture entries. Also,
note that the performance of CP-WOPT goes down seriously when we miss more than
80% entries. For global texture, the M2SA method beats CP-WOPT in almost all
different proportions of missing entries.
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4.5.3 Fitting Performance of TM-AAM
In this part, we randomly select half of our annotated subset as the training dataset.
It contains 11260 face images with 7 pose variations, 20 illumination variations and
3 expression variations. We randomly remove 10%, 20%, · · · , 80%, 85%, 90% and 95%
training samples and use the M2SA and CP-WOPT to perform tensor completion. We
then build a set of variation-specific shape and global texture models for model fitting,
using two AAM fitting algorithms: a standard gradient descent method and the project-
out inverse compositional AAM fitting algorithm, as introduced in Chapter 3. To test
the fitting performance of the proposed TM-AAM, the remaining 11260 face images
are used. Each image has 66 manually annotated landmarks. Also, we compare the
proposed method with the classical T-AAM obtained from the original dataset without
missing training samples. The fitting performance is measured in terms of the pt-to-pt
error. Given the ground truth shape s and the fitted shape s′ for a test image, the
pt-to-pt error is defined by the mean of the distances between the estimated landmarks
and the ground truth landmarks:
ep−p =
1
L
L∑
l=1
√
(xl − x′l)2 + (yl − y′l)2. (4.32)
We randomly remove different proportions of training samples from the original com-
plete training dataset and repeat each of them 10 times. The average error across all
the test samples and the standard deviation are reported in Fig. 4.11.
Fig. 4.11 demonstrates the impact of the M2SA and CP-WOPT algorithms on TM-
AAM fitting, parameterized by the proportion of missing training samples. Note that,
in this figure, the classical tensor-based AAM trained on a complete training dataset
without missing training samples is used as the baseline, i.e. point 0 at the X-axis.
Firstly, it is evident that the proposed framework performs well even when a large
proportion of training samples are missing. Compared to the classical T-AAM ob-
tained using a complete training dataset (the point ‘0’ on the X-axis), the fitting errors
grow slightly as the proportion of missing training samples increases. Secondly, the
M2SA algorithm provides better FLD accuracy than that of the CP-WOPT method,
especially for the standard gradient-descent AAM fitting method. However, for the
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(a) Standard gradient-descent-based AAM fitting
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(b) Project-out inverse compositional AAM fitting
Figure 4.11: A comparison of the impact of M2SA and CP-WOPT tensor completion
methods on TM-AAM fitting in terms of the pt-to-pt error, using (a) the standard
gradient-descent-based and (b) the project-out inverse compositional AAM fitting al-
gorithms. Note that the results at the point ‘0’ on the X-axis are from the classical
tensor-based AAM without missing training samples.
project-out inverse compositional AAM fitting algorithm, the superiority of M2SA is
not consistent. Lastly, an important finding here is that the standard gradient-descent-
based AAM fitting algorithm is very stable with variation in the proportion of missing
training samples. As the proportion increases, the fitting pt-to-pt error grows steadily.
In contrast, the project-out inverse compositional AAM fitting algorithm is more sen-
sitive to the missing training samples. The average error does not grow monotonically
and the variability is bigger than that of the standard gradient-descent method. The
reason for this is that the project-out inverse compositional algorithm is applied in the
orthogonal complement of the space spanned by the global texture vectors. The fitting
is more sensitive to some variations of the reconstructed missing global texture sam-
ples. However, the average error of the project-out inverse compositional AAM fitting
algorithm is lower than that of the standard gradient-descent-based AAM fitting algo-
rithm despite of the tensor completion method and the proportion of missing training
samples.
Fig. 4.12 shows the convergence rates of different tensor completion and AAM fitting
algorithms, parameterized by the proportion of missing training samples. We define
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Figure 4.12: A comparison of the impact of M2SA and CP-WOPT tensor completion
methods on TM-AAM fitting in terms of the convergence rate. Each figure shows the
percentage of the test images with the average pt-to-pt error smaller than (a) 2 pixels,
(b) 3 pixels, (c) 4 pixels and (d) 5 pixels. Note that the results at the point ‘0’ on the
X-axis are from the classical tensor-based AAM without missing training samples.
the convergence rate as the percentage of test samples that have the fitted pt-to-pt
error less than a predefined threshold. The convergence rates were obtained by setting
the threshold of the pt-to-pt error to 2, 3, 4 and 5 pixels respectively. The results from
Fig. 4.12 validate our conclusion from Fig. 4.11. Note that, in this experiment, the
classical tensor-based AAM trained using a complete training dataset is also used as
the baseline, i.e. the point 0 at the X-axis. The figure indicates that M2SA performs
better than the CP-WOPT method in most cases, especially when more than 80%
training samples are missing. Also, we find that the convergence rate of the project-
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out inverse compositional AAM fitting algorithm is much higher than the standard
gradient-descent AAM fitting algorithm, when using a smaller threshold such as 2
or 3 pixels. However, the gradient-descent-based AAM fitting algorithm beats the
project-out inverse compositional AAM fitting algorithm when the threshold is set at
5 pixels. This finding also validates that the project-out inverse compositional AAM
fitting algorithm is not as stable as the classical gradient descent method.
4.6 Summary
In this chapter, we dealt with the problem of missing training samples for the tensor-
based AAM. To this end, we presented a framework that was able to build a tensor-
based AAM from an incomplete training dataset. Our proposed TM-AAM adopts two
tensor completion methods, i.e. M2SA and CP-WOPT, to predict the values of missing
entries in the incomplete shape and global texture tensors. To achieve the best per-
formance with these two tensor completion algorithms, we investigate two important
issues: initialisation of missing entries and the algorithm parameter optimisation. For
missing entry initialisation, we use the information conveyed by all the other available
entries that have the same variation types as the missing one. The experimental results
conducted on the Multi-PIE face database indicate that the proposed initialisation
method is more robust than the random initialisation method in terms of the recon-
struction RMS error. To tune the parameters of M2SA and CP-WOPT, we empirically
applied them to a validation set using different model parameter settings for different
proportions of missing entries. Lastly, we evaluated our proposed TM-AAM method
for facial landmark detection using two AAM fitting algorithms, and compared it to the
classical T-AAM without missing training samples. The experimental results obtained
on the Multi-PIE face dataset show that our TM-AAM works well in terms of pt-to-pt
error and convergence rate, even when up to 80% of the entries are missing from the
training set.
Despite the success of T-AAM, it has some drawbacks for facial landmark detection in
the wild. Firstly, the use of T-AAM requires estimating the variation types of the face
in an input image. The performance of estimation algorithms usually depends on the
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accuracy of face and eye localisation that are challenging tasks for faces in the wild.
Secondly, we need to collect a huge dataset for T-AAM modelling to cover all possible
variations that might be encountered in the wild. This is very inconvenient because
we have to manually collect and annotate a huge number of face images. Lastly, the
fitting algorithms used for T-AAM fitting are gradient-descent-based. Such algorithms
have some difficulties for fitting a face in the wild, such as an occluded face. To achieve
robust facial landmark detection for faces in the wild, we introduce a state-of-the-art
FLD framework, i.e. the cascaded regression algorithm, and our contributions in the
next two chapters.
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Chapter5
Adaptive Random Cascaded Regression
Copse
5.1 Introduction
Over the last few years, Cascaded Regression (CR) has shown impressive results in au-
tomatic Facial Landmark Detection (FLD) [52, 23, 175, 22, 192, 149] both in controlled
and uncontrolled scenarios, as compared to the traditional ways of using Active Shape
Model (ASM) [42], Active Appearance Model (AAM) [33], Constrained Local Model
(CLM) [48] etc. Similar to the linear-regression-based algorithm used in AAM, CR
uses learning-based methods, such as linear regression [175] and random forests [23],
to estimate the descent directions for solving non-linear optimisation problems. More
specifically, as introduced in Chapter 3, the key aim of AAM fitting is to minimise the
difference between an input image and generated face instances by adjusting the model
parameters of pre-trained shape and global texture models. This is a typical non-linear
optimisation problem. To solve such a problem, the most straightforward way is to
use traditional analytical non-linear optimisation algorithms such as Gauss-Newton,
Levenberg-Marquardt (LM) and the Project-Out Inverse Compositional (POIC) meth-
ods [106, 176]. However, given an objective function, the calculation of partial deriva-
tives is very complicated due to some image processing steps used in feature extraction,
for example, the image warp function used in AAM. Furthermore, in some special cases,
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the objective functions are not analytically differentiable. Also, the calculations of Jaco-
bian and Hessian are very expensive both in time and space complexities. To eliminate
these issues, an alternative is to estimate the descent directions of an objective function
using regression-based methods.
The success of CR-based FLD mainly emanates from four sources: 1) Cascading a set
of weak regressors in series improves the generalisation capacity of the use of a single
regressor. In CR-based FLD, different weak regressors, learned from a set of training
examples, estimate the descent directions at different scales for solving a non-linear op-
timisation problem. The coarse-to-fine process reduces the requirements for a regressor
in terms of both the number of training examples and the complexity of learning al-
gorithms. 2) Local feature descriptors used in CR are much more robust than pixel
intensities used in traditional FLD algorithms such as AAM. 3) The non-parametric
shape model adopted in CR can express deformable objects, e.g. a human face, in
more detail compared to a PCA-based parametric shape model. 4) The latent shape
constraint of the coarse-to-fine cascade structure promotes the property of convergence
as well as accuracy of the detection result. In fact, the CR-based FLD is a coarse-to-fine
process, in which the first few weak regressors cover gross variations and the subsequent
weak regressors refine the roughly estimated shapes. It has been shown in [23] that the
first weak regressor in the cascade mainly performs affine transformations and large-
scale pose variations, and so can roughly update the landmarks of the initial shape
closer to their true locations. The last weak regressor covers small-scale variations. It
performs fine tuning to drive the roughly updated shape estimate to a more accurate
position.
In the development of a CR-based FLD framework, there are three crucial design issues:
1) the cascade structure; 2) the regression method used for each weak regressor; and
3) the method used for shape-index local feature extraction. Perhaps the most widely
adopted approach to the first issue is to simply concatenate a set of weak regressors in
series [52, 175, 178]. Another successful cascade design is the two-layer structure used
by [23] and [22], in which the boosted regression was used to form a strong regressor
with a sequence of weak regressors, each consisting of many sub-regressors. Regarding
the second issue, any linear or non-linear regression method can be used as the weak
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regressors in cascade, such as linear regression, random forests, boosted regression and
deep neural networks. For example, cascaded Convolutional Neural Networks (CNN)
have been successfully applied to facial landmark detection [192, 149]. The advantage
of CNNs is that they fuse the tasks of feature extraction and model training in a unified
framework. However, many free parameters need to be tuned when using CNNs. For
the third issue, both hand-crafted and learning-based feature extraction methods have
been adopted for CR-based FLD. As an example of hand-crafted features, Xiong and De
la Torre [175] used SIFT for facial landmark detection and tracking, and put forward
a theoretical underpinning of cascaded regression as a Supervised Descent Method
(SDM). Yan et al. [178] have compared different hand-crafted local feature descriptors
(HOG, SIFT, Gabor and LBP) and found that the HOG descriptor worked best. For
learning-based feature extraction methods, the shape-indexed local binary features have
been widely used [23, 22]. One impressive work is that Ren et. al. [130] proposed an
efficient local binary feature learning approach, which achieved great success both in
accuracy and efficiency (up to 3000 fps).
Despite the success of CR-based FLD algorithms in robust and accurate FLD for faces
in the wild, some issues should be further considered. In our earlier study on CR-
based FLD, we found that even cascading a set of regressors failed to landmark some
unseen faces with occlusions or extreme pose variations, confirming the observation
made in [175]. Furthermore, it usually fails in the presence of deformation and scale
variation of the human face. Hence, further improving the generalisation capacity of
a CR-based FLD approach is a problem of high priority. To this end, this chapter
presents an adaptive Random-CR-Copse (RCRC) with two main contributions to the
field: 1) We propose a new copse design with multiple CR threads in parallel. Each CR
thread is trained on a subset generated by random sub-sampling from a pool of training
examples. The proposed copse structure enhances the generalisation capacity of the
trained strong regressor by fusing multiple experts. Note that the key idea of the use
of multiple CR threads is similar to the Random Subspace Supervised Descent Method
(RS-SDM) [180]. Both of these methods are trying to construct multiple experts by
random sub-sampling. However, the main difference between our RCRC and RS-SDM is
that we perform random sub-sampling for training samples, whereas RS-SDM performs
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random sub-sampling for extracted local features. 2) We propose an adaptive scheme
for robust shape update and local feature extraction to counteract the deformation and
scale variation of facial images. Compared to state-of-the-art algorithms, the proposed
adaptive RCRC shows a 15% improvement in accuracy on the newly released COFW
benchmark [22].
The rest of this chapter is organised as follows: we first overview the cascaded regression
framework in Section 5.2. Both the training and test procedures of the CR-based FLD
framework are presented. Also, we evaluate the CR framework for FLD using different
local feature extraction methods and parameter settings on a synthetic face dataset. In
Section 5.3, we present the proposed adaptive RCRC algorithm, including the structure
of the newly designed RCRC framework and the adaptive scheme for local feature
extraction and shape update. The experimental results obtained from the LFPW and
COFW face dataset are reported in Section 5.4. Lastly, we present a summary of the
chapter in Section 5.5.
5.2 Cascaded Regression for Facial Landmark Detection
Unlike ASM, AAM and CLM, a CR-based FLD approach does not use the PCA-based
statistical shape model. Given an input image I and the initial shape estimate s =
[x1, · · · , xL, y1, · · · , yL]T, the target of a CR-based FLD method is to find a mapping
function Φ from the feature space to the shape space,
Φ :f 7→ δs, (5.1)
s.t. ‖s + δs− s∗‖22 = 0,
to directly move the current shape estimate, s← s + δs, to the ground truth shape s∗,
where f = f(I, s) ∈ RNf is the extracted shape-indexed face texture features from the
input image I with the current shape estimate s, f(I, s) is a feature extraction function,
and Nf is the dimensionality of the extraction features.
The similarity between CR-based FLD and the linear-regression-based AAM fitting al-
gorithm (introduced in Chapter 3) is that both of them employ learning-based methods
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to estimate the descent driections of non-linear optimisation problems, rather than cal-
culating them in analytical ways. However, these two methods have some differences.
Firstly, CR-based FLD methods use shape-indexed local features that are obtained
from a local region of each landmark, whereas the linear-regression-based AAM fitting
algorithm uses holistic features, i.e. the residual of global textures. Secondly, we up-
date the shape directly in CR-based FLD, rather than updating the parameters of a
PCA-based appearance model. Lastly, unlike the linear or non-linear regression meth-
ods used in AAM, the mapping function Φ is formed by cascading a set of regressors
in CR-based FLD. We will discuss these differences in more detail in the rest of this
section.
To train a CR-based FLD model, we need a set of training samples. Given a face image
I and the corresponding ground truth shape s∗, we can generate a pair of training
samples {f , δs} for CR-based FLD training, where the shape-indexed local features
f are extracted using f(I, s) and δs = s∗ − s is the shape update relating to the
initial shape estimate s. To obtain such a training example, we need to undertake
two tasks: 1) to generate a reasonable initial shape for each input image and calculate
the corresponding shape update; 2) to apply a feature extraction method to obtain
shape-indexed local features of the initial shape for an input image.
5.2.1 Face Shape Initialisation
Note that the initialisation of a face shape is required both for model training and
testing. To set a rough initial shape estimate for FLD, the most common way is to use
the face bounding box obtained by a face detector, as presented in [23, 175, 178, 62].
More specifically, in this thesis, we first calculate the mean face shape across all the
training samples. Secondly, for a training image, we estimate the translation (tx, ty)
between the geometric centres of the detected face bounding box and the ground truth
shape. The scale ratio s, both on X- and Y-axis, between the face bounding box and
the ground truth shape can also be estimated. Hence, for each training image, we have
a parameter vector pinitial = [tx, ty, sx, sy]
T that indicates the relative position of the
ground truth shape to the face bounding box, as illustrated in Fig. 5.1. Finally, we
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Figure 5.1: Illustration of the relative position of the ground truth shape to a face
bounding box.
calculate the average value of pinitial over all the training samples, and use this to put
the mean shape inside the detected face bounding box as the initial shape estimate of
an input face image.
In the training stage, for each training image, we use this approach to obtain the initial
shape estimate s. Then we can obtain a pair of training samples by calculating the
shape update δs = s∗ − s and extracting the shape-indexed local features f , where s∗
is the ground truth shape. Note that we can also use a set of parameter vectors pinitial
that are randomly selected from some training samples and generate different initial
shape estimates. In this manner we can augment the training data by generating many
pairs of training samples from one training image.
5.2.2 Shape-indexed Local Feature Extraction
Shape-indexed (or landmark-indexed) local features play an important role in CR-
based FLD. Compared with the global textures used in AAM, the shape-indexed local
features are extracted from local regions around the landmarks of a face shape. In fact,
global texture is a special case of shape-index features, i.e. a holistic shape-indexed
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Figure 5.2: Illustration of the shape-indexed local HOG feature extraction.
feature. Both the global texture model and the shape-indexed local features can be
used for facial feature extraction in FLD and face image analysis. One of the most
important advantages of the use of global textures is that we can use it for face texture
reconstruction, animation and face transfer across different poses and expressions. In
contrast, the shape-indexed local features perform better in terms of accuracy and
robustness for FLD [175, 62] and facial image analysis [125, 28], because we can apply
variation-invariant local feature descriptors to the local region around a landmark.
In fact, the local profiles used in ASM and the local patches used in CLM are also shape-
indexed local features. The method used for shape-indexed local feature extraction in
CR-based FLD is very similar to the local patches used in CLM. In contrast to the
intensity values used in the classical CLM, we use local feature descriptors to extract
features from the local patch around a landmark. In previous work, both hand-crafted
and learning-based local feature extraction methods have been used, such as Local
Binary Features (LBF) [23, 22, 130], Local Binary Patterns (LBP) [62], Scale-invariant
Feature Transform (SIFT) [175, 13], Histogram of Oriented Gradients (HOG) [178, 61]
and sparse Auto-Encoder [62]. To perform f(I, s), we apply local feature descriptors to
the neighbourhoods of all the landmarks of the current face shape estimate s and then
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Algorithm 5.1: Cascaded regression: oﬄine training.
1: Input: A set of training examples {{f (1), δs(1)}, · · · , {f (N), δs(N)}}
2: Output: A strong regressor with M weak regressors Φ = {R1, · · · ,RM}, where
Rm = {Am,bm}
3: for m = 1 · · ·M do
4: Train the mth weak regressor using ridge regression fitting to minimise the
objective function in equation (5.3)
5: for n = 1 · · ·N do
6: Update the nth shape estimate using the mth weak regressor as in
equation (5.4)
7: Update the shape-indexed features f (n) for the nth training example
8: Update the difference between the ground truth shape and the current shape
estimate, s(n) ← s(n) + δs(n), for the nth training example
9: end for
10: end for
concatenate the extracted features to form a single vector. Fig. 5.2 shows the process
of extracting shape-indexed local features from a face image using HOG descriptor.
5.2.3 Cascaded Regression
In this section, we overview the training and test stages for CR-based FLD. The key to
CR training is to learn a sequence of cascaded weak regressors. The cascaded strong
regressor with these weak regressor is then used to progressively drive an initialised
face shape to the true position. Fig. 5.3 illustrates the training and test procedures for
CR-based FLD.
Oﬄine Training
The training of the mapping function Φ in CR-based FLD, in essence, is a data-driven
process requiring a set of training samples. Generally, this mapping function can be
obtained using any regression method, such as linear regression [175, 178], random
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Figure 5.3: The training and test stages of CR-based FLD.
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Algorithm 5.2: Cascaded regression: online testing.
1: Input: Image I, initial shape estimate s and a pre-trained cascaded regressors
Φ = {R1, · · · ,RM}, where Rm = {Am,bm}.
2: Output: Estimated face shape s.
3: for m = 1 · · ·M do
4: Obtain shape-indexed features f = f(I, s).
5: Estimate the shape update: δs = Am · f + bm.
6: Update the current shape estimate: s← s + δs′.
7: end for
forests [130] and artificial neural networks [149]. However, using only one regressor is
insufficient, because FLD is a highly non-linear optimisation problem, made difficult
by the vast range of variations in face appearance.
To deal with this difficulty, in recent years, CR-based FLD has been successfully
used [52, 175, 178], because of its robustness and effectiveness. The key idea of CR-
bsaed FLD is to cascade a sequence of weak regressors in series to form a strong
regressor which can realise a non-linear mapping needed for the task in hand. In this
thesis, we use the simplest linear regression method as weak regressors in the CR-based
FLD framework.
More specifically, the mapping function Φ is a strong regressor formed by a sequence
of weak regressors in cascade:
Φ = {R1, · · · ,RM}, (5.2)
where Rm = {Am,bm} (m = 1 · · ·M) is the mth weak regressor, Am ∈ R2L×Nf
is the projection matrix, bm ∈ R2L×1 is the offset, Nf is the dimensionality of the
shape-indexed feature vector f = f(I, s), and M is the number of weak regressors.
Given N training samples {{f (1), δs(1)}, · · · , {f (N), δs(N)}}, we can train the first weak
regressor by minimising the cost function,
1
2N
N∑
n=1
‖A1 · f (n) + b1 − δs(n)‖22 + λ‖A1‖2F . (5.3)
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This is a typical regularised least square problem that can be efficiently solved using
ridge regression fitting [114, p. 225]. For the second weak regressor training, we apply
the trained first weak regressor to the initial shape estimates of all the training samples
to update the shape estimates. After that, we can obtain N new training samples
consisting of the newly updated shape-indexed local features and shape updates for the
second weak regressor training. To be more specific, this is a recursive procedure in
which the mth weak regressor is used to update the current shape,
s← s + Am · f + bm, (5.4)
for the (m+1)th weak regressor training. An overview for the CR-based oﬄine training
algorithm is summarised in Algorithm 5.1.
Online Testing
The online testing stage is similar to the training stage. Assuming that a strong regres-
sor Φ has already been pretrained, given a new input image I and a rough initial shape
estimate s, we apply the first weak regressor to update the current shape estimate s
and then pass the new shape estimate to the subsequent weak regressors until the final
shape is obtained. The face shape initialisation method used here is the same as that
used in the training step. We initialise the face shape by putting the mean face shape
in the face bounding box obtained by a face detector, as discuss in Section 5.2.1. An
overview of the online testing algorithm using CR is summarised in Algorithm 5.2. Note
that the shape-indexed feature vector f = f(I, s) should be updated after each iteration
in CR-based FLD, because the features are extracted from local regions around all the
landmarks of the updated shape.
Evaluation on CR-based FLD
To evaluate the performance of a CR-based FLD algorithm, we compared different
local feature descriptors and parameter settings in terms of the FLD accuracy, using a
standard linear-regression-based CR-based FLD method with different local features.
The experimental results are obtained on a synthetic face dataset. The images from
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Figure 5.4: A comparison of different local descriptors (F-HOG, DT-HOG, LBP and
SIFT), in terms of accuracy on a synthetic face database using a standard linear-
regression-based CR method: (a) normalised average shape errors of different descrip-
tors with respect to the number of cascaded weak regressors (M); (b) detailed cumula-
tive distribution curves of different descriptors with M = 5. The errors are normalised
by the inter-ocular distance.
this dataset are rendered from 163 3D face scans. The synthetic face dataset has 8965
face images and each of them has 34 landmarks. For more details of this dataset,
the reader is referred to Section 6.4.1. We trained different CR-based FLD models on
a subset with randomly selected half face images and tested them on the remaining
images. The results are shown in Fig. 5.4. We compare the accuracy of CR-based FLD
using different local feature extraction methods and different number of weak regressors
in cascade. The accuracy is measured by the average Euclidean distance between the
detected and the ground truth landmarks, normalised by inter-ocular distance:
e =
1
L · E
L∑
l=1
√
(x∗l − xl)2 + (y∗l − yl)2, (5.5)
where L is the number of landmarks, E is the inter-ocular distance of the ground
truth shape, [x∗l , y
∗
l ] are the coordinates of the lth landmark of the ground truth shape,
and [xl, yl] are the coordinates of the lth landmark of the detected shape. We used
4 different local descriptors in our experiments: LBP, SIFT, Dalal-Triggs HOG (DT-
HOG) [49] and Felzenszwalb HOG (F-HOG) [60]. HOG features have been widely used
for computer vision applications, especially for object detection such as pedestrian
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detection [49, 60]. F-HOG is an improved version of the classical DT-HOG. LBP and
SIFT are also very popular local descriptors that have been successfully and widely
used in machine vision. The results indicate that the F-HOG [60] descriptor performs
best for facial landmark detection in terms of accuracy, which confirms the conclusion
of [178].
Fig. 5.4 also demonstrates that the use of cascaded regression greatly improves the
performance of FLD in accuracy. Despite different local features, the accuracy of the
use of multiple linear regressors in cascade is much better than that of a single linear
regressor. However, augmenting the number of weak regressors leads to a linear increase
in computational and memory costs and hence slows down the whole system. The use
of too many weak regressors in cascade is time-consuming and brings little benefit. The
improvement is marginal after cascading more than 5 weak regressors, as indicated by
Fig. 5.4.
5.3 Adaptive Random Cascaded Regression Copse
In this section, we present the proposed RCRC structure design and the adaptive
scheme. The key innovative idea is to design multiple cascaded regressors and fuse
their estimates to obtain a better FLD result.
5.3.1 Random Cascaded Regression Copse
We define the width W as the number of CR threads in a copse, and the depth M as
the number of weak regressors in each CR thread, as illustrated in Fig. 5.5. Given a
training dataset with N labelled facial images, we generate W subsets {T1, . . . ,TW }
by applying random sub-sampling on the original training dataset. Each subset is used
to train a single CR thread of the copse:
U = {Φ1,Φ2, . . . ,ΦW }, (5.6)
where the wth CR thread Φw = Rw,1 ◦ · · · ◦Rw,M contains M weak regressors trained
on the wth subset. In contrast to training a single CR from all training examples,
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Figure 5.5: A W -wide and M -deep RCRC.
the procedure of random sub-sampling produces different experts (CR threads). This
improves the generalisation capacity and achieves a better balance between over-fitting
and reduced accuracy of the system by fusing the outputs of different experts. The
proposed adaptive training of all the weak regressors in each CR thread will be described
in the second part of the next subsection.
5.3.2 An Adaptive Scheme
Given a set of training images and their ground truth shapes, the initial shape estimates
are obtained by putting the mean shape in the detected face bounding boxes [175, 23].
This is discussed in Section 5.2.1. To train the weak regressors, we need to obtain
the extracted shape-indexed features of all the initialised shapes and the differences
between the initialised shapes and the ground truth shapes.
Adaptive Local Feature Extraction
To extract the shape-indexed features, we could apply a local feature descriptor on a
fixed-size neighbourhood of each landmark and then concatenate the extracted features
into one vector. However, the local patches cropped from this fixed-size neighbourhood
can be dramatically different in their content due to the deformations and scale vari-
ations of faces; e.g. we may crop the whole face part from a small face and only the
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Figure 5.6: Local patches as well as the shape updates between two facial images can
be very different due to scale variations of the face.
nose part from a large face, as shown in Fig. 5.6. One solution of this problem is to
resize all faces to a unified scale using the estimated face size from the face bounding
box provided by a face detector [178, 175]. However, the bounding box initialised by a
face detector is too rough to accurately estimate the scale of a face.
To meet the demands of scale-invariant local feature extraction, we propose an adaptive
local feature extraction scheme. Rather than using a fixed neighbourhood, we set the
radius of the patch Sm of the mth weak regressor in a M -deep CR to:
Sm = Sface(s)/(K · (1 + em−M )), (5.7)
where K is a fixed value for shrinking, M is the number of weak regressors in the
cascade and Sface(s) is the size of the face calculated from the current shape estimate
s. We can set Sface(s) to either the distance between the pupils, or the distance between
the mean of the two outer mouth corners and the mean of the two outer eye corners,
or the maximum of these two distances. In this chapter, we use the last of these three.
As Sface(s) is calculated from the current shape estimate directly, it is not very accurate
at the beginning, due to the rough initial shape estimate from the face bounding box.
However, the estimate becomes more accurate as the current shape gets closer to the
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Figure 5.7: Illustration of scale variations in shape update.
true value. Furthermore, note that equation (5.7) involves dynamic patch sizes, i.e. a
bigger patch size for the first weak regressor and smaller patch size for the subsequent
weak regressors, similar to [178]. For instance, when we set Sface(s) to the pupil
distance and pick the shrinking parameter K = 2 for a 5-deep CR copse, the patch
size decreases from one half of the inter-ocular distance for the 1st weak regressor to
a quarter for the last one. Finally, we resize these patches to a fixed size, 30 × 30 in
our case, and then extract local features. Note that the schedule of Equation 5.7 is not
unique. The key idea is to obtain a function that progressively drops as the iterative
CR-based FLD algorithm goes on. We will explore more alternatives for the design of
this equation in our future work.
Adaptive Shape Update
The shape difference between the initial shape and the ground truth shape is also highly
dependent on the face scale. For instance, the shape updates vary greatly when we set
the initial shape estimate of the nose tip of each image in Fig. 5.6 at the centre of the
left cheek. To address this issue, we propose to use a relative value δs/Sface instead of
the absolute shape difference δs = s∗ − s. Suppose the number of training examples
in the wth training subset is Nw, we define the objective function of the first weak
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regressor in the wth CR thread as:
1
2Nw
Nw∑
n=1
‖Aw,1f (n) + bw,1 − δs
(n)
Sface(s(n))
‖22 + λ
∑
‖Aw,1‖2F , (5.8)
where δs(n) is the difference between the current shape estimate and the ground truth
shape for the nth image, s(n) is the initial shape estimate, Aw,1 and bw,1 are the pro-
jection matrix and offset of the 1st weak regressor in the wth CR thread, and λ is
the weight of the regularisation term. The minimum of this regularised cost function
can be efficiently found by ridge regression fitting [114, p. 225]. The subsequent weak
regressors in each CR thread are trained recursively using the updated shapes by ap-
plying previously trained regressors to the current shape estimates, as introduced in
Section 5.2.3. Note that the classical CR is a special case of the proposed RCRC when
W is set to 1 and Sface is set to a constant number.
To demonstrate the problem more clearly, we show two simplified examples with dif-
ferent scales in Fig. 5.7. Suppose we have the current estimates of examples A and B,
the aim is to update the current shape estimates of these two examples to obtain the
target image. Although the extracted features from these two examples are exactly the
same, the absolute updates are very different. In contrast, we will get the same update
for these two examples if we use the adaptive shape update.
The scale variation of human faces also affects the online testing stage in FLD. Given
an input image I and the initial shape estimate s, the output of the wth CR thread is
obtained by iteratively updating s:
s← s + Sface(s) · (Aw,mf + bw,m), (5.9)
using {Aw,m,bw,m} for m = 1, · · · ,M . The final estimated shape of the proposed
RCRC is obtained by averaging the outputs of all the CR threads.
5.4 Evaluation
The proposed algorithm has been evaluated on two challenging benchmarks: LFPW [13]
and COFW [22]. Images in both are all faces in the wild collected from the Internet,
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Figure 5.8: The 29 landmarks used by LFPW and COFW, and the 17 landmarks
(squared landmarks) used for the me17 measurement.
each with 29 manually annotated landmarks, as shown in Fig. 5.8. For more details of
LFPW and COFW, the reader is referred to Section 2.3
5.4.1 Implementation Details
The shape initialisation and training data augmentation were performed in the same
way as in [23] and [175]. Specifically, the initial shape estimate was obtained by putting
the mean shape into a detected face bounding box using a randomly selected relative
position through all the training samples, as introduced in Section 5.2.1. The face
bounding boxes for the images in LFPW are from iBUG1, the Imperial College London.
The COFW dataset provides the face bounding boxes for all the training and test
images. The parameters of RCRC were tuned on a validation set, from which we set
the width W to 3, the depth M to 5 and 6 for LFPW and COFW respectively, and
the weight of the regularisation term λ to 900. For each random sub-sampling on the
original training dataset, we took 80% of all training examples to generate a random
subset. For shape-indexed local feature extraction, we used a learning-based 3-layer
Sparse Auto-Encoder (SAE) [117, 118] and two HOG descriptors [164]: Dalal-Triggs
HOG (DT-HOG) [49] and Felzenszwalb HOG (F-HOG) [60]. For the SAE training, we
first sample a set of local patches around all landmarks of training images. The size of
1http://ibug.doc.ic.ac.uk/resources/300-W/
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a local patch is determined by the face size, as discussed in the last section. Also, for
each landmark, we sample different local patches around it at different scales. Then we
split each local patch to 3×3 cells and resize each cell to a resolution of 10×10. Lastly,
all these cells are used for the SAE network training. In the SAE training, we set the
sparsity to 0.025, the regularisation to 1× 10−4 and the cost of the sparsity constraint
to 5. In the test step, for each local patch around a landmark, we also split it to 3× 3
cells and resize each cell to a resolution of 10 × 10. Then we use the encoding part of
the trained SAE network for local feature extraction.
We measured the accuracy in terms of the normalised average Euclidean distance be-
tween the detected landmarks and the ground truth ones, as indicated in Equation (5.5).
It was calculated both on 17 and all 29 landmarks, where the former is the well-known
‘me17 ’ measurement [48], shown in Fig. 5.8. We also measured the failure rate as the
proportion of failed detected faces (i.e. whose average fitting error was larger than
10% of the inter-ocular distance), and the speed (fps). Our results were obtained on a
Dell OPTIPLEX 9020 workstation with one Intel Core i7-4790 CPU, 16GB RAM and
programmed in MATLAB 2015a.
5.4.2 Comparison on LFPW
A summary of the performance obtained by state-of-the-art methods and the proposed
algorithm using SAE, F-HOG and DT-HOG is shown in Table 5.1. Firstly, the proposed
RCRC method beats the other algorithms both in accuracy and failure rate, at a
competitive speed. Secondly, the table demonstrates that SAE outperforms F-HOG
and DT-HOG for FLD in terms of accuracy. Lastly, we provide the results of the use of
different numbers of CR threads in our proposed RCRC method. The results illustrate
that the use of multiple CR threads in parallel improves the accuracy of the system.
However, the use of multiple CR threads slows down the speed of the detection process.
Also, the improvement of the use of multiple CR threads is marginal in this experiment.
The main reason is that the performance of existing algorithms on LFPW is already
very good and its very hard to further improve the accuracy on this dataset. We show
some examples of the detected facial landmarks in Fig. 5.9, using the proposed RCRC
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Table 5.1: Comparison on the LFPW face dataset.
Method
Error (×10−2)
Failures Speed(fps)
me17 me29
DRMF [6] 6.50 - 5.74% 1
Belhumeur et al. [13] 3.96 3.99 ≈6% 1
Zhou et al. [193] 3.89 3.92 - 25
ESR [23] - 3.43 - 20
SDM [175] - 3.47 - 30
RCPR [22] - 3.50 2.00% 12
LBF [130] - 3.35 - 4200
Results by Human [22] - 3.28 0.00% 0.03
RCRC (3) + SAE 3.29 3.31 0.84% 24
RCRC (1) + SAE 3.42 3.43 1.69% 76
RCRC (3) + F-HOG 3.37 3.35 1.27% 25
RCRC (1) + F-HOG 3.46 3.41 1.69% 77
RCRC (3) + DT-HOG 3.82 3.81 1.69% 27
RCRC (1) + DT-HOG 3.92 3.96 2.11% 80
algorithms with 3 and 1 CR threads. We can see that the results are all very good and
its very hard for a human to determine which one is better.
Note that the speed of the proposed algorithm is not as good as [130], as shown in
Table 5.1. One reason is that the algorithm in [130] adopted a very efficient local
binary feature extraction method, and another important reason is that the method
was implemented using C++ programming language that is much more efficient than
MATLAB. However, the target of the thesis is to improve the accuracy of FLD for
faces in the wild and we leave the efficiency of our algorithm to our future work. In
addition, the speed of our algorithm is fast enough for real-time applications with
further optimisation to the source code.
To gain a better understanding of the error distribution for different landmarks, we
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(a) RCRC (3) +SAE
(b) RCRC (1) +SAE
Figure 5.9: A comparsion of the detected facial landmarks by the proposed RCRC
method with 3 and 1 CR threads using the SAE-based local feature extraction method.
The red points are ground truth landmarks and the blue points are landmarks estimated
by our FLD algorithms.
compare the facial landmark detection errors for all 29 landmarks in Fig. 5.10 with that
of two state-of-the-art exemplar-based algorithms [13, 193]. Note that we only show the
results using SAE in this figure. The figure demonstrates that the performance of the
proposed approach is much more robust, especially for the landmarks at the eyebrows
and chin (landmarks with ID-1, -2 and -29).
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Figure 5.10: Comparison with Belhumeur et al. [13] and Zhou et al. [193] on all 29
landmarks of LFPW.
5.4.3 Comparison on COFW
The COFW benchmark consists of 1345 training images and 507 test images. It is
much more challenging than LFPW due to strong pose variations and occlusions. As
the performance of the SAE has been demonstrated to be better than HOG, we only
present the results based on the SAE in this section. We first evaluate the proposed
RCRC as a whole system on COFW. Comparisons on COFW with [195], [23] and [22]
confirm the superiority of the proposed adaptive RCRC in accuracy, failure rate and
speed (Table 5.2).
To examine the respective contributions of the proposed adaptive scheme and RCRC
structure, we measured the performance of using only a single CR-based regressor
trained on all training images, the proposed RCRC approach with 3 CR threads and
their adaptive versions individually in Fig. 5.11. We plot the cumulative curves of all
these different settings and give the average error over all the test samples for each of
them in the figure. The results show that the use of our adaptive strategy and copse
structure contribute to a similar extent. When both are used at the same time, the
best performance is obtained.
Finally, to evaluate the accuracy and robustness of the proposed adaptive RCRC when
using a different number of CR threads, i.e. W , we repeated the random sub-sampling
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Table 5.2: Comparison on the COFW face dataset.
Method Error (×10−2) Failures Speed(fps)
Zhu and Ramanan [195] 14.4 80% 0.1
ESR [23] 11.2 36% 4
RCPR(full) [22] 8.5 20% 3
HPM (LFPW68) [66] 7.5 13% 0.03
HPM (HELEN68) [66] 7.8 17% 0.03
RCPR(full)+RPP [179] 7.52 16.2% 4
ESR+RPP [179] 9.49 27.6% 4
Results by Human [22] 5.6 0% 0.03
RCRC (3) + SAE 7.3 12.2% 22
RCRC (1) + SAE 7.5 13.6% 65
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Figure 5.11: Evaluation of the adaptive scheme and the proposed RCRC structure
independently on COFW. The term ‘AvError’ stands for the average error of each
method over all the test samples, normalised by the inter-ocular distance.
several times to generate different adaptive RCRC regressors with different number
of CR threads, and measured their accuracy in landmark detection with errorbars.
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Figure 5.12: Comparison on COFW using different number of CR threads (W ).
Fig. 5.12 shows that the use of more CR threads improves both accuracy and robustness
of the whole system. However, the figure illustrates that the improvement is minor when
we use more than 3 CR threads.
5.5 Summary
In this chapter, we first introduced the cascaded regression framework for facial land-
mark detection. We also compared the performance of CR when using different local
descriptors. To further improve the generalisation capacity of the learning-based CR
method, we proposed a new RCRC structure. With multiple CR threads in parallel
we are able to train a more robust and accurate CR-based facial landmark detector.
Moreover, we developed an adaptive scheme for scale-invariant local feature extraction
and shape update, which is robust to scale variations and deformations of human faces.
Lastly, the experimental results obtained on two challenging benchmarks demonstrate
the superiority of the proposed algorithm compared to the state of the art.
Chapter6
Cascaded Collaborative Regression
6.1 Introduction
As stated in the last chapter, the discriminative Cascaded Regression (CR) method
is supervised and data-driven; hence the availability of a large quantity of training
samples is crucial for successful CR training [11, 196]. For Facial Landmark Detection
(FLD), data acquisition involves collecting face images and annotating facial landmarks
manually, which is laborious and expensive. Moreover, not all annotators are well-
motivated to perform the annotation accurately. Belhumeur et al. [13] measured three
Amazon Mechanical Turk workers’ landmarking results on more than 1000 face images
and found a significant diversity in human annotations. Fortunately, with the growth
of digital content on the Internet, the automatic acquisition of a huge face dataset has
become a possibility, as exemplified by the well-known LFW face database [81] that
was collected from the Internet using a Viola-Jones face detector [166]. However, the
collected data then has to be annotated with meaningful tags. This task is hard to
accomplish using existing automatic techniques, especially for the specific application
of FLD. One promising alternative is to expand an existing annotated/labelled dataset
using either 2D [58, 66, 175, 178, 23] or 3D techniques [129, 126, 123]. In this chapter,
we advocate the use of a 3D Morphable face Model (3DMM) [16, 17] to generate a
large number of synthetic faces to augment the training data. Compared to manually
annotated training images, the use of synthetic faces from a 3D face model has several
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advantages:
1) It is inexpensive to obtain a large quantity of training samples. As the synthesised
faces are projections of the shape and texture of an annotated 3D face scan from 3D
to 2D, one annotated 3D face can render a number of 2D faces under a variety of pose
variations without re-annotating.
2) The landmarks of the synthesised faces with different pose variations are accurate and
consistent due to the direct projection from 3D to 2D. In contrast, manually annotated
landmarks often exhibit bias across different individuals and images, especially for the
landmarks located at weak corners or along edges [13].
3) A 3D face scan is naturally non-self-occluded, which enables the true positions of
the occluded landmarks in a 2D face to be accurately estimated by mapping the 3D
coordinates to 2D, as shown in Fig. 6.1. With this information, we can teach a 2D facial
landmark detector to accurately estimate the landmarks of the occluded facial parts in
a 2D image. In previous work, one often-used technique is to omit the self-occluded
landmarks and use different numbers of landmarks for faces in different poses [45, 57].
But the use of different landmark schemes builds multiple shape models hence cannot
provide a unified shape representation. Thus some algorithms only consider the problem
of annotating near-frontal faces [97, 6]. However, the landmarks of the occluded facial
parts in a 2D face image are important for some practical applications, such as 3D face
reconstruction from a single 2D image [16, 17, 113, 4, 140]. In this task, 2D landmarks
are usually required to initialise and constrain the 3D face model fitting.
Through our early experimental investigation, we found that a facial landmark detec-
tor trained merely from synthesised faces often failed to adapt to real faces. The main
reason is that the synthesised faces belong to a different domain to real faces. Fur-
thermore, the synthesised faces from a size-limited 3D face scan dataset lack realistic
variations in appearance, such as variations in lighting, make-up, skin colour, occlusion
and sophisticated background (Fig. 6.2). This is possibly why there are only a few
previous papers using synthesised faces for FLD training. To tackle this problem, we
propose a Cascaded Collaborative Regression (CCR) algorithm to efficiently exploit
synthesised and real faces in a compound training scheme with a dynamic mixture
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(a) 0◦ (b) 10◦ (c) 30◦ (d) 50◦
Figure 6.1: Self-occluded facial landmarks (square points) of the same identity rendered
from its 3D face scan, with yaw rotations 0◦, 10◦, 30◦ and 50◦. As the yaw rotation
is increased, the ground truth landmarks of the occluded face parts are getting harder
for a human to determine.
weighting schedule. We present an important innovation whereby in our CCR training
scheme we progressively adapt the relative contributions of synthesised and natural
images. At first, the synthetic data dominates the training; the impact of the synthetic
data is then progressively reduced as the training proceeds. Thus the proposed CCR is
first trained on a mixed dataset with a large number of synthesised images to improve
the generalisation capacity followed by adaptation using a small number of real faces.
Note that the discriminative CR-based FLD builds a mapping function from a feature
space to a shape space; the choice of features affects the final performance of the trained
model to a great extent. Generally, we use local features to train a discriminative model
due to their robustness to appearance variations. Both hand-crafted and learning-based
local descriptors have been employed in previous work, e.g. SIFT [175], HOG [178],
shape-indexed local binary features [23, 130] and the deep neural networks [192, 189,
185]. Yan et al. compared HOG, SIFT, LBP and Gabor features and found that the
HOG descriptor performed best on the task of FLD [178]. This was also validated by
our experiments in Section 5.2. However, due to the complexity of the variations in
appearance of human faces, a single HOG descriptor does not adequately represent face
image properties for FLD. Therefore, to extract informative local features, we present
a dynamic multi-scale local feature extraction scheme that has the capacity to provide
a rich face representation.
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In summary, the proposed algorithm has three main contributions: Firstly, we include a
large number of synthesised samples from a set of 3D face scans when we train a facial
landmark detector in 2D. Secondly and the most importantly, we adapt the trained
model from synthesised faces to real faces, for which we advocate a CCR approach
to optimally exploit the synthetic data in tandem with real face training samples. In
the proposed CCR, the synthesised faces collaborate with the real faces to build a
cascaded facial landmark detector using a dynamic mixture weighting scheme. Lastly,
we propose a dynamic multi-scale local feature extraction strategy that uses a dynamic
window size combined with a multi-scale representation to extract the local features
around a landmark. By design, the dynamic adaptation of the image window size (from
big to small) naturally works together with the proposed CCR algorithm that is based
on a coarse-to-fine landmark detection process. Moreover, the use of the multi-scale
strategy helps to extract more informative local features in model training.
The remainder of this chapter is organised as follows. We first give a brief review of
related work in Section 6.2. Then we present the proposed CCR algorithm and the
dynamic multi-scale local feature extraction strategy in Section 6.3. Evaluation and
conclusion are demonstrated in Section 6.4 and 6.5 respectively.
6.2 Related Work
As stated above, the discriminative CR-based FLD methods are supervised, which
require a large training dataset to cover all possible variations likely to be encountered
in practice. However, manually landmarking a training dataset is tedious, repetitive
and error-prone work. To obtain a large training set, a standard way is to augment
the available training dataset by using different initial shape estimates [175, 178, 23],
as introduced in Section 5.2.1. To be more specific, a training sample consists of an
image, the ground truth face shape and the initial shape estimate. The aim of a
discriminative model is to learn a mapping function that estimates a shape update
so as to guide the initial shape estimate towards the ground truth shape. As the
number of training images and the corresponding ground-truth shapes is fixed for a
specific training dataset, we can augment the volume of training data using different
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Figure 6.2: Facial images rendered from one 3D face scan, with yaw rotation from −50◦
to 50◦ at 10◦ intervals and with pitch rotation from −30◦ to 30◦ at 15◦ intervals.
initial shape estimates for one particular training image, i.e. putting a mean shape at
different positions inside the detected face bounding box. However, this approach is
inadequate because it only samples a limited range of similarity transformations of a
training set.
Another popular way is to synthesise some virtual training samples using either 2D or
3D techniques. This strategy has also been widely used in many practical applications.
For instance, Tang et al. [153] proposed the use of a set of synthesised training sam-
ples from an articulated hand model for real-time hand pose estimation. Ghiasi and
Fowlkes [66] generated additional training samples by the means of adding artificial
occlusions to original training images for FLD. Pishchulin et al. [126] proposed using a
3D shape model to synthesise realistic human body images with random backgrounds
and demonstrated superior performance in human body detection and pose estima-
tion. Pepik et al. [123] generated a set of virtual images with a 3D CAD model for
fine-grained object detection and pose estimation using deformable part models con-
strained by 3D geometric information. As in [126] and [123], we propose the use of
a 3DMM to synthesise 2D faces. The 3DMM is a powerful tool that can be used to
obtain 3D shape and texture representations of a human face and generate arbitrarily
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varied 2D faces. For instance, Ra¨tsch et al. [129] used the 3DMM to render a set of 2D
faces and learnt support vector regression for pose estimation. However, simply using
3D synthesised images has some drawbacks as stated in previous sections. The synthe-
sised images often lack realistic appearance variations, such as illumination, expression,
occlusion and background. To synthesise realistic human body images, randomly se-
lected backgrounds were used in [58, 126]. However, this technique cannot address the
problem fundamentally due to a variety of changes in appearance of the synthesised
objects. In this chapter, we consider the problem as a domain adaptation problem
and correspondingly propose a cascaded collaborative regression algorithm to adapt
the model trained on synthesised images to real ones.
6.3 Cascaded Collaborative Regression
In this section, we first present the method for virtual face synthesis using a 3D face
model. We then introduce the proposed CCR algorithm that is able to adapt the FLD
model trained on a mixed training dataset to real faces. Lastly, the proposed dynamic
multi-scale local feature extraction strategy is discussed.
6.3.1 Face Synthesis using 3DMM
As a means of augmenting the training dataset, we generate training samples syntheti-
cally, using a 3D Morphable face Model (3DMM) [16, 17, 15, 4]. To this end we captured
163 3D face scans [77, 78] and registered them using the Iterative Multi-resolution Dense
3D Registration (IMDR) approach [131]. After registration, the 3D shape information
of a 3D face scan can be expressed by V 3D vertices v = [x1, y1, z1, · · · , xV , yV , zV ]T,
where vv = [xv, yv, zv]
T are the coordinates of the vth vertex in a 3D space. The cor-
responding vertex colour information is represented by t = [r1, g1, b1, · · · , rV , gV , bV ]T,
where [rv, gv, bv]
T are the RGB intensities of the vth vertex.
To project the 3D vertices to a 2D image plane, a perspective camera is used. Specifi-
cally, each vertex vv can be mapped to the position wv = [wvx , wvy , wvz ]
T in a camera-
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centred 3D coordinate system by the rigid transformation:
wv = RθzRθyRθxvv + τ , (6.1)
where Rθx , Rθy and Rθz denote the 3D rotation matrices with the Euler angles θx,
θy and θz around the X-, Y- and Z-axes of the virtual camera coordinate system, and
τ ∈ R3 defines the spatial translation of the camera with respect to the model. Then
wv is projected on the 2D image plane coordinates pv = [pvx , pvy ]
T by a perspective
projection:
pvx = ox + f
wvx
wvz
, pvy = oy − f
wvy
wvz
, (6.2)
where f is the focal length in the camera-centred coordinate system, and [ox, oy]
T is
the image-plane position of the optical axis. Given a registered 3D face scan (v and t)
and the rotation parameters θx, θy and θz, we can calculate the 2D coordinates of each
vertex on the 2D image plane coordinate system and obtain the rendered 2D image
using the corresponding 3D RGB intensities. In general, a registered 3D face scan can
be rendered as 2D faces with arbitrary poses by changing the rotation parameters θx, θy
and θz. Fig. 6.2 shows some rendered 2D faces under different pose variations from one
3D face scan. Although the number of the vertices of a 3D face scan exceeds 30,000
in our model, we only need a small number of projected 2D landmarks for FLD. In
our case, we select 34 landmarks (Fig. 6.3) from the registered 3D scans and use their
projected 2D coordinates as the ground truth shapes.
Note that the texture details of synthesised faces are not as good as real ones, e.g. the
synthesised facial images have a uniform background. Also, the synthesised faces lack
variety of appearance compared with real faces, such as expression, illumination and
occlusion by other artefacts. Thus simply using only synthesised facial images as a
training dataset is insufficient. To overcome this problem, one straightforward solution
is to synthesise more realistic facial images. For example, we can use randomly selected
background as suggested by [126, 58], and add a Phong reflection model to generate
virtual facial images with illumination variations [16, 17]. However, neither of them
can solve the problem fundamentally due to the rich variations in appearance of human
faces. Another way is to directly train a CR-based model on a mixed training dataset
including both real and synthesised faces. We use the term ‘one-off’ training for this
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Figure 6.3: Projected 34 facial landmarks on the synthetic dataset.
approach. However, the model obtained by this one-off training does not fit to a real face
very accurately, due to the preponderance of the synthesised faces in the mixed training
dataset. The synthesised faces dominate the trained model, especially when the size of
the synthetic dataset is much bigger than that of the real face dataset. Thus we propose
a CCR approach trained using the mixed dataset with dynamic mixture weighting, so
that the synthetic and real face datasets are complementary. In our proposed CCR, the
use of dynamic multi-scale HOG features leads to further robustness in these variations,
especially in illumination, because it operates on image gradient orientations rather
than raw pixel values.
In this chapter, we only synthesise virtual training face images with pose variations.
As discussed above, we can also synthesise more face instances with illumination vari-
ations using the Phong reflection model. However, the main target of this chapter is
to eliminate the difficulties caused by large-scale pose variations. According to our
experimental results, we found that the CR-based FLD method was very robust to
illumination and expression variations. Moreover, the problem of varying illumination
could be tackled by the use of illumination-invariant local descriptors to a great ex-
tent. For the synthesis of virtual faces with expressions, we leave this as our future
work because our current 3DMM cannot model expression variations. Lastly, we could
not synthesise realistic virtual faces with all kinds of variations. This is also the main
reason that why we propose the CCR algorithm.
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6.3.2 Cascaded Collaborative Regression Training
The proposed CCR algorithm is based on the state-of-the-art CR framework [52, 175,
178] that is introduced in Section 5.2. In CR-based FLD, a 2D face shape is represented
by a set of predefined landmarks s = [x1, y1, · · · , xL, yL]T, where L is the number of
landmarks and [xl, yl]
T are the coordinates of the lth landmark. The basic idea of CR
is to form a strong regressor,
Φ = {R1, · · · ,RM}, (6.3)
from a sequence of weak regressors, i.e. R, in series. Note that the cascade structure
provides an essential framework for the proposed CCR approach, because the main
purpose of our proposed CCR is to optimally combine the complementary information
from the synthesised and real face datasets. In such a case, different types of training
data can be used in designing the respective stages of the cascade. More specifically,
this involves mixing synthetic data and real data in designing successive stages of the
cascade via a dynamic mixture weighting scheme imposing an iterative adjustment of
the weights during the training phase. This can only be accomplished when we have a
multiple regressor system such as the cascaded regression framework, because we hope
to obtain a set of regressors that are trained on a mixture of synthetic and real faces with
different weightings. In our proposed CCR, the synthesised training dataset dominates
the training of the first few weak regressors because larger weighting coefficients are
assigned to the synthesised faces. Then we set the weights of real faces higher in the last
few weak regressors training. By design, benefiting from the large synthesised training
dataset, the first few weak regressors in CCR are capable of overcoming the difficulty
caused by pose variation. The last few weak regressors mainly trained on a relatively
small number of real faces refine the rough shape estimates output by the first few
elements, to create a more versatile model.
Given a mixed training dataset with Nv synthesised images {I˜(1), · · · , I˜(Nv)} and Nr real
images {I(1), · · · , I(Nr)}, and the corresponding ground truth shapes {s˜∗(1), · · · , s˜∗(Nv)}
and {s∗(1), · · · , s∗(Nr)}, we first generate the initial shape estimates {s˜(1), · · · , s˜(Nv)}
and {s(1), · · · , s(Nr)} by putting a reference shape in the detected face bounding box,
as introduced in Section 5.2.1.
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Then we recursively learn the weak regressors from m = 1 to M . In the training
phase, the initial shape estimates s are used to obtain the first weak regressor R1 =
{A1,b1}, and then we apply this trained weak regressor to update all initial shapes to
train the next weak regressor, until all the weak regressors in Φ = {R1, · · · ,RM} are
obtained. To be more specific, the cost function of learning the mth weak regressor
Rm = {Am,bm} by CCR is:
J(Am,bm) =
ω(m)Jv + (1− ω(m))Jr
2N
+ λ‖Am‖2F , (6.4)
0 5 ω(m) 5 1,
where ω(m) is a dynamic mixing parameter, N = Nv + Nr is the total number of the
training samples, λ is the weight of the regularisation term and ‖·‖F is the Frobenius
norm. Jv is the cost function calculated from the synthesised training samples:
Jv =
Nv∑
n=1
‖Amf˜ (n) + bm − δs˜(n)‖22, (6.5)
and Jr is the cost function calculated from the real training samples:
Jr =
Nr∑
n=1
‖Amf (n) + bm − δs(n)‖22, (6.6)
where f (n) = f(I(n), s(n)) ∈ RNf is the extracted shape-indexed local feature for the
nth training example, f(I, s) is the feature mapping function, Am ∈ R2L×Nf is the
projection matrix of the mth weak regressor, bm ∈ R2L is the offset of the mth weak
regressor, δs(n) = s∗(n) − s(n) is the shape difference between the ground truth shape
s∗ and the current shape estimate s(n). For the first weak regressor training, the
current shape estimate is the initial shape estimate. For the remaining weak regressors,
i.e. m > 1, the current shape estimate s(n) is obtained by applying the previous m− 1
weak regressors to the initial shape estimate s(n),
s(n) ← s(n) + Akf + bk, (6.7)
for k = 1, · · · ,m− 1, as described in Algorithm 5.1.
The synthesised image dataset interplays with the real image dataset via the dynamic
mixing parameter ω(m). The first few regressors in the cascaded structure generate
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Figure 6.4: The curve of ω(m) as m is increased, with different shrinking rates K in
equation (6.8). For comparison, a simple linear function is also used.
gross shape updates to accommodate pose variations, while the subsequent regressors
generate more precise shape refinement. The annealing schedule of ω(m) as a function
of m is set by:
ω(m) =
1
1 + eK(m−1)
, (6.8)
where K is a shrinking rate. Fig. 6.4 shows how the function ω(m) varies when we
set K to different values. In the strong cascaded regressor trained by CCR, the first
few weak regressors are trained on a mixed dataset with a large number of synthesised
images and hence have a good generalisation capacity to pose variations, while the
last few weak regressors are trained mainly on real images and hence can fine-tune the
shape estimate of a real face.
Note that although the overall mapping function in (6.3) is non-linear, each stage in the
cascade implements a linear regressor. Thus the mth weak regressor can be efficiently
solved by:
ATm = (FΩmF
T + λI)−1FΩmδST, (6.9)
where Ωm ∈ RN×N is a diagonal matrix:
Ωm(i, j) =

ω(m) if i = j AND i, j ≤ Nv
1− ω(m) if i = j AND i, j > Nv
0 others
, (6.10)
with the first Nv non-zero values ω(m) and the last Nr non-zero values 1 − ω(m) on
the main diagonal. F ∈ RNf×N is the concatenated feature matrix of the synthesised
124 Chapter 6. Cascaded Collaborative Regression
training samples and the real training samples:
F = [f˜ (1), · · · , f˜ (Nv), f (1), · · · , f (Nr)], (6.11)
where f (n) = f(I(n), s(n)) stands for the shape-indexed feature vector extracted from
the nth training image I(n) using the corresponding updated shape s(n), and Nf is the
dimensionality of the extracted local features. δS ∈ R2L×N is the concatenated shape
difference matrix of the synthesised training samples and the real training samples:
δS = [δs˜(1), · · · , δs˜(Nv), δs(1), · · · , δs(Nr)], (6.12)
and L is the number of predefined landmarks. To obtain b, we can simply add one
more element with the value of 1 at the beginning of each shape-indexed feature vector;
hence the first column of the solved matrix A becomes b.
6.3.3 Dynamic Multi-Scale Local Feature Extraction
The CCR algorithm is presented above and the only remaining task is feature extrac-
tion, i.e. how to design the feature mapping function f = f(I, s) for the CCR training.
In this section, we present a dynamic multi-scale local feature extraction scheme to
extract more informative local features. As suggested by [178], the HOG descriptor
performs best in CR-based FLD. To validate this conclusion, in Section 5.2, we tested
the accuracy of HOG, LBP and SIFT descriptors on a synthetic dataset using a stan-
dard linear-regressor-based cascaded regression method. For HOG, we used both the
classical Dalal-Triggs HOG [49] and the extended Felzenszwalb HOG [60]. The exper-
imental results confirm the conclusion of [178], as demonstrated in Fig. 5.4. Hence, in
this chapter, we use HOG as the baseline to demonstrate the superiority of the proposed
dynamic multi-scale local feature extraction strategy.
We first extract multi-scale HOG features from multiple neighbourhoods of each land-
mark, similar to Chen et al. [28]. They showed that the use of multi-scale local feature
descriptors was beneficial for the task of face recognition, so we combine this multi-
scale feature extraction method with the variable-scale strategy [178, 185], i.e. using a
larger window for the first regressor and progressively smaller windows for the following
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(a)
...
(b)
Figure 6.5: A schematic overview of the proposed dynamic multi-scale local feature
extraction approach, when we set the number of sub-regressors in cascade M = 5 and
the number of scales for multi-scale local feature extraction C = 2 (equation (6.13)):
(a) dynamic multi-scale windows for the 1st sub-regressor; and (b) dynamic multi-scale
windows for the 5th sub-regressor.
regressors. In contrast to [28, 185] that generate a set of pyramid images of the orig-
inal image and use a fixed basic window, we apply the multi-scale feature extraction
strategy by varying the sizes of windows around a landmark for each regressor. The
variable-scale feature extraction method benefits the proposed CCR, because the ex-
tracted local features using the relatively small windows of the last few weak regressors
are more robust to pose variations that have already been tackled by the first few weak
regressors.
To obtain dynamic multi-scale local features, we denote the window size of the cth
scale of the mth sub-regressor in the cascade as S(m,c)(m = 1, · · · ,M ; c = 1, · · · , C),
where C is the number of scales for local feature extraction and M is the number of
sub-regressors. We set
S(m,c) =
(1 + 1m)Sface(s)
c+ 1
, (6.13)
where m reduces the window size as the order of the sub-regressor grows, c generates
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different scales for each sub-regressor, and Sface(s) is the face size calculated from the
current shape estimate s. The face size is obtained using the maximum of the inter-
ocular distance and the height between eye and mouth. The neighbourhoods with
dynamic multi-scale window sizes of the 1st and 5th regressors are shown in Fig. 6.5,
when we set M = 5 and C = 2. Then we split each neighbourhood into 3 × 3 cells
and resize each cell to 10 × 10 to extracted HOG features on each cell. Finally, we
concatenate all the outputs from the HOG descriptor into a single feature vector. We
could further rescale the basic windows to more sub-windows or split the neighbourhood
into more cells, to extract more informative local features. However, the dimensionality
of the extracted local feature vector would be higher, leading to increased storage and
computation costs.
6.4 Evaluation
We extensively evaluated the proposed algorithm on a number of face datasets: a
synthetic face dataset rendered from 163 3D face scans [77]; the CMU Multi-PIE face
dataset [70]; the BioID dataset [84]; the HELEN dataset [94]; the LFPW dataset [13];
and the COFW dataset [22].
In this section, we first introduce these datasets and detail our experimental settings.
Secondly, we evaluate the performance of a basic linear-regression-based CR algorithm
with our proposed dynamic local feature extraction approach on the synthetic dataset,
in terms of both the FLD accuracy and 3D face reconstruction accuracy. Thirdly, we
investigate the proposed CCR training strategy on the Multi-PIE dataset using different
settings. Lastly, we compare our proposed method with several recently proposed state-
of-the-art algorithms [13, 195, 23, 193, 175, 135, 6, 22, 66, 62] on BioID, HELEN, LFPW
and COFW.
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(a) near-frontal faces
(b) half-profile faces
Figure 6.6: Pose variations in the selected subset of Multi-PIE, including (a) 5 near-
frontal poses (05 1, 05 0, 14 0, 04 1, 13 0) with 16 Idiap ground truth landmarks, and
(b) 4 half-profile poses (19 0, 19 1, 08 0, 08 1) with 8 Idiap ground truth landmarks.
6.4.1 Experimental Setup
Datasets
The images in our synthetic face dataset were rendered from a 3D face scan database
with 163 identities [77, 78]. For each identity, we rendered 11 × 5 2D faces with 11
evenly-distributed yaw rotations from −50◦ to 50◦ and 5 pitch rotations at −30◦, −15◦,
0◦, 15◦, 30◦, as shown in Fig. 6.2. Thus, we generated 8965 2D facial images of 163
identities in total. The ground truth landmarks of the synthesised face dataset were
obtained by projecting the 3D vertices to 2D directly. For model training and test, we
generated 34 2D landmarks in total, as shown in Fig. 6.3.
The Multi-PIE database was introduced in Section 2.3. It has more than 750000 images
of 337 people captured in 4 time sessions, with a wide range of pose, expression and
illumination variations. We chose all 249 identities in Session-01, with 9 different pose
variations, all 20 illumination variations and neutral expression. The total number of
the images in the selected subset is 44820. The pose variations of the selected subset
are shown in Fig. 6.6. We used the ground truth landmarks manually annotated by
the Idiap research institute [57]. As the Idiap ground truth has 16 landmarks for near-
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(a) (b) (c) (d) (e)
Figure 6.7: Landmarks for different datasets: (a) the original 34 landmarks of our
synthetic dataset; (b) the selected 8 landmarks for Multi-PIE; (c) the selected 17 land-
marks for BioID; (d) the selected 29 landmarks for LFPW and COFW; and (e) the
expanded 194 landmarks for HELEN.
frontal faces and 8 landmarks for half-profile faces, we measured the FLD accuracy
using the overlapped 8 landmarks (Fig. 6.6b).
The BioID [84], HELEN [94], LFPW [13] and COFW [22] face datasets were introduced
in Section 2.3. Each BioID face has 20 manually annotated landmarks and 17 of them
are usually used to test a FLD algorithm [48], as shown in Fig. 6.14a. For the HELEN
face dataset, each images 194 annotated landmarks. The 29 landmarks for LFPW and
COFW are illustrated in Fig. 5.8 in the last chapter.
Note that, to use the proposed CCR algorithm, we have to train our model on a mixed
dataset with both synthetic and real images. However, the synthetic and real images
used in our evaluation have different numbers of landmarks. To address this issue, we
use a subset of our 34 landmarks of the synthetic data for Multi-PIE, BioID, LFPW
and COFW; and expand our 34 landmarks to 194 landmarks by linear interpolation
for HELEN, as shown in Fig. 6.7.
Measurement metric
We evaluated the proposed algorithm in terms of landmark detection accuracy on all
these datasets and also in terms of 3D face reconstruction accuracy on the synthetic
dataset, because the ground truth 3D shape and appearance required for the measure-
ment were not available for the other datasets.
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The performance of FLD is measured by the normalised average Euclidean distance be-
tween the detected landmarks and the ground truth ones, as indicated in Equation (5.5).
The accuracy of 3D face reconstruction is measured by the cosine distance in shape,
texture and shape plus texture. Taking texture as an example, given a ground-truth 3D
texture t∗ and the reconstructed 3D texture t′ from a single 2D image, the similarity
between them is measured by the cosine distance:
cos(θ) =
t∗ · t′
‖t∗‖‖t′‖ , (6.14)
where θ is the angle between these two vectors.
Implementation Details
The parameters of the CCR method are set by testing the algorithm on a validation set,
from which we set the regularisation term λ to 1000, the number of weak regressors M in
the cascade to 5, the shrinking parameter K in the proposed dynamic weighting scheme
to 2, and the number of scales used for dynamic multi-scale local feature extraction
C to 2. For COFW, the detected face bounding boxes are provided along with the
database. For HELEN and LFPW, we used the face bounding boxes from iBUG [134].
For BioID, a Viola-Jones face detector was applied to obtain the face bounding boxes.
For the synthetic dataset and the Multi-PIE dataset, it is hard to detect all the faces
due to their wide pose variations. Thus we synthesised the face bounding boxes. We
first calculated the ground truth face bounding boxes using the corresponding ground
truth shapes. Then we performed random displacements between [−15%, 15%] of the
width and height of a ground truth face bounding box to its left-upper corner, and then
resized its width and height randomly between [0.85, 1.15]. The initialisation method
is described in Section 5.2.1. The proposed algorithm was tested on a Dell OPTIPLEX
9020 workstation with one Intel Core i7-4790 CPU, 16GB RAM and programmed in
MATLAB 2015a.
6.4.2 Experiments on the Synthetic Dataset
The reason we use this synthetic dataset is mainly to demonstrate the effectiveness
of the use of 3D synthesised faces in detecting self-occluded landmarks, and how this
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Figure 6.8: A comparison of different facial landmark detectors in terms of accuracy
on the synthetic dataset: (a) the cumulative distribution curves of different facial land-
mark detectors, including manually annotated results, view-based AAM and the linear-
regression-based CR methods using DT-HOG, F-HOG and their dynamic multi-scale
versions; (b) the average error of the CR-based approach with respect to the number
of scales for our proposed dynamic multi-scale local feature extraction strategy; (c)
performance measured in terms of the accuracy of different landmarks.
influences 3D face reconstruction using a 3DMM. In this part, we did not use the
proposed CCR algorithm, because it was developed for a mixed training data. We used
a standard linear-regression-based cascade regression (CR) algorithm with different
HOG descriptors and their dynamic multi-scale versions, compared with a standard
generative view-based AAM using the inverse-compositional fitting algorithm [106].
We compared the landmark detection accuracy using different methods to validate the
superiority of the discriminative model to generative model, and also to demonstrate the
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merit of the proposed dynamic multi-scale local feature extraction approach compared
to the standard way. In addition, we evaluated the detection accuracy for self-occluded
landmarks and demonstrated how it affects the 3D face reconstruction accuracy from a
single 2D facial image. We repeated a 2-fold cross-validation 10 times on the synthetic
dataset and used the average value for measurement. The images of the training and
test sets were all synthesised faces.
Facial landmark detection
In this part, different FLD algorithms were used. We used a standard linear-regression-
based CR algorithm in this experiment, with two different HOG features, and compared
it with a standard generative view-based AAM [45] and human annotated results. To
obtain the human annotated results, we randomly selected 200 test images and man-
ually annotated them. Note that the superiority of the CR-based algorithms has al-
ready been validated both in controlled and uncontrolled scenarios by many recent
papers [62, 52, 175, 178, 149, 6, 22, 130]. Despite the differences in the type of regres-
sion and in the local feature extraction methods we claim that the key to the success
of these algorithms is the use of the CR framework [52]. Furthermore, we did not
use the proposed cascaded collaborative regression in this part; hence the only differ-
ence between the basic CR approach used here and the state-of-the-art SDM [175] is
that we use our proposed dynamic multi-scale HOG features rather than SIFT. From
our experience, the choice of HOG results in more accurate landmark detection, as
demonstrated in Fig. 5.4 in the last chapter.
The landmark detection performance in terms of accuracy of different algorithms is
shown in Fig. 6.8. Firstly, all the automatic detected results exceed the human perfor-
mance in accuracy, including the view-based AAM. This is because the majority of the
test images are non-frontal faces and it is hard to estimate the landmarks of the self-
occluded facial parts manually, especially for the landmarks on the outer boundary of a
human face (ID 1-7 in Fig. 6.3). The human annotation results would be much better
than those of the view-based AAM if we were to exclude some occluded landmarks,
as shown in Table 6.1. The human annotation performance across 5 rotation-robust
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Table 6.1: A comparison of different FLD algorithms in terms of accuracy, measured
by the average error using 34 landmarks and 5 robust landmarks (ID 24, 25, 28, 30, 31
in Fig. 6.3), normalised by inter-ocular distance.
34-landmark (%) 5-landmark (%)
View-AAM 7.83 ± 0.73 6.08 ± 0.56
CR + DT-HOG 4.68 ± 0.13 3.97 ± 0.12
CR + F-HOG 4.25 ± 0.13 3.52 ± 0.12
CR + M-DTHOG (C=2) 4.43 ± 0.11 3.56 ± 0.11
CR + M-FHOG (C=2) 4.08 ± 0.12 3.25 ± 0.12
Human 9.62 4.31
landmarks (eye centres, nose tip and mouth corners) is much better than that measured
on all 34 landmarks. Fig. 6.8c shows the detection accuracy of different algorithms for
all 34 landmarks. It is obvious that the landmarks at the occluding boundary of a face
contribute much more than the others to the final detection error. Secondly, we mea-
sured the dependence of the landmarking performance on the number of feature scales
C. Both Table 6.1 and Fig. 6.8b demonstrate the superiority of the proposed dynamic
multi-scale local feature extraction strategy. However, the improvement is minor when
we use more than 3 scales for local feature extraction, as indicated by Fig. 6.8b. The
main reason is twofold: 1) the local features extracted from a small window size pro-
vide less information for a discriminative FLD learning; 2) the information of the local
features extracted from different scales is somewhat redundant. Lastly, the discrimi-
native linear-regression-based CR algorithm performs much better than the generative
view-based AAM.
3D face reconstruction
We evaluated the 3D face reconstruction performance by fitting a 3DMM to a 2D facial
image [78]. The landmarks detected by different algorithms described in the previous
subsection, as well as the ground truth landmarks, were used for 3DMM initialisation.
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Table 6.2: A comparison of the accuracy of 3D face reconstruction using different 2D
facial landmarks as initialisation, measured in terms of the cosine distance between
reconstructed and ground truth 3D faces in shape, texture and the concatenated 3D
shape and texture.
shape texture shape + texture
View-AAM -0.0412 ± 0.0078 0.4887 ± 0.0145 0.4194 ± 0.0128
CR + DT-HOG 0.1866 ± 0.0068 0.5978 ± 0.0106 0.5239 ± 0.0094
CR + F-HOG 0.2159 ± 0.0097 0.6096 ± 0.0109 0.5365 ± 0.0096
CR + M-DTHOG 0.2127 ± 0.0084 0.6118 ± 0.0103 0.5387 ± 0.0095
CR + M-FHOG 0.2343 ± 0.0096 0.6216 ± 0.0101 0.5482 ± 0.0090
Ground Truth 0.4771 0.7000 0.6388
Human 0.1593 0.4659 0.4051
Table 6.2 shows the cosine correlations between the reconstructed and ground truth
3D information in shape, texture and shape plus texture. Now 3D face reconstruction
from a single 2D facial image is a very challenging task. Hence the correlation of shape
is very low even when we use the ground truth 2D landmarks for 3DMM initialisation.
Similarly to the landmark detection accuracy shown above, the 3D face reconstruction
accuracy initialised by the dynamic multi-scale F-HOG CR is superior to all the others,
especially to the manually annotated 2D facial landmarks. The main reason is that
the trained CR-based model estimates the landmarks of the self-occluded face parts
better. In contrast, it is very hard to estimate the landmarks of the occluded facial
parts manually.
6.4.3 Experiments on Multi-PIE
The experiments on Multi-PIE explore the effectiveness of the use of the synthesised
faces as a complementary training set for our proposed CCR algorithm. We evaluated
the algorithms on different types of training data varying both in quantity and quality.
Here, the term ‘quantity’ stands for the number of the training samples and the term
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‘quality’ stands for the variety of the poses and face appearance in the training set. To
vary the quantity and examine the quantitative relationship between the size of training
data and the algorithm performance, we split the selected subset into training and test
sets with different proportions. We randomly selected a training subset with different
proportions (10%, 20%, · · · , 90%) of the available identities and used the remaining
identities as the test set. To vary the quality, we designed two different protocols: one
had a training subset with incomplete pose variations and the other had a training
subset with all pose variations. The first protocol used 5 near-frontal poses in the
training set for landmark detector training, whereas the second protocol used all 9
poses. Thus the size of the real training dataset varies from around 2500 to 22500
images for the first protocol, and from around 4500 to 40500 for the second protocol.
We repeated each random selection 10 times and reported the average value. As the
relative performance of different HOG descriptors has already been shown in the last
section, we only use the proposed dynamic multi-scale F-HOG in this part.
Training set with incomplete pose variations
In this protocol, to examine the effectiveness of the use of 3D synthesised faces, we
generate three different training datasets using: a) only 3D synthesised facial images;
b) only Multi-PIE faces with 5 near-frontal poses; c) a combination of a) and b) with
mixed training samples. For the first two training sets, we use the classical CR training,
because they only contain either real or synthesised faces. For the last one with mixed
training images, we use the one-off CR and the proposed CCR methods.
Firstly, note that the detection results obtained using only 3D synthesised faces do not
adapt to real faces well (Fig. 6.9a), because the latter contains a wide range of variations
in appearance exhibited by real faces. Secondly, as expected, increasing the number
of training samples improves the accuracy of the FLD (Fig. 6.9b). This confirms that
a large amount of training data is crucial to the success of a regression-based facial
landmark detector training. However, this large training data is not always available in
practical applications. Third, the use of the 3D synthesised faces as additional training
samples improves the performance of the existing linear-regression-based CR approach.
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Figure 6.9: A comparison of the facial landmark detectors trained from the proposed
CCR and the one-off CR in terms of accuracy on Multi-PIE, using three different
training datasets (3D Syn.: 3D synthesised faces, MPIE-Fro.: Multi-PIE faces with
only 5 near-frontal pose variations and 3D Syn. & MPIE-Fro.: a combined one with
all above): (a) the cumulative distribution curves of different algorithms when 10% of
selected Multi-PIE faces are used as the training subset; (b) the average normalised
errors of different algorithms with respect to the proportion of the training subset of
all selected Multi-PIE faces.
Lastly, the proposed CCR algorithm improves the performance in accuracy even further,
especially when we have a small number of training samples (Fig. 6.9b). To further
investigate the experimental results, we evaluate the performance of different trained
facial landmark detectors, in terms of accuracy, over the test samples with different
pose variations independently. According to the results in Fig. 6.10, we can see that
the use of 3D synthesised faces improves the accuracy of the trained facial landmark
detector, especially for the faces with larger pose variations (blue line vs. red line). In
addition, the use of the proposed CCR algorithm further improves the accuracy of the
trained facial landmark detector, comparing the black line to the red line.
In this part, we also evaluated the performance of the proposed CCR method using
different dynamic weighting functions and parameters, as shown in Fig. 6.11. We
investigated the effectiveness of the proposed dynamic weighting function ω(m) as a
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Figure 6.10: A comparison of the proposed CCR and the one-off CR on Multi-PIE for
different poses. The average errors are evaluated on the test images with different pose
variations, where the pose ID from 1 to 9 stands for the poses from left to right with
the labels of ‘08 1’, ‘08 0’, ‘13 0’, ‘14 0’, ‘05 1’, ‘05 0’, ‘04 1’, ‘19 0’ and ‘19 1’, as shown
in Fig. 6.6. Note that, in this experiment, we only used the 10% of the Multi-PIE face
images for training that contains only near-frontal pose variations.
function of the shrinking rate parameter K in equation (6.8). Also, we used a linear
function (shown in Fig. 6.4) as a baseline to further validate the superiority of our
proposed dynamic weighting function. The proposed CCR algorithm degenerates to a
classical CR method simply trained on a mixed dataset when we set K to 0; hence the
system cannot achieve very high accuracy. As K increases, the average error of the
proposed CCR firstly goes down and then slightly up. This result indicates that the
weights of the synthetic and real datasets should be balanced carefully. The system
cannot generalise well when the real image data prematurely dominates the system, and
cannot adapt to real images well when the real image data is engaged in the training
too late. Note the proposed annealing function ω(m) gives better results than simply
using a decreasing linear function.
6.4. Evaluation 137
0 0.5 1 1.5 2 2.5 3 3.5 4
0.077
0.078
0.079
0.08
0.081
0.082
0.083
shrinking rate (K)a
ve
ra
ge
 e
rro
r n
or
m
al
ise
d 
by
 in
te
r−
oc
ul
ar
 d
ist
an
ce
 
 
the proposed annealing function
linear function
Figure 6.11: A comparison of the accuracy of the proposed CCR algorithm with respect
to the shrinking parameter K. A simple decreasing linear function (shown in Fig. 6.4) is
also used for comparison. The result is obtained on Multi-PIE using a mixed training
dataset. For CCR training, both the 3D synthesised faces and 10% 2D frontal real
images from Multi-PIE are used. The remaining 90% real images are used for test.
Training set with a complete range of pose variations
As stated above, in spite of the number of training samples, the use of 3D synthesised
faces as a complementary training subset improves the final results, especially in con-
junction with the proposed CCR algorithm. Thus, it is interesting to ask why the use
of the 3D synthesised faces helps to train the facial landmark detector even when the
original training set already contains wide ranging pose variations.
In this protocol, we generate three different training sets using: a) only 3D synthesised
facial images; b) only Multi-PIE faces with all pose variations; c) a combination of a)
and b). As in the previous protocol, we only use the one-off CR method for the first
two training sets, and use both the one-off CR and the proposed CCR methods for the
last one with mixed training samples.
First, similar to the first protocol, increasing the number of training samples improves
the performance of a trained facial landmark detector (Fig. 6.12b). Second, the per-
formance of the landmark detector trained on all Multi-PIE faces is much better than
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Figure 6.12: A comparison of the detectors (the proposed CCR and the one-off CR) in
terms of accuracy achieved on Multi-PIE, using three different training datasets (3D
Syn.: 3D synthesised faces, MPIE-ALL: Multi-PIE faces with all pose variations and 3D
Syn. & MPIE-ALL: a combined one with all above): (a) the cumulative distribution
curves of different algorithms when 10% of selected Multi-PIE faces are used as the
training subset; (b) the average normalised errors of different algorithms with respect
to the proportion of the training subset of all selected Multi-PIE faces.
that trained on only near-frontal Multi-PIE faces (Fig. 6.9 vs. Fig. 6.12), because the
training set used in this protocol covers all pose variations in the test set. Third, using
the one-off CR training improves the trained detector marginally only when we have a
small number of training samples. In contrast, the proposed CCR algorithm improves
the detection performance even when the variations in the training set cover all possible
variations in the test set. Last, when the training set is large enough, e.g. when 90%
of all images are selected as the training set (Fig. 6.12b), the improvement is marginal.
This is because the size of the training set is already very large (44820 ∗ 90% = 40338).
However, in practical applications, it is hard to obtain such a large training data set
with different pose variations. Thus, the use of 3D synthesised faces as a complementary
training dataset is an excellent alternative.
To further investigate the experimental results, in this part, we also evaluate the accu-
racy of different trained facial landmark detectors, over the test samples with different
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Figure 6.13: A comparison of the proposed CCR and the one-off CR on Multi-PIE for
different poses. The average errors are evaluated on the test images with different pose
variations, where the pose ID from 1 to 9 stands for the poses from left to right with
the labels of ‘08 1’, ‘08 0’, ‘13 0’, ‘14 0’, ‘05 1’, ‘05 0’, ‘04 1’, ‘19 0’ and ‘19 1’, as shown
in Fig. 6.6. Note that, in this experiment, we only used the 10% of the Multi-PIE face
images for training that contains all the pose variations.
pose variations independently. According to the results in Fig. 6.13, to simply use
3D synthesised faces by adding them to the current training dataset for the classical
CR-based FLD training is sometimes harmful when the existing training dataset has
enough variations in appearance, comparing the blue line to the red line at the point
‘1’ on the X-axis. In contrast, the use of the proposed CCR algorithm guarantees that
the performance of the trained facial landmark detector can always be improved, com-
paring the black line to the blue line. Also, for faces with large pose variations, the
proposed CCR algorithm can further improve the accuracy of the system by adding
more 3D synthesised faces to the existing training dataset, whereas the improvement
of the use of CR-based FLD method is marginal.
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6.4.4 Experiments on BioID, HELEN, LFPW and COFW
To validate the superiority of the proposed CCR algorithm, we compared it with a set of
state-of-the-art algorithms on the BioID, LFPW, HELEN and COFW datasets. How-
ever, this is not a simple task as the results reported for different algorithms across these
datasets are based on different measurement metrics. For example, [48, 168, 13, 23]
evaluated the performance of their methods in accuracy using 17 landmarks on BioID,
whereas [135, 26] measured their approaches using 12 landmarks. Also, different presen-
tation styles, such as cumulative distribution curve is one case and a table with average
error is another, have been used. In this part, to make a comprehensive comparison,
we report the accuracy of our algorithm on the BioID dataset using both 17 and 12
landmarks in terms of a cumulative distribution curve figure. On HELEN, LFPW and
COFW, we compared our approach to the other algorithms in tables reporting average
error, failure rate and speed, as used in [22, 23, 130]. The average error was normalised
by the inter-ocular distance across 194 landmarks on HELEN, 17 and 29 landmarks on
LFPW, and 29 landmarks on COFW. The failure rate is defined by the percentage of
the failed detected images whose average error is bigger than 10% of the inter-ocular
distance, as in [22]. The speed is measured in fps (frames-per-second). We also discuss
the efficiency of the proposed CCR algorithm at the end of this subsection.
BioID
To make a comparison on BioID, we trained our CCR model on our synthetic dataset
and the COFW dataset. The performance of different algorithms in accuracy is pre-
sented in Fig. 6.14, using both 17 and 12 landmarks. As the main purpose of the use
of our synthetic data is to deal with the difficulty caused by pose variations and the
BioID dataset only consists of near-frontal faces, the superiority of the proposed CCR
is not very significant compared to some state-of-the-art methods, e.g. [23] and [13].
However, CCR outperforms all the other algorithms in accuracy.
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Figure 6.14: A comparison of the proposed method to a set of state-of-the-art algo-
rithms (Cao et al. [23], Belhumeur et al. [13], Cristinacce et al. [48], Vukadinovic
et al. [168], Sangineto [135] and 3DSM [26]) on BioID: (a) the 17 (ID 1-17) and 12
(ID 6-17) landmarks used for comparison; (b) the cumulative distribution curves of
different algorithms measured on 17 landmarks; and (c) the cumulative distribution
curves of different algorithms measured on 12 landmarks.
HELEN
A face image in the HELEN dataset contains 194 landmarks, whereas the synthesised
face has only 34 landmarks. To address this problem, we regenerated 194 landmarks
using linear interpolation on our existing 34 landmarks, as shown in Fig. 6.7e. The
results on HELEN are demonstrated in Table 6.3. Note that, the results of [23] were
provided by [22] using their re-implementation. The proposed CCR performs best both
in the average error and the failure rate, and is only slower than LBF [130].
LFPW & COFW
To use the synthetic dataset as a complementary training set on LFPW and COFW, we
first chose a landmark subset with 28 landmarks from our complete set of 34 landmarks
(ID 4, 8-34 in Fig. 6.3). Then we used the landmark with ID 33 twice to obtain the
final landmark subset. The results on LFPW and COFW are shown in Table 6.4 and
Table 6.5, respectively. The proposed CCR beats all the others both in the average
error and the failure rate, along with a competitive speed measured in fps (frames per
second). The average errors are measured both on 29 landmarks and 17 landmarks for
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Table 6.3: Comparison on HELEN. The error was measured on 194 landmarks and
normalised by the inter-ocular distance.
method error (%) failures (%) speed (fps)
ST-ASM [111] 11.1 - -
Le et al. [94] 9.1 - -
Cao et al. [23] 7.1 13 2
RCPR [22] 6.5 8 6
SDM [175] 5.85 - 21
LBF [130] 5.41 - 200
CCR + M-FHOG 5.25 7.1 24
LFPW, and only on 29 landmarks for COFW. The selected 17 landmarks are the same
as on BioID (Fig. 6.14a). The LFPW dataset is less challenging than COFW, due to
many images with very varied poses and occlusions in COFW; hence the superiority of
the proposed CCR on COFW is more significant than that on LFPW. Some examples
of the detected landmarks on COFW are shown in Fig. 6.15.
It is worth noting that the comparisons above are not totally fair because we used a
synthetic dataset as a complementary training dataset. However, the other algorithms
also augmented the training data in different ways. For instance, HPM [66] generated
4 extra images per training image by putting some artificial occlusions to the original
images, and the RCRC method augmented the training data of COFW 10 times (1345×
10) by giving different initialised shapes that is even larger than the number of our
mixed training samples (8965). This demonstrates that the use of synthesised faces as
an augmentation method is more helpful.
The efficiency of CCR
As discussed above, the speed of the proposed CCR on HELEN is almost half of that
on LFPW and COFW. The reason is that the speed of the proposed algorithm is
highly related to many factors, such as the number of landmarks (L). To speed up
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Table 6.4: Comparison on LFPW. The error was measured both on 17 and 29 land-
marks and normalised by the inter-ocular distance.
method
error (%) failures speed
me17 me29 (%) (fps)
Zhou et al. [193] 3.89 3.92 - 25
Cao et al. [23] - 3.43 - 20
SDM [175] - 3.47 - 30
RCPR (full) [22] - 3.50 2.00 12
DRMF et al. [6] 6.50 - 5.74 1
Belhumeur et al. [13] 3.96 3.99 ≈6 1
LBF [130] - 3.35 - 460
RCRC [62] 3.29 3.31 0.84 24
CCR + M-FHOG 3.28 3.29 0.84 69
Table 6.5: Comparison on COFW. The error was measured on 29 landmarks and
normalised by the inter-ocular distance.
method error (%) failures (%) speed (fps)
Zhu et al. [195] 14.4 80 0.1
Cao et al. [23] 11.2 36 4
RCPR (full) [22] 8.5 20 3
HPM (LFPW68) [66] 7.5 13 0.03
HPM (HELEN68) [66] 7.8 17 0.03
RCPR(full)+RPP [179] 7.5 16 4
ESR+RPP [179] 9.5 28 4
RCRC [62] 7.3 12 22
CCR + M-FHOG 7.03 10.9 69
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Figure 6.15: Detected landmarks on COFW by the proposed CCR algorithm.
our algorithm on HELEN, we only extracted local features around a subset of all 194
landmarks. note, the speed of the proposed algorithm is related to some parameters
used in our system, including the number of cascaded weak regressors (M), and the
number of the scales used to extract local features (C). However, the shrinking rate
(K) used in the weighting function does not affects the speed of the algorithm, but
does impacts on the accuracy seriously as shown in Fig. 6.11. Note that the increase
of C and L leads to a quadratic increase in the computational and memory costs of
the training step. Although this can be carried out oﬄine, it also leads to a linear
increase in the computational and memory costs of online testing. The increase of M
leads to a linear increase in the computational and memory costs of the oﬄine training
and online testing steps. In practical applications, these parameters should be tuned
carefully according to the running environment and the requirements of a specific task.
6.5 Summary
We have presented a supervised cascaded collaborative regression (CCR) algorithm that
exploits synthesised faces for robust FLD in 2D. The use of synthesised faces generated
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by 3DMM greatly improves the generalisation capability of the trained facial landmark
detector. A major advantage of using synthesised faces is that they do not need to be
manually annotated. Furthermore, the 2D landmarks of the synthesised faces by direct
projection from 3D to 2D are accurate, especially for the self-occluded facial parts with
large pitch and yaw rotations.
However, confining the training of the facial landmark detector to merely synthesised
faces improves the performance in real applications only marginally. To effectively
exploit the 3D synthesised training samples and adapt the trained facial landmark
detector to realistic facial images, we proposed the CCR algorithm. Here, the mixed
training data dominates the training of the first few sub-regressors in the cascaded
strong regressor, which enables the landmark detector to accommodate pose variations;
and the smaller set of real faces dominates the training of the last few sub-regressors,
which enhances the accuracy of the final shape estimates. To extract more informative
local features, we designed a dynamic multi-scale local feature extraction scheme, which
further improved the accuracy of the learned regressor. The results obtained on a
number of datasets demonstrated the superiority of the proposed algorithm.
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Chapter7
Conclusion and Future Work
7.1 Conclusion of the Thesis
Over the last half-century, face analysis has become one of the most important areas
of research in computer vision. With the rapid theoretical development, a number of
face analysis algorithms have been proposed and successfully used in a wide variety of
applications, especially in controlled scenarios. However, with the growth of portable
image and video recording devices, there is a demand for fully automatic face analysis
systems in uncontrolled scenarios where a robust and accurate facial landmark detector
is crucial. The target of this work is to design such Facial Landmark Detection (FLD)
algorithms for faces in the wild, in the presence of uncontrolled variations in face ap-
pearance, usually posed by makeup, occlusion and changes in expression, illumination,
viewpoint etc. In practice, these variations are combined in faces in the wild which
increases the difficulty of FLD.
To achieve robust FLD in the wild, we have studied two main frameworks: the tensor-
based Active Appearance Model (T-AAM) and the state-of-the-art Cascaded Regres-
sion (CR) algorithm.
T-AAM is an extended version of the classical AAM. The multilinear algebra used in
T-AAM is capable of decoupling multiple variation types into a set of variation-specific
subspaces, hence achieves variation-invariant FLD. We studied T-AAM by investigat-
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ing the problem of missing training samples. This is a common issue often encoun-
tered in practice when using a tensor model. To deal with this problem, we proposed
a framework that is able to construct tensor-based AAM from an incomplete train-
ing dataset with missing training samples, using two tensor completion methods: the
Tucker-tensor-based M2SA algorithm and the CP-tensor-based CP-WOPT algorithm.
In order to optimise the output of the two algorithms for missing shape and global
texture reconstruction, we subsequently studied the problem of initialisation and pa-
rameter tuning. The experimental results demonstrated that the proposed framework
performed well even when the majority of the training samples were missing. How-
ever, a prerequisite for the tensor-based AAM is to predict the variation type of an
input face image, which is very hard and inconvenient for faces in the wild. Also, to
cover all possible variations of faces in the wild, we should collect a huge number of
training samples to build a tensor model. Hence, we switched to the state-of-the-art
CR-based FLD methods, that are learning-based and more powerful for detecting facial
landmarks for faces in the wild.
For CR-based FLD, we have made two contributions to the field. The first one is the
proposed adaptive Random Cascaded Regression Copse (RCRC) that is an improve-
ment to the classical CR-based FLD. In the proposed adaptive RCRC algorithm, we
further improved the generalisation capability of the classical CR-based FLD by con-
structing multiple CR-based facial landmark detectors applied in parallel. Each thread
is trained from a randomly selected subset from the original training dataset. This
technique is similar to the idea used in the random forest, i.e. to fuse multiple experts
for a better prediction result. Furthermore, we presented an adaptive scheme for scale-
invariant local feature extraction and shape update, aiming to overcome the obstacles
posed by deformations and scale variations for faces in the wild. Compared to state-
of-the-art methods, competitive results were obtained on two standard benchmarks,
i.e. LFPW and COFW.
The second contribution was motivated by the fact that we often lack enough training
data in CR-based FLD training. To obtain a training sample, we have to collect a
face image and annotate the corresponding facial landmarks manually, which is tedious
and laborious. As an alternative, we advocated using a 3D face model to synthesise
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virtual face images for model training. However, the model trained on the synthesised
faces could not perform well for real faces because the latter are from different domain.
To counteract this problem, we proposed a Cascaded Collaborative Regression (CCR)
algorithm that was trained on a mixed training dataset using a dynamic weighting
schedule. By design, the first few weak regressors were trained predominated using a
large number of synthetic face images with a range of pose variations, achieving good
generalisation in dealing with pose variations. The last few weak regressors were trained
predominated by a small number of real faces, adding the ability to adapt to real faces.
In addition, we presented a dynamic multi-scale HOG feature extraction strategy to
provide rich face texture features for FLD. An extensive evaluation on both controlled
and uncontrolled face datasets demonstrated the merit of the proposed algorithm.
7.2 Future Work
In this section, we discuss the directions for our future work. We will focus on two
main tasks: to further improve the robustness and accuracy of our FLD algorithms;
and to apply our proposed methods to practical applications in computer vision and
pattern recognition such as face analysis, object tracking and action recognition.
7.2.1 Further Improvement
Despite the progress and success of FLD in recent years, there are still many issues
that need to be further considered in the future.
Firstly, manually annotating face images is required for any existing FLD algorithm,
which raises two issues: 1) how to train an FLD model across different face datasets with
different landmarking protocols. As introduced in Section 2.3, there are many publicly
available annotated face datasets for model training. However, these datasets were an-
notated independently with different numbers of landmarks. Although the locations of
some landmarks overlap among these datasets, the landmarks from different datasets
with the same definition exhibit bias. In fact, even the landmarks obtained for the
face images from the same face dataset are not completely consistent, as demonstrated
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in [13]. Hence, it is worthwhile to design an algorithm that is able to train a unified FLD
algorithm across different face datasets with different landmark protocols. Regarding
this issue, some attempts have already been done recently [144, 194]. However, neither
of them considered the problem as a unified optimisation task. For instance, in [144],
the authors solved the problem using multiple datasets independently and integrated a
super-set for the shape estimates of multiple predictors obtained from different training
datasets using graph matching techniques. In [194], the authors firstly transferred the
landmarking protocols among different training datasets to obtain a unified landmark-
ing protocol for all the training datasets and then used the cascaded regression method
to train the final model. A better architecture for this task is to design an algorithm
that is able to directly learn an FLD model from different face datasets and output the
landmarks predefined by any protocol. 2) The second issue is to design an algorithm
that is able to train an FLD model using a limited number of annotated face images
and a large number of face images without annotations. To this end, both the semi-
and weakly-supervised learning methods will be investigated.
Secondly, we usually need to landmark a set of face images without ground truth an-
notations; hence how can we measure the accuracy of automatically determined facial
landmarks is worth considering. In previous work, we usually use ground truth shapes
to measure the accuracy of an FLD algorithm. However, this is not applicable for
a large-scale face dataset without landmarks. One possible way to achieve automatic
measurement is to design a binary classifier that is learned from a set of successfully an-
notated positive samples and a range of failed annotated faces. Then this classifier can
be used to predict the confidence of a newly annotated face without the corresponding
ground truth shape. Note that this technique is very useful in practical applications.
For example, in FLD, we can use different initial shape estimates for an FLD method
and obtain multiple outputs. Then the best of these outputs can be selected or some
better outputs can be fused as the final output. Furthermore, in real-time face tracking,
such a measurement method can be used to determine whether the tracking result for
the current frame is good or not. If the current tracking result is good, we can use it
as the initialisation for the next frame; otherwise we can restart the face detection for
re-initialisation.
7.2. Future Work 151
Lastly, more powerful regression methods will be further considered in our future work,
such as the random forests, boosted regression and deep neural networks. In this the-
sis, we used a simple linear regression method as a weak regressor in CR-based FLD.
Although the experimental results demonstrated that our proposed algorithms beat
many other algorithms using more powerful regression methods as weak regressors, the
comparisons were carried out in different frameworks. We will further integrate these
nonlinear regression methods into our proposed framework and investigate their per-
formance. Since deep neural networks achieved considerable success in a wide range
of vision applications in recent years, we will consider deep neural networks as a high
priority. Furthermore, we will try to combine the tasks of face detection, landmark
localisation and different face analysis applications in a unified framework, using deep
neural networks in an semi- or weakly-supervised fashion. Also, other possible applica-
tions based on our new methods will also be considered, e.g. object recognition, speech
recognition and human-computer interaction.
7.2.2 Other Applications
Once we achieve a robust FLD algorithm, we can apply it to a wide range of practical
applications, not only in face analysis, but also in other computer vision and pattern
recognition applications.
Firstly, for automatic face analysis, we are planning to apply our automatic FLD meth-
ods to face recognition for both still images and video sequences. Similar to FLD, the
task of face recognition is also challenged by the variations in appearance, e.g. pose,
expression and illumination. Our plan is to perform robust FLD to obtain accurate
facial landmarks for such faces and then use either a 3D morphable face model or deep
neural networks to achieve robust face recognition for faces in the wild. The 3D mor-
phable face model is capable of achieving pose-invariant face recognition, but the fitting
of such a model to a 2D face image requires accurate facial landmarks as initialisation.
For the use of deep neural networks in face recognition, FLD is also very important in
face image geometry normalisation for model training and test. To achieve still image
to still image matching, we will use a basic pipeline that performs face detection and
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then FLD. However, for video to video or video to still image matching, we will extend
our existing models to be able to robustly track faces in video frames. Then either
a 3D face model trained from a sequence of face images or the representative frames
selected from a video will be used to perform robust face matching.
Secondly, for 3D face modelling, the 2D landmarks obtained from an FLD algorithm
offer good initialisation for a 3D morphable face model fitting. We have already demon-
strated some good results in 3D face reconstruction using our proposed CCR algorithm
in Section 6.4.2. However, the 3DMM fitting and 2D FLD were still used as two disjoint
algorithms, running in sequence. In [83], we propose to use cascaded regression and
local image features directly to estimate 3DMM pose and shape parameters (instead of
2D facial landmark detection). This can be seen as 3D-model-based FLD and unifies
FLD and 3DMM fitting. This current system still lacks a bit for larger pose angles,
since it is trained on 2D FLD database (LFPW) with few (not so many) larger pose
images. For future work, we propose to combine it with our proposed CCR method to
improve the performance for larger pose angles. Our final goal is to achieve robust 3D
face modelling in 2D video sequences. All the proposed algorithms do not exploit video
information yet, they do detection on each single frame. Runtime and performance can
be gained by exploiting video information: For example, the 3DMM parameters could
be initialised from the previous frame, or it could be combined with tracking techniques
like optical flow. Furthermore, e.g. the 3D shape could be fused amongst the frames to
obtain a better person-specific 3D shape.
Lastly, we will extend our proposed FLD framework to other applications such as object
tracking and recognition, speech recognition and human-computer interaction. This is
a very challenging task because one characteristic of cascaded regression is that it
recursively updates the features that are used to predict the final output. In CR-based
FLD, we use the shape-indexed local features that can be updated after each iteration,
in which the new shape is estimated and used to extract face texture features. However,
this is not applicable to all other use cases. For example, given a speech recognition
task, the input is a time-series signal and the output is the semantic meaning of the
input signal. In such a case, we could not directly update the features extracted from
the input signal in multiple stages and hence would not be able to build a cascaded
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structure for the task. Thereby, how to modify the state-of-the-art cascaded regression
method for other applications is worth considering.
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AppendixA
Piece-wise Affine Warp
In this appendix, we introduce some techniques used for the project-out inverse com-
positional AAM fitting algorithm [106] that is introduced in Chapter 3.
A.1 Piece-wise Affine Warp
Given the mean shape s0 and the current shape estimate s, the target of piece-wise
affine warp is to warp the textures inside the current shape estimate to the mean shape.
For this, we need to obtain the corresponding coordinates in the current shape estimate
for each pixel inside the mean shape. For a pixel at x = [x, y]T inside the mean shape,
the corresponding destination coordinates of the pixel in the current shape estimate is
expressed by x′ = [x′, y′]T. As stated in Chapter 3, both the mean shape and current
shape estimate are triangulated using Delaunay triangulation. Assume that a pixel x0
inside the mean shape s0 belongs to the triangle with vertices [x0i , y0i ]
T, [x0j , y0j ]
T and
[x0k , y0k ]
T, x can be uniquely expressed by:
x = [x, y]T = [x0i , y0i ]
T+α([x0j , y0j ]
T− [x0i , y0i ]T)+β([x0k , y0k ]T− [x0i , y0i ]T), (A.1)
where:
α =
(x0 − x0i)(y0k − y0i)− (y0 − y0i)(x0k − x0i)
(x0j − x0i)(y0k − y0i)− (y0j − y0i)(x0k − x0i)
, (A.2)
β =
(y0 − y0i)(x0j − x0i)− (x0 − x0i)(y0j − y0i)
(x0j − x0i)(y0k − y0i)− (y0j − y0i)(x0k − x0i)
. (A.3)
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Figure A.1: Illustration of piece-wise affine warp.
Hence, the coordinates of the destination pixel in the current shape estimate s can be
obtained using:
x′ = [x′, y′]T = [xi, yi]T + α([xj , yj ]T − [xi, yi]T) + β([xk, yk]T − [xi, yi]T), (A.4)
where [xi, yi]
T, [xj , yj ]
T and [xk, yk]
T are the coordinates of the vertices of the corre-
sponding triangle in the current shape estimate. This process is illustrated in Fig. A.1.
Finally, for the intensity value of each pixel inside the mean shape, we use the intensity
of the nearest neighbour of the corresponding coordinates in the current shape.
A.2 Calculation of the Warp Jacobian
In the project-out inverse compositional AAM fitting algorithm, we need to compute
the Jacobian, i.e. the partial derivatives of the warp function with respect to the shape
model parameters ps and the global shape transform pg. As introduced in section 3.2.3,
the global shape transform is accomplished using the expanded statistical shape model
with additional shape variations; hence the calculation of ∂W∂pg is the same as the cal-
culation of ∂G∂ps . The only difference is that we use the shape eigenvector {s1, · · · , sMs}
computed by PCA to compute ∂W∂ps , and use the synthesised additional shape variation
vectors {s´1, s´2, s´3, s´4} to compute ∂G∂pg . Here, we take ∂W∂ps as an example to introduce
the calculation of the warp Jacobian.
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The mapping function W (x; ps) : R2 → R2 performs piece-wise affine warp to obtain
the corresponding coordinates in the current shape estimate with parameters ps for a
pixel at x = [x, y]T inside the mean shape. As stated in the last section, the piece-wise
affine warp depends on the coordinates of the landmarks, s = [x1, · · · , xL, y1, · · · , yL, ]T,
used to build the triangles in the mesh, where L is the number of landmarks. We apply
the chain rule and obtain ∂W∂δpsj
(j = 1, · · · ,Ms) for each shape model parameter:
∂W
∂δpsj
=
L∑
l=1
[
∂W
∂xl
∂xl
∂δpsj
+
∂W
∂yl
∂yl
∂δpsj
]
, (A.5)
where L is the number of landmarks, ∂xl∂δpsj
and ∂yl∂δpsj
are the lth and (L+ l)th compo-
nents of the jth shape eigenvector. According to equation (A.4) in the last section, the
partial derivative of the warp function with respect to the X-axis component of the lth
landmark, ∂W∂xl , is estimated by:
∂W
∂xl
=
1− α− β
0
 . (A.6)
The partial derivative of the warp function with respect to the Y-axis component of
the lth landmark, ∂W∂yl , is estimated by:
∂W
∂yl
=
 0
1− α− β
 . (A.7)
A.3 Inverse Compositional Update
In the project-out inverse compositional AAM fitting algorithm, we update the warp in-
stead of the model parameters using equation (3.40), because the warp function depends
on the locations of the landmarks of a face shape. The essence of the composition of
two warps is to transfer the changes of the landmarks in the mean shape to the changes
of the landmarks in the current shape estimate.
Take W (x; ps) ◦W (x;−δps) as an example, we use s and s0 to express the current
shape estimate with shape model parameter ps and the mean shape, respectively. The
change to the mean shape is obtained by:
δs0 = −
Ms∑
i=1
δpsisi, (A.8)
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and [δx0l , δy0l ]
T = [δs0l , δs0(L+l) ]
T is the increment to the lth landmark of the mean
shape, where L is the number of landmarks. The aim is to calculate the increment to
the corresponding lth landmark of the current shape estimate [δxl, δyl]
T. To this end,
we calculate the new coordinates of the lth landmark in the current shape estimate
using the technique described in section A.1 for all the triangles with the lth landmark
as a vertex, and use the average value of the obtained coordinates as the newly updated
coordinates of the landmark. To compute (G ◦W )(x; ps,pg) ◦ (G ◦W )(x;−δps,−δpg),
we need to perform the above operation for each pair of the warps. Finally, the updated
shape model parameter ps and the global transform parameter pg are estimated by:
pg = [s´1, s´2, s´3, s´4]
T (s˜− s0), (A.9)
and
ps = [s1, s2, · · · , sMs ]T (G(s˜;−pg)− s0), (A.10)
where s˜ = s + δs is the updated shape estimate.
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