A nested orthogonal array is an OA(N, k, s, g) which contains an OA (M, k, r, g) as a subarray. Here r < s and M < N. Necessary conditions for the existence of such arrays are obtained in the form of upper bounds on k, given N, M, s, r and g. Examples are given to show that these bounds are quite powerful in proving nonexistence. The link with incomplete orthogonal arrays is also indicated.
Introduction
An orthogonal array OA(N, k, s, g), having N rows, k columns, s symbols and strength g ( k) , is an N × k array, with entries from a set of s symbols, in which all possible combinations of symbols appear equally often as rows in every N × g subarray. Then = N/s g is an integer which is called the index of the array. Orthogonal arrays have been extensively studied in the literature; see Hedayat et al. [5] , Dey and Mukerjee [4] and Wu and Hamada [17] for reviews.
A nested orthogonal array OA((N, M), k, (s, r), g), where r < s and M < N, is an OA(N, k, s, g) which contains an OA(M, k, r, g) as a subarray. In what follows, the larger array, i.e., the OA(N, k, s, g) will be denoted by A and the smaller array, i.e., the OA(M, k, r, g) will be denoted by B. Nested orthogonal arrays have practical use in the construction of space-filling designs when an experimental endeavor consists of two experiments, the expensive one of higher accuracy to be nested in a larger and relatively inexpensive one of lower accuracy. For example, the higher and lower accuracy experiments can correspond to a physical versus a computer experiment, or a detailed versus an approximate computer experiment. Experimental setups of this kind were considered, among others, by Kennedy and O'Hagan [8] , Reese et al. [16] , Qian et al. [13] and Qian and Wu [14] .
The present article aims at investigating necessary conditions for the existence of nested orthogonal arrays. In particular, given N, M, s, r and g, we derive appropriate generalizations of the Rao [15] bound and the Bose-Bush [1] approach for ordinary orthogonal arrays to find upper bounds on k in the present context. The case of equality in the former has also been explored. Examples are given to demonstrate that the results so obtained are quite powerful in proving nonexistence. Clearly, in a nested OA((N, M), k, (s, r), g), the index, say , of the smaller array B cannot exceed the index, say , of the larger array A. In particular, if = , then upon removal of B from A, one gets an incomplete orthogonal array [6, 9] , which, in turn, is a generalization of mutually orthogonal Latin squares with mutually orthogonal Latin subsquares [3, p. 452, 7] . Not surprisingly, therefore, for = , our results coincide with those in Maurin [9] and Hedayat and Stufken [6] . In general, however, , and for < , neither our derivation nor our final results can be anticipated from theirs.
Main result Theorem 1. For the existence of a nested orthogonal array
Before proceeding to prove Theorem 1, we note that it generalizes the Rao bound for ordinary orthogonal arrays to the present setup. Inequalities (1) and (2) reduce to those for the usual Rao bound when M = r = 1. This is expected because the existence of an OA(N, k, s, g) is equivalent to that of a trivial nested OA((N, 1), k, (s, 1), g), since without loss of generality, one can always assume that the first row the former consists of the same symbol. The proofs of the Rao bound for ordinary orthogonal arrays [5, pp. 13, 78] , however, do not appear to have any obvious extension to our context. For instance, denoting the right-hand side of (1) or (2) by , there seems to be no natural way of defining an N × matrix of full column rank. We, therefore, develop a fresh proof via statistical considerations. The following notation and lemmas will be helpful for this purpose.
For any real number a and any nonnegative integer j, let a (j ) = a(a − 1) · · · (a − j + 1) if j 1, and a (j ) = 1 if j = 0. Also, let p = r/s and Y denote a binomially distributed random variable denoting the number of successes in k( 2) independent trials each with probability of success p. Proof. By definition, W = QDQ , where Q is a (u + 1) × (k + 1) matrix with yth column (y (0) , y (1) , . . . , y (u) ) and D is a diagonal matrix, of order k + 1, with yth diagonal element P (Y = y), 0 y k. The result now follows because D is positive definite and, for 1 u < k, Q has full row rank.
Lemma 2.
For any integer u (1 u < k) and any real number a, let k =(k (0) , k (1) , . . . , k (u) ) and (a) be the (u+1)×1 vector with jth element
The right-hand side of (3) is the coefficient of
(b) By the definition of , this is immediate from (a).
(c) Since Y is a binomially distributed random variable representing the number of successes in k independent trials each with probability of success p, one can check that for 0 j u,
where z(> − p −1 ) is a nonstochastic auxiliary variable. Hence recalling the definitions of Y , (a), and k,
using part (a). For 0 j u, equating the coefficients of z j from both sides of (4),
, and hence (c) follows from the definitions of W and k.
Lemma 3. The existence of a nested OA((N, M), k, (s, r), g +1) implies the existence of a nested
Proof. This follows via the same arguments as with ordinary orthogonal arrays. Given an OA((N, M), k, (s, r), g +1), identify the s −1 N rows where a particular symbol of the smaller array appears in the first column. Retain only these rows and then delete the first column. This yields an OA((
g).
We are now in a position to present the proof of Theorem 1.
Proof of Theorem 1. With reference to an OA((N, M), k, (s, r), g
), let C be the (N − M) × k array obtained upon the removal of the smaller array B from the larger array A. For 1 i N − M, let x i be the number of times the r symbols of B together occur in the ith row of C. Since a nested orthogonal array of strength g is being considered, arguments similar to those in Bose and Bush [1] for ordinary orthogonal arrays yield
where Y is as defined before. First suppose g(=2u) is even. Note that any polynomial of degree l( 1) in a can be uniquely expressed as a linear combination of a (0) , a (1) , . . . , a (l) , the combining coefficients being free from a. Hence recalling the definitions of Y , W and k, it follows from (5) that
where
because u = 1 2 g < k and hence W is positive definite by Lemma 1. But by Lemma 2(c),
Hence inequality (1) follows from (7) and Lemma 2(b). Inequality (2) for the case of odd g is now a consequence of (1) and Lemma 3.
Remark 1.
Although the equations in (5) are similar to those in Bose and Bush [1] , a major difference is that unlike in their paper, the x i here are not the numbers of coincidences between a particular row of the array and the other rows. For instance, with g = 2, it can be checked that if we had defined x i as the number of coincidences between a particular row of B and the ith row of C, then the resulting bound on k would be weaker than the one in Theorem 1 for 2 r < s. Example 1. This example demonstrates that equality is potentially attainable in inequalities (1) or (2) 
Further results and examples

Theorem 2. For the existence of a nested orthogonal array OA((N, M), k, (s, r), g), g k, it is necessary that
Proof. For g = 2, inequality (1) reduces to Remark 2. For g = 2 or 3, Theorems 1 and 2 entail the same bound on k. This is, however, not the case for g 4 and then none of these theorems produce uniformly better results than the other. To illustrate this, suppose g = 4. Then Theorems 1 and 2 yield k k 1 and k k 2 , respectively, where
= / and, as before, (=N/s 4 ) and (=M/r 4 ) are the indices of the larger and smaller arrays, respectively. It can be seen that k 1 < k 2 if and only if
The above condition holds, for example, when 2, and is violated, for example, when = 1 and s > 2r. Thus neither of Theorems 1 and 2 makes the other redundant in establishing nonexistence. Of course, even before any of these theorems is used, one should first examine, via the existing necessary conditions for ordinary orthogonal arrays, whether an OA (N, k, s, g ) and an OA(M, k, r, g) exist individually, because this is essential for nesting the latter in the former.
Remark 3. For general g, if the larger and smaller arrays have the same index, i.e., N/M = (s/r)
g , then the bound in Theorem 2 reduces to k (s/r) + g − 1, which is in agreement with the results in Maurin [9] and Hedayat and Stufken [6] for incomplete orthogonal arrays. This is anticipated because in this case the residual array C considered in the proof of Theorem 1 is an incomplete orthogonal array.
The quantities x i , defined in the proof of Theorem 1, also pave the way for extending the Bose-Bush [1] approach for ordinary orthogonal arrays to the present context. In order to give a flavor of this without making the presentation too involved, we consider the case g = 2. Then from (5), with j = 1 and 2,
after some simplification, where x = (N − M)
Since the x i are integers, it follows that
where f is the fractional part of x. Inequality (10), which captures the essence of the Bose-Bush approach, can sometimes be more powerful than Theorems 1 or 2; see Example 2. 0 1 0 1 0 1 0 1 2 2 0 1 2 2 2 0 1 2 0 1 2 0 1 2 0 1 2 0 1 0 1 1 0 1 0 0 2 2 2 1 2 2 1 2 0 2 2 1 2 1 0 0 ((s 3 , (s − 1) 3 ), k − 2, (s, s − 1), 2). Therefore, Example 1 shows that k 5 for s 4 and k 6 for s = 3. But inequality (1) is violated for k = 6, s = 3. Hence k 5 for every s 3. This is often more stringent than the individual existence of an OA(s 5 , k, s, 4) and an OA((s − 1)
5 , k, s − 1, 4); for instance, these arrays exist separately for k = 11 when s = 4 [5, pp. 327-328]. Here again, our results completely settle the issue of existence since a nested array as above can always be constructed for k = 5 by considering all 5-tuples based on s symbols. Incidentally, the fact that k 5 for every s 3 could as well be proved directly from Theorem 1. In this sense, Theorem 1 is more powerful here than Theorem 2 because the latter yields k 5 for s 5 but k 6 for s = 3, 4.
Case of equality in Theorem 1
Ordinary orthogonal arrays attaining the usual Rao bound have received significant attention in the literature; see Delsarte [2] , Noda [11, 12] , Mukerjee and Kageyama [10] , and the references therein. With reference to Theorem 1, representing a generalized Rao bound, we now examine nested orthogonal arrays from this perspective. Only the case of even strength is discussed because, by Lemma 3, the existence of a nested OA ((N, M), k, (s, r) , 2u + 1) attaining equality in (2) implies that of a nested OA ((s −1 N, r −1 M), k − 1, (s, r) , 2u) attaining equality in (1). For a nested OA ((N, M), k, (s, r), 2u) , let x 1 , . . . , x N−M be as defined in the proof of Theorem 1. Then the following lemma, useful in the sequel, holds. Proof. If the number of distinct elements of the above set is less than u, then the rank of the matrix (=H, say) shown in the left-hand side of (6) is also less than u. Hence by (6) ,
which contradicts the positive definiteness of W, as noted in Lemma 1. OA((N, M), k, (s, r), 2u) , attaining equality in (1), exists. Then (a) the equation
Theorem 3. Suppose a nested
has u distinct nonnegative integral valued roots none exceeding k; (b) furthermore, denoting these roots by 1 , . . . , u , there exist unique positive integers n 1 , . . . , n u satisfying
Proof. (a) For a nested OA((N, M), k, (s, r), 2u), by (6) and Lemma 2(c),
If the array attains equality in (1), then by Lemma 2(b), the right-hand side of the above vanishes. Hence then x i = 0, i.e., by the definitions of and x i , each x i is a root of (11) . Since x 1 , . . . , x N−M are nonnegative integers none of which exceeds k, the truth of (a) now follows from Lemma 4. (5), satisfy (12) . The uniqueness of these integers follows from the fact that the (2u + 1) × u matrix with (j, l)th element Analogously to what happens with ordinary orthogonal arrays, the necessary conditions in Theorem 3 are not very informative for nested arrays strength two, i.e., u = 1, in which case, they only entail the integrality of r(k − 1)/s. These conditions are, however, much more powerful for nested arrays of higher strength. Consider the case of strength four, i.e., u = 2. Then (11) reduces to
with roots 1 2 {1 + 2(k − 2)p ± w}, where p = r/s and w = {1 + 4(k − 2)p(1 − p)} 1/2 . Expressing k in terms of w, it follows from Theorem 3(a) that the quantities
are all integers. Furthermore, w = 2 − 1 is itself an integer. Since equality in (1) is attained here, expressing N accordingly in terms of M, k, s and r, from (13) and Theorem 3(b) with some algebra one can now deduce that
must be positive integers.
Example 4.
For s = 5 and r = 2, 3, 4, the aforesaid necessary conditions are now applied to establish the nonexistence of nested orthogonal arrays, of strength four and attaining equality in (1), over the range M < N 100 000, which is sufficiently wide for most practical purposes. Clearly, for any such nested array
by virtue of the usual Rao bound, as applied to the larger array OA(N, k, 5, 4).
First suppose s = 5 and r = 3, i.e., p = 
Furthermore, it can be seen that each of k, 1 and 2 is an integer if and only if w 2 − 1 is an integral multiple of 24.
Since k 4, it follows from (15) and (16) , so that the positive integer is at least as large as 567. But then N = 625 > 100 000. On the other hand, if w = 7 then, as before, k = 52 and N = 625M, i.e., = 81 . But by the usual Rao bound, as applied to the smaller array OA(M, 52, 3, 4), we then get 81 = M 5409, i.e., 67, so that 5427 and N = 625 > 100 000. For s = 5 and r = 2 or 4, the claimed nonexistence follows in a similar manner. Recalling the connection between nested arrays of odd and even strengths, as mentioned in the beginning of this section, it also follows that, for s = 5 and r = 2, 3, 4, no nested orthogonal array, of strength five and attaining equality in (2), exists over the range M < N 500 000.
In particular, with r = 1 and x * = k − x, (11) reduces to an equation obtained by Delsarte [2] , via a coding theoretic approach, for ordinary orthogonal arrays attaining Rao bound. It is, however, difficult to work out a complete extension of the existing rich theory on such ordinary arrays to the present setup. This is primarily because there seems to be no natural way of defining an association algebra over the rows of the residual array C on the basis of the integers
