Abstract. In 2006, Restorff completed the classification of all Cuntz-Krieger algebras with finitely many ideals (i.e., those that are purely infinite) up to stable isomorphism. He left open the questions concerning strong classification up to stable isomorphism and unital classification. In this paper, we address both questions. We show that any isomorphism between the reduced filtered K-theory of two Cuntz-Krieger algebras with finitely many ideals lifts to a * -isomorphism between the stabilized Cuntz-Krieger algebras. As a result, we also obtain strong unital classification.
Introduction
Historically there has been a lot of connection between classification of shifts of finite type, classification of Cuntz-Krieger algebras and classification of more general C * -algebras. Franks made a successful classification of irreducible shifts of finite type up to flow equivalence [Fra84] , which Rørdam used to classify simple, purely infinite Cuntz-Krieger algebras [Ror95] using a trick of Cuntz. This was shortly after generalized by Kirchberg-Phillips to a strong classification of simple, nuclear, purely infinite C * -algebras in the UCT-class, i.e., allowing for lifting of isomorphisms on the invariant level to the algebra level (cf. [Phi00, Kir00] ). Huang classified shifts of finite type with finite Bowen-Franks groups up to flow equivalence and used this to classify Cuntz-Krieger algebras with finite K 0 -groups [Hua95] . Huang also classified two component shifts of finite type up to flow equivalence and used this to classify Cuntz-Krieger algebras with exactly one ideal [Hua94, Hua96] . This was generalized by Rørdam to essential extensions of stable, simple, nuclear, purely infinite C * -algebras in the UCT-class [Ror97] . Eilers-Restorff and Restorff-Ruiz [ER06, RR07] generalized this to cover classification for all essential extensions of simple, nuclear, purely infinite C * -algebras in the UCT-class using results of Kirchberg and Bonkat [Kir00, Bon04] -allowing for strong classification in the unital and the stable cases. The work in [ER06, RR07, ERR13c] shows that for properly infinite C * -algebras (or for C * -algebras with stable weak cancellation), the key to solving the unital classification problem is to get a strong classification for the stable case.
Finally, Boyle and Huang classified general shifts of finite type up to flow equivalence [Boy02, BH03] . Using this, Restorff classified all purely infinite Cuntz-Krieger algebras up to stable isomorphism -with the problems of strong classification and It is a well-known fact that Cuntz-Krieger algebras are unital, separable, nuclear C * -algebras in the UCT-class. In [Cun81] , Cuntz defined Condition (II) for a nondegenerate matrix with entries from {0, 1}. A nondegenerate matrix A with entries from {0, 1} satisfies Condition (II) if and only if the Cuntz-Krieger algebra O A is purely infinite if and only if the Cuntz-Krieger algebra O A has finitely many ideals if and only if the Cuntz-Krieger algebra O A has real rank zero. See [Res06] and the references therein.
For a C * -algebra A, we let Prim A denote the primitive ideal space equipped with the usual hull-kernel topology. such that all the ladders coming from sequences in FK red (A) and FK red (B) commute.
It is clear that any * -isomorphism Ψ from A to B or from A⊗K to B⊗K induces in a canonical way an isomorphism from FK red (A) to FK red (B). We denote these by FK red (Ψ) and FK s red (Ψ), respectively. There is a nice description of the ideal lattice and the K-theory of all subquotients as well as of the occurring cyclic six-term exact sequences in terms of the underlying matrix (see [Res06] and the references therein). 
Main results
We now state the two main theorems of the paper. The proofs of Theorems 3.1 and 3.2 are given at the end of Section 7. We immediately get the following corollary, where the first half of course is already proved earlier in [Res06] .
Corollary 3.3. Let A and A be nondegenerate matrices with entries from {0, 1} satisfying Condition (II).
Then 3.1. Proofs of Theorems 3.1 and 3.2. The proofs of Theorem 3.1 and Theorem 3.2 will be carried out in the remaining sections of the paper. The idea of the proof of Theorem 3.1 is relatively simple. The isomorphism (κ, ρ) is induced by a GL P -equivalence between A − I and A − I. By doing Cuntz-splices on A (see Section 7), we can change this GL P -equivalence into an SL P -equivalence, and by the results of Boyle in [Boy02] such an SL P -equivalence can be decomposed into a composition of SL P -equivalences given by elementary matrices. Finally, for each SL P -equivalence given by an elementary matrix we can construct a stable isomorphism that induces the same map on the filtered K-theory as the SL P -equivalence (see Section 6). Since GL P -equivalences might take us out of the class of {0, 1} matrices, we work in the rest of the paper with graph C * -algebras rather than Cuntz-Krieger algebras. Also for the benefit of later applications, we prove some results in slightly greater generality than we need -allowing for singular vertices sometimes. Theorem 3.2 will follow from Theorem 3.1 and [ERR13c, Theorem 3.3].
3.2. Definitions and notation. We adopt verbatim the definitions and the notation from [ERRS16b] -in particular Sections 2, 3 and 4. Since all notation needed is defined and explained in [ERRS16b] , we will only recall some of it here, but refer the reader to that paper for the rest.
Definition 3.4. For a countable graph E = (E 0 , E 1 , r, s) (i.e., E 0 and E 1 are countable sets), we define its adjacency matrix A E as an E 0 × E 0 matrix with the (u, v)th entry being e ∈ E 1 s(e) = u, r(e) = v .
Since E is countable, A E will be a finite matrix or a countably infinite matrix, and it will have entries from N 0 {∞}.
It will be convenient for us to alter the adjacency matrix of a graph in two very specific ways, removing singular rows and subtracting the identity, so we introduce notation for this.
Notation 3.5. Let E be a graph and A E its adjacency matrix. The matrix A
• E will denote the matrix obtained from A E by removing all rows corresponding to singular vertices of E. We define B E := A E − I and let B
• E be B E with the rows corresponding to singular vertices of E removed. If E is a finite graph with no sinks, then B
• E = B E . We will predominantly be working with graphs E such that 
, as well as the definitions of M(m × n, Z), M P (m × n, Z), M P (n, Z), GL P (n, Z), and SL P (n, Z) below.
Notation 3.6. For m, n ∈ N 0 , let M(m × n, Z) denote the set of group homomorphisms from Z n to Z m . When m, n ≥ 1, we can equivalently view this as the m × n matrices over Z. For m = 0 or n = 0, we similarly consider a group homomorphism from Z n to Z m as an empty matrix with zero rows or columns. Notice that composition of group homomorphisms corresponds to matrix multiplication.
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Suppose N ∈ N and let m = (m i )
, and for such a homomorphism B, we let B{i, j} ∈ M(m i × n j , Z) denote the component of B from the jth direct summand to the ith direct summand. We also use the notation B{i} for B{i, i}.
Let be a partial order of the set {1, 2, . . . , N} such that i j =⇒ i ≤ j. We use P to denote {1, 2, . . . , N} viewed as a partially ordered set with the partial order . A morphism B ∈ M(m × n, Z) is said to be in M P (m × n, Z) if B{i, j} = 0 =⇒ i j for all i, j ∈ P. We write M P (n, Z) for M P (n × n, Z) and denote by GL P (n, Z) the automorphisms in M P (n, Z). Then U ∈ M P (n, Z) belongs to GL P (n, Z) if and only if the determinant of the matrix defined by U {i} is ±1 whenever n i = 0. We denote by SL P (n, Z) the automorphisms U ∈ GL P (n, Z) for which the determinant of the matrix defined by U {i} is 1 whenever n i = 0.
Suppose E = (E 0 , E 1 , r, s) is a countable graph with finitely many vertices. A nonempty subset S of E 0 is strongly connected if for all v, w ∈ E 0 there is a nonempty path from v to w. A strongly connected subset of E 0 is a strongly connected component if it is not a proper subset of another strongly connected subset. We let Γ E denote the set of all strongly connected components together with all singletons consisting of singular vertices that are not the base point of a cycle. The sets in Γ E are then mutually disjoint. A strongly connected component is called a cyclic component if all its vertices receive exactly one edge with source in the component. We define a relation ≥ on Γ E by letting γ 1 ≥ γ 2 if there is a path from a vertex in γ 1 to a vertex in γ 2 . A vertex v ∈ E 0 is called a transition state if it does not belong to Γ E . A vertex is a transition state if and only if it is regular and is not the base of a cycle. For a subset S of E 0 , we denote by H(S) the hereditary subset generated by S, and by S the saturation of S (see [ERRS16b, Definition 3 .1]).
Let f E be a map from E 0 to P such that if there is a path from v to w, then f E (v) f E (w). We say that B
• E is an element of M P (m × n, Z) and write B
• E ∈ M P (m × n, Z) if for all i ∈ P, we have that n i is the number of vertices in f −1 E ({i}), and m i is the number of vertices in f −1 E ({i}) that are regular in E. We say that B E is an element of M • P (m × n, Z) and write B E ∈ M • P (m × n, Z) if in addition the following conditions are satisfied: There is for each i ∈ P a unique γ i ∈ Γ E such that f E (γ i ) = {i}, γ i ≥ γ j ⇐⇒ i j for i, j ∈ P, every infinite emitter emits infinitely many edges to any vertex it emits an edge to, every transition state has exactly one edge going out, and
We say that B E is an element of M
and E does not have any transition states, and we say that B E is an element of M
P (m × n, Z) and every cyclic component γ ∈ Γ E consists of only one vertex.
When B
• E ∈ M P (m × n, Z), then we will identify B
• E with the corresponding element of M P (m × n, Z) and B E with the corresponding element of M P (n, Z). Notice that these elements of M P (m×n, Z) and M P (n, Z), as well as the definitions of when B
, depend on f E and the partial order . In order not to make the statement and proofs of the results too complicated, we do not specify how f E is chosen.
Notation 3.7. For an arbitrary unital graph C * -algebra C * (E), we will consider a slightly different definition of reduced filtered K-theory. We refer the reader to [ERRS16b, Definition 3.10, Definition 3.21, and Section 4.3], for the definition of FK R (X; C * (E)) and FK R (P; C * (E)), where X is a finite T 0 -space and P is a partially ordered set such that B E ∈ M • P (m × n, Z). When E is a finite graph with no sinks and no sources that satisfies Condition (K) (i.e., C * (E) is isomorphic to a purely infinite Cuntz-Krieger algebra) and
, and FK R (P; C * (E)) are equivalent.
Remark 3.8. Let E and F be graphs such that B
• E and B
• F are elements in
3.3. Strategy of proof and structure of the paper. The outline of the proof of Theorem 3.1 is as follows. We emulate the previous proofs that go from filtered Ktheory data to stable isomorphism or flow equivalence, as in [BH03, Boy02, Res06] . A key component of those proofs is manipulation of the matrix B E , in particular that we can perform certain basic row and column operations without changing the stable isomorphism class or the flow equivalence class, depending on the context (cf. [ERRS16a, Propositions 3.2 and 3.5]). In Section 6, we show how to describe the isomorphisms these matrix operations induce on the (stabilized) graph C * -algebras and their reduced filtered K-theory. In [ERRS16c] , it was proved that Cuntz splicing a graph gives a graph whose C * -algebra is stably isomorphic to the C * -algebra of the original graph (generalizing a result in [Res06] ). As we are proving a strong classification result, we will need to know more about what this stable isomorphism induces on the reduced filtered K-theory. We deal with this in Section 7. We will also need to increase the size of our matrices using edge expansion and we keep track of the induced isomorphism on reduced filtered Ktheory. This is done in Section 5. Since the reduced filtered K-theory of C * (E) contains more groups than the K-web of B E , we need to strengthen some of the results of [BH03] . This is done in Section 4. Using these results, our proof of Theorem 3.1 goes through six steps.
Step 1. First, the homeomorphism ρ from Prim(O A ) to Prim(O A ) allows us to view O A as a C * -algebra over Prim(O A ). Thus, the * -isomorphism κ :
Step 2. Second, we note that we might as well show the theorem for the graph C * -algebras C * (E) and C * (E ) instead of the Cuntz-Krieger algebras O A and O A , where E and E are finite graphs satisfying Condition (K) with no sinks and no sources, since every Cuntz-Krieger algebra is isomorphic to such a graph C * -algebra. The reason is that it is important to our proof techniques to be able to work with matrices that are not {0, 1}-matrices, since we will do row and column operations as mentioned above.
Step 3. Now, we reduce the problem by finding graphs E 1 and E 1 in a certain standard form such that we have equivariant isomorphisms from C
This standard form will ensure that the matrices A E 1 and A E 1 have the same size and block structure, and that they satisfy certain additional technical conditions. This will be done in Lemmas 6.3 and 6.4.
Step 4. In Section 4 we show a result similar to [BH03, Corollary 4.7] . This result says that an isomorphism FK R (P, C * (E 1 )) ∼ = FK R (P, C * (E 1 )) is induced by a GL P -equivalence from B E 1 to B E 1 .
Step 5. We then use the results in Section 7 to find graphs E 2 , E 2 in a certain standard form such that we have equivariant isomorphisms from
⊗ K that induce isomorphisms on the reduced filtered K-theory that are induced by GL P -equivalences such that the composed GL P -equivalence from B E 2 to B E 2 is in fact an SL P -equivalence.
Step 6. The result will now follow from Proposition 6.1 and [Boy02, Theorem 4.4].
Lifting reduced filtered isomorphism to a GL P -equivalence
In [BH03] there are many useful theorems concerning lifting K-web isomorphisms to GL P -equivalences and SL P -equivalences. Note that all n i 's are assumed to be nonzero in [BH03] . From [BH03, Theorems 4.4 and 4.5] we get the useful Corollary 4.7 in [BH03] , that allows us to lift K-web isomorphisms to GL P -equivalences provided that the gcd of each diagonal block is 1. This corollary is easily generalized to also allow for diagonal blocks with gcd B{i} = gcd B {i} = 0 (i.e., B{i} and B {i} are the zero matrices); this follows easily, since every automorphism of the cokernel of a (square) zero matrix is GL-allowable (cf. [BH03] ).
The reduced filtered K-theory includes more information in general than the K-webs (every K 1 -group of every gauge simple subquotient; cf. the discussion in [ERRS16b, Section 4.4]). Therefore, we will need to strengthen the result [BH03, Corollary 4.7] even more. First, we generalize [BH03, Theorem 4.4 (and Proposition 4.1)] as follows (we here only consider the case R = Z).
Theorem 4.1. Let B be an n × n (square) matrix over Z with n ∈ N, and let δ = gcd B. Let φ be an automorphism of cok B, let ψ be an automorphism of ker B, and let M be any n × n matrix over block matrix (where we write the matrices as 2 × 2 block matrices according to the nonzero, respectively zero, part of the diagonal of B). Let V −1 be the block diagonal matrix that has this matrix as lower right block matrix and the identity as the upper left block matrix. Now, we let
Using the above result, we get the following stronger version of [BH03, Theorem 4.5].
Theorem 4.2 (Strengthening of [BH03, Theorem 4.5])
. Let n = (n i ) i∈P be a multi-index with n i = 0, for all i ∈ P. Suppose B and B are matrices in M P (n, Z) with corresponding diagonal blocks equal, and κ :
Suppose that for each i ∈ P min , we have an automorphism Proof. The only thing that does not follow from [BH03, Theorem 4.5], is that we can choose the GL P -equivalence (U, V ) such that it also induces the right automorphisms on ker B{i}, i ∈ P min . We choose a GL P -equivalence (U, V ) according to [BH03, Theorem 4.5], so that it induces the given K-web isomorphism. For each i ∈ P min , this gives an automorphism ψ i of ker B{i}. Now choose GL-equivalences (I, V i ) of B{i} according to the proof of Theorem 4.1 so that V
for each i ∈ P min . Let V be the block matrix that is the identity matrix everywhere except that V {i} = V i for every i ∈ P min . It is straightforward to verify that (I, V ) is a GL P -equivalence from B to B , and that (U, V V ) induces κ and the desired automorphisms on the minimal components. . Let n = (n i ) i∈P be a multi-index with n i = 0, for all i ∈ P. Suppose B and B are matrices in M P (n, Z) such that gcd B{i} = gcd B {i} ∈ {0, 1} for all i ∈ P.
Then for any K-web isomorphism κ from K(B) to K(B ) and any family of isomorphisms
This allows us to lift reduced filtered K-theory isomorphisms to GL P -equivalences, given that the diagonal blocks satisfy the relevant conditions about gcd (cf. [ERRS16b, Section 4.4]).
Edge expansion
In this section we will look at edge expansion, what stable isomorphism between the resulting graph C * -algebras it induces, and describe the induced map on the reduced filtered K-theory in terms of an SL P -equivalence. We need these results to be able to enlarge our matrices while still keeping track of the induced maps on K-theory -the results are used in the proof of Lemma 6.4.
The results in [CET12] are important here, and we will recall the notation and results when needed.
be a graph and let e 0 ∈ E 1 . Set v 0 = s E (e 0 ). Let F be the simple expansion graph at e 0 defined by
For a group G and a set I, we let G I denote the direct product over I and let G (I) denote the direct sum over I. Let E be a graph. By [CET12, Proposition 3.8], there exists an isomorphism T . The preimage of the positive cone of K 0 (C * (E)) is generated by Let T (E) be the Toeplitz algebra of E, i.e., T (E) is the universal C * -algebra generated by a set of mutually orthogonal projections q v v ∈ E 0 and a set t e e ∈ E 1 of partial isometries satisfying the relations
By [CET12, Proposition 3.8], there exists an isomorphism
e t e = q r(e) for all e ∈ E 1 , and, • t e t * e ≤ q s(e) for all e ∈ E 1 .
Whenever we have a set of mutually orthogonal projections q v v ∈ E 0 and and a set of partial isometries t e e ∈ E 1 in a C * -algebra satisfying the above relations, then we call these elements a Toeplitz-Cuntz-Krieger E-family. Note that there exists a canonical surjective
0 , e ∈ E 1 is a Cuntz-Krieger E-family generating C * (E). As explained in the proof of [CET12, Proposition 3.8], there exist isomorphisms
commutes, with the top row being the exact sequence in K-theory induced by 
with the cokernel and kernel of a certain submatrix of (B
T . If B is a matrix whose rows and columns are indexed by a set S and S 0 is a subset of S, then we let B S 0 denote the principal submatrix of B whose (i, j) entry, for i, j ∈ S 0 , is the (i, j) entry of B.
Let H be a saturated hereditary subset of 
, and the source and range maps of E H\H 0 is the restriction of s E and r E , respectively. Note that E H\H 0 is also a subgraph of E H . There is an injective
where
is the matrix obtained from B
• E by removing all rows and columns whose index does not belong to H \ H 0 . Then
be a graph and let e 0 ∈ E 1 . Let F be the simple expansion graph at e 0 . Then there exists a * -homomorphism Ψ:
, and (4) Ψ(t e,E ) = t e,F for all e ∈ E 1 \ {e 0 },
Thus, (1) and (2) hold, and by construction (3) and (4) hold.
Remark 5.3. Suppose in Lemma 5.2 that e 0 is an edge on a cycle based at v 0 := s E (e 0 ) and that B E ∈ M • P (m × n, Z). Assume that j ∈ P corresponds to the component containing v 0 . Then for the simple expansion graph F at e 0 , we have that B F ∈ M • P ((m + e j ) × (n + e j ), Z), where e j is the multi-index that is 1 in the jth coordinate and zero elsewhere. Moreover, there is a one-to-one correspondence between saturated hereditary subsets of E 0 and saturated hereditary subsets of F 0 given by We now describe how symbol expansion gives rise to an SL P -equivalence and to a P-equivariant stable isomorphism that induces the same map on the filtered K-theory as the SL P -equivalence. This will be used in the proof of Lemma 6.4. Moreover, B F ∈ M
• P ((m + e j ) × (n + e j ), Z) and there exist U ∈ SL P (m + e j , Z) and V ∈ SL P (n + e j , Z) that are the identity matrices everywhere except for the jth diagonal block, such that (U, V ) is an SL P -equivalence from −ι e j (−B
Proof. We prove the case where v 0 is a regular vertex. The case v 0 is an infinite emitter is similar. We index the columns and rows of −ι e j (−B
)]). Let U be the identity matrix except for the jth diagonal block and the U {j} block is the basic elementary matrix that acts on the left by subtracting rowṽ 0 from row v 0 . Let V be the identity matrix except for the jth diagonal block and the V {j} block is the basic elementary matrix that acts on the right by subtracting columnṽ 0 from column r(μ 1 ). A computation shows that (U, V ) is an SL P -equivalence from −ι e j (−B
Let Ψ : C * (E) → C * (F ) be the * -homomorphism given in Lemma 5.2. By Remark 5.3, we have that Ψ is a P-equivariant homomorphism. We now show that
and Ψ(s e,E ) = s e,F for all v ∈ S and e ∈ s −1 (S) ∩ r −1 (S). By Remark 5.3, we have that Ψ induces the identity on the K 1 -group of the ith component.
We now show that Ψ induces FK R (U, V ) on the jth component. By Remark 5.3, it is enough to show this for E with U = U {j} and V = V {j}. Let Ψ: T (E) → T (F ) be the * -homomorphism given in Lemma 5.2. Let
By the proof of [CET12, Proposition 3.8],
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By Lemma 5.2, Ψ(C * (E)) = P C * (F )P , where P = v∈E 0 p v,F . Note that P C * (F )P is full in C * (F ), and by [Bro77] , there exists a partial isometry
and M(C * (F )) are the multiplier algebras of C * (F ) ⊗ K and C * (F ), respectively. Since Ψ is a P-equivariant homomorphism, we get from Remark 5.3 that Φ = Ad(W )•(Ψ⊗id K ) : C * (E)⊗K → C * (F )⊗K is a P-equivariant isomorphism. It follows from [RR07] that FK R (P; Φ) = FK R (P; Ψ⊗id K ) and hence that FK R (P; Φ) = FK s R (U, V ).
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Stable isomorphisms induced by flow equivalences and their K-theory
Following the work of Boyle in [Boy02], we will break SL P -equivalences into SL P -equivalences induced by basic elementary matrices. It is well known that such SL P -equivalences induced by basic elementary matrices induce stable isomorphisms. They also induce isomorphisms between the K-webs in a canonical way (and between the reduced filtered K-theories of the corresponding graph C * -algebras). In this section we will show that we can choose the stable isomorphisms above in such a way that the above operations commute. 
I). Now assume instead that B E W = B F and the vertex u emits at least two edges. Then (I, W ) is an SL
Proof. Throughout the proof, π G will denote the canonical surjective homomorphism from T (G) to C * (G), where G is a graph. Also, q We first prove the row addition part of the proposition. Let f ∈ s −1 (u) ∩ r −1 (v) which exists since A E (u, v) > 0. Note that F can be described as follows:
E (v)} where s F (e) = s E (e) and r F (e) = r E (e) for all e ∈ E 1 \ {f }, s F (e) = u and r F (e) = r E (e).
We now define a Toeplitz-Cuntz-Krieger F -family in T (E). Set Q w = q E w and
A computation shows that {Q w , T g : w ∈ F 0 , g ∈ F 1 } is a Toeplitz-Cuntz-Krieger F -family such that (6.1)
for all w ∈ F 0 reg . It follows that there exists a * -homomorphism Ψ :
such that Ψ(q 
Note that the identity map on E 0 = F 0 induces a lattice isomorphism between the lattice of saturated hereditary subsets of F 0 and the lattice of saturated hereditary subsets of E 0 . Since 
it follows that Ψ is surjective. Therefore, Ψ(J
H for all saturated hereditary subsets H of F 0 , and, consequently Ψ is a P-equivariant isomorphism (since Ψ is a * -isomorphism). Let Φ :
Now we want to show that Ψ induces the desired maps on K 1 (of the gauge simple subquotients of C * (F )). For all components that do not contain both u and v, it is clear that this holds (since both maps are clearly the identity map). In the opposite direction, if u and v both belong to a component, we only have to restrict to the subgraph of that component. For notational convenience, we show this for C * (E) instead, corresponding to the gauge simple case -the general case is analogous. Let
In K 0 (ker(π E )),
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Since v is regular, q
Thus,
Hence, Ψ induces the desired maps on K 1 .
Part two: We now prove the column addition part of the proposition. Note that F can be described as follows: Take an edge f from u to v. Set F 0 = E 0 ,
with s F (e) = s E (e), r F (e) = r E (e) for all e ∈ E 1 \ {f }, and s F (e) = s E (e) and r F (e) = v.
We define a Toeplitz-Cuntz-Krieger F -family in T (E). Set
, it follows from [Bro77, Corollary 2.6 and its proof] that there exists V in the multiplier algebra of
We first show that Ψ is a P-equivariant homomorphism, which implies that Ad(V )•(Ψ⊗id K ) is a P-equivariant homomorphism. Note that the identity map on E 0 = F 0 induces a lattice isomorphism between the lattice of saturated hereditary subsets of F 0 and the lattice of saturated hereditary subsets of E 0 . Let H be a hereditary subset of
We have just shown that Ψ is a P-equivariant homomorphism.
Let H be a saturated hereditary subset of
and s 
which is in the ideal of C * (E) ⊗ K generated by {π E (Q w ) ⊗ e 11 | w ∈ H} whenever u ∈ H. Therefore, the ideal of 
Thus, Ψ induces the desired maps on K 0 . We now show that Ψ induces the desired maps on
If u is regular, then
Now we want to show that Ψ induces the desired maps on K 1 (of the gauge simple subquotients of C * (E)). For all components that do not contain both u and v, it is clear that this holds (since both maps are clearly the identity map). In the opposite direction, if u and v both belong to a component, we only have to restrict to the subgraph of that component. For notational convenience, we show this for C * (E) instead, corresponding to the gauge simple case -the general case is analogous. Let
, we have that
x w e w .
Hence, Ψ induces the desired maps on
Recall from [ERRS16b, Definition 4.23] that when E is a finite graph with no sinks and no sources satisfying Condition (K), then we write B E ∈ M + P (n, Z) whenever B E ∈ M P (n, Z) and for all i, j ∈ P (i) if i j, then B E {i, j} > 0, (ii) n i ≥ 3 and the Smith normal form of B E {i} has at least two 1's (and thus the rank of B E {i} is at least 2).
Remark 6.2. Let E be a finite graph with no sinks and no sources satisfying Con-
P (n, Z) and every vertex in E emits at least two edges since the diagonal entries A E = B E + I are greater than or equal to 2.
Lemma 6.3. Let A be a nondegenerate matrix that satisfies Condition (II). Then there exists a finite graph E with no sinks and no sources that satisfies Condition
, for a suitable n and P. Proof. The matrix A defines a graph F (with adjacency matrix A) with no sinks and no sources that satisfies Condition (K). 
, the graph E does not have any source. Note that Condition (K) with no sinks means exactly that the temperature is constant 1; cf. [ERRS16b, Definition 4.16 and Lemma 4.20(i)]. Since the temperature is clearly a stable isomorphism invariant, it follows that E has no sinks and satisfies Condition (K), as well as m = n.
Lemma 6.4. Let E be a finite graph with no sinks and no sources satisfying Con
, and let j ∈ P be given. Then there exists a finite graph F with no sinks and no sources satisfying Condition (K) such that
), and such that there exists a P-equivariant isomorphism
Proof. Let e 0 be an edge that is part of a cycle that lies in the component corresponding to j ∈ P. Let E be the simple edge expansion graph at e 0 , and let v denote the new vertex (cf. Definition 5.1). It follows from Proposition 5.4 that B E ∈ M • P (n + e j , Z) and that there exists a P-equivariant isomorphism Φ from
The idea is to use Proposition 6.1 to construct a finite graph F with no sinks and no sources satisfying Condition (K) such that B F ∈ M + P (n + e j , Z), and a P-equivariant isomorphism Φ from
and since E has no transition states, no cyclic components, no sinks and no sources, it follows that E has no transition states, no cyclic components, no sinks and no sources, and thus that B E ∈ M ••• P (n + e j , Z). We may assume that v 0 = s(e 0 ) corresponds to the last row of the diagonal block A{j}. Let v 1 = r(e 0 ). We will now perform a series of column and row additions on the matrix A E − I according to Proposition 6.1. Using a column addition within block j, we can make sure that v 0 supports at least two loops. Adding column v 0 to v , we get all entries of the column v in jth diagonal block to be positive except for the last entry. Adding row v 1 twice to row v , the jth diagonal block is positive. Now we can use column additions and row additions to get all the off-diagonal blocks that are not forced by the order on P to be zero to be positive, and we thus end up with a graph F such that B F ∈ M + P (n + e j , Z). Since these are all legal column and row operations according to Proposition 6.1, we get the desired result from Proposition 5.4.
Cuntz splice implies stable isomorphism
In [ERRS16a] , it was proved that Cuntz splicing a graph gives rise to a graph whose C * -algebra is stably isomorphic to the C * -algebra of the original graph (generalizing a result in [Res06] ). This is used for instance in the proofs of [ERRS16b] to get a classification result. As we are proving a strong classification result, we will need to know more about what this stable isomorphism induces on the reduced filtered K-theory. This will be the main aim of this section. In the end of the section, we will use the results to stitch together the proofs of the main results.
We recall some notation from [ERRS16c] that will be used throughout the rest of this section.
Notation 7.1. Let E * and E * * denote the graphs:
The graph E * is what we attach when we Cuntz splice. If we instead attach the graph E * * , we Cuntz spliced twice. Let E = (E 0 , E 1 , r E , s E ) be a graph and let u be a vertex of E. Then E u,− can be described as follows (up to canonical isomorphism):
= s E * , and
Moreover, E u,−− can be described as follows (up to canonical isomorphism):
= s E * * , and
Proposition 7.2. Let E be a finite graph with no sinks and no sources satisfying Condition (K) such that B E ∈ M + P (n, Z). Let u be a vertex in E 0 , and assume that it belongs to the component corresponding to the block j ∈ P. Then B E u,−− is an element of M P (n + 4e j , Z), and there are an . We therefore make a small detour. By using column and row additions in the same way as in the proof of Lemma 6.4 together with Proposition 6.1 we see that we get two finite graphs F and F satisfying Condition (K) with no sinks and no sources such that B F , B F ∈ M + P (n + 4e j , Z) and such that there exist P-equivariant isomorphisms
, where (U 1 , V 1 ) and (U 1 , V 1 ) are SL P -equivalences from −ι 4e j (−B E ) to B F and from B E u,−− to B F , respectively. The composition thus gives an SL P -equivalence (U , V ) from B F to B F .
It now follows from [Boy02, Theorem 4.4] and Proposition 6.1 that there is a P-
The following theorem is the key result to prove that the Cuntz splice induces stably isomorphic graph C * -algebras in a way where we can control the induced maps on the reduced filtered K-theory. Since it does not increase the difficulty of the proof, for the convenience of possible later application we state and prove the result in slightly greater generality than needed in this paper -allowing for infinite emitters and sinks. 
Proof. In the proof of [ERRS16a] we found two representations of C * (E u,− ) and C * (E u,−− ) inside a C * -algebra A, and showed that they are in fact equal. Now, we will produce U and V such that the identity isomorphism is exactly given by the isomorphism FK R (U, V ) -when we use the canonical identifications of the Ktheory. We refer the reader to the detailed definitions in the proof of [ERRS16a] .
Let U ∈ SL P (m + 4e j , Z) and V ∈ GL P (n + 4e j , Z) be the identity matrix everywhere except for the jth diagonal block where they are (where we let the order of the added vertices follow the orders v 1 , v 2 and w 1 , w 2 , w 3 , w 4 , respectively). We will show that the identity isomorphism is exactly given by the isomorphism FK R (U, V ) -when we use the canonical identifications of the Ktheory.
Recall from the proof of [ERRS16b, Theorem 4.5] that {q v , t e } is the CuntzKrieger E u,− -family in A that was constructed and {P v , S e } is the Cuntz-Krieger E u,−− -family in A that was constructed, and that we call these two families S and T , respectively. Moreover, since E has finitely many vertices, these C * -algebras are all unital sub-C * -algebras. It is clear that we have that [
for any gauge invariant ideal I containing q v i , P w j , i = 1, 2, j = 1, 2, 3, 4, and similarly for subquotients. Since we have P v = q v for all v ∈ E 0 , it now follows that this GL P -equivalence induces exactly the desired maps on the K 0 -groups. Now we need to show that on the gauge simple subquotients, we get the right identification of K 1 . For all subquotients except for the jth, this is clear. For notational convenience, assume that u corresponds to the last row of the diagonal block B
• E {j}, i.e., the m j th row. We may also without loss of generality assume that j is the only component of E. Now let x = (x i ) andS x , the projections P x = S * x S x = S x S * x ,P x =S * xSx =S xS * x and the unitaries U x = S x + 1 − P x andŨ x =S x + 1 −P x in matrix algebras over C * (S) = C * (T ) as in [CET12] , where the ones without a tilde correspond to the family S while the ones with a tilde correspond to the family T . From the matrix (U 
In [CET12] we have the following definitions:
, f 10 nor any of the vertices v 1 , w 1 , w 3 , w 4 will appear in any such pair. It is clear that L
The substitutions v 2 → w 2 , e 3 → f 3 and e 4 → f 4 will define canonical bijections from L
Thus the size of U x andŨ x is the same. We want to show that [
With a slight abuse of notation, we let z denote the diagonal matrix of this matrix algebra having z as all diagonal entries. Using the definitions and matrix units from [CET12] , we see that
Now we see that 
By combining the above, we get the following important result.
Corollary 7.4. Let E be a finite graph with no sources and no sinks satisfying Condition (K) such that B E ∈ M + P (n, Z). Let u be a vertex in E 0 and assume that u belongs to the block j ∈ P. Then B E u,− ∈ M ••• P (n + 2e j , Z), and there exist U ∈ SL P (n + 2e j , Z) and V ∈ GL P (n + 2e j , Z) such that the following holds. The matrices U and V are equal to the identity matrices everywhere except for the jth diagonal block. All the diagonal blocks of U and V have determinant 1 except for the jth diagonal block of V , which has determinant −1 and
Proof. It follows from Theorem 7.3 and Proposition 7.2 that the statement holds if we say that the P-equivariant isomorphism Φ is induced by such a GL P -equivalence from −ι 4e j (−B E ) to −ι 2e j (−B E u,− ). Let (U 1 , V 1 ) be the SL P -equivalence from the proof of Proposition 7.2 and let (U 2 , V 2 ) be the GL P -equivalence from the proof of Theorem 7.3. By computing U
−1
2 U 1 and
we see that these are in fact of the form ι 2e j (U ) and ι 2e j (V ), respectively, for matrices U ∈ SL P (n + 2e j , Z) and V ∈ GL P (n + 2e j , Z) of the desired form. Step 1. According to Lemma 6.3, we may consider two finite graphs E and F with no sinks and no sources satisfying Condition (K) such that B E ∈ M + P (n E , Z) and B F ∈ M + P (n F , Z) and then prove the corresponding result for the graph C * -algebras C * (E) and C * (F ). We choose the block structure in such a way that it is over the same poset P, and such that the block structures are compatible with the homeomorphism between Prim(O A ) and Prim(O A ); cf. the discussion right after [ERRS16b, Definition 4.15].
Step 2. According to Lemma 6.4, we may, moreover, assume that A E and A F have the same block structure. So we write B E , B F ∈ M + P (n, Z), for some multi-index n.
Step 3. It follows from [ERRS16b, Section 4.4] and Corollary 4.3 that there exists a GL P -equivalence (U, V ) from B E to B F such that ϕ = FK s R (U, V ).
Step 4. For each i ∈ P with det(U {i}) = det(V {i}), we do as follows. Assume that j ∈ P with det(U {j}) = det(V {j}). Let v be a vertex in the component corresponding to j. Cuntz-splice the graph E at vertex v, and call the new graph E 1 .
Then B E 1 ∈ M P (n + 2e j , Z). Corollary 7.4 gives us an X-equivariant isomorphism Φ 1 from C * (E 1 ) ⊗ K to C * (E) ⊗ K and a GL P -equivalence (U 1 , V 1 ) from B E 1 to −ι 2e j (−B E ) such that FK R (X; Φ 1 ) = FK s R (U 1 , V 1 ), det(U 1 {j}) = det(V 1 {j}) and det(U 1 {j}) = det(V 1 {j}) = 1, for all i = j. By composing the GL P -equivalences (U 1 , V 1 ) and (U, V ) and using column and row additions together with Proposition 6.1 in the same way as in the proof of Lemma 6.4, we see that we may without loss of generality assume that det(U {i}) = det(V {i}), for all i ∈ P.
Step 5. Consequently, in addition to the assumptions on E and F , we now assume that det(U {i}) = det(V {i}), for all i ∈ P. Let r be the multi-index where all entries are 2. Now let U , V ∈ SL P (n + r, Z) be given as follows. We obtain U from ι r (U ) by interchanging the last two rows of each row-block i that satisfies det(U {i}) = −1, and we similarly obtain V from ι r (V ) by interchanging the last two rows of each row-block i that satisfies det(V {i}) = −1. It is now clear that (U , V ) is an SL Pequivalence from −ι r (−B E ) to −ι r (−B F ) and it is also clear that FK s R (U, V ) = FK s R (U , V ). By using column and row additions in the same way as in the proof of Lemma 6.4 together with Proposition 6.1 we see that we get two finite graphs E and F satisfying Condition (K) with no sinks and no sources such that B E , B F ∈ M + P (n+r, Z) and such that there exist P-equivariant isomorphisms Ψ from C * (E)⊗ K to C * (E ) ⊗ K and Ψ from C * (F ) ⊗ K to C * (F ) ⊗ K with FK R (P; Ψ) = FK Step 6. Now the theorem follows from Proposition 6.1 and [Boy02, Theorem 4.4].
We now show how Theorem 7.5 can be used to prove Theorem 3.1. 
Proof of Theorem
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Proof of Theorem 3.2. This can be proved in a similar fashion to how Theorem 3.1 was proved, using Theorem 7.6 instead of Theorem 7.5.
