A lower bound is found for the operator norm of the product of two infinite block operator matrices on Hilbert space which depends only on the norms of submatrices of these operators. The methodology of the paper is to study sequence-valued functions on certain families of finite sets (the barriers of Nash-Williams) and show that the convex hulls of the ranges of any pair of such functions must contain points which are close, This is achieved by a study in infinite Ramsey theory.
Thus, let us agree to insist that our desired lower bound should also be stable under conjugation by permutation unitaries. This leads to
Problem II. Find a function/3 which satisfies problem I and such that
9(UXU*) = ~(X)
for all X and all permutation unitaries U.
Recalling the "odd-even" example of the last paragraph, we observe that under our new assumptions, we must have fl(X)= 0 whenever any infinite collection of columns of X are zero. We shall show that, to within a small approximation, this is the most general case in which/~ must be zero. The following is the main theorem of the paper.
THEOREM 1.1. Problem II is solved by taking x//5 • fl(X) to be the infinum of the norms of all the submatrices formed by selecting all possible infinite collections of columns of X.
The remainder of the paper will be devoted to the proof of this theorem. It will be convenient to adopt a slightly different notation. Although this result is stated in operator-theoretic terms, it is, fundamentally, a problem of infinite combinatorics. The main work (Section 2) of the paper is couched entirely in combinatoric terms. In Section 3 we apply the combinatoric results obtained to analyse the operator theoretic aspects of Problem II.
The questions we consider here originated in the author's investigations into the structure of triangular operator algebras. In that context, certain algebras were described, as algebras of infinite block operators matrices, in terms of the relative size of the norms of their submatrices. In order to verify that the structure obtained was closed under multiplication, an estimate of the type proposed in Problem II was needed. Details of this application will appear elsewhere.
To motivate some of the work in the next section, we include here a very straightforward fact which we shall use in the conclusion of the proof of Theorem 1. 
BARRIERS AND MIDDLETONS
In this section we make a study of certain sequence-valued functions on collections of finite subsets of Z +, which we term middletons. The techniques of this section are entirely those of infinite Ramsey theory and so we begin by reviewing some definitions and results in this field.
If A is a collection of finite subsets of Z + we define the span, A, of A to be the union of all of the sets in A. We shall be concerned with collections A of finite subsets of Z + with the property that any infinite subset of contains some a e A as a subset. In fact, it will be very convenient to assume somewhat more for our collections: DEFINITION. Let A be an infinite collection of finite subsets of Z + such that every infinite subset of -4 has some element of A as an initial segment (that is to say, for some n > 0, the first n elements of the set, in order, belong to A.) If, further, no two elements of A are comparable under set inclusion then we say that A is a barrier.
The simplest examples of barriers are found by fixing n E Z ÷ and letting B be the set of all n-element sets in Z +. The term "barrier" was first used by Nash-Williams [5] to define a property of relations which he termed "better quasi-ordering." This property was applied by Nash-Williams to study the structure of certain families of graphs under the relation of homeomorphic inclusion. Several authors have developed this approach to show that various natural relations on other categories are better quasiordered. In particular, we mention the celebrated work of Laver [4] whose theorem on the behavior of countable total orderings under inclusion and its dualization by Landraitis [3] have already benefited the present author in his classification of certain ideals of nest algebras.
In fact, there will be no loss of generality in restricting our attention to barriers. This is evinced by the following theorem. Now, if A is a collection of finite subsets of Z + enjoying the property in the hypothesis of Galvin's theorem, we let Bo be the collection of those sets in A which properly contain no other elements of A. We can apply Galvin's theorem to Bo and let B be the collection of those b E Bo which lie in the infinite set so obtained. This clearly is a barrier consisting entirely of sets belonging to B. This justifies our concentration on barriers. If B is a barrier then any subset of B which is also a barrier is said to be a subbarrier of B. The reader will easily verify that B' is a subbarrier precisely when there is an infinite subset L of the span of B such that B'= {be B:b ~_ L}. The following Ramsey-type theorem is the fundamental result on barriers which we shall use.
THEOREM 2.2 (Nash-Williams [-5]). Let B be a barrier and suppose than B = B1 • B2 is a partition of B. Then one of B1, B2 contains a subbarrier.
In the case that B consists of all n element sequences this is precisely Ramsey's theorem. As with Ramsey's theorem it is quite elementary to extend the result to the case when B is partitioned by finitely many sets.
Nash-Williams' theorem has a simple proof using Galvin's theorem which, for completeness, we quote here from [ 1] .
Proof of Theorem 2.2. Either there is an infinite subset of/7 having no element of B~ as a subset or else every infinite subset of/7 has an element of B1 as a subset. In the latter case, by Galvin's theorem there is an infinite subset L of/7 such that B' = {b ~ B : b ~ L} is a subbarrier. If the former, then since B is a barrier then every subset of this set must have an element of B2 as an initial segment. Thus, we obtain a subbarrier B' ~ B 2. | Now, if A is any collection of finite subsets of Z + then we can totally order it with the lexicographic ordering. That is to say, if a, b ~ A then we say that a < b if the smallest element of the symmetric difference of a and b belongs to a. Fra'iss~ El, p. 663 attributes to Pouzet the observation that if no two elements of A are comparable by set inclusion and every infinite subset of A contains a set in A then A is lexicographically well-ordered. Thus, such collections of sets are well poised for transfinite induction arguments. We let rank B be the ordinal corresponding to the order type of the well-ordered collection B. In [1] Fra'iss6 gives a proof of Galvin's theorem due to Pouzet which uses transfinite induction on the rank of A. We gladly acknowledge the influence the ideas of this proof have had on the work that follows.
When pursuing a transfinite induction argument on the rank of a barrier B, the following observation represents the crucial induction step. If i ~/7 we let Bi be the collection of sets b with min b > i such that {i} u b belongs to B. Consideration of the nature of the ordering on B shows that rank B is equal to the ordinal sum along i~o9 (i.e., the first infinite ordinal) of 1 + rank By Thus, since each Bi either is empty or is a barrier, then either the singleton {i} belongs to B or else Bi is a barrier of smaller rank than B. We use this fact in the proof of Proposition 2.3 below.
We now turn to the promised study of sequence-valued functions on barriers. We begin with a definition. Before we can prove Proposition 2.3 we must first collect two technical lemmas.
LEMMA 2.4. Let B be a barrier containing no singletons and let c ~ B be a finite set. Then for each i~ c let Bi denote the set of b such that min b > max c and {i} u b ~ B. Then the B i are all barriers and there is an io ~ c such that Beo has a subbarrier with the property that for each bo in this subbarrier and each i~ c there is a (unique) b ~ Be which is an initial segment of bo.
Proof That the sets B i are barriers is readily seen. We prove the remainder of the lemma by induction on n = Icl. The case n = 1 is trivial.
Suppose the lemma is true for all cases less than n and let i' be the index obtained by using c\{min c} in place of c. Next, let C' be the set of unions cl w ... u CN, where ci ~ C and max c~ < min c~+1. C' is a barrier and if c~C' then c is expressed uniquely as a union of ci as above. Thus we can define a middleton on C' by 
In~(c)-n~(co)l < 1IN. iECl
Suppose that the first case obtains. We can easily find positive/~i (it Co) summing to unity such that
Thus, choosing bjeB (jtco) to be of the form {j} ub, where b has rain b > max Co, we take x = Zj~ c0 I~jn(bj) " It is readily seen that 2 IIx -n'(c0)ll 1 < Ilxll 1 -]ln'(c0)l] ~ + 1 Here and in the sequel, when we talk of compressing to an infinite set we mean that both B and C are replaced by the sets respectively of b e B and c E C contained in this set. By slight abuse of notation, we maintain the original names for the subbarriers so obtained. Note that since B = C, this process yields a pair of barriers with the same property. and since n'(co) is a convex combination of n(c)'s, the result follows in this case. For the remainder of the proof we shall therefore suppose that the second case outlined above obtains.
We at once compress to the span of C~. As in the last paragraph, we choose positive/~ (i~ c~) summing to unity such that We conclude this section with a final lemma on the structure of barriers. Although it is unrelated to the proof of Proposition 2.3, we include it in this section because it, also, is purely combinatoric. Suppose C~_B1 is a barrier. Let bl be the initial segment of C in C. Now we can find nl >max b I such that b~"l)¢B. Now consider b~"l)w {n ~ C:n >>. nl} and let el be the initial segment of this set belonging to B. Of course max el > nl. Now e~\{nl} =-C and certainly cannot belong to B, so let b2 be the initial segment of (e,\{n~})w{nsC:n>~maxe~} belonging to B. Note that max b2 > max e~. Repeat this process inductively, obtaining sequences of sets b j, cj. Write dj= bj\{max b/} and observe that dj is a proper initial segment of d/+a. Thus, taking L = Uj~>~ dj, we get an infinite subset of C. Let b be the initial segment of L belonging to B. DEFINITION. We shall say that a set a ___ Z + is minimal for X if it is minimal with respect to set inclusion for the property that there is a unit vector x belonging to the range of Pa such that q[Xxt[ >~ 1. Now, since every finite a with I[XPa[h > 1 contains a minimal set, it follows that the collection of minimal sets satisfies the conditions of Galvin's theorem. Thus, compressing to some infinite subset of Z +, we may assume that the minimal sets for X form a barrier. (The incomparability of sets follows automatically from minimality.) Repeating this argument for Y* and compressing again, we take B to be the minimal sets for X, C to be the minimal sets for Y* and assume hereafter that B and C are barriers with B = C. The next lemma describes the relevant consequences of our definition of minimality. are less than e. We argue similarly to obtain a sequence of vectors fc Without loss of generality we may suppose that the sets bj. and cj are indexed without redundancy. Let e=~_.j~/-~jebj and let f=Zj~/-DJcj.
Then, writing e,, el and e;' for certain sequences of positive numbers summing to less than e, and Ilflt ~2+ o(~).
Thus, on making a wise choice of e and rescaling to get D, the result follows. |
Remark. The reader will readily see that our argument in fact leads to an estimate of liDII < 4 + e. Furthermore, this can be improved by a more prudent choice of the ordinate number in the sets L and K. The best improvement that can be made in this way allows us to replace 4 + e with 2/(3 -x/~) + e. However, we conjecture that in fact we may always find IIDIb < 1 + e. In attemting to prove this we have concentrated on the combinatorics rather than the functional analysis, and have some evidence for the conjecture. However, the path we envisage would substantially enlarge the previous section and we are unwilling to proceed along it until the benefits of such an improved estimate are more clear.
