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SUMMARY 
The objective of this research is to develop estimation algorithms 
for noisy dynamical systems represented by partial differential equations, 
and to evaluate their performance on a digital computer. Filtering and 
smoothing algorithms are developed for noisy vector distributed systems, 
each of whose components is at most second order. Two classes of systems 
are assumed—those for which noise statistics are known and those whose 
noise statistics are unknown. For the first class distributed white dis-
turbances in the dynamics and measurements are assumed and the innovations 
approach is used. For systems where the noise statistics are unknown, a 
least squares fit estimation approach is used. The estimate is required 
to minimize a positive definite functional which results in a two-point 
boundary value problem. The solution to this boundary value problem is 
obtained using invariant embedding, converting it into an initial (or 
final) value problem. The results of these algorithms are applied to 





The problem of estimating states in distributed systems arises in 
almost every kind of dynamic system. Every dynamic system is by nature 
distributed, but if in the course of its motion its energy is sufficiently 
concentrated at one point, it can be described by a lumped system. A 
typical example is the characterization of the behavior of a homogeneous 
vibrating beam by an ordinary differential equation describing the motion 
of the lowest eigen-mode. However, there are other systems which at times 
cannot be thus described, and must be characterized by partial differen-
tial equations. Noisy terms in distributed systems arise due to a number 
of factors, like incomplete information on the system behavior, improper 
characterization, etc. An example shall illustrate this. Consider the 
problem of modeling neutron flow in a nuclear reactor. A neutron is a 
particle, but its flow is, for purposes of keeping analysis simple, char-
acterized by that of a fluid. The discrepancy between the characteriza-
tion of neutron flow as fluid motion vis-a-vis particle motion gives 
arise to a stochastic noise term which can be measured. Measurement in 
itself introduces uncertainty, so we see that our system is characterized 
by both dynamic and measurement uncertainties. So it is desirable to 
know the actual state in the absence of noise, and it is to these points 
that this thesis addresses itself. 
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1.1. History of the Problem 
A considerable body of literature exists pertaining to the esti-
mation of states for distributed systems. These works have widely dif-
ferent symbolisms, measurement processes and boundary conditions associ-
ated with them. Since no rigorous extension of the Ito calculus to 
infinite dimensional systems is at present available, although it is being 
researched [1], such problems are attacked by indirect means. Falb [2] 
considers the linear filtering problem in Banach space formalism. The 
behavior of the system is assumed represented by an abstract differential 
equation with additive "white noise." Homogeneous boundary conditions 
are assumed, and an abstract orthogonal projection lemma obtained. Using 
an extension of Kalman and Bucy's work [12], the minimum-variance estimate 
in a Banach space is obtained. Tzafestas [3] and Thau [4] obtain identi-
cal results using the more conventional formalism for partial differential 
equations, for continuous and discrete measurements, respectively. 
A different approach to the linear filtering problem is taken by 
Balakrishnan and Lions [5]. Based on the observation that for a lumped 
system with Gaussian disturbances, the estimation problem is the dual of 
the optimal regulator problem, they derive a minimum mean square filter 
JCn case there are noisy measurements-t but no dynamic noise is present. 
Meditch [6] also considers the filtering problem in an identical manner 
for linear systems with dynamic noise present. 
Tzafestas considers the filtering problem for linear Gaussian 
Mysloms using the maximum likelihood approach [9], and the maximum a 
posteriori (MAP) approach [10]. 
The linear smoothing problem has not been so extensively studied 
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as the filtering problem. Tzafestas derives a 'two-filter1 version of 
the fixed interval smoothing algorithm for distributed Gaussian systems 
(3], [9]. A different algorithm is derived using the MAP approach [10]. 
The 'two-filter' algorithm is far more complicated than the MAP algorithm. 
Using the rather complex limit procedure of Meditch [12], Tzafestas de-
rives fixed point and fixed lag smoothing algorithms for linear Gaussian 
systems. 
The nonlinear estimation problem has been studied by Tzafestas [9], 
[10] for additive Gaussian disturbances. Using a first order lineariza-
tion of the model, extended Kalman algorithms are obtained. Lamont [8] 
using a least squares estimation criterion and the invariant embedding 
approach has derived a nonlinear algorithm for filtering. Seinfeld et al. 
[14] use an identical approach, but discretize the system to a lumped 
system. Gavalas et al. [18] extend Lamont's results to a very general 
distributed-lumped system using the same technique. The nonlinear smooth-
ing problem has not been studied in any detail. 
1.2. Statement of the Problem 
The above review of the literature can be summarized thus: The 
linear Gaussian filtering algorithm have been derived using orthogonal 
projections [2] - [4], least squares [5], maximum-likelihood [9], MAP 
[10]. For arbitrary disturbances of unknown statistics, least squares 
have been used [6]. The linear Gaussian smoothing problem has been ap-
proached using MAP [10]. Extended Kalman estimation algorithms exist 
for nonlinear systems with additive Gaussian noises [10]. For noises of 
arbitrary statistics, an invariant embedding filtering algorithm exists 
[7], [8], [14]. No smoothing algorithms exist. 
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This points the need for having smoothing algorithms, for arbi-
trary noises, for both linear and nonlinear systems. Smoothing is of 
interest in general dynamical systems because of the improvement in the 
estimate as evidenced by the reduction in error covariance. 
The computational problem associated with any estimation algorithm 
is of supreme importance because eventually the algorithm is going to be 
processed on a computer. Very little attention appears to have been 
devoted to the computational aspects of the estimation problem, other 
than the results of Seinfeld et al. [14], who approached the problem by 
discretizing the system in space alone to get a set of ordinary differ-
ential equations for the estimator. These are cumbersome to solve on a 
digital computer. 
With this short survey into the previous literature existing on 
the subject, we can now detail the problems to be considered in this 
research: 
(a) Definition of a complete set of problem constraints which do 
not exclude nonlinearities or nongaussian statistics, and derivation of 
least squares estimators for the various smoothing problems. Filtering 
algorithms similar to the ones obtained by Lamont [8], Seinfeld [14], 
are necessary adjuncts to the smoothing algorithms. 
(b) Derivation of smoothing algorithms for systems with white 
noise disturbances via the innovations approach. 
(c) An examination of the computational feasibility of the above 
developed algorithms for computer execution time, storage requirements 
and accuracy vis-a-vis the previously existing algorithms of Seinfeld 




THE ESTIMATION PROBLEM WITH UNKNOWN NOISE STATISTICS 
As stated in Chapter I, classical least squares coupled with the 
invariant embedding approach shall be used in this section to derive 
smoothing algorithms for systems with unknown noise statistics. In this 
chapter, the class of systems to be considered are defined and the 
Euler-Lagrange equations governing the minimization of the weighted-
least squares functional obtained; prior to detailing the solution to 
the various estimation problems outlined below. 
2.1. System Model and Problem Formulation 
Let fi be a bounded, connected, open subset of n-dimensional 
Euclidean space E with piecewise smooth boundary 9ft. Let t denote 
time on the fixed interval [t ,t-l. 
o f 
We consider systems governed by the noisy vector partial differ-
ential equation of the form 
8 x
9
( [ y t ) - N(x,y,t,q(t)) + w(y,t), y e ft , E J x(y,tQ) .- X Q (2.1) 
where x(y,t) is the n-dimensional state vector; 
w(y,t) is the n-dimensional disturbance vector of unknown 
statistics; 
N is an n-dimensional nonlinear spatial differential or integro-
differential operator of order k defined on fi, 
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For each t c [t ,t_] we assume x(y, t) EI-0(Q) and w(y,t) e*-9(ft). 
or *• ^ 
The n -vector q(t) (independent of y) is defined by 
^ i - Nq(t,q) + ^i(t) (2.2) 
and the boundary condition is of the form 
Nb(x,y,t,r(t)) = £2(y,t) y e 3 :fi (2.3) 
The mq- vector r(t) (independent of y) is governed by 
^ ~ = Nr(t,r) + C3(t) (2.4) 
where N, is an ̂ -dimensional spatial operator on 9ft with n2 ^_ n 
and operator order < k; 
£l(t), £2 &»*-)» ^3^t) are independent random processes with unknown 
statistical characteristics; 
N and N are nonlinear ni and no-dimensional vector functions. 
q r i 6 
The state of the system is S ={x(y,t), q(t), r(t) : y e ft, 
t e [tQ,tf]}. 
The observation is assumed to be of the form* 
z(y,t) = h(x,y,t) + v(y,t) y e ft (2.5) 
where h is a bounded, continuous, £-vector spatial operator; 
v(y,t) is the unknown additive measurement noise. 
o f For all t e [t , t..], v(y,t) e L2(ft) is assumed 
* 
Observability of the system is discussed in Appendix C. 
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The model as postulated here is rather general and encompasses a 
very wide class of systens. In reality, by assuming broad generality 
for the system model, we would be sacrificing some very powerful mathe-
matical tool which would not otherwise easily extend to systems of 
arbitrary order. So, in particular, to facilitate application of Green's 
theorem and the concept of adjoint systems, we restrict our systems such 
that 
2 
N(x,y,t,q(t)) = f (x,y,~, ~ , t, q(t)) 
y 
The estimation algorithms require a linearization about a nominal tra-
jectory and by making the assumption that a Frechet derivative of N 
exists, the application of Green's theorem greatly simplifies the anal-
ysis. 
This also requires that we restrict our boundary operator to 
Nb(x,y,t,r) = S(*>^, Y.t.r) 
where 9[ ]/9a denotes the derivative w.r.t. the outward normal n. Such an 
assumption is not particularly restrictive, as it encompasses within 
it all quasilinear parabolic and hyperbolic systems. The only system 
of any importance left out is the transient biharmonic equation. 
The model as formulated then is a very general model describing 
both distributed and lumped systems. Such systems arise, for instance, 
in describing the heat conduction process where the temperature of the 
medium is controlled by the fuel flow [27]. Purely distributed systems 
arise so often in nature that no mention need be made of the field of 
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application of this model. 
Note that the measurements on the system are considered only in 
the volume ft . No measurements on the boundary are assumed. Boundary 
measurements can be incorporated into the system model by a slight ex-
tension of the present analysis. 
The state estimation problems to be considered here are: (a) The 
Filtering Problem. Given measured data z(y,x) : y e ft from x - t to 
the present time x • t and an initial estimate x(y,t |t ) together with 
its covariance matrix 
V y . y p " p ( y ' y i ' t o l t o ) 
find an estimate S | °f the current state S . (b) The Fixed-Interval 
Smoothing Problem. Given measured data z(y,x) : y e ft -V- T G [t ,tf] 
and an initial estimate x(y,t |.t ) : y e ft together with its covariance 
matrix, find a smoothed estimate S lt. over the entire fixed-interval 
t e [t »tf]. (c) The Fixed-Point Smoothing Problem. Given data as 
above, find a smoothed estimate S . at only one particular time t = T 
within a time interval [t ,tf]. (d) The Fixed-Lag Smoothing Problem. 
Given data as above, find a running smoothed estimate S . which lags 
behind the time of the most recent observation by a constant amount of 
time 0. 
The estimation criterion for any admissible estimate S = 
(x(y,t), q(t), r(t) : y e ft, t e [t ,tf]} is the minimization of the 
least-squares error functional 
J = i ^ t f ) V f t ( z ( y , t ) ^-h(x»y» t»TQ(y-yi. t)(z(y1 ,t) 
9 
T 
- h(x,yi,t))dndfi1 + / f l / f l r
X ^ ' 0 " N(x ,y , t ) | R(y,yi ,t) 
r 3x(y , t ) -| 
[ - I F - - NCx.ypOjdfld^ + / a J a o ^ f e y . t ) ) s ( y , y i , t ) 
Hh(x,y.,t)dOn)dOni) + ||q(t) - N (t)H
2
T + | |r(t) 
D q xi(t)_ 
" V ^ H T, Jdt + U ^ ' V " xo(y))
TPo
1(y,y1)(x(y1,to) 
- x (y1)d«dfi (2.6) 
In equation (2.6) the first three terms represent the weighted 
observation residual over ft and the weighted dynamic residuals over Q 
and 9ft respectively. The next two terms represent the weighted error 
residuals in estimating q(t) and r(t) respectively. The last term is 
the weighted residual for the initial state x(y,t ). The weighting 
matrices P ,Q,R,S are bounded, continuous, symmetric, symmetric in their 
o 
spatial arguments, and positive definite. The inverse kernel P is 
defined by 
V o 1 ( y > y 2 ) p 0
( y 2 > y i ) d f i 2 • / f i
p
0 (
y ' y 2> p o 1 ( y 2 ' y i ) d f i 2 = 6 ( y - y i > < 2 - 7> 
T and T are symmetric bound positive definite matrices. These facts 
imply that a minimum for J exists [18] subject to the constraints of 
equations (2.1-5). 
It is important to emphasize that no model for the uncertainty 
in either x or the various noises are used. Weighted-least squares 
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estimation theory replaces modeling and optimality arguments by the 
intuitive judgment that a "reasonable" estimate of x would be obtained 
by minimizing a weighted functional (2.6) of all the residual errors. 
2.2. The Euler-Lagrange Equations 
In this section we reformulate the problem of minimizing the 
functional (2.6) to facilitate application of variational techniques. 
Then the use of the calculus of variations to minimize (2.6) leads to 
the derivation of the Euler-Lagrange equations for the estimation prob-
lems. These equations result in a two-point boundary value problem 
(TPBVP). These equations form the basis for the work of the next few 
sections wherin solutions to the various estimation problems are ob-
tained from this TPBVP by converting it into an initial value problem. 
The problem is now recast so that the theory of optimal control 
can be applied. We desire to minimize J with respect to S = (x(y,t), 
q(t), r(t) : y e ft, t e [tQ,tf]} and {u : i- 1,.. ,4} where 
J - | / t
f I / f i / f i (z(y , t ) - h(x ,y , t ) )
T Q(y,y 1 , t ) (z (y , t ) - h ( x , y i , t ) ) 
o ' 
d!M"l + y^(y>t)R(y,y1,t)u1(y1,t)dfidni + i j ^ y . t ) 
S(y,y1.t)u2(y,,t)dOQ)d(3B1) + ||u3(t)||
2
T ( t ) 
+ 1 K t ) i iT2(t>}
dt + W'b'V - ^(y))Tp;1(y'yi> 
t f 
(x(y. , tQ ) - •xo(y1))dftda1 = / t $ (S t > u i , y , t )d t + 9(x,tQ) (2.8) 
o 
11 
subject to the constraints 
9 X^' t } = N(x,q,t) + u (y,t) , E X(y,tQ) = XQ(y), y e fl 




x»r,y,t) = u2(y,t) y e 8 Q 
ff= Nr(r,t) + u^(t) 
The weighting matrices P , Q, R, S, Tj, T2 are as defined in Sec. 
2.1 previously. The optimal control problem is recognized to be a Bolza 
problem in the calculus of variations. 
Defining the Hamiltonian H(u.,X.,y,t: i=l,3,4) as 
H = $(St,ui,y,t) + Jfiv[(y,t)<Mx,q,y,t) + .u1(y,t))dft. 
+ A^N* + u3) + A*(t) <N* + u^t)) (2.10) 
where $ is as defined in (2.8) and X^X^jXo are adjoint variables, we 
obtain the extended functional 
J = 8(x,to) + Jt
f /H(St,Ui,y,t) - /fl^(y,t)(||j dfi 
- A*<t)q(t) - X^(t)r(t)| dt (2.11) 
Integrating by parts, this yields 
12 
tf . ~ . axx 
J = 0(x,to) + / (H + <X3,q> + <X4,r> + Jfi<-̂ -,x>dfi)dt 
o 
- ̂ /ft<A!,i>dn + <X3,q>+<Xt+,r>Ut
f (2.12) 
where < , > denotes the scalar product. 
A necessary condition for a minimum is that the first variation 
of J vanish for arbitrary variations 6S and 6u., i • l..,4 [20], The 
first variation is given by 
. , f « e (
x ' V , - .„' r f / r" «H ,- JO ^ SH ,- , m ,*. 6 J " Jn*—S-> 5 x > da+ >t \ J n < W 6 x > d 0 + ^ • 6 i > + <"57'6r> 
+ / a o * f • 6*>d(8fi) > d t + hi { /oi5--6 f ii> d f l + / ao i s r ' 6 i i 2 > d ( a n ) 
+ <M-,6u .> + < — , 6 < v i d t - ( f 0<X ,6x>dft - <X3,6q> - <Xt+,6r i l
 f 
8u3 8ut+ I ( « 1 I o 
t f / . . 3X. , 
+ / t S<X3,6q> + <Xt+,6r> + J f i<-~^6x>dftidt (2 .13) 
where 6( ) / 6 ( ) denotes the func t iona l d e r i v a t i v e [ 2 1 ] , 
The f i r s t v a r i a t i o n SJ s h a l l vanish i f 
5H 8X1 6H n 
-rz = - T T - , T-r- = 0 y e fi 
ox 9 t 6u i 
£ - 0 , i? . . 0 y e a n (2.14) 
ox 6u2 
-3H • -9H 3H . n 3H n 
Xq = -—r , X, = - r r , —r- - ° , T T ~ • ° 
3 3q H 9r Bu3 9u4 
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together with the terminal conditions 
My,tf) = o 
(2.15) 
M y . V - -lQ*o
1iy>y0t*o
{yi*to> ~ x 0
( y i ) ) d n 
A3(tf) = 0 = A3(tQ) 
Ai*(tf) = 0 = Ai*(to) 
The control uj can be obtained from (2.14) to yield 
ui(y,t) = - /flR
 1(y,yi,t) <yi,t)dn (2.16) 
To obtain 6H/6x ; y e ft, and 6H/6x ; y e 3 ft, we write the full expres-
sion for 6H: 
<SH = j Q <||,6x>dn + / a n
<|^. 6 i > d^ f t) + /Q<Ai,(N).6x>dft 
where (N)- denotes the Frechet (strong) derivative of the operator N[22] 
Using the compact Green identity this becomes 
6H - kK H + ( N ) X A I >6*>d*+ v H + ( V^ A I .^d<w (2-i7> 
Hence 6H 3X1 6$ . , * 
6 
= " IF" = *6^+ ( N )xA l ' y e f i (2.18) 
x o t ux 
.-iJ.OTIJ* with the. boundary condition 
14 
• £ 4 - 0 - (N, )*x, , y n n (2.19) 
ox 
* 
s ince 64>/6x i s zero for y e 3. fi. In eqns . ( 2 . 1 7 ) - ( 2 . 1 9 ) , (N)- denotes 
the ad jo in t of the l i n e a r ope ra to r (N)- . 
Eqns. (2.14) and (2.18) along with (2.10) y i e l d 
" 8 X 1 * / a h \ T 
- 3 t " - W ^ + / f i ( | | ) Q ( y , y 1 »
t > < z < y i » t > - h ( x t y l f t ) ) d n 1 > yeft (2.20) 
u 2 ( y , t ) = - / 9 f 2 S"
1 (y ,y 1 , t )K( ;y 1 , t )A 1 (y 1 , t ) d (8 f i 1 ) y- e 3 fl • (2.21) 
u 3 ( t ) * - T 7
1 ( t ) X 3 ( t ) (2.22) 
u 4 ( t ) = - T 2
1 ( t ) X l | ( t ) (2.23) 
- X 3 ( t ) = J (N)Tx ( y f t ) d n + (N. )
T X 3 ( t ) (2.24) 
' i j q l q - a 
- x \ ( t ) = J3n(Nb)TKXi(y ft)dOn) + (N r)Tx4(t) (2.25) 
The form of K(y,t) and the boundary conditions for X,(y,t) are obtained 
by assuming that the linear operators (N) and (N, ) have the form [23] 
X D X 
« x f ] - I ^ A (,.t) -gg;*l B^y.O ̂ l . + c(y.t) 
(2.26) 
< V X ^ - v
( y - t ) C ' 1 +V^TS 
where 3/3a is the derivative w.r.t. the conormal of ft relative to the 
15 






i | I An cos(n,x1)| V y , t ) = ] I \ I Aij cos(n,Xi) 
with n the interior normal of ft. Furthermore, with this formalism, the 
boundary condition for Xj(y,t), eqn. (2.19), becomes, with the help of 
Green*s identity [23] 
AT




5 5 - + V M V l " 1^1 coB)n,yi)A1(y,t) = O y ^ 
= 0 y e 8 ft (2 .28) 
n ^A. , 
D. - B . - y i ^ i 
1 i ik »*i 
The boundary value problem can now be written down as 
8x(y>fc) = N(x,q\y,t) - /fiR"
1(y,y1,t)A1(y,t)dft y e ft (2.29) 




r(t) = N.(r,t) - T/(t)Al+(t) (2.31) 
along with the adjoint equations (2.20), (2.24), (2.25) and boundary 
equations (2.21) and (2.28) with terminal conditions given by (2.15). 
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In essence, any estimation algorithm comprises of estimator equations, 
adjoint equations and boundary conditions tabulated in Table 1. 
Table 1. General Estimation Algorithm 
Estimator Estimator Eqn. Adjoint Eqn. B.C. I.C. 
i(y,t) (2.29) (2.20) (2.21) ,(2.28) 2.15a 
q(t) (2.30) (2.24) 2.15b 
r(t) (2.31) (2.25) 2.15c 
The above equations are used to derive the filtering algorithm in 
Appendix A, and the smoothing solution in the next few sections. 
2.3. The Smoothing Problem 
Much attention has been devoted to the linear and nonlinear filter-
ing algorithms [l]-[6], [8]-[10] for distributed systems, with some 
attention to the prediction problem [3], [9]. The smoothing problem 
has received considerably less attention despite the fact that consider-
able reduction in error, above that obtained by the filtering solution, 
is possible. Previous approaches to solving the linear smoothing problem 
have included orthogonal projections E3], Bayes' approach for white 
Gaussian disturbances [10]. The only algorithms for nonlinear plants 
existing are linearized Kalman algorithms [10], obtained by linearizing 
the plant about a nominal trajectory. Purely nonlinear estimators for 
arbitrary disturbances do not exist. 
The results obtained in this section are extensions on previous 
17 
attempts to get smoothing results [10] and form a major contribution of 
this thesis. We shall develop solutions to the various smoothing prob-
lems outlined in Sec. 2.1 which avoid the direct solution pf the TPBVP 
posed in Sec. 2.2. The approach used is invariant embedding, which con-
verts the BVP into a more general class of problems. To proceed with the 
invariant embedding solution for smoothing, we need the filtering solu-
tion. The filtering solution has already been developed for similar 
models by Lamont and Kumar [8], Hwang, et al. [18]. Its derivation is 
given in Appendix A because of the frequency with which it is referred to. 
2.3A. Fixed-Interval Smoothing 
Often it is necessary that better estimates than the crude filtered 
estimate be obtained for data interpretation purposes. If in case there 
is no need for immediate data interpretation, the filtered estimate can 
be stored in its entirity over the entire observation period, and we can 
refine this estimate using the fixed interval smoothing routine. The 
fixed interval smoothing problem was outlined in Sec. 2.1. The estimate 
resulting is in general the best obtainable for any smoothing routine 
because knowledge of the filtered estimate over the entire observation 
interval is available. For linear systems least covariance of error 
also results. The disadvantage is the amount of computer memory storage 
required. As the fixed interval smoothing problem involves data over the 
entire observation interval, it is clear that the algorithmic computation 
must be done off-line. We first assume that we have obtained the filtered 
estimate (x(y,t),q(t),f(t)} and associated covariances from the algorithm 
of Appendix A. Then we wish to solve the TPBVP posed by eqns. (2.20), 
(2.24), (2.25) and (2,29)-(2.31) along with associated boundary conditions, 
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backward in time for all te [t ,t ] with initial conditions 
x(y,tf|tf) = x(y,tf), q(tf|tf) = q(tf), f(tf|tf) = r(tf) (2.32) 
Ai(y,t |t ) = A^y.t ), X3(t |t ) = A3(t ),\(t |t ) -A^t ) (2.33) 
where x(y,t|t ), q(t|t ) , r(t|t ) denote smoothed estimates. In terms 
of our new notation for the smoothing solution and the initial conditions at 
at the final time t we can write the TPBVP as 
3x(y,t|tf) i 
N(x(y,t|t ),y,q(t|t ),t) - / RXyyyl,t)Ax(y,t11 )d«x 3t 




r(t|tf) = N.(f(t|tf),t) - T2
1(t)Ajt|tf) (2.36) 
with initial conditions given by (2.32) and boundary condition 
[Nb]. x(y,t|tf) = 0 y e 9 £2 (2.37) 
The adjoint equations are 
3^(7,t|t) A 
at t«i(y,t| tt)hto.t\tf) +/n 
ah 
3x(y,t|tf) j 
Q(z - h(x(yi,t|tf), y1,t|.tf))dft1 (2.38) 
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- X3(t|tf) = /0 [N]5(.t|t )X1(y,t|tf)dO+ [H.].(t|ty3(t|tf) (2.39) 
\(t|tf) = /anlNb^KX^y.tlt^dO^+ENjlj^^ )Xlf(t|tf) (2.40) 
with boundary conditions 
" b W i t ^ V ^ ' I V 0 y£3fi (2-41) 
Eqns. (2.32-41) now constitute the fixed interval smoothing TPBVP. As 
is apparent from (2.32) and (2.33) the filtered estimate |x(y,t ), 
q(t ), r(tf)} and the terminal adjoints Xj(y,t ), X-(tf), X1+(tf) consti-
tute a set of boundary conditions at the terminal stage which convert 
our TPBVP to an initial value problem which may be backswept to obtain 
a fixed interval smoothing estimate. To avoid stability problems assoc-
iated with reverse time solution of canonic equations, it is preferable 
to make a linear approximation for the A's that expresses the depend-
ence of the fixed-interval smoothing solution on the filtered solution. 
For linear systems (cf. Chapter III) this would be equivalent to a 
Riccatti transformation of the adjoint variable. From eqn. (2.15) we 
see that an appropriate choice is 
X1(y,t|tf) = - /fiP^
1(y,y1,t)(x(y,t|tf))dfi - P^(y, t)q(t | tf) 
P14
1(y,t)r(t|t ) (2.42a) 
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X3(t/tf) = - /fiP"3i(y,t)x(y,t:|tf)dfi - P"*(t)q(t|tf) 
P~Jr(t|tf) (2.42b) 
\(t|tf) = - /fiP~l(y,t)x(y,t|tf)dft - P~*(t)q(t|tf) 
- P~J(t)r(t|tf) (2.42c) 
where 
x(y,t|tf) = - x(y,t) + x(y,t|tf) (2.43) 
with similar expressions holding for q(t|tf) and r(t|tf). Substituting 
(2.42a,b,c) into (2.34), (2.35), (2.36) respectively yields for the 
smoothed estimate 
9x(y,t|t ) 




q U l t ^ d ^ + /fiR"
1(y,y1,t)PiJ(y1,t);(t|tf)dfi (2.44) 
q(t|tf) = N~(q(t|tf),t)) + T7
1(t)|/fiP;i
1(y,t)x(y,t|tf)dfi + P^(t)q 
+ P~J(t)r(t|tf)J (2.45) 




+ P^g(t)q(t|tf) + P"
1(t)r(t|tf)| (2.46) 
with boundary conditions 
[NbL .x(y,t|tf) = 0 y e 8 (2 (2.47) 
Eqns. (2.44)-(2.47) with terminal conditions given by (2.42) along with 
the filtering algorithm of Appendix A constitutes the smoothing algori-
thm. 
Analysis of Smoothing Structure; An examination of the smoothed esti-
mator eqns. (2.44)-(2.47) reveals that the estimator equations are inde-
pendent of the smoothing error covariances, being dependent only upon 
the filtering error covariances. To obtain a measure of the smoothing 
error covariance for our very general model is rather cumbersome. How-
ever, for a somewhat simplified model the mathematics can be kept within 
manageable proportions. We make the simplifying assumption that the 
only disturbances acting on the system are distributed in nature. No 
lumped disturbances are assumed. This has the effect of eliminating 
the q and r terms from our system model. Concomitantly, the smoothed 
estimate becomes (cf. eqn. (2.44)) 
9x(y,t|tf) -
j^-i- = N(x(y,t|tf),y,t) + JJfilfV|x d^dj^ (2.48) 
with boundary conditions given by (2.47). Define the smoothing error 
covariance in the usual manner, that is , 
Pn(y,y1,t|tf) = E {5x(y,t|tf)6x
T(y1,t|tf)} (2.49) 
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where P is a symmetric, positive definite matrix. With this defini-
tion, the covariance may now be calculated, as for the lumped case, fol-
lowing Bryson and Frazier [26], to be compared vis-a-vis the filtering 
error covariance. 
To perform this calculation, linearize eqn. (2.48) along a nominal 
trajectory with its boundary condition (2.47). This involves terms in 
x(y,t) and x(y,t), the filtered estimate and the noisy states, too. So 
linearize the filtered estimate and the noisy TPBVP also, along with 
their boundary conditions. This gives rise to a linear TPBVP akin to 
the one for lumped systems treated by Bryson and Frazier [26], (See 
Sec. 3 on fixed interval smoothing, too). The solution of this linear 
TPBVP is easy to write in terms of its Green's function, to yield 
6x(y,t|t ). Substituting this result into (2.49) and differentiating 
yields 
8Pll(y»yl'tltf) T 
5t s M P n ( y > y 1 »
t l t f ) + Pn^y^tlt^M 
- R'^y.y^t) (2.50) 
with boundary and final conditions 
[ V X
 P n ( y » y i » t l t f ) = ° y e a fi*yie" ( 2 - 5 1 ) 
p n ( y , y i ' t f l t f ) = p n ( y , y i , t f ) ( 2 , 5 2 ) 
To summarize, the fixed interval smoothing estimate is obtained 
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using a Riccatti transformation on the adjoint variable. It involves 
processing in reverse time after forward time computation of the filtered 
estimate has been completed, and hence is necessarily offline. The esti-
mate is independent of the smoothing error covariance, being dependent 
on the filtering error covariance only. The smoothing error covariance 
has been obtained by linearizing the estimate about a nominal trajectory 
and solving the resulting BVP. Results in this section are extensions 
of previous results [10]. The estimator is nonlinear, while the only 
previous result existing [10] describes a linearized estimator. 
The fixed-interval smoothing estimate can be tabulated thus (after 
processing the filtering algorithm of Appendix A), 
Table 2. Fixed Interval Smoothing Algorithm 
Estimator Estimator Eqn. Boundary Condition Terminal Conditions 
x(y,t|tf) (2.44) (2.47) 
q(t|tf) (2.45) 
r(t|tf) (2.46) 
2.3b. Fixed Point Smoothing 
The fixed point smoothing problem was outlined in Sec. 2.1. Here 
we require the smoothed estimate at only one point tj within the obser-
vation interval [t ,t ], denoted by S i As for the case of fixed 
interval smoothing, at the point t,, the filtered estimate {x(y,tj), 





Likewise for the adjoint variables arising in the TPBVP formulated in 
Sec. 2.2. Thus we may write at the time t 
x(y,tl|t) = ^(y,^), q(tj.t) = q O ^ ) , r(tj 11) = r(tj) (2.53) 
A (y,tjt) = A ^ y , ^ ) , A3(tjt) * A3(tj) , Al+(tjt) -Alf(t1')- (2.54) 
As for the filtering solution, t is considered a running variable, and 
a 'fixed stage' invariant embedding solution [13] to the TPBVP of Sec. 
2.2 obtained. 
As in Sec. 2.3a, we denote the general class of solutions to the 
BVP by 
x(y,tjtf) = r^Cj, C3, C4, y, tj , tf) 
q(tjtf) = r3(C1, C3, C4, tlf tf) (2.55) 
r(tjtf) = r4(C2, C3, C4, tlf tf) 
where C , C , C are as defined in eqn. (A.l). The desired solution 
obviously is ^ ( 0 , 0 , 0 ^ , ^ , ^ ) , ^(0,0,0,^ ,tf) , r̂  (0,0,0, ̂  ,tf) since 
the C's represent perturbations about the optimum. Also, it is 
apparent from (2.53) that a final condition on (2.55) at time t.i is 
r i ( c i > C3> V
 y> V t i ) " s i ( c i > c3» c4> y» h* 
r 3 ( C l > C3> C4» ' l ' tl) " S 3 ( C 1 » C3> K» t l ) ( 2 - 5 6 ) 
r j C j , C 3 , CH , t l 9 t j ) = S ^ C j , C 3 , Clf> t x ) 
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where S,, i = 1,3,4 represents the filtering solution obtained by solv-
ing the "running-time" invariant embedding equations of Appendix A. 
Expanding both sides of (2.55) in a functional Taylor series expan-
sion and proceeding in the same manner as in Appendix A, yields in the 
limit as At •-*• 0, the 'fixed stage* invariant embedding equations 
'ri , 6 ri 6H ._• 9ri 3H 9ri 3H n- , /0 „x 
^"/flacr^^^ac^a^-agra^-.0 i = 1'3-4 (2'57) 
Equations (2.57) alone with the 'running-time1 invariant embedding 
equations (A.6) constitute an IVP. Consequently, we can consider only 
r, , r3, r. since the s., i = 1*3,4 generate the filtered estimate of 
Appendix A. To a first order approximation, assume solutions of the 
form, 
rl(Cl>C3'C4»y'tl'tf) = x(y,tjtf) - JfiP11(y,y1,t1,tf)C1(y1) dflj 
- P13(y,t1,tf)C3 - Pllt(y,tlf tf) (2.58) 
r3(C1,C3,Cl+,t1,tf) = q(tj|tf) - / ^ ( y . ^ . t ^ C ^ y ) dfi 
" P33(tl»tf>
C3 ~ P34(tl>tf)Cl* (2*59) 
^(Cz.Cg.C^.t-j.tp = r(t!|tf) - JQPiti(y,t1,tf)C1(y)dn 
-P43(t1,tf)C3 - Pl+l+(t1,tf)Ct+ (2.60) 
with terminal conditions 
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xCy . t J t ' i ) = x (y , t j ) 
qCti- l t^ = q( t j ) 
rCtJ t^ « r(tx) 
(2.61) 
V' 1 ' ^ ^ii^i) 
p 3 i < y ^ 
P n ^ y . t 
P i ^ y . t 
p 4 i ( y , t 
P n ( y , y ! , t 
i j 
, t l ) = P 3 1 ( y , t 1 ) 
^ i ) • p i 3<y» t i> 
, t x ) = P ^ y , ^ ) 
i t ) = P (y .O l c l ' 41 1 
| t j ) - P i ^ y . y i ^ i ) 
i , j - 3,4 
(2.62) 
Substituting (2.58-2.60) into each of the equations (2.57) respect-
ively yields after carrying out a Taylor series expansion as in the 
Appendix At 
frr^il^ f f p ( t V ah \ at^ i ^ ^ u ( y > y i > t i , t f ) ^ ( y > t f > j 
Q[z - h ( x ( y i , t f ) y l f t ) ] d ^ d a (2.63) 
d q ( t 1 | t f ) 
— d t J^ f t p 3 i<y 'fcW (9x<y\)j 





Q[z - h(x(yi,t ),yi,t )JdQjd« (2.65) 
with boundary conditions 
[N,] 
x ( y , t f ) 
x(y,tjt ) = 0 y e a n (2.66) 
The moment algorithms are obtained by comparing coefficients of first 
order terms in Cfs in the Taylor series expansion. This yields 
a P u C y . y x . t j . t p 
at 
- P i i ( y . y i . t ! , t ) [ N ] T + p 1 3 ( y , t 1 , t ) [ N ] 
1 x ( Y l , t f ) * 4 ( t f ) 
+ / J o P u ^ y . y i . t i . t f ) (
 3h \TQ(z-h(xiyi,tJ 
\<*{yittf))
 f J : 
p n < y s » y i » V dfi2dfi3 (2.67) 
3 P l 3 ( y , t i , t f ) 
at, - PiaCy.tx.VEN^ + JJtfnto.yl.tl>tf) 
m •'•"} Q ( z ~ h ( x ( y i , t f ) ) | P 1 3(y 2 , t f)dn 1dfi 2 (2.68) 
^ m C y . t ^ t ) T 
— T t ~ - P i ^ y . ' i . V ^ r 1 ; ^ ) + /n /n p i i ( y-y . i» t i» t f> 
jf | |]TQ(z-Mx(y2 ,t f),y2 ,tp)j Plt+(y2,tf)dfiidfi2 (2.69) 
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3 P 3 i < y , t i , t f ) 
at . ^ ^ ^ ^ 
+ /n /n




3 P 3 3 ( y , t i , t f ) T 
^ P 3 3 ( t l , t f ) [ N q ] ^ , ^ + / f l/ f lP3l(y,t l ft fj 
Q(z-h) 
q(tf) 
,pi3(yi, .t^dnjdn (2.71) 
M\i<y.t l f t f) 
at - P ^ i ( y , t i , t f ) [ N ] J + p , 3 ( t i , t ) [N]I + 7 o / , A i < y . t i . t f ) 
x 
| ( f f ) Q( 2 -h(x( y i , t f ) , y i , t f ) ) ,pn(yi,y2,t.)dfi1dfi2 
(2.72) 
9 P « ( t i , t f ) 
^ — - ^ 3 ( t ! , t f ) [ N 5 ^ t ) + y ^ l ( y , t l , t f ) 
te) Q(z-h) ^ laCy i . t pdndf l j (2.73) 
»!*<*! . t f) 
3 ^ - V ^ . t p t N . ] + / f l / f l P | f l ( y i t l i t f ) . 
W Q(z-h) J x /spi4(yi,tf)dfidfi1 (2 .74) 
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where [•]- denotes differentiation w.r ,t. the filtered estimate x(y,t.) 
The boundary conditions are given by 
Pn: [^l^nCy^^t^t^ + Pi^y.yLtpt^ti^i K(y.i-,tf) = o 
y. yxe 8 ft (2.75) 
p13: t^J.P^Cy^^tp + [Nb]^ vPit3<
ti.tf) = 0 ye3fi (2.76) 
x r̂  u j 
Pm: •[NbIiPiif(y,t1,tf) + [Nb]^ ^ ^ ( t ^ t p = 0 y £3fl (2.77) 
P31 : P31 (y,t! ,tf)[Nb]J + P31+(t1,tf[Nb.]/, = 0 y E 3 fi ' (2.78) 
X i 
Pifi: Pifl(y.ti,tf)[Nb]? +.?!,!, (tlftf)[Nb]^(t ' y e 3' ft • (2.79) 
The fixed point smoothing algorithm can now be summarized. Along with 
this algorithm, the filtering algorithm Appendix A has to be processed, 
As before, the fixed point smoothing estimate is independent of the 
various error covariances. The fixed point algorithm covariances con-
sists of processing the filtering algorithm forward in time along with 
the algorithm in Table 3. The approximate error covariances can be 
computed by the linearization procedure of Sec. 2.3b. Define the error 
covariances as 
Pll (y.yi.t^tj) = e{6x(y,t1|tf)6x (yi,ti|tf)} 
P13(y,t1|tf) = e{6x(y,t1|tf)6q
T(t1|tf)> 
Table 3. Fixed Point Smoothing Algorithm 
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Equation i.e. B.C. 
Estimate x(y,tjtf) (2.63) (2.61) (2.66) 
q(tjtf) (2.64) (2.61) none 
r(tjtf) (2.65) (2.61) none 
Moments Pll^^l^l^P (2.67) (2.62) (2.75) 
?13(vrtlttf) (2.68) (2.62) (2.76) 
P ^ y . t ^ ) (2.69) (2.62) (2.77) 
P 3 i ( y-v > t f ) 
(2.70) (2.62) (2.78) 
P33(t1,tf) (2.71) (2.62) none 
/^W (2.72) (2.62) none 
P^^^i^P (2.73) (2.62) (2.79) 
P^ ( ti^f> 











where the P's are symmetric, positive definite matrix functions. Carry-
ing out the linearization procedure yields 
^l^y .y i . t j t ) . . 
__f _ f f p / • - / a U T 
- - J Q J o
p i i ( y > 3tf — - -•Jft>ft
rii^*yi» ti. t f)p|Q(y2,y3,t)| 
pll(y3 ,yi,ti,tf)dfl2dfl3 (2.81) 
r> tll- tf) / \ / \ 
*i B - liJtfniy-yiv^-VpJTQp] '13(72.^ .^^, 
(2.82) 
3 p i * > < y ^ i | t f ) , x 
^ y / n ^ ^ i ^ i ' V g ) Q ( | J PUfCya.M.t̂ dfl!^ 
( 2 . 8 3 ) 
» 3 3 ( t i l t r ) 
^ — - - - teity.t^t^l)^) P13(y1.t1,tf)doido 
(2.84) 
32 
8 t f • - w ^ ^ ' V ^ H i )
 p^(yi'ti'tf)dQdfii 
(2.85) 
E ^ = - y , p ^ > ^ ^ 
9 P 33< t l I V 
8 
( 2 . 8 6 ) 
w i t h boundary c o n d i t i o n s 
[ N b ] . P i i ( y , y i , t i | t f ) = 0 y e 9 fl, y x e fi ( 2 . 8 7 ) 
t V A p i 3 < y . t i l t f > - ° y
 e 3 n < 2 - 8 8 ) 
[N. K P,, (y.tit.) = 0 y e 3 fl (2.89) 
D x 1 *+ lit 
and initial conditions given by the filtering error covariances at the 
time tlf i.e., 
P i i f r . y i . t i l V - p n ( y . y i . t i > 
P i 3 ( y , t i | t 1 ) = P 1 3 ( y , t 1 ) , P 1 i + ( y , t 1 | t 1 ) - P ^ C y . t j ) 
W t l l t l ) - P B S ^ l ) , P 3 H < t l l t l > = P3*f< tl> 
pt***<tlltl> - W t l > - <2-9°) 
To summarize, the fixed point smoothing algorithm has been obtained 
from the 'fixed-time* invariant embedding equation using a Taylor series 
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expansion about the filtered trajectory. The procedure consists of pro-
cessing the filtered estimate alone upto time tj, the point at which the 
smoothed estimate is desired, and then concurrently processing the fil-
tering and smoothing algorithms. The smoothing algorithm is independent 
of its associated error covariances. The error covariances can be ap-
proximately computed by linearizing the TPBVP and solving it using Green's 
functions. The results thus obtained are extension of previous results 
and consider a far more general model than the one considered by Tzafestas 
[10], which takes into account only distributed Gaussian disturbances. 
Furthermore, these algorithms are nonlinear, while the ones in ref. [10] 
are linearized Kalman structures. 
2.3c. Fixed-Lag Smoothing 
In Sec. 2.3a we obtained a fixed-interval smoothing algorithm that 
yielded an approximate solution to the nonlinear TPBVP arising in Sec. 
2.2. The algorithm must necessarily be processed off-line, and it is 
necessary to store the filtered estimate and the associated covariance 
matrix. Fixed-lag smoothing may be performed on-line, and storage 
requirements are less than for fixed interval smoothing. However, 
storage requirements exceed that for fixed point smoothing. 
The fixed-interval smoothing problem was outlined in Sec. 2.2. In 
estimate S at time t, we use observations upto an interval t + T, 
where t + T < t , In general, the estimate over the required interval 
will not be as good as fixed-interval smoothing, but will result in 
estimates better than the filtered estimate in that additional obser-
vation information has been utilized. If the algorithms were exact, 
as they would be for linear systems, the fixed-lag smoothing error 
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covariance would lie between the filtering covariance of error and fixed 
interval smoothing error covariance. 
The procedure for solving the fixed lag smoothing algorithm is very 
akin to solving the TPBVP associated with the fixed point smoothing 
estimate. Denoting by T the time delay we denote the general class of 
solutions to the BVP by 
x(y,t|t + T) = r1(C1,C3,Ct+,y,t,t + T) 
q(t|t + T) = r3(C1,C3,Ct+,y,t,t + T) ( 2 9 1 ) 
r(t|t + T) = rlf(C1,C3,CIt,y,t,t + T) 
where Clf C3, C^ are as defined in eqn. (A.l). With the correspondence 
tx -> t 
t -> t + T 
the fixed lag smoothing invariant embedding equations are (2.57) along 
with (A.6) with boundary conditions (2.56). Let us assume solutions to 
this initial value problem of the form (cf. eqns. (2 .58)-(2.60)) 
r1(C1,C3,Cl+,y,t,t + T) = x(y,t|t + T) - J ^ l (y ̂  ,t ,t + DC^y^d^ 
- P13(y,t,t + T)C3 - Plt+(y,t,t + T ) ^ (2.92) 
r3(C1,C3,Cl+,y,t,t + T) = q(t|t + T) - /flP31(y,t,t + T)C1(y)dfi 
- P33(t,t +T)C3 - P3t+(t,t + T)CU (2.93) 
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M^.CgA.t.t + T) = f(t|t + T) - JjjP̂ ty.t.t'+ T)C1(y)dfl 
- PIf3(t,t + T)C3 - P^(t,t + T)Ck (2.94) 
with te rminal conditions St 11 + T = {x(y,to|to + T), q(tQ.| tQ + T) , 
r(t |.t + T)} obtained from the fixed point smoothing estimate. The 
quasi moments (the P terms) also have their terminal condition governed 
by the corresponding quasi-moments of the fixed point smoothing algori-
thm. Following the analogous procedure to Sec. 2.3b of substituting 
(2.92-94) into each of the equations (2.57) respectively and carrying 
out a Taylor series expansion yields 
8£(y,t[t+T)= N ( i ( y f t| t +.T)> q(t + T ) j y > t ) + /^R-
1p-l(yi,t)q(t|t +T) 
d"i + /n^T^I * + T>d"i+ Wn
R" lp7J<yi-.y2 .*> 
/ ., \ T 
x ( y 2 , t | t + T ) d ^ d a 2 + / f l / n P . i i < y . y i . t , t . + T ) ( * ) 
Q ( y 1 , y 2 , t + T)(z - h ( x ( y 2 , t | t + T ^ t + T) df l jd^ 
(2.95) 
q ( t | t + T) - N ( q ( t | t + T) ,t) + T'Ht) J P *(y , t ) x ( y , t | t + T) 
M. *• it, 3 1 
+ P 3 g( t )q( t | t + T) + P 'J ( t ) r ( t | t + T) + 
dfi 
+ U^i^*^ + TH^(t\+T)f Q^-yi.t
 + T> 
/ ah V 
\^c(y,t+T)y 
(z - h ( x ( y i , t + T ) ^ l f t + T))dfidfi1 (2.96) 
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r ( t | t + T) » N r (r ( t | t + T) ,t) + T ^ t ) /flP J ( y ,t)x(y , t 11 + T) dft 
+ P 4 3( t )q( t | t + T) + P 'J ( t ) r ( t | t + T) 
+ WaV*.'.'+ T)(aK(y!t+T))
TQ (y>yi> t + T ) 
(z - MxCy^t + T^y l tt + T)d«dfi1 ( (2 .97) 
with boundary conditions 




x(y,t|t + T) = x(y,t|t + T) - x(y,t) (2.99) 
and identical expressions hold for q, r. 
The quasi-moment algorithms are obtained by comparing coefficients 
of first order terms in a Taylor series expansion. This yields 
9Pn(y,yi,t,t+T) 
at 





n3-+ P.ii(y.yi.t,t + T) 
[Nl? + [N]T 
x(yA,t+T) X(y,t+T) 
Pn(y,yi,t,t + T) 




P i i ( y 2 » y 3 »
t ) p i i ( y 3 » y i » t » t + T)df i2df i3 + [ N ] 
P 3 1 ( y , t , t + T) 
4(t+T) 
(2.100) 
8P i 3(y, t , t+T) T 
= P l 3 ( y , t , t + T)[N U + [N].P ( y i , t , t + T) 
* q(t+T) x 13 w 
+ y n
p n < y . y i . t . t +.T) 
y 2 ,
t + T ) ) 
\ T 
(3&(t+T,yi)) Q
(Z - h ( i ( % - , t + T), 
P i3(y 2 , t + T) ductal + / R
 1 ( y , y 2 , t ) 
-"x 
- 1 
P 1 1 (y 1 ,y 2 »
t )Pi3(y 2 »
t » t : + T>dfi: (2.101) 
9P11+(y,t,t+T) 
at 
= P1 1 +(y,t , t + T) [N ] . + [N] . P (y t , t + T) 
r r(t+T) x 1H l 
+ / o / n P i ^ y . y i . t . t + T> 
y 2 i t + T ) ) 
/ *_4 
^x(y i , t+T) / 
Q(z - h (x(y 2 , t +T), 
- 1 . 
Pl4(y 2»
t + T)dfiidf22 + / f i R"
i (y ,y 1 , t ) 
J x 
- 1 
P i i (yi>y2> t ) p i<+ (y2»
t , t •+ T> d"i (2.102) 
aP33(y,t , t + T) 
~ jjjl - P33(y , t , t + T) [N] 
+ / o /o p 3 i (y , t , t + T) 
+ [NJ \ P , , ( y , t , t + T) 
x(y,t+T) <1 q(t+T) 
T 
3 3' 
/ ah Y 
\ £ ( t + T , y ) / 
Q(z - h(x(y i , t + T), 
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y x , t +• T ) ) ' ^ PnCy^yz . t+ T)dnldft2 + / ^ V ) 
Jx 
- 1 
P 3 i ( y » t ) P 1 1 ( y , y 1 , t , t + T)dn2- (2.103) 
9P„(t,t+T) 
33 
9 t - P 3 3 ( t , t + T) [Nfl]^/__ : + [NJ_ P 3 3 ( t , t + T) 
q q(t+T) * q(t+T) 
, - l „ - l 
+ T l P 3 3 ( t > P 3 3 ( t > t + T> + /J f i
P3l(y>t , t + T) / ah V 
V9x(y»t+T)/ 
Q(z - h ( x ( y l t t + T ) , y l t T + t ) ) 
J x 
P 1 3 ( y , t + Ddfldfij 
(2.104) 
B P ^ y . t . t + T ) 
9t - Pm(y,t , t + T) [N]i + (N ] PuiCy.t.t + T) 
x r t(t+T) X 
+ 'Unpm' (y» t' t +T> [7 *" V ^ ( y . t + T ) ^ Q(z - h ( x ( y x , t + T ) , 
y i , t + T ) ) 
. - 1 
- 1 
A
 p n ( y i , y 2 , t + T)dn1dfi2 +' / T~ ( t ) 
p u ( y , t ) P n ( y i , t , t + T)dn1 (2.105) 
9P l + 3 ( t , t+T) 
9t = P , 3 ( t , t + T) [ N q L ( t + T ) + [ N q ] A P , 3 ( t , t + T) 
+ V n ^ i C y . t . t +.T) 
y i , t + T)) 
\^9x(y,t+T)y Q ( z > h ( x ( y i , t + T ) , 
Jx 
P 1 3 < y i .
t + T)dfidfil +




r _ = P^ (t,t +-T) [N r^ ( t + T ) + [NrlA,(t.t + T) + TT
l(t) 
^(t) V(t,t + T) + / ^ l ( y , t , t + T ) | ^ 
Q(z -h) Pllt(yr,t + T)dftdfi1 (2.107) 
with initial conditions determined from corresponding terms in the fixed 
point smoothing algorithm, and boundary conditions 
P n : [NJ*Pn(y,yi,t,t + T) + Pi^y,y i,t,t +T) [N. ] ., ^KCy^t.) = 0 D x D r(t+T) * 
y, yl e 9 fi (2.108) 
P 1 3 : t N b
] ^ P13(y,t,t + T) + [N ] Pil3(t,t + T) - 0 b x(y,t+T) b r(t+T) 
ye.30 (2.109) 
P H +
: [ N h ] ^ P (y,t,t+T)+ [Nb] P (t,t + T) = 0 14 b *(y,t+T) r(t+T) HH 
ye3ft (2.110) 
P 31 : P31(y,t,t + T) [N bL ( y ( t + T ) + P3.(t.t + T M y ; (2.111) 
Pm : Pm(y,t,t + T M y * m ) + p^(t,t + W r y j ( w t ) ' (2.U2) 
The fixed lag smoothing algorithm can now be summarized. 
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Table 4. Fixed Lag Smoothing Algorithm 
Equation I.C. B.C. 
Estimates 
x(y,t | t + T) 
q(t|t + T) 




Moments Pxx(y,y1,t,t + T) (2.100) 
P 1 3 ( y , t , t + T) (2.101) 
P l l + ( y , t , t + T) (2.102) 
P 3 i ( y , t , t + T) (2.103) 
P 3 3 ( t , t + T) (2.104) 
P 4 1 ( y , t , t + T ) (2.105) 
P ^ C t . t + T> (2.106) 
P ( t , t + T) (2.107) 














To recapitulate, the fixed lag smoothing algorithm has been ob-
tained from the 'fixed time' invariant embedding equations. It is seen 
that the estimates are independent of their error covariances. An 
approximate computation of the error covariances can be made by lineariz-
ing the TPBVP and solving the resulting linear system using the techni-
que described in Sec. 2.3b. We define the error covariances thus 
P n ( y , y , t 
P 1 3 ( y , t 
P i i ^ y . f 
P 3 3 ( t 
P (t 
3 if 
t + T) = E { 6 x ( y , t | t + T)6x (y , t | t + T) } 
t + T) = e { 6 x ( y , t | t + T)<$q ( t | t + T) } 
t .+ T) = e { 6 x ( y , t | t + T ) 6 r ( t | t + T )} 
t + T) = e { 6 q ( t ' | t + T ) 6 r ( t | t + T) } 
t + T) = e{<5q( t | t + T) <5r ( t | t + T) } 
Pac(t|t + T) = £{6r(t|t + T)6r (t|t + T) } 
where the P's are symmetric, positive definite matrix functions. Carry 
ing out the linearization procedure yields 
aPuCy.y^t^t+T) , t t+T) / \ T 
F-— " " U A ^ Z ' ^ + T)L(y,t+TJ Q ^ ^ . t ) 
(3*<y?t+T)) V v i ' ' ' '
 + T)dJi2d£J3 - R ' ^ y ^ . t ) 
+ [ N ] i ( y > t )
p i i ( y , y i , t : ' + T ) + ' n ^ ' y i - ' l ' + T) 
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ml( ..
 + [ N ] ^^ p 3i(y , t | t + T) 
where 
.-1 
( ,1 > t ,
 + I V ! i ( 7 , l |  
+ Pl3<y.t|t + T)[N]J ( t ) + B ^ y ^ . t l t + T) 
+ P 1 1 ( y , y 1 , t | t + T ) 5
T ( 2 . U 4 ) 
H 1 P u ( y , y i , t | t + T) - J J f 2 R -
1 ( y , y 2 ) t ) P ; l ( y 2 J y 3 , t ) p n ( y 3 ) y i ) t | t + ^ ^ 
_ - P 3 1 ( y , t | t + T) 
T 
[ N J ~ , x •+ -IN]- P (v t i t + T) 
1 q ( t ) x ( y , t ) 1 3 v y » c ' t + i ; 
• 'j-f ""•"•'•' " ' ( s p f w H s ^ . ) 
P 1 3 ( y 3 , t , t + T ) d S 2 2 d f i 3 + H 2 P 1 3 ( y ) t | t + T) 
+ P 1 3 ( y , t t + T ) H ^ ( 2 _ 1 1 5 ) 
where 
H 2 P 1 3 ( y , t | t + T) , / J f i R "
1 ( y , y 2 , t ) p ^ ( y 2 , y 3 , t ) p i 3 ( y 3 > . t | t + T ) d ^ d ^ 
3 p
l l f ( y » t | t + T ) = P l l + ( y , t | t + T) [N ]J 
- — § 7 — r r(t) 
+ [ N 3 x ( y , t )
P ^ ( y ' t | t + T ) - Wn(y,y2,t, t + T) 
( ; 
9h \T / 3^ \ 
9x^yITt+TT/ Q l9x(y 3 , t+T))
P14 (y3» t» t + T)d^2dfi ; 
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- T 
H 3 P l l + ( y , t | t + T) + P i+ ( y , t | t + T ) H 3 ( 2 . 1 1 6 ) 
where 
E3P1 1 +(y,t |t + T) = / J n R - P „ ( y 2 , y 3 i t ) P l l f ( y 3 i t | t + T ) d ^ 3 
3 P 3 i ( y , t t+T) 
t • P , . ( y , . t t + T) [ N ] . 
* 3 1 x(t) 
+ [ N q ] 4 ( t )
P 3 l ( y , t | t + T) - y f i P 3 1 ( y , t , t + T) 
[9x(y>
t+T)J Q[9x(y1,t+T)J
 pn(yi,y2 , t , t + D d f i j d ^ 
+ = ^ 3 ! ^ ^ t + T) + P 3 l ( y , t | t + T ) H 4
i ( 2 . 1 1 7 ) 
— T 
where 
n~ l / ^ \ r / ^ - l 
„P 3 1 (y . t | t + T) = T -
1 < t ) J B ( p £ ( y , e P 1 1 ( y , y 1 > t . t H-.Ddti, 
3 P 3 3 ( t | t + T ) T 
— y0'„<T.t.t + n [ i i ^ f T ] Q[^F^ fT] 
P l S ^ l ^ t + T^)^1dQ2 - T ^ C t ) + H . P , _ ( t | t + T) 5 33 
+ P 3 3 ( t | t + T ) 5 q
T 
( 2 . 1 1 8 ) 
where 
- l , . x _ - l a 5 P 3 3 ( t | t + T) = [%] t ) P 3 3 ( t | t + T) + T -
1 ( t ) P ^ ( t ) P 3 3 ( t | t + T) 
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3P 4 3 ( t | t+T) 
~3t ~~ 
M3x(y1(t+T) J 
p i 3 < y i . t ' + T)dndfij + = p ^ c t i t + T) 




:6P„3(t|t + T) - [Hq].(t) + T-
1(t)P^(t)P33(t|t + T) 
»<,„<'I «=«) - - f p (y t t + T)( 3h \ _ i _ Jo^ily.'.'  T)\zi(y,t+T)J V 3h fUy^t+l)/ 
pm(yi.t,t + T)dn r T^Ct) + =7pltl)(t|t + T) 
+ P.)1((t|t + T ) H 7 T ( 2 1 2 0 ) 
where 
= 7P^(t|t + T) = [Nr]j(t)Plflf(t|t.+ T) + Tj
1(t)P^(t)Put+(t|t + T) 
with initial conditions obtained from the fixed point smoothing covari-
ance algorithms, and boundary conditions 
[Nb1x(y,t)PH(y»yi»tlt + T> - ° y ^ S . y i e f i (2.121) 
tV/n^^i^lt + T) = o y e a n (2.122) 
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[NuLPlt (y,t|t + T) = 0 y E 9 fi (2.123) 
b x \h 
To recapitulate, the fixed lag smoothing algorithm has been 
obtained from the extended 'fixed-time1 invariant embedding equation 
using a Taylor series expansion about the filtered trajectory. The 
p rocedure consists of processing the fixed point smoothing algorithm 
from the time t to time t + T, to obtain initial conditions for the 
o o 
fixed lag smoothing algorithm, and then simultaneously processing the 
fixed lag smoothing and filtering algorithms. The smoothing algorithm 
is independent of the associated error covariances. The error covari-
ances can be approximately computed by linearizing the TPBVP about a 
nominal trajectory and then solving it, using Green's functions. The 
results thus obtained are extensions of previous results by Tzafestas 
[10] in that a more general model is considered for the system, with 
both volume and boundary disturbance. Furthermore the resulting 
algorithm is nonlinear in nature instead of extended Kalman. 
2.4. Algorithms for Linear Systems 
Until now, we have considered rather general second order oper-
ators with linear Gateaux derivatives for describing our system equation 
(2.1). We now show how the results obtained in the previous sections 
can be applied to linear systems. The results obtained in this section 
shall display the generality of the results obtained in previous sec-
tions. 
For simplicity, we shall consider only the fixed interval smoothing 
algorithm for linear distributed systems alone. The other linear 
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algorithms are obtained using an identical approach. With this assump-
tion let the linear system be 
M f ' - ^ = L x(y,t) + w(y,t) y e n (2.124) 
ot y 
with boundary condition 
Nbx(y,t) = 0 y e 9 fi (2.125) 
where L and N, have the elliptic form 
y b r 
Ly(>) " . ? , V y'° W + I 8,(7,0^-+ C(y,t)(.) 
J 1,J=1 1 .1 1=1 1 
Nb(0 = A b i ( . ) + A b 2 ( y , t ) l ^ 
where 3/9a denotes partial differentiation along the conormal of 8ft 
relative to N, (•)• 
b 
The estimation criterion relative to the linear observation 
z(y,t) = H(y,t)x(y,t) + v(y,t) y c SI (2.126) 
is 
J = \ St /Jfi(z(y't} " H(y,t)x(y,t)) Q(y,y1,t)(z(y1,t) - H(Yl ,t) 
o 
T 
x(y.ft)dfidni + /n/fiw (y,t)R(y,y1>t)w(y1,t)dfidflidt (2.127) 
where Q and R are bounded, symmetric, symmetric in their spatial 
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arguments and continuous. 
The canonical equations then yield the estimate (cf. eqn. 2.74) 
3x(y,t|t ) 
- = L x(y,t|tf) + /n/nR (y,yi,t)P (yi,y2,t) 
(x(y2,t|tf)dfi1dfi2 (2.128) 
with boundary conditions 
[Nb]x(y,t) = o y e a n 
From this we see that the linear estimate is obtained from the nonlinear 
estimate by recognizing the following equivalence between linear and 
nonlinear systems 
Nonlinear Linear 
[N]~ x(y,t) < • L x(y,t) 
x y 
[N ] q(t) • , • L q(t) 
^ q . Q 
[Nr]. r(t) « • Lr f(t) 
because of the fact that the derivatives [Nl- [N ] A [N ]„ are assumed 
x q n r 
4 r 
linear (i.e., they are Frechet in nature). Similarly the equivalence 
3h 
~ -* H(y,t)x(y,t) holds. 
°x 
With the above noted equivalences, the linear distributed parameter 
algorithms result. They are not summarized here as they follow easily 
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from the nonlinear algorithms using the above relations. 
Also, we notice that as the domain ft C E shrinks to a point in E , 
that is, the state equation is given by 
—5 = Lx(y,t) + w(t) , La bounded matrix 
the estimate reduces to the smoothed estimate for the finite dimensional 
case [12] 
x(t|tf) = Lx(y,t|tf) + R"
1P"1(t)x(t|tf) (2.219) 
This points to the validity of our derivation. In fact, for all the 
nonlinear algorithms given earlier, as the domain ft approaches a point, 
the algorithms collapse to corresponding finite dimensional algorithms 
[12], verifying their validity. 
2.5. Summary 
In this chapter, we have developed general filtering and smooth-
ing algorithms for mixed distributed and lumped parameter systems with' 
volume and boundary disturbances. Only volume measurements were con-
sidered. The estimation criterion was assumed to be a minimization of 
a positive definite quadratic form using classical least squares. The 
TPBVP arising from minimizing this quadratic functional was converted 
into an initial value problem using invariant embedding. To obviate 
introduction of noisy measurements into the smoothed estimate, recourse 
was made to results from linear estimation theory and the fixed inter-
val smoothing estimate assumed a linear functional about the filtered 
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trajectory. The other smoothed estimates were obtained from simultaneous 
solution of the 'fixed stage' and 'running stage' invariant embedding 
equations. It was found that all smoothing estimates were independent 
of their associated error covariances. These covariances were computed 
by linearizing the TPBVP and solving the resulting system using a Green's 
function approach. 
Furthermore, linear algorithms are shown to be a subclass of the 
more general nonlinear algorithms. It is also shown that as the domain 
of estimation reduces to a point in Euclidean n-space, the algorithm 
collapse to the corresponding lumped parameter algorithms. This serves 
to prove the validity of these algorithms. 
The important problem of numerical algorithms shall be considered 




INNOVATIONS APPROACH TO DISTRIBUTED ESTIMATION 
In the previous chapter we considered the problem of estimating 
the states of quasilinear second order systems with additive dynamic 
and measurement noises. No assumption was made on the statistics of the 
noises, and the problem was treated as an optimal control problem in an 
infinite dimensional space. The optimal estimate was assumed to minimize 
a positive definite quadratic form, and the resulting two-point boundary 
value problem (TPBVP) converted into an initial value problem (IVP). 
This IVP was then solved approximately using a Taylor series expansion. 
In case the noise statistics are known, however, a number of dif-
ferent approaches to the estimation problem can be taken, like the maxi-
mum a posteriori approach [10], maximum-likelihood ratio approach [9], 
etc. All these methods end up with an attempt to maximize a positive 
definite function, called the likelihood function. However, for noise 
densities other than Gaussian, the likelihood function is difficult to 
obtain, if not impossible, which severely restricts the applicability of 
the above methods. To obviate these difficulties, Kailath [15] developed 
the innovations approach to least squares estimation. This method, which 
is an extension of Bode and Shannon's [24] derivation of the stationary 
Wiener-filter, can be used with success for a large class of white and 
colored noise processes. Furthermore, unlike the methods of Chapter II, 
exact quantitative erfor calculations can be made, using this method. 
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For the analysis in this chapter, we consider linear second order systems 
with independent increment white additive dynamic and measurement noises. 
This is the DP analogue of the class of lumped linear systems considered 
by Kailath and Frost [15], [16]. The objective function is considered 
to be a minimum variance estimator objective function. The minimum vari-
ance estimator is obtained using innovations [15] and with the proper 
identification, reduces to the invariant embedding estimate of the pre-
vious chapter. 
3.1. System Model and Problem Formulation 
Consider the class of noisy linear second order DP systems des-
cribed on an open bounded domain ft e E , with piecewise smooth boundary 
3ft, by 
dXil9t) = I x(y,t) + G(y,t)w(y,t) ; y e ft, t > t (3.1) at y o 
with boundary conditions 
Nbx(y,t) = 0 y e 8 ft (3.2) 
and measurement process described by * ' 
z(y,t) = H(y,t) x(y,t ) + v(y,t) (3.3) 
where x(y,t): y e ft u 9 ft is the n-dimensional state of the system, 
w(y,t): y e ft is the independent increment additive white dynamic noise, 
_ 
The system {Ly,H} is assumed to be observable (see Appendix C). 
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v(y,t): y t i7. is the independent increment additive white measurement 
noise, H(y-,t), ^(y»t) •>re bounded matrix functions over N.'. i is a 
spatial matrix operator of the form 
L 
y 
M " ^ aij <y) "BTV + ? b (y).|^+C(y)[ ];yEn (3.4) 
i, j=l J 7i J j i=l 'i 
and N i s a f i r s t order boundary operator of the form 
b 
Nb[ ] = I d (y) •
£ ^ i + f(y)[ 1 ; 7 e 3 « (3.5) 
i=l 
n being the outward normal. The noises are zero mean, white in time with 
covariance matrices defined by 
E {w(y,t)wT(y',t')} = ^(y.y'.Ofi (t - t'.) 
E {v(y,t)vT(y;t')} = ^v(y,y;t)6(t - t') (3.6) 
E {v(y,t)wT(y',t')} = 0 
It is assumed that in the absence of noise, system (3.1) with 
b. c. given by (3.2) is well-posed in the sense of Hadamard [17], i.e., 
a regular solution exists, is unique, and evolves continuously with 
the data. 
The estimation problems to be considered here are the same as 
outlined in Sec. 2.2 of the previous chapter, viz. (i) filtering, 
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(ii) fixed interval smoothing, (iii) fixed point smoothing, (iv) fixed 
lag smoothing. 
The estimation criterion for any admissible estimate S = 
{x(y,t): y e fi, te[t ,tf]} is the minimization of the mean square error 
functional, 
A. ^ 
E <x(y,tx) - x(y,t1|t2), x(y,t!> - x(y,ti|t2)> (3.7) 
The best estimate x(y,ti|t2) of x(y,ti) which minimizes (3.7) given the 
initial estimate x(y,t It ) and its covariance matrix 
J o' o 
V-(y,yi,t ) = E (x(y,t |t ) xT(yi, t |t )} (3.8) 
x o o1 o o1 o 
is called the minimum variance estimator [13]. The estimation error is 
x(y,tjt2) = x(y,t1) - x(y,tjt2) (3.9) 
Define by I(y,t) the innovation 
Ky,t) = z(y,t) - H(y,t) x (y,t) (3.10) 
where I(y,t) has the same covariance as that of the noise v(y,t) [3], i.e., 
E (Ky,t) IT (y1,t1)}».*v(y,y1,t)6(t -.t^ (3.11) 
Using the. above property of the innovation process, namely it is 
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white with the same covariance as the measurement noise, we shall derive 
expressions for the estimator x(y,t|t2) in the following section, by as-
suming that x(y,t.|t ) is a linear transformation on the innovation pro-
cess such that the variance of the error is minimized. 
3.2 The Innovations Approach 
Innovations, as developed by Kailath and Frost [15], [16], applied 
to linear least squares estimation problems consists basically of whiten-
ing the observation sequence and then treating the simpler whitened 
problem. In effect it is an extension, to linear time varying systems, of 
of Bode and Shannons approach to the derivation of the classical station-
ary Wiener filter [24]. 
Recently Atre and Lamba [25] appear to have taken an approach 
similar to the one defined in this section. In this research a composite 
solution of entire estimation problem is considered, of which the filter-
ing result of Atre and Lamba [25] is a fallout. 
The basic problem in the use of the innovations approach is to 
obtain by means of a causal, invertible linear operation on the observa-
tion Z(S,T) a white noise process referred to as the innovation I(S,T) 
(eqn. (3.10)). In the general problem, the determination of a suitable 
transformation may be a deterrent to the use of the approach. However, 
in linear distributed systems, as pointed out in the previous section, 
the innovation process is white [3] for zero mean uncorrelated white 
dynamic and process noises. Since z(y,t) can be obtained from I(y,t) as 
z(y,t) = I(y,t) + H(y,t) x(y,t) ; y e n (3.12) 
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we see that I(y,t) and z(y,t) are related by a causal, invertible linear 
transformation, and hence I(y,t) is an innovation process for this prob-
lem. In other words, any estimate based on z(y,t) can also be written 
in terms of I(y,t) so that z(y,t) and I(y,t) are "equivalent." 
From the orthogonal projection lemma for distributed systems [3], 
it is known that the estimation error x(y,t,|t2) and the observation 
sequence Z(S,T) :seft,'t'<_x<_t are orthogonal. That is, 
E {z(s,x) xT(y,t1|t2)} = 0 (3.13) 
Because of the equivalence of Z(S,T) and I(s,x), we may then express the 
estimate as 
t2 
x(y,tjt ) = / / CCy.tj ; S,T)I(S,T) ds dx (3.14) 
to Q 
where C(y,ti ; s,x) is chosen such that the trace of the variance of the 
error 
tr(var (x(y,t) - x(y,t))) 
is a minimum. This requires, from the orthogonal projection lemma [3] 
(cf. (3.13)), 
E {x(y,t1|t2)I
T(s,x)} = 0 ; y, s e Q (3.15) 
Substituting from (3.14) into (3.15) we get 
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lx(y,t,|t?.) T
T(s,r)} = l U W y , ^ ) - x(y, t! | to)) I T(S,T)} 
• T t 2 
= E {x(y,t!) I (S,T)} - / / ?(y,tx ; s1>Tl) E.{r(Sl,Tl) 
tQ fl 
I T(S,T) dsjdtj = 0 (3.16) 
such that using (3.11) we get 
E {x(y,t!) IT(y',x')} = £ 5(y,t i ; s, x'H^s.y', T 0 ds (3.17) 
as the Wiener-Hopf equation governing the system. This is the infinite 
dimensional analogue of the finite dimensional Wiener-Hopf equation [15]. 
Using (3.17) we can write our estimate (3.14) as 
x(y,t -|t,) = f2! f E {x(y,ti) IT(y' . x ^ C y ' ,s ,T)I(s,T)dy ds dt (3.18) 
1 t0 n n
 v 
This is a principal result of this section, and represents the solution 
for filtering (t2 = t i), smoothing (t2 > t {) as well as prediction 
(t2 < tj). The only remaining step is to find an expression for 
T 
E (x(y,t1) I (y, T) } which we do in the next few subsections for the var-
ious estimation problems outlined in Sec. 2.2. 
3.2A. Solution to the Linear Filtering Problem 
The filtering problem was outlined in Sec. 2.2. As previously 
pointed out this problem has also been recently treated by Atre and 
Lamba [2 5], whose results parallel the ones obtained in this subsection. 
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In terms of the notation of the previous subsection, with t, = 
t2 = t, we can write the filtered estimate 
xfr.O = S\ /Q/flE {x(y,t)I
T(y',T)}^1(y,,s,T)I(s,T) dy' ds di (3.19) 
Recognizing 
E {x(y,t)IT(y',T)} = V.(y,y',t)HT(y',T) x .>t (3.20) 
we get, on differentiating (3.19) w.r.t. t and substituting from (3.1), 
the filtered estimate, 
9 * ( ^ ° = Lyi(y,t) + /fl/fi V.(y,y',t)H
T(y',t)^1(y',y",t) 
[z(y",t) - Hx(y",t)] dy'dy" (3.21a) 
with boundary condition N x(y,t) = 0, y e 3. Q (3.21b) 
The expression for the error covariance kernel V~(y,y',t) is 
obtained after differentiating the error equation (3.9) w.r.t. t to get 
^ * ± 1 = Ly~ + B(y,t)w(y,t) - /fl/n V~(y,y',t)H
T(y',t)^1(y', y",t) 
[H(y",t)x(y",t) + v(y",t)] dy'dy" (3.22) 
with homogeneous boundary condition 
Nbx(y,t) = 0 y e 8 fi (3.23) 
and initial condition 
x(y,t) = x0(y) (3.24) 
where 
V~(y,y',t) = E {x(y,t) x T(y',t)} (3.25) 
Eqns. (3.22-24) constitute a linear Cauchy problem whose solution can 
easily be written in terms of the system's Green function [ 3 ] as 
x(y,t) = jQB (y,t;S,to)x0(S) ds + /£ j Q 5 (y,t;S,i) £B(S,T)W(S,T)' -
k L Vx(S^'»T)HT(y''T)^v1(y'J y"»T>v(y"»T> <Vdy"]dS di 
(3.26) 
where the Green's matrix 5 (y,t;S,x) satisfied the linear system 
9s(y,t;S,T)-. „ N - (y>t;S,T) ; y, S e ft (3.27a) 
at y 
with 
H (y,t;S,t) = 6(y - S)I *tt (3.27b) 
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and 
y - > = Ly('> - yfiV~(y,y',t)H
T(y',t)r1(y',y",t)(.) dy'dy" (3.27c) 
Substituting (3.26) into (3.25) and differentiating yields for the error 
covariance 
9Vx (y,yT,t) a LyV~(y,yi,t) + Vi(y,y1,t)Ly
T + G(y ,t)^(y ̂  ,t)GT(y1,t) 
at •!• 
-ya\^l'y^t)HT(y2!t)*v1(,2'y3^)Vi(y3 •'!•'> dy2dy3 (3'28) 
with boundary condition 
NfeV^(y, yj,t)- 0 yean.y^n (3.29) 
Eqns. (3.21) and (3.28-29) constitute the minimum variance estimator and 
its associated error covariance for the filtering problem. 
The results obtained here are identical to the filtering algorithm 
for white Gaussian disturbances obtained by Tzafestas [10] using a 
Bayesian approach and the complicated limit argument of Meditch [12]. 
The model assumed here does not restrict the noises to be Gaussian, and 
the derivation is much simplier too. If the noises were assumed white 
in time and space the filter reduces to the one obtained by Tzafestas and 
Nightingale [3], Thau [4] using orthogonal projections. The technqiues 
used here allow the derivation of the filter in a much simpler manner 
than in the previous references. Also, with the identification 
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Q - ^T1 
R -"• ijT1 w 
and assuming the model of Chapter II is purely distributed and linear, 
this filter is identical to the invariant embedding filter of the last 
chapter and to the one derived by Lamont [8]. 
Table 5. The Filtering Algorithm 
Estimate Equation Initial Condition Boundary Condition 
x(y,t) (3.21a) (3.24) (3.21b) 
Variance V£ (3.28) (3.8) (3.29a) 
3.2B. The Fixed Interval Smoothing Problem 
In this subsection and the others following we consider the prob-
lem of obtaining smoothed estimates. The importance of smoothing has 
already been pointed before and need not be emphasized again. The 
results obtained in these subsections are extensions beyond Atre and 
Lamba's [25] work on the filtering problem, and emcompass their work as 
a particular case of our general solution. 
The smoothing problem was defined in Sec. 2.2. As for the filtered 
estimate, the starting point for our estimate is eqn. (3.18), viz. 





From (3.20) we have 
E lx(y,tj)IT(y',T)} = V-(y,t1 ; y ' ,T)H
T(y ' ,f) (3.31) 
where V~(y,tj ; y',T) is the smoothing error covariance described by 
V-(y,t ; S,T) = Cov{x(y,t),x(s,T)} (3.32) 
Substituting (3.30) into (3.32) and recognizing that x(y,tj) and v(y,t ) 
are uncorrelated for t-y > t, we get, using (3.26-27) 
V~(y,t ;s,T) = /fl V3r(y,r,t)H
T(s,T; r,t)dr (3.33) 
Substitute (3.33) and (3.31) into (3.30) to get for the smoothed estimate 
•iCy.tJtg) = xCy.tj) + J.fi V~(y,s,t1)X(s,t1,t2) ds (3.34). 
where 
fc9 
X(s,t1,t2) = /t /n/n H (y.T^.t^H Cy,T)^v (y,r,T)I(r,T)dy drdi (3.35) 
Differentiating (3.34) with respect to tj and using Green's identity 
yields for the fixed interval smoothing estimate 
3x(y,ti|t2> „ . . . T 
^ — -= ^(y.tjtz) + Jn/n G(y,t1)^w(y,y1,t)G (yj.t^ 
V~1(yi,y2,ti)(x(y2,t1|t2) - x(y2,t1))dy1dy2 (3.36) 
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with boundary conditions 
Nbx(y,t1|t2) = 0 y e 3 ft (3.37) 
and terminal condition 
x(y,t |t2) « x (y,t2), the filtered estimate (3.38) 
An examination of the estimator equation (3.36) shows that the estimate 
depends only on the filtering error covariance, being independent of the 
smoothing error covariance. It would, however, be desirable to have a 
quantitative measure of the effect of smoothing on the estimate error 
variance. To this effect, substituting from (3.34) into the smoothing 
error expression (3.9) yields 
i(y,tjt2) = x(y,tj) - /fiV~(y,y',t1)X(y;t1,t2) dy' (3.39) 
The smoothing error variance is therefore 
Vx(y,y',tjt2) = E{x(y,t1|t2)x
T(y',t1|t2)} (3.40) 
which on substituting from (3.53) yields 
fc T 
V;(y,y',t |t ) - V~(y,y',t ) - f
 2 " ' - . - i. i}" itJJJS*"7*'^H (** ;v'i> 
T -1 M 
H (y3»T)^v (y3»y»+»
r)H(yt+»
T) a (y5»% >y\>*) 
v~(y ,y'.t ) dy dy dy dy dx (3.40a) 
x 5 1 2 3 h 5 
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This is a very appealing result, since it indicates exactly the amount 
by which the smoothing of future data reduces the variance of the error 
in the filtering estimate of x(y,ti). In this form, however, the answer 
is computationally not very tractable since the system's Green's func-
tion must be evaluated. To have a more tractable solution, we differ-
entiate with respect to t. and substitute from eqn. (3.27) to get 
3V~(y,y',t it ) 
—-£ —Ll_2_ = (L + n )v~(y,y',t. It.) + V~(L ,+ II ,) 
dt\ y y x J J 1' 2' x y' y' 
- G(y,tH (y,y;t)GT(y',t) (3.41) 
w 
with boundary conditions 
NbV~(y,y;t1|t2) = 0 ye8^,y'en (3.42) 
and terminal condition 
V~(y,y',tJt„) = V~(y,y',t ) (3.43) 
where 
-1 
n (O - yfiG(y,t)iPw(y,y1,t)G
i(y1 , t)V~
±(y1 ,y2 ,t) (OdYldy2 (3.44) 
To summarize, we have obtained the fixed interval smoothing 
algorithm for linear DP systems(with t fixed) using innovations. The 
algorithm consists of processing the filtering algorithm of Sec. 3.2A 
forward in time upto t and then processing the smoothing estimator, 
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eqns. (3.36-37), backward in time from t2 to time t . The terminal 
condition is determined by the filtering estimate at time t0. The 
smoothing error covariance has been shown to be an improvement over the 
filtering error covariance. As before, a backward sweep must be made 
in order to compute the smoothing error covariance. 
The algorithm in this subsection is identical to the one obtained 
by Tzafestas [10] for linear DP systems with white Gaussian disturbances 
using a rather cumbersome limit technique. The ease of derivation of 
our algorithm is apparent from the simple mathematics involved, and 
moreover, no restriction on noise statistics are imposed. In this sense, 
it is more general than the one in ref. [10]. Moreover, this algorithm 
involves fewer equations than the 'two filter' algorithms proposed by 
Tzafestas and Nightingale [3], [9], which saves on storage and computer 
execution time. 
The algorithm can be tabulated as shown in Table 6. (The filter-
ing algorithm of the previous section needs to be processed before the 
implementation of this algorithm.) 
Table 6. Fixed Interval Smoothing Algorithm 
Equation B.C. I.C. 
Estimate x (3.36) (3.37) (3.38) 
Variance V~ (3.41) (3.42) (3.43) 
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3.2C. Fixed Point Smoothing Estimation 
In Sec. 3.2B on fixed interval smoothing, we considered smoothing 
with tj = t and t2 fixed. In fixed point smoothing we have t = t^ 
fixed and t2 = t, the running variable. With this identification, our 
general smoothing estimator expression, eqn. (3.30, becomes 
x(y,tjt) = x(y,t*) + /t./n/ft/nVi(y,y1,tik) H
 T(y2,i ;yx ,t*) 
T -1 
H (y2^Hv ( y 2 > y 3 » T )
I ( y 3 »
T ) d y 1
d y 2 d y 3 d T (3.44) 
Differentiating this expression with respect to t yields the fixed 




L(y1,y2,t)(z - H(y2,t) 
x(y2,t)) dYldy2 ( 3 > 4 5 ) 
using (3.33). The moment algorithm is obtained by differentiating 
(3.33) to yield 
9V~(y t;y,t*) 
- 5 — a t = V yi- t 5 y' t* ) N y 
with initial conditions 
x(y,t.|t.) = x(y,t.) (3.47a) 
• * i * 
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V~(y,t^;y',t*) = V~(y,y',t*) (3.47b) 
x ' * ' * x 
and boundary conditions 
N x(y,t Jt) = 0 ye-an (3.48a) 
Nb Vx(yl,t: ; y,t*) = ° ^ ^ 7 1 E " (3.48b) 
As yet we have not obtained an expression for the smoothing error covari-
ance. This can be obtained by differentiating (3.4) w.r.t. t2 =.t to 
yield 
9V~(y,y',tJt) 
——n - kk W'-; y^)E (ri- t>* v <yi.y2.
fc> 
H(y2,t)Vi(y',t# ; y2,t) dyidy2 (3.49) 
with initial condition 
Vi(y,y',tjt.) -.V-.(y,y',t.) (3.50) 
and boundary condition 
NbVi(y,y'; tjt) = 0 yean. yien (3.51) 
To suraniarize, the fixed point smoothing estimate is obtained by 
processing the filtering algorithms upto t^ and the processing the 
smoothing algorithm eqns. (3.45-48). The smoothed estimate is 
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independent of the smoothing error covariance. 
The results in this section are extensions of the previous work 
of Tzafestas, who obtained a somewhat identical algorithm for Gaussian 
disturbances [10] using very complicated limiting procedures. The deri-
vation in this section is rather simple and extends to a much broader 
class of disturbances than Gaussian noise. These algorithms are identi-
cal to those derived in Chapter II for linear purely distributed systems 
if the correspondence noted at the end of Sec. 3.2A is observed. 
Table 7. Fixed Point Smoothing Algorithm 




(3.45) (3.48a) (3.47a) 
(3.46) (3.48b) (3.47b) 
(3.49) (3.51) (3.50) 
The filtering algorithm of Sec. 3.2A needs to be implemented 
with this algorithm. 
3.2D. The Fixed Lag Smoothing Problem 
The fixed lag smoothing problem was outlined in Sec. 2.2. The 
analysis over here is an extension of the general smoothing analysis 
of Sec. 3.2A, with t = t and t = t + T, T being the fixed delay. 
Our starting point, as before, is eqn. (3.30), the smoothed 
estimate, and eqn. (3.31). Differentiate (3.31) with respect to 
t (= t}) to get 
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3A(y',t|t+T) = _ [N *]A_ /^ H
T(y',t) v̂
1(y',y",t)I(y",t) dy" 
+ LLz. (y",t + T;y',t)HT(y",t + T)C(y",y,t +. T) 
QJV. 
I(y,t + T) dy'dy" (3.52) 
Differentiate (3.30) w.r.t. t(= tj) and substitute from (3.52), (3.22), 
(3.28) to get the fixed lag smoothed estimate. 




t\t + T ) ~ ^2^^ d?idy2 
+ W o • Vi(y>y.;t)H
T(y1>t + " Tjy'.OH^ ,t + T) 
^ y l , y 2 j t + T)1^2^ + T ) dy'dyidy2 (3.53) 
with initial conditions obtained from processing the fixed point algori-
thm from t to t + T. The error kernel matrix is obtained from (3.27) 
o o 
and is 
dS (y, t+T ; y',t) = _ ( y ^ + T . y, t ) _ _ (y, t+T;y\ 0^/3.54) 
dt y y 
the boundary conditions are 
Nbx(y,t|t + T) = 0 ye3fl (3.55a) 
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\ 5 (y,t + T ; y',t) = 0 (3.55b) 
An examination of the estimator equation (3.53) reveals that it is inde-
pendent of the error covariance. An expression for the smoothing error 
can be obtained, as in the other smoothing cases, by differentiating 
(3.9) with respect to t(= ti) to get 
3V;(y,y',t|t + T) 
*t~ = (Ly + ' V v i ( y , y ' , t ' t + T) + ^(y^y'^lt + T > 
ay' + n ) T - IJJ^ v~(y,yi,t) 5
 T(y2,t + T; yi,t)H
T(y2,t + T) 
^v
1(y2,y3,t + T)H(y3,t + T)H(y3,t+T;y;t)dy1 dy2dy3-G^G
T (3.56) 
with initial conditions obtained from the fixed point smoothing algori-
thm and boundary conditions 
K V~(y,y',t|t + T) - 0 yeSft, yeQ (3.57) 
b x 
To summarize, the fixed lag algorithm proceeds by processing the 
filtering algorithm along with eqns. (3.53-57). The initial conditions 
are obtained by processing the fixed point smoothing algorithm upto the 
time interval t + T. 
o 
These algorithms apply to a more general class of noise statistics 
than those considered by Tzafestas [10] which applies only to Gaussian 
distributions., The derivation is far more simpler, too. For the purely 
distributed case, these algorithms are identical to the ones derived in 
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Chapter II using invariant embedding. 
Table 8. Fixed Lag Smoothing Algorithm 
Equation B.C. I.C. 
Estimate (3.53) (3.55a) From fixed point 
smoothing algorithm 
Moment (3.54) (3.55b) it 
Variance (3.56) (3.57) 
The fixed point smoothing algorithm must be implemented alongside the 
above tabulated algorithm, along with the filtering algorithm. 
3.3. Summary 
In this chapter, we have developed general filtering and smooth-
ing algorithms for second order linear DP systems with independent incre-
ment volume disturbances in the dynamics and measurement process. The 
estimation criterion was considered to be the minimization of the least 
squares estimation error which results in a minimum variance estimator. 
The approach taken is the innovations approach. The innovation for the 
class of systems considered here is white, which facilitates in the 
derivation. 
The procedure consists of expressing the minimum variance esti-
mator as a linear transformation on the innovations process. This 
results in an infinite dimensional Wiener-Hopf equation, which 
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represents the solution for all the estimation problems, viz. filtering, 
smoothing and prediction. Solution of the Wiener-Hopf equation is facil-
itated by the fact that the innovations process is white, as previously 
noted. 
The error covariance is obtained by differentiating the error to 
yield a linear TPBVP whose solution is obtained using a Green's function 
approach. The resulting expression clearly indicate the superiority of 
smoothing vis-a-vis filtering in that the error covariance is reduced. 
The implementation of the various estimation algorithms has already been 
tabulated in Tables 5 and 8. The smoothing algorithms either require a 
parallel implementation of the filtering algorithm(fixed point and fixed 
lag smoothing) or serial implementation after the filtering algorithm 
(fixed interval smoothing). Furthermore, as pointed out in Section 3.2A, 
these algorithms are identical to the purely linear distributed least 
squares estimation algorithms of Chapter II if the following correspond-
ence between the noise covariances of this chapter and the weighting 
matrices of Chapter II are observed. 
Least Squares Innovations 
Q ^ - ^ 




NUMERICAL IMPLEMENTATION OF REPRESENTATIVE EXAMPLES 
In the previous chapters we concentrated upon developing estimation 
algorithms for a class of linear and nonlinear DP systems using various 
techniques. No mention was made of the computational feasibility of the 
developed algorithms. In this chapter we shall examine this aspect of 
the previously developed algorithms, and examine various methods of solv-
ing the PDE's on a digital computer, since the object of any algorithm 
is to execute it on a digital machine. 
Three considerations are important in any numerical algortihm being 
executed on a digital computer, viz. accuracy, speed of execution and 
storage requirements. In our estimation scheme a measure of the accuracy, 
ignoring computer round-off and truncation, is the error covariance speed 
of execution and computer memory requirements are functions of the finite 
difference approach used to solve the estimator integro-partial differ-
ential equation. We shall examine these requirements in the following 
sections for different finite difference methods. 
While there are numerous schemes for solving partial differential 
equations, for instance finite difference techniques, collocation schemes 
and spline methods, we shall concentrate only on finite difference 
schemes in this dissertation. The purpose of this chapter is not to 
exhaustively review solution techniques, but only to explore one of the 
alternate schemes, specifically the finite difference method, for solving 
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two point boundary value problems. The application of various methods 
for solving distributed estimation problems has received little atten-
tion, and except for the work of Seinfeld et al. [14] using a discrete 
space continuous time approach, no other study appears to have been 
made. 
It should also be pointed out, as done before in Chapter III, that 
the approaches of Chapters II and II result in essentially identical 
algorithms. With this in mind, we shall treat examples using the algo-
rithms of Chapter II alone in our numerical experimentation. 
4.1 Numerical Experiments 
In this section we consider the application of the algorithms of 
Chapter II (and concomitantly, as mentioned previously, Chapter III) to 
representative engineering problems. Two schemes of discretization shall 
be studied, viz.: 
1. Discrete Space-Discrete Time (DSDT) in which the linear and 
nonlinear integro-partial differential equations are discretized in 
both their spatial and temporal co-ordinates. 
2. Discrete Space Continuous Time (DSCT) in which the system model 
partial differential equations are discretized in their spatial co-ordi-
nate only. This results in estimator equations as derived by Seinfeld 
et al. [14]. The resulting system of ordinary differential equations 
are then solved using any of the numerous techniques available for solv-
ing such equations. 
The first problem considered is the estimation of mass flow x(y,t) 
in a chemical reactor. The chemical reactor is a cylinderical tube 
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packed with catalyst. The reactants flow through the packed bed, react 
on the surface of the catalyst, and the products continue through the bed 
Dispersion in the radial and axial directions occurs because of the flow 
around the particles. We consider the axial dispersion problem here 
alone, and compare the results of DSDT simulation of the equations of 
Chapter II with the DSCT estimator algorithms of Seinfeld, et al. [14]. 
Consider an isothermal situation with a second order reactor [27], 
The mass balance is, in dimensionless form 
|£ = -J* _ Pe M _ R(pe)x
2 + w(y,t) (4.1) 
a J 
where Pe is the axial Peclet number VL/D, R is the reaction rate group, 
V the axial velocity, L the length of the reactor and D the axial dis-
persion coefficient. w(y,t) is the additive noise of unknown statistics 
The boundary condtions are 
~ = 0 at y = 1, all t (4.2a) 
3y 
~ + Pe(l - x) = 0 y = 0, all t (4.2b) 
ay 
with initial condition 
x(y,0) = 0 all y (4.3) 
Measurements of the form 
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z(y,t) = x(y,t) + v(y,t) : y e (0,1) (4.4) 
are assumed. 
The coefficients Pe and R were chosen as Pe = 10, R = 1/2. 
The filtering algorithm (Appendix A) was solved along with the discrete 
estimation algorithm of Seinfeld, et al. [14], The basis for comparison 
that was made is shown in Table 9 and the actual equations are given in 
Appendix B. 
Table 9. Filtering Algorithm 
This Research Seinfeld, etal. [14] 
(a) No. of Space 
Intervals 
(b) Time Step (At) 
(c) Method Used 
(d) Noise Statistics 
(e) Initial Condition 
(i) Estimator 
(ii) Error Covariance 
.01 sec. 
DSDT approach using 
Crank-Nicholson method 
to solve estimator 
equation and alternat-
ing direction implicit 
technique to solve the 
error covariance equa-
tions. 
Independent, zero mean 
with covariances 
6(t - t')/At (because 
of time discretization) 
and uniform distri-
bution. 
x(y,0) = .00 




approach to solve 




using a step size 
At = .01 sec. 
Independent, zero 
mean, with covari-
ances 6(t) and a 
uniform distribu-
tion. 
x.(0) = .00, i = l, ..8 
P±(t) =2.50 
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Results of the simulation using the two approaches are shown in 
Figures 1 and 2, which indicate the superiority of the DSDT (this re-
search) approach to the DSCT approach in that error covariance and esti-
mator error is reduced considerably. Besides the reduction in error 
covariance, a considerable amount of computer execution time is saved. 
Computer execution time alone is considered as a factor as it precludes 
idiocyncracies of programming taken into account by the compilation 
time. For this problem we have 
Table 10. Filtering Computational Requirements. 
Current Research Seinfeld 
Dynamic Storage ~ 2500 words 3300 words 
Execution Time 25 sec. 170 sec. 
Results for fixed interval and fixed point smoothing at L. =0.5 sec. are 
also shown in Figures 1 and 2. The error covariance Figure 2 clearly 
points out the superiority of smoothing over filtering. As before the 
smoothing algorithms were solved using 8 space intervals and the DSDT 
approach listed in Table 9. The procedure is recapitulated in Table 11. 
Results for storage requirements and computer execution time for 
both smoothing and filtering are given in Table 12. Smoothing, as is to 





>»Filtered solution DSDT (this research) 
*-Filtered solution DSCT (Seinfeld [14]) 
>» Fixed point smoothing solution 
*» Fixed interval smoothing solution 
Noise free solution 
.6 .8 
>• time (sees.) 
1.0 












1 - Filtering Error Covariance DSCT 
2 - Filtering Error Covariance DSDT (this research) 
3 - Fixed Interval Smoothing Error Covariance 
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Table 11. Smoothing Algorithm 
Smoothing Filtering 
(a) No. of Space 
Intervals 
(b) Time Step Size 
(c) Method Used 
(d) Error Covariances 
(e) Initial Conditions 
.01 sec. 
DSDT as outlined in 
Table 9. 
As in Table 9 for 
the DSDT approach. 
(i) Error Covariance Hy.YjtO) = 2.50 
.01 sec. 
DSDT as outlined in 
Table 9. 
As in Table 9. 
For fixed interval 
smoothing: 
Pi(y,yi*i|i) = P(y,yi,i) 
the filtering error 
covariance. 





(ii) Estimator x(y,0) = .00 Fixed Interval Smooth-
ing: 
x (y,l/D = x(y,D, 
the filtered estimate. 
Fixed Point Smoothing: 
x2(y,.5/l) = xi(y,.5/l), 
the filtered estimate. 
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Table 12. Smoothing Computational Requirements. 
Filtering Smoothing Filtering 
DSDT Fixed Pt. Fixed Int. DSCT(Seinfeld) 
Storage -2500 words 2700 





In all of the above experimentation the weighting coefficients for the 
dynamic and measurement residuals in the performance index were both 
chosen to be constants equal to one. These coefficients being kept con-
stant, next the estimation algorithm was implemented for various values 
of dynamic and measurement noises. A plot of the fixed interval smooth-
ing error covariance for fixed value of the dynamic noise covariance 
(- 6(t - t') is shown in Figure 3. It seen that as the measurement 
noise covariance is increased, because it is being weighted less and 
less in the performance index, the error covariance increases. For 
very small values of the measurement noise covariance, it is relatively 
heavily weighted, and the dynamic noise predominates. However, the 
i 
magnitude of the dynamic noise is kept constant, as is its weightage, 
so that for measurement' noise covariance of upto l.s(t - t') , the error 
covariance is almost constant. This graphically demonstrates the need 
of selection of proper weightage to keep the error covariance within 
bounds. 
Example 2. The next example is taken from the field of nuclear reactor 




Chemical Reactor Kinetics 
Error Covariance 
Fixed Weigtage for Dynamic and 
Measurement Residuals 
Dynamic Noise Covariance Fixed (: 6(t 
Measur. Noise Covariance Varied 
t ' » 
Measurement Noise Covariance 
time 
Figure 3. Chemical Reactor Kinetics-Error Covariances for 
Varied Measur. Noise Covariances. 
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| J - ^~ + P2(y)x - 6y2 + w(y,t) y e (0,11) (4.5) 
3t 3y2 
which represents the dynamics of a space dependent reactor with no de-
layed-neutron effects and a general prompt feedback [28]. The initial 
and boundary conditions are 
x(y,0) = f(y) > 0, x(0,t) = x(n,t) = 0 (4.6) 
The space dependent buckling P2(x) gives the initial multiplication of 
the neutron distribution; p2 is positive and piecewise continuous, and 
in all cases it is sufficiently large so that at time zero the neutron 
distribution is increasing with time and not in a steady state. 6 is 
the constant negative feedback coefficient (6 > 0) • w(y,t) is the addi-
tive noise of unknown statistics. Interior measurements of the form 
z(y,t) = x(y,t) + v(y,t) (4.7) 
were assumed, where v is additive noise of unknown statistics. 
As in the previous example, both the discrete (Seinfeld [14]) 
and continuous filtering and smoothing algorithms were applied. The 
basis of comparison was exactly the same as in Tables 9 and 10, except 
that instead of white independent, uniform noises, Gaussian white inde-
pendent noises with zero mean and unity covariances were used. The 
numerical solution was obtained for a homogeneous reactor with 
p2 = 10> 6 = 1 
f(y) = .1 sin y 
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The DSDT filtering, fixed interval smoothing and fixed point 
smoothing (t =,5 sec.) were obtained for t c- [0,2.] sees. The DSCT 
equations, with the same number of interior points as before (i.e., 8) 
were also simulated for the filtering algorithm using identical probabil-
ity density functions as before. Results of this simulation are dis-
played in Figures 4 and 5. Besides the reduction in error covariance, 
a considerable amount of storage and execution time reduction is achieved. 
For this problem 
Table 13. Computational Requirements. 
Filtering Fixed Int. Fixed Pt. Filtering 
(This Research) Smooth. Smooth. (Seinfeld) 
Storage -2500 3200 2700 3200 
(words) 
Execution Time 26 50 35 175 
(sees.) 
4.2. Discussion and Comparison of Results 
As reported before, the two examples considered in this section 
were simulated on a UNIVAC 1108 computer. The costs and other impor-
tant performance factors resulting from the simulation are listed in 
Tables 9-13 and the results are elaborated upon below. 
For purposes of comparison, each example in evaluated using the 
same initial conditions for the estimate and error covariance for both 
the DSDT (thi;; research) and DSCT approaches. Furthermore, to ensure 
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1 - Filtering Error Covariance DSCT 
2 - Filtering Error Covariance DSDT 
3 - Fixed Interval Smoothing Covariance 
4 - Fixed Point Smoothing Covariance (t^=.5) 
1.0 1.2 1.4 1.6 1.8 2.0 
time (sees.) 
Figure f. Nuclear Reactor Kinetics - Estimator Error Covariances 
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All these factors are tabulated in Tables 9 and 10. To account for the 
time discretization in the DSDT approach, the introduced noise covari-
ances were adjusted by a factor 1/At, At being the time step size. All 
these factors ensured that a rationale for a proper comparison between 
the DSDT and DSCT approaches existed. 
In the DSDT approach, the well known Crank-Nicholson method for 
parabolic equations [29] was used for simulating both the noisy data 
(eqns. (4.1) and (4.5) and the estimator equations. The error covariance 
equations, being in two space dimensions, was solved using the implicit 
alternating direction method [29]. 
For the DSCT approach, the discretized noisy equation along with 
the estimator and error variance equations were solved using the Adams-
Moulton predictor-corrector method with the starting values supplied by 
a fourth order Runge-Kutta routine. The time steps for the differential 
equation solving routine were kept the same as for the DSDT approach. 
Results on the performance of the two approaches are given in 
Tables 9-13 along with Figures 1-5. As is apparent from Tables 10, 12 and 13, 
the execution time for the DSDT approach is considerably ( -6/7 times) 
less than the DSCT approach of Seinfeld [14]. This is not surprising, 
keeping in view the fact that in general digital computers are slow 
in solving differential equations vis a vis algebraic equations. This 
should not however detract from the efficacy of the Seinfeld algorithm. 
Implemented on an analogue system, a striking improvement in results 
would be achieved for this algorithm. Results comparable to our fil-
tering algorithm shall be obtained on a hybrid system with the Seinfeld 
algorithm. 
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So far we have demonstrated the efficacy of the DSDT approach 
over the DSCT approach* This is not a property of our estimation algori-
thm, rather a property of the numerical algorithm used to implement the 
estimation algorithm. It has been shown that the DSDT approach can play 
a significant part in reducing computational time, as well as lessening 
storage requirements, for distributed estimation problems. 
The smoothing algorithms of Chapter II were implemented using 
the DSDT approach alone. The same space-time intervals were observed 
for smoothing as were done for filtering to facilitate comparison. 
Results of the smoothed trajectories are shown in Figures 1 and 4 while 
the smoothing error covariance is displayed in Figures 2 and 5. While 
these results are qualitative in nature alone, we can deduce from them 
that smoothing does indeed improve the system performance, in that error 
covariance for smoothing is less than for the filtering algorithm (Fig-
ures 2 and 5), and also that the smoothed trajectory follows the noise 
free estimate much more closely than the filtered trajectory (Figures 
1 and 4). Among the different kinds of smoothing, fixed interval smooth-
ing gave the best results using the above two criteria. However, as is 
indicated by Tables 12 and 13, this was at the expense of increased stor-
age and computer execution time vis-a-vis filtering. Fixed-point 
smoothing gave results intermediate between fixed interval smoothing 
and the filtered estimates. 
A quantitative estimate of the improvement rendered by smoothing 
for nonlinear systems is difficult to obtain. An approximate expression 
for the examples considered in this chapter may be obtained from the 
smoothing error variance, eqn. 3.40a after linearizing the nonlinear 
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systems considered (eqns. (4.1) and (4.5). Eqn. (3.40a) repeated here is 
Vy,y',t,|t2> - V.(y,y',tl) - !t
2JaiaIa V-(y,y2,t) 2T(y3,T;y2,t) 
(t)TR(l7>= (v ' i 'V^V^'V 
dy2dy3dyi+dy5dx (4.8) 
where the Green*s function matrix (4.8) H satisfies the linearized sys-
tem (3.27) with N replaced by its functional derivative. (4.8) indicates 
that the smoothing error variance V- (y,y', t, 112) is always less than the 
filtering error variance V~(y,y2,t). However, this is not an easy ex-
pression to evaluate because of the multiple integrations involved. 
Furthermore, this is a coarse approximation. So our safest guide is a 
qualitative rather than a quantitative examination of the reduction in 
error variance achieved. 
4.3. Summary 
To summary, in this chapter we have considered application of 
the various estimation algorithms developed in other chapters of this 
thesis to representative engineering problems arising in chemical and 
nuclear reactor theory. It was found that the algorithms of this 
research result in a considerable amount of saving in computer memory 
and execution time over the previously existing algorithms, when exe-
cuted numerically. However, it was found that the equation giving a 
quantitative relationship between the filtering and smoothing error 
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covariances was rather difficult to solve numerically, and hence a 
qualitative judgment factor was used. For the examples considered in 
this research, smoothing did indeed improve system performance, in that 
it approximated more closely the noise free trajectory than the filtered 
estimate, and also resulted in lesser error covariance than the fil-
tered estimate. This was, however, achieved at the cost of increasing 
execution time and storage requirements. 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
This dissertation presents the development of estimation algorithms 
for a class of linear and nonlinear second order distributed systems. 
The salient features of the algorithms developed are that they (1) are 
on-line, except for the fixed-interval smoothing algorithm, which is 
necessarily off-line, (2) are substantiated by theoretical analysis, (3) 
require fewer partial differential equations to be solved than previously 
existing algorithms. For instance, the 'two-filter' version of the fixed 
interval smoothing estimator [ 3 ] employs six partial differential equa-
tions, whereas the filter, using essentially an identical model, as 
developed in Chapter III uses only three equations. 
The general class of systems for which estimation algorithms are 
developed using a least squares approach are described in Chapter II. 
No prior knowledge of noise statistics is assumed. Basically, the noisy 
plant is described by a vector partial differential equation 
xfc = f(x,y,xy,xyy,t,g) + w(y,t) (5.1) 
where w(y,t) is the distributed noise of unknown statistics. g is a 
parameter described by the ordinary differential equation 
g(t) - f(t,g) + £(t) (5.2) 
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C1(t) is lumped additive noise of unknown statistics. Furthermore, homo-
geneous boundary conditions of the form 
f(x,y,x ,t,£2) = 0 , y E ft (5.3) 
y 
are assumed, where E,2(t) is a noisy term whose behavior is described by 
r(t) = f(r,t) + £3(t) (5.4) 
Such a general system governs a large class of distributed systems, 
involving, for instance, heat exchangers. 
Furthermore, in the absence of the parameters q and r, this lumped-
distributed system reduces to a more conventional distributed system, 
either parabolic or hyperbolic, whose behavior is governed by 
x«_ = f(x,y,x ,x ,t) + w(y,t) y e Q (5.5) 
t y yy 
with homogeneous boundary conditions 
g(x,y,t,x ) = 0 y e 3 a (5.6) 
Such systems arise extensively in the physical world. 
The solution to the estimation problem is obtained by constraining 
the estimator to minimize a positive definite quadratic form. This gives 
rise to a two-point boundary value problem. The boundary value problem 
is converted to an initial value problem using invariant embedding. In 
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the case of filtering a 'running-stage* invariant embedding technique 
is employed to obtain the estimator equation. In the case of fixed 
point and fixed lag smoothing, 'fixed-stage1 invariant embedding is em-
ployed. The Ricatti transformation is used to affect the fixed-interval 
smoothing estimator. 
Such a solution to the estimation problem is significant, not only 
for purely distributed systems, but also for the lumped-distributed sys-
tems which arise so frequently in heat exchange problems, for instance. 
The nonlinear and linear smoothing problem considered in Chapter II 
enables one to take advantage of the considerable reduction in error 
covariance achieved using smoothing via a vis filtering. A quanti-
tative examination of simulation results in Chapter IV brought out the 
improvement rendered possible. Furthermore, these smoothing algorithms, 
as pointed out earlier, are online. 
In Chapter III, a more restricted class of linear second order 
distributed systems are considered, to take advantage of the well devel-
oped adjoint formalism, using Green*s theorem, available for such sys-
tems. The system equations are 
xfc = L(y,x ,x , x,t) + w(y,t) y e 0, (5.7) 
where L is a linear second order vector operator, along with the first 
order homogeneous boundary conditions 
Nb(x,y,xy,t) = 0 y e 3 Q, (5.8) 
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and linear measurements 
Z(y,t) = H(y,t) x(y,t) + v(y,t) (5.9) 
The noises w and v are assumed zero mean, independent increment 
white processes. Using the innovations approach, minimum variance esti-
mates for the filtering and smoothing problem are obtained. This has 
the advantage of again having the smoothing algorithms online. An exact 
analytical expression for the reduction in error variance using smooth-
ing vis a vis filtering is available (Eqn. (3.41)) and demonstrates the 
feasibility of smoothing over filtering. 
With proper identification the results for linear systems, using 
the techniques of Chapters II and III are identical. It is shown that 
the same algorithms result when the weighting matrices for the dynamic 
and observation residuals using least squares are chosen as the inverse 
of the dynamic and measurement noise covariances. Furthermore, as the 
domain of estimation reduces to a point in Euclidean n-space, corre-
sponding lumped estimation algorithms result. 
The results are applied to representative problems arising in 
various engineering disciplines. The numerical problem posed by these 
algorithms is treated in Chapter IV. One of the representative methods 
of solving partial differential equations, viz. the finite difference 
method is examined from two different viewpoints. In the first approach, 
akin to the one used by Seinfeld [14], the discretization is done only 
in space. The resulting set of ordinary differential equations are then 
solved using any of the conventional methods for solving these equations. 
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In the second approach, discretization in both space and time is affected. 
The resulting set of algebraic equations are then solved using the Thomas 
algorithm [29]. The results of the two approaches taken are compared 
for accuracy, computer execution time and storage requirements. It is seen 
that for the class of problems considered here and for the approach taken 
here, namely the finite difference method, discretization in both space 
and time is far superior to the other method, discretization in space 
alone. This comparison is based on the criteria established previously, 
viz. accuracy, execution time and storage requirements. 
Recommendations for Further Study 
As pointed out in Chapter I, a rigorous extension of Fokker-Planck 
techniques to the infinite-dimensional estimation problem needs to be 
investigated. Recently Balakrishnan [1] has initiated the study of Ito 
processes in abstract spaces. These methods have been successfully ex-
ploited by Bensoussan [30], Lions [31], etc., to derive Kalman type 
algorithms for unbounded linear operators. However, as yet the applica-
tion of Fokker-Planck techniques to unbounded (linear and nonlinear) 
operators has not been initiated rigorously. This study would be very 
profitable and give a great deal of insight to the general estimation 
problem, as it would entail a study of the spectral properties of the 
operators to which such techniques can be applied. Thau [32] took a 
step in applying Fokker-Planck techniques to linear DP systems by calcu-
lating the backward Kolmogorov equation for the heat equation, in one 
dimension, excited by white Gaussian noise. However, the approach taken 
was purely heuristic and cannot be extended easily to higher order 
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linear (or nonlinear) systems. 
Another field which needs investigation is the sensitivity problem 
of various linear and nonlinear estimation algorithms to errors in model-
ing the plant, initial error covarlance or the noise covarlance when they 
are known. This would help give insight into errors that may arise due 
to any simplifying assumptions in the plant dynamics or noise statistics. 
A field of major interest which has not been studied at all in the 
DP literature is the adaptive estimation problem. The techniques and the 
algorithms developed in this dissertation are very useful in carrying out 
online adaptive estimation, and can be extended to incorporate identifi-





THE INVARIANT EMBEDDING SOLUTION TO THE FILTERING PROBLEM 
As pointed out in Section (2.3) a filtering algorithm is a neces-
sary adjunct to any smoothing algorithm. The presentation here is not 
new and has already been presented elsewhere by Lamont [ 8] and Seinfeld 
et al. [14]. This is given over here only to complement the various 
smoothing algorithms derived in Chapter II. 
Invariant embedding primarily consists of converting a boundary 
value problem (BVP) into an initial value problem by embedding the BVP in 
a more general class of problems. For the BVP arising in Sec. 2.2, we 
embed the terminal condition at time t , Eqn. (2.15) into a more general 
class of final conditions thus: 
Ai(y,tf) = C^y) , y £ fi 
A3(tf) = C3 (A.l) 
\(tf) = Ch 
Denote the general class of solutions to the BVP by 
x(y,tf) = ^(C^C^C^y,^) 
q(tf) = r3(C1,C3,C1+,tf) (A .2) 
r(tf) - V C ^ . C ^ ) 
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The solution desired is ^(0,0,0,y,tf), r3(0,0,0,tf) , ru(0 ,0,0 ,t,) . 
Since 
x(y,t + At) = r (C + AC C + AC , C + AC , y,t_ + At.) (A.3) 
1
 A J 3 i+ u r i 
the left and right hand sides of (A.3) are expanded in a Taylor series to 
yield 
xu <5r. 
rl(C. + AClf,,tf) = r^Cj.y.tj) + §§^t = rl(C.,y,tf) + / ^ AC^fi 
+ JTf"
t+^-3
 i C 3 + ^ - A C 1 (
1 = 1.3^ (A.4) 
From (2.14) 
AC, - - 4 & 4 t 
1 ori 
^ - - f ^ (A.5) 
AC3 " " IT A t 3 8r3 
Substituting (A.5) into (A.4) yields, in the limit as At •+ 0 
<*r. <Sr „ 8r 9r 
9 t f {jfiC^r
 d " 9r3 9r3 " "BĈ  87^ " 6C7
 ( A ' 6 ) 
i = 1 , 3 , 4 
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Equations (A.6) give the desired initial value problem for 
S : (x(y,t), q(t), r(t) , y e fi}. Assume solutions of the form [8] 
r i ( C 1 , C 3 , C z + , y , t f ) = x ( y , t f ) - /fi P (y ^ , t f ) C j ^ ) d ^ 
- P 1 3 ( y , t f ) C 3 - P l l t ( y , t f ) C i f -
r 3 (C 1 ,C 3 ,C i + , t f ) = q ( t f ) - 4 P 3 1 ( y , y 1 , t f ) C 1 ( y 1 ) dfix 
- P 3 3 ( y ^ f ) c 3 - P 3 l t ( y , t f ) c (A.7) 
r 4 ( C 1 , C 3 , C l + , t f ) = r ( t f ) - / ^ ( y ^ . t ^ C ^ ) di^ 
- P , 3 ( y , t f ) c 3 - V ( y , t f ) c , 
where x, q, r are the desired solutions. The P term is assumed contin 
uous, bound, symmetric and symmetric in its arguments, too, i.e., 
PjCy^y^t) = P11
T(y2,y1,tf) 
and similar results hold for the other P terms, viz 
P13(y,t) = P31
T(y,t) ; Pl4(y,t) = P41
T(y,t) 




Substituting (2.39a) into (2.36) yields 
9 x ( y , t ) 9P 8 P 1 3 3P 
~^f- - k ^7 cidfii - ̂ 7 s -1^-c,+ /, p nfK^ 
- 4 f e Y Q(Z"h) dfil} ^1 + P13{[Nq]r3 °3 
+ 4 ^\y\)+ ̂ K^0*+ /ao i v^v^} 
= N ( r i ( C 1 , C 3 , C 4 , y , t f ) , r 3 , y , t f ) - /^"-"-Cjdfi (A.8) 
Linearize (A.8) about a nominal trajectory r (0,0,0,y,tf), r (0,0,0,tf), 
r (0,0,0,tf) and compare coefficients of like terms in c(°) and C^
1/ to 
g e t 
i * a t = N(x,q,y,tf) + f LP.JIS f ' 'a 'fl" » ( f «<>. > y 2 , t f ) 
( z - h ( x , y 1 , t f ) ) d ^ 1 d f i 2 y e ft (A. 9) 
3P. 
c ( 1 > : / o ^ 2 1 c,dfti = / ^P U CN]* + [ N ] - P n + R""
1 + P 1 Q [ N ] * P „ 
1 'ft 3 t f 1 ! fi I. x x
 H 13 q 31 
+ / J ft'ft f-^j
T Q(z - h(x,y3,t)) P„dft0dft 11 2 3 
C l d J V + / a f t P ^ l N ^ K C j d O f l j ) (A. 10) 
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In (A.10) the first term on the right can be written, using Green's 
identity, 
/u pnN*ci dfii • fa
 Pn[Nx*]ci iai + ha <l"bVn>cid<ani> ( A a i ) 
With these relations, identifying P,, as the error covariance of the esti-
mate of x, we get 
d jr T* T1 •• • 
^ 7 = NxPll + Pll \ + P 1 3 [ N 1 ; + [NIq P31 + R_ 
+ V a Pu[^i)T Q(z " ^ ' ^ ' ^ l * p i i d S d ! V y- yiea (A-12) 
where the arguments of the various terms are self evident. The boundary 
condition for P ^ is obtained from (A. 10) and (A. 11) and is 
[ V x Pll ( y , yl , tf ) + Pl«+
(y,tf)[Nb]r K<yi»
tf> = ° (A-13) 
y e 3 QyYi e ft 
with initial conditions 
Pll(y'yl»to) = P o ( y , y l ) ;y' yl £ n (A.14) 
A. 
The estimator equation for x(y,tf) is given by (A.9) with boundary con-
dition 
[Nv] x = 0 y e 8 f t (A.15) 
b x 
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and initial condition 
S(y,tQ) - xo(y) (A.16) 
Similarly, comparing coefficients of C and C we get 
9P13 T 
3^-(y,t f) = [»] £P 1 3+ [ N ] ^ 3 3 + P 1 3 [ N q ] . 
/^ Pll[(t) T Q ( Z -W^P.^dfl^, yefi (A.17) 
9P T 
•*r^- = [N]-Plu + [N],J> + P1f [N.K 3t_ x i + L Jq 34 14 r r 
/ft/ft Pll[( 9x) 
Q(z - h) P dftjdf^ (A.18) 
^ 1 4 
with boundary conditions 
P10: [N, ]-P, + [N, ]-P = 0 y e 9 13 b4x 13 b r 43 
(A. 19) 
P1(l: [Nj~P + [N, ]~P,, = 0 y e 14 b x m b r 44 7 9 fi (A.20) 
In an identical fashion, substituting (A.7b) and (k.7c) into (A.6b) 
and A.6c) respectively, comparing coefficients of like terms in the C's 
after a first order linearization yields for the estimator equations 
?7 = Yfcf A + /Jn p3i(H)T Q(z " Mx.y^t^d^ dfl, (A.21) 
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% • »f(tf£) + V B PM(S)T Q(Z - "(i^.V) dVn2 
and the e r r o r covar iance equat ions 
^33 ( V T -1 
~^f~= [Na]<iP33 + P 3 3 [ N q ^
 + Tl <V 
d P 3 4 ( t ) T 
- d T ^ ~ = [ N q ] ^ + P 3 J N r ] r 
^ i f ^ P - T _ ! 
— - r - — £ - = [ N ^ ] - P ( ( + P t l [KU]* + T9 ( t . ) dt_ r r 44 44 r r 2 f 
(A.22) 
y f i
P 13[ (S) T Q ( Z " h ) ] P31d^dS (A'23) 
x 
y 0
p 3i [ (H) T < ' < »- i , ) ] p u d 8 i d B 2 ( A-2 4 ) 
V a *<.i [ ( | ) T « z - h )] p i ,d f i id f i2 <A-25> 
The filter obtained is summarized in Table 14. 
The results obtained in this section are not new, but a more 
general model than previous works by Lamont [ 8 ], Seinfeld [14 ] has been 
considered. In case the state of the system is described only by 
{x(y,t)} rather than (x(y,t), g(t), r(t)} the estimator reduces to the 
one obtained by Lamont [8 ]. Furthermore these equations may be regarded 
as the continuous analogue of the discrete estimator obtained by Seinfeld 
















P i i C y i . y a . t f ) (A.12) P o (A.13) 
p 1 3 ( y , t f ) (A.17) P 1 3 (y ,o ) (A.19) 
p l t + ( y , t f ) (A.18) P 1 4 ( y , o ) (A.20) 
^ V (A.23) P 3 3 (0 ) None 
^ ^ f ) . (A.24) P 3 ^ ° > None 
P„(t f) (A.25) P „ ( 0 ) None 
et al. [14]. The purpose of this < 
to serve as a necessary adjunct for 
Section 2.3. 
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erivation, as previously stated, is to 
the smoothing algorithms developed in 
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APPENDIX B 
NUMERICAL IMPLEMENTATION OF THE ESTIMATION ALGORITHM 
It was pointed out in Chapter IV that the estimation algorithms 
developed in Chapters II and II would be studied using the finite dif-
ference method. Two techniques for discretizing were outlined in that 
chapter—viz. discrete space discrete time (DSDT) and the discrete space 
continuous time (DSCT) approaches. In this appendix we examine the dis-
cretization of the estimator equations using these two approaches. The 
techniques used in discretizing the integro-partial differential equa-
tions are detailed briefly, and the resulting discrete equations are 
outlined fully. 
The procedure is detailed for the chemical reactor problem con-
sidered in Chapter IV. Similar remarks apply to the other problem con-
sidered in that chapter. For convenience, we repeat the model equations, 
dynamics: |Z = _JZ _ 1 0 |v _ 5y2 + w ( x > t ) ( B > 1 ) 
9t 3x2 9X 
b.c: |£ = 0 x = 1 ¥t (B.la) 
b.c.: |£ + 10(1 - y ) = 0 x = 0 ¥t (B.lb) 
oX 
i.e.: y(x,0) = 0 •¥- x (B.2) 
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measurements: z(x,t) = y(x,t) + v(x,t) : x e (0,1) (B.3) 
The noisy dynamics and measurements were simulated by assuming w 
and v to be zero mean, white in time and independent, viz., 
E (v(x,t)} = E {w(x,t)} = 0 
E {v(x,t)vT(x',t')> - 6(t - t')6(x - x') 
E (w(x,t)wT(x',t')} = 6(t -t')6(x - x') 
The distribution of v and w was simulated as being uniform in the inter-
val [-O, /3] which gave the required mean and variance. Choosing a per-
formance index of the form (cf. eqn. (2.6) 
t 1 
J - k ! I {(z(x,t) - y(x,t))2 + (*£ - N)2Uxdt (B.4) 
z o o 9 c 
where N is the nonlinear spatial operator on the R.H.S. of (B.l) results 
in (cf. Appendix A, Table 1) the filtering estimate u 
|H = Aji - io |H _ 5u2 + /. P(x,x. ,t)(z(x. ,t) - u(x ,t)) dx (B.5) 
at 3 x 2 ax 0 I I i I 
with boundary conditions 
|^ = 0 x = 1 -9-t (B.5a) 
oX 
| ^ + 10(1 - u) = 0, x = 0 -V-t (B.5b) 
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and initial conditions (assumed) 
u(x,0) = .10 -V- x e (0,1) (B.6) 
the error covariance 
| f ( x , x . , t ) - 2 ? * + l ? L - _ 10P(u(x,t) + u (x 1 § t ) ) - l o f l ^ + l
2 - ) 
9 t l 9x2 8 x i 2 1 \9x 3 x J 
+ 5(x - xx) - / P ( x , x 2 , t ) P ( x 2 , x 1 , t ) dx2 (B.7) 
and boundary conditions 
gp 
— = 0 at x = 1 •¥• x. ,t and at x = 0 -¥• x,t (B.8) 
8x 1 1 
1 x = 0 Xj = 0 
9P 
8x 
lOu = 0 | -V-x^ D -V-x e D 
•W-t V- t 
(B.8a) 
and initial conditions (assumed) 
P(x,x1,0) = 2.50 (B.9) 
The various smoothed estimates can also be similary written down, fol-
lowing the analysis of Sec. 2.3. For illustration's sake we give below 
the fixed interval smoothing algorithm that results. 
Fixed interval smoothing estimate: 
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3u(x,t|t ) 82u(x,t|tf) 108u(x,t|tf) 
Vt = —2 — ^ 5u(x,t|tf) 
3x^ 
* ,-1 + /oP" (x,x1,t) (u(Xl,t|tf) - u(x,t)) dx^ (B.10) 
with boundary conditions 
9u(x,t|t ) 
— = 0 x = l ^ t (B.lla) 
3X 
3u(x,t|tf) 
— + 10(1 - u(x,t|tf)) = 0 x = 0 -V-t (B.llb) 
initial condition 
u(x,tJt ) = u(x,t_), the filtered estimate (B.12) 
r f r 
The smoothed estimate is, of course, independent of its corresponding 
error covariance. Similar results hold for other algorithms. We shall 
not discuss them further here, for brevity1s sake. 
As pointed out previously, the main thrust of this appendix is 
to obtain the discretized equations that were actually implemented on 
the U-1108. The noisy data was generated using the Crank-Nicholson method 
[29] with forward projection in time. The Crank-Nicholson procedure is 
a second-order correct analog of the time derivative. All the finite 
differences are written about the point x., t +1/2» which is halfway 
between the known and the unknown time levels. In Figure 6 this point 
is shown as a cross. Values of the dependent variable, u, are computed 
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only at the points designated by circles. The second-order correct ana-
log of the time derivative at x , t is 
t 
n + 1 
n 
o o o o 
+ 
o o o o 
i-1 i i+1 x 
Figure 6. Center of Analogs for Crank-Nicholson Method. 
jhi 
9t i,n+l/2 








The second-order correct approximation for (92u/8x2) is obtained by the 
arithmetic average of its finite difference analogs at x.,t and x.,t .„, 
i n i ' n+1 
The r e s u l t i n g analog i s 
k 3 x
2 / i , n + l / 2 2 
- 2u. + u 
n_ 
(Ax)2 
92u\ ^ ljUj+l,n ~ 2Ui,  + Vl.n + "l+l.iH-l "
 2ui,n+l + uj-l,n+l 
(Ax) 
For t h i s problem def ine x = ( i - 1/2)Ax, AX and &t being space- t ime 
i n t e r v a l s to get 
- u, i i t t+ l L*J1 - I / 6 2 u 
At ~ v 2 r x
U i , n + i / 2
 + 6 x U i , n + 1 / 2 } "
 5 { î,n + ^ x U i + l , n ( 
5 / u . , , (u, + u. , - ) i + w. , , 
- 2" 1 1 J
n + l / 2 i , n i , n + l ' J i , n + i / ; (B.13) 
Ill 
where 
6 u. = (u,,w„ - u. ./o )/Ax x i,n i+l/2,n 1-1/2,n' 
u u, = (u.,., - u. n )/2Ax x i,n l+l,n i-l,n 
Incorporating the boundary conditions (B.l) we can write the 
difference equation for R equi-spaced intervals, 
(1 + 5Ax)u. . _ - (2 + 5Ax2u. . . + 
l-l,n+1 
2Ax2 
i,n+l/2 ' At '/Ui.n+1 K 
+ (1 - 5Ax) u ± + 1 > n + 1 = -(1 + 5Ax) u._i>n + 2 +5Ax
2 2Ax2\ 
Ui,n+l/2" At yUi,n 
+ (-1 + 5Ax) u.,,, - 2Ax w. 
i+l,n i,n 
2 <i < R - 1 (B.14) 
The L.H.S. of this equation is the value of u at the new time level 
(n +' 1) in terms of the old time level. As such it involves an unknown 
coefficient u, .,/«• This can be obviated by projecting this coeffi-i,n+l/2 J r J & 
cient forward in time thus 
Ui,n+l/2 = ui, n




(it). = "i.n + - ^ - (1 + 5Ax) u. - n• + (1 - 5Ax) u 
2 A x 2 i-l,n i+l,n 
-(2 + 5Ax2u^ ) u, + A x ^ } 
i,n i,n i,n | (B.15b) 
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Then eqn. (B.14) and (B.15) give the difference equation governing the 
interior behavior of the system. The boundary equation becomes 
-{5Ax2ul,n+l/2
+ ^TT + (1 + "*>} "i.n+l + (1 * 5ix) U2, n+1 
(1 - 5Ax) u2>n + {5 (Ax)
2 u 1 ) n + 1 / 2 -^
X -+ (l + 5 A x ) } u l n 
20Ax - 2Ax2w. i = 1 (B.16) 
i , n 
with u +1/o computed from (B.15). Equations (B.14) and (B.16) com-
prise a set of implicit tridiagonal system of equations which is solved 
using the Thomas algorithm [29] for such systems. 
The filter equation (B.4) was solved using the above procedure, 
too. The integral was approximated by Simpson*s rule. The error co-
variance equation (B.7) was solved using the implicit alternating direc-
tion method [29]. 
A brief sketch of the alternating direction-implicit method is in 
order here. For a two space dimension problem such as posed by the co-
variance equation (B.7) this method involves the alternate use of two 
different finite difference analogs to (B.7). For the first finite dif-
ference equation the analog to 92u/3x2 is written at the new time level, 
t .,, and the analog to the y-derivative, 92u/8y2 is written at the 
n+i 
old time level, t . Consequently, they are implicit in the x-direction 
and explicit in the y-direction. The resulting tridiagonal system can 
be easily solved using, for instance, the Thomas algorithm [29]. If 
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this were used repeatedly, the method would be unstable except for re-
stricted values of the ratio (At/Ay2) since the difference equation is 
explicit in the y-direction. So for the next time step a tridiagonal 
system is set up which is explicit in the x-direction and implicit in 
the y-direction with the same size At, hence the name of the 
method. The procedure is repeated till such time as convergence is 
achieved. 
We can now write the discretized error covariance equation (B.7). 
Denote by i the index in the x-direction, by 3 the index in the x..-
direction. Let n denote the time index. The increment in both spatial 
dimensions is the same, Ax. Then we can write x-implicit equations: 
(?»+] . - 2Pn+* + Pn+^ .VAX* + (P* .+1 - 2P» . + P
n . \/Ax2 
V l+l,j 1,3 l-l,3J I 1,3+1 i,j l-l,31 
n+1 n+1 \ 
î+l,j Vl,jj 
f i ( u i + l + - r 1 ) + 6i i - z1 ^ v ^ 1 1 ^ ^ 
I / 2 A X + ftJ+l " ^ - iK 
- (PfX - P" ) /At (B . l7 a ) 
x,-implicit equations: 
(v^ . - 2pf1 + P f J W + /p
n+2
+1 - 2P
n+2 + Pf2 ) 
I l + l , j i , j i - l . j / I 1,3+1 i , J i , 3 - l y 
fat] • " *T\ ,V2Ax + ^ + 2 + 1 " *?
+? iV2-I i + l , 3 1 -1 ,3 / I 1,3+1 i , j - l / 
/Ax' 
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.__.n+2 7 n+2 , n+2 \ rl ^ n + 1 . . D n + L . . 
- 10P± * \u± + u. J + 6 - J P (x ± , x )P (x ,x )dx 
- (pf2 - p n + ^ /At (B.l7b) 
These equations are succesively solved along with the associated 
boundary conditions using the Thomas algorithm [29]. The integrals were 
computed by Simpson's rule. 
Next the DSCT method as used by Seinfeld et al. [14] is described 
Conceptually, this method is rather simple. The space derivatives are 
approximated thus (i denotes the spatial index) 
8u/8x = [u(i,t) - u(i - l,t)]/Ax 
82u/3x2 = [u(i + l,t) - 2u(i,t) + u(i - l,t)]/Ax2 
With this correspondence, the noisy system (B.1-2) can be discretized 
to yield 
y i = ( y i + i " 2 y i + y i - i ) / A x 2 " 1 0 ( y i " y i - i ) / A x 
- 5y± + w ± ( t ) = f ( y , t ) + w ± ( t ) (B.18) 
with (cf. B . l a and B. lb) 
y o = ( y l + ^ ^ Z ^ 1 + 1 0 A x > (B. l9a) 
y n = y (B.l9b) 
The measurement process is 
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zi(t) = y±(t) + Vi(t) 1 = 2,3..n - 1 (B.20) 
The simulation was carried out by assuming the noises to be independent 
white processes with zero mean and unit covariance. The distribution 
was assumed to be uniform. Thus 
E {v (t)}= E-{w±(t)} = 0 
E {v.(t)wT(x)}= 0 
i 3 
E {v±(t)vj(x)} = E {w±(t)wJ(T)} =6(t - x) 
The estimate was desired to minimize the quadratic form 
J = \ / f [(z(t) - Z(t»2 + (£ - I(y,t))2]dt (B.21) 
This resulted in the invariant embedding equations corresponding to the 
ones obtained by Seinfeld [14]. 
Estimate: u_ = f(_u,t) + P(z - _u) (B.22) 
Error Covariance: P = -—• P + P ( ~ | T + I - P2 (B.23) 
9u \° u/ 
with initial conditions (assumed) 
u(tQ) = .00 (B.24) 




There exists no general observability criterion for the class of 
nonlinear systems considered in Chapter II [31]. However, for linear 
systems as considered in Chapter III, the following Lemma [31] holds. 
For convenience, we repeat the unforced system model of Chapter III. 
!f=Lx(y,t) (C.l) 
b.c. Nbx(y,t) = 0 (C.2) 
Measurement: z(y,t) = H(y,t)x(y,t) (C.3) 
where L is an nxn matrix differential operator, x(y,t) is the n vector 
state, and H(y,t) is a bounded mxn matrix. 
Lemma [31]: The system (C.l-3) is observable at t if and only if the 
linear self adjoint operator 
M = /t /n[H(y,t)K(y>t;y1,to)]*[H(y,t)K(y,t;yl,to]dnidt 
.t 
o 
has a bounded inverse for some t. > t . Here K(«) denotes the system's 
1 — o 
Green's function, and (*) denotes the adjoint operation. This lemma 
implies that the system is observable at t if and only if M is positive 
definite and the columns of H(«)K(»;y,,t ) are independent at t for 
1 o o 
some t > t . 
1 - o 
117 
An example of a system which is not observable [31] is one in 
which a measurement is taken at just one point, i.e., 
HO) = / 6(y-yi)(.)cm 
where the operator L in (C.l) is elliptic. For such a system M (eqn, 
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