ABSTRACT: The ability to select an action by considering both delays and amount of reward outcome is critical for survival and well-being of animals and humans. Previous animal experiments suggest a role of serotonin in action choice by modulating the evaluation of delayed rewards. It remains unclear, however, through which neural circuits, and through what receptors and intracellular mechanisms, serotonin affects the evaluation of delayed rewards. Here, we review experimental studies and computational theory of decisions under delayed rewards, and propose that serotonin controls the timescale of reward prediction by regulating neural activity in the basal ganglia.
INTRODUCTION
A neuromodulator, such as serotonin, is a neurotransmitter that has spatially distributed and temporally extended effects on the recipient neurons and circuits. [1] [2] [3] Neuromodulators have traditionally been assumed to be involved in the control of general arousal. 2, 4 Recent studies in molecular biology and neuroscience, however, have provided a more complex picture, with sometimes hard-to-reconcile data on the spatial localization and physiological effects of different neuromodulators and their receptors. In particular, despite numerous physiological and pharmacological studies, the role of serotonin is unclear. Such an understanding of the role of serotonin is all the more needed that serotonin dysfunction is thought to be linked to a variety of common mood and behavior disorders, such as depression 5 and impulsivity. 6 Here, we focus on one important (though definitely not exclusive) aspect of serotonin, suggested by lesion and pharmacological data, in choice behaviors with delayed rewards. Specifically, we propose a theory on the role of serotonin from the viewpoint that it is a medium for signaling specific global parameters, which controls the timescale of the evaluation of delayed rewards. The article is organized as follows. We begin by discussing the concepts of reward values and reward discounting, first in animals and humans, and then in light of the framework of reinforcement learning theory developed in artificial intelligence. We then review the role of the serotonergic system in impulsive behavior, and show that existing data point to a role of serotonin in regulating the rate of discounting of delayed rewards. Finally, we suggest functional-anatomical models of the role of serotonin in the evaluation of future rewards.
REWARDS DISCOUNTING IN ANIMALS AND HUMANS
When choosing between a larger but delayed reward, and a smaller but more immediate reward, we compare the "values" associated with each reward, and often choose the reward associated with the larger value. 7 Critical to these choices are the shape and the steepness of the reward values, which monotonically decrease as a function of the delay: the rewards are said to be discounted as a function of the delays (FIG. 1) .
Two models that characterize the shape of reward discounting have been proposed: exponential [8] [9] [10] and hyperbolic. [11] [12] [13] [14] [15] [16] [17] [18] [19] The exponential discounting model leads to maximal gain under the assumption of a constant probability of reward loss per unit time and exact estimate of the time of the future reward delivery. The reward value V is then an exponential function of the delay:
where k e ≥ 0 is the decay rate, or equivalently
where ␥ the discount factor (0 ≤ ␥ < 1). A small discount factor, ␥ , which is equivalent to a large decay rate k e as ␥ = exp(−k e ), results in steeper discounting.
In repeated reward choice animal experiments, assuming a constant intertrial interval, if the animal consistently makes a choice that gives the same reward R after the same delay D, the average reward rate is the hyperbolic function of the delay 20 :
FIGURE 1. The effect of the discount factor ␥ in decision making. The lines show the discounted value and the bars the potential rewards. In a scenario where repeated small negative rewards (costs) are expected before receiving a large positive reward, the cumulative future reward V becomes slightly negative if the discount factor is small (A, at Time 10) and positive if the discount factor is large enough (B, at Time 10). In the situation in A, if there is baseline behavior in which the expected rewards and costs are zero, the agent will take no action.
where T is the sum of all times except the delay in each trial (which is often equal to the intertrial interval). When T is large, discounting is steep. In human experiments, where subjects make a number of one off choices, the hyperbolic function is often given by
where k y ≥ 0 is the discounting parameter. When k y is large, discounting is steep. A remarkable feature of hyperbolic discounting is that the rate of growth of the value, that is, As a consequence, hyperbolic discounting (but not exponential discounting) can result in an "irrational" preference reversal. For instance, a person may prefer one apple today to two apples tomorrow, but at the same time prefer two apples in 51 days to one apple in 50 days. 22 Thus, hyperbolic discounting is often presented as a struggle between oneself and one's alter ego in the future, or similarly, between a myopic doer and a far-sighted planner. 23, 24 Most behavioral studies that have directly compared the two types of discounting in animals or humans have concluded that hyperbolic discounting better fits delayed reward choice data than does exponential discounting, for example. [12] [13] [14] [25] [26] [27] We have, however, recently questioned the notion of hyperbolic reward discounting as a universal principle in humans. 28 In a reward decision task with temporal constraints in which each choice affects the time remaining for later trials, and in which the delays vary at each trial, we demonstrated that most subjects adopted exponential discounting, and by doing so maximized their total gain.
The steepness of discounting specifies how far in the future delayed rewards should be considered. A large discount rate (the k y parameter in equations 4, or similarly the k e parameter in equation 1, which corresponds to small discount factor ␥ in equation 2), which results in steep discounting, biases individuals to acquire small and more immediate rewards, as delayed rewards have very small values. Individuals with impulse-control disorders, as well as heroin-, alcohol-, cigarette-, and cocaine-addicted individuals, have steeper discounting functions than controls. 16, [29] [30] [31] [32] To maximize future gains, the discount rate should be carefully adjusted, as we have shown in, 28 and as we will further discuss below.
REWARDS DISCOUNTING IN ARTIFICIAL AGENTS
The theory of reinforcement learning, developed in artificial intelligence but initially loosely based on psychology, 10 is a particularly attractive model of animal learning, as it provides a normative model of how an adaptive agent should update its evaluation of values and behavioral policy. Furthermore, dopamine neurons have the formal characteristics of the teaching signal known as the temporal difference (TD) error. 33 Thus, reinforcement learning has both desirable theoretical properties and offers a good model of the basal ganglia and dopaminergic system. [34] [35] [36] The main issue in the theory of reinforcement learning is to maximize the long-term cumulative reward. Thus, central to reinforcement learning is the estimation of the value function
where r(t), r(t + 1), r(t + 2). . . are the rewards acquired by following a certain action policy P(a}s) starting from the state s(t), and ␥ is a discount factor such that 0 ␥ <1. We note here that this formulation of the value function reduces to that of the exponential value of a single reward in animal and human experiments (see above). The value function for the states before and after the transition should satisfy the consistency equation
Therefore, any deviation from the consistency equation, expressed as
should be zero on average. This signal is the TD error and is used as the teaching signal to learn the value function
where ␣ is a learning rate.
The policy is usually defined via the action value function Q(s(t),a), which represents how much future rewards the agent would get by taking the action a at state s(t) and following the current policy in subsequent steps. One common way for stochastic action selection that encourages exploitation is to compute the probability to take an action by the soft-max function
where the meta-parameter ␤ is called the inverse temperature.
Crucial to successful reinforcement learning is the careful setting of the three meta-parameters ␣, ␤ , and ␥ .
• The learning rate ␣ controls the speed of learning, as small learning rates induce slow learning, and large learning rates induce instability of memory update.
• The inverse temperature ␤ controls the exploitation-exploration tradeoff. Ideally, ␤ should initially be low to allow large exploration, when the agent does not have a good mapping of which actions will be rewarding, and gradually increase as the agent reaps higher and higher rewards.
• The discount factor ␥ determines how far into the future the agent should consider reward prediction and action selection. The setting of the discount factor is particularly important when there is a conflict between the immediate and long-term outcomes (FIG. 1) . In real life, it is often the case that one would have to pay some immediate cost (negative reward) to achieve a larger future reward, for example, long travels in foraging, or daily cultivation for harvest. It is also the case that one should avoid positive immediate reward if it is associated with a large negative reward in the future. If ␥ is small, the agent learns to behave only for short-term rewards. Although a large ␥ (close to 1) promotes the agent to learn to act for long-term rewards, there are at least three reasons why ␥ should not be too large. First, any real learning agent, either artificial or biological, has a limited lifetime. Thus, a discounted value function is equivalent to a nondiscounted value function for an agent with a constant death rate of 1-␥ . Second, an agent has to acquire some rewards in time; for instance, an animal must find food before it starves; a robot must recharge its battery before it is exhausted. Third, if the environmental dynamics is highly stochastic or the dynamics is nonstationary, long-term prediction is unreliable. The complexity of learning a value function has been shown to increase with the increase of 1/(1-␥ ).
SEROTONIN AND THE TIMESCALE OF REWARD PREDICTION
In a seminal paper, Soubrie 6 suggested that serotonergic neurons are brought into play whenever behavioral inhibition is required. He pointed out that reduced serotonin was linked to impulsive behavior: the animal is less able to "wait." Low levels of serotonin are often associated with behaviors regarded as impulsive, such as aggression, 38, 39 or failures to not respond in response to a stimulus in a no-go trial. 40 "Impulsivity" is a multidimensional phenomenon, however; Evenden described three varieties of impulsivity 41 (1) unreliable sensory discrimination (attention/preparation), (2) making premature responses in situations that require the postponement of actions (execution), and (3) choosing a smaller immediate reinforcer rather than a larger delayed reinforcer (outcome).
Serotonin dysfunction seems to specifically lead to the third type of impulsivity, as shown by delayed reward choice experiments. Using Mazur's 42 adjusting delay paradigm, Wogar et al. 43 showed that serotonin is involved in maintaining effectiveness of delayed reinforcers: rats with lesioned ascending serotonergic system did not wait for the large reinforcer when offered a choice between immediate small and large delayed reinforcers. Further, it has been shown that serotonin depletion results in failure of delayed rewards to motivate behavior. 44 On the other hand, increased serotonin levels decrease impulsive choice. 45, 46 Two variables can possibly lead to this effect of serotonin on delayed reward choices: the reinforcer magnitude or the delay to the reward. Mobini and coworkers showed that serotonin depletion in the forebrain steepens hyperbolic discounting, that is, lower serotonin resulted in higher value of the parameter k y in equation 4. 47 These authors found no modulation of the magnitude of the reward, however. Although serotonergic fibers arise from both dorsal and median raphe nuclei, the dorsal raphe nucleus seems to be the source of serotonergic neurons involved in impulsivity. 48 These experimental data are consistent with the hypothesis that serotonin neurons in the dorsal raphe nucleus control the timescale of reward evaluation. In this hypothesis, serotonin controls the discount factor (larger ␥ in the exponential model of equation 2 and smaller k y in the hyperbolic model of equation 4 with the higher level of serotonin), which controls the evaluation of future reward. With low serotonin levels, because delayed rewards have a low value, agents choose the small immediate reward over the large delayed reward, characteristics of impulsivity.
MODULATION OF THE DISCOUNT RATE BY SEROTONIN

Serotonin Regulation of the Discount Rate
A body of experimental evidence strongly suggests that learning of the value functions occurs in the central nervous system, presumably in the basal ganglia.
In particular, it has been found that dopamine neuron activity resembles closely the temporal difference (TD) error (e.g., Refs. 33, 35) . Further, recent experimental studies suggest that the striatum computes value functions, [49] [50] [51] [52] [53] and it has been suggested that action selection occurs in the globus pallidus. 54, 55 Dopamine induces long-lasting plasticity in corticostriatal synapses, 56, 57 and thus could allow learning of the value functions. Serotonergic neurons project to the basal ganglia, [58] [59] [60] and control dopamine release in the striatal, 61, 62 and thus could modulate the computation of value function (see role of the discount factor ␥ in equation 5), and the dopaminergic activity (see role of the discount factor ␥ in equation 7) .
The control of the timescale of reward prediction could be achieved by activating or deactivating multiple reward prediction pathways in the basal ganglia. A parallel learning mechanism in the corticobasal ganglia loops used for reward prediction at a variety of timescales would have the merit of enabling flexible selection of a relevant timescale appropriate for the task and the environment at the time of decision making.
This view is supported by our previous brain imaging study, 50 in which we developed a "Markov decision task" to probe decision making in a dynamic context, with small losses followed by a large positive reward (as in FIG. 1) . By analyzing subjects' performance data using a reward value model with different discount factors (as in equation 2), we found a gradient of activation within the striatum for prediction error of rewards at different timescales. The graded maps are consistent with the topographic corticostriatal organization, 63 and suggest that areas that project to the more dorsoposterior part of the striatum are involved in reward prediction at a longer timescale. These results are also consistent with the observations that localized damages within the limbic and cognitive corticobasal ganglia loops manifest as deficits in evaluation of future rewards [64] [65] [66] [67] [68] and learning of multistep behaviors.
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A possible mechanism underlying these observations is that these different corticobasal ganglia subloops are differentially activated by the ascending serotonergic system from the dorsal raphe nucleus. Although serotonergic projections are relatively diffuse and global, differential expression of serotonergic receptors in the cortical areas and in the ventral and dorsal striatum 58, 60 could result in differential modulation. The distribution of serotonin receptor subtypes is not uniform within the striatum, as various subtypes receptors subtypes, with different affinities and intracellular effects, are differentially distributed in the ventral and dorsal parts of the striatum. 58, 59 Such differential distributions could allow differential striatal modulation of activities under different serotonin levels. A positron emission tomography (PET) experiment using particular receptor radioligands may shed light on these mechanisms.
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Regulation of Serotonin Levels
How could serotonergic neurons themselves be regulated? In a previous computational study, we proposed a simple, yet robust and biologically plausible algorithm that regulates the reinforcement learning meta-parameters, which include the discount factor. 72 The algorithm is based on Stochastic Real Value Units (SRV) algorithm. 73 An SRV unit output is produced by adding to the weighted sum of its input pattern a small random perturbation that provides the unit with the variability necessary to explore its activity space. When a perturbation results in increased probability of receiving extra rewards, the unit's input synaptic efficacies are adjusted such that the output moves in the direction in which it was perturbed. We expanded the idea of SRV units and take it on to a level higher-that is, we proposed that neuromodulator neurons are themselves SRV-like units. According to this hypothesis, serotonergic, or "gamma" neuron, would be governed by both a slowly varying mean activity term and a noise term. The noise term corresponds to a spontaneous change in the tonic firing of the gamma neuron. We proposed that mean activity of the serotonergic neuron is updated by Hebbian-like learning rule that correlates with the random perturbation and the difference between a short-term and a long-term running reward average. If a positive perturbation in the neurons' firing rate yields a state of affair slightly superior to that the animal expects, then the discount rate ␥ is increased, and vice versa.
Although untested, this simple algorithm is biologically plausible. Spontaneous fluctuations of the tonic firing of the neuromodulator neuron may arise naturally with the wake-sleep cycle and/or the level of activity of the animal. 74 The difference between a short-term and a long-term running average of the reward could be carried by dopaminergic neuron activity. 75 As dopaminergic neurons send projections to serotonergic neurons, 76 we predicted that dopamine-dependent plasticity is present in these neurons.
CONCLUDING REMARKS
Serotonin seems to play a major role in depression, as selective serotonin reuptake inhibitors (SSRI) and other serotonin-enhancing drugs are known to be effective for unipolar depression and bipolar disorders. The therapeutic mechanisms of these drugs are still not well understood, however. 5 Our theory of the role of serotonin, although primarily aimed at explaining impulsive behavior, may also perhaps explain certain aspects of depressive behavior: low serotonin levels could lead to the situation shown in the left of FIGURE 1, in which the optimal policy is not to act. Future experiments using delayed reward paradigms could be designed to study impulsivity in depressed patients.
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