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Abstract
In this paper, we address the problem of exact recovery
condition in retrieving 3D human motion from 2D land-
mark motion. We use a skeletal kinematic model to rep-
resent the 3D human motion as a vector of angular ar-
ticulation motion. We address this problem based on the
observation that at high tracking rate, regardless of the
global rigid motion, only few angular articulations have
non-zero motion. We propose a first ideal formulation
with `0-norm to minimize the cardinal of non-zero an-
gular articulation motion given an equality constraint on
the time-differentiation of the reprojection error. The sec-
ond relaxed formulation relies on an `1-norm to minimize
the sum of absolute values of the angular articulation mo-
tion. This formulation has the advantage of being able
to provide 3D motion even in the under-determined case
when twice the number of 2D landmarks is smaller than
the number of angular articulations. We define a spe-
cific property which is the Projective Kinematic Space
Property (PKSP) that takes into account the reprojection
constraint and the kinematic model. We prove that for
the relaxed formulation we are able to recover the ex-
act 3D human motion from 2D landmarks if and only if
the PKSP property is verified. We further demonstrate
that solving the relaxed formulation provides the same
ground-truth solution as the ideal formulation if and only
if the PKSP condition is filled. Results with simulated
sparse skeletal angular motion show the ability of the pro-
posed method to recover exact location of angular mo-
tion. We provide results on publicly available real data
(HUMAN3.6M, PANOPTIC and MPI-I3DHP).
1 Introduction
Exact recovery condition of 3D human pose in monocular
image sequences is an open problem in computer vision.
This problem is intrinsically ill-posed since a 2D motion
of skeletal landmarks can be explained by multiple 3D
skeletal motion and multiple camera poses [1, 40]. The
goal of this paper is to formalize exact recovery condi-
tions for 3D sparse motion from 2D motion of landmarks
which are detected on the human body. Our study as-
sumes a kinematic model with multiple degrees of free-
dom as depicted in figure 1. The sparsity prior is thus
applied on the vector of skeletal degrees of freedom. This
3D motion can be either camera motion, body to camera
global rigid motion or pure articulated motion.
3D human from single image has been very productive
research area since the last decade [16], [42],[45],[57].
Many previous works, e.g., [42] and [19], assume the
shape to be retrieved as a linear combination of a finite
set of basis shapes. These basis shapes are usually
obtained from Principal Component Analysis (PCA).
The inference model is built such that the projection
of the linear combination of 3D shapes fits the set of
corresponding 2D skeleton landmarks in the image. In
this case, the problem is to find the coefficients of linear
combination and the camera-to-body pose (rotation and
translation). The general solving scheme follows an
iterative optimization that alternates between optimizing
over the coefficients of the linear combination and the
camera-to-body relative pose. This standard approach
is non-convex and has many failure cases that are not
only inherent to the ill-posed aspect but also to bad shape
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Figure 1: Top: skeleton and joints. Usually, the links en-
closed in the T-dashed lines are considered rigid. One
advantage of the proposed approach is to be guaranty ex-
act recovery even when considering additional occluded
angular joints, for instance in the spine and in the scapula.
Bottom: sample reconstruction from PANOPTIC dataset.
The sparse articulated motion prior allows us to recover
high resolution angular joints with standard detected 2D
joints.
and pose initialization. More recent approach uses a
convex relaxation of the formulation to recover a global
optimum [63]. If this approach solved the initialization
issue, it does not provide novel cues about the ambiguity
problem. These approaches are extended to 3D recon-
struction from image sequence by imposing smoothness
over the coefficients of the basis shapes and the camera
poses [64, 56]. However, if a sample of frame-wise 3D
reconstructions are not exactly recovered from the set of
possible poses it will contaminate the smoothing process
and the proposed methods do not provide any guaranty of
success. Instead of using a low-rank subspace of shapes,
methods based on known articulated skeleton have also
been investigated [49], [22], [30], probabilistic graphical
models [44], [7], explicit regression [18], [2]. Most of
these methods are based on `2 norm minimization and
are sensitive to noise in data and skeleton modeling. To
limit the noise in skeleton modeling [50] and [15] used
an initialization step to estimate a template of the skeletal
structure through a silhouette-based fitting.
Reconstructing 3D human motion from 2D sequence of
skeleton landmarks has been first attempted in [12]. The
proposed approach used an over constrained least squares
method to recover the motion of the articulated angles and
the rigid camera-to-body pose. The authors used an opti-
cal flow tracking to provide as many skeleton landmarks
as possible to over-constrain the reconstruction problem.
Even if the approach is convex, there is no guaranty of
recovering the exact solution. Ambiguities that arise in
3D human pose reconstruction using an image sequence
with kinematic modeling has been addressed by Park et al.
[40]. They proposed to reconstruct a 3D articulated trajec-
tory given its 2D projection and the global camera pose at
each instant. They applied constant limb length through
time as spatial and temporal constraints to smooth the 3D
motion. They showed that at every frame, there exist two
solutions which satisfy each instantaneous 2D projection
and articulation constraint. They demonstrated that re-
solving this ambiguity by enforcing smoothness is equiv-
alent to solving a binary quadratic programming problem.
In this work, we address the problem of exact recov-
ery conditions of 3D human motion from monocular 2D
landmark motion when the articulated motion undergoes
a sparse motion. We take advantage from recent state
of the art advances in real-time 2D detection of human
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pose [14, 25] to compute 2D motion landmarks. We use
kinematic human model to physically constrain the recon-
structed 3D motion. This model is represented by a set of
angular articulations connected by limbs (bones) of con-
stant lengths. Each single rotation represents a Degree of
Freedom (DoF). In a 3D reconstruction setup, the choice
of the kinematic model of the human body is a trade-off
between the computational complexity and the need of the
target application in recovering coarse or fine poses. A
model with 150 DoF [61], [37] was proposed to study the
exposure of human body to vibration in car seats. Less
complex models were used with 58 and 34 DoFs in [31]
and [8]. The model with 34 DoFs represents the most
popular model that is used in daily activities such as lo-
comotion. In addition to the 34 DoFs, 6 DoFs are used
to define the rigid transform between the camera frame
and the coordinates corresponding to the root base-link.
Without loss of generality, this base-link is considered at
the center hip. To be able to recover these degrees of free-
dom, we usually require more observation than DoFs to
solve an over-determined least squares system. If we use
specific detected landmarks in a least squares setup, we
are not able to use kinematic models that contain more
than two times the number of available landmarks. In our
approach, this is possible since we use a sparse motion
prior which states that only few DoFs moves from frame
to frame when one have high enough frame rates acqui-
sition. In the proposed formulation, we do not require
to impose sparse constraint on the rigid camera to body
motion. This flexibility corresponds to realistic context
since often the body’s base-link or camera motion change
the whole rigid DoFs. However, the vector of angular ar-
ticulations varies sparsely from frame to frame when the
acquisition rate is fast enough.
Contributions and specificities. In this paper, we study
the formalization and well posedness of recoevering 3D
articulated motion from 2D landmark motion under the
hypothesis of sparse articulated motion. This approach
allows us to recover large number of degrees of freedom
with fewer 2D skeleton’s landmarks. We propose two
formulations for reconstructing 3D human motion from
2D human motion. The first ideal formulation (IF) with
`0-norm represent the problem as seeking for the vector
of angular articulation motion with minimum number of
non-zero elements subject to a differential equality con-
straint on the reprojection error. The second relaxed con-
vex formulation (RF) uses an `1-norm instead of an `0-
norm. We introduce the Projective Kinematic Space Prop-
erty (PKSP) that jointly encodes the coupling between
rigid motion and articulated motion. In theorem 2, we
prove that we can recover the exact 3D articulated motion
with the exact non-zero elements of the motion vector if
and only if the PKSP is filled. It also proves that we are
able to recover the exact camera to body rigid pose. We
establish in proposition 2 under which circumstances the
solution of the relaxed formulation (RF) is also the solu-
tion of the ideal formulation (IF).
The proposed approach addresses the camera to body
rigid transform but does not provide any cue about de-
coupling pure rigid camera motion from pure rigid body
motion. It uses a perspective projection camera model to
recover exact camera to body relative rigid motion. The
convex formulation proposed in this paper can potentially
serve as a building block or provide a good initialization
to improve the performance of the existing methods with
additional preprocessing on the 2D detected landmarks
[35]. Lower and upper bounds on angular articulations are
physically justified by imposing the articulated rotational
angle to stay within its anatomical limits [48]. This paper
is inspired from an earlier version [32] on Shape-from-
Templated when the shape is spatially sparsely deformed.
Similar projective property is instantiated for the case of
articulated human body. We additionally provide real ex-
perimental validation using publicly available dataset.
2 Related Work
The closest related work includes physics-based methods
that use the 2D detected skeleton joints in a reprojection
error constraint. According to the set of used prior, state-
of-the-art approaches can be split in several subsections.
Some methods can be part of multiple subsections but we
only mention them in one paragraph. We focus our related
work study on monocular methods with both single image
and image sequence approaches. We can also split the
state-of-the-art methods to physics-based and deep learn-
ing approaches.
Lower dimensional pose subspaces. Ramakrishna et
al. [42] propose a sparse linear representation in an over-
complete dictionary. They use a matching pursuit algo-
rithm to minimize the reprojection error under anthropo-
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metric regularization. Fan et al. [19] propose to improve
the performance of [42] by enforcing locality when build-
ing the pose dictionary. Akhter et al. [4] add limb-angle
constraint into the sparse representation to reduce the pos-
sibility of invalid reconstruction. Wang et al. [57] use a
2D human pose detector to automatically locate the joints
and integrate a robust estimator to handle inaccurate joint
locations. They constrained the proportion of 8 selected
limbs to be constant. Zhou et al. [62] address the hu-
man pose estimation problem as a matching problem in
which a learned spatio-temporal pose model is matched
to point trajectories extracted from a video. Zhou et al.
[63] propose a convex relaxation with `1-norm on the co-
efficient of the used basis shapes. Zhou et al. [64] extend
the former approach to account for temporal smoothness
by imposing regularization terms on the coefficients and
on the camera to human pose orientation in an image se-
quence. Wandt et al. [56] impose a temporal bone lengths
constancy in an image sequence within both periodic and
non-periodic motion setting.
Factorization in image sequence. Unlike lower dimen-
sional pose subspaces approaches, in factorization ap-
proaches the set of basis shape dictionary is supposed to
be unknown and is part of the problem. In the seminal
work by Tomasi and Kanade [51] the 3D motion to re-
construct is supposed to be piece-wise rigid. Bergler et
al. [11] extend the former approach to deforming shapes.
The reconstructed 3D shape is expressed as a linear com-
bination of static basis shapes. Xiao et al. [59] exhibit the
fact that using only orthonormal constraint on the camera
rotation leads to multiple solutions. They add constraints
to the basis shape to retrieve a unique closed-form solu-
tion. Some authors as [53, 54] and [55] impose a Gaus-
sian constraint on the linear coefficients to avoid non-rigid
self-calibration. Later on, Akhter et al. [5] show that the
solution in [59] is still ambiguous. They add a strong
prior which is to constrain Non-rigidity by a periodic base
function. Zhu et al. [67] propose to use small keyframes
to avoid ambiguities between point and camera motion.
They also use `0 minimization to enforce a sparsity con-
straint on the trajectory basis coefficients. Dai et al. [17]
used `1-minimization to limit the number of non-zero lin-
ear coefficients. Paladini et al. [39] formalize the met-
ric upgrade of the solution from affine to Euclidean space
with a convex relaxation approach. Del Bue et al. [13]
propose a manifold constrain approach to solve bilinear
factorization problems in the case of missing data mea-
surement. Agudo et al. [3] formalize solving the basis
shape as an eigenvalue problem and propose to retrieve
the coefficients and camera pose in a sliding window bun-
dle adjustment framework.
Skeleton/anthropometric. Bergler and Malik [12] pro-
pose an intensity-based tracker using a kinematic mod-
eling with twists and exponential maps. Sminchisescu et
al. [47] propose a kinematic body tracker by enforcing on-
line ambiguity rejection. Sminchisescu et al. [46] propose
a body tracker using a mixture density smoothing model
in a bayesian framework. Hasler et al. [24] constrain bone
length constancy in image sequence. Park et al. [40] pro-
pose to reconstruct a 3D articulated trajectory of a joint
given the trajectories of: (1) its two dimensional projec-
tion, (2) the 3D parent joint, and (3) the camera pose. The
reconstruction ambiguity was resolved by enforcing tra-
jectory smoothness and solving a binary quadratic pro-
gramming problem.
Skeleton with deep learning. Tome et al. [52] and Mar-
tinez et al. [33] build a network that given 2D joint loca-
tions predicts 3d positions. Many authors [34, 43, 41] and
[65] propose to directly regress 3D human pose joint loca-
tion from an image. Moreno-Noguer [36] formulates the
problem as a 2D-to-3D distance matrix regression. Katir-
cioglu et al. [29] learn a high-dimensional latent pose
representation and accounts for joint dependencies via an
auto-encoder framework. They further propose an effi-
cient Long-Short-Term Memory network to enforce tem-
poral consistency on 3D pose predictions. Zhou et al.
[66] embed a kinematic model into a deep neural net-
work learning for general articulated object pose estima-
tion. The kinematic function that is used is differentiable
so that it can be used in the gradient descent based opti-
mization in network training. Mehta et al. [35] use the
same pose regressor for both 2D and 3D joint location in
a real-time setting. To ensure stability and temporal con-
sistency, bone lengths and bone direction fitting are used.
Dense 3D human with deep learning. Bogo et al. [10]
propose the first method to estimate the 3D pose as well
as the 3D surface mesh of the human body from a single
unconstrained image. Alldieck et al. [6] exploit properties
of optical flow to temporally constrain the reconstructed
human motion. They minimize the difference between
computed flow fields and the output of a flow renderer.
Kanazawa et al. [28] propose an end-to-end framework
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for reconstructing a full 3D mesh of a human body from a
single RGB image. Xu et al. [60] reconstruct articulated
human skeleton motion as well as medium-scale non-rigid
surface deformations in general scenes. They use a low
dimensional trajectory subspace to resolve the ambigui-
ties of the monocular reconstruction problem. Generally,
methods with deep learning approaches reconstruct rela-
tive depths but the reprojection of the 3D skeleton do not
accurately match the 2D location of the body’s landmark
in the image. Furthermore, they use a normalized image
size which breaks the perspective model. The loss func-
tion is based on this 2D normalized inputs.
Notations. Normal letters = scalars, e.g., a, b, A,B, etc.
Bold small letters = vectors, e.g., a,b, etc. Bold capital
letters = matrices, e.g., A,B, etc. Calligraphic letters =
sets, e.g., A,B, etc. ith element of vector a: ai. Ele-
ment located at row i and column j of A: A(i, j). aT
denotes the transpose of a. A¯ denotes the complemen-
tary set of A. If Q is a set of indices, AQ represents the
submatrix of A made up of the columns indexed by Q.
aQ represent either the restriction of a to the indices in
Q, or the vector which coincides with a on the indices
in Q and is extended to zero outside Q. It should be
clear from the context which notation is meant. [d] =
{1, . . . , 3n}, n ∈ N. [d]s: All subsets of [d] of cardinal
s. supp (a) = {i : a(i) 6= 0} is the set of integers index-
ing the non-zero elements of a. [ai]
k
i=1 = [a1 . . .ak].
{ai}ki=1 = {a1 . . .ak}. ker(A) = {x : Ax = 0}.
span(A) = {y : Ax = y,x real vector}. ‖·‖0 is the `0-
norm.
3 Formulation Tools
3.1 The Kinematic Model
In this section, we describe the main steps to obtain a lin-
ear model mapping differential rigid and articulated mo-
tion to differential image motion. This kinematic model-
ing is inspired from [12] which used twists and exponen-
tial maps to efficiently map angular joints speed to body’s
3D point velocities. The body’s point velocities are pro-
jected with a perspective model to obtain 2D image fea-
ture velocities. Without loss of generality, we assume the
base root of the human skeleton to be located at the cen-
ter of the hip. This hypothesis is standard in many works
Figure 2: Sketch of possible ambiguities when recon-
structing 3D differential motion from 2D differential mo-
tion.
[34, 52, 35]. It is well suited for rigging and skinning
applications. In this work, the differential rigid motion
stands only for relative camera to skeleton motion. Dif-
ferential articulated motion stands for pure angular joints
displacement. As will be seen, the proposed formalism do
not separate absolute camera motion from global skeleton
rigid motion.
3.1.1 Pure Differential Articulated Motion
The human skeleton can be seen as five serial kinematic
chains all connected to the same basis coordinate frame
located at the hip. The five chains are hip to head, hip to
right wrist, hip to left wrist, hip to right ankle and hip to
left ankle as depicted in figure 1. The skeleton chain can
be seen as a tree where the spine is a common tree trunk
to the upper body. Let us consider pi = [x y z]
T ∈ R3,
i ∈ [n], as a skeleton point positioned at some limb. n
being the number of considered skeleton’s point. A set
of parent joints for a given skeleton’s point is the set of
all joints contained in the serial kinematic chain linking
the hip to the current point (obviously the hip is a par-
ent joint to all skeleton’s joints). Each skeleton’s joint is a
rotational joint which is either one-rotation degree of free-
dom (elbows and knees) or three-rotation degrees of free-
dom (shoulders, left-right hips, spine joints, neck, etc).
Let us denote [θ1 . . . θd] the vector of the whole articu-
lated angular degrees of freedom of the kinematic struc-
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ture. d being the total number of pure articulated angular
degrees of freedom. We denote σ(i) = {σ1(i) . . . σm(i)}
the set of indices of the parent angular articulations of
point i, i ∈ [n]. m ∈ [d] is the number of parent angu-
lar degrees of freedom. The twist Ξ ∈ se(3) constructed
from the unit axis of rotation and translation allows us
to obtain the rotation transform thanks to the exponential
eΞ θ ∈ SE(3) for θ ∈ R [38]. Where se(3) is the Lie
Algebra of the group of rigid transforms SE(3). Let us
denote Tc ∈ SE(3) as the camera to hip transform. Let
us consider a 3D skeleton’s point with constant location
p0i in the reference frame attached to σm(i). The location
pi of this point in the camera frame is given as
pi = Ti p
0
i , (1)
whereTi ∈ SE(3) is the rigid transform from the camera
to the coordinate frame that is attached to σm(i) and is
given by
Ti = Tce
Ξσ1(i) θσ1(i) . . . eΞσm(i) θσm(i) , i ∈ [n]. (2)
The differential 3D displacement of point pi due to
pure differential angular articulation θ˙j , in the camera ref-
erence frame, is computed as
p˙i = Jj(pi) θ˙j , (3)
where
Jj(pi) =
{
0, if j /∈ σ(i).
Rot
(
∂Ti
∂θj
Ti
−1
)
pi + Trans
(
∂Ti
∂θj
Ti
−1
)
, else.
(4)
Given
∂Ti
∂θσk(i)
Ti
−1 = Tσk−1(i) Ξσk(i) T
−1
σk−1(i), i ∈ [n]. (5)
Rot and Trans operators extract respectively rotation and trans-
lation parts of an SE(3) matrix. Let us denote by ω =[
θ˙1 . . . θ˙d
]T
the concatenated vector of differential articulated
motion. We can thus write the differential 3D displacement with
respect to all parent angular articulations as follows
p˙i = [J1(pi) . . . Jd(pi)]ω. (6)
3.1.2 Pure Differential Rigid Motion
Let us denote by ρ =
[
vT wT
]T
the concatenated vector of dif-
ferential rigid motion. The differential displacement of a point
pi on the skeleton with respect to a global camera to body differ-
ential rigid motion, in the camera reference frame, is computed
as
p˙ =
 I
 0 pz −py−pz 0 px
py −px 0

ρ (7)
= [I pˆ]ρ (8)
= G(p)ρ. (9)
pˆ denotes the skew symmetric matrix associated to p. v ∈ R3
and w ∈ R3 are respectively the amounts of differential transla-
tion and differential rotation of the rigid motion.
3.1.3 Combined Differential Motion
The differntial displacement of any 3D skeleton’s point pi that
is caused by both differential rigid and articulated motions can
be written as
p˙i = [G(pi) J1(pi) . . . Jd(pi)]
[
ρT ωT
]T
. (10)
For a given set of 3D skeleton’s points p1, . . . ,pn, the former
relation extends to 
p˙1
...
p˙n
 = Γρ+ Jω (11)
where
Γ =
[
G(p1)
T . . .G(pn)
T
]T
, (12)
and
J =

J1(p1) . . . Jd(p1)
...
. . .
...
J1(pn) . . . Jd(pn)
 . (13)
Γ and J are respectively 3n× 6 and 3n× d matrices. For nota-
tion convenience, we do not specify that they are function of the
argument tuple (p1, . . . ,pn). The matrix J is the Jacobian of
the kinematic skeleton structure and is non-dense. For a given
point, the non-zero row-wise elements correspond to the parent
angular degrees of freedom. Γ is a dense matrix since any differ-
ential rigid motion modifies the location of any skeleton’s point.
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Lemma 1. 1. If n = 1, then the null space of Γ is straight-
forward:
ker(Γ) = span
([
−pˆT IT
]T)
. (14)
2. If n = 2, let us consider p1 = [x1 y1 z1]T and p2 =
[x2 y2 z2]
T with z1 6= z2, then
ker(Γ) = span
(
1
z2 − z1
[
−(p2 × p1)T (p2 − p1)T
]T)
.
(15)
3. If n ≥ 3 such that there are non-aligned three skeleton’s
points, then the null space is trivial
ker(Γ) = ∅. (16)
Proof. Point 1) and 2) of the lemma can be demonstrated with
simple mathematical development or with a symbolic calculs
software as MATLAB.
The proof of the lemma is straightforward and is not devel-
oped in this paper. It can be easily checked with any symbolic
calculus software like Matlab. In our study, we consider that we
have access to at least three non-aligned skeleton’s point.
3.2 The Differential Reprojection Con-
straint
In this paper, we assume that we are able to detect and track
n sparse points in the skeleton where usually 2n < d. Let us
consider u(p) =
(
x
z
, y
z
)T as the perspective projection of a
3D skeleton’s point p = (x, y, z)T (without taking into account
camera intrinsics). The differential motion of the 2D projection
caused by the differential motion of the 3D point can be written
as the following linear mapping
u˙(p) =
[
1
z
0 − x
z2
0 1
z
− y
z2
]
p˙ (17)
= M(p) p˙. (18)
For a given set of n skeleton’s points

u˙(p1)
...
u˙(pn)
 = Π [Γ J] [ρT ωT]T, (19)
where Π is a bloc diagonal matrix
Π =

M(p1)
. . .
M(pn)
 . (20)
For convenience, we rewrite 19 and adopt the following con-
tracted expression
ν = Π Γρ+ Π Jω, (21)
where ν is the vector of all observed 2D differential displace-
ments.
Lemma 2. Let us consider {ei}ni=1 as denoting the canonical
orthonormal basis of Rn. For n sekeleton points, the null space
of Π is of dimension n and is defined as
ker(Π) = span
(
[ei ⊗ pi]ni=1
)
. (22)
Where ⊗ denotes the Kronecker product. This null space
formalizes the fact that sliding the skeleton’s points along the
sightlines does not change their projection on the image plane.
As will be seen, in studying the exact recovery condition it is
important to know if there exists some rigid differential motion
of given skeleton’s point that does not change their reprojection
onto the image. This statement is formalized by the following
proposition.
Proposition 1. If n ≥ 3 such that there are no skeleton’s points
aligned, then the null space ker(ΠΓ) is trivial.
The proof can be understood by simply seeing that there is no
differential rigid motion of three points or more that keeps the
same reprojection. This question is nothing but the PnP problem
where it was stated in [23] that for n > 3, there is no rigid trans-
formation that can give similar perspective projection. When
n = 3, the null space is still trivial since the differential motion
allows us to discard ambiguities due to wide rigid motion. For
n ≤ 2, the null space is non-trivial and this case is not addressed
because it is unusual and not interesting in practice. The proof of
the lemma is straightforward and is not developed in this paper.
It can be easily checked with any symbolic calculus software
like Matlab. In our study, we consider that we have access to at
least three non-aligned skeleton’s point.
3.3 Support and Sparsity of the Angular
Articulated Motion
Definition 1. We call the support of ω, the location of its non-
zero elements
Q ,{i| θ˙i 6= 0, i ∈ [d]}, (23)
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The size of the support being the number of non-zero elements
of ω
|Q| , ‖ω‖0. (24)
We denote by Q¯ the complement of Q in [d]. In the case of
sparse articulated motion, the cardinal |Q| is expected to be far
smaller than |Q¯|.
4 Problem Formulation
Given a vector ν ∈ R2n of 2D differential motion of n skele-
ton’s points, the goal is to study the possiblities of exactly re-
covering (ρ,ω) ∈ R6 × Rd from ν = Π Γρ+ Π Jω.
4.1 Ideal Formulation (IF)
Under the assumption of sparse articulated motion it is natural to
minimize the number of non-zero elements of the differential ar-
ticulated motion ω under the differential reprojection constraint
ωˆ ∈ arg min
ω˜
‖ω˜‖0 (IF)
s.t. ν = Π Γρ˜+ Π J ω˜.
Where ω refers to the (unknown) ground truth; ωˆ is an estimate
of ω computed from ν; ω˜ is a “trial” vector used to define the
optimization problem. The same notations apply for ρ.
This `0-norm formulation even ideal is non convex and the
problem to solve is NP-hard [20]. To be able to study and solve
this ideal formulation we use a convex relaxtion with `1-norm
instead. If the solution to the relaxed problem corresponds to
the exact motion thus it is the same solution that solves the ideal
problem IF.
4.2 Relaxed formulation (RF)
The relaxed formulation of the (IF) can be formulated as
ωˆ ∈ arg min
ω˜
‖ω˜‖1 (RF)
s.t. ν = Π Γρ˜+ Π J ω˜,
This is a convex problem since it is an `1-minimization (con-
vex function) with linear convex constraint. It has a unique so-
lution if the feasible set is non-empty. Further than that, we
are interested in establishing specific conditions where the so-
lution corresponds to the ground-truth articulated and rigid mo-
tion. Deriving such conditions allows us to specify when the
solution of (IF) corresponds to the solution of (RF).
5 Exact Recovery Condition for
(RF)
In order to establish the exact recovery condition for (RF), we
first derive an extension of the Null Space Property that we
dubbed here the Projective Kinematic Space Property (PKSP).
As it is demonstrated, this condition is necessary and sufficient
to recover a motion vector ω based on the sparsity prior and on
its image ν = Π Γρ + Π Jω. This property is derived from
the seminal work [9] and which was first derived for Shape from
Elastic Template problem in [32].
5.1 The Projective Kinematic Space Prop-
erty (PKSP)
Definition 2. We say that the triplet (Π,Γ,J) satisifies the Pro-
jective Kinematic Space Property (PKSP) relative to Q ⊂ [d]
if for every ω ∈ Rd\{0} such that ΠJω ∈ span(ΠΓ) and
ker(ΠΓ) = 0, we have
‖ωQ‖1 < ‖ωQ¯‖1. (25)
This definition states that the PKSP is verified for a given sup-
port Q if for all the non-zero differential articulated motion that
project exactly as differential rigid motion, the `1 magnitude of
differential articulated motion supported on Q is strictly domi-
nated by the `1 magnitude of differential articulated motion sup-
ported on the complement Q¯. This definition can be extended to
every support of fixed size as follows:
Definition 3. We say that the triplet (Π,Γ,J) satisifies the
PKSP of order s if it satisfies the PKSP relative to Q ⊂ [d]
for everyQ ∈ [d]s.
Theorem 1. Every differential motion (ρ,ω) ∈ R6×Rd, where
the differential articulated motion ω, is supported on a setQ ⊂
[d] is the unique solution of (RF) with the observed 2D motion
ν = Π Γρ+ Π Jω if and only if the triplet (Π,Γ,J) statisfies
the PKSP relative toQ.
It is then necessary and sufficient to fit the PKSP condition for
any support size to be able to recover exactly the differential mo-
tion from the differential image motion. In other words, if the
ambiguous situations between projected differential rigid mo-
tion and projected differential articulated motion are such that
the absolute magnitude of s elements from differential articu-
lated motion is strictly dominated by the complement amount of
magnitude then any s-sparse differential articulated motion can
be exactly recoverd with (RF).
Proof. We demonstrate the theorem by the contrapositive of
each implication. First let us proof that non-PKSP relative to
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a givenQ ⊂ [d] implies non-exact recovery. Let us consider the
existence of a givenω ∈ Rd\{0} such that ΠJω ∈ span(ΠΓ)
and ‖ωQ‖1 ≥ ‖ωQ¯‖1. Let x = ωQ and x¯ = −ωQ¯, then there
exists z and z¯ in R6 such that ΠJ(x− x¯) = ΠΓ(z− z¯). We ar-
range the terms so that we obtain ΠΓz¯+ΠJx¯ = ΠΓz+ΠJx.
It appears that x, which is supported on Q, is not the mini-
mizer that we are seeking from the 2D differential motion ν =
ΠΓz + ΠJx. Indeed, x¯ is the minimizer since ‖x‖1 ≥ ‖x¯‖1.
Second, let us proof that for a given supportQ, non-exact recov-
ery implies non-PKSP. Let us assume (z,x) ∈ R6 × Rd such
that x is supported on Q. Let us consider (z¯, x¯) ∈ R6 × Rd
such that x¯ is not supported on Q. According to the contrapos-
itive assumption we can have ΠJx¯ + ΠΓz¯ = ΠJx + ΠΓz
with ‖x‖1 > ‖x¯‖1. Let us denote w = x − x¯ which gives
ΠJw ∈ span(ΠΓ). In order to demonstrate that the triplet
(Π,Γ,J) does not fill the PKSP condition we have to demon-
strate that ‖wQ‖1 ≥ ‖wQ¯‖1 which is obtained as follows
‖wQ¯‖1 = ‖x¯Q¯‖1, since xQ¯ = 0,
= ‖x¯Q¯‖1 + ‖x¯Q − x¯Q + x‖1 − ‖x‖1
≤ ‖x¯Q¯‖1 + ‖x¯Q‖1 + ‖x− x¯Q‖1 − ‖x‖1
≤ ‖x¯‖1 − ‖x‖1 + ‖wQ‖1
≤ ‖wQ‖1, since ‖x¯‖1 − ‖x‖1 ≤ 0, (26)
if we recover the exact differential kinematic motion ω, then
the exact differential rigid motion ρ is recovered under the nec-
essary and sufficient condition of ker(ΠΓ) = 0. Thus, it
can be exactly determined by solving the equation ΠΓ ρ =
ν −ΠJω.
This exact recovery condition relative to a support Q can be
extended to any support of a given size s.
Theorem 2. Every differential motion (ρ,ω) ∈ R6 × Rd,
where the differential DoFs motion ω is an s-sparse vector, is
the unique solution of (RF) with the observed image motion
ν = Π Γρ + Π Jω if and only if the triplet (Π,Γ,J) stat-
isfies the PKSP of order s.
Proof. According to definition 3, for everyQ ⊂ [d]s, (Π,Γ,J)
satisfies the PKSP relative to Q. By theorem 1, for every such
support Q, every differential motion (ρ,ω), where ω is sup-
ported onQ, is exactly recovered from (RF).
5.2 Exact Recovery for (IF)
Proposition 2. Under the condition of theorem 2 every exact
differential motion that is recovered via problem (RF) is also the
unique exact solution of problem (IF).
Proof. Under the condition of theorem 2, the recovered solution
corresponds to the exact differential motion (ρ,ω) ∈ R6 × Rd,
where ω is s-sparse. By hypothesis, this differential articulated
motion is exact, explains the observation and satisfies the differ-
ential kinematic body model. Moreover, if (α,β) ∈ R6 × Rd
is the minimizer of (IF) then ‖β‖0 ≤ ‖ω‖0 so that β is also
s-sparse. Since every s-sparse vector is the unique solution
of (RF) with the same ν = Π
(
K+ f˜ + Nw˜
)
, it follows that
β = ω. The equality α = ρ follows from the exactness of
differential articulated motion and the necessary and sufficient
condition ker(ΠΓ) = 0.
We assume that we have one point per link limb. Which
means, we have for the left/right sides: hips, shoulders, elbows,
wrists, knees and ankles. If one point is missing then the ques-
tion that arises is whether or not its direct parent joint can be
recovered.
6 Implementation
Algorithmic. The method implementation and evaluation used
MATLAB R2017A running upon a MAC PRO (OS X 10.13.4)
with INTEL CORE I5 running at 2 × 2.66 GHz with 16 GB
1600 MHz DDR3 memory. The resolution of the constrained
`1 minimization part of (RF) was implemented using ADMM
algorithm [58]. The algorithm runs at 200 fps in average upon
the described hardware and software configuration. With this
computational speed, the proposed approach can be used with
additional pre-processing steps to stabilize and correct the 2D
detected landmark detection as a whole fast end-to-end image to
3D skeleton pipeline.
Kinematic skeleton. We use a kinematic skeleton with 40
rotational angles as depicted in figure 3. The bounds of the ro-
tational articulation that we used are shown in appendix A. The
differential articulated motion angles were clamped to ±5 deg.
Initialization. To initialize our algorithm with a 3D skeleton
pose, we use a single image based approach [65] across a couple
of initial frames and then average the obtained skeleton as was
suggested in [34].
Input 2D motion. We use 12 detected skeleton’s point: arms
(shoulders, elbows, wrists) and legs (hips, knees, ankles). The
head is also included even if we experimentally find that the head
detection is not stable from profile views. Since the porposed
method is a 2D to 3D approach, we use ground-truth 2D joints
for all the compared methods. In a wild context, pose detection
algorithm as openpose [14] can be used.
Determination of limb lengths. The initial pose estimate al-
lows us to determine the limb lengths to reconstruct the 3D
skeleton. In order to robustify this bone estimate, we run single
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Figure 3: Skeleton with 40 angular articulated joints (40-
DoF skeleton) which is used in our experiments. This
configuration has two 3-DoF rotations in the spinal cord
besides the center hip and the neck. It has two 3-DoF
rotations in the mid-shoulder mimicking the scapula. The
encircled joints are assumed to be detected at every frame
using OPENPOSE [14].
image reconstruction on a couple of five first frames to average
the bone length estimation. If the height of the person is avail-
able we can scale the limb lengths to Euclidean space. If there
is no metric measure available on the skeleton, then the recon-
struction is made up to a scale factor.
7 Experimental Evaluation
7.1 Evaluation on Synthetic Data
To simulate plausible skeleton motion we take 20.000 frames
from HUMAN3.6M. dataset [26]. To cancel the noise in the
kinematic modeling, we compute the inverse kinematic corre-
sponding to each pose in every frame and obtain the articulated
angles. We obtain the noise-free pose by processing back the
direct kinematic model on the obtained articulated angles. To
have ideal 2D projection we backproject the kinematic-noise-
free poses on the corresponding frames of the original dataset.
We compute the difference between successive frames in terms
of rigid motion, articulated motion and 2D landmark motion to
obtain synthetic ground-truth on ρ, ω and ν respectively. We
take sequences from Discuss, Eat, Phone and SitDown sessions
with all the subjects and all the different point of views. The
experimental setup consists in varying the size of the support of
the differential articulated motion and the image noise to evalu-
ate the accuracy and the specificity of the proposed method. For
a given support size, we randomly choose among the differential
articulated motion the elements that do not belong to the support
and set them to zero. We compute the updated pose with the di-
rect kinematic model and compute the 2D landmark motion by
projecting the successive poses and obtaining the difference. We
add centered Gaussian noise on the 2D differential motion with
varying standard deviation δ ∈ {1, 2, 3, 4} pixels (we remind
that the focal length is equal to 1145 in HUMAN3.6M.). We run
the proposed relaxed formulation RF with ADMM implementa-
tion on the constructed synthetic data to show the ability of the
proposed approach to retrieve the support of the sparse differen-
tial articulated motion. We compare the results to the usage of
an `2 standard approach that can be formalized as follows
ωˆ ∈ arg min
ω˜
‖ω˜‖2 (L2)
s.t. ν = Π Γρ˜+ Π J ω˜.
Figure 4 summarizes the accuracy and the specificity scores. It
reveals that the rate of exact recovery of the locations of zeros
and non-zeros in ω is high up to size 9 from a total of 40 ele-
ments in ω with a Gaussian noise of δ = 1 pixel. The rejection
of elements wrongly classified as zeros or non-zeros is conse-
quently very high. The specificity plot reveals that the rate of
elements wrongly classified as non-zero is almost zero. It means
that the proposed approach is strong to reject non-zero elements
but tend to do not sufficiently reject wrong zero elements in pres-
ence of noise. The experiment with L2 exhibits the fact that with
sparse motion, the standard `2-norm approach is very poor in
rejecting wrong zero elements (revealed in specificity plot) and
thus cannot retrieve ground-truth support of sparse differential
articulated motions.
7.2 Evaluation on Real Dataset
Dataset. We use 3 publicly available real dataset for the evalu-
ation of the proposed approach: (i) HUMAN3.6M. We evaluate
on all actions for subject 9 and 11 [26]. The other subjects be-
ing used by the deep-learning methods for training are then not
used. As was reported in previous works [52, 41, 10], we use
Protocol 1 which uses all the cameras. We do not down-sample
the videos and use the raw 50 fps since it is more appropriate
for assuming sparse differential articulation motion from frame-
to-frame. (ii) PANOPTIC. We use the pose 1 video scenarios
recorded at 30 fps from HD cameras [27]. We show that at this
frame rate the human motion is still slow enough to keep valid
our assumption. (iii) MPI-I3DHP. We evaluate our approach
on 20,000 frames recorded at 60 fps [34].
Compared methods. We use 6 state-of-the art methods with
which we compare the proposed approach. These methods are
either single image or image sequence based approaches as well
as either deep learning or basis shapes based approaches. Zhou
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Figure 4: Comparing accuracy and specificity between (RF) and (L2).
et al. [63] is a single image based approach relying on basis
shapes. Zhou et al. [64] is an image sequence based approach
using also basis shapes. Tome et al. [52], Rogez et al. [43]
and Martinez et al. [33] are deep learning based approaches us-
ing a single image. Mehta et al. [35] is a deep learning based
approach using an image sequence. This method is the gold
standard method with which we draw more specific compari-
son. The methods are all using weak perspective models, the 3D
reconstructions are thus transformed to perspecitve for compar-
ison as was done in [34].
Qualitative evaluation. Figures 5 to 7 show qualitative re-
constructions on classic and challenging poses. We display
only the results from the proposed method and Mehta et al.
[35]. On HUMAN3.6M we display in figure 5 two classic poses
where only part of the limb moves from frame-to-frame. On
PANOPTIC we show a challenging pose where the camera is top
view and the skeleton is undergoing unusual poses with bend-
ing knees. Figure 6 show that the spine for instance with the
proposed model is curved as the in the real pose while the re-
construction from Mehta et al. [35] shows straight spine. On
MPI-I3DHP we show in figure 7 a posture where the bottom
body moves.
Joint occlusion. We test the effect of occluding one joint at
a time during the whole sequence. We run this experiment
on the PANOPTIC sequence (pose 1, id=141216 with cam HD
2). Figure 8 shows the mean and std errors (the mean being
the MPJPE error). It appears that there is no specific joint for
which occlusion has dramatic consequence on the skeleton
reconstruction. The occlusion of end joints do not have effect
on its parent joint. For instance, the occlusion of the wrist
involves no motion of the elbow joint.
Failure cases. As every tracking method, failures occur after
a certain number of frames. In our case, the two main reasons
are the approximations in bone lengths and the location of 2D
joints. These two measures can never be exactly estimated.
Taking into account the noise in these two estimates could
improve the horizon of tracking. This is out of the context
of current paper and will be done in futur work. In these
experiments we re-compute an initialzation pose when the
reprojection error is above 50 pixels. We observed that this is
necessary for every 300 frames in average for a 30 fps video.
Discussion and comments.
In our experimental validation, we have observed occasional
outliers affecting the MPJPE which are mainly due to bias in
observation. Indeed, the detected joint either jitter or is not well
aligned with the kinematic joint. The deep learning methods
have less outliers in MPJPE because during the training step, the
network learns the systematic bias between the observation and
the 3D output. These methods give good reconstructions mainly
in the range of the trained data. They are dynamically less re-
sponsive than kinematic-based model and more specifically less
suited to unusual poses and motions. We also observe that deep
learning methods are less good in recovering fine-grained orien-
tation with respect to camera.
Constant limb length prior penalizes kinematic-based ap-
proaches even if anatomically the limb length constraint is
meaningful. On the one hand, ground-truth setup (either with
or without markers) cannot ensure that this constraint is filled as
is shown in figures 9, which gives biased ground-truth. On the
other hand, detection methods cannot provide guaranty of giving
joints that are aligned with the kinematic model. In this case, a
single frame approach can provide smaller errors like is the case
with [52]. Pre-processing on the detected joints (noise filtering,
smoothing, etc) can help image sequence or video based meth-
ods to reduce the reconstruction errors [35].
Figure 10 draws the fraction of joints exceeding error thresh-
olds for MPJPE as was done previously in [35]. We can observe
that the proposed method has similar rates of errors as in Mehta
et al. [35] but without smoothing the 2D detected joints. This
enhances the fact that sparsity of articulated skeleton’s motion
is justified in a fast enough frame rates besides the fact that `1
norm minimization performs better than `2-norm minimization
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Method DirectDiscussEat Greet PhonePosingPurch.Sit Sit
Down
SmokeTake
Photo
Wait Walk Walk
Dog
Walk
Pair
All
Zhou et al. [63] 87.3 110.185.4 102.4118.3107.4100.1127.1201.2105.9141.2117.180.4 115.498.8 114.1
Martinez et al. [33] 63.1 75.3 64.9 61.1 92.5 94.1 106.7113.592.8 110.676.5 87.9 68.9 122.453.1 74.7
Tome et al. [52] 64.5 74.4 75.6 85.8 86.4 68.7 97.2 110.1173.784.9 111.285.3 72.1 92.2 73.9 87.9
Rogez et al. [43] 76.4 81.1 74.9 83.2 91.1 80.1 72.3 106.8126.587.5 105.982.5 64.7 86.5 83.4 86.5
Zhou et al. [64] 86.1 109.786.5 101.1117.1106.199.8 125.2200.1103.9142.1116.279.3 114.497.5 113.5
Mehta et al. [35] 62.7 78.3 64.1 73.3 89.4 64.7 76.3 110.7145.680.1 94.6 74.5 54.6 82.5 60.4 81.7
Ours 65.9 83.7 80.4 86.7 101.988.2 91.0 86.2 90.4 86.8 81.8 82.5 80.7 87.6 78.9
Table 1: Evaluation of the proposed method on HUMAN3.6M.
dataset following Protocol 1. The comparisons were performed on subjects 9 and 11.
MPJPE Reconst.
Error
Zhou et al. [63] 60.1 57.6
Martinez et al. [33] 51.64 50.5
Tome et al. [52] 200.7 55.1
Zhou et al. [64] 56.9 53.1
Mehta et al. [35] 29.3 23.9
Ours 26.8 19.8
Table 2: Evaluation of the proposed method on PANOP-
TIC.
MPJPE Reconst.
Error
Zhou et al. [63] 60.1 57.6
Martinez et al. [33] 51.64 50.5
Tome et al. [52] 200.7 55.1
Zhou et al. [64] 56.9 53.1
Mehta et al. [35] 34.6 22.3
Ours 28.9 23.14
Table 3: Evaluation of the proposed method on MPI-
I3DHP.
in rejecting outliers.
8 Conclusion
In this paper, we formalized the 3D human motion problem us-
ing sparse articulated motion as prior. We used two formula-
tion; an ideal formulation with `0-norm and a relaxed formula-
tion with `1-norm. We defined the PKSP condition (Projective
Kinematic Sparse Property) that establishes the set of possible
ambiguities between differential rigid and articulated motion.
We established that filling condition allows us to retrieve the
ground-truth 3D human, solution of the ideal formulation, only
by solving the relaxed `1-norm problem. We provided extensive
results on synthetic and real datasets. We showed that the pro-
posed formulation performs as good as major 3D human meth-
ods without extensive preprocessing on the data. As futur work,
we will integrate model noise and image noise in order to robus-
tify the reconstruction method regarding bone length estimation
and joint detection.
References
[1] A. Agarwal and B. Triggs. Recovering 3d human pose
from monocular images. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 28(1):44–58, January
2006.
[2] A. Agarwal and B. Triggs. Recovering 3D human pose
from monocular images. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 28(1), January 2006.
12
Figure 5: HUMAN3.6M. 3D reconstructions (Sitting).
Figure 6: PANOPTIC. 3D reconstructions (Pose 1, id=141216 with cam HD 2).
13
Figure 7: MPI-I3DHP. 3D reconstructions (S3, Seq2,
Video 5).
Figure 8: 3D error evaluation with occluded joints. The
center of circles represent the joint that is considered to be
occluded. The radius of circles represent the related error
computed on the whole skeleton reconstruction (mean and
std respectively from left to right).
Figure 9: Sample ground-truth joint-to-joint lengths.
From left to right: PANOPTIC(pose 1, 141216) and MPI-
I3DHP. (S3, Seq2, video 5).
Figure 10: Fraction of joints exceeding error threshold
with HUMAN3.6Mdataset.
14
[3] A. Agudo, L. Agapito, B. Calvo, and J. M. M. Montiel.
Good Vibrations: A Modal Analysis Approach for Se-
quential Non-rigid Structure from Motion. In 2014 IEEE
Conference on Computer Vision and Pattern Recognition,
pages 1558–1565, June 2014.
[4] I. Akhter and M. J. Black. Pose-conditioned joint angle
limits for 3d human pose reconstruction. In 2015 IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), pages 1446–1455, June 2015.
[5] I. Akhter, Y. Sheikh, S. Khan, and T. Kanade. Trajectory
Space: A Dual Representation for Nonrigid Structure from
Motion. IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, 33(7):1442–1456, July 2011.
[6] Thiemo Alldieck, Marc Kassubeck, Bastian Wandt, Bodo
Rosenhahn, and Marcus Magnor. Optical Flow-Based 3d
Human Motion Estimation from Monocular Video. In
Pattern Recognition, Lecture Notes in Computer Science,
pages 347–360. Springer, Cham, September 2017.
[7] M. Andriluka, L. Pishchulin, P. Gehler, and B. Schiele.
2d Human Pose Estimation: New Benchmark and State
of the Art Analysis. In 2014 IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 3686–3693,
June 2014.
[8] Ko Ayusawa, Gentiane Venture, and Yoshihiko Nakamura.
Identifiability and identification of inertial parameters us-
ing the underactuated base-link dynamics for legged multi-
body systems. The International Journal of Robotics Re-
search, 33(3):446–468, March 2014.
[9] A. S. Bandeira, K. Scheinberg, and L. N. Vicente. On par-
tial sparse recovery. arXiv:1304.2809 [cs, math], 2013.
[10] Federica Bogo, Angjoo Kanazawa, Christoph Lassner, Pe-
ter Gehler, Javier Romero, and Michael J. Black. Keep
It SMPL: Automatic Estimation of 3d Human Pose and
Shape from a Single Image. In ECCV 2016, Lecture Notes
in Computer Science, pages 561–578. Springer, Cham,
October 2016.
[11] C. Bregler, A. Hertzmann, and H. Biermann. Recovering
non-rigid 3D shape from image streams. In CVPR, 2000.
[12] C. Bregler and J. Malik. Tracking people with twists
and exponential maps. In Proceedings. 1998 IEEE Com-
puter Society Conference on Computer Vision and Pat-
tern Recognition (Cat. No.98CB36231), pages 8–15, June
1998.
[13] A. Del Bue, J. Xavier, L. Agapito, and M. Paladini.
Bilinear Modeling via Augmented Lagrange Multipliers
(BALM). IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, 34(8):1496–1508, August 2012.
[14] Z. Cao, T. Simon, S. E. Wei, and Y. Sheikh. Real-
time Multi-person 2d Pose Estimation Using Part Affinity
Fields. In 2017 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pages 1302–1310, July 2017.
[15] Joel Carranza, Christian Theobalt, Marcus A. Magnor, and
Hans-Peter Seidel. Free-viewpoint Video of Human Ac-
tors. In ACM SIGGRAPH 2003 Papers, SIGGRAPH ’03,
pages 569–577, New York, NY, USA, 2003. ACM.
[16] Yen-Lin Chen and Jinxiang Chai. 3d Reconstruction of
Human Motion and Skeleton from Uncalibrated Monoc-
ular Video. In ACCV, Lecture Notes in Computer Sci-
ence, pages 71–82. Springer, Berlin, Heidelberg, Septem-
ber 2009.
[17] Y. Dai, H. Li, and M. He. A simple prior-free method for
non-rigid structure-from-motion factorization. In CVPR,
2012.
[18] A. Elgammal and Chan-Su Lee. Inferring 3d body pose
from silhouettes using activity manifold learning. In Pro-
ceedings of the 2004 IEEE Computer Society Conference
on Computer Vision and Pattern Recognition, 2004. CVPR
2004., volume 2, pages II–681–II–688 Vol.2, June 2004.
[19] Xiaochuan Fan, Kang Zheng, Youjie Zhou, and Song
Wang. Pose Locality Constrained Representation for 3d
Human Pose Reconstruction. In Computer Vision ECCV
2014, Lecture Notes in Computer Science, pages 174–188.
Springer, Cham, September 2014.
[20] S. Foucart and H. Rauhut. A Mathematical Introduction to
Compressive Sensing. Springer Science & Business Me-
dia, 2013.
[21] J. C. Gower. Generalized procrustes analysis. Psychome-
trika, 40(1):33–51, 1975.
[22] Peng Guan, A. Weiss, A. O. BÃ£lan, and M. J. Black. Es-
timating human shape and pose from a single image. In
2009 IEEE 12th International Conference on Computer Vi-
sion, pages 1381–1388, September 2009.
[23] B. Haralick, C-N. Lee, K. Ottenberg, and M. Naelle. Re-
view and analysis of solutions of the three point perspec-
tive pose estimation problem. IJCV, 13(3):331–356, 1994.
[24] N. Hasler, H. Ackermann, B. Rosenhahn, T. Thormahlen,
and H. P. Seidel. Multilinear pose and body shape es-
timation of dressed subjects from image sets. In 2010
IEEE Computer Society Conference on Computer Vision
and Pattern Recognition, pages 1823–1830, June 2010.
[25] E. Insafutdinov, M. Andriluka, L. Pishchulin, S. Tang,
E. Levinkov, B. Andres, and B. Schiele. ArtTrack: Artic-
ulated Multi-Person Tracking in the Wild. In 2017 IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), pages 1293–1301, July 2017.
15
[26] C. Ionescu, D. Papava, V. Olaru, and C. Sminchisescu. Hu-
man3.6m: Large Scale Datasets and Predictive Methods
for 3d Human Sensing in Natural Environments. IEEE
Transactions on Pattern Analysis and Machine Intelli-
gence, 36(7):1325–1339, July 2014.
[27] H. Joo, H. Liu, L. Tan, L. Gui, B. Nabbe, I. Matthews,
T. Kanade, S. Nobuhara, and Y. Sheikh. Panoptic Studio:
A Massively Multiview System for Social Motion Capture.
In 2015 IEEE International Conference on Computer Vi-
sion (ICCV), pages 3334–3342, December 2015.
[28] Angjoo Kanazawa, Michael J. Black, David W. Jacobs,
and Jitendra Malik. End-to-end Recovery of Human Shape
and Pose. arXiv:1712.06584 [cs], December 2017. arXiv:
1712.06584.
[29] Isinsu Katircioglu, Bugra Tekin, Mathieu Salzmann, Vin-
cent Lepetit, and Pascal Fua. Learning Latent Representa-
tions of 3d Human Pose with Deep Neural Networks. In-
ternational Journal of Computer Vision, pages 1–16, Jan-
uary 2018.
[30] S. Leonardos, X. Zhou, and K. Daniilidis. Articulated mo-
tion estimation from a monocular image sequence using
spherical tangent bundles. In 2016 IEEE International
Conference on Robotics and Automation (ICRA), pages
587–593, May 2016.
[31] D. Maita and G. Venture. Influence of the model’s degree
of freedom on human body dynamics identification. In
2013 35th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC),
pages 4609–4612, July 2013.
[32] A. Malti and C. Herzet. Elastic shape-from-template with
spatially sparse deforming forces. In CVPR, 2017.
[33] Julieta Martinez, Rayat Hossain, Javier Romero, and
James J. Little. A simple yet effective baseline for 3d hu-
man pose estimation. arXiv:1705.03098 [cs], May 2017.
arXiv: 1705.03098.
[34] Dushyant Mehta, Helge Rhodin, Dan Casas, Pascal
Fua, Oleksandr Sotnychenko, Weipeng Xu, and Chris-
tian Theobalt. Monocular 3d Human Pose Esti-
mation In The Wild Using Improved CNN Supervi-
sion. arXiv:1611.09813 [cs], November 2016. arXiv:
1611.09813.
[35] Dushyant Mehta, Srinath Sridhar, Oleksandr Sotnychenko,
Helge Rhodin, Mohammad Shafiei, Hans-Peter Seidel,
Weipeng Xu, Dan Casas, and Christian Theobalt. VNect:
Real-time 3d Human Pose Estimation with a Single RGB
Camera. ACM Trans. Graph., 36(4):44:1–44:14, July
2017.
[36] F. Moreno-Noguer. 3d Human Pose Estimation from a Sin-
gle Image via Distance Matrix Regression. In 2017 IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), pages 1561–1570, July 2017.
[37] Akihiko Murai, Kosuke Kurosaki, Katsu Yamane, and
Yoshihiko Nakamura. Musculoskeletal-see-through mir-
ror: computational modeling and algorithm for whole-
body muscle activity visualization in real time. Progress
in Biophysics and Molecular Biology, 103(2-3):310–317,
December 2010.
[38] Richard M. Murray, Zexiang Li, S. Shankar Sastry, and
S. Shankara Sastry. A Mathematical Introduction to
Robotic Manipulation. CRC Press, March 1994. Google-
Books-ID: D_PqGKRo7oIC.
[39] Marco Paladini, Alessio DelÂ Bue, JoÃ£o Xavier, Lour-
des Agapito, Marko Stosic, and Marija Dodig. Opti-
mal Metric Projections for Deformable and Articulated
Structure-from-Motion. International Journal of Com-
puter Vision, 96(2):252–276, January 2012.
[40] H. S. Park and Y. Sheikh. 3d reconstruction of a smooth ar-
ticulated trajectory from a monocular image sequence. In
2011 International Conference on Computer Vision, pages
201–208, November 2011.
[41] Georgios Pavlakos, Xiaowei Zhou, Konstantinos G Derpa-
nis, and Kostas Daniilidis. Coarse-to-Fine Volumetric Pre-
diction for Single-Image 3d Human Pose. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, 2017.
[42] Varun Ramakrishna, Takeo Kanade, and Yaser Sheikh. Re-
constructing 3d Human Pose from 2d Image Landmarks.
In ECCV 2012, Lecture Notes in Computer Science, pages
573–586. Springer, Berlin, Heidelberg, October 2012.
[43] Gregory Rogez, Philippe Weinzaepfel, and Cordelia
Schmid. LCR-Net: Localization-Classification-
Regression for Human Pose. In CVPR 2017 - IEEE
Conference on Computer Vision & Pattern Recognition,
Honolulu, United States, June 2017.
[44] L. Sigal and M. J. Black. HumanEva: Synchronized video
and motion capture dataset for evaluation of articulated hu-
man motion. Technical Report CS-06-08, Brown Univer-
sity, 2006.
[45] E. Simo-Serra, A. Ramisa, G. AlenyÃ , C. Torras, and
F. Moreno-Noguer. Single image 3d human pose estima-
tion from noisy observations. In 2012 IEEE Conference
on Computer Vision and Pattern Recognition, pages 2673–
2680, June 2012.
16
[46] C. Sminchisescu and A. Jepson. Variational mixture
smoothing for non-linear dynamical systems. In Proceed-
ings of the 2004 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition, 2004. CVPR
2004., volume 2, pages II–608–II–615 Vol.2, June 2004.
[47] C. Sminchisescu and B. Triggs. Kinematic jump processes
for monocular 3d human tracking. In 2003 IEEE Com-
puter Society Conference on Computer Vision and Pattern
Recognition, 2003. Proceedings., volume 1, pages I–69–I–
76 vol.1, June 2003.
[48] C. Stoll, N. Hasler, J. Gall, H. P. Seidel, and C. Theobalt.
Fast articulated motion tracking using a sums of Gaussians
body model. In 2011 International Conference on Com-
puter Vision, pages 951–958, November 2011.
[49] C. J. Taylor. Reconstruction of articulated objects from
point correspondences in a single uncalibrated image.
Computer Vision and Image Understanding, 80(10):349–
363, October 2000.
[50] C. Theobalt, J. Carranza, and M. A. Magnor. Enhanc-
ing silhouette-based human motion capture with 3d mo-
tion fields. In 11th Pacific Conference onComputer Graph-
ics and Applications, 2003. Proceedings., pages 185–193,
October 2003.
[51] C. Tomasi and T. Kanade. Shape and motion from im-
age streams under orthography: A factorization method.
International Journal of Computer Vision, 9(2):137–154,
November 1992.
[52] D. Tome, C. Russell, and L. Agapito. Lifting from the
Deep: Convolutional 3d Pose Estimation from a Single
Image. In 2017 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pages 5689–5698, July 2017.
[53] L. Torresani, A. Hertzmann, and C. Bregler. Learning non-
rigid 3D shape from 2D motion. In Neural Information
Processing Systems Conference, 2003.
[54] L. Torresani, A. Hertzmann, and C. Bregler. Non-rigid
structure-from-motion: Estimating shape and motion with
hierarchical priors. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 30(5):878–892, May 2008.
[55] L. Torresani, D. Yang, G. Alexander, and C. Bregler.
Tracking and modeling non-rigid objects with rank con-
straints. In CVPR, 2001.
[56] B. Wandt, H. Ackermann, and B. Rosenhahn. 3d Recon-
struction of Human Motion from Monocular Image Se-
quences. IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, 38(8):1505–1516, August 2016.
[57] C. Wang, Y. Wang, Z. Lin, A. L. Yuille, and W. Gao. Ro-
bust Estimation of 3d Human Poses from a Single Image.
In 2014 IEEE Conference on Computer Vision and Pattern
Recognition, pages 2369–2376, June 2014.
[58] Z. Wen, D. Goldfarb, and W. Yin. Alternating direction
augmented Lagrangian methods for semidefinite program-
ming. Mathematical Programming Computation, 2(3-
4):203–230, 2010.
[59] J. Xiao, J.-X. Chai, and T. Kanade. A closed-form solution
to non-rigid shape and motion recovery. In ECCV, 2004.
[60] Weipeng Xu, Avishek Chatterjee, Michael Zollhofer,
Helge Rhodin, Dushyant Mehta, Hans-Peter Seidel, and
Christian Theobalt. MonoPerfCap: Human Performance
Capture from Monocular Video. arXiv:1708.02136 [cs],
August 2017. arXiv: 1708.02136.
[61] Takuya Yoshimura, Kazuma Nakai, and Gen Tamaoki.
Multi-body dynamics modelling of seated human body un-
der exposure to whole-body vibration. Industrial Health,
43(3):441–447, July 2005.
[62] Feng Zhou and Fernando De la Torre. Spatio-temporal
Matching for Human Detection in Video. In Computer
Vision ECCV 2014, Lecture Notes in Computer Science,
pages 62–77. Springer, Cham, September 2014.
[63] X. Zhou, M. Zhu, S. Leonardos, and K. Daniilidis. Sparse
Representation for 3d Shape Estimation: A Convex Relax-
ation Approach. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 39(8):1648–1661, August 2017.
[64] X. Zhou, M. Zhu, S. Leonardos, K. G. Derpanis, and
K. Daniilidis. Sparseness Meets Deepness: 3d Human
Pose Estimation from Monocular Video. In 2016 IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), pages 4966–4975, June 2016.
[65] Xingyi Zhou, Qixing Huang, Xiao Sun, Xiangyang
Xue, and Yichen Wei. Towards 3d Human Pose Es-
timation in the Wild: a Weakly-supervised Approach.
arXiv:1704.02447 [cs], April 2017. arXiv: 1704.02447.
[66] Xingyi Zhou, Xiao Sun, Wei Zhang, Shuang Liang, and
Yichen Wei. Deep Kinematic Pose Regression. ECCV
Workshop on Geometry Meets Deep Learning, September
2016. arXiv: 1609.05317.
[67] Y. Zhu, M. Cox, and S. Lucey. 3d motion reconstruction
for real-world camera motion. In CVPR 2011, pages 1–8,
June 2011.
A Bounds of rotational ariticula-
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Articulation Rotation Angles Min [deg] Max [deg]
Hip (Rz, Rx, Ry) (−30,−10,−5) (30, 180, 5)
Right Hip (Rz, Rx, Ry) (−180,−170,−90) (180, 90, 90)
Right Knee (Rx) (0) (150)
Spine 1 (Rz, Rx, Ry) (−2, 0,−2) (2, 15, 2)
Spine2 (Rz, Rx, Ry) (−2, 0,−2) (2, 15, 2)
Neck (Rz, Rx, Ry) (−60,−30,−80) (60, 80, 80)
Mid Shoulder (Rz, Rx, Ry) (−5,−5,−5) (5, 5, 5)
Right Shoulder (Rz, Rx, Ry) (−180,−100,−90) (180, 90, 90)
Right Elbow (Rx) (−150) (0)
Table 4: Bounds of the rotational angles for the 40 DoF skeleton model. Rx andRy are opposite signs for the angular articulations
of the left skeleton side.
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