Sistema avanzado de asistencia a la conducción para entornos interurbanos by Rodríguez Garavito, César Hernán
TESIS DOCTORAL




Cesar Herna´n Rodr´ıguez Garavito
Directores:
Arturo de La Escalera Hueso
Jose´ Mar´ıa Armingol
Tutor:
Arturo de La Escalera Hueso
DEPARTAMENTO DE INGENIER´IA DE SISTEMAS Y
AUTOMA´TICA
Legane´s, Febrero de 2017
TESIS DOCTORAL
Sistema Avanzado de Asistencia a la Conduccio´n
para Entornos Interurbanos
Autor: Cesar Herna´n Rodr´ıguez Garavito
Directores: Arturo de La Escalera Hueso
Jose´ Mar´ıa Armingol







¡Callado abuelo! Tambie´n tu´ viviste y amaste. Por eso moras junto a tus hijos
como inmortal. Y a veces, la vida parece venir de ti, como del E´ter silencioso,
descendiendo sobre esta casa, varo´n apacible, que ve crecer, madurar y dignificarse
an˜o tras an˜o esta felicidad modesta que tu´ plantaste lleno de esperanza.
Juan Cristo´bal Federico Ho¨lderlin .




Estas lineas son el reconocimiento a todos aquellos que prepararon y sembraron
el terreno durante estos u´ltimos an˜os para que este trabajo pudiese dar fruto. Ellos
fueron el motor que dio impulso a esta investigacio´n, a trave´s de la motivacio´n y el
apoyo que me brindaron, por lo tanto, son coautores fundamentales de este suen˜o
hecho realidad.
Ante todo quisiera dar gracias a Dios, porque siempre he reconocido su existencia,
presencia e inspiracio´n para orientar mi vida. Agradezco a mi Padre Mateo, que ya
partio´ a su encuentro, por el ejemplo de vida que nos brindo´, muchas man˜anas
cuando no hab´ıa motivo para seguir, su recuerdo cumpliendo el deber durante cada
d´ıa, me animo´ a seguir. Agradezco a mi Madre, Rosita, porque siempre me ha
apoyado en todos los proyectos que he emprendido con un entusiasmo fundado en
el amor. Agradezco tambie´n a mis hermanas, Pily y Nana, porque con la razo´n y
el corazo´n, han sido mis consejeras de vida. Agradezco a mis sobrinas Sofy, Alejita
y Vale, porque con una palabra o una imagen suya, fueron mi ma´s dulce hacedero
de esperanza y recuerdo claro de para que hice un doctorado. Agradezco a mis
directores, Arturo y Jose´ Mar´ıa, por haber dado un voto de confianza en alguien
desconocido que un d´ıa toco a sus puertas. Ellos han sido una gu´ıa luminosa que
con una opinio´n certera sen˜alaron el camino. Agradezco a mi compan˜era de vida,
Hasbleidy, quien con su pasio´n por el trabajo y su ternura, trajeron a mi vida la
inspiracio´n necesaria para realizar la tarea ma´s dif´ıcil de todas, terminar la Tesis.
Finalmente, agradezco a mis compan˜eros de laboratorio LSI, a mis amigos en Madrid
y en Bogota´ y donde quiera que se encuentren, por haber compartido un momento
de sus vidas y por haber dejado una parte de lo mejor de s´ı mismos en mı´. A todos
los estudiantes que he tenido y que vendra´n, les agradezco por permitir dar razo´n a
mi paso por esta bella realidad.
Resumen
Los Sistemas de Asistencia a la Conduccio´n, conocidos como ADAS (Advanced
Driver Assistant Systems), desde su aparicio´n en el an˜o 2000, han permitido que
las cifras de muertes en accidentes de tra´fico disminuyan hasta 8.7 por cada 100.000
habitantes, segu´n la OMS (Organizacio´n Mundial de la Salud), en su informe anual
2013. Esta tendencia se ha dado en economı´as de alto ingreso a pesar del creci-
miento sostenido en las u´ltimas dos de´cadas del parque automotor a nivel mundial.
Algunos de los dispositivos ADAS ma´s conocidos como la alerta por salida de carril,
LDW (Lane Departure Warning), el asistente para mantenimiento de carril, LKA
(Lane Keeping Assistance) o el asistente para cambio de carril, LCA (Lane Change
Assistance), han hecho de la conduccio´n una tarea cada vez ma´s segura.
La presente investigacio´n doctoral propone un sistema ADAS disen˜ado para en-
tornos de carretera tipo autopista interurbana, que clasifica carriles segu´n la norma
Epan˜ola IC 8.2. La informacio´n visual se obtiene por medio de una ca´mara este´reo,
con la cual es posible auto-calibrar los para´metros extr´ınsecos en tiempo de apli-
cacio´n, para cambiar la perspectiva de las ima´genes a vista superior o bird view,
alcanzando una precisio´n de de´cimas de grado en orientacio´n y mile´sismas de metro
en posicio´n vertical. El funcionamiento del ADAS propuesto para la plataforma IV-
VI 2.0 (Intelligent Vehicle Based on Visual Information) del laboratorio de Sistemas
Inteligentes de la Universidad Carlos III, se compone de cuatro fases. En la prime-
ra fase se simplifica la imagen filtrando los objetos que cumplen las caracter´ısticas
propias de las marcas viales, restringiendo la bu´squeda a la zona de la imagen coin-
cidente con el plano tierra. En la segunda fase, el procesamiento continu´a con la
deteccio´n de los elementos constitutivos de la carretera, las l´ıneas de carril y los co-
rrespondientes carriles que se forman con ellas. Posteriormente, en la tercera fase se
realiza la deteccio´n parcial o total de la carretera, que corresponde con la bu´squeda
de carriles adyacentes en el espacio. En la u´ltima fase, con las detecciones parciales
o totales de carretera, formadas por una cadena de carriles, se aplica un proceso de
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casamiento carril a carril, para actualizar en el tiempo una cadena final completa,
que tendra´ la cualidad de rechazar oclusiones y errores por sombras y cambios de
iluminacio´n.
Finalmente, se aborda el estudio de co´mo aplicar aprendizaje de ma´quina en la
estructura ADAS desarrollada, logrando buenos resultados en la segmentacio´n de
marcas viales sobre carreteras donde las l´ıneas se han degradado visualmente, en esta
fase, sobre una secuencia de referencia de 75 ima´genes, se observo´ co´mo con el uso
de un clasificador basado en ma´quinas de soporte vectorial, SVM (Support Vector
Machine), logro´ la segmentacio´n de marcas viales con un ı´ndice de sensibilidad de
70 %, 44 % por encima del siguiente mejor me´todo analizado. As´ı mismo, al integrar
la estrategia SVM para deteccio´n de marcas viales en el algoritmo general ADAS
propuesto, se obtuvo una mejora en la deteccio´n de l´ıneas viales hasta de un 83 %
en relacio´n al 77 % obtenido en la versio´n desarrollada inicialmente sin aprendizaje
de ma´quina.
Abstract
The Advanced Driver Assistant Systems, ADAS, have allowed to reduce deaths
on the road up to 8.7 per 100.000 inhabitants since they were presented at the
first time in the year 2000, according to World Health Organization, WHO, in its
Global status report on road safety 2013. This is a trend that is characteristic of
the high-income economies beside the continuous automotive fleet growing in the
last two decades. Some of the most well-known ADAS applications, such as LDW
(Lane Departure Warning), LKA (Lane Keeping Assistance) or LCA (Lane Change
Assistance), have made driving a safer task.
This research proposes an ADAS application designed for interurban highways,
classifying lanes according to the Spain standard IC 8.2. The visual information is
captured from stereo camera, this camera retrives 3D information from the visual
pattern. This makes it possible for the application to be self-tuning by automatically
calculating its extrinsic parameters up to tenths of a degree accuracy for orientation
and millimeters for camera’s height. This process allows to change the perspective
of the images to bird view in application time. The proposed ADAS was designed
for the platform IVVI 2.0 (Intelligent Vehicle Based on Visual Information) from
Intelligent Systems Lab at Carlos III University, is carried out in four stages. In the
first one, the image is simplified by filtering objects that meet the road markings
features, limiting the search area to the ground plane. In the second stage, the
detection of the basic elements of the road is made, i.e. the road lines and the lanes
formed by them. Subsequently, the partial or total road detection is performed by
the search of adjacent lanes. In the last stage, a matching process is applied lane by
lane, updating in real time a composed final chain, the complete lane chain has the
ability to discard errors caused by occlusions and mismatches due to shadows and
lighting changes.
Finally, feasibility study is presented for machine learning usability in the ADAS
application developed, achieving good results in the segmentation of road markings
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on highways where lines have been deteriorated and in the classification of lane’s
lines. The road mark segmentation results, obtained over a secuence of 75 images
and applying SVM (Support Vector Machine) classifier, exhibit a sensibility rate of
70 %, 44 % above the next better method analyzed. Furthermore, by integrating the
SVM strategy to detection of road markings in the proposed general algorithm, an
improvement in the road lines detection was obtained, reaching to 83 %, considerable
higher than the 77 % obtained by the algorithm without Machine Learning.
X
I´ndice general
I´ndice de figuras XV
I´ndice de cuadros XXII
1. Introduccio´n 1
1.1. Motivacio´n de la Tesis . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1. Objetivo Principal . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2. Objetivos Espec´ıficos . . . . . . . . . . . . . . . . . . . . . . . 5
1.3. Esquema del Documento . . . . . . . . . . . . . . . . . . . . . . . . . 6
2. Estado del Arte 9
2.1. Seguridad en la Conduccio´n . . . . . . . . . . . . . . . . . . . . . . . 9
2.2. Conduccio´n Auto´noma . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3. Esquema General de un Sistema para Deteccio´n de Carril/Carretera
basado en Visio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1. Extraccio´n de caracter´ısticas . . . . . . . . . . . . . . . . . . . 12
2.3.2. Ajuste de modelo de carretera . . . . . . . . . . . . . . . . . . 15
2.3.3. Integracio´n temporal . . . . . . . . . . . . . . . . . . . . . . . 19
2.4. Hitos del Desarrollo ADAS . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1. Trabajos Cla´sicos . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.2. Trabajos Recientes ADAS . . . . . . . . . . . . . . . . . . . . 22
2.5. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3. Reconstruccio´n Tridimensional de la Carretera 33
3.1. Visio´n Este´reo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2. Auto−calibracio´n de para´metros extr´ınsecos . . . . . . . . . . . . . . 36
3.2.1. Estimacio´n del plano de la carretera . . . . . . . . . . . . . . . 37
XI
I´ndice general XII
3.2.2. Extraccio´n de extr´ınsecos . . . . . . . . . . . . . . . . . . . . 43
3.2.3. Ana´lisis de estabilidad de extr´ınsecos . . . . . . . . . . . . . . 45
4. Modelado y Segmentacio´n de la Carretera 61
4.1. Ma´scara de Marcas Viales . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1.1. Deteccio´n de marcas viales en el espacio del gradiente . . . . . 63
4.1.2. Medicio´n cuantitativa de la segmentacio´n para marcas viales . 67
4.2. Ma´scara de Espacio libre . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3. Deteccio´n de L´ıneas y Carriles Viales . . . . . . . . . . . . . . . . . . 77
4.3.1. Deteccio´n del a´ngulo de la carretera. . . . . . . . . . . . . . . 81
4.3.2. Identificacio´n de Conjuntos Adyacentes de Carriles . . . . . . 85
4.4. Integracio´n Temporal . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5. Rendimiento del Algoritmo para Deteccio´n de Carreteras . . . . . . . 94
5. Aprendizaje de Ma´quina para Clasificacio´n de Carriles 103
5.1. Fundamentos del aprendizaje de ma´quina . . . . . . . . . . . . . . . . 104
5.2. Generacio´n ma´scara de marcas viales . . . . . . . . . . . . . . . . . . 107
5.2.1. Descriptor de marcas viales . . . . . . . . . . . . . . . . . . . 108
5.2.2. Mapeado en espacio de caracter´ısticas . . . . . . . . . . . . . . 108
5.2.3. Deteccio´n de marcas viales basada en clasificacio´n . . . . . . . 109
5.2.4. Deteccio´n de Carreteras usando Ma´quinas de soporte vectorial 119
5.3. Clasificacio´n de l´ıneas . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.3.1. Descriptor de l´ıneas viales . . . . . . . . . . . . . . . . . . . . 122
5.3.2. Mapeado en espacio de caracter´ısticas . . . . . . . . . . . . . . 122
5.3.3. Clasificador de l´ıneas viales y sintonizacio´n de para´metros . . 125
6. Conclusiones y Trabajo Futuro 129
6.1. Reconstruccio´n Tridimensional de la Carretera . . . . . . . . . . . . . 129
6.2. Modelado y Deteccio´n de la Carretera . . . . . . . . . . . . . . . . . . 130
6.3. Aprendizaje de ma´quina en Clasificacio´n de Carriles . . . . . . . . . . 131
6.4. Trabajo Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
A. Cambio de Perspectiva a Vista de Pa´jaro 136
A.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A.2. Homograf´ıa por Composicio´n Matricial . . . . . . . . . . . . . . . . . 137
B. Elementos del Esta´ndar IC 8.2 140
I´ndice general XIII
C. Clasificadores 143
C.1. Clasificador Bayesiano . . . . . . . . . . . . . . . . . . . . . . . . . . 144
C.2. Clasificador K-Vecinos ma´s Pro´ximos . . . . . . . . . . . . . . . . . . 145
C.3. Redes Neuronales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145




1.1. Serie histo´rica del parque automotor Europeo. fuente: European Com-
mission - Directorate general for energy and transport - CARE data-
base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Estad´ısticas globales de poblacio´n mundial, muertes en accidentes
viales y veh´ıculos motorizados registrados segu´n el nivel de ingreso
de los pa´ıses. Fuente [77]. . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Serie histo´rica de personas fallecidas en accidentes de tra´nsito. . . . . 5
2.1. Algoritmo deteccio´n de marcas viales, Collado [18]. . . . . . . . . . . 13
2.2. Diagrama general de la arquitectura VioLET. Fuente [68]. . . . . . . 22
2.3. Diagrama general de la arquitectura Talos. Fuente [42]. . . . . . . . . 25
2.4. Nu´cleo del filtro direccional propuesto por Huang et al, [42]. . . . . . 26
2.5. Algoritmo para la deteccio´n de marcas viales Huang et al [42]. . . . . 27
2.6. Esquema general de una CNN. Fuente [2]. . . . . . . . . . . . . . . . 28
3.1. Ca´mara Este´reo XB3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2. Reconstruccio´n tridimensional de la escena. . . . . . . . . . . . . . . . 35
3.3. Escena de referencia para reduccio´n 3D. . . . . . . . . . . . . . . . . 38
3.4. Reduccio´n por muestreo uniforme. . . . . . . . . . . . . . . . . . . . . 38
3.5. Reduccio´n por regularizacio´n. . . . . . . . . . . . . . . . . . . . . . . 39
3.6. Representacio´n gra´fica de los para´metros extra´ıdos de la forma hesia-
na del plano de la carretera. . . . . . . . . . . . . . . . . . . . . . . . 44
3.7. Secuencia esta´tica capturada desde IVVI 2.0. . . . . . . . . . . . . . . 46
3.8. Comparacio´n de me´todos para estimacio´n del plano de la carretera,
en funcio´n de la resolucio´n de muestreo. . . . . . . . . . . . . . . . . 47
3.9. Comparacio´n de me´todos para estimacio´n del plano de la carretera, en
funcio´n del taman˜o de voxel utilizado en la regularizacio´n del entorno. 48
3.10. Secuencia de referencia Raw:Road:20112609 0015, tomada del KITTI. 49
XV
I´ndice de figuras XVI
3.11. Comparacio´n de me´todos para estimacio´n del plano de la carretera
con respecto a valores de referencia KITTI. . . . . . . . . . . . . . . . 50
3.12. Comparacio´n entre extr´ınsecos medidos por le me´todo RANSAC @muestreo
uniforme de 2000 puntos y valores de referencia KITTI, para la se-
cuencia Road 2011 09 26 drive 0015. DTR (Desviacio´n T´ıpica respec-
to Referencia.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.13. Reduccio´n del ruido presente en los extr´ınsecos, en una escena dina´mica. 55
3.14. Sintonizacio´n del Filtro de Kalman para diferentes valores de desvia-
cio´n esta´ndar en el ruido de proceso, np y para diferentes valores de
desviacio´n esta´ndar en el ruido de medida, nm. . . . . . . . . . . . . 58
3.15. Reduccio´n del ruido presente en los extr´ınsecos, en una escena dina´mi-
ca usando Filtro de Kalman. . . . . . . . . . . . . . . . . . . . . . . . 59
4.1. Algoritmo de Segmentacio´n de carreteras segu´n el esta´ndar IC 8.2. . . 61
4.2. Fases del algoritmo para deteccio´n de marcas viales. Deteccio´n de
bordes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3. Algoritmo para deteccio´n de marcas viales. Restricciones que definen
una marca vial. (a) Detalle gradiente de la imagen sobre los bordes
detectados en una marca vial. Los puntos negros representan los pi-
xeles detectados como bordes en la primera fase del algoritmo. (b)
Descripcio´n gra´fica de los elementos que conforman las restricciones
de una marca vial. Lj,i y θj,i, representan la magnitud y la direccio´n
del gradiente en el punto pj,i. . . . . . . . . . . . . . . . . . . . . . . 65
4.4. Algoritmo deteccio´n de marcas viales. (a) Superposicio´n de la ma´scara
de marcas viales sobre la imagen de partida. (b) Ma´scara de marcas
viales, RM. (c) Centro de marcas viales. . . . . . . . . . . . . . . . 66
4.6. Secuencia de referencia 1, “Ground Truth”. (a) Coloreado manual de
las marcas viales en secuencia de referencia. (b) Ma´scara de marcas
viales en secuencia de referencia. . . . . . . . . . . . . . . . . . . . . . 68
4.5. Algunas ima´genes de la secuencia de referencia (a) 1 y (b) 2, para la
deteccio´n de marcas viales. . . . . . . . . . . . . . . . . . . . . . . . . 68
4.7. Comparacio´n de ı´ndice de Sensibilidad entre variaciones del algoritmo
para deteccio´n de marcas viales, sobre la secuencia 1 de referencia fig.
4.5a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
I´ndice de figuras XVII
4.8. Comparacio´n de ı´ndice de Sensibilidad entre variaciones del algoritmo
para deteccio´n de marcas viales, sobre la secuencia 2 de referencia fig.
4.5b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.9. Comparacio´n de ı´ndice de Precisio´n entre variaciones del algoritmo
para deteccio´n de marcas viales, sobre la secuencia 1 de referencia fig.
4.5a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.10. Comparacio´n de ı´ndice de Precisio´n entre variaciones del algoritmo
para deteccio´n de marcas viales, sobre la secuencia 2 de referencia fig.
4.5b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.11. Comparacio´n de ı´ndice de coste computacional entre variaciones del
algoritmo para deteccio´n de marcas viales, sobre la secuencia 1 de
referencia fig. 4.5a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.12. Comparacio´n de ı´ndice de coste computacional entre variaciones del
algoritmo para deteccio´n de marcas viales, sobre la secuencia 2 de
referencia fig. 4.5b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.13. Comparacio´n: FSM resultantes. . . . . . . . . . . . . . . . . . . . . 76
4.14. Comparacio´n del ı´ndice de Sensibilidad aplicando la ma´scara de es-
pacio libre obtenida por 3 diferentes me´todos, sobre la secuencia 2 de
referencia fig. 4.5b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.15. Comparacio´n del ı´ndice de Precisio´n aplicando la ma´scara de espa-
cio libre obtenida por 3 diferentes me´todos, sobre la secuencia 2 de
referencia fig. 4.5b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.16. Deteccio´n de l´ıneas de la carretera, basada en la transformada de
Hough. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.17. Deteccio´n de carriles viales de la carretera, basada en la transformada
de Hough. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.18. Direcciones en carriles detectados. . . . . . . . . . . . . . . . . . . . . 81
4.19. Deteccio´n del a´ngulo de la carretera a trave´s de conjuntos soporte. . . 83
4.20. Deteccio´n del a´ngulo de la carretera usando agrupamiento Mean Shift. 84
4.21. Algunas ima´genes de la secuencia de referencia (a) 1 y (b) 2, para la
deteccio´n de a´ngulo de carretera. . . . . . . . . . . . . . . . . . . . . 84
4.22. Comparacio´n de los me´todos para deteccio´n de a´ngulo de carretera
sobre la secuencia de la fig. 4.21a. . . . . . . . . . . . . . . . . . . . . 85
4.23. Comparacio´n de los me´todos para deteccio´n de a´ngulo de carretera
sobre la secuencia de la fig. 4.21b. . . . . . . . . . . . . . . . . . . . . 86
I´ndice de figuras XVIII
4.24. (a) Carriles detectados segu´n la ec. (4.8). (b) Carriles detectados en
la direccio´n pro´xima a φC . (c) Resultado de la bu´squeda de carriles
adyacentes y no solapados en direccio´n φC . En verde se representa el
carril inicial de la bu´squeda lani∗ , en azul y rojo, aparecen los carriles
obtenidos de la bu´squeda en direcciones opuestas partiendo del carril
inicial, Rd1perc y Rd2perc. . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.25. Relacio´n entre estructuras de carriles para generar integracio´n temporal. 89
4.26. Integracio´n temporal a lo largo de 27 detecciones consecutivas de
carriles en una carretera interurbana de 4 carriles. La imagen superior
de cada cuadro muestra el contenido deRmem en color verde, mientras
que la imagen inferior, muestra el contenido de Rperc en color azul.
En color rojo se marca las actualizaciones de carriles desde Rperc a
Rmem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.27. Secuencia 1 para la deteccio´n de carreteras, taman˜o 1000 ima´genes. . 94
4.28. Secuencia 2 para la deteccio´n de carreteras, taman˜o 500 ima´genes. . . 94
4.29. Secuencia 3 para la deteccio´n de carreteras, Raw:Road:Drive 0015,
tomada del KITTI [32], taman˜o 297 ima´genes. . . . . . . . . . . . . . 95
4.30. Secuencia 4 para la deteccio´n de carreteras, Raw:Road:Drive 0027,
tomada del KITTI [32], taman˜o 188 ima´genes. . . . . . . . . . . . . . 95
4.31. Aplicacio´n para etiquetado de l´ıneas de carretera. . . . . . . . . . . . 96
4.32. Rendimiento del algoritmo Deteccio´n de L´ıneas Viales Secuencia 1. . 97
4.33. Rendimiento del algoritmo Deteccio´n de L´ıneas Viales Secuencia 2. . 97
4.34. Rendimiento del algoritmo Deteccio´n de L´ıneas Viales Secuencia 3
del KITTI Drive 0015. . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.35. Rendimiento del algoritmo Deteccio´n de L´ıneas Viales Secuencia 4
del KITTI Drive 0027. . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.36. Rendimiento del algoritmo Deteccio´n de L´ıneas Viales Secuencia 5.
fig. 4.5 (a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.1. Diagrama de bloques general para el sistema avanzado de asistencia
a la conduccio´n presentado en el capitulo 4. . . . . . . . . . . . . . . 104
5.2. Metodolog´ıa para la implementacio´n de un clasificador por aprendiza-
je de ma´quina: (a) Descripcio´n caracter´ıstica. (b) Mapeado en espacio
de caracter´ısticas. (c) Seleccio´n del clasificador. (d) Ajuste para´metros
del clasificador. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3. Funcionamiento del clasificador. . . . . . . . . . . . . . . . . . . . . . 107
I´ndice de figuras XIX
5.4. Descriptor de marcas viales. ROIs en escala de grises y su correspon-
diente representacion HOG. . . . . . . . . . . . . . . . . . . . . . . . 108
5.5. Experimento de comparacio´n entre las representaciones del conjunto
de entrenamiento para distintos filtros aplicados a la imagen de en-
trada y para los descriptores propuestos: ROI escala de grises y HOG
con diferentes resoluciones, 18, 36 y 72 a´ngulos. . . . . . . . . . . . . 110
5.6. Indice de Sensibilidad medido sobre secuencia de referencia 1 para
clasificadores cla´sicos y SVM. . . . . . . . . . . . . . . . . . . . . . . 111
5.7. Indice de Precisio´n medido sobre secuencia de referencia 1 para cla-
sificadores cla´sicos y SVM. . . . . . . . . . . . . . . . . . . . . . . . . 112
5.8. Experimento de variacio´n de los para´metros: Gama (radio de kernel)
y C (para´metro de regularizacio´n). . . . . . . . . . . . . . . . . . . . 112
5.9. Comparacio´n de la sensibilidad entre algoritmos para segmentacio´n
de marcas viales vrs SVM. . . . . . . . . . . . . . . . . . . . . . . . . 113
5.10. Comparacio´n de la precisio´n entre algoritmos para segmentacio´n de
marcas viales vrs SVM. . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.11. Comparacio´n cualitativa entre algoritmos para segmentacio´n de mar-
cas viales presentados en la Sec. 4.1.2 (a) Seg. Kernel, (b) Seg. Grad,
(c) Seg. Grad. SNM y (d) Seg. Grad. Canny. vrs (e) SVM. . . . . . . 114
5.12. Secuencia de referencia 2 con l´ıneas degradadas o´ poco visibles para
la deteccio´n de marcas viales. . . . . . . . . . . . . . . . . . . . . . . 115
5.13. Comparacio´n de la sensibilidad entre algoritmos para segmentacio´n
de marcas viales degradadas vrs SVM. . . . . . . . . . . . . . . . . . 116
5.14. Comparacio´n de la precisio´n entre algoritmos para segmentacio´n de
marcas viales degradadas vrs SVM. . . . . . . . . . . . . . . . . . . . 117
5.15. Comparacio´n cualitativa entre algoritmos para segmentacio´n de mar-
cas viales presentados en la Sec. 4.1.2 (a) Seg. Kernel, (b) Seg. Grad,
(c) Seg. Grad. SNM y (d) Seg. Grad. Canny. vrs (e) SVM, aplicados
sobre marcas viales degradadas. . . . . . . . . . . . . . . . . . . . . . 117
5.16. Segmentacio´n SVM sobre imagen de referencia para marcas viales de-
gradadas. (a) Vista original. (b) Vista de pa´jaro. (c) Ma´scara marcas
viales ground truth. (d) Ma´scara de marcas viales SVM. . . . . . . . 118
5.17. Rendimiento del algoritmo Deteccio´n de L´ıneas Viales usando SVM.
fig. 4.5 (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.18. Extraccio´n de perfiles de l´ınea vial. . . . . . . . . . . . . . . . . . . . 121
I´ndice de figuras XX
5.19. Descriptor de l´ıneas viales. . . . . . . . . . . . . . . . . . . . . . . . . 122
5.20. Representacio´n en espacio de caracter´ısticas de un conjunto de l´ıneas,
etiquetadas manualmente. . . . . . . . . . . . . . . . . . . . . . . . . 123
5.21. Representacio´n PCA del conjunto de l´ıneas extra´ıdo de la secuencia
mostrada en la fig. 4.27. . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.22. Comportamiento del Clasificador SVM para la deteccio´n de l´ıneas
viales para un descriptor de 2 caracter´ısticas: Valor medio de perfil
de l´ınea y longitud de l´ınea en metros. . . . . . . . . . . . . . . . . . 125
5.23. Experimento de variacio´n de los para´metros Gama, radio de kernel,
y C, para´metro de regularizacio´n. . . . . . . . . . . . . . . . . . . . . 126
A.1. Transformacio´n homogra´fica desde la perspectiva real de la ca´mara a
la perspectiva en vista de pa´jaro, ROIvp (xbv, ybv, zbv). . . . . . . . . . 138
A.2. Representacio´n gra´fica de la transformacio´n homogra´fica desde la
perspectiva real de la ca´mara a la perspectiva en vista de pa´jaro . . . 139
C.1. Esquema ba´sico perceptro´n multicapa. Imagen obtenida de [37]. . . . 146
C.2. Resumen gra´fico del flujo de sen˜ales para el algoritmo de aprendizaje:
“Back-Propagation”. Imagen obtenida de [37]. . . . . . . . . . . . . . 147
I´ndice de figuras XXI
I´ndice de cuadros
3.1. Especificaciones ca´mara este´reo . . . . . . . . . . . . . . . . . . . . . 37
3.2. Rendimiento de los estimadores usados en el experimento de ana´lisis
de estabilidad en una secuencia esta´tica con reduccio´n por muestreo
uniforme de 2000 puntos sobre la secuencia de la fig.3.7 . . . . . . . . 46
3.3. Rendimiento del estimador RANSAC con reduccio´n por muestreo uni-
forme de 2000 puntos sobre la secuencia de la fig.3.10 . . . . . . . . . 51
3.4. Coeficientes del filtro FIR disen˜ado para mitigacio´n de ruido en para´me-
tros extr´ınsecos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5. Algoritmo recursivo Filtro de Kalman. . . . . . . . . . . . . . . . . . 57
3.6. valores de varianza para ruido de proceso y ruido de medida, usados
en el experimento de la fig. 3.14. . . . . . . . . . . . . . . . . . . . . . 57
3.7. valores o´ptimos de varianza para ruido de proceso y ruido de medida,
seleccionados por para´metro extr´ınseco . . . . . . . . . . . . . . . . . 58
4.1. Para´metros de configuracio´n para la transformada Hough. . . . . . . 78
4.2. Resultados generales del me´todo propuesto para deteccio´n de carre-
teras Sec. 4.3 sin I. T. (Integracio´n temporal) y con I.T Sec. 4.4. . . . 100
5.1. Resultados generales del me´todo propuesto para deteccio´n de carre-
teras Sec. 4.3 sin I. T. (Integracio´n temporal) y con I.T Sec. 4.4.
Comparando el efecto de usar para la deteccio´n de marcas viales el
algoritmo basado en gradiente versus el algoritmo basado en clasifi-
cacio´n SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.2. Matriz de confusio´n del entrenamiento SVM para clasificacio´n de
l´ıneas de carretera para valores o´ptimos de ajuste. . . . . . . . . . . . 127
XXII
I´ndice de cuadros XXIII
6.1. Desviacio´n t´ıpica respecto a referencia, eliminando el error sistema´tico
de medida, de los para´metros extr´ınsecos medidos en la secuencia de
referencia, Raw:Road:20112609 0015, tomada del KITTI. . . . . . . . 130
B.1. Funcio´n de los tipos de marcas viales del esta´ndar IC 8.2., referidos
en la tabla B.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
B.2. Tipos de marcas viales segu´n el esta´ndar IC 8.2 medidas en m. y VM
en Km/h. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
I´ndice de cuadros XXIV
Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n de la Tesis
El desarrollo econo´mico mundial ha tra´ıdo consigo un aumento en el consumo de
bienes que suplen necesidades ba´sicas tales como el transporte. Desde la produccio´n
del veh´ıculo en una cadena de montaje por Henry Ford en 1908, el mundo ha expe-
rimentado un crecimiento sostenido en el nu´mero de veh´ıculos que transitan por v´ıa
terrestre. Este hecho puede ser observado en los datos reportados por la Oficina de
Estad´ıstica de la Comisio´n Europea, Eurostat, encargada de consolidar datos macro
econo´micos para la Unio´n Europea, UE, en a´reas como el transporte, ver fig. 1.1.
En toda la zona Europea, el crecimiento en nu´mero de veh´ıculos ha sido co-
rrespondiente con el crecimiento de la poblacio´n y su desarrollo econo´mico, esta
tendencia se ha mantenido en los u´ltimos 22 an˜os. En Alemania por ejemplo, la
relacio´n nu´mero de veh´ıculos por cada mil habitantes es de 540, mientras que en
Espan˜a la relacio´n es de 471 veh´ıculos por cada mil habitantes para el an˜o 2012.
As´ı mismo, una cota de saturacio´n se observa en los Estados Unidos, pa´ıs con la ma-
yor relacio´n de veh´ıculos por cada mil habitantes del mundo, con un ı´ndice de 816
para el an˜o 2014, datos tomados del departamento de transporte Estadounidense,
Administracio´n Federal de Autopistas. Este comportamiento en el crecimiento de
propietarios de veh´ıculos se describe en [23], all´ı se confirma un nivel de saturacio´n
cercano a 800 veh´ıculos por cada mil habitantes en pa´ıses con un ingreso per capita
superior a los $20.000 dolares. Este modelo, basado en datos histo´ricos desde 1960
hasta 2002 sobre 45 pa´ıses que corresponden al 75 % de la poblacio´n mundial, estima
que el inventario de automo´viles se incrementara´ de 800 millones en 2002 a cerca de
2 mil millones de unidades para el an˜o 2030.
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Figura 1.2: Estad´ısticas globales de poblacio´n mundial, muertes en accidentes viales
y veh´ıculos motorizados registrados segu´n el nivel de ingreso de los pa´ıses. Fuente
[77].
la Fig. 1.2. Las estad´ısticas anteriores muestran dos tendencias diferenciadas, una
en las economı´as desarrolladas, donde la siniestralidad vial se ha visto reducida, y
otra, en economı´as en v´ıa de desarrollo, donde el nu´mero de accidentes de tra´fico
va en aumento con 20,1 fallecidos por cada 100.000 habitantes en relacio´n a los 8,7
fallecidos por cada 100.000 habitantes en economı´as IA.
En Espan˜a, segu´n datos del u´ltimo reporte de 2014, generado por la secretar´ıa
general de tra´fico, [25], se produjeron el 6.6 % de las victimas fatales en accidentes
de transito de la UE, y de ellos, los factores causantes de los siniestros se pueden
asociar a:
Exceso de velocidad: presente en un 17 % de accidentes con victimas en v´ıas
interurbanas y en el 21 % de los accidentes mortales en v´ıas generales.
Presencia de sustancias psicoactivas en conductores: segu´n el Instituto Na-
cional de Toxicolog´ıa y Ciencias Forenses (INTCF), en el an˜o 2014 de 614
conductores fallecidos en accidentes viales, el 39,1 % presentaron alguna sus-
tancia psicoactiva, 240 casos.
Distraccio´n: aparece como factor de accidentalidad en un 30 % de los accidentes
con v´ıctimas. En v´ıas interurbanas la distraccio´n se presenta en un 36 % de los
accidentes y en v´ıas urbanas en un 26 %.
En Estados Unidos, segu´n [89], un estimado de 16.5 % de los accidentes viales
con v´ıctimas estuvieron igualmente relacionados con un conductor somnoliento.
Iniciativas globales para desarrollar tecnolog´ıas que ayuden a la reduccio´n de
factores de riesgo asociados al error humano en la conduccio´n, se han abordado desde
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hace ma´s de 30 an˜os. Uno de lo programas pioneros fue DRIVE [13], promovido por
la Unio´n Europea en 1993, dedicado al desarrollo de la infraestructura vial para
seguridad vehicular, y dentro del cual se encuentra proyectos como GIDS, Generic
Intelligent Driver Support por sus siglas en ingle´s, cuyo objetivo era determinar
los requerimientos y esta´ndares de disen˜o para sistemas inteligentes de soporte a la
conduccio´n, tecnolog´ıa que en an˜os posteriores se convertir´ıa en ADAS, Advanced
Driver Assistant Systems, ubicada en el tiempo desde el an˜o 2000 hasta el presente
en [96].
La incursio´n de esta nueva tecnolog´ıa coincide con la reduccio´n de victimas fatales
en accidentes viales en economı´as de alto ingreso como la UE, ver Fig. 1.3. Sin
embargo, las cifras aun son alarmantes para el an˜o 2014, y en una mirada a nivel
mundial, segu´n [77], se estima que para el an˜o 2030 las muertes en accidentes viales
pasara´n del puesto ocho al puesto quinto en el ranking global de causales de muerte.
Estas proyecciones plantean un escenario donde es importante continuar desa-
rrollando la tecnolog´ıa ADAS, logrando sistemas integrados cada vez mas accesibles
a todos los niveles de ingreso, con el objetivo de lograr que la tendencia mostrada
en reduccio´n de siniestralidad para economı´as IA se transfiera al resto del mundo.
La presente investigacio´n doctoral aborda el desarrollo de un Sistema Avanzado
de Asistencia a la Conduccio´n basado en visio´n por computador que sea robusto y
fa´cilmente transferible a un bajo costo. La solucio´n ADAS presentada se centra en
la deteccio´n de carriles, por cuanto esta´ funcionalidad es el nu´cleo de la mayor´ıa
de los mo´dulos para asistencia a la conduccio´n modernos tales como: alerta por
salida de carril, LDW (Lane Departure Warning), asistente para mantenimiento de
carril, LKA (Lane Keeping Assistance), asistente para cambio de carril, LCA (Lane
Change Assistance), entre otros.
El aporte de esta tesis esta´ en el uso de estrategias flexibles que permiten incorpo-
rar invarianza en cuanto a factores de iluminacio´n, inclusio´n de mu´ltiples esta´ndares
para demarcacio´n de carriles y deteccio´n de l´ıneas en la calzada bien definidas y de-
gradadas, aspecto importante que en la actualidad no se ha resuelto por completo.
As´ı mismo, la auto-calibracio´n de para´metros extr´ınsecos a partir de la reconstruc-
cio´n este´reo del entorno, permite la adaptacio´n del sistema de captura de ima´genes
abordo en cualquier ubicacio´n sobre el veh´ıculo con linea de vista sobre la carretera,
haciendo al sistema de fa´cil instalacio´n.
Esta investigacio´n hace parte del desarrollo del IVVI 2.0, Veh´ıculo Inteligente
basado en Informacio´n Visual, plataforma de pruebas del laboratorio de Sistemas
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Clasificar las l´ıneas que separan los carriles de carreteras iter-urbanas conforme
a la norma I.C 8.2.
Integrar temporalmente la segmentacio´n de carreteras iter-urbanas para miti-
gar el efecto de oclusiones y falsos positivos en las detecciones esta´ticas.
Aplicar te´cnicas de aprendizaje de ma´quina para mejorar el Sistema Avanzado
de Asistencia a la conduccio´n propuesto.
1.3. Esquema del Documento
La estructura del documento consta de 4 cap´ıtulos principales y un capitulo de
conclusiones.
En el cap´ıtulo 2 se presenta el estado de la te´cnica relacionado con los ADAS,
explorando desde sus or´ıgenes, principales hitos que impulsaron su desarrollo, ini-
ciativas mundiales tanto gubernamentales como privadas, hasta el desarrollo de la
investigacio´n en algoritmos de visio´n por computador enfocados en la percepcio´n de
entornos tipo carretera.
Posteriormente, en el capitulo 3 se aborda la reconstruccio´n tridimensional de la
carretera, y se presenta un algoritmo para la auto-calibracio´n de para´metros extr´ınse-
cos a partir de la deteccio´n del plano dominante en el espacio. Adicional mente se
realiza un ana´lisis de estabilidad de los para´metros extr´ınsecos obtenidos, junto con
diferentes propuestas para reducir el error de medida. El ana´lisis comparativo se
efectu´a tanto sobre secuencias propias del laboratorio LSI, Universidad Carlos III
de Madrid, como sobre secuencias de prueba para percepcio´n del KITTI, Kalsruhe
Institute of Technology and Toyota Technological Institute at Chicago [32].
A continuacio´n, en el capitulo 4 se presenta el algoritmo general para modelado
y deteccio´n de la carretera en cinco fases: primero se describe el procedimiento para
cambio de perspectiva a vista de pa´jaro; segundo, se realiza la simplificacio´n de la
imagen a partir de las mascaras de marcas viales y espacio libre; tercero se detectan
los elementos constitutivos de la carretera como l´ıneas y carriles; cuarto, se detecta
parcial o totalmente la carretera, definiendo el a´ngulo de la carretera y los carriles
coherentes a e´l, para realizar una bu´squeda de carriles adyacentes ordenados espacial
mente; quinto y por ultimo, se integra temporalmente las detecciones de carretera,
interpolando en el tiempo la informacio´n parcial de cada captura y adicionando
restricciones segu´n la norma Espan˜ola para demarcacio´n de carreteras I.C 8.2.
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Finalmente, el capitulo 5 se realiza una descripcio´n sobre el aprendizaje de ma´qui-
na en ADAS. Primero se plantea una metodolog´ıa general para solucionar tareas a
trave´s de la clasificacio´n de patrones, para luego, en la secuencia de procesos del
ADAS propuesto, mostrar en dos tareas puntuales: generacio´n de mascara de mar-
cas viales y clasificacio´n de l´ıneas de la carretera, la aplicacio´n de la metodolog´ıa
planteada inicialmente.
El documento concluye con las ideas que sintetizan el trabajo, producto del
ana´lisis de resultados sobre los experimentos realizados, adema´s, se indica posibles
trabajos futuros que continu´en la investigacio´n planteada.
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Cap´ıtulo 2
Estado del Arte
2.1. Seguridad en la Conduccio´n
Las tecnolog´ıas para la seguridad en la conduccio´n han mostrado avances signi-
ficativos en dos l´ıneas complementarias: investigacio´n en algoritmos y desarrollo de
mo´dulos comerciales. Los dispositivos de asistencia introducidos en la produccio´n
de veh´ıculos en serie, han sido el resultado visible de un campo investigacio´n muy
dina´mico soportado por la industria automotriz, entidades gubernamentales y los
centros de investigacio´n alrededor del mundo.
En un estudio realizado por [96], este avance comercial en las tecnolog´ıas para
la seguridad en la conduccio´n pueden agruparse en 2 etapas. La primera etapa se
ubica desde el an˜o 1950 hasta el an˜o 2000, periodo en donde aparecen los primeros
sistemas automa´ticos como el control de velocidad (CC, Cruise Control) en 1958,
el sistema de bolsa de aire (Airbag) en 1973 o el control de estabilidad electro´nica
en 1987. Posteriormente, se inicia un segundo periodo tecnolo´gico conocido como el
desarrollo de los ADAS (Advanced Driver Assistance Systems) desde el an˜o 2000 al
presente. En este periodo se encuentra la aparicio´n de mo´dulos comerciales como:
LDW (Lane Departure Warning), alerta por salida de carril en 2005, IPA (Intelli-
gent Parking Assist), sistema de asistencia para aparcado inteligente en 2003, AVM
(Around View Monitor System), sistema de visio´n perife´rica en 2007, CAS (Collision
Avoidance System) sistema para evasio´n de colisio´n frontal en 2008, AA (Attention
Assist), alerta por somnolencia en 2010, LKA (Lane Keeping Assist), asistente para
mantenimiento de carril en 2014, entre otros.
Simulta´neamente, la investigacio´n en seguridad para la conduccio´n ha evolucio-
nado con mayor rapidez, siendo la fuente de donde se han derivado todos los sistemas
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de asistencia a la conduccio´n. Algunos trabajos agrupados por mo´dulos funcionales
ADAS se presentan a continuacio´n:
LDW (Lane Departure Warning), funcionalidad que supervisa, a trave´s de
algoritmos de visio´n por computador, la posicio´n del veh´ıculo respecto a su
carril de circulacio´n, alertando al conductor en caso de detectarse una trayec-
toria de cruce inminente a trave´s de las l´ıneas viales, separadoras de carril.
[27, 84, 87, 91].
ACC (Adaptative Cruice Control), control adaptativo de velocidad, mu´dulo
que ajusta la velocidad del veh´ıculo para mantener una distancia segura con
el veh´ıculo que se encuentre adelante. [31, 102].
LKA (Lane Keeping Assist) es la extensio´n funcional del LDW, una vez se ha
detectado el cruce de las marcas viales, se modifica la direccio´n de movimiento
del veh´ıculo para mantener la trayectoria alineada con el centro del carril de
circulacio´n. [10, 65, 95].
LCA (Lane Change Assistance), asistente para cambio de carril, se define segu´n
la norma ISO 17387, como un sistema capaz de evaluar la situacio´n de cambio
de carril por peticio´n del conductor e indicar si e´sta maniobra es segura o no.
[41, 98].
La convergencia de estas capacidades en un veh´ıculo dotado con sistemas de
planificacio´n para navegacio´n terrestre, hara´ factible la conduccio´n semi-auto´noma
y completamente auto´noma. Objetivo que au´n no ha sido alcanzado a bajo costo y
con la confiabilidad suficiente.
Ahora bien, mientras las tecnolog´ıas ADAS convergen en los veh´ıculos auto´no-
mos, la seguridad total en la conduccio´n es un objetivo alcanzable combinando nive-
les de asistencia. En esta l´ınea, en [40] se propone una metodolog´ıa para garantizar la
cooperacio´n entre el conductor real de un veh´ıculo y el sistema ADAS. Este modelo
representa un flujo de toma de decisiones sobre el control de trayectoria. Una vez
el conductor falla en la operacio´n segura del veh´ıculo, el sistema de alertas ADAS
proporciona la informacio´n de anomal´ıas detectadas al conductor, posteriormente, la
desatencio´n por parte del conductor o falla en el sistema de alerta, activa el sistema
de asistencia para evasio´n de colisio´n de forma auto´noma, quitando temporalmente
el control al conductor. Finalmente, una falla en este sistema de evasio´n produce la
activacio´n de los sistemas pasivos de emergencia.
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2.2. Conduccio´n Auto´noma
El uso de la infraestructura actual por los veh´ıculos auto´nomos, es una restric-
cio´n que impone el incalculable coste de reemplazar otros tipos de demarcadores
en carreteras y autopistas, diferentes a las marcas viales actuales [42]. Es as´ı, co´mo
mu´ltiples esfuerzos se han hecho en esta direccio´n, para probar el grado de madurez
de las tecnolog´ıas relacionadas con la conduccio´n auto´noma en la infraestructura
actual.
Algunas demostraciones alrededor del mundo han presentado veh´ıculos transitan-
do de forma auto´noma por carreteras urbanas e inter-urbanas en largos recorridos.
Por ejemplo, en el concurso the Urban Challenge en 2006, auspiciado por DARPA
(the Defense Advanced Research Projects Agency), los veh´ıculos ganadores, Boss
[90] de la universidad Carnegie Mellon, y Junior [72] de la universidad de Stanford,
circularon de manera auto´noma en el evento final a lo largo de 85 Km, cumpliendo
con las leyes de tra´fico de California, Estados Unidos, y desplaza´ndose simulta´nea-
mente con veh´ıculos tripulados y otros veh´ıculos auto´nomos. Sin embargo, tanto
Boss como Junior, usaron algoritmos de percepcio´n basados en posicionamiento glo-
bal GPS de alta precisio´n, la´ser y radares, tecnolog´ıas de alto costo que no pueden
ser transferidas al pu´blico. As´ı mismo, el comportamiento de los robots terrestres no
mostro´ una confiabilidad del 100 %, el veh´ıculo ganador Boss cometio´ en 2 ocasiones
errores en el plan de ruta, realizando giros de 180 grados innecesarios y perdiendo 3.2
Km en su recorrido. Junior por su parte realizo´ ciclos repetitivos en una seccio´n de
su trayectoria. Estos y algunos otros problemas de calibracio´n de instrumentos e in-
terferencias en las comunicaciones, dejan claro los desaf´ıos para llevar la conduccio´n
auto´noma a un nivel de desarrollo comercial.
Otras demostraciones como the VisLab Intercontinental Autonomous Challenge
[6], desaf´ıo llevado a cabo por el centro de investigacio´n VisLab en 2010, donde 4
veh´ıculos auto´nomos condujeron desde Parma Italia, hasta Shanghai China, a lo
largo de 13000 km, mayoritariamente a trave´s de zonas donde no se contaba con
mapas digitales ni tampoco con informacio´n detallada del ambiente, probo´ que para
enfrentar condiciones de gran diversidad en escenarios y no informacio´n a priori,
el uso de visio´n por computador es una alternativa aplicable en conjunto con el
posicionamiento GPS y la reconstruccio´n tridimensional del entorno.
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2.3. Esquema General de un Sistema para Detec-
cio´n de Carril/Carretera basado en Visio´n
Con el a´nimo de crear un marco de referencia general para el campo de la detec-
cio´n de carriles y/o carreteras, basado en visio´n por computador, se analizaron los
siguientes trabajos [18, 38, 68, 85]. All´ı se observan una serie de mo´dulos comunes
con los cuales se propone el siguiente esquema general.
1 Extraccio´n de caracter´ısticas, me´todos ascendentes
2 Ajuste de modelo de carretera, me´todos descendentes
3 Integracio´n temporal
A continuacio´n se clasifican los trabajos mas relevantes en el estado de la te´cnica,
de acuerdo con el esquema taxono´mico propuesto.
2.3.1. Extraccio´n de caracter´ısticas
La seleccio´n de caracter´ısticas en cualquier tipo de imagen depende del objetivo
que se requiera perseguir, en este caso, el objetivo es la deteccio´n de los l´ımites de
un carril estructurado, o la extraccio´n de frontera para una zona transitable tipo
carretera.
2.3.1.1. Deteccio´n de Carriles Estructurados
Para abordar la deteccio´n de los l´ımites de un carril estructurado a partir del
ana´lisis de ima´genes, se debe tener en cuenta, co´mo las l´ıneas viales sufren degra-
dacio´n visual por efecto del contacto con en tra´fico circulante, adema´s de las con-
diciones variables de iluminacio´n e interferencia por sombras u oclusiones con otros
objetos sobre la v´ıa, a que son sometidas. Es por ello, que se deben utilizar mu´ltiples
caracter´ısticas para definir su posicio´n en la imagen tales como color, variacio´n de
intensidad, forma, orientacio´n entre otros.
Algunas estrategias para la segmentacio´n de marcas viales hacen uso del espacio
del gradiente, una trasformacio´n que facilita la deteccio´n, por cuanto explota el
contraste que exhibe su forma sobre la calzada. Trabajos como [18, 42, 73], hacen
uso del gradiente de la imagen de intensidad para detectar los flancos que confinan
una marca vial. Dentro de esta clase de algoritmos es usual encontrar enfoques donde
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(a) Equalizacio´n. (b) Deteccio´n centro de
marcas viales Canny.
(c) Operaciones morfolo´gi-
cas: “Hit and miss” y ero-
sio´n.
Figura 2.1: Algoritmo deteccio´n de marcas viales, Collado [18].
se ajusta un patro´n de marca vial a trave´s de nu´cleos de convolucio´n fijos, tal es
el caso de los filtros direccionales (steerable filter) [68] que puede detectar adema´s
de las l´ıneas viales, elementos del tipo reflector circular; filtro horizontal-vertical
[42]; filtro morfolo´gico Top Hat [80] o el filtro de escalo´n (step filter) para encontrar
parejas de respuesta adyacentes con signos opuestos.
Un aspecto que parte en dos tendencias, los me´todos de extraccio´n, tiene que
ver con la perspectiva de la imagen sobre la que actu´an, o bien, perspectiva normal
tomada abordo del veh´ıculo [42], o bien, su transformacio´n a vista superior (top
view), tambie´n llamada vista de pa´jaro (bird view) o perspectiva inversa (inverse
perspective, IP) [12, 18, 43, 44, 62, 68, 73].
Un ejemplo del ana´lisis de marcas viales en vista superior es el trabajo desarrolla-
do por [18], donde se presenta un algoritmo de deteccio´n de marcas viales consistente
en 3 fases. Primero se realiza la ecualizacio´n de la imagen en perspectiva inversa.
Segundo, se aplica un filtro gaussiano para eliminacio´n de ruido, a continuacio´n, se
calcula el gradiente en direccio´n horizontal usando las ma´scaras de Sobel, junto con
supresio´n de no ma´ximos para realzar bordes verticales de ancho 1 pixel, una vez
extra´ıdos los bordes verticales es posible realizar la bu´squeda de parejas de pixeles
distantes un ancho de marca vial para fijar la posicio´n del pixel central. Finalmente,
el ruido remanente es eliminado a trave´s de operaciones morfolo´gicas como “Hit and
miss”. En la fig. 2.1 se muestra el proceso descrito anteriormente.
Existen otras caracter´ısticas que pueden ayudar a la identificacio´n con mayor
confiabilidad de las marcas viales, por ejemplo en [62], se utiliza la diferencia entre
los dos picos ma´s altos del histograma calculado para una ventana deslizante de 8×8
pixeles. Igualmente, se mide la direccionalidad de los pixeles que pertenecen al pico
del histograma con mayor soporte, para diferentes a´ngulos, utilizando el cociente de
varianza entre componentes en x e y.
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En [5, 16] se utiliza filtros de color espec´ıficos, blanco, amarillo y rojo, correspon-
dientes a la mayor´ıa de marcas viales existentes. En [16] se eliminan posteriormente
las regiones que puedan pertenecer a veh´ıculos con colores similares a trave´s del
ana´lisis de movimiento de regiones respecto al movimiento de la carretera.
La deteccio´n de marcas viales como un problema de clasificacio´n se propone en
[50], all´ı se realiza un ana´lisis comparativo de los principales clasificadores cla´sicos
como modernos.
2.3.1.2. Deteccio´n de Zona Transitable
La deteccio´n de los l´ımites de la zona transitable es una tarea que aporta robustez
y seguridad a los algoritmos de seguimiento de carriles o evasio´n de obsta´culos, ya que
solo pueden permitirse trayectorias en esta regio´n. En este sentido, muchos trabajos
abordan esta tarea de forma u´nica o en apoyo a la verificacio´n de las marcas viales.
Los l´ımites de la calzada no siempre poseen una demarcacio´n bien definida con
l´ıneas visibles pintadas sobre la calzada o cualquier otro indicativo hecho por el hom-
bre, en algunos casos se requiere tener en cuenta descriptores tales como informacio´n
3D: depresiones, barreras o acera; apariencia: color o textura, adema´s de las marcas
viales.
Segmentacio´n basada en informacio´n 3D este´reo es usada en [42], all´ı se analiza
el entorno en direccio´n radial al veh´ıculo en un barrido de 360 grados, los l´ımites de
carretera son detectados por el primer cambio dra´stico en la continuidad de cada
trayecto. [79] utiliza estimacio´n de planos a trave´s de votacio´n sobre las normales de
los puntos 3D para definir escalones limite de carretera. [22] detecta la acera como
los limites de calzada, marcando los puntos cercanos con cambios considerables de
altura sobre la nube de puntos (Point Cloud, PC) que representa la escena.[97] realiza
estimacio´n de movimiento de la ca´mara y estimacio´n del plano de la carretera basado
en ima´genes monoculares, para calcular la homograf´ıa entre ima´genes consecutivas,
con ella, proyecta la imagen de la captura anterior al instante actual y por diferencia
de ima´genes, usando suma de diferencias absolutas SAD por sus siglas en ingle´s,
obtiene la segmentacio´n de la carretera en entorno urbano.
Otros algoritmos para segmentacio´n de la carretera se basan en apariencia, tra-
bajos relacionados como [4] utilizan la caracter´ıstica de color a partir del crecimiento
de regiones en un espacio de color invariante a la iluminacio´n. En [48] se utiliza un
descriptor compuesto por informacio´n proveniente de 4 ima´genes de baja resolucio´n,
sobre la zona cercana al veh´ıculo, en espacios de color y textura derivados de la com-
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binacio´n de componentes HSI, Y CbCr y LABColor, junto con densidad de bordes,
con ellos se construye sus respectivos histogramas y de all´ı se caracteriza las regiones
transitables.
En entornos no estructurados la deteccio´n de la zona transitable es posible fun-
damentalmente a trave´s del ana´lisis de textura, algunos trabajos hacen uso del filtro
de Gabor como en [51], all´ı se utiliza este filtro para detectar la direccio´n dominante
de la textura y con ella, utilizando un esquema de votacio´n basado en una medida
de confianza para cada pixel, se estima un punto de fuga. Posteriormente se calcu-
la, como limites de carretera, el par de l´ıneas ma´s externas con mayor soporte de
direccio´n que corten el punto de fuga hallado.
La segmentacio´n de la carretera basada en la textura, frecuentemente es abordada
a partir del entrenamiento de clasificadores, en esta l´ınea, [35] trata el problema
a trave´s de una estrategia de clasificacio´n robusta con el a´nimo de no depender
de modelos a priori. All´ı se hace uso de descriptores jera´rquicos extra´ıdos de la
aplicacio´n de filtros tipo Haar-like sobre una coleccio´n de ROIs circulares centrados
en cada pixel de la imagen, con radio creciente y sobre informacio´n visual derivada
de la imagen original, tal como la intensidad de la imagen, su mapa de bordes y
filtros de Gabor que capturan la textura, con el objetivo de aplicar un clasificador
Adaboost que combine los clasificadores de´biles tipo Haar en un clasificador fiable.
As´ı mismo, en [1] se presenta un me´todo basado en clasificacio´n AdaBoost para
un conjunto de clasificadores derivados de caracter´ısticas como la respuesta de fil-
tros de convolucio´n con nu´cleo Walsh-Hadamard y Momentos de energ´ıa. Tambie´n
en [54], se utiliza una versio´n similar de clasificacio´n (GentleBoost) para abordar la
diferenciacio´n entre zonas pertenecientes a la carretera y fuera de ella, con carac-
ter´ısticas SFA (Slow Feacture Analisys) en conjunto con color y Walsh-Hadamard.
2.3.2. Ajuste de modelo de carretera
El modelo de la carretera se define como el conjunto de para´metros que describe
su forma y ubicacio´n en la imagen. Existen diversos modelos parame´tricos y no
parame´tricos que se ajustan al tipo de carretera analizada. As´ı por ejemplo, el modelo
ma´s apropiado en entornos de autopistas es un par de l´ıneas convergentes en un punto
del horizonte (punto de fuga) o incluso un par de aproximaciones a circunferencias
o para´bolas que tengan en cuenta pequen˜as curvaturas del perfil de la v´ıa. Otros
entornos menos predecibles son los caminos a campo abierto en zonas dese´rticas, que
requieren el ajuste de curvas ma´s flexibles definidas a partir de puntos de control,
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como en el caso de las curvas tipo spline.
La definicio´n de un modelo de carretera, ya sea a trave´s de sus para´metros o
puntos de ajuste, es importante en la mayor´ıa de trabajos relacionados con aplica-
ciones ADAS, por cuanto la informacio´n visual registrada por una ca´mara a bordo
de un veh´ıculo, sufre pe´rdidas por interferencias o ruido, razo´n por la cual, normal-
mente la confiabilidad de las aplicaciones requieren de algoritmos de seguimiento
que actu´an sobre el espacio de para´metros o puntos definidos como representacio´n
de la realidad, en este caso, la carretera.
Dentro de los modelos encontrados en la literatura se encuentran:
Carriles formados por l´ıneas paralelas
Este modelo aplica tanto para entornos no estructurados como para carreteras
con l´ıneas pintadas sobre la calzada.
Muchos trabajos relacionados con la navegacio´n en escenarios con limites de
carril con poca o sin definicio´n, se desarrollaron alrededor del Darpa Grand
Challenge de 2004 y 2005, algunos como [1] presentan un algoritmo para hallar
los limites de la carretera como l´ıneas paralelas, basa´ndose en la idea de estimar
el cabeceo y la rotacio´n de la ca´mara de manera adaptativa a trave´s del flujo
o´ptico y un modelo simple de movimiento, para luego transformar la imagen
a vista superior y all´ı, calcular la direccio´n de la textura de cada pixel usando
filtros de Walsh-Hadamard. Luego se proyecta las componentes de direccio´n
de textura sobre el eje horizontal con el objetivo de detectar picos de ma´xima
concentracio´n, de all´ı se puede estimar la posicio´n de las l´ıneas. Un enfoque
similar [51], obtiene los limites de carretera basa´ndose en el ana´lisis de la
imagen en perspectiva normal, calcula la orientacio´n de la textura de la v´ıa a
trave´s de filtros de Gabor, con lo cual obtiene el punto de fuga desde donde
se busca las l´ıneas cuya direccio´n sea coincidente con la direccio´n de textura.
En [7, 12, 80] se aborda escenarios estructurados, donde se trata la carretera
como l´ıneas paralelas sujetas a restricciones espaciales en perspectiva inversa.
En [100] se obtiene el modelo de l´ıneas convergentes fusionando la segmenta-
cio´n de carretera basada en un grafo de similitud con las l´ıneas y el punto de
fuga obtenido de la transformada de Hough. [12] estima el modelo usando el
estimador RANSAC para eliminar puntos extran˜os resultantes de la extraccio´n
de caracter´ısticas. Otros trabajos como [47], analiza la imagen dividie´ndola en
N segmentos horizontales. En cada sub-imagen se etiqueta los pixeles de acuer-
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do a su a´ngulo de gradiente, en una de 8 regiones distribuidas uniformemente
entre 0 y 2pi. Posteriormente, se realiza agrupacio´n de pixeles, segu´n un algo-
ritmo de componentes conectadas, para as´ı, formar grupos de soporte de l´ınea,
sobre los cuales, se calcula la l´ınea que mejor los representa. La definicio´n de
cada l´ınea se realiza a trave´s de la pendiente del eje mayor de la dispersio´n del
grupo soporte y un punto, correspondiente a su centro de masa. Una vez se han
hecho las definiciones de l´ıneas por segmento horizontal, se aplica un proceso
de bu´squeda, para encontrar todos los caminos, construidos por N l´ıneas, una
por cada segmento horizontal. El camino debe minimizar una cierta funcio´n
de energ´ıa que depende del paralelismo entre l´ıneas conectadas.
Carriles formados por para´bolas y polinomios.
Dentro de los trabajos que usan el modelo parabo´lico de la carretera se pueden
mencionar a [18, 42, 68, 83, 95, 101]. En [42] se aproximan segmentos de puntos
conectados con gradiente comu´n a trave´s de arcos de para´bola cuya desviacio´n
no supere un cierto umbral. Por su parte en [83] se utiliza la Transformada
de Hough para estimar dos de los cuatro para´metros del modelo parabo´lico y
en conjunto con un algoritmo gene´tico se ajustan los para´metros restantes al
conjunto de observaciones como un problema de optimizacio´n. Labayrade [56]
ajusta el modelo hiperbo´lico en perspectiva original.
En [101], se tratan ima´genes ae´reas a trave´s de un algoritmo de clasificacio´n
no supervisado para segmentar las carreteras en espacio de color, una vez la
calzada ha sido identificada, se realiza un ana´lisis basado en la matriz hessiana
de intensidad, para encontrar el inicio de segmentos correspondientes a marcas
viales junto con su direccio´n, para de esta manera, modelar las l´ıneas como
polinomios de segundo orden, a continuacio´n se realiza la verificacio´n y ajuste
de para´metros como un problema de mı´nimos cuadrados. El proceso se repite
para las dos ima´genes este´reo. A continuacio´n se representa la estructura de
marcas viales detectadas a trave´s un grafo, donde los nodos representan las
l´ıneas, y las conexiones entre nodos, una funcio´n estad´ıstica de compatibilidad.
El casamiento de l´ıneas como un problema de bu´squeda en el grafo, permite
verificar la segmentacio´n de una marca vial.
Carriles formados por splines.
Las curvas semi-parame´tricas Splines son definidas por una serie de puntos
llamados puntos de control, que en dependencia de la clase de Spline, pueden
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estar adentro (Spline cu´bica) o afuera de la curva (B-Spline).
En [50] una curva Spline cu´bica modela independientemente cada limite de ca-
rretera. Aunque el ajuste es ra´pido, pueden generarse curvas irregulares cuando
el espacio entre puntos de control no es suficiente. Para solucionar la inestabi-
lidad de posibles realizaciones, los autores utilizan el algoritmo de estimacio´n
RANSAC, para escoger la mejor curva con el nu´mero apropiado de puntos de
control.
Un caso especial de las curvas de tipo Snake o contornos activos, es su aproxi-
macio´n por curvas B-Spline. Esta descripcio´n consiste en funciones polinomia-
les que aproximan un contorno a trozos de acuerdo a un equilibrio de fuerzas
virtuales que actu´an sobre ella, usando un conjunto de puntos de control para
su ajuste. En [93], se modela los carriles como una curva B-Snake aproximada,
central a los bordes de carril. Para ello primero se subdivide la imagen en 5
secciones horizontales, en cada una se aplica deteccio´n de bordes usando el
filtro Canny y posteriormente, se detectan las l´ıneas presentes a trave´s de la
transformada Hough. A continuacio´n, se realiza la bu´squeda de la l´ınea de fuga
(vanish line) y el punto de fuga (vanish point), por votacio´n de pares de l´ınea
en cada seccio´n. Esta informacio´n es utilizada en la definicio´n del conjunto de
puntos de control con que se inicializa la curva B-Spline que modela el carril
de circulacio´n (ego lane). Finalmente, se aplica el me´todo de error cuadra´ti-
co medio mı´nimo para encontrar los puntos de control dados por las fuerzas
globales de la imagen definidas en ambos lados del carril.
Existen otros tipos de Spline como el planteado en [92], donde se utiliza la
descripcio´n de curvas Catmull-Rom Spline, para la descripcio´n de l´ımites de
la carretera. El tratamiento de ima´genes que permiten detectar los bordes de
un carril se realiza de la siguiente manera, primero se asocian los pixeles que
poseen orientacio´n de gradiente similar, con ello se definen grupos de pixeles,
donde una l´ınea puede ser determinada a trave´s de una pendiente extra´ıda
de los engivalores asociados a la matriz de covarianza del grupo y un punto,
que corresponde con el centro de masa del mismo. Posteriormente se aplica el
filtro de Canny para marcar pixeles que pertenecen al modelo de carril, luego,
se define una funcio´n de energ´ıa inducida por el campo potencial de borde o
funcio´n de distancia a la magnitud del gradiente de la imagen. La funcio´n de
energ´ıa incluye la direccio´n entre el gradiente de un pixel y la orientacio´n del
borde ma´s cercano, con lo cual se logra obtener una imagen donde se resalta
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con mayor intensidad aquellos pixeles, que no solo cumplen con la posicio´n del
modelo, sino tambie´n con la orientacio´n de borde.
En [42] la seleccio´n de puntos de control para ajustar una Spline, se realiza
sobre 100 semillas, en zona cercana al veh´ıculo y en vista superior, candidatos
a ser marcas viales, luego se efectu´a una bu´squeda voraz punto a punto, selec-
cionando un candidato a la vez que se encuentre distante, fuera de un radio
de cercan´ıa de 50 pixeles.
2.3.3. Integracio´n temporal
La integracio´n temporal es una etapa de refinamiento en los algoritmos de de-
teccio´n de carril/carretera, se emplea para corregir errores que hayan permanecido
despue´s de la etapa de deteccio´n de caracter´ısticas y ajuste de modelo, como con-
secuencia de la violacio´n de suposiciones o restricciones impuestas a los algoritmos
utilizados, como por ejemplo, carretera plana, textura uniforme, contornos demar-
cados u oclusiones de corta duracio´n entre otros.
El uso de la estimacio´n de un modelo, es decir, la inferencia de su comporta-
miento en tiempo futuro, permite compensar los vac´ıos en informacio´n, presentes
por cambios dra´sticos en las condiciones con que se percibe la informacio´n visual de
la carretera. El proceso de integracio´n temporal asume una dina´mica conocida que
relacione los para´metros del modelo en el tiempo y una distribucio´n de probabilidad
asociada a la incertidumbre presente en las variables y mediciones observables del
modelo. Con esta informacio´n es factible hacer la mejor aseveracio´n posible sobre
el comportamiento futuro del modelo de carretera dado que se tiene un histo´rico de
observaciones con las cuales actualizar el sistema de inferencia.
Ahora bien, existen dos algoritmos generalizados para seguimiento de para´metros
que son aplicados como etapa de integracio´n temporal para los para´metros que
representan un modelo de carretera, estos son el filtro de Kalman [12, 50, 56, 68]
y el filtro de part´ıculas [22, 43, 50, 90]. El filtro de part´ıculas, a diferencia del
cla´sico filtro de Kalman, permite realizar seguimiento a mu´ltiples hipo´tesis de modelo
simulta´neamente.
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2.4. Hitos del Desarrollo ADAS
En la revisio´n de la literatura relacionada con el desarrollo de los ADAS, se
han encontrado trabajos de gran trascendencia, dada su repercusio´n en trabajos
posteriores. A continuacio´n se hara´ una breve referencia a los trabajos ma´s relevantes
que pueden ser considerados como hitos en la historia de la visio´n por computador
aplicada a la percepcio´n de carreteras.
2.4.1. Trabajos Cla´sicos
2.4.1.1. ALVIN
Uno de los trabajos pioneros en el campo de la navegacio´n auto´noma fue ALVIN
[78], se trata de una red neuronal de 3 capas con topolog´ıa back-propagation. Las
neuronas de entrada se encuentran conectadas a 3 fuentes de informacio´n: una matriz
bidimensional de 30X32 pixeles que detecta el nivel de intensidad del canal azul en
una imagen RGB de v´ıdeo, cuya funcio´n es capturar la carretera; la segunda fuente
de informacio´n es una matriz bi-dimensional de 8X32 puntos provenientes de un
sensor la´ser que mide la distancia entre punto y fuente; finalmente, la tercera fuente
de informacio´n es la re-alimentacio´n de una neurona en la capa de salida hacia la capa
de entrada, e´sta salida es entrenada con informacio´n de si la zona, correspondiente
en la escena a la regio´n de no carretera, es ma´s clara o ma´s oscura que la zona tipo
carretera. Esta mezcla de fuentes de informacio´n es uno de los primeros intentos
reportados de fusio´n sensorial.
2.4.1.2. GOLD
El algortimo GOLD (Generic Obstacle an Lane Detection) [7], para deteccio´n
simultanea de obsta´culos y carriles fue desarrollado en el marco del proyecto Promet-
heus y probado en el veh´ıculo de pruebas MOB-LAB. Se basa en el procesamiento
paralelo de informacio´n visual este´reo y el ana´lisis de la carretera en perspectiva
inversa.
Para detectar los carriles presentes en la imagen en perspectiva inversa, primero
se realiza un realzado de las marcas viales, y luego, se aplica un filtro morfolo´gico
denominado dilatacio´n geode´sica para lograr contornos de l´ınea continuos y bien
definidos. Una vez detectados los contornos de carril, se identifica la carretera segu´n
la posicio´n de su l´ınea central y del ancho predominante, obtenidos a trave´s de un
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histograma construido del ana´lisis l´ınea a l´ınea de la imagen.
La deteccio´n de obsta´culos, por su parte, se efectu´a en modo este´reo sobre las
ima´genes calibradas y en perspectiva inversa. Una vez, las proyecciones de la ca-
rretera vistas por cada ca´mara, izquierda y derecha, son alineadas en orientacio´n y
desplazamiento, se obtiene la misma informacio´n de la escena. Entonces, al restar
ambas ima´genes, las diferencias que aparecen, se deben a las zonas que no son ob-
servadas por ambas ca´maras a la vez, efecto de la oclusio´n resultante, consecuencia
de capturas desde diferentes lugares f´ısicos.
Por otro lado, basados en el principio de que dos l´ıneas perpendiculares al plano
de la carretera se transforman en dos l´ıneas convergentes en perspectiva inversa,
la parte trasera de los veh´ıculos que se puede observar en la zona cercana de la
carretera, cumplen el principio anterior, y por lo tanto, los obsta´culos observados se
transforman en un par de tria´ngulos.
Para estandarizar el patro´n de bu´squeda en la imagen, los tria´ngulos se unifican
en un solo triangulo envolvente con ve´rtice inferior en el promedio de los ve´rtices
individuales de cada tria´ngulo. Ahora el paso a seguir es caracterizar la presencia
de tria´ngulos tipo obsta´culo a trave´s de un histograma polar o firma del objeto.
Un obsta´culo en su representacio´n de firma normalizada, se presenta como una
sen˜al de dos picos, la forma, magnitud y posicio´n depende de mu´ltiples factores
como punto de vista, posicio´n y condiciones de iluminacio´n entre otros.
2.4.1.3. LANA
El Algoritmo LANA (Lane-finding in ANother domAin, por sus siglas en ingle´s),
presentado en[52], es un detector de carriles que utiliza como caracter´ıstica de marcas
viales, informacio´n del dominio de la frecuencia. Esta representacio´n junto con un
patro´n de carril permite calcular una inferencia de tipo Bayesiano. Donde el modelo
de carril sirve como informacio´n a priori, mientras que del conjunto de caracter´ısticas
se extrae la probabilidad de ajustar el modelo correctamente. La deteccio´n de carril
consiste en encontrar un ma´ximo global en la funcio´n de probabilidad a posteriori,
a trave´s de un algoritmo de bu´squeda.
El algoritmo comienza por calcular las caracter´ısticas en el dominio de la fre-
cuencia que corresponden a la sumatoria de un sub-grupo de descomposiciones or-
togonales del tipo coseno discreto, DTC, para un bloque de taman˜o 8× 8.
El modelo utilizado es una para´bola cuya definicio´n se deduce a partir de la des-
composicio´n de la ecuacio´n de una circunferencia por series de Taylor, proyectando
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sus primeros te´rminos sobre el plano de la imagen.
El art´ıculo propone aplicar la regla de Bayes para obtener el modelo de carretera,
H (la hipo´tesis del razonamiento), que mejor explique las caracter´ısticas extra´ıdas
de la imagen de la carretera, E (la evidencia u observacio´n del modelo). El mo-
delo se extrae de maximizar su probabilidad a posteriori P (H | E) en un espacio
parame´trico.
2.4.2. Trabajos Recientes ADAS
2.4.2.1. VioLET
Sistema de asistencia a la conduccio´n, centrado en la tarea de alerta por salida
de carril (LDW por sus siglas en ingle´s), se basa en la estimacio´n y seguimiento del
carril de conduccio´n a trave´s de informacio´n visual [68]. Un diagrama general puede
ser observado en 2.2.
Figura 2.2: Diagrama general de la arquitectura VioLET. Fuente [68].
VioLET comienza con la definicio´n del modelo de la carretera parabo´lico, de-
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ducido a partir de la aproximacio´n por serie de Taylor de una carretera circular, lo
cual permite conservar el para´metro de curvatura C, ver ecuacio´n (2.1).
Xborde(Zs) = φ+ θZs + CZ2s + lW2(θ+CZs)2+2
Zborde(Zs) = Zs − lW (θ+CZs)2(θ+CZs)2+2
(2.1)
Donde Ze es la distancia hacia el frente del veh´ıculo, φ es el desplazamiento
lateral, θ representa el a´ngulo del carril, C es la curvatura del carril, W representa el
ancho de carril y l toma valores de 1 o −1, segu´n se trate de referir el carril izquierdo
o derecho.
La extraccio´n de caracter´ısticas en este trabajo se basa en la aplicacio´n de filtros
dirigidos (steerable filter). Un filtro dirigido es de la forma mostrada en la ecuacio´n
(2.2).
G2θ(x, y) = Gxxcos2θ +Gyysin2θ +Gxycosθsinθ (2.2)
Gxx, Gxy y Gyy, son la convolucio´n de la imagen con 3 kernel que se corresponden
con las segundas derivadas parciales de una funcio´n campana de gauss bidimensional
G.
La seleccio´n del a´ngulo del filtro θ se efectu´a en la direccio´n de su ma´xima y
mı´nima respuesta, componentes que se obtienen de los puntos de inflexio´n de la
funcio´n presentada en la ecuacio´n (2.2). La clasificacio´n de cada pixel en la imagen
I(x, y), en las posibles clases de marca vial, depende de la relacio´n obtenida entre
las magnitudes del filtro en la direccio´n de ma´xima y mı´nima respuesta. Si la razo´n
es cercana a 1, se trata de un reflector circular, si es muy grande, entonces se trata
de una marca vial tipo l´ınea.
El paso siguiente es la estimacio´n de curvatura de la carretera, procedimiento
necesario por cuanto las marcas viales circulares no son visibles despue´s de 20m.
Inicialmente se asume un perfil de borde de carretera obtenido con las marcas via-
les conocidas. La estimacio´n de nuevos puntos de borde se realiza en perspectiva
inversa casando lateralmente una plantilla adaptable de la carretera en un punto
Zs del perfil de borde con la carretera en un punto posterior Zs+k. La posicio´n de
borde encontrada sirve para actualizar el modelo del perfil de borde hasta Zs+k. La
plantilla que se compara en cada nuevo punto Zs+k se obtiene utilizando un prome-
dio ponderado de los valores de intensidad de la plantilla anterior en Zs−k con los
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medio d´ıa, atardecer, y noche. Las me´tricas utilizadas fueron valor medio y desvia-
cio´n t´ıpica del error de posicio´n lateral, del orden de unidades de cm, y error medio
de velocidad en la salida de carril del orden de de´cimas de cm.
2.4.2.2. Urban Challenge-MIT
A continuacio´n se hace una s´ıntesis del trabajo presentado en [42] por el equipo
Talos, representante de MIT (Massachusetts Institute of Technology) en el Urban
Challenge, cuarto finalista de los 6 que terminaron la competicio´n, y cuya estrategia
de percepcio´n geome´trica de la carretera se baso´ en visio´n por computador.
A grandes rasgos, el esquema utilizado para la estimacio´n de carriles mu´ltiples,
adoptado por Talos, se muestra en la fig. 2.3. All´ı, varios algoritmos para la deteccio´n
del modelo de la carretera se ejecutan paralelamente, 2 basados en ima´genes y uno
basado en informacio´n la´ser. Cada algoritmo genera poly-l´ıneas (Polylines), que son
fusionadas en un sistema de referencia comu´n, antes de realizar el seguimiento de
para´metros del conjunto de carriles.
Figura 2.3: Diagrama general de la arquitectura Talos. Fuente [42].
Para disminuir el nu´mero de falsas detecciones de carril, se emplea un detector
de obsta´culos basado en sensores de distancia, velodyne y la´ser, con el fin de enmas-
carar en la imagen, las zonas donde se ubican los obsta´culos, dado que se conoce la
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(a) Imagen original. (b) Filtro horizontal. (c) Filtro vertical.
(d) Direccio´n de gradiente. (e) Trasnformacio´n de dis-tancia mı´nima.
(f) Realizacio´n spline y
puntos de control.
Figura 2.5: Algoritmo para la deteccio´n de marcas viales Huang et al [42].
se encuentran. La estrategia detecta en primer lugar bordes potenciales de la
zona pintada en la carretera usando operaciones en el espacio del gradiente,
luego se estima los centros de l´ınea deseados, buscando por l´ımites que encie-
rren una regio´n brillante, es decir, pares de borde paralelos y muy cercanos
en el espacio de la imagen real y cuyos gradientes locales apunten entre si.
Cada centro, entra a formar parte de un contorno de curva. Finalmente, en
una etapa de post-procesamiento de los contornos hallados, primero se unen
fragmentos con curvatura coherente, luego se ajustan para´bolas a dichos frag-
mentos, dividie´ndolos en puntos de alta desviacio´n y por u´ltimo, se eliminan
los fragmentos que no superen una longitud mı´nima.
2.4.2.3. Redes Neuronales Convolucionales
El uso de redes neuronales para la segmentacio´n de ima´genes y espec´ıficamente
de carreteras, ha sido en las ultimas de´cadas y hasta hace apenas un lustro, una tarea
no sistema´tica. A principio de los an˜os 90, en ALVIN [78] se puede observar co´mo
modificaciones de la topolog´ıa esta´ndar de una red neuronal eran requeridas para
tratar el problema de cambios de iluminacio´n. Trabajos posteriores en Aprendizaje
de Ma´quina o Machine Learning, presentan la necesidad de disen˜ar descriptores
invariantes hechos a medida segu´n el tipo de carretera. Adema´s, el hecho de entrenar
las ima´genes a partir de ventanas deslizantes con todas sus posibles variaciones,
crea conexiones similares o redundancia a lo largo de la capa de entrada [57]. Las
dificultades anteriores son la consecuencia de tratar cada ejemplo de entrenamiento
de manera local, sub-regiones de intere´s que no tiene relacio´n con la imagen de forma
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global.
Las Redes Neuronales Convolucionales (Convolutional Neural Networks), CNN,
solucionan los problemas antes mencionados, e incluyen la posibilidad de analizar
informacio´n contextual de un pixel, es decir, su relacio´n con el entorno e incluso
con la imagen entera, cualidad que en trabajos como [35] se logra con descripto-
res de uso especifico. Por ello, las CNN han sido utilizadas con e´xito en mu´ltiples
aplicaciones comerciales como la lectura de cheques desarrollada por el grupo de
investigacio´n en redes neuronales en AT&T [58] o los sistemas de reconocimiento de
texto desarrollados por Microsoft [86].
El intere´s en esta clase de algoritmos, que se encuentran enmarcados dentro del
grupo denominado “Deep Learning”, se debe en gran medida a haber sido la te´cnica
usada por [53], ganador del desaf´ıo en reconocimiento de objetos, ImageNet en 2010.
En el campo del reconocimiento de carreteras, las CNN aparecen como fundamento
teo´rico del algoritmo con ma´s alto rendimiento del benchmark KITTI Vision [29]
perteneciente al instituto de tecnolog´ıa Karlsruhe y al instituto tecnolo´gico Toyota
en Chicago, el Marv3DNet (Multipurpose Deep Decoder Deconvolution Network),
Red Deconvolucional basada en Decodificacio´n Profunda Multi-proposito.
Un ejemplo de la aplicacio´n de las Redes Neuronales Convolucionales en la seg-
mentacio´n de carreteras es el trabajo presentado por [2], donde se utilizan para
aprender caracter´ısticas de etiquetas ruidosas con el objetivo de recuperar la estruc-
tura 3D de la carretera. Un esquema de la arquitectura CNN utilizada se muestra
en la fig. 2.6.
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Figura 2.6: Esquema general de una CNN. Fuente [2].
La estructura consta de tres etapas, un banco de filtros convolucionales, una capa
de transformacio´n no lineal y una capa de muestreo o caracter´ısticas espaciales. El
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proceso de entrenamiento como es usual consiste en ajustar los nu´cleos y los pesos
sina´pticos dado un conjunto de entrenamiento, pero debido a que el etiquetado
manual para un conjunto considerable puede ser intratable en tiempo, Alvarez et.
al, propone usar un clasificador como generador automa´tico de etiquetas y con ellos
entrenar de forma supervisada la CNN.
Un esquema similar se propone en [70], la entrada a la red es un a´rea de la
imagen de 66 × 66 pixeles en tres canales de color, su salida es asociada a un a´rea
de 4 × 4 pixeles, donde se indica si el pixel pertenece o no a la carretera. La red
contiene una capa de 32 filtros de convolucio´n de 3× 3 pixeles seguida por otra de
16 filtros de convolucio´n sobre 1× 1 pixel con el propo´sito de acelerar el proceso de
aprendizaje, y una capa de promedio de 2× 2 pixeles. Por u´ltimo se encuentra una
capa totalmente conectada de 1000 neuronas para terminar con una capa de dos
neuronas, una por cada categor´ıa de clasificacio´n.
2.5. Conclusiones
La conduccio´n semi-auto´noma y completamente auto´noma au´n no son posibles
a bajo costo y con la confiabilidad suficiente. Demostraciones como the Urban Cha-
llenge en 2006 [90] y the VisLab Intercontinental Autonomous Challenge en 2010
[6], en donde el estado de la te´cnica fue probada, evidenciaron problemas como la
dificultad para obtener una calibracio´n de instrumentos o´ptima, interferencias en
las comunicaciones, dificultad para tratar con gran diversidad de escenarios y au-
sencia de mapas digitales en algunas zonas, entre otros aspectos, problemas que en
el presente siguen soluciona´ndose. Por tal razo´n, el desarrollo progresivo de los dis-
positivos avanzados de asistencia a la conduccio´n, ADAS, sera´ el camino a seguir
hacia la conduccio´n auto´noma en las pro´ximas de´cadas.
La deteccio´n de carriles es el nu´cleo de la mayor´ıa de dispositivos ADAS comer-
ciales. All´ı, el uso de visio´n por computador en conjunto con posicionamiento GPS
y reconstruccio´n tridimensional del entorno es una estrategia de percepcio´n fiable.
As´ı por ejemplo, cuando se cuenta con mapas digitales, la localizacio´n precisa del
veh´ıculo es posible a trave´s de la lectura del GPS y las mediciones tomadas con
una IMU (Inertial Mearurement Unit). En los casos donde no se conoce informacio´n
digital del entorno, el uso de un la´ser permite la deteccio´n del plano de la carrete-
ra y zona transitable de manera ra´pida y confiable. As´ı mismo, de la informacio´n
visual derivada de la visio´n este´reo, se puede inferir el movimiento del veh´ıculo (ego-
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motion), la ubicacio´n del plano de la carretera y zona transitable, al igual que de
otros objetos importantes para el entendimiento de la escena, tales como las marcas
viales, veh´ıculos, peatones, etc. Por lo tanto, la suma de fuentes de informacio´n del
entorno permitira´ el entendimiento de la carretera del mismo modo que los seres
humanos lo hacen, facilitando la tarea de planificacio´n de trayectorias.
Los algoritmos para deteccio´n de carriles incluyen cuatro etapas esta´ndar, pre-
procesamiento, extraccio´n de caracter´ısticas de marcas viales, ajuste del modelo de
los carriles e integracio´n temporal o seguimiento de carriles, de all´ı el paso ma´s im-
portante es la extraccio´n de caracter´ısticas de forma robusta para detectar marcas
viales en medio de sombras, cambios de iluminacio´n y en condiciones de degrada-
cio´n y desvanecimiento de las lineas. En esta direccio´n son pocos y recientes los
esfuerzos por mejorar el rendimiento de los detectores de carriles au´n en este tipo
de condiciones, por ejemplo, el trabajo de [59] propone el uso de filtros direccionales
anisotro´picos para mejorar el rendimiento en marcas de carril de bajo contraste. En
el presente trabajo se aborda el problema de deteccio´n de lineas degradadas a trave´s
de aprendizaje de ma´quina haciendo uso de descriptores hechos a medida y selec-
cionados a trave´s de pruebas de rendimiento sobre secuencias de carretera tomadas
sobre la plataforma IVVI 2.0 [66], as´ı como tambie´n tomadas del repositorio KITTI
(Karlsruhe Institute of Technology and Toyota Technological Institute at Chicago)
[32].
As´ı mismo, recientemente las redes neuronales convolucionales o CNN (Convo-
lutional Neural Networks), algoritmos representativos del campo de investigacio´n
denominado Deep Learning, han hecho su aparicio´n para solucionar el problema de
segmentacio´n de objetos de forma contextual [75]. Estas arquitecturas para clasi-
ficacio´n, no solo permiten segmentar cada zona de la imagen segu´n un patro´n de
referencia, sino que, tanto las caracter´ısticas con que describe las sub-regiones de la
imagen, como las relaciones entre cada sub-regio´n con el entorno a nivel global de la
imagen, se auto configuran de forma o´ptima a trave´s de un proceso de entrenamien-
to. Esta robustez hace posible segmentar carreteras con l´ıneas degradadas sin tener
que disen˜ar descriptores u´nicos para cada tipo de carretera o condicio´n de la imagen.
Sin embargo, el desaf´ıo que queda por superar, es lograr que este tipo de algoritmo
de clasificacio´n sea lo suficientemente ra´pido sin perdida de robustez como para que
pueda ser usado en tiempo de aplicacio´n ADAS, alrededor de 50ms o menos, tiempo
suficiente como para procesar toda la informacio´n visual de una ca´mara esta´ndar, 20
fps (frames per second) sin la necesidad de utilizar GPUs (graphics processing units)
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de u´ltima generacio´n con los consecuentes altos costos derivados que imposibiliten
llevar esta tecnolog´ıa a nivel comercial en veh´ıculos de gama media.





La percepcio´n de un entorno tridimensional se logra a partir de la captura sin-
cronizada de dos ima´genes provenientes de un par de ca´maras separadas por una
distancia conocida b, o l´ınea base, como se observa en fig. 3.2a. Un ejemplo de este
tipo de configuracio´n es el utilizado en el desarrollo de la presente investigacio´n, el
dispositivo trinocular Bumblebee XB3, fabricado por Point Grey, cuyas especifica-
ciones se muestran en la Tabla 3.1. E´sta ca´mara puede ser configurada para capturar
dos ima´genes en modo cercano b = 12cm, o´ lejano b = 24cm o´ tres ima´genes a la
vez.
El proceso continu´a con la correccio´n de distorsiones radiales y tangenciales
debidas defectos en la fabricacio´n de los lentes y su correspondiente ensamble. Este
tipo de correccio´n no lineal es de la forma mostrada en la ec. (3.1).
 xd
yd









 2p1xdyd + p2 (r2 + 2x2d)
p1 (r2 + 2y2d) + 2p2xdyd
 (3.1)
Donde r es la componente radial del punto [xr, yr]T , localizacio´n de un pixel con
distorsio´n radial, y k1,k2,k3,p1,p2, son coeficientes de correccio´n.
Una vez se ha ajustado el error de proyeccio´n sobre el plano de cada imagen
debido a las lentes y a su ensamble meca´nico, se procede a la alineacio´n de los
33
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Figura 3.1: Ca´mara Este´reo XB3.
planos de las ima´genes derecha e izquierda para lograr correspondencias en el nivel
de intensidad sobre la misma coordenada fila en ambas ima´genes. Este cambio de








A continuacio´n, con las ima´genes de la ca´mara rectificadas izquierda y derecha I ipr
y Idpr, es posible crear su respectivo mapa de disparidad. Para ello, se calcula en cada
posicio´n de la imagen de referencia pd = [u, v]d, la posicio´n del pixel correspondiente
al mismo punto en la escena P3D = [X, Y, Z], proyectado sobre la segunda imagen
del par este´reo pi = [u∗, v∗]i. La disparidad d se define entonces como la distancia
entre posiciones proyectadas desde un punto en la escena 3D, sobre ambas ima´genes
rectificadas.
d = dist(pd, pi) (3.3)
El proceso para el ca´lculo de la disparidad, consiste en encontrar las posiciones
correspondientes donde haya coincidencia en el nivel de intensidad entre las ima´ge-
nes del par este´reo. Existen varios me´todos para tal efecto: locales, semi−globales y
globales; estos se diferencian en cuanto a la complejidad de la bu´squeda que imple-
mentan, por ejemplo, los ma´s simples como el SDA, suma de diferencias absolutas,
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(a) Imagen derecha e izquierda sobrepuestas. (b) Mapa de disparidad, me´todo SMG.
(c) Nube de puntos de la escena.
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Figura 3.3: Escena de referencia para reduccio´n 3D.
(a) 300K puntos 3D. (b) 100K puntos 3D. (c) 20K puntos 3D.
Figura 3.4: Reduccio´n por muestreo uniforme.
en realizar un muestreo con una distribucio´n de probabilidad uniforme del PC. La
segunda alternativa consiste en dividir el espacio del PC en una rejilla tridimen-
sional de cubos con un taman˜o fijo. Dentro de cada cubo, se calcula el centroide
de los puntos que contiene, y dicho punto es la simplificacio´n del PC en el cubo al
que corresponde. La aplicacio´n de una u otra alternativa, dependera´ del tiempo de
ejecucio´n para crear el entorno reducido, dado que como se concluye en [33], no se
puede afirmar que los me´todos determin´ısticos de muestreo, regularizacio´n, frente a
los me´todos pseudo−aleatorios, como el muestreo uniforme, mejoren el rendimiento
de algoritmos cuya finalidad sea la exploracio´n gradual de un espacio finito.
En la fig. 3.4. se presenta la reconstruccio´n de la escena correspondiente a la ima-
gen de la Fig, 3.3. para diferentes resoluciones de muestreo, usando una distribucio´n
de probabilidad uniforme. As´ı mismo, en la fig. 3.5. se presenta la reconstruccio´n de
la escena para diferentes taman˜os de cubo o voxel en mm.
3.2.1.2. Me´todos de estimacio´n parame´trica
El objetivo de un algoritmo de estimacio´n parame´trica es obtener el conjunto de
para´metros, θ, que describe un modelo, M(θ), a partir de un conjunto de observa-
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(a) Voxel = 50 mm. (b) Voxel = 100 mm. (c) Voxel = 200 mm.
Figura 3.5: Reduccio´n por regularizacio´n.
ciones, mi = [x1i, x2i, . . . , xpi]T con i = 1, 2, . . . , n, contaminadas por ruido gausiano,
que pertenecen al modelo llamadas inliers, y por observaciones que no pertenecen al
modelo, llamadas outliers. Un outlier es un dato que no satisface el modelo descri-
to por un conjunto de para´metros propuesto dentro de algu´n umbral de error, que
define la ma´xima desviacio´n atribuible al efecto del ruido.
Existen diversos me´todos para la estimacio´n de modelos, llamados estimadores,
dentro de los cuales, los ma´s utilizados son:
LMedS Uno de los me´todos que se utilizara´ para la estimacio´n del plano de la
carretera es el denominado LMedS, Least-Median-of-Squares. Como se describe en
[82], se trata de la minimizacio´n de los residuos, ri = θmi, al cuadrado, que resultan
al probar puntos del espacio de bu´squeda con un vector de para´metros dado. Su






Los pasos intermedios del algoritmo son como se explican a continuacio´n:
1 Una te´cnica del tipo Monte Carlo es utilizada para seleccionar m subconjuntos
de p elementos contenidos en mi, dado que p es la dimensionalidad del modelo.
2 Para cada subconjunto j, se resuelve un sistema de p ecuaciones lineales y se
obtiene un modelo parame´trico estimado θj.
3 Para cada θj, se calcula la mediana de los residuos cuadra´ticos.
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σ = arcsin(n1)
α = atan(−n2, n3)
(3.25)
la determinacio´n del a´ngulo de rotacio´n con respecto al eje normal al plano de la
carretera, as´ı como el desplazamiento en X e Y, sobre dicho plano, se pueden extraer
mediante un procesamiento posterior, donde sean detectados objetos de referencia
en capturas consecutivas, dicho procesamiento se conoce como odometr´ıa visual.
3.2.3. Ana´lisis de estabilidad de extr´ınsecos
La estabilidad de los para´metros extr´ınsecos es fundamental para poder preservar
la coherencia visual que existe en ima´genes capturadas consecutivamente dentro de
un entorno, especialmente cuando se realiza un cambio de perspectiva tal y como se
describe en el ape´ndice A.2.
Por tanto, es importante analizar y valorar la fiabilidad en la estimacio´n de los
para´metros que definen la posicio´n de la ca´mara. La siguiente metodolog´ıa muestra
los pasos que se abordan con el a´nimo de buscar los algoritmos ma´s convenientes
para una aplicacio´n ADAS, as´ı como, los ajustes necesarios para mitigar el impacto
del ruido inherente a la captura de las ima´genes y su reconstruccio´n tridimensional.
3.2.3.1. Estabilidad en una secuencia esta´tica
En una secuencia esta´tica de 100 fotogramas, similares a la imagen que se apre-
cia en la fig. 3.7, se compara el comportamiento de los 4 me´todos de estimacio´n
parame´trica descritos en la Sec.3.2.1.2, para los dos tipos de reduccio´n: muestreo
uniforme y regularizacio´n, y con diferentes resoluciones. El objetivo del experimen-
to es encontrar el algoritmo que cumpla con la mejor precisio´n en un tiempo de
co´mputo que se ajuste con el requerimiento de velocidad de la aplicacio´n. La pre-
cisio´n en la medicio´n, se observa calculando la desviacio´n t´ıpica sobre el conjunto
de capturas, como se muestra en la fig. 3.8 y en la fig. 3.9. As´ı mismo, a trave´s de
la desviacio´n t´ıpica, es posible modelar el ruido inherente a la medicio´n segu´n el
estimador utilizado y segu´n el tipo de reduccio´n del entorno.
El resultado de este experimento muestra co´mo la desviacio´n t´ıpica y por tanto,
la precisio´n de todas las mediciones, as´ı como con el tiempo de ejecucio´n, es inferior
para el caso de realizar la reduccio´n del entorno tridimensional por muestreo uni-
forme, por tanto, el ana´lisis posterior se centrara´ en las gra´ficas de la fig. 3.8. All´ı,
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Figura 3.7: Secuencia esta´tica capturada desde IVVI 2.0.
el siguiente hallazgo encontrado en la medicio´n de extr´ınsecos, es que el estimador
LMedS exhibe la precisio´n ma´s baja para todas las resoluciones de muestreo unifor-
me, aunque con un coste computacional significativamente ma´s alto de un orden de
magnitud, comparado con los otros estimadores del estudio. As´ı mismo, la precisio´n
alcanzada por todos los me´todos de estimacio´n parame´trica, no muestra una ten-
dencia decreciente en funcio´n de la resolucio´n de muestreo y por tanto, se escoge la
mı´nima resolucio´n posible como mejor opcio´n.
El estimador RANSAC al ser analizado bajo las opciones seleccionadas anterior-
mente, reduccio´n por muestreo uniforme y mı´nima resolucio´n de 2000 puntos, exhibe
un precisio´n similar a LMedS, pero con tiempos de ejecucio´n menores, es decir, a
mı´nima resolucio´n, el estimador RANSAC exhibe un tiempo de ejecucio´n de 1.7ms
frente a 44ms para LMedS. Por lo tanto, el me´todo que resulta con la mejor relacio´n
tiempo - precisio´n, es el estimador RANSAC. En la tabla 3.2 se consolida los valores
de precisio´n alcanzada con todos los me´todos para la menor tasa de resolucio´n por
muestreo uniforme.
Precisio´n @ Muestreo Uniforme 2K Puntos
Me´todos Para´metro Altura (mm) Pitch (
◦) Roll (◦) Tiempo (ms)
LMEDS 5.62 0.068 0.184 43.88
MSAC 8.94 0.113 0.366 1.97
PROSAC 11.76 0.139 0.512 1.39
RANSAC 9.33 0.109 0.368 1.71
Cuadro 3.2: Rendimiento de los estimadores usados en el experimento de ana´lisis de
estabilidad en una secuencia esta´tica con reduccio´n por muestreo uniforme de 2000
puntos sobre la secuencia de la fig.3.7
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Figura 3.10: Secuencia de referencia Raw:Road:20112609 0015, tomada del KITTI.
3.2.3.2. Estabilidad en una secuencia dina´mica
Se repite el procedimiento anterior sobre una secuencia dina´mica de referencia,
fig. 3.10, tomada del repositorio de secuencias de prueba para percepcio´n en el KITTI
(Karlsruhe Institute of Technology and Toyota Technological Institute at Chicago).
Este paso permite establecer la exactitud de las mediciones, por cuanto se cuenta con
medidas de referencia tomadas con una unidad IMU/GPS. La exactitud se calcula
a trave´s de la desviacio´n t´ıpica referida al valor de referencia. Las mediciones se
pueden observar en la fig. 3.11, donde nuevamente el estimador RANSAC, exhibe
los valores mas bajos de desviacio´n t´ıpica respecto al valor real, para los dos tipos de
reduccio´n, muestreo uniforme y regularizacio´n, con tiempos de ejecucio´n del orden
de de´cimas de ms y cente´simas de ms, respectivamente. Por lo tanto, el me´todo
que resulta con la mejor relacio´n exactitud-tiempo, es el estimador RANSAC con
reduccio´n por muestreo uniforme de 2000 puntos. La exactitud alcanzada con el
me´todo se muestra en la tabla 3.3.
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Exactitud @ Muestreo Uniforme 2K Puntos
Me´todos Para´metro Altura (mm) Pitch (
◦) Roll (◦) Tiempo (ms)
LMEDS 14.5 0.25 1.92 258
MSAC 14.5 0.29 1.82 14.2
PROSAC 26.5 0.3 1.88 3
RANSAC 14.7 0.29 1.83 5
Cuadro 3.3: Rendimiento del estimador RANSAC con reduccio´n por muestreo uni-
forme de 2000 puntos sobre la secuencia de la fig.3.10
3.2.3.3. Ana´lisis temporal y filtrado de extr´ınsecos
Una vez definido el me´todo que cumple con una o´ptima relacio´n en cuanto a pre-
cisio´n, exactitud y tiempo de ca´lculo en la medicio´n de los para´metros extr´ınsecos de
la ca´mara, se procede a observar el comportamiento temporal de dichas mediciones,
ver fig. 3.12, el objetivo es comprobar la correlacio´n instanta´nea de las medidas con
respecto a los valores de referencia tomados como verdaderos y que son suminis-
trados dentro de las secuencias de prueba KITTI. El ana´lisis de los datos medidos
con respecto a los valores de referencia, revelan un error sistema´tico o fijo en cada
medicio´n, es decir, la exactitud obtenida en la tabla tabla 3.3, es la diferencia que
debe ser ajustada en cada medicio´n para obtener una correcta estimacio´n. As´ı mis-
mo, la precisio´n puede ser mejorada a trave´s de procesos de filtrado, ya que como
se aprecia en la figura fig. 3.12, existe un ruido que afecta las mediciones.
Con el a´nimo de disminuir la incidencia del ruido de medida debido a mu´ltiples
fuentes como variaciones de luz a causa de la no perfecta sincronizacio´n en la captura
de ima´genes, los errores inherentes a la transduccio´n foto-ele´ctrica y el ruido propio
del ambiente automotriz, se aplica dos estrategia para la reduccio´n de ruido sobre
los para´metros extr´ınsecos medidos. La primera consiste en filtrar las mediciones
usando un filtro digital pasa-bajos, con el objetivo de preservar las componentes
frecuenciales bajas, propias del movimiento asociado a la amortiguacio´n del veh´ıculo.
La segunda estrategia consiste en el uso de un filtro Kalman que estima de forma
o´ptima el para´metro extr´ınseco donde es aplicado, conocida la dina´mica de sistema
que lo genera y el modelamiento del ruido presente tanto en el sistema como en la
medicio´n. En ambas propuestas se analiza las ventajas y desventajas de la utilizacio´n
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retardo de 3.5 segundos.
i ω(i) i ω(i) i ω(i) i ω(i) i ω(i) i ω(i) i ω(i)
1 0.001 11 -0.001 21 -0.005 31 0.056 41 0.056 51 -0.005 61 -0.001
2 0.001 12 0.000 22 -0.011 32 0.077 42 0.035 52 -0.000 62 -0.002
3 0.000 13 0.002 23 -0.016 33 0.096 43 0.016 53 0.004 63 -0.002
4 -0.000 14 0.004 24 -0.020 34 0.112 44 0.000 54 0.006 64 -0.002
5 -0.000 15 0.006 25 -0.021 35 0.122 45 -0.012 55 0.007 65 -0.001
6 -0.001 16 0.007 26 -0.019 36 0.125 46 -0.019 56 0.007 66 -0.001
7 -0.001 17 0.007 27 -0.012 37 0.122 47 -0.021 57 0.006 67 -0.000
8 -0.002 18 0.006 28 0.000 38 0.112 48 -0.020 58 0.004 68 -0.000
9 -0.002 19 0.004 29 0.016 39 0.096 49 -0.016 59 0.002 69 0.000
10 -0.002 20 -0.000 30 0.035 40 0.077 50 -0.011 60 0.000 70 0.001
Cuadro 3.4: Coeficientes del filtro FIR disen˜ado para mitigacio´n de ruido en para´me-
tros extr´ınsecos.
En la fig.3.13 se observa un error sistema´tico en la comparacio´n realizada con la
secuencia tomada del KITTI (Karlsruhe Institute of Technology and Toyota Techno-
logical Institute at Chicago) de 0.29 grados para el a´ngulo de cabeceo, 1.83 grados
para el a´ngulo de alabeo y 14.7mm para la altura de la ca´mara, sin embargo, el
comportamiento de las sen˜ales medidas y de referencia esta fuertemente correlado.
E´ste offset detectado se debe normalmente a la calibracio´n inicial del instrumento
de medida con el cual se toman los valores de referencia. La mayor´ıa de unidades
IMU/GPS tienen protocolos de calibracio´n in situ, a trave´s del modelado de ruido
por software, que permite eliminar errores de medida sistema´ticos.
Filtrado Kalman La reduccio´n de ruido usando el filtro de kalman, es abordada
como una estrategia en l´ınea, dada la capacidad que tiene esta arquitectura para
minimizar la varianza de las sen˜ales tratadas, utilizando u´nicamente, informacio´n
del instante previo, k − 1.
La formulacio´n del filtro junto con la solucio´n al problema de optimizacio´n que
plantea, se presenta en [46]. All´ı, se describe un algoritmo recursivo de dos fases,
prediccio´n, estimacio´n a priori y correccio´n, estimacio´n a posteriori. Se parte del
conocimiento dina´mico del sistema sobre el cual se filtrara´ su sen˜al de salida. La
representacio´n matema´tica de dicho sistema, es su definicio´n en el espacio de estados.

































Cap´ıtulo 3. Reconstruccio´n Tridimensional de la Carretera 57
H(k) = P (k/k − 1)Ct (CP (k/k − 1)Ct +R)−1
P (k/k) = (I − H (k)C )P (k/k − 1) (3.34)
En resumen, las fases del filtro de kalman se pueden relacionar como se muestra en
la tabla 3.5.
Fase: Prediccio´n
Est. a priori xe(k/k − 1) = Axe(k − 1/k − 1) +Bu(k)
Cov. error a priori P (k/k − 1) = AP (k − 1/k − 1)At +Q
Fase: Correccio´n
Medida filtrada ye(k) = Cxe(k/k − 1)
Ganancia Kalman H(k) = P (k/k − 1)Ct (CP (k/k − 1)Ct +R)−1
Est. a post. xe(k/k) = xe(k/k − 1) +H(k) (y(k) + w(k)− Cxe(k/k − 1))
Cov. error a post. P (k/k) = (I − H (k)C )P (k/k − 1)
Cuadro 3.5: Algoritmo recursivo Filtro de Kalman.
Finalmente, para implementar el filtro de Kalman, se requiere ajustar apropia-
damente los valores de covarianza del sistema, Q, y de medida, R. La matriz Q esta
relacionada directamente con la incertidumbre o error que existe entre el modelo del
sistema y el modelo propuesto, que para el caso, se asume como un una variable
de velocidad cero. La matriz R por su parte, indica la fiabilidad de las mediciones
hechas sobre los para´metros extr´ınsecos.
As´ı entonces, se realiza un experimento, utilizando la secuencia dina´mica mos-
trada en la fig. 3.10, donde se prueba diferentes valores de varianza de ruido en el
proceso, np(i), y varianza de ruido en la medida, nm(j), que definen las matrices
Q(i) y R(j), como se muestra en la ec. 3.35. El objetivo de encontrar la combinacio´n
de valores que causen la menor medida de la desviacio´n t´ıpica, del error existente
entre la sen˜al medida y la sen˜al filtrada, como se define en la ec. 3.36. Los valores
de np(i) y nm(j), se muestran en la tabla 3.6.
i, j 1 2 3 4 5 6 7 8
np(i), nm(j) 5e-1 1e-1 5e-2 1e-2 5e-3 1e-3 5e-4 1e-4
Cuadro 3.6: valores de varianza para ruido de proceso y ruido de medida, usados en




 R(j) = nm(j) (3.35)
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Cap´ıtulo 4
Modelado y Segmentacio´n de la
Carretera
En la fig. 4.1, se presenta el esquema general del sistema para segmentacio´n de
carreteras que se propone en el presente capitulo.
Figura 4.1: Algoritmo de Segmentacio´n de carreteras segu´n el esta´ndar IC 8.2.
El flujo de datos desde que se captura la imagen hasta que se logra la identi-
ficacio´n y numeracio´n de carriles, utilizando informacio´n temporal, se efectu´a en
cuatro bloques principales. Primero se simplifica la imagen filtrando los objetos que
61
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cumplen las caracter´ısticas propias de las marcas viales, restringiendo la bu´squeda
a la zona de la imagen coincidente con el plano tierra. En el segundo bloque, el pro-
cesamiento continua con la deteccio´n de los elementos constitutivos de la carretera,
las l´ıneas de carril y los correspondientes carriles que se forman con ellas. Posterior-
mente, se efectu´a la deteccio´n parcial o total de la carretera, que corresponde con la
bu´squeda de carriles adyacentes en el espacio. Finalmente, en el cuarto bloque, con
las detecciones parciales o totales de carretera, formadas por una cadena de carriles,
se aplica un proceso de casamiento carril a carril, para actualizar en el tiempo una
cadena final completa, que tendra´ la cualidad de rechazar oclusiones y errores por
sombras y cambios de iluminacio´n.
Ahora bien, el algoritmo para segmentacio´n de carreteras presentado se inspira
en dos ideas fundamentales:
El modelado de la carretera, se efectu´a en un sistema de referencia 2D, solidario
al plano tierra, el cual se puede apreciar, cambiando la perspectiva en la imagen
original, a la perspectiva superior y en direccio´n al plano tierra, llamada vista
de pa´jaro, ver ape´ndice A.2. Esta transformacio´n es u´til en aplicaciones donde
el movimiento de un cuerpo esta restringido a un plano en el espacio. La ventaja
resulta del paralelismo existente entre el plano donde ocurre el movimiento del
cuerpo, y el plano de la imagen. Esta condicio´n permite el uso de te´cnicas de
visio´n por computador para relacionar de manera directa, la segmentacio´n de
objetos en la imagen de la carretera con el movimiento descrito por ellos en el
entorno 3D.
Por otro lado, la carretera es uno de los pocos ambientes creados por el hombre
para guiar las tareas que naturalmente ocurren all´ı, como la conduccio´n o las
interacciones veh´ıculo-peato´n, a trave´s de marcadores visuales que cumplen
patrones de simetr´ıa y paralelismo, tal y como se describe en la norma de
carreteras IC 8.2 y se resume en el ape´ndice B. El modelado de la carretera
entonces se puede construir aprovechando el paralelismo de las marcas visuales
que aparecen en ella.
4.1. Ma´scara de Marcas Viales
Las l´ıneas y los carriles de la carretera, son detectados sobre una ma´scara de
marcas viales, RM, segu´n el esta´ndar IC 8.2 [24]. Esta simplificacio´n es u´til, por
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cuanto el espacio de aplicacio´n para algoritmos posteriores se reduce, y adema´s,
porque filtrar la imagen teniendo en cuenta las caracter´ısticas geome´tricas y de
intensidad, que las marcas viales poseen, como el ancho de una l´ınea separadora de
carril y el contraste que existe con el fondo donde se encuentra pintada, permite
eliminar artefactos espurios y patrones similares presentes en otros elementos de la
escena.
4.1.1. Deteccio´n de marcas viales en el espacio del gradiente
El enfoque escogido es una modificacio´n en tres fases, del me´todo presentado en
[18] y en [42].
En la primera fase se detecta los bordes en la imagen, utilizando los 3 primeros
pasos del algoritmo Canny [14], con un estimador de gradiente distinto que el algo-
ritmo original y sin seguimiento de contornos, esto debido a que los bordes fuertes se
consideran inicialmente suficientes para el contraste que exhiben las marcas viales
con el fondo de carretera y dado que no se requieren contornos cerrados. El proce-
dimiento consiste en aplicar inicialmente un filtro por convolucio´n tipo campana de
Gauss para difuminar la imagen y prepararla para que la extraccio´n del gradiente
sea una nueva imagen continua y suave, la magnitud y direccio´n del gradiente son
obtenidas utilizando las ma´scaras de Sobel. A continuacio´n, se elimina los bordes
de´biles, correspondientes a pixeles con magnitud de gradiente inferior a un umbral
escogido convenientemente, de tal forma, que la mayor´ıa de bordes sean conservados.
Posteriormente, se realiza la supresio´n de no ma´ximos sobre la imagen filtrada, este
procedimiento se realiza para garantizar que los bordes sean delineados con un pixel
de ancho, tal y como se puede apreciar en la fig. 4.2.
En la segunda fase, una vez se han obtenido los bordes de la imagen usando
el detector de Canny parcial o Canny Original, se realiza la bu´squeda de pares de
puntos tipo borde, que forman los extremos de cada segmento transversal, {vj}, de
una marca vial. Dichos segmentos, a su vez, esta´n formados por una coleccio´n de
puntos sucesivos: {pj,k : k ∈ ; 1 ≤ k ≤ n(vj)}, n(vj) es la cardinalidad del vector
{vj}, cuyos gradientes en la posicio´n inicial y final, cumplen las restricciones dadas
en la ec. (4.1).
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1.∇pj,1 − ∇pj,n(vj) < m,
2.∠∇pj,1−∠∇pj,n(vj)−π< a,











































Cap´ıtulo 4. Modelado y Segmentacio´n de la Carretera 67
4.1.2. Medicio´n cuantitativa de la segmentacio´n para mar-
cas viales
Con el a´nimo de analizar el impacto de algunas variaciones en el algoritmo pro-
puesto en la seccio´n 4.1.1, se han propuesto tres variaciones del esquema original
que se detallan a continuacio´n.
1. Segmentacio´n de marcas viales basada en Kernel (Seg. Kernel)[42]. El proce-
so consta de tres pasos: filtrado gaussiano, filtrado por kernel y umbralizacio´n
adaptativa.
2. Segmentacio´n de marcas viales sin deteccio´n de bordes (Seg. grad.). En esta
versio´n del algoritmo de segmentacio´n presentado en la sec. 4.1.1, la fase 1, co-
rrespondiente a deteccio´n de bordes es omitida, por lo cual, la comprobacio´n de
restricciones se efectu´a sobre toda la imagen, es decir, la bu´squeda de segmentos
{vj} se realiza analizando todos los puntos pi,j correspondientes a los pixeles de la
imagen de partida, no solo analizando aquellos pixeles identificados como puntos
borde.
3. Segmentacio´n de marcas viales propuesta en la seccio´n 4.1.1 (Seg. snm-grad.).
4. Segmentacio´n de marcas viales con deteccio´n de bordes Canny (Seg. Canny-
grad.). Variacio´n del algoritmo de segmentacio´n presentado en la sec. 4.1.1, donde
la fase 1, se reemplaza por el detector completo Canny, con umbrales fijados como,
umbral max = 3 ∗ umbral min.
La evaluacio´n comparativa de los me´todos anteriores se realiza sobre la secuen-
cia de referencia 1 y sobre la secuencia de referencia 2 para marcas viales, fig. 4.5.
Se trata de 2 secuencias de 75 y 100 ima´genes respectivamente. La secuencia de
referencia 1 es tomada sobre una carretera de 2 carriles, que inicialmente es atra-
vesada por un puente, durante las primeras 20 capturas, seguidas por 40 ima´genes
de un trayecto recto con flujo bajo de veh´ıculos y termina con 15 ima´genes donde
se observan 2 calzadas en diferentes sentidos, cada una de 2 carriles, con un ingreso
a rotonda. La secuencia de referencia 2, por su parte, se toma de una carretera de
3 carriles con barandilla a lado y lado de la v´ıa, con bajo tra´fico de veh´ıculos, en
donde las lineas se observan bien definidas.
Para obtener valores cuantitativos que permitan evaluar el acierto de un detector
de marcas viales es necesario estimar cuales pixeles sobre las secuencias de referencia
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(a) (b)
Figura 4.6: Secuencia de referencia 1, “Ground Truth”. (a) Coloreado manual de las
marcas viales en secuencia de referencia. (b) Ma´scara de marcas viales en secuencia
de referencia.
en realidad hacen parte de una marca vial. Para tal propo´sito se colorea manualmente
cada una de las ima´genes de prueba resaltando solo los p´ıxeles correspondientes a
marcas viales, fig. 4.6, construyendo as´ı, el “Ground Truth” de las secuencias de
referencia 1 y 2.
(a)
(b)
Figura 4.5: Algunas ima´genes de la secuencia de referencia (a) 1 y (b) 2, para la
deteccio´n de marcas viales.
Las medidas de rendimiento que permiten comparar la calidad de la segmentacio´n
para cada una de la variantes del algoritmo son:
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en ambos me´todos, y el tiempo de ejecucio´n deber´ıa ser menor en la versio´n
simplificada del me´todo, la versio´n del algoritmo de segmentacio´n de marcas
viales con fase 1 Canny, resulta ma´s ra´pida y por tanto, mejor en relacio´n a
los 3 ı´ndices de rendimiento: sensibilidad, precisio´n y tiempo.
En s´ıntesis, el algoritmo para segmentacio´n de marcas viales con deteccio´n de
bordes usando el me´todo de Canny, con un umbral min = 8, exhibe la relacio´n de
rendimiento Sensibilidad+Precisio´n ma´s alta para el tiempo de ejecucio´n ma´s bajo:
con una Sensibilidad de 81 %, una Precisio´n de 41 %, y un coste computacional en
tiempo de 15ms.
Es importante aclarar que los valores de precisio´n medidos son bajos, para todas
la variaciones del algoritmo, debido a la deteccio´n de patrones del tipo marca vial
que ocurren en zonas de distorsio´n, causadas por factores como: proyeccio´n de obje-
tos que no esta´n en el plano de la carretera, desde la perspectiva original en donde
fueron capturadas las ima´genes, a la perspectiva en vista de pa´jaro, tambie´n por
efectos de sombra que generan lineas claras entre zonas oscuras, caso que ocurre a lo
largo de las barandillas en los costados de algunas carreteras. Un indice de precisio´n
bajo indica que se han detectado una cantidad de falsos positivos comparable a la
cantidad de marcas viales detectadas correctamente, evento que no genera inconve-
nientes, dado que el algoritmo de segmentacio´n de carreteras contempla etapas de
filtrado posteriores, donde se impondra´n restricciones de forma a los carriles para
eliminar aquellos que no sean parte de la carretera real. De esta forma, el ı´ndice
de calidad decisivo en esta etapa del algoritmo de segmentacio´n de carreteras es la
sensibilidad, dado que esta nos sen˜ala que porcentaje de marcas viales de las que se
deber´ıan detectar, se han identificado correctamente, las marcas que no sean detec-
tadas suponen un problema serio por cuanto en etapas posteriores, esta informacio´n
permanecera´ ausente del procesamiento de ima´genes.
Ahora bien, con el a´nimo de mejorar el ı´ndice de precisio´n del algoritmo de
deteccio´n de marcas viales se implementa una nueva etapa de filtrado que restringe
la zona donde los elementos detectados como marca vial, deber´ıan existir, es decir,
se definira´ una ma´scara de espacio libre.
4.2. Ma´scara de Espacio libre
El problema de no poder evitar la deteccio´n de marcas viales en zonas de la
imagen, vista desde la perspectiva superior, que no cumplen con la restriccio´n de
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mundo plano, se aborda a trave´s de la segmentacio´n de la carretera, definida como
ma´scara de espacio libre o FSM (Free Space Mask).
La segmentacio´n de la carretera se puede realizar a trave´s de la bu´squeda de
distintos descriptores tales como: la posicio´n 3D de pixel, el color caracter´ıstico
de la calzada,[3], o´ por la textura del asfalto, [64]. En este sentido se proponen 3
me´todos para obtener la FSM:
1. Me´todo Geome´trico. La ma´scara de espacio libre se define a partir de todos los
puntos mpi en el PC o nube de puntos de la escena, que se encuentran a una
distancia al plano de la carretera pi, inferior a un cierto umbral δ, conjunto de-
nominado consenso del plano carretera o mCS(pi), ec. (4.4). Una vez segmentado
el plano en las coordenadas del mundo {m}, se proyecta dicha informacio´n a la
ca´mara {c}, a trave´s de la transformacio´n espacial cTm, donde se requiere definir
la ma´scara. Las posiciones cCS(pi) obtenidas en la imagen, permiten definir la
FSM, ec. (4.5).
mCS(pi) = {mpi ∈ PC : d(mpi, pi) ≤ δ}
s cCS(pi) = K cTm mCS(pi)
(4.4)
FSM (u, v) =
 1 (u, v) ∈
cCS(pi)
0 En otro caso.
(4.5)
2. Me´todo por multi-crecimiento de regiones. La segmentacio´n se implementa a
trave´s de la bu´squeda progresiva de pixeles, partiendo de un conjunto de puntos
semilla escogidos uniformemente de cCS(pi), cuyo valor de intensidad es tomado
como referencia. Los vecinos con conectividad 4 u 8, son verificados para ser inte-
grados a la regio´n en crecimiento, un vecino se adiciona, si su valor de intensidad
esta en el rango del valor semilla ± un umbral.
Es importante aclarar que si la densidad del conjunto escogido es lo suficiente-
mente grande, el proceso iniciara´ simulta´neamente desde todas las posibles sub-
regiones sobre la carretera, correspondientes a sombras, distintos tonos de asfalto
debidos a la incidencia de la luz, y l´ıneas pintadas sobre ella.
Finalmente, de las posiciones definidas como espacio libre, producto del crecimien-
to de regiones, se excluyen de la ma´scara final FSM, aquellas que pertenecen al
conjunto de no consenso mNCS(pi) del plano de la carretera, ec. (4.6).
Cap´ıtulo 4. Modelado y Segmentacio´n de la Carretera 75
mNCS(pi) = {mpi ∈ PC : d(mpi, pi) ≥ δ} (4.6)
3. Me´todo por transformada Watershed. Este me´todo posee varias versiones, en
particular se ha utilizado la propuesta por [71].
El algoritmo consiste en crecimiento de regiones simultaneas a partir de zonas
fijadas como entrada al proceso. La idea que emula el algoritmo, es el movimiento
de diferentes fluidos que no se mezclan, cuando son vertidos sobre un terreno desde
diferentes puntos caracter´ısticos, en la bu´squeda de un punto de equilibrio.
Dado que la simple idea tiende a generar sobre segmentacio´n debida al ruido
presente en algunas texturas, se requiere, pre-procesar la imagen para obtener
un conjunto adecuado de puntos que representen adecuadamente cada zona de la
imagen que se requiera limitar.
Inicialmente se escoge un conjunto de marcadores desde donde el crecimiento
comienza. A cada marcador se le asocia una etiqueta que representa la regio´n
donde se encuentra ubicado el punto.
Se inserta los vecinos de cada a´rea marcada en una cola ordenada segu´n la
intensidad de los pixeles.
Se prueba el pixel con menor intensidad. Si todos los vecinos ya etiquetados,
del pixel bajo prueba, poseen la misma clasificacio´n, entonces, dicho pixel
recibe la etiqueta comu´n. Los vecinos aun no marcados son integrados a la
cola.
Se repite el paso anterior hasta que la cola este vac´ıa.
Los pixeles no marcados constituyen las l´ıneas divisorias, llamadas watersheds.
Para limitar el nu´mero de regiones a 2, se escogen los marcadores del paso 1
como inliers y outlier, extra´ıdos de la definicio´n de cercan´ıa o no, al plano de la
carretera, ec. (4.4) y (4.6).
Una vez se han marcado todos los puntos sobre la imagen que cumplen el criterio
de bu´squeda, se realiza la transformacio´n de perspectiva inversa a vista de pa´jaro
de la FSM segmentada sobre la imagen en perspectiva real. Como consecuencia de
que para algunas escenas las segmentacio´n deja fuera de la FSM las l´ıneas de la
carretera, es necesario aplicar operaciones morfolo´gicas de cerramiento hasta conse-
guir un a´rea uniforme que cubra la zona de intere´s, de ello depende la aceleracio´n de
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Figura 4.13: Comparacio´n: FSM resultantes.
procesos posteriores como la bu´squeda de l´ıneas. En la fig. 4.13, se puede observar
las ma´scaras de espacio libre resultantes de cada me´todo.
Por u´ltimo, con el objeto de medir el efecto que produce la aplicacio´n de la
ma´scara de espacio libre, obtenida por los tres me´todos enunciados anteriormente,
en la deteccio´n de marcas viales, se repite el experimento de medicio´n cuantitativa
de marcas viales para el me´todo Seg. Canny-grad. presentado en la sec. 4.1.1. Los
resultados, representados en los ı´ndices de sensibilidad y precisio´n para la secuencia
de referencia de marcas viales 2 fig. 4.5b, se muestran en las fig. 4.14 y 4.15.
Los resultados anteriores, indican que el me´todo de deteccio´n de marcas viales
propuesto con fase 1 por detector Canny, junto con la aplicacio´n de la ma´scara de
espacio libre denominada Me´todo geome´trico, aplicada sobre la secuencia de referen-
cia para marcas viales 2 fig. 4.5b, produjo la mejor relacio´n Sensibilidad+Precisio´n
promedio, 67 %. Se observa una leve disminucio´n en el ı´ndice de sensibilidad de 8 %,
fig. 4.14, en relacio´n al obtenido sin ma´scara de espacio libre fig. 4.8, al tiempo que
ocurre un incremento en el ı´ndice de Precisio´n de 6 %, fig. 4.15, en relacio´n tambie´n
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(a) Sin ma´scara de espacio libre. (b) Con ma´scara de espacio li-
bre.
Figura 4.16: Deteccio´n de l´ıneas de la carretera, basada en la transformada de Hough.
Donde, ssdisc, es la longitud del espacio entre segmentos en una l´ınea discontinua.
sbinc, es la longitud del segmento blanco de una l´ınea de incorporacio´n. Zcbv, es la
altura de la ca´mara virtual desde donde es observada la vista de pa´jaro, fx es la
distancia focal de la ca´mara. Todos los para´metros son tomados en metros.
Las l´ıneas resultantes de la aplicacio´n de la transformada de Hough, se defi-
nira´n en adelante por sus puntos extremos, como una dupla (lini.p1, lini.p2), o´ por
sus para´metros caracter´ısticos: pendiente m, e intercepto b, tambie´n como una du-
pla (lini.m, lini.b). As´ı, el conjunto total de l´ıneas se define como Lin = {lini =
(lini.p1, lini.p2) : i ∈ ; 1 ≤ i ≤ n}
Ahora bien, el conjunto de l´ıneas detectadas, por s´ı solo, no proporciona in-
formacio´n suficiente para interpretar adecuadamente la carretera, por lo tanto, es
necesario ascender en la identificacio´n de elementos con mayor jerarqu´ıa conceptual,
tal es el caso de los carriles, y finalmente, conjuntos consecutivos de ellos, denomi-
nados carreteras.
La bu´squeda de objetos tipo ‘carril’, lanj, se realiza filtrando pares de l´ıneas,
(link, linl) : link ∈ Lin, y linl ∈ Lin, paralelas entre si, y separadas una distancia
igual a la longitud transversal de carril esta´ndar rlw, segu´n la norma IC 8.2 [24]. Las
restricciones que deben cumplir los elementos constitutivos de los nuevos carriles, se
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(a) R. (b) RφC . (c) Rperc
Figura 4.24: (a) Carriles detectados segu´n la ec. (4.8). (b) Carriles detectados en la
direccio´n pro´xima a φC . (c) Resultado de la bu´squeda de carriles adyacentes y no
solapados en direccio´n φC . En verde se representa el carril inicial de la bu´squeda
lani∗ , en azul y rojo, aparecen los carriles obtenidos de la bu´squeda en direcciones
opuestas partiendo del carril inicial, Rd1perc y Rd2perc.
carril de partida de la primera bu´squeda, para encontrar la subcadena en la direccio´n
complementaria, Rd2perc, si esta llegase a existir. El resultado final de la bu´squeda se
encuentra a trave´s de la unio´n de ambas subcadenas as´ı: Rperc = Rd1perc ∪Rd2perc.
4.4. Integracio´n Temporal
Finalmente, se lleva a cabo un filtrado temporal de los carriles, basado en la ac-
tualizacio´n de dos conjuntos de datos persistentes entre capturas sucesivas: Rmem =
{Li; i = 1, ..., nL}, que contiene los carriles Li que componen el modelo de la ca-
rretera, y Rcand = {Ci; i = 1, ..., nC}, compuesta por los carriles candidatos a
formar parte de dicho modelo de acuerdo a las detecciones extra´ıdas de las u´ltimas
capturas. La informacio´n obtenida a partir del procesamiento de la imagen actual
esta´ contenida en Rperc, y es la que se emplea para actualizar convenientemente las
dos estructuras anteriores, de acuerdo al Alg. 4.4.1.
La descripcio´n del algoritmo 4.4.1 se realiza a continuacio´n. En la primera ite-
racio´n del algoritmo todas las banderas son puestas a valor falso, adema´s Rmem
comienza con el contenido de Rperc, los carriles detectados de la primera captura.
En capturas sucesivas se realizan los siguientes pasos:
1. Se compara cada carril Li de Rmem, con todos los carriles Pj de Rperc, si
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hay coincidencia se actualiza Pj en Li a trave´s de una copia de contenido, y
adema´s, se registra en las banderas: Li.act que Li se actualizo´, y en Pj.mem,
que Pj modifico´ algu´n Li de Rmem. Ver Definicio´n D2 y D3.
2. Para cada carril Li de Rmem, despue´s de verificar el paso 1, en dependencia
de si Li ha sido actualizado o no, se procede a incrementar o a disminuir
su contador de vida en una unidad. Los valores posibles que puede tomar
el contador de vida de un carril en cualquier estructura de carretera estara´n
comprendidos entre 0 y countmax.
3. A continuacio´n se verifica que los contadores de vida de los carriles: inicial y
final de Rmem (vistos espacialmente como derecho e izquierdo), no este´n en
cero, de ser as´ı, se eliminan de la estructura.
4. Ahora se compara cada carril Pi de Rperc, con todos los carriles Cj de Rcand,
si hay coincidencia y Pi no hab´ıa actualizado antes a ningu´n carril de Rmem,
entonces se actualiza Pi en Cj a trave´s de una copia de contenido, y adema´s,
se registra en las banderas: Cj.act que Cj se actualizo´, y en Pi.cand, que Pi
modifico´ algu´n Cj de Rcand. Ver Definicio´n D2 y D3.
5. Para cada carril Pi de Rperc, despue´s de verificar el paso 4, si Pi no ha actua-
lizado ningu´n carril en Rmem ni tampoco en Rcand, entonces es insertado en
Rcand, fijando su correspondiente bandera Pnuevo.act a true, con lo cual se ga-
rantiza que su contador de vida se incremente en el siguiente paso y entonces,
tenga una oportunidad de sobrevivir.
6. Posteriormente, para cada carril Ci de Rcand, segu´n si Ci haya sido actualizado
o no, se procede a incrementar o a disminuir su contador de vida en una unidad.
7. si el contador de vida de Ci ha llegado al valor ma´ximo y es contiguo a Rmem
por izquierda o derecha, ver definicio´n D12, entonces se inserta Ci enRmem con
contador de vida igual al ma´ximo valor, para garantizar que sea persistente
por algunas capturas, si e´ste no llegase a ser detectado en capturas posteriores.
Si no se cumple la condicio´n, no se produce accio´n.
8. finalmente, si se verifica que el contador de vida del carril Ci no sea cero, de
ser as´ı, se elimina de la estructura Rcand.
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La s´ıntesis del algoritmo anterior se puede entender a trave´s de la evolucio´n del
estado de la carretera memorizadaRmem, y su interaccio´n con las dema´s estructuras,
Rcand y Rperc, segu´n como se observa en la fig. 4.25.
Figura 4.25: Relacio´n entre estructuras de carriles para generar integracio´n temporal.
Una vez comienza la integracio´n temporal, en el instante inicial, la estructura
Rmem recibe los carriles detectados en la carretera, almacenados en Rperc.
A partir del instante k = 1, los carriles detectados enRperc, Pi, pueden actualizar
carriles en Rmem o´ Rcand si existe correspondencia espacial con alguno de ellos, ver
definicio´n D3. En caso de no encontrarse correspondencia espacial, los carriles Pi
pueden ser insertados en Rcand, quedando en periodo de prueba. Cada vez que un
carril es actualizado por un carril Pj, la funcio´n de energ´ıa del carril actualizado,
Li.vida o´ Ci.vida, se incrementa, ver definicio´n D5. Si ningu´n carril Pj, actualiza los
carriles Li o´ Ci, sus funciones de energ´ıa disminuyen.
Los carriles en observacio´n, presentes en Rcand pueden ser insertados en Rmem
o´ eliminados de la estructura de carretera. La insercio´n ocurre si el valor de energ´ıa
Ci.vida ha alcanzado su valor ma´ximo y se comprueba que existe contigu¨idad con
el primero o u´ltimo carril de la estructura Rmem. Adicionalmente, un carril Ci es
eliminado de Rcand si su valor de energ´ıa Ci.vida ha disminuido hasta cero o si ha
alcanzado su valor ma´ximo y no pudo ser insertado en Rmem, ver definicio´n D10.
Finalmente, aquellos carriles que pertenecen a Rmem, que alcanzan un valor de
energ´ıa, Ci.vida igual a cero, son eliminados de la estructura si esta´n en la primera
o u´ltima posicio´n.
Este procedimiento permite incrementar la fiabilidad del algoritmo frente a oclu-
siones o ruido espu´reo generado por el movimiento de los otros veh´ıculos en el campo
























































































Cap´ıtulo 4. Modelado y Segmentacio´n de la Carretera 92
En la fig. 4.26 se muestra la evolucio´n temporal de la estructura de carretera
Rmem en funcio´n de los carriles detectados en la estructura de carretera Rperc. All´ı,
cada sub-figura corresponde a un tiempo discreto k donde es analizada la carretera
en una secuencia de 27 fotogramas. En cada cuadro se observan dos ima´genes, en la
parte superior aparece el estado de la estructura Rmem, mientras que en la imagen
inferior, aparece el estado de la estructura Rperc. Los carriles en color verde que
se observan en las ima´genes superiores, representan aquellos carriles que han sido
memorizados en el pasado y que en el tiempo presente, no han sido detectados. Los
carriles que se observan en color rojo, son aquellos que se encontraban memorizados
y que ademas, han sido actualizados por coincidir espacial mente con un carril de
la percepcio´n actual de la carretera Rperc. Los carriles que se muestran en color
azul sobre las ima´genes inferiores, permiten conocer el estado de la estructura de
carretera que ha sido detectada en el instante actual. Como se puede observar a lo
largo de la secuencia, en los primeros cuadros de (1) a (11), la cantidad de carriles
del modelo de carretera memorizados fueron 2, de ah´ı en adelante, se integraron
2 carriles adicionales, uno a la vez en los cuadros (12) y (13), completa´ndose el
nu´mero total de carriles reales de la carretera de 4 carriles. En cuadros posteriores,
el nu´mero de carriles permanece invariante, au´n cuando en la estructura de carretera
Rperc, se detecten menos carriles (15) o ma´s carriles (17), por efecto de oclusiones o
distorsiones de la imagen.
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(1) 2/2 (2) 2/1 (3) 2/1 (4) 2/3 (5) 2/4 (6) 2/4 (7) 2/4
(8) 2/4 (9) 2/5 (10) 2/4 (11) 2/4 (12) 3/4 (13) 4/4 (14) 4/4
(15) 4/3 (16) 4/2 (17) 4/5 (18) 4/3 (19) 4/2 (20) 4/2 (21) 4/2
(22) 4/2 (23) 4/2 (24) 4/3 (25) 4/1 (26) 4/4 (27) 4/4
Figura 4.26: Integracio´n temporal a lo largo de 27 detecciones consecutivas de ca-
rriles en una carretera interurbana de 4 carriles. La imagen superior de cada cuadro
muestra el contenido de Rmem en color verde, mientras que la imagen inferior, mues-
tra el contenido de Rperc en color azul. En color rojo se marca las actualizaciones de
carriles desde Rperc a Rmem
.
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4.5. Rendimiento del Algoritmo para Deteccio´n
de Carreteras
La comprobacio´n funcional del algoritmo propuesto para la deteccio´n de carre-
teras con y sin integracio´n temporal, se realiza sobre dos secuencias de ima´genes
tomadas desde la plataforma de pruebas IVVI 2.0 [66], denominadas secuencia 1
para deteccio´n de carriles, fig. 4.27 y secuencia 2 para deteccio´n de carriles, fig.
4.28. Adema´s se utilizan dos secuencias de referencia del repositorio para pruebas
de percepcio´n KITTI (Karlsruhe Institute of Technology and Toyota Technological
Institute at Chicago) [32], secuencia 3 para deteccio´n de carriles fig. 4.29 y secuencia
4 para deteccio´n de carriles fig. 4.30. Adicionalmente, se hace uso de la secuencia 1
para deteccio´n de marcas viales fig. 4.5a, usada en la seccio´n 4.1.2.
Figura 4.27: Secuencia 1 para la deteccio´n de carreteras, taman˜o 1000 ima´genes.
Figura 4.28: Secuencia 2 para la deteccio´n de carreteras, taman˜o 500 ima´genes.
La secuencia 1 es un tramo de carretera de 2 carriles que se convierte en una
carretera de 3 carriles, con poco tra´fico vehicular, lineas bien demarcadas e ilumina-
cio´n promedio, condiciones ideales para el algoritmo base de deteccio´n de carreteras.
La secuencia 2 por su parte, es una carretera de 4 carriles que se convierte en una
de 3 carriles, con flujo vehicular medio y una alta iluminacio´n solar, condiciones
exigentes para el algoritmo de deteccio´n de carreteras propuesto.
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Figura 4.29: Secuencia 3 para la deteccio´n de carreteras, Raw:Road:Drive 0015, to-
mada del KITTI [32], taman˜o 297 ima´genes.
Figura 4.30: Secuencia 4 para la deteccio´n de carreteras, Raw:Road:Drive 0027, to-
mada del KITTI [32], taman˜o 188 ima´genes.
La secuencia 3 es un carretera de 2 carriles, donde cada carril tiene un ancho
diferente, esto como consecuencia de la cercan´ıa del carril izquierdo con una linea
de tren, adema´s, la linea izquierda, en la mayor´ıa de ima´genes, no se observa por
estar cubierta de hierva. La secuencia 4 por otro lado, es una carretera de 2 carriles
interurbana, con vegetacio´n en ambos costados, con poco transito de veh´ıculos y
muchas sombras proyectadas en la acera.
A continuacio´n se enuncian los pasos necesarios para medir el rendimiento del
algoritmo de deteccio´n de carreteras propuesto, sobre cada secuencia:
Primero se extrae las l´ıneas de referencia de cada imagen utilizando un software
disen˜ado para tal f´ın, fig. 4.31, en donde se puede etiquetar cada l´ınea con
su posicio´n y clase correcta, comprobando visualmente el patro´n de l´ıneas
generado tanto en vista normal de la carretera como en vista de pa´jaro.
En segundo te´rmino, se divide cada secuencia en 10 grupos de igual taman˜o
N. Por cada sub-grupo se realiza un experimento donde se analiza cada ima-
gen usando el algoritmo propuesto en la sec. 4.3. Cada linea del conjunto de
l´ıneas detectadas linki ; k = 1, ..., N ∧ i = 1, ..., nP}, se compara con el grupo
de l´ıneas marcadas manualmente del paso anterior, que son tomadas como
referencia o´ ‘Ground True’, linRefkj ; k = 1, ..., N ∧ j = 1, ..., nGT}, la l´ınea
que cumple con los criterios de proximidad y alineacio´n descritos en la ec.
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Sec. Algoritmo
Media de Para´metros de Rendimiento ( %)
Precisio´n L´ıneas Mal Detectadas L´ıneas Detectadas
1
Sin I. T. 86.08 17.08 84.37
I. T. 85.93 12.20 93.78
Variacio´n -0.15 -4.88 9.41
2
Sin I. T. 88.20 2.64 72.89
I. T. 87.73 2.01 77.80
Variacio´n -0.47 -0.63 4.91
3
Sin I. T. 91.27 19.82 86.3
I. T. 90.46 16.77 90.37
Variacio´n -0.81 -3.1 4.07
4
Sin I. T. 94.00 1.25 98.33
I. T. 93.31 0.00 100.00
Variacio´n -0.69 -1.25 1.67
5
Sin I. T. 86.11 19.13 76.66
I. T. 80.54 18.67 76.3
Variacio´n -5.57 -0.46 -0.36
Cuadro 4.2: Resultados generales del me´todo propuesto para deteccio´n de carreteras
Sec. 4.3 sin I. T. (Integracio´n temporal) y con I.T Sec. 4.4.
Los valores porcentuales globales obtenidos como indices de calidad para el al-
goritmo de deteccio´n de carreteras se relacionan con las condiciones particulares de
cada secuencia. As´ı por ejemplo, los indices ma´s altos se obtienen sobre la secuencia
1 y 4, secuencias que exhiben lineas bien demarcadas, poco tra´fico y carriles sime´tri-
cos. Los indices ma´s bajos se obtienen para la secuencia 2, 3 y 5. En la secuencia 2
se presentan cambios de carril, flujo vehicular medio, y una alta iluminacio´n. En la
secuencia 3, se presenta carriles asime´tricos con lineas degradadas o desvanecidas,
mientras que en la secuencia 5, como ya se menciono´, existe un ingreso a tu´nel y
a rotonda al inicio y al final de la secuencia. Por otro lado, En la secuencia 1 se
aprecia la mayor variacio´n en el ı´ndice de deteccio´n de carriles, la menor variacio´n
en la precisio´n para deteccio´n de l´ıneas y en lineas mal detectadas, es decir, es la
secuencia donde el mo´dulo de integracio´n temporal mostro´ los mejores resultados,
consecuencia de la eliminacio´n de falsos positivos provenientes de la existencia de
una barandilla en el costado derecho del tramo de carretera y las condiciones ideales
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de la secuencia, bajo tra´fico, poco movimiento entre carriles, la gran longitud de la
secuencia y las condiciones de iluminacio´n estables.
Otras me´tricas para la medicio´n del rendimiento de algoritmos para deteccio´n
de carreteras se presentan en [30] y son usadas por el KITTI para la comparacio´n
estandarizada de algoritmos sobre secuencias de prueba. Algunas de las me´tricas
utilizadas son precision, recall, f-measure y accuaracy. Estas mediciones no son apli-
cables para el algoritmo propuesto por cuanto el ground truth proporcionado en
el repositorio de secuencias KITTI se orienta a la deteccio´n de la zona transitable
y no se proporciona informacio´n sobre los carriles demarcados por lineas, objetivo
distinto al reconocimiento de carriles y carreteras basado en la norma para lineas
viales de cada pa´ıs.
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Cap´ıtulo 5
Aprendizaje de Ma´quina para
Clasificacio´n de Carriles
El aprendizaje de ma´quina o´ ML, Machine Learning por sus siglas en ingle´s, es
una poderosa herramienta para el reconocimiento o´ clasificacio´n de patrones. En pa-
labras de Bishop [9], “El campo de reconocimiento de patrones se refiere al descubri-
miento automa´tico de regularidades en la informacio´n a trave´s del uso de programas
informa´ticos, y con ellas, se toma acciones tales como clasificar la informacio´n en
diferentes categor´ıas.” Esta herramienta es especialmente u´til en aplicaciones donde
los elementos de las categor´ıas tratadas tienen una descripcio´n compleja o´ donde
el taman˜o de las categor´ıas es intratable con recursos computacionales limitados.
La visio´n por computador es un claro ejemplo de este tipo de problemas, la in-
formacio´n procesada en este contexto es compleja y su representacio´n, matrices de
pixeles multidimensionales, pueden ser de taman˜os del orden de millones de datos
independientes. Adema´s, las posibles instancias que una categor´ıa puede abarcar,
por ejemplo: peatones, automo´viles, tipos de calzadas, son incalculables en taman˜o,
por cuanto el nu´mero de elementos en los conjuntos no es cuantificable a priori y
aumenta con el tiempo.
Existen muchas aplicaciones en la literatura que resuelven problema´ticas rela-
cionadas con ADAS usando aprendizaje de ma´quina. Por ejemplo, la deteccio´n de
intencio´n de cambio de carril, en [55] se aborda el problema usando informacio´n de
velocidad y direccio´n del veh´ıculo, aplicando un clasificador tipo ma´quina de soporte
vectorial, SVM, multiclase como etapa intermedia hacia un clasificador tipo Bayes,
que garantiza mı´nima deteccio´n de falsos positivos. Otras aplicaciones como detec-
cio´n y clasificacio´n de sen˜ales de tra´fico [99] y deteccio´n de concentraciones de agua
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entrenamiento, se puede abordar el problema de clasificacio´n a trave´s de un enfoque
tipo Deep Learning [34], donde la primera etapa, descripcio´n de caracter´ısticas, es
una tarea que se aprende automa´ticamente del conjunto de entrenamiento.
(a) (b) (c) (d)
Figura 5.2: Metodolog´ıa para la implementacio´n de un clasificador por aprendizaje de
ma´quina: (a) Descripcio´n caracter´ıstica. (b) Mapeado en espacio de caracter´ısticas.
(c) Seleccio´n del clasificador. (d) Ajuste para´metros del clasificador.
La primera etapa de la metodolog´ıa consiste en describir los objetos que se clasi-
ficara´n en distintas categor´ıas, esta descripcio´n asocia, un vector de caracter´ısticas
denominado descriptor, a cada posible elemento a clasificar. El significado que se da
a cada elemento del vector de caracter´ısticas, depende del problema en particular,
as´ı por ejemplo, una descripcio´n para la representacio´n de los seres humanos, podr´ıa
ser su co´digo gene´tico, ya que es u´nico para cada individuo y se puede representar
nume´ricamente.
La segunda fase se refiere a la representacio´n de los objetos en el espacio de
caracter´ısticas. Un aspecto importante en la definicio´n de los co´digos que definen a
los objetos en el contexto del aprendizaje de ma´quina, es la necesidad de encontrar el
espacio donde la representacio´n de los objetos exhiba ma´xima dispersio´n a lo largo de
los ejes directores del espacio. Para ello, existen transformaciones como el ana´lisis de
componente principal, PCA: Principal Component Analisys, por sus siglas en ingle´s,
o´ el discriminante de Fisher, ambas herramientas matema´ticas convierten el vector
de caracter´ısticas original en uno de menor taman˜o y con ma´xima dispersio´n en la
representacio´n de los objetos.
Una definicio´n formal de PCA, se encuentra en [45], “La idea central del ana´lisis
de componente principal (PCA) es reducir la dimensionalidad del conjunto de datos
conformado por un considerable nu´mero de variables interrelacionadas, conservando
tanto como sea posible la variacio´n presente en el conjunto de datos. Esta repre-
sentacio´n se logra transformando los datos a un nuevo conjunto de variables, las
componentes principales, las cuales no esta´n correlacionadas, y las cuales se orde-
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nan de tal forma para que las primeras conserven la mayor variacio´n presente en
todas las variables originales.”
Posteriormente, en la etapa tres de la metodolog´ıa, es necesario seleccionar una
estrategia de clasificacio´n adecuada y ajustada a los datos disponibles, esto es: si se
cuenta con conjuntos de entrenamiento entrada-salida, es posible implementar un
clasificador supervisado, de lo contrario, uno no supervisado; si se requiere clasificar
en ma´s de tres categor´ıas, existe la posibilidad de implementar una estrategia multi-
clase tal como, redes neuronales o´ ma´quinas de soporte vectorial, SVM: Support
Vector Machine, por sus siglas en ingle´s. Adicional mente dentro de la variedad de
posibles algoritmos clasificadores se pueden encontrar dos grupos generales diferen-
ciados en cuanto a su aparicio´n histo´rica en el estado de la te´cnica, se trata de los
clasificadores cla´sicos versus los algoritmos de clasificacio´n modernos. Los principa-
les representantes del primer grupo son los clasificadores Bayesianos y el clasificador
KNN o´ k-Nearest Neighbors algorithm, por sus siglas en ingle´s, mientras que ejem-
plos representativos de clasificadores modernos son las estrategias multiclase antes
mencionadas.
Una vez se ha elegido un clasificador adecuado, es necesario realizar su entre-
namiento para poder agrupar objetos dentro de un conjunto de categor´ıas preesta-
blecidas. El uso de un clasificador, por tanto, consta de dos fases: entrenamiento y
prediccio´n. Para la primera fase, si se trata de un clasificador supervisado, se requie-
re de un conjunto de entrenamiento de pares objeto-categor´ıa, la estructura interna
del clasificador es ajustada progresivamente con cada elemento del conjunto de en-
trenamiento, se trata de minimizar el error existente entre la categor´ıa generada
por el clasificador para el objeto en entrenamiento, y la categor´ıa real, asociada a
dicho objeto. El funcionamiento por etapas, del clasificador seleccionado, se obser-
va en la fig. 5.3. La fase de prediccio´n, permite utilizar el conocimiento acumulado
en el clasificador, para generalizar una respuesta, es decir, una categor´ıa coherente
con la naturaleza de los objetos que se introduzcan como entrada y que no hayan
sido entrenados previamente. Para el caso de clasificar seres humanos segu´n su na-
cionalidad, se trata de presentar un nuevo individuo, el cual sera´ clasificado segu´n
la representacio´n interna que el clasificador, en el proceso de entrenamiento, haya
construido.
Finalmente, en la u´ltima fase de la metodolog´ıa, de acuerdo al tipo de clasificador
escogido, se realiza el ajuste de los para´metros que configuran su funcionamiento,
as´ı, si se trata de una red neuronal, se debe seleccionar la mı´nima cantidad de capas
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(a) Fase de entrenamiento. (b) Fase de prediccio´n.
Figura 5.3: Funcionamiento del clasificador.
y de neuronas por capa, que resuelvan el problema con un indice de rendimiento
superior a un umbral de calidad escogido. Para el caso de un SVM, el para´metro de
regularizacio´n que previene el sobre-ajuste al conjunto de entrenamiento y que limita
la capacidad de generalizacio´n del clasificador, debe ser ajustado minuciosamente,
as´ı como la definicio´n de un kernel o´ nu´cleo adecuado.
5.2. Generacio´n ma´scara de marcas viales
Una de las etapas centrales sobre la cual se construye la mayor´ıa de los sistemas
avanzados de asistencia a la conduccio´n, es la generacio´n de la ma´scara de marcas
viales. El reconocimiento de las marcas viales aporta toda la informacio´n esencial
sobre el contexto de la carretera, por ejemplo: las l´ıneas separadoras de carril, los
avisos de parada, las indicaciones de giro, los limites de velocidad, entre otros. Es
por ello que la aplicacio´n de te´cnicas sistema´ticas y robustas como el aprendizaje de
ma´quina en la segmentacio´n de marcas viales, permite abordar escenarios diversos en
textura de asfalto, configuraciones de sombra, iluminacio´n y visibilidad, por cuanto
los conjuntos de entrenamiento se pueden extender incorporando nuevas condiciones
de forma ilimitada.
Un aspecto importante que no ha sido abordado en muchos trabajos de reco-
nocimiento de carreteras, usando visio´n por computador, es la deteccio´n de marcas
viales cuando las l´ıneas pintadas en la calzada no se encuentran bien definidas, y por
tanto, se observan degradadas e imperceptibles a inspeccio´n manual, confundie´ndose
con la textura del asfalto. Los experimentos que se presentan en la presente seccio´n,
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abordan tanto carreteras con l´ıneas bien definidas, secuencia de referencia 1, fig.
4.5(a), as´ı como, carreteras con l´ıneas degradadas, secuencia de referencia 2, fig.
5.12.
5.2.1. Descriptor de marcas viales
Para la descripcio´n de marcas viales, las ima´genes capturadas se analizan por
bloques de taman˜o NxM. Cada bloque en su forma base, escala de grises, es tratado
como un vector de NxM elementos ordenado de forma lexicogra´fica, todas las filas
ordenadas, una a continuacio´n de otra, en un u´nico vector fila.
Con el a´nimo de comparar y buscar la ma´xima eficiencia computacional, se utili-
zara´ dos descriptores distintos: ROI, (Region Of Interest) por sus siglas en ingle´s, en
escala de grises, e histograma orientado de gradiente asociado, es decir, la respectiva
representacio´n HOG[21] del bloque. Ver fig. 5.4.
Figura 5.4: Descriptor de marcas viales. ROIs en escala de grises y su correspondiente
representacion HOG.
5.2.2. Mapeado en espacio de caracter´ısticas
Para el ana´lisis de separabilidad entre categor´ıas, en este caso, marca y no marca
vial, se utiliza la secuencia de referencia 1 para marcas viales mostrada en la fig. 4.5.
La representacio´n de los descriptores correspondientes al conjunto de entrena-
miento extra´ıdo de la secuencia de referencia 1, se muestra visualmente utilizando
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Figura 5.5: Experimento de comparacio´n entre las representaciones del conjunto de
entrenamiento para distintos filtros aplicados a la imagen de entrada y para los
descriptores propuestos: ROI escala de grises y HOG con diferentes resoluciones, 18,
36 y 72 a´ngulos.
SVM en la secuencia de referencia 1. fig. 4.5. Para ello, se realiza el entrenamiento de
las tres estructuras correspondientes a los clasificadores: KNN, Bayes y SVM, con el
conjunto de entrenamiento extra´ıdo de la secuencia 1 para marcas viales. Luego, se
obtienen las ma´scaras de marcas viales aplicando cada clasificador sobre cada una
de las ima´genes de la secuencia, posteriormente, se comparan con su correspondiente
“Ground Truth” a trave´s de los indices: sensibilidad, ec. (4.2), y precisio´n, ec. (4.3).
Finalmente, los resultados se muestran en las fig. 5.6 y 5.7.
Los anteriores resultados muestran como la segmentacio´n de marcas viales basada
en ma´quinas de soporte vectorial, SVM, exhibe el mayor indice de sensibilidad con
un 83 %, mientras que para el indice de precisio´n, su rendimiento es intermedio con
respecto a los dema´s clasificadores cla´sicos, con un valor medio de 36 %.
5.2.3.1. Sintonizacio´n de para´metros para clasificacio´n de marcas viales
El algoritmo escogido es la estrategia SVM, dada su estructura y rendimiento
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Solo en la ma´scara mostrada en la fig. 5.11 cuadro (e), correspondiente al me´todo
basado en aprendizaje de ma´quina, se puede apreciar dos aspectos destacables del
conjunto: el primero, relacionado con el alto indice de sensibilidad, es la buena
definicio´n de las marcas viales coincidentes con el ground truth, el segundo aspecto
es el desvanecimiento de las l´ıneas diagonales cercanas al l´ımite izquierdo de la
calzada, enmarcadas en las elipses de color rojo de cada sub-imagen, las cuales
no fueron identificadas como marca vial va´lida en los ejemplos de entrenamiento.
Esta diferencia muestra co´mo un clasificador tipo SVM permite filtrar de manera
selectiva, patrones que cumplen no solo con la descripcio´n de marca vial a nivel de
gradiente y dimensio´n, sino tambie´n en relacio´n con su contexto.
5.2.3.3. SVM para Clasificacio´n de marcas viales degradadas
Por otro lado, una de las ventajas que se observo´ en el uso del algoritmo SVM
para deteccio´n de marcas viales, fue su flexibilidad para reconocer patrones de l´ınea
en ima´genes donde la demarcacio´n de la calzada es difusa o esta´ degrada por el paso
del tiempo. Esta conclusio´n es el resultado de un experimento realizado sobre una
secuencia de referencia 2 con marcas viales degradadas formada por 75 ima´genes,
fig 5.12, donde dif´ıcilmente un observador humano consigue reconocer l´ıneas sobre
la calzada.
Figura 5.12: Secuencia de referencia 2 con l´ıneas degradadas o´ poco visibles para la
deteccio´n de marcas viales.
De la secuencia 2 de referencia se extrajo un conjunto de entrenamiento de 1000
muestras, 5000 tipo “marca vial degradada” y 5000 tipo “no marca vial”, para repetir
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Finalmente, el detalle de la imagen de referencia con l´ıneas degradadas utilizada
para el ana´lisis cualitativo se puede observar en la fig. 5.16, junto con su respectiva
representacio´n en perspectiva vista de pa´jaro, la segmentacio´n manual ground truth
de las l´ıneas viales, as´ı como la segmentacio´n SVM.
(a)
(b) (c) (d)
Figura 5.16: Segmentacio´n SVM sobre imagen de referencia para marcas viales de-
gradadas. (a) Vista original. (b) Vista de pa´jaro. (c) Ma´scara marcas viales ground
truth. (d) Ma´scara de marcas viales SVM.
De las fig. 5.15 y 5.16, es claro co´mo el clasificador SVM es el u´nico capaz de
detectar las casi imperceptibles marcas viales que se confunden con la textura del
asfalto.
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Sec. Algoritmo
Media de Para´metros de Rendimiento ( %)
Precisio´n L´ıneas Mal Detectadas L´ıneas Detectadas
5 GRAD
Sin I. T. 86.11 19.13 76.66
I. T. 80.54 18.67 76.3
Variacio´n -5.57 -0.46 -0.36
5 SVM
Sin I. T. 83.36 15.93 77.4
I. T. 80.4 29.1 82.96
Variacio´n -2.96 13.17 5.56
Cuadro 5.1: Resultados generales del me´todo propuesto para deteccio´n de carreteras
Sec. 4.3 sin I. T. (Integracio´n temporal) y con I.T Sec. 4.4. Comparando el efecto
de usar para la deteccio´n de marcas viales el algoritmo basado en gradiente versus
el algoritmo basado en clasificacio´n SVM
Como se observa en el cuadro 5.1, la precisio´n de las l´ıneas detectadas disminuye
con integracio´n temporal en ambos algoritmos, con deteccio´n de marcas viales en el
espacio del gradiente en un 5,6 % y usando el me´todo SVM en un 3 %. En cuanto
al porcentaje de lineas detectadas correctamente, e´ste disminuye en un 0,4 % con
el me´todo Gradiente y aumenta en un 5,6 % con SVM, variaciones que parten de
alrededor de 77 %. Finalmente, la cantidad de lineas mal detectadas no mejora con
el uso del algoritmo de marcas viales SVM. Usando I.T. en el me´todo Gradiente
se tiene un porcentaje de 18,77 % mientras que con SVM es de 29,1 %, comporta-
miento que se explica dada la corta longitud de la secuencia, 100 ima´genes, 10 por
cada experimento, contra la ventana de vida de los carriles en las estructuras que
memorizan la topolog´ıa de la carretera, 12 capturas de imagen para el caso del ex-
perimento en mencio´n. Lo que significa que un error capturado en la estructura de
carretera tardara´ en corregirse mas alla´ de cada experimento.
En general, el efecto de utilizar deteccio´n de marcas viales a trave´s de clasifica-
cio´n SVM mejora el rendimiento del algoritmo general para deteccio´n de carreteras
presentado en el cap´ıtulo 4, ya que los resultados obtenidos sobre la secuencia de
la fig. 4.5 (a), muestran que la precisio´n de las lineas se mantuvo aproximadamente
constante, la deteccio´n de lineas aumento, aunque la deteccio´n de lineas erro´neas
aumento tambie´n, efecto que puede ser atenuado en secuencias ma´s grandes, dando
tiempo al algoritmo de integracio´n temporal para eliminar errores, falsos carriles
debidos a distorsiones en la imagen.
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L. Contn. L. Disctn. L. Incorp. L. Descd.
L. Contn. 353 47 10 18
L. Discntn. 8 346 2 21
L. Incorp. 6 3 20 0
L. Descd. 11 13 2 120
Cuadro 5.2: Matriz de confusio´n del entrenamiento SVM para clasificacio´n de l´ıneas
de carretera para valores o´ptimos de ajuste.
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Cap´ıtulo 6
Conclusiones y Trabajo Futuro
6.1. Reconstruccio´n Tridimensional de la Carre-
tera
El me´todo de auto-calibracio´n propuesto para la extraccio´n de para´metros extr´ınse-
cos presentado en la seccio´n 3.2, mostro´ resultados satisfactorios, con precisio´n de
de´cimas de grado para los a´ngulos y mile´simas de metro, para la altura.
El algoritmo que presenta una mejor relacio´n precisio´n versus tiempo es el esti-
mador RANSAC con muestreo uniforme, tal y como se concluye de los experimentos
ilustrados por las fig. 3.8, 3.9 y 3.11.
Se observo´ un error sistema´tico en la comparacio´n realizada con la secuencia
tomada del KITTI (Karlsruhe Institute of Technology and Toyota Technological
Institute at Chicago) de 0.29 grados para el a´ngulo de cabeceo, 1.83 grados para el
a´ngulo de alabeo y 14.7mm para la altura de la ca´mara, sin embargo, el comporta-
miento de las sen˜ales medidas y de referencia esta fuertemente correlado, tal y como
se observa en la fig.3.12, en la fig.3.13 y en la fig.3.15.
Por u´ltimo, el efecto de filtrar los para´metros extr´ınsecos por los dos me´todos
mostrados en la sec. 3.2.3.3, se puede apreciar a trave´s del indice DTR0, definido
en la ec. 3.36, cuyos valores se reu´nen en la tabla 6.1. Los datos muestran co´mo
la alternativa del filtro de Kalman, en presencia de ruido de media cero, arroja
los mejores resultados, logrando aumentar la precisio´n para la altura a 5.6 mm,
para el a´ngulo de cabeceo a 0.06 grados y para el a´ngulo de alabeo a 0.1 grados.
Adicionalmente, su implementacio´n es adecuada para una aplicacio´n tipo ADAS,
dado que es un algoritmo recursivo.
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Sin filtro 0.10617 0.13085 0.013781
FIR 0.070039 0.139 0.0063664
Kalman 0.06563 0.10861 0.0056782
Cuadro 6.1: Desviacio´n t´ıpica respecto a referencia, eliminando el error sistema´tico
de medida, de los para´metros extr´ınsecos medidos en la secuencia de referencia,
Raw:Road:20112609 0015, tomada del KITTI.
6.2. Modelado y Deteccio´n de la Carretera
El capitulo 4 desarrolla un me´todo novedoso para deteccio´n de carreteras, apor-
tando ideas originales como la deteccio´n del a´ngulo de la carretera por agrupamiento
y la integracio´n en el tiempo de carriles detectados a trave´s de la interaccio´n de es-
tructuras de carretera, ver fig 4.25.
Uno de los pasos fundamentales en el algoritmo para deteccio´n de carreteras
es el cambio de perspectiva a vista superior o vista de pa´jaro. El ape´ndice A.2
presenta la descripcio´n del cambio de perspectiva como una homograf´ıa aplicada a
una imagen de partida, construida por el producto de transformaciones homoge´neas
que describen movimientos de ca´mara en el espacio, y matrices de proyeccio´n que
reflejan la naturaleza de la conversio´n espacio a sensor de imagen, utilizando los
para´metros extr´ınsecos de la ca´mara, calculados en tiempo real en el capitulo 3, con
un nivel de precisio´n aceptable, suficiente para mantener aproximadamente estable
el paralelismo de las l´ıneas en vista de pa´jaro.
El procedimiento para deteccio´n de carreteras fue probado progresivamente para
todos los pasos del flujo de proceso correspondientes a los bloques de la fig. 4.1.
La medida de rendimiento de cada mo´dulo es el resultado de recabar una base de
informacio´n de referencia y a trave´s de la comparacio´n con los resultados de varios
me´todos, se clasifica las alternativas solucio´n bajo criterios de calidad como: ec.
(4.2), ec. (4.3) para el caso del ca´lculo de la ma´scara de marcas viales y la ma´scara
de espacio libre o ec. (4.13) para el caso de la deteccio´n de l´ıneas.
Se muestra a la largo del cap´ıtulo 4, la aplicacio´n de restricciones basadas en
el esta´ndar IC 8.2, en cada una de las etapas para deteccio´n de carreteras a partir
de sus componentes fundamentales: marcas, ec. (4.1), ancho de marca vial; l´ıneas,
ec. (4.8), mı´nima longitud de l´ınea y ma´xima longitud de espacio separador entre
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l´ıneas; y carriles, ec. (4.8), ancho de carril.
Como muestra el comportamiento de las gra´ficas que aparecen en la fig. 4.32 a
4.36, y que se sintetiza en el cuadro 4.2, se observa un incremento en el nu´mero
de detecciones, en promedio de 9,41 %, 4,91 %, 4,07 %, 1,67 % y −0,36 % respecti-
vamente, al utilizar integracio´n temporal, as´ı como una reduccio´n en promedio de
4,88 %, 0,63 %, 3,1 %, 1,25 % y 0,46 % en el nu´mero de falsas detecciones a lo largo
de todos los experimentos, mientras que la precisio´n de las mediciones se mantuvo
invariante con excepcio´n de los resultados de la secuencia 5, donde la integracio´n
temporal decremento levemente la precisio´n de las detecciones de linea. Con lo cual
se puede concluir que la integracio´n temporal proporciona robustez al algoritmo.
As´ı mismo, se observa una relacio´n directa entre la complejidad del entorno, ilumi-
nacio´n, tra´fico y movimiento entre carriles, con los indices de calidad que muestran
el comportamiento del algoritmo de deteccio´n de carreteras.
6.3. Aprendizaje de ma´quina en Clasificacio´n de
Carriles
La utilizacio´n de la metodolog´ıa propuesta para la aplicacio´n del aprendizaje de
ma´quina en el contexto de los Sistemas Avanzados de Asistencia a la Conduccio´n,
ADAS, por sus siglas en ingle´s, para detectar marcas viales y clasificar tipos de l´ınea
separadora de carril arrojo resultados exitosos.
La segmentacio´n de marcas viales a trave´s de un clasificador SVM en diferentes
escenarios: secuencia de referencia 1 y 2, con l´ıneas bien definidas y l´ıneas degradadas
respectivamente, permitieron comprobar la robustez del me´todo, por cuanto los dos
conjuntos de entrenamiento pueden ser integrados en un solo conjunto unificado,
logrando ampliar el grado de generalizacio´n del clasificador.
Un factor a destacar, necesario para obtener resultados cualitativos como los de
la fig. 5.11, cuadro f, es la normalizacio´n unitaria de los vectores descriptores de
marca vial. Este ajuste permite que la variacio´n local de iluminacio´n en la imagen,
no afecte la representacio´n de las marcas al interior del clasificador y por tanto se
pueda realizar una acertada generalizacio´n. Para el caso de l´ıneas degradadas, este
procedimiento es la diferencia entre los resultado mostrados por otros me´todos y los
buenos resultados generados con SVM, tal y como se observa en la fig. 5.15.
Por otro lado, en la segmentacio´n de marcas viales, si bien el indice de sensibi-
lidad o la razo´n de verdaderos positivos sobre el total de detecciones positivas, fue
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alta, para los experimentos realizados a lo largo de las secuencias de referencia 1
y 2, con valores de 91 %, en el caso de l´ıneas bien definidas (13 % por encima del
siguiente mejor me´todo) y 70 % en el caso de l´ıneas degradadas (44 % por encima
del siguiente mejor me´todo), la precisio´n genero´ valores moderados, de 31 % y 33 %
respectivamente. La razo´n es consecuencia de la definicio´n de las ma´scaras “Ground
Truth”de cada secuencia, all´ı, solo se contemplan las l´ıneas separadoras de carril,
excluyendo cualquier otra l´ınea, con lo cual, reconocimientos relacionados con la no
correspondencia del mundo plano en la perspectiva vista de pa´jaro de las ima´genes,
ocasionan falsos positivos que se equipara´n en cantidad con el nu´mero de p´ıxeles de
marcas viales reales. Sin embargo, los resultados en el ı´ndice de precisio´n en relacio´n
con los me´todos de segmentacio´n basados en gradiente de la sec. 4.1.2, estuvieron en
valores promedio a 10 % y 3 % por debajo del me´todo mas preciso, respectivamente
para los escenarios con l´ıneas bien definidas y l´ıneas degradadas.
La estrategia por aprendizaje de ma´quina SVM para deteccio´n de marcas viales
de la sec. 5.2.4 fue utilizada en el algoritmo general para deteccio´n de carreteras
presentado en el cap´ıtulo 4 con resultados satisfactorios. Usando el protocolo de
prueba de la sec. 4.5 sobre la secuencia de referencia 5 fig. 4.5 (a), se mostro´ como
la alternativa SVM mejora la deteccio´n de lineas a un 83 %, en relacio´n al 77 %
obtenido con me´todos para deteccio´n de marcas viales basados en gradiente.
La clasificacio´n de l´ıneas separadoras de carril es una tarea que solo se trato´ con
la estrategia SVM en la sec. 5.3, la medida de e´xito de esta tarea se mide a trave´s
del indice de exactitud utilizado en el experimento de sintonizacio´n parame´trica
de la fig. 5.23. En este caso, se logro´ un indice de reconocimiento del 85.6 %. La
discriminacio´n del comportamiento del mejor clasificador alcanzado para valores
o´ptimos de gama=0.1 y C=1e4, se muestra en la tabla 5.2.
6.4. Trabajo Futuro
Uno de los aspectos cruciales en la segmentacio´n de carreteras demarcadas por
lineas viales es la correcta transformacio´n de perspectiva a vista superior, para ello es
esencial que la calibracio´n de para´metros extr´ınsecos sea lo suficientemente precisa.
La lectura directa de extr´ınsecos a trave´s de una Unidad Inercial IMU (Inertial
Measurement Unit) incrementa el coste de la aplicacio´n, adema´s que se debe integrar
las dos fuentes de informacio´n, extr´ınsecos calculados por visio´n con las lecturas del
sensor a trave´s de una estrategia de fusio´n [26] para mejorar la relacio´n sen˜al a
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ruido y la precisio´n final de la medicio´n. Por lo tanto, queda abierto el camino para
buscar estrategias que minimicen el impacto del ruido en las mediciones inferidas
a trave´s de reconstruccio´n 3D de la carretera. En el desarrollo del presente trabajo
una de las posibilidades que fue vislumbrada es el uso de te´cnicas de control para
ajustar la calibracio´n en cada imagen capturada, es decir, los para´metros extr´ınsecos
son sen˜ales de actuacio´n que pueden modificar la perspectiva de pa´jaro del mundo
plano observado desde una ca´mara virtual, en donde las ima´genes deben exhibir
caracter´ısticas conocidas, de las cuales se puede inferir taman˜o de los objetos y
paralelismos, mediciones que pueden ser observadas para controlar la variables de
ajuste o actuacio´n hasta lograr llevar las sen˜ales observadas a los valores deseados,
en otras palabras, fijar una referencia o set point en un bucle realimentado. Este
tipo de sistemas de control se enmarca dentro del contexto del control avanzado,
por cuanto se debe modelar y tratar el ruido de los para´metros extr´ınsecos dentro
de las estrategias de control.
Otro aspecto por desarrollar es el incremento en la robustez de la segmentacio´n
de carriles basados en segmentacio´n de l´ıneas viales. Para ello es necesario la imple-
mentacio´n de un nivel ma´s alto de comprensio´n de la carretera que haga uso de la
deteccio´n y segmentacio´n de objetos sobre el plano tierra de la escena, especialmente
los elementos relacionados con la carretera, tales como barandillas, barreras, aceras
y arcenes. En esta capa se debera´ estimar la forma de la carretera, cambio en el
nu´mero de carriles, carriles de incorporacio´n, tu´neles y rotondas. El conocimiento
de si se esta´ realizando la incorporacio´n a una rotonda es necesario para ajustar los
para´metros de bu´squeda de carriles, dado que el ancho de carril cambia pasando
de 3.5m en promedio a 4.5m, dada la baja velocidad que supone el tra´nsito en una
rotonda. Una vez, la robustez en la deteccio´n de carriles es alcanzada en cualquier
escenario de carretera, el siguiente paso es la planificacio´n de trayectorias en una
jerarqu´ıa de ana´lisis de informacio´n de au´n ma´s alto nivel, utilizando distintos mo´du-
los ADAS como: deteccio´n y seguimiento de objetos sobre la carretera, deteccio´n y
seguimiento de carriles, identificacio´n de sen˜ales de trafico, identificacio´n del punto
de atencio´n en la carretera por parte del conductor, entre otros.
Por otro lado, un enfoque que ha cobrado cada vez ma´s relevancia en la visio´n
por computador es el aprendizaje de ma´quina utilizando redes neuronales convolu-
cionales, con ellas se podra´ lograr que la segmentacio´n de marcas viales sea posible
en cualquier tipo de escenario: l´ıneas bien definidas, l´ıneas degradadas, d´ıa, noche,
etc, gracias a su capacidad para inferir el conjunto de caracter´ısticas adecuado sin
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intervencio´n de un experto, de la base de ima´genes anotadas de la que se disponga.
Adema´s de adquirir la estructura parame´trica adecuada para realizar el reconoci-
miento con la precisio´n suficiente. En la actualidad se ha aplicado el Aprendizaje de
ma´quina profundo o “Deep Learning” en otras a´reas como reconocimiento de obje-
tos, texto y voz, pero en el contexto de las marcas viales hay un largo camino por
recorrer. As´ı mismo, otra ventaja de este enfoque de aprendizaje de ma´quina es la
posibilidad de usar fuentes distintas de informacio´n, es decir, la posibilidad de hacer
fusio´n sensorial, la descripcio´n de las escenas que se requieren comprender a partir
de un descriptor compuesto por cadenas de datos de fuentes diferentes, ca´maras,
la´ser, IMU y GPS entre otros.
Finalmente, una tarea que queda abierta a trabajos posteriores es la integracio´n
del algoritmo basado en deteccio´n de carreteras a trave´s de arreglos de carriles
acoplados con tiempos de vida finitos, y el seguimiento de carriles individualmente
a trave´s de estrategias computacionales bio-inspiradas como enjambres [8].
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Ape´ndice A
Cambio de Perspectiva a Vista de
Pa´jaro
A.1. Introduccio´n
El cambio de perspectiva en una imagen se efectu´an a trave´s de una matriz de
modelo proyectivo, que en dependencia de cuantos para´metros contenga, permite
movimientos a los objetos proyectados con mas o menos grados de libertad. As´ı por
ejemplo, el modelo proyectivo de similaridad, con 4 grados de libertad, permite
escalado y traslacio´n, paralelos al plano de la imagen y rotacio´n en direccio´n normal
al plano de la misma. En el caso del modelo proyectivo homogra´fico, se permite
todos los movimientos en el espacio, 3 rotaciones y 3 desplazamientos, con 6 grados
de libertad. Con ello, el plano tierra proyectado sobre la imagen resultante en la
perspectiva en vista de pa´jaro, puede ser ajustado en cualquier caso para que sea
paralelo al plano de la imagen.
Existen mu´ltiples trabajos donde se hace uso de la transformacio´n vista de pa´ja-
ro. En [60] por ejemplo, se estima un modelo aproximado de perspectiva inversa
para asistir al conductor en la tarea de aparcar. De forma similar, con el mismo
propo´sito, en [63], se obtiene el entorno circundante de un veh´ıculo en vista de
pa´jaro, usando 6 ca´maras ojo de pez alrededor del coche, dispuestas en forma de
mosaico; el me´todo incluye la bu´squeda de la trayectoria de unio´n o´ptima entre
ima´genes, definida sobre la zona de solapamiento, que genere la transicio´n mas sua-
ve y coherente posible. Otros trabajos como [28], utilizan el cambio de perspectiva
a vista de pa´jaro para estudiar la deteccio´n general de marcas viales: flechas, cruces
de peato´n, pasos de cebra, palabras y pictogramas, que son menos estudiadas que
136
Ape´ndice A. Cambio de Perspectiva a Vista de Pa´jaro 137
las marcas de carril. As´ı mismo, en [94], se aborda el reconocimiento de este tipo
de patrones, usando casamiento de ima´genes panora´micas, para obtener un mapa
de entorno local, donde es posible realizar deteccio´n contextual de marcas viales, a
trave´s de un proceso de segmentacio´n basado en umbralizacio´n local y filtrado por
ma´xima saturacio´n, clasificacio´n de contornos a trave´s de ma´quinas de soporte vec-
torial, SVM, con caracterizacio´n por firma de contorno, y clasificacio´n conceptual,
usando campos aleatorios de Markov.
La obtencio´n de la homograf´ıa, puede ser abordada por tres caminos diferentes:
En primer lugar, esta la estimacio´n del modelo de proyeccio´n basado en la deteccio´n
y casamiento de caracter´ısticas puntuales, sobre las ima´genes fuente y destino de la
transformacio´n, descrito en [36]. Un segundo enfoque, utilizado por algunos autores
como [74], utiliza el punto de fuga en una imagen, para estimar la matriz de cam-
bio. Finalmente, el modelo proyectivo se puede obtener a trave´s de la composicio´n
matricial que representa los feno´menos que experimenta la luz, reflejada sobre los
objetos y capturada en las dos perspectivas que relaciona el cambio homogra´fico,
este enfoque se abordara´ a continuacio´n.
A.2. Homograf´ıa por Composicio´n Matricial
Una vez obtenidos los para´metros extr´ınsecos de la ca´mara, las ima´genes pueden
ser proyectadas a una perspectiva ma´s conveniente, llamada “vista superior” o´ “vista
de pa´jaro”, VP , donde el paralelismo que existe entre las l´ıneas de un carril esta´ndar
en autopista es conservado visualmente. Este cambio de perspectiva se efectu´a a
trave´s de la transformacio´n homogra´fica, mostrada en ec. A.1.
scP = cPs = cHvpvpP (A.1)
Donde vpP es la proyeccio´n de un punto P3D = [X, Y, Z], desde la escena 3D, sobre
la imagen en la perspectiva de vista de pa´jaro y cP es la proyeccio´n del mismo punto
P3D sobre la imagen en la perspectiva original. s es un factor de escala para el cual
la transformacio´n es valida.
As´ı, la matriz homogra´fica tiene tres componentes:
cHvp = KcTmmTvpK−1 (A.2)
Donde K y K−1 son la matriz de intr´ınsecos y su inversa, cTm es una matriz de
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Figura A.1: Transformacio´n homogra´fica desde la perspectiva real de la ca´mara a la
perspectiva en vista de pa´jaro, ROIvp (xbv, ybv, zbv).
transformacio´n homoge´nea que cambia la descripcio´n espacial de un punto en el
mundo 3D al sistema de referencia solidario con la ca´mara y mTvp es la matriz de
transformacio´n homoge´nea desde el sistema de referencia solidario a la ubicacio´n de
la ca´mara, donde se observa la perspectiva vista de pa´jaro, al sistema de referencia
en el mundo 3D:
cTm =
































La posicio´n de la ca´mara desde donde un observador tiene como punto de vista
la perspectiva de pa´jaro [xvp, yvp, zvp], permite cambiar la regio´n de intere´s mostrada
en la imagen: mover la escena horizontalmente, verticalmente, o hacer acercamiento,
respectivamente (fig. A.1).
Una representacio´n gra´fica de la descomposicio´n homogra´fica mostrada en la Ec.
A.2, se encuentra en la fig. A.2.

Ape´ndice B
Elementos del Esta´ndar IC 8.2
El problema de identificar de manera auto´noma las l´ıneas que puedan existir
como l´ımites de un carril en carreteras inter urbanas, se puede reducir a la detec-
cio´n de l´ıneas longitudinales discontinuas o´ continuas, ya que los dema´s tipos, son
combinaciones de estas dos formas ba´sicas.
por otro lado, los tipos de l´ınea para la demarcacio´n de la carretera, segu´n el
esta´ndar IC 8.2, se dividen en grupos de la siguiente manera:
M1. Longitudinales discontinuas.
M2. Longitudinales continuas.





Por lo tanto solo se abordara la revisio´n en detalle del grupo correspondiente a
marcas longitudinales discontinuas y continuas, con todas sus posibles variaciones.
Ahora bien, las dimensiones que definen los diferentes tipos de l´ınea, var´ıan
en funcio´n de la velocidad ma´xima permitida VM para una clase de carretera en
particular, tal y como se muestra en la tabla B.2 y B.1.
De all´ı se puede apreciar que la mı´nima distancia posible entre segmentos de
l´ınea es 0.1m, la mı´nima longitud de segmento es 0.1m, la ma´xima distancia entre
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segmentos corresponde a 12m para separacio´n de carriles normales en carreteras con
VM permitida de mas de 100km/h, finalmente, se puede observar que la ma´xima
dimensio´n de un segmento de l´ınea es 20m, en marcas de borde de calzada sobre
carreteras de ma´s de 100km/h.
Funcio´n Descripcio´n
D1 Separacio´n carriles normales.
D2 Separacio´n carriles reversibles.
D3 Separacio´n carriles incorporacio´n entrada o´ salida.
D4 Separacio´n carriles especiales.
D5 Pre aviso de bifurcacio´n.
D6 Pre aviso marca continua o de peligro.
D7 Borde de calzada cuando el ancho de calzada es inferior a 6,25m.
C1 Separacio´n carriles mismo sentido, prohibicio´n cambio de carril.
C2 Separacio´n de sentidos en calzada de dos o tres carriles.
C3 Separacio´n de sentidos en calzada de cuatro o ma´s carriles.
C4 Separacio´n carriles especiales.
C5 Separacio´n de carriles de entrada o salida.
C6 Borde de calzada.
Cuadro B.1: Funcio´n de los tipos de marcas viales del esta´ndar IC 8.2., referidos en
la tabla B.2.
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Tipos de marcas viales IC 8.2
Grupo Funcio´n Velocidad ma´xima
































s C1 α = 0.1
C2 α = 0.2
C3
C4 α = 0.3 α = 0.4
C5 α = 0.3 α = 0.4
C6 α = 0.1 (arce´n≤ 1,5),0.15 (arce´n≥ 1,5) α = 0.2




Los clasificadores pueden dividirse en dos grandes bloques, por un lado esta´n
los clasificadores cla´sicos, basados en me´todos no parame´tricos o de naturaleza es-
tad´ıstica y en la segunda categor´ıa se encuentran las estrategias parame´tricas.
Los clasificadores cla´sicos se definen segu´n el conocimiento estad´ıstico con que
se cuente, es decir, si se conoce la distribucio´n anal´ıtica de los datos observados y
su correcta categor´ıa asociada θ, o si no se tiene informacio´n estad´ıstica a priori,
excepto la inferida del conjunto de muestras observadas. En el primer caso, un
ana´lisis basado en la teor´ıa de decisio´n de Bayes producira´ un error de probabilidad
en la clasificacio´n mı´nimo. En el segundo caso, la decisio´n de clasificar una nueva
observacio´n x dentro de un categor´ıa θ depende solo de una coleccio´n de n muestras
correctamente clasificadas (x1 θ1), (x2 θ2), . . . , (xn θn), y de un proceso de asociacio´n
no parame´trico, ejemplo: k-Nearest Neighbors, KNN.
Los clasificadores modernos por su parte son funciones parametrizables que per-
miten dividir un espacio de n dimensiones en dos sub-espacios a trave´s de un hi-
perplano definido en n-1 dimensiones. El aprendizaje de los clasificadores consiste
en asignar valores adecuados a los para´metros que definen el hiperplano separador,
de tal forma que la informacio´n de entrada al clasificador, correspondiente a dos
categor´ıas distintas, quede dividida en partes diferentes del espacio, a lado y lado
del hiperplano separador. Esta idea se puede observar tanto en las redes neurona-
les utilizadas como clasificador, co´mo en las ma´quinas de soporte vectorial, SVM,
as´ı como en sus variantes, SVM difuso [61].
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C.1. Clasificador Bayesiano
Sea X = X1, . . . , Xn un vector de variables aleatorias observadas, donde ca-
da caracter´ıstica toma valores de su dominio Di. El conjunto de todos los valores
(ejemplos o estados), se denomina Ω = D1 × · · · ×Dn. Sea C una variable aleatoria
observada que corresponde con la clase de un ejemplo, donde C puede tomar uno
de m valores c ∈ 0, . . . ,m− 1. Xi representa variables, mientras que xi representa
valores; X representa vectores.
Una funcio´n g : Ω → 0, . . . ,m− 1, donde g(x) = C, representa un concepto a
ser aprendido. la funcio´n g(x) determin´ıstica corresponde a un concepto sin ruido,
la cual asigna siempre la misma clase a un ejemplo dado. En general, sin embargo,
un concepto puede ser ruidoso, produciendo una funcio´n aleatoria g(x).
Un clasificador es definido por una funcio´n determinista h : Ω → 0, . . . ,m− 1
(una hipo´tesis) que asigna una clase a cualquier ejemplo dado. Un enfoque comu´n
es asociar cada clase i con una funcio´n discriminante fi(x), i = 0, . . . ,m− 1, y
entonces, el clasificador selecciona la clase con ma´xima funcio´n discriminante para
un ejemplo dado: h(x) = argmaxi∈0,...,m−1fi(x).
El clasificador de Bayes h∗(x)(tambie´n llamado clasificador o´ptimo de Bayes y
nombrado como BO(x)) [81],usa como funciones discriminante, la probabilidad a
posteriori dado un vector de caracter´ısticas, es decir, f ∗i = P (C = i | X = x).
Aplicando la regla de Bayes se obtiene P (C = i | X = x) = P (X=x|C=i)P (C=i)
P (X=x) , donde
P (X = x) es un factor comu´n para todas las clases, y por lo tanto es ignorado. Esto
genera las funciones discriminantes de Bayes.
f ∗i = P (X = x | C = i)P (C = i) (C.1)
donde P (X = x | C = i) es llamada la distribucio´n de probabilidad conjunta de
clase, CPD por sus siglas en ingle´s. Asi es clasificador de Bayes se define as´ı.
h∗(x) = argmax
i
P (X = x | C = i)P (C = i) (C.2)
El clasificador de Bayes calcula la ma´xima hipo´tesis de probabilidad a posteriori
dado un ejemplo x. Sin embargo la estimacio´n directa de P (X = x | C = i) desde
un conjunto de ejemplos de entrenamiento es una tarea intratable cuando el espacio
de caracter´ısticas es de un orden dimensional elevado. Es por ello que comu´nmente
es utilizada para simplificar el problema, la suposicio´n de que las caracter´ısticas son
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