Asymptotic behavior of a third-order nonlinear differential equation  by Qian, Chuanxi
J. Math. Anal. Appl. 284 (2003) 191–205
www.elsevier.com/locate/jmaa
Asymptotic behavior of a third-order nonlinear
differential equation
Chuanxi Qian
Department of Mathematics and Statistics, Mississippi State University, Mississippi State, MS 39762, USA
Received 8 May 2001
Submitted by T.C. Gard
Abstract
Consider the third-order nonlinear differential equation
x′′′ +ψ(x,x′)x′′ + f (x, x′)= p(t), (0.1)
where ψ,f,fx ∈ C(R × R,R) and p ∈ C([0,∞),R). We obtain sufficient conditions for every
solution of the equation to be bounded; we also establish criteria for every solution of the equation
to converge to zero.
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1. Introduction
Our aim in this paper is to study the asymptotic behavior of the following third-order
nonlinear differential equation with a perturbation term
x ′′′ +ψ(x, x ′)x ′′ + f (x, x ′)= p(t), (1.1)
where
ψ,f,ψx,fx ∈C(R ×R,R) and p ∈ C
([0,∞),R). (1.2)
In the next section, we shall obtain sufficient conditions for every solution of Eq. (1.1)
to be bounded by using Liapunov’s direct method. In Section 3, we will establish criteria
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Yoshizawa [7]. Finally, in Section 4, we will discuss the asymptotic behavior of solutions
of some interesting special cases of Eq. (1.1).
In discussing stability and boundedness of a nonlinear differential system, Liapunov’s
direct method perhaps is the most effective method. By using this well-known method,
Yoshizawa [7] discussed relationships between the positive limiting sets of solutions of a
perturbed system and the solutions of the unperturbed system, and provided an interesting
method to deal with the asymptotic behavior of solutions of certain perturbed systems. Of
course, when one applies these methods, finding a proper Liapunov’s function in general
is a big challenge.
So far, there have been many results about the asymptotic behavior of solutions of
second-order nonlinear differential equations. However, the results about third- and higher-
order nonlinear differential equations are relatively scarce. One may refer to [5] for a
survey, as well as [3,6], and references cited therein for some recent publications on this
topic. Equation (1.1) is a quite general third-order nonlinear differential equation. When
p(t) ≡ 0, the global stability of Eq. (1.1) has been studied by several authors, see [1]
and [4].
In the following discussion, we always assume that (1.2) holds without further mention.
2. Boundedness of solutions
In this section, we study the boundedness of solutions of Eq. (1.1) by Liapunov’s
method. The following theorem is the main result.
Theorem 1. Assume that
(1) ∫ x0 f (u,0) du> 0 for x 	= 0,
(2) lim|x|→∞ sup
∫ x
0 f (u,0) du=∞,
(3) ∫ y0 f (0, v) dv  0,
(4) ∫∞0 |p(t)|dt <∞,
and there is a positive number B such that
(5) ψ(x, y) B,
(6) B[f (x, y)− f (x,0)− ∫ y0 ψx(x, v)v dv]y  y ∫ y0 fx(x, v) dv,
(7) 4B ∫ x0 f (u,0) du {∫ y0 [f (x, v)−f (x,0)]dv+B ∫ y0 [ψ(x, v)−B]v dv} y2f 2(x,0).
Then for any solution x(t) of Eq. (1.1), there are constants c1, c2 and c3 such that∣∣x(t)∣∣< c1, ∣∣x ′(t)∣∣< c2 and ∣∣x ′′(t)∣∣< c3 for t  0.
Proof. Clearly, Eq. (1.1) is equivalent to the system
x ′ = y, y ′ = z, z′ = −f (x, y)−ψ(x, y)z+ p(t), (2.1)
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function
V (t, x, y, z)= e−P(t)
[
BF(x)+ yf (x,0)+Φ(x,y)
+B
y∫
0
(
ψ(x, v)−B)v dv + (z+By)2
2
+ 2
]
, (2.2)
where
P(t)=
t∫
0
∣∣p(s)∣∣ds, F (x)=
x∫
0
f (u,0) du
and
Φ(x,y)=
y∫
0
[
f (x, v)− f (x,0)]dv.
We claim that V is a positive function. For the sake of convenience, let
G(x,y)= BF(x)+ yf (x,0)+Φ(x,y)+B
y∫
0
(
ψ(x, v)−B)v dv, (2.3)
and then it follows that
V (t, x, y, z)= e−P(t)
[
G(x,y)+ (z+By)
2
2
+ 2
]
. (2.4)
Hence, to show that V is a positive function, it suffices to show that G is nonnegative. In
fact, if x = 0, then by noting (3), (5) and f (0,0)= 0 (since (1) holds and f is continuous),
we see that
G(0, y)=Φ(0, y)+B
y∫
0
(
ψ(0, v)−B)v dv  0;
if x 	= 0, then by rewriting G(x,y) in the form
G(x,y)=
[√
BF(x)+ yf (x,0)
2
√
BF(x)
]2
+
[
Φ(x,y)+B
y∫
0
(
ψ(x, v)−B)v dv − y2f 2(x,0)
4BF(x)
]
, (2.5)
and by noting (7), we find that G(x,y) 0 also. Hence, V is a positive function.
Next, let (dV /dt)|(2.1) denote the derivative of V along the solutions of (2.1), and ob-
serve that
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dt
∣∣∣∣
(2.1)
= e−P(t)
{
−∣∣p(t)∣∣[G(x,y)+ (z+By)2
2
+ 2
]
+ y
[
B
(
f (x,0)− f (x, y)+
y∫
0
ψx(x, v)v dv
)
+
y∫
0
fx(x, v) dv
]
+ [B −ψ(x, y)]z2 + (z+By)p(t)
}
. (2.6)
We claim that
dV
dt
∣∣∣∣
(2.1)
 0. (2.7)
Clearly, if |z+By|< 2, then (z+By)p(t) 2|p(t)|; if |z+By| 2, then (z+By)p(t)
((z+By)2/2)|p(t)|. Hence, for any t , x and y ,
(z+By)p(t)
(
2+ (z+By)
2
2
)∣∣p(t)∣∣
and so
dV
dt
∣∣∣∣
(2.1)
 e−P(t)
{
−∣∣p(t)∣∣G(x,y)
+ y
[
B
(
f (x,0)− f (x, y)+
y∫
0
ψx(x, v)v dv
)
+
y∫
0
fx(x, v) dv
]
+ [B −ψ(x, y)]z2
}
. (2.8)
Then by noting (5), (6) and G(x,y) 0, we see that (2.7) holds.
Now, we are ready to show that every solution of (2.1) is bounded. Suppose that
(x(t), y(t), z(t)) is a solution of (2.1) with the initial condition(
x(0), y(0), z(0)
)= (x0, y0, z0).
First, we show that there are two positive constants L1 and L2 such that −L2 < x0 <L1,
F(L1) >
eP(∞)
B
V (0, x0, y0, z0), f (L1,0) > 0 (2.9)
and
F(−L2) > e
P(∞)
B
V (0, x0, y0, z0), f (−L2,0) < 0. (2.10)
In fact, by noting (2), we see that there is a positive number K such that
K > x0 and F(K) >
e−P(∞)
V (0, x0, y0, z0).
B
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again there must be a number L1 >K such that f (L1,0) > 0 and F(L1) F(K). Hence,
(2.9) holds. Similarly, we can show that there is a positive number L2 such that −L2 < x0
and (2.10) holds.
Next, choose a positive number M such that
|y0|<M and M > 1
B
√
2eP(∞)V (0, x0, y0, z0), (2.11)
and then choose a positive number N such that
|z0|<N and N  2BM. (2.12)
Now, consider the box
Σ = {(x, y, z) | −L2  x  L1, −M  y M, −N  zN}.
In what follows, we show that(
x(t), y(t), z(t)
) ∈Σ for all t  0.
Let us use σ1, σ2, . . . , σ6 to represent the surfaces x = L1, x = −L2, y =M , y = −M ,
z=N, and z=−N on Σ , respectively.
First we show that (x(t), y(t), z(t)) cannot leave Σ through σ1. Suppose that there
exists a moment t1 such that x(t1)= L1. Then it follows from (2.5) and (7) that
G(x,y)
[√
BF(L1)+ y(t1)f (L1,0)2√BF(L1)
]2
.
Hence, (2.4) yields
V
(
t1, x(t1), y(t1), z(t1)
)
 e−P(∞)
[√
BF(L1)+ y(t1)f (L1,0)2√BF(L1)
]2
.
By noting (2.7) and (2.9), we see that
y(t1)f (L1,0) < 0
and so y(t1) < 0. Then it follows from (2.1) that
dx(t1)
dt
= y(t1) < 0,
which clearly implies that (x(t), y(t), z(t)) cannot exit Σ through σ1. By using a similar
argument, we can show that (x(t), y(t), z(t)) cannot leave Σ through σ2 either.
Next, we show that (x(t), y(t), z(t)) cannot go out of Σ through σ3 or σ4. Suppose that
there exists a moment t2 such that |y(t2)| =M . Observe that
V
(
t2, x(t2), y(t2), z(t2)
)
 e−P(∞) (z(t2)+By(t2))
2
2
.
Then by noting (2.7) and (2.11), we see that y(t2)z(t2) < 0. Since y ′(t2)= z(t2) from (2.1),
it follows that y ′(t2)y(t2) < 0, which clearly implies that (x(t), y(t), z(t)) cannot go out of
Σ through σ3 or σ4.
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there is a moment t3 such that |z(t3)| =N . Observe that∣∣z(t3)+By(t3)∣∣ ∣∣z(t3)∣∣− ∣∣By(t3)∣∣,
and by noting that |y(t3)|M and (2.12), we have∣∣z(t3)+By(t3)∣∣N −BM  BM >√2eP(∞)V (0, x0, y0, z0).
Hence, it follows that
V
(
t3, x(t3), y(t3), z(t3)
)
 e−P(∞) (z(t3)+By(t3))
2
2
>V (0, x0, y0, z0),
which contradicts the fact that (dV /dt)|(2.1)  0, and so (x(t), y(t), z(t)) cannot leave Σ
through σ5 or σ6. Therefore, (x(t), y(t), x(t)) will stay in Σ forever and so it is bounded.
The proof is complete. ✷
Example 1. Consider Eq. (1.1) with
ψ(x, y)= ln(1+ x2)+ 1, f (x, y)= x
1+ x2 (1+ y
2)+ y + 1
3
y3
and
p(t)= sin t
1+ t2 .
It is easy to check that the hypotheses (1)–(4) in Theorem 1 are satisfied. Take B = 1. Since
ψ(x, y) 1 and[
f (x, y)− f (x,0)−
y∫
0
ψx(x, v)v dv
]
y =
[
x
1+ x2 y
2 + y + 1
3
y3 − x
1+ x2 y
2
]
y
= y2 + 1
3
y4  1− x
2
(1+ x2)2
[
y2 + 1
3
y4
]
= y
y∫
0
fx(x, v) dv,
we see that (5) and (6) of Theorem 1 hold also. Now, observe that
4
x∫
0
f (u,0) du
{ y∫
0
[
f (x, v)− f (x,0)]dv+
y∫
0
[
ψ(x, v)− 1]v dv
}
= 2 ln(1+ x2)
{
x
3(1+ x2)y
3 + 1
2
y2 + 1
12
y4 + 1
2
ln(1+ x2)y2
}
= y2 ln(1+ x2){1+ h(x, y)}, (2.13)
where
h(x, y)= ln(1+ x2)+ 2x 2 y +
1
y2.3(1+ x ) 6
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hx(x, y)= 2x1+ x2 +
2(1− x2)
3(1+ x2)2 y and hy(x, y)=
2
3
x
1+ x2 +
1
3
y,
we find that (0,0) is the only critical point of h. It is easy to see that h has the minimum
value at (0,0). Hence, h(x, y) h(0,0)= 0. Then, it follows from (2.13) that
4
x∫
0
f (u,0) du
{ y∫
0
[
f (x, v)− f (x,0)]dv+
y∫
0
[
ψ(x, v)− 1]v dv
}
 y2 ln(1+ x2). (2.14)
In addition, it is easy to check that
ln(1+ x2) x
2
(1+ x2)2 . (2.15)
By noting (2.14), (2.15) and
y2f 2(x,0)= y2 x
2
(1+ x2)2 ,
we see that
4
x∫
0
f (u,0) du
{ y∫
0
[
f (x, v)− f (x,0)]dv+
y∫
0
[
ψ(x, v)− 1]v dv
}
 y2f 2(x,0),
that is, (7) of Theorem 1 holds. Hence, all the hypotheses in Theorem 1 are satisfied, and
so for every solution x(t) of Eq. (1.1) there are constants c1, c2 and c3 such that∣∣x(t)∣∣< c1, ∣∣x ′(t)∣∣< c2 and ∣∣x ′′(t)∣∣< c3 for t  0.
3. Asymptotic behavior of solutions
In this section, we use the method introduced by Yoshizawa [7] to study the asymptotic
behavior of solutions of Eq. (1.1). The following lemma extracted from [7] will be needed
in the proof of our main result.
Lemma 1. Let Q be an open set in Rn and I = [0,∞). Consider the differential system
dx
dt
=H(x)+G(t,x), (3.1)
where H is continuous on Q, G is continuous on I × Q and for any continuous and
bounded function x(t) on t0  t <∞,
∞∫ ∥∥G(s,x(s))∥∥ds <∞.
t0
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continuous function V (t,x) which satisfies locally a Lipschitz condition with respect to
x in Q such that V ′(t,x)  −W(x), where W(x) is positive definite with respect to a
closed set Ω in Q. Then all the solutions of (3.1) approach the largest semi-invariant set
contained in Ω of the equation
dx
dt
=H(x) (3.2)
on Ω .
Our main result in this section is the following theorem.
Theorem 2. Assume that
(1) xf (x,0) > 0 for x 	= 0,
(2) lim|x|→∞
∫ x
0 f (u,0) du=∞,
(3) ∫ y0 f (0, v) dv  0,
(4) ∫∞0 |p(t)|dt <∞,
and there is a positive number B such that (5)–(7) in Theorem 1 hold and
(8) B[f (x, y)−f (x,0)−∫ y0 ψx(x, v)v dv]y+ψ(x, y) > y ∫ y0 fx(x, v) dv+B for y 	= 0.
Then every solution x(t) of Eq. (1.1) satisfies
lim
t→∞x(t)= 0, limt→∞x
′(t)= 0, lim
t→∞x
′′(t)= 0.
Proof. Consider the system (2.1) and let V be defined by (2.2). Then by noting G(x,y)
 0 (G(x,y) is defined in (2.3)), it follows from (2.8) that
dV
dt
∣∣∣∣
(2.1)
−e−P(∞)
{
y
[
B
(
f (x, y)− f (x,0)−
y∫
0
ψx(x, v)v dv
)
−
y∫
0
fx(x, v) dv
]
+ [ψ(x, y)−B]z2
}
. (3.3)
Set
W(x,y, z)= e−P(∞)
{
y
[
B
(
f (x, y)− f (x,0)−
y∫
0
ψx(x, v)v dv
)
−
y∫
fx(x, v) dv
]
+ [ψ(x, y)−B]z2
}
.0
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Ω = {(x, y, z): W(x,y, z)= 0}.
Since the function W is continuous, the set Ω is closed and W is positive definite with
respect to Ω . Next, consider the system
x ′ = y, y ′ = z, z′ = −f (x, y)−ψ(x, y)z. (3.4)
The asymptotic behavior of solutions of (3.4) has been discussed in [4]. With the same
hypotheses we have here, it has been shown in the proof of the main theorem in [4] that
(0,0,0) is the largest semi-invariant set of (3.4) contained in Ω . In addition, since all the
hypotheses of Theorem 1 are satisfied, we know that every solution of (2.1) is bounded.
Now, let
x= (x, y, z)T , H(x)= (y, z,−f (x, y)−ψ(x, y)z)T and
G(t,x)= (0,0,p(t))T .
We see that (2.1) is in the form (3.1), and from the above discussion, all the hypothe-
ses in Lemma 1 are satisfied. Hence, by Lemma 1, every solution of (2.1) tends to the
largest semi-invariant set contained in Ω of (3.4) on Ω , that is, (0,0,0). The proof is
complete. ✷
Example 2. Consider Eq. (1.1) with
ψ(x, y)= 2 arctanx + y2 + 2π, f (x, y)= x
1+ x2 (1+ y
2)+ 2y + y3
and
p(t)= sin t
1+ t2 .
It is easy to check that the hypotheses (1)–(4) of Theorem 2 are satisfied. Now, take B = 2
and observe that ψ(x, y) > 2,
2
[
f (x, y)− f (x,0)−
y∫
0
ψx(x, v)v dv
]
y
= 2
[
x
1+ x2 y
2 + 2y + y3 − 1
1+ x2 y
2
]
y =
[
4+ 2 x − 1
1+ x2 y + 2y
2
]
y2

[
4− 3|y| + 2y2]y2 
[
1+ y2 +
(
3
2
− |y|
)2]
y2
 [1+ y2]y2  1− x
2
(1+ x2)2
[
1+ 1
3
y2
]
y2 = y
y∫
0
fx(x, v) dv (3.5)
and
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x∫
0
f (u,0) du
{ y∫
0
[
f (x, v)− f (x,0)]dv + 2
y∫
0
[
ψ(x, v)− 2]v dv
}
 8
x∫
0
f (u,0) du
{ y∫
0
[
f (x, v)− f (x,0)]dv
}
= 4 ln(1+ x2)
{
x
3(1+ x2)y
3 + y2 + 1
4
y4
}
= y2 ln(1+ x2)
{
4x
3(1+ x2)y + 4+ y
2
}
 y2 ln(1+ x2){y2 − 2|y| + 4}= y2 ln(1+ x2){3+ (|y| − 1)2}
 y2 ln(1+ x2) y2 x
2
(1+ x2)2 = y
2f 2(x,0).
We see that the hypotheses (5)–(7) of Theorem 2 are satisfied. In addition, ψ(x, y) > 2
and (3.5) clearly imply that (8) in Theorem 2 holds also. Hence, all the hypotheses of
Theorem 2 are satisfied and so every solution x(t) of Eq. (1.1) satisfies (3.3).
4. Some special cases
In this section, we discuss asymptotic behavior of solutions of some special cases of
Eq. (1.1). When p(t)= 0, these special cases have been discussed by several authors (see,
for example, [4,5] and reference cited therein). First, let us consider the equation
x ′′′ +ψ(x, x ′)x ′′ + φ(x ′)+ g(x)= p(t), (4.1)
where
ψ,ψx ∈C[R ×R,R], φ, g′ ∈C[R,R] and p ∈C
[[0,∞),R]. (4.2)
Clearly, Eq. (4.1) is a special case of Eq. (1.1) with f (x, y) = g(x) + φ(y). Hence, the
following result is an immediate consequence of Theorem 2.
Corollary 1. Assume that
(1) xg(x) > 0 for x 	= 0,
(2) lim|x|→∞
∫ x
0 g(u) du=∞,
(3) ∫ y0 φ(v) dv  0,
(4) ∫∞0 |p(t)|dt <∞,
and there is a positive number B such that
(5) ψ(x, y) B,
(6) B[φ(y)− ∫ y ψx(x, v)v dv]y  g′(x)y2,0
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(8) ψ(x, y)+B[φ(y)− ∫ y0 ψx(x, v)v dv]y > B + g′(x)y2 for y 	= 0.
Then every solution of Eq. (4.1) satisfies
lim
t→∞x(t)= 0, limt→∞x
′(t)= 0, lim
t→∞x
′′(t)= 0. (4.3)
Ezeilo [2] discussed the asymptotic behavior of the following equation:
x ′′′ +ψ(x, x ′)x ′′ + φ(x ′)+ g(x)= p(t, x, x ′, x ′′). (4.4)
When p(t, x, x ′, x ′′)≡ p(t), his result reduces to the following
Theorem A [2]. Assume that there are positive numbers a, b, c and δ such that
(i) g(x)x > 0 for x 	= 0,
(ii) g′(x) c,
(iii) lim|x|→∞
∫ x
0 g(x) dx =∞,
(iv) φ(y)/y  b > 0 for y 	= 0,
(v) ψ(x, y) a > 0 (ab− c > 0),
(vi) yψx(x, y) δ (0< δ < (ab− c)/a),
(vii) supt0 |p(t)|<∞,
(viii) ∫∞0 |p(t)|dt <∞.
Then every solution x(t) of Eq. (4.1) satisfies (4.3).
Now, we show that Corollary 1 is an improvement of the above result. Suppose all
the hypotheses in Theorem A hold. It suffices to show that all the hypotheses in Corol-
lary 1 hold also. Clearly, (i)–(iv) and (viii) imply (1)–(4). Take B = c/(b− δ). Then (5)
follows form (v) and the fact that a > B . By noting (iv) and (vi), we see that yφ(y) by2,
(∫ y0 ψx(x, v)v dv)y  δy2 and so
B
[
φ(y)−
y∫
0
ψx(x, v)v dv
]
y  B[b− δ]y2 = cy2  g′(x)y2
which yields (6). Then, (8) follows from (6) and the fact ψ(x, y) > B . Finally, we show
that (7) holds. From (ii) we see that
g′(x)g(x) cg(x) for x > 0 and g′(x)g(x) cg(x) for x < 0,
and so it follows that
x∫
g(u) du 1
2c
g2(x) > 0 for x 	= 0.0
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y∫
0
φ(v) dv  1
2
by2.
Hence,
4B
x∫
0
g(u) du
{ y∫
0
φ(v) dv +B
y∫
0
[
ψ(x, v)−B]v dv
}
 4B
x∫
0
g(u) du
y∫
0
φ(v) dv  b
b− δ g
2(x)y2  g2(x)y2
and so (7) holds. Therefore, all the hypotheses of Corollary 1 hold.
When g(x)= cx and φ(y)= by , where b and c are positive constants, Eq. (4.1) reduces
to
x ′′′ +ψ(x, x ′)x ′′ + bx ′ + cx = p(t). (4.5)
Then by choosing B = c/b, we have the following result immediately from Corollary 1.
Corollary 2. Assume that
(1) ψ(x, y) c/b,
(2) y ∫ y0 ψx(x, v)v dv  0,
(3) 2 ∫ y0 ψ(x, v)v dv  (c/b)y2,
(4) ψ(x, y)− y ∫ y0 ψx(x, v)v dv > c/b for y 	= 0,
(5) ∫∞0 |p(t)|dt <∞.
Then every solution x(t) of Eq. (4.5) satisfies (4.3).
Example 3. Consider the equation
x ′′′ + [(cosx)x ′ + (x ′)2 + 2]x ′′ + (x ′)3 + x ′ + x
1+ x2 =
1
1+ t2 . (4.6)
Equation (4.6) is in the form of (4.1) with
ψ(x, y)= (cosx)y + y2 + 2, g(x)= x
1+ x2 , φ(y)= y
3 + y
and
p(t)= 1
1+ t2 .
Take B = 1. Observe that
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φ(y)−
y∫
0
ψx(x, v)v dv
]
y =
[
y3 + y + 1
3
(sinx)y3
]
y
= y2
[
1+ y2
(
1+ 1
3
sinx
)]
 y2
[
1+ 2
3
y2
]
> y2
1− x2
(1+ x2)2 = y
2g′(x) for y 	= 0
and
4
x∫
0
g(u) du
y∫
0
φ(v) dv = 2 ln(1+ x2)
(
1
4
y4 + 1
2
y2
)
= ln(1+ x2)
(
1
2
y2 + 1
)
y2
>
x2
(1+ x2)2 y
2 = g2(x)y2 for xy 	= 0.
Then, it is easy to check that all the hypotheses in Corollary 1 are satisfied and so every
x(t) solution of Eq. (4.6) satisfies (4.3). However, Theorem A cannot be applied here. For
example, observe that yψx(x, y) = −(sinx)y2 which does not satisfy the condition (vi)
assumed in Theorem A.
Next, consider the equation
x ′′′ + h(x ′)x ′′ + φ(x ′)+ g(x)= p(t), (4.7)
where
h,φ,g′ ∈C[R,R] and p ∈C[[0,∞),R].
This equation is a special case of (4.1) with ψ(x, y)= h(y). Then by an argument similar
to that in the proof of Corollary 3 in [4], we may show that (3) and (7) can be obtained
from other conditions assumed in Corollary 1, and so we have the following result for this
special case.
Corollary 3. Assume that
(1) xg(x) > 0 for x 	= 0,
(2) lim|x|→∞
∫ x
0 g(x) dx =∞,
(3) ∫∞0 |p(t)|dt <∞,
and there is a positive number B such that
(4) h(y) B,
(5) Bφ(y)y  g′(x)y2,
(6) h(y)+Bφ(y)y > B + g′(x)y2 for y 	= 0.
Then every solution x(t) of Eq. (4.7) satisfies (4.3).
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x ′′′ + h(x ′)x ′′ +µ(x ′)x ′ + k(x)x = p(t), (4.8)
where
h,µ, k′ ∈C[R,R] and p ∈C[[0,∞),R],
the above corollary becomes
Corollary 4. Assume that
(1) k(x) > 0 for x 	= 0,
(2) lim|x|→∞
∫ x
0 k(u)udu=∞,
(3) ∫∞0 |p(t)|dt <∞,
and there is a positive number B such that
(4) h(y) B,
(5) Bµ(y) (xk(x))′,
(6) h(y)+Bφ(y) > B + (xk(x))′ for y 	= 0.
Then every solution x(t) of Eq. (4.8) satisfies (4.3).
Finally, when h(y)= a, µ(y)= b and k(x)= c are all constants, Eq. (4.8) reduces to
the linear equation
x ′′′ + ax ′′ + bx ′ + cx = p(t). (4.9)
Then by choosing B = c/b, the following result follows from Corollary 4 immediately.
Corollary 5. Assume that
(1) a > 0, b > 0, c > 0,
(2) ab > c,
(3) ∫∞0 |p(t)|dt <∞.
Then every solution x(t) of Eq. (4.9) satisfies (4.3).
Clearly, (1) and (2) are well-known Routh–Hurwitz conditions for the asymptotic sta-
bility of the following third-order linear equation:
x ′′′ + ax ′′ + bx ′ + cx = 0. (4.10)
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