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Abstract
　　　　　Contro:Llingproblems　on nuclear reactor　cores　are　dealt with
ｒｅｔﾆalningtheir　distributed-parameter characteristiとＳ．　Approaches
are made analytically　and efforts　are　devoted　to　reducing　concise
system ｍｏｄｅ:Is　inco trast　to　the practical approach which may be in-
volved in comp:Licated and large-sized system models。
　　　　　In　Chapter１，ａ survey of　the　controlling problems　of nuclear
reactors　is made.　The studied problems　are allocated　to　three chap-
ters　according to　ａmeasure, the controlling duration。
　　　　　Chapter２　is　concerned with　the steady state　cores ．　Ａsimple
mathematical model　to　examine　the　criticality is　reduced　there.　Also
an optimization problem to　distribute　the controlling absorber is
stated in connection with achieving　the maximum flatness　of　the　neu-
tron flux。
　　　　　Chapter　３　dealswith　the dynamical control　problems　to　regulate
the　fluctuation of　power distribution in　the　core.　Arguments　are
ｍａ万deon the open loop contro:Ｌand　the closed　loop control separately。
　　　　　Chapter４　treats　theburnup　control problems ．　Ａconcise neu-
tronics　model　”ぴびvulus”is　devisedby　the author and　the control rod
programming problem to ａｔﾆtain　themaximum burnup　is　ｓtudied on　the
model.　Also　the　fuel　failure　probability is　taken into account　in
the　latter part of　the　chapter　in order　to　obtain　the maximum expec-
tation of　the　average burnup　at　the　end　of　the　core-life,where　the
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　　　　　Since　the　invention, nuclear　reactor has been brought　up by
many.people　including designers　and　the systems　people.　Ａ nuclear
reactor　that　intrinsically　contains huge　energy within　it, prohibits
ａ　trial-and-error method　in operatﾆion and requires precise study　of
the　dynamics　and　the　controlling　schemes.　The　system engineers　have
participated in design and operation of　reactors　as well as　the　long-
term power plant　constﾆruction planning｡
　　　　　Inearly years when nuclear　reactors were small　in size, the
mathematical ｍｏｄｅ:Ｌhas been　taken as　ａ point　or lumped model, which
is written　in an ordinary differentﾆial　equation.　Many　studies　on the
stabi:Llzing, minimum-time　startup problems　and　so　on, have been carri-
ed out by the point model (Weaver［We,68], Mohler［Mh.7O])。
　　　　　As　the　initialdeveloping plan　for　fast　reactors has　fallen　tem-
porarlly　in　fail, water　reactors　such　as　pressurized ｗａｔﾆer　reactors
(PWR) or boiling water reactors (BWR) have been　developed and　are
used　as　the power production plants.　In　these　reactors, the　physical
values　at　separate positﾆions　in　the core have weak interaction be-
tween　them and ａ　small parameter variation ｉｎｔﾆroduced partially　into
the core, results　in skewed output-power-density profile　than　it　does
in ａ　small-sized　reactor.　Ａ number of　control　rods　are　installed　to
cope with　ｔﾆhis　circumstance and　further　enable　the operatﾆors　to
steer　the　core　Ｓｔﾆate　for ａ　desirable　power　distribution and dynamics。
　　　　　The　core　structure which　is　composed　of many　fuel assembries




　　　　　Thereare many kinds　of　core performances　to be　improved.　　Soma
　of　theperformances have weak　interaction with others　and　there are
　many other　coping performances.　　The　controlling problem for ｎｕｃ:Lear
　reactors　are　characterized and　classified by　the duration　for which
　ａsequence of　the　contro:Lling action runs。
　　　　　Ａgroup of　the　problems　is　to　allocate　the materials　in steady
　state　core.　　In earlier　days　this　type of problem has　attracted much
　attention because　of　the　easiness　of problem formu:Lation　for　ａ vari-




　practical designing　is, however, concerned with many numbers　of vari-
　ables　and　constraints　and　the　optimization process　is　carried ｏｕｔﾆby
　direct　search methods　using ａ　large　scale computers (Inoue [In.73］）・
　The analytical　approach rarely　gives　the　physical　solution｡
　　　　　The　second　group　of　problems　is　of　dynamical　control of　power
　output　from the　core.　This　group　contains　the problem of　startup,
　shutdown and regulation as well as　power-level　change.　Undergoing
　reactors　are subdued by very　strict　thermal stress constraints　on
　the　fuel-pin sheath and　the　regulation ｏｆ　outputニーpower　ｆ:Luctuatlon
　is　entrusted　to　the negative power　feedback　characteris tics　of　the
core.　　The participation of　external　regulating effort　is　intended
　for　ｔﾆhe　regulation of xenon-induced　spatia:Ｌ power oscillation whose
　controlling duration is measured by　tens　of　hours.　　In ａ　rated power
　operation, the　tota:Ｌ　output power　fluctuation can be　absorbed　into
　the　intrinsic　stability　of　the　core　that has been assigned by the
　design.　　The　drastic dynamics　of　ａ　core　can well be　expressed by ａ







which　are　considered　to be　finite on ａ　globe-wide　scale.　The　power
plant　construction planning　is　necessary　ｔﾆｏ maximally　utilize　the
fissile materials　and　reduce　the　interests　cost　required　to　store　ｔﾆhe
Plutonium for　tens　of years (Yasukａ＼ｊａｅｔａ１．［Ya.71])。
　　　　　Forａ nuclear　reactor, the　fuel management affects　the power
generating costﾆ　and many studies　have been carried out.　These　prob-
lems　are　concerned with　the　total　life of　the reactors, which are
ranged　from about　１０　to　３０years ．　In　these studies　ａ　fuel　as s embly
corresponds　to　one　state variable and　the number of state variables
that　should be　taken　into account, amounts　to very　large.　　The math-
ematical　device　is　required　to　ｄｅａ:Ｌ with　this　situation.　In　these
problems, the　states　are　taken into　account at　each refueling　time
and　the　in-core poison management between　the　refuelings　are usua:Lly
not　regarded under some assumptions。
　　　　　The　poisonmanagement problems have been attracted attentions
as　the subproblem of　ｔﾆherefueling problems, which　Is　concerned with
how　to bring　the　Initial state　to　the desired　end state within　the
prescribed　constraints.　Poison management problems　are　composed of
the subprob:Lems　how　to attain　the　temporarily　desired output　power
profile　under　the　limitations　placed on　the ｍａｔﾆerial　density　and　the
thermal, hydro-dynamical　stress.　They　are　the problems belonging　ｔﾆＯ
the　first　group・　The second　group　problems　are　to　attain　these steady
statﾆes within ａ minimum effort or　to maintain　them。
　　　　・Inregard to the　tools　to　deal with　these problems, various
modern　control　theories　and　techniques　are　employed as well as　the
classical　contﾆｒ０１　theory　in　terms　of　frequency　responses　are.　Making
use ｏｆ notions　of　state variables, the maximum principle (Pontryagin
［Pnt.62］and　the　dynamic programming (Bellman［Be.57］) have helped
to　solve　the　optimal control　problem associated with　the　inequality
constraints.　One of　the mostﾆ　splendid　resultﾆＳ　ob tained　through　the
modern control　theory has been brought　to　the xenon-shutdown problem
３
(Ash［As. 66］）.　The　theory　gives　there　thesolut:ion which　cannot be
obtained　from ｔﾆheordinary　intuition.
　　　　The　coitrol　theory　for distﾆributed systems　have been developed
as　the　exteiition of　the　theory　for　the　lumpedparameter　system
(Butkowskiy［Bu.69], Wang［Wa.66]). Mathematically complicated
characteristics　of　distributed systems　demand an abstract　argument
in　ｔﾆhe　general　treatment.　　Genera:Ｌ　linear　controlsystems, including
distributed　system as well　as　the　lumped, can be　described　in　terms
of　an abstract　space　such as　Banach space or Hilbert　space, associat-
ｅｄ･with　the　specific norm which works　as　the　criterion　for　the　control
(Balakrishnan　[Ba.63]).　　Use of　the　abstract　space　:Lends　theopen
prospect　for　the　theory, but　the objects　that　can be dealt with　are
limited　to　simply　and　ａｎａ:Lytically　described　systﾆｅｍＳ・
　　　　For　the　practica:Ｌ　intention,any　final　results　ought　to be ob-
tained　in ｒｅａ:Ｌnumbers　and　the dlstﾆributed systems　should be　decom-
posed　to ａ numbers　of　lumped　systems.　The　spatial　finitﾆｅ　difference
approximation　is　employed widely　to obtain　the　lumped　systems.　　This
method　is based　on　the　direct　substitution of　the　difference operator
for　the　differentia:Ｌoperator.　　The　formulation　is made straight-
forward　and ｎｏｎ:Linearities　canbe dealt with.　The number of varia-
bles　required　to express　the　system within　the　satisfactory precision,
however, often becomes　tremendously　large especially when ａ　three-
dimensional　geometry　is　taken　Into　account・
　　　　For　systemswith weak nonlinearlties, the nodal approximation
or　the modal expansion approximation works well with benefits　of　the
small amount of　the memories　and　the　computing　ｔ:ime　required｡．　Much
efforts　have been　devoted　to　the ａｐｐ:Licationof　these methods　to
nuclear reactor ａｎａ:Lysis(Stacey [St.67], [St.69a］）・
　　　　Forcontrolling　intention, the　conciseness　of　the mathematical
model　０ｂtained　through　the noda:Ｌ　ormodal　expansion　approximation　is
much appreciated because of　their　conciseness　of　expression　retaining
the　features　of　specific　interestﾆＳ．　　Suitable　choiceof　the　geo-
metrical patitioning　for nodal approximation or　the　choice of　the
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　４
base　functions　for modal expansions maximally　exploits　this benefits.
　　　　　In　theoretical works, the　eigenfunctions　of　the　system operators
are　often used　as　the base　functions because of　their　simplicity of
expressions　and　treatﾆise.　For an　existing reactﾆor, much effort　is
required　to　obtain　the　eigenfunctions, and　then ought　to be　employed
the”synthesis ｍｅｔｈｏｄ”,in　the　terminology　of nuclear reactor　science
(Stacey［St.69a］）．
　　　　　This　thesis　is　concerned with analytical　treatﾆments　of　the
optimization of　space dependent　control ０ｆreactors.　The neutﾆronics
equatﾆions, which characterize　the mathematical model　for　the physical
reactﾆor, are　taken　to be　the　integral　form except　for　the　latter half
of　Chaptﾆer　２．　　The　transformation　from the original　diffusion　eqa-
tions　to　the　Integral　form is　carried out by　the　synthesis method




state　core.　　One　is　to express　the　linear, neutronics　in an algebraic
equation.　Assuming ａ　few numbers　of　discrete　control rods　in　the
core, the algebraic expression gives　ａ　critlcality surface　in　the
space　of　control values.　The rest　Is devoted　to　the problem to
allocate　the　controlling absorber　in order　to bring　the　flux distri-
butlon　in　the　core　to　ａ desired　distribution.　The neutronics model
is　taken to be　ａ one-group　diffusion equation with　slab　geometry・
The numerical examinatﾆion has been　carried out　for　the uniform de-
sired　distribution.　Maximum principle　is　used　to　reformulate　the
original problem that　is　intended　ｔﾆｏminimize　the　integral　criterion
of　squared　error over　the　core, intﾆｏａ　two-point boundary value prob-
lem.　The shooting has been made　to　obtain the numerical solution.Λ
numerical anomaly has been met　there, and　ｔﾆhe　reason　is　ｅχamined　to
give　the ｖａ:Lidlty　of　this　formulation　in　comparison with　the backward
substitution which had been used　in earlier　literatﾆures.
５
　　　　　Chapter　３　is　concernedwith　the　regulating prob:Lems　for　the　re-
actor　core by　using various mathematical models　to　express　the neu-
tronics.　An cptimum open　１００ｐ　control　is　obtained by　the　function
space method (Balakrlshnan［Ba.63］) for　the　reactor model　０ｆ neutrons
and precursors.　An abstract　description of　ｔﾆheoptimalitﾆｙ　condition
on　the　control　is　translated by Helmholtz mode　expansion into an alge-
braic equation.　　The　quickly　following property of neutronics　enables
us　to reduce　the order　of　ｔ:he　system and　to　represent　the　system ｏｎ:1-y




equation with　respectﾆ　to　the kernel ０ｆ　feedback integral operator.
The Ｈｅ:Lmholtz mode　expansion　is　employed　to　decompose　the　Riccati-
type　integra:Ｌ　equation　into ａ set　of algebraic equations。
　　　　　Chapter　４　is　of　theburnup　control　problem which　is　concerned
with　the whole　life of　the　core of　the　reactor.　Ａ new model　ｔﾆhat
gives　ａ　concise　description of　steady　state　neutronics　of　the　core　is
employed　and named　as　’り匹lulus" by　tﾆhe　author.　The burnup ｍａχｉ－
mization problem is　formulated on　the basis　of　this model　and　the
numerical　examinatﾆion has　been carried out　for　ａ　two　region　core,
and　it　is　shown　that　the model　can be　described　geometrically and
easily　gives　the　characteristic　features　of　the burnup　problem。
　　　　　Ａpractical　aspect　for　the probabilistic　fuel　ｆａｉ:Lure　presents
ａ prob:Lem to attain　the maximum expectation of　the burnup averaged
over　the　core at　the　end of　the　core life。
　　　　　More　detailed　surveys　for　literatures　and　the　backgrounds　of
the problem are　given　in　each　introductory　sectﾆion of　the　chapters.
The　symbols which　stand　for　the　usual meanings　such as　diffusion
coefficients.　absorption cross　section or　the　decay　constant　of　pre-
cursors　are　used without　explanation.　As　ａ　standard　textbook of　neu-




Chapter 2　Analyti cal Approach to the Steady state Core
２．１　Introduction
　　　　　The　performance　of　ａnuclear reactor　core　can be　improved by　ｒｅ“
distributing　the　space dependentﾆ　parametﾆers　over　the　core.･In　early
years, Goertzel［Goe.56］have　showed　through　the　importance　consider-
ation, that　the　fuel　distﾆribution which　gives　the minimum critical
mass　of　the　fissile material　requires　the　flat　flux over　the　entire
core　under ａ　condition　for　the one neutron energy group model.　This
inspired many　succeeding studies.　The problems　to　realize　the　flatﾆ
flux were　studied by Bartosek ＆　Zezula [Bar.66], Ravets　& Lamarsh［Ra.
60], Lelek［Le.65], Hara & Shibata［Ha.68], and Amano ［Am. 66] , lAm.
67]. Ａ１１　０ｆ　these　studies　substitute　the　condition of　the　flatness
of　the　flux　into　theneutron　governing equatﾆion and　then obtain　the
required parameter distribution of　absorptﾆion　cross　section and moder-
ator　density。
　　　　　In　some　case,however, this　process, named backward　substltutﾆion,
resu:Lts　inａ negative value　of　the material　density, which should be
physically positive, or　give　the　practically　unrealizable values.
Introduction of　the maximum principle by Pontryagin have　enabled　to
find　ａsolution within　ｔﾆhe　specified　closed　class　of　controls。
　　　　　Makinguse　of　ｔﾆhemaximum principle, the　original minimum criti-
cal mass　problems　have been　studied by　Zaritﾆskaya　＆　Rudik　lZa.66］and
by Kochurov［Koc.66］imposing　ａ　limiting　condition on　the　uranium
concentration without　the　assumptﾆion of　ｔﾆhe　symmetricityof　the　slow-
ing down kernel.　　Goldschmidt　＆　Quenon　IGo。70] studied　the minimum
７
critical mass　of　ａ　fast　reactorunder　the power density　constraint。
　　　　The　interesthas　also arisen　in the　direct　ａｐｐ:Lication　for　the
core design 二〇allow　the maximum power output.　Zaritzkaya & Rudik
［Za.67］have　studied　the optima:Ｌ　fissileuranium distribution which
gives　the maximum power　from ａ’gas　cooled reactor　core.　with　the
buckling as　ａ　functionof　the uranium concentration expressed　in　an
experimental equation.　Kochurov & Rudik　[Koc.67］have　considered
ａ single　channel　reactor and have　synthesized　the optimum allocation
of uranixim concentration under　the　constraintﾆＳ　ofmaximum fuel　temper-
ature and　the uranium concentration in order　to obtain　the maximum
power output.　　Zaritzkaya & Rudik　rZa.74］also have　considered ａ
single　channel　reactor and have obtained　the know:Ledge how　to attain
the maximally　flat power release by adjustﾆing　the　longitudinal　dis-
tribution of　flssi:Le uranium concentration。
　　　　Themaximum principle has been also used　to obtain　the　flat　flux
distribution under　the　restrictﾆion on the　concentration of　the materi-
al distribution.　Koga ～右α乙。［Ｋ０.71］have　taken　theabsorbing materl-
al　concentration as　the　control and　reformu:Lated　the original problem
into ａ　two-point boundary value problem through　the maximum principle.
Terney［Te.71］has　obtained　the　information　for　the type　of　ｋｃ。dis-
tribution　through　the maximum principle　and　synthesized　the optima:Ｌ
solution to give　the minimum ｉｎｔﾆegrationof　the　squared deviation of
the　flux　from its　averaged value.　Suda［Su.68］has　obtained　the　ｏｐｔﾆｉ-
mal control　to　flatten the　flux over　the　core　in　terms　of　the　control
absorber distribution　in　the radia:Ｌdirection。
　　　　The　contrasting optima:Ｌproblem to　obtain　the highest　ｆ:Luxden-
sity　in　ａthermal　research reactor has　been　ｔﾆakenup by　Strugar［Ｓｔｒ・
７０］with　the aid of　the maximum principle within　the　constraints　of
the　total power, the power density　and　the　fuel　enrichment.
　　　　Inmany　cases when we want　to　synthesize　an optimum or　some　spe-
cific　control system, the part　to attain　the　criticality　and/or　to
express　the　correspondence of　the　flux shape with　the　physical
８
･ ●
value　of　the　controlling absorber may occupy unreasonably large pro-
portion compared with other　facilities.　　Therefore a brief mathemati-
cal model　in an algebraic　form　that expresses　the　steady　state neu-
tron distribution corresponding　to　the　assigned ｍａｔﾆerialallocatﾆion
will help　the designers　to　construct　their　controlling　systﾆem com-
pactly｡
　　　　　The　attempt　to　express　the　criticality　condition　in an algebraic
form has been done by Hoshino [Ho.70], where　the　critﾆicality　factor
is　expressed　in an　empirical quadratic　form of　the　cross　sections
ａｆｔﾆer　theexperimental design　technique｡
　　　　　Themethod presented　in section ２　is　the　one　to　obtain　the　criti-
cality　condition　for　ａ reactor equipped with ａ　few rods　in　terms　of
the values　corresponding to　the　rod　dislocation　from its　initial
nominal position, which　is　similar　to　the ordinary perturbation
ｍｅｔﾆhodbut　allows　larger extent of perturbations.　　The numerical　ex-
ample　for　the　slab　reactor with　two　rods　shows　good　agreement with
the　strict　solution.
　　　　　The　section　３　consists　of　the　extention of　the work by Koga
et at. and　includes　the　consideration of　the　singularity of　the
problem and　an approximate method　to　avoid　the difficulty　is　added。








　　　　　Thisproblem will be　slightly modified　if　the　fuel　cost　is　taken
into　account, then　ａ　distorted　ｆ:Lux distribution is　required　as　will
be　shown in Chapter ４。
　　　　　In　section　3,the problem　ｔﾆｏbring　the　flux distributﾆion　into
９
the desired　shape　is　formulated　into　ａquadratic performance problem
for　ａlinear system including　the　control variable parametrlcally･
that　is　called ａ bilinear　system.　The necessary condition is　obtain-
ed　for　the　ｃＯntrol variable, which has both　the upper and　lower　limits
reflecting　the physical condition, after　the maximum principle by
Pontryagin.　The numerical example　is　tested　for　the　flat　desired
shape and　the numerical difficulties　are pointed out.　　Ａsubstﾆitute
suboptima:Ｌ method　is　proposed　to avoid　the difficulties and　the nu-
merical　example　is associated.
２．２　Critica:Lity　Surface
　　　　The　steady state neutron　flux distribution　in ａ reactor　core　can
be　considered　to be governed by an equation of　the　form
　　　　　　　　　　　　　　　　　　　£（ω，Ｕ）φ（ω）－Ｑ　，　　　　　　　　　　　　　　(2.2.1)
where Lc･■O.Lりisａ spatial operatﾆor with　ａ　as ａ space dependent para-
meter　corresponding　to　ａ　controllable poison.　Generally　the equation





　　　The mathematical　condition translated　from the physical　critical
condition is that Eq.(2.2.1) along with Eq.(2,2.2) has an existing







value when　ａ　vanishes, that　is, for　the　existing nontrivial eigen-
function
ｊ。（ω）φ。（ω)= L(ω,０）φ。（ω) = 0　，ω６Ω (2.2.3)
holds.
of　£，
Also let us suppose there exists the adjoint ｏｐｅｒａｔｏｒ£二






　　　　We　consider　the　case where　the　control parameter　£えぐω) takes
part In the operator 乙 as
　　　　　　　　　　　£（ω，は（ω)) = L。（ω）十U(U)) .




　　　　If　the　:Linearhomogeneous equation (2.2.6) has ａ nontrivial
solution, Eq.(2.2.6) can be rewritten by Eq.(2.2.4), as
Ｌ，（も＋μ）=･－ｕφ　． (2.2.7)
]:ncorporating with Eq.(2.2.3), the lefthand-side of Eq.(2.2.7) should
be written as
　　　　　　　　　　　　　　　　　ム64> = - uφ　。　　　　　　　　　　　　(2.2.8)




The first equality in Eq.(2.2.9) is approved by the definition of
　エク・必゛'
　　On　ｔｈｅに)こｈｅｒhand, the existing non-trivia:Ｌ solution φ(ω) can
be expressecしby also existing modified Green's　functionG (^ﾀ|ωりas
なω卜φo（ω）＋1a（ω1ω') U(ω’）φ（ω')du)'　　　　（2.2.10）
　　　Let　us　introduce　ａ symbol　”ｏ’Ｉwhich means　the　integration with
respect　to　the common variable between both sides　of　the　symbol over
the domain　Ｑ ． The repetitive substitution of Eq.(2.2.10) into Ｅｑ・















When the norm　　　』１?ω）Ｇ（ωｌω')ll　　is　smallenough and ７?ｔ　is　large, the
expression (2.2.11) wi］．１　give　ａdeterminant　functional　independentﾆ　of
the unknown　φ陶） as　ａｎａ:Lternate of Eq.(2.2.9).
　　　　　　　　　　　　　　　　　　　　　　　　　　　　１２
　　Tlie modified Green's　function used above　is　ａ solutﾆ１０ｎof　the　ｅ-
quatﾆion
工，(ω)Q(wlω’)＝　一肩ω-ω’)キ　，謡匠砿皆 (2.2.13)
When we consider ａ reactﾆor which is　equipped with ａ　few control rods,












Uj･1 ･Qn。71z ’Un,°G7!;,nj ･ ‘’
＝Ｑ
’゛゜G'nm-c Tim ’"Tim- 'Po.nm.
(2.2.15)
　　　　　　　　　　　　　７
where the subscripts ｎ:Ｌ゛ｎ２゛”. ･ , iL describe　that　the　associated
variable　is　evaluated　at　the point
　　　　　Equation (2.2.:L5) prepares　ａ very　simple criteria for　the　criti-
cality　of ａ　core　equipped with　ａ　few rods.　The　pointﾆＳ　that　satisfy
the　equation　form a (/V-J)-dimensional hypersurface in　the /!/-dimension-
ａ１　Euclidian space　of　し/i's.　　This　hypersurface may be　called　as　the
”criticallty　surface”。
　　　　　When　the highest order ?れ- Is　taken　to be　1, this　expression coin-
cides　with　the　result given by　the ordinary perturbation theory.
whｅｒｅ　ぐ　is considered as the　importance. The validity of　the
perturbation　theory　is　limitﾆed only when　lに£ｉｌ　is very　small, but Ｅｑ・




　　　　　Let　us　consider　ａ bare homogeneous　slab　reactor、whose neutron




where　the points　ｒ＝Ｏ　and　てｓ H　are　the extrapolated boundaries .
　　　　For　the simplicity、the spatial variab:Le　2:　is　transformed　into
ｙ　as
X　＝　Ｈｙ　、









and the　criticality　condition for　む£＝Ｏhas　then been incorporated
in the　form
　　　　　　　　　　　　　　　Ｈ１りΣf－Σａ)　＝Ｄ７てＺ．　　　　　　　　　　　(2.2.22)
Fortunately a rigorous　crlticality condition　for　the　systems (2.2.:19),

















where Uo is the approximate value by Eq.(2.2.15), and　U-z is the
rigorous　one after assigning　ぴ１．　Figure　2.2.1 shows　the　critical-
ity curve in　山一Ux plane with the parameter　把,９ the ｏｌ°derof the
polynomial (2.2.15).　　In this　case, along with　Table 2.2.1, it　is







No discrepancy is found between the strict curve i;2 and the approximate
solution of order 777≧3･　y,=o.3, 9j =a6・
　Fig.　2.2.1　Criticaiity curves for the core with two rods ｡
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that of m=l　０ｒthe ordinary perturbation　theory.　Distortion　is　in-
troduced　into　the　flux shape by non-zero Ui and U2> and　is　measured



























　　　　Theneutron flux in ａ　thermal reactor　is　described by　the　dif-
fusion　equation　　　　　　　　’
vDv 4> + (リΣf一心）φ＝告





In steady state, the right-hand　side of Eq.(2.3.1) must vanish･
Hence　the　steady　state　ｆ:Luxdistribution satisfies
絹呻リｐΣf－Σａ）φ＝Q (2.3.3)
The Helmholtz-type Eq.(2.3.3) has　ａnon-trivial　solution only when
the parameters　ｐ ，ｐ夏ﾀﾞand　2a≫ altogether, satisfy the criticality
condition derived from the boundary conditions.　Here the diffusion
coefficientﾆｐ and the fission cross section 2f are fixed and the
absorption　cross　section Σ久is　available as ”control variable”・
The value　2!q, can be divided into two parts　Σｊ　and　Σ°,which are
the　controllable part and　the　remainder.
　　　　ThepartﾆΣi has　ａmaximum value （刈：）ｍａχdetermined　fromthe
rod worth, as well　as　ａminimum value, which　is zero.　In practice,
the　reactor may attain its　crltlcality with half　the length of　each
rod withdrawn where　the　incremental worth of　the　rod motion is　largest
This　means　that　2a has　upper and lower limits　defined by
　　　　　　　　　　　　　ｊ≦乙ぶΣ:バΣＤ。。。。　　　　　　　　　　　(2.3.4)
The performance　criterion　to be minimized　is
　　　　　　　　　　｀7ｓ七ｊφけ卜石印心″，




only one　spatial variable, i, is　needed,
which　is　the distance　from the boundary
as　shown in Fig.2.3.:Ｌ。
　　　　Thus　thegoverning equation of
steady state bare homogeneous　slab











and　the performance　criterion　to be minimized　is
回４一約２ dt, (2.3.8)
where Ｄ and　ｐ：Σｙ　aressumed to be　constﾆant over　the reactor.
　　　　Using the buckling notation, Eq.(2.3.6) is written　in　the more
simple　form
ぶφ4-ｙ０－ｕ）φ＝Ｑ・ (2.3.9)
In order　that　the reactor　remains　in steady state、or　that　Eq.(2.3.9)
possesses　a non-trivial solution　ｆｏＴししｇＯ、b'must be equal to the
geometrical buckling：






















by　χづand　て■2,respectively, the system equation









　　　　Pontryagin's maximum principle requires　that　the optimal　control
　ａ＝ａ芦　and the corresponding trajectoryズ　must satisfy the four
conditions PI　to P4　given below.
　　　　Consider auxiliary variables　ψ゜，　中f，ψ２ａｎｄ　the Hamiltonian
　バ　made up　from　ip and　２:：
　　　　　　　　　　　Ｈ　＝　ｄ)°は'－ｉ')2十φjズ2十が仙－Ｄφ２ｙ 。　　　　　(2.3.17)
Then there must exist　　/(t) (£= 0,1,2) such that：
　　　　　　Ｐ１．　やＯ　is　ａnegative　constant.










composed of boundary values　at　亡゜Ｑ　and　ｔ＝Ｌ　、where
　　　　　　　　　　　（・　) stands　for　the transpose of　ａ vector.
　　　　　　　　Ｐ４．The function　ｒｉ(ｘ(t），φ(t),ａ)　＝　H(t,u) must attain its
　　　　　　　　　　　maximum with respect to しと６［ばmin>U-mc
　　　　　　　　　　　almost　all　ｔ．
Here the value　ゆＣ］can be taken arbitrarily as　long as　it is negative
and　is　fixed　to be －１／２because　the　system (2.3.:L8) is homogeneous
with respect to　炉ｌｓ．
　　　　Replacing　ψｆ and　φ２ｂｙ　χ３and　　Ｚ牟, respective:Ly and linking　the
two systems (2.3.:L8) and (2.3.14), the optimal system can be written

































Employing ａ matrix　Ａ肺｡) , and ａ forcing vector タ, Eq･(2.3.19) can
be written　in　the　form
^x = ACu)x 4･タ，
　　　　　20
(2.3.22)
2.3.2　The Optimality Condition　for　the Uniform Desired Distﾆribution
Here ａ uniform desired distribution
一
万l　is　considered.　The
　　　　　　　　　　　　　　　　　　　　　　　　　　－magnitude of the desired value　ｽﾞﾆｆ can be taken as :Ｌwithout loss of
generality because　the　system (2.3.19) is homogeneous。
　　　　As　１Ｓ　often　the　case, the maximum principle may resu:Lt　in ａ
singular solution where　the　conditions　P1-P4　are not　enough　to　decide
ａ definite　solution. In our problem, tﾆhis occurrs when　ゆ２＝Ｏ　on
some　closed　interval.　It　is, however, guaranteed　to be regular　in
case when　えｆ　is uniform over the entire core after　the　following
considerations。
　　　　The right-hand side of　the Hamiltonian (2,3.17) contains　sole:1-y
　LL in　the　third　term, and　ズ已一一which　physically　corresponds　to　the
neutron ｆｌｕχdensity ，－一一　ispositive　for any　ｔ　．　Hence　the　con-
dition Ｐ４　leads　to　the　following control ｌａＷ：
　　　　　　　　　If　２こ４〉∂　then　　し-f-　 ＾ＴＴＵＬ:,：
　　　　　　　　　If　Z“ぐＯ　then　　し£冷＝　は観£ｔ
Because both １:imits are given in such manner thａｔ　０-０＝tＸｍａｘ　＝：－しimλ々ｔ，
the　optimal　control　can be expressed as
　　　　　　　　　　　　　　　　　ａ＊{t｝＝　ｕ。弓7zは４ａ））。　　　　　　　　(2.3.23)
This　provides　ａ control　law　for ｎｏｎ一台ingular　case.
　　　　The optimal　trajectory in　case of　constant　desired distribution,
however, is non-singular　in　the　interval [0, tf　］９　where　そｌ　is　ａ
positive value.　If not, the　trajectory　cannot　satisfy　the boundary
condition (2.3.20) without violatﾆing the　requirement　of　continuity.




（劃一Ｅ，ｔ,），廿(ｔ）ｉｓ definitely either positive or negative.　From
the requirement of continuity of the trajectory　ａｔ　ｔ°ｔ1　，
21
　　分治　forｔｅ･け,－と，ＺＩ）ｓｈｏｕｌｄbe either of　the　followings ；
　　　　　　If　て４く０　,then　ａ °U゜mn and
　　　がｍ＝ふ( i - ca<it一手ぶ４ぞ）２ふ七で＋c〉冷）〉ら(2.3.24)
　　　　　－where　ｔ＝　ω吋－tl），






　fies　the maximiiiti principle has　ａ singular ａｒｃ・
　　　　　The above discussion is ｖａ:Lid　also　for reactﾆors　equipped with
　reflectors　so　:Long as　the one　group　approximation is　adopted・
　　　　　While　the　control variable　ぴ　remains　constant, the　system ｅ-
　quation (2.3.19) is　ａ linear autonomous　system.　　Therefore an　initial
　state　呪　de-
　tﾆermines　the　state of　the　system at　any arbitrary　time　thereafter,
　in partﾆicular at　the next　switching　time　七戸ず　, at which　the　fourth
　ｅ:Lement of　ズ:　again vanishes　for　the　first　ｔﾆime.　Both　the　ｔﾆime　inter-
ｖａ:L7yり゜t卜･一句and the state in the subsequentﾆtime are the func-
　tions of　XT. , namely
　　　　　　　　　　　　　　　　　　　　　　てj･い刄ぶ゛ｘi）　　　　　　　　　　　(2.3.26)
xi･1｀ﾆＸ（て沁・石）゜χj＋げ刄）． (2.3.27)
Ralation (2.3.27) can be　rewritten using ａ mapping notation,　that　is,
’ｘj・１　°Ｆ（町）全Ｆ°ｘｊ　９
(2.3.28)
where Ｆ　ｉｓvalid only for 今十1 within [ ti , L】．　If the last
22
switching　time　そと刑　exceeds　Ｌ　,another mapping r≒
















Recalling that　てヱ　is　set at　zero　for　any ｊ　below　£　, the vector
notation X:びIand d'Xj. can be abbreviatﾆed　to be　（ｌ;，く，こ（l）　and
はヰｄぢ. dzt) without missing any　information.　Differentiating
Eq.(2.3.31) and　substituting　the　relation ｉ４１° －　χろinto　it.　we　obtain
栢゛にか涙声親し丿ぐ











where∂ｌ力万･is a 3×３ matrix whose い771, TV ) element is ∂てり/∂程，
and　∂;とV£?:り,is the gradient of r* with respect to　町 Then Eq






where the （ｍ、72 ) element of硲司ｉｓ
ぐ栽F゛ふづぎ超)しい




















　　　Thus　ａ　linear relationship has been obtained between　the　in-
cremental variations ｏ１ズ(0) andがＬ)．　In these formulas,∂れ7‘)/∂弓
ａｎｄ∂χぱ力でcan be explicit!-ｙ represented by making use of the
transition matrix (Appendix A) of　the　linear state　equation (2.3.23)
associated with the constant　αｉｎ two ways according to　ｕ一之１　・
　　　If　the　initial ｖａ]Lue　X(0) is　given such as　to　satisfy　the in-
itial boundary condition, て1(l))ａｎｄｽﾞ駈))ａｒｅ both set　at　zero　and








　　　　As　the　systern (2.3.29) is autonomous,　there　should exist　an
　Ｘａ-）　uniquely for any X(0) , or ａ　び'for any　ぴ　．　Among these　び
and the resulting　び≒　onlyび‰∂　can be expected to correspond to
the　optimal control.　Therefore　if such ａ びas to giveび‰０ 　ｓhould
be　found, this　may be　the optima:L. Consequently　the principle seeking
the optimal control has been　deduced　to　finding　the zero of　the
function　びyび）。
　　　　The most　classic method of solving an equation consisting of
continuous　and differentiab:le　functﾆions　is　the modified Newton' Ｓ
method.　But　this method requires　the Ｓａｔﾆisfactlon of　excessively
demanding conditions　in order　to　converge　and lead　to　ａ solution, and
in most　cases　it　ｆａｉ:Is.　The more　complex but successful method　is
the　steepest　descentﾆmethod, based on ａ dummy potential　and　ａ random
number　generator.　　This　is　the　shooting method.。







where (⊇　isａ suitable symmetric positive definite ２χ２ square matrix
The total derivative of Ｒ　is the incrementﾆfor ａ smal:Ｌchange in
　が：
　　　　　　　　　　dR　＝　２ｒびヅQdが　．




Let the initial guess of びbe　Vi , and the resultingび'be Ui≒
25
then Ｒ can take ａ positive value, and the slightly perturbed Vi with
small variation∠Wi yie:Ids
　　　　　　　Ｒ＋ｊ尺　＝rびj）゜Ｑ哨’十zaﾉびＱＰ△炳．．　　　　　(2.3.46)
If ｌ? were very small, the next guess むITシ.1＝政七d眺ｓｈｏｕldresult in
　Ｒ十Z1P= O.　namely
　　　　　　　　　R+aR = (ぴ2ダQ ( Vi + zPaVi)゜Ｑ．　　　　　　(2.3°４７）
Therefore
　　　　　　　　　　　　　　　∠ｓ哨＝一子(py'びｊ●




Equation (2.3.49) gives　ａrecurrence　formula applicable only when ａ
very　good　initia:Ｌ　guess　is　given,but　in most　cases, the　initial
guess　cannot be　expected　to be so　good, and Eq.(2.3.49) would　then
ｎ０longer apply：　theａ:Lgorithm would　thus　fail　to　converge.　　Insuch
cases.　the steepest　descent method is more　effective　in obtaining an
appropriate　乙Vi , especially when the method is modified by ａ random
positive matrix　though　this requires more　computation time.　In Ｅｑ・
(2.3.46), R　decreases most rapidly when ｊび　runs inversely parallel
to the vector (Q Pfv' ．　But the complexity of R　due to the involv-
ed nature of　びどびﾀ　leaves an ambiguity as to whatﾆＶａ:Lueof ｊ呪
minimizes　　Ｒ　．　　Some　information on　this point　is　obtained by　ex-
amining the value of　∠１呪　givenby Eq.(2.3.48).　The correction that
should be added ｔｏ鳶ｂｅｃｏｍｅｓ
乙眺＝子メz{Mぶyl{T佃j}y゛が・ (2.3.50)
where JJL　is　ａpositive number of　the　order　of　unityand　is　left　unde-
termlned　for　the　convenience of numerical　computation.　Ａ　modiflea-
tion is brought by　the matrix
26
シヰ二二ト (2.3.51)
where　ｋ７１　and　∂７ｔ　arerandom numbers bounded ｂｙＯく臨くl　and　一瓦ﾉ奴∂7，
　く疋／２　. The modification ｏｆ∠Wi by飛is expressed by
　　　　　　　　　　　　　　　　△Vn,　゛一石,(QP)^Vi　●　　　　　　(2.3.52)
Among　these　∠1f711.9　the one　that minimizes Ｒ is taken as　the nextﾆ
correction.
　　　　In order　that　the ａ:Lgorithm presented above　should provide　ａ
good convergence, the smoothness of the mappingが?が') should be re-
tained.　But　in our　case neither　this　smoothness nor　the homeomorphism
can be　expected　especial:Ly when ａ　large value　is assigned to　Un　・
　　　　　　　　　　　　　　　　　　　∧The nonlinearity　in　Ｆ　arises mainly　from the nonlinearity　of
the switching time 弓＋７with respect to the initial value ズに）），
being　the　least　positﾆIve root of　ａｔﾆranscendental equation containing
　弩　as　the parameter：
　　　　　　　　　　　　　　　　　　　？（て卜町）゜０　　　　　　　　　　　　　(2.3.53)














Hereafter the case of　むえ＝ぴmax：alonecan be discussed without sacri-
ficing any　intrinsic property.　　The　three　Independent　initial values
　ズ;，Ｚｉ and　χｊare transformed ｉｎｌﾆｏnew independent variables　ａ ，
　わ　and　Ｃ　by　the　transformation
a　＝　■ｘ.＼lｘ＼、♭= X?/2 一球、ｃ’ －　ｚ/ 吋
Further, we define ａ new variable Ｚ　to ｒｅｐ:Lace　て
??
　　　　　　　　　　　　　　λて＝ 　ｔａ／ｎｆｉ"'ｚ　．
Then the original equation (2.3.53) becomes
　　　　　　　　　g(iL) ^　ｚ２ぴ1?l‘ 1　4‘ tanh'^ z = C ,
(2.3.56)
(2.3.57)
The conceptual curve of g(z) for　ａ ，わ　and　ｄ　in the near optimal
Ｚ
Ａ root 21 jumps to Ｚ２　as Ｃ changes from Cl to Ｃ２
　Fig.2.3.2　Ａ conceptual curve of g(z).
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case　is　illustrated　in Fig.2.3.2, which　shows how small　ａ change
in variable　Ｃ　can　cause ａ complicated　change, such as　jump, in　the
root of Eq.(2.3.57).　When ａ jump occurs in 弓:, the mapping Ｆ acquires
ａ nonlinearlty which　cannotﾆbe expressed analytically nor　in Taylor's
expansion.　Such ａ case　is　shown in Fig.2.3.3, where　the　:Linear para-
llel　lines　in　the ｚ々Ｑ卜χなの　plane are mapped into the　ｘｌ(ＬトＸ３(Ｌ)
plane, and　the　Images　are　seen to　be very　complicated.　In the
neighbourhood of　B , the number of switching times changes from ３ to
５．　This is the case when the jirnip in 弓〇ccurs before the last
switching time.　０ｎ　the other hand, the point　ﾉｘ　specifies　ａ case
where　the　last　switching　time was　delayed and　exceeded　the　end point
　ｔ＝Ｏ　,and here　the　switching　time　changes　in number　from ３　to　４．
　L= 50cm, Uo=5.0811. The ｐｒｅ°imagesare located in the neighbourhood
　of a;2(0)=0.0919, x'(0)=5.4461.
Fig. 2‘.3.3　Images of parallel　lines　in x2(0)-a:M0) plane
　　　　　　　　　　　Mapped　intoｚ２（Ｚ;）－ｚ３（£）ｐｌａｎｅ・
2.3.3　Numerica:Ｌ　Resu上ts　and Discussions
The optimal neutron distribution　1S　illustratﾆed　in Fig.2.3.4
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for　　ａＱ＝　1.3, 1.5　and　2.5.　１ｆ　μＯ　is smaller　than 1.5, any　initial




near　these junctures, such　as　at　the points Ａ and Ｂ　in Fig,2.3.3, is
very　complicated.　If　ａ　guess falls　on one of　these points, the next
guess　should　deviate　far　from the optimal point.　When　00=2.5, a　dis-
tinct:ly　ill-conditioned　case, the optimal　solution has been obtained
by　ａ:lmost　random search　after　encirc:ling　the　domain where　the optimal















　　　　　　Thecontrol variable z４has its minimum value at the left end and the maximum




larger　the bounds　of　ぽ　allowed、the　smaller　the value obtained of
　Ｊｏ　、which is　the minimized　Ｊ　．　However　the peak value or　the ｈｏｔﾆ
spotﾆ　factor　grows　larger as　ゐ　is　reduced.　This　undesirable phe-
nomenon　can be ａｔﾆtributed　to　the　fact　that　the desired　flux distri-
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bution　is made　constant ali over　the core　Including　the boundary, de-
spite　the　physical necessity of　ｔﾆhe　flux　ｔﾆｏbe　continuously　differen-
tiable　even at　the boundary.　Such　ａ situation also　occurs　in　the
Fourier　expansion of ａ　square wave, which　is known as Gibbs ゛ phenome-
non.　However, if　the governing equatﾆion　is　of　ａ　two　group model pro-
vided with reflector, where　the　flux distribution　is not required　to
be　zero　at　the　interface of　the　core and　the reflector, such ａ dif-














　　　　Anotherapproach　to obtain this　solution　shall be presented
after　the　slight modification of　the　control law (2.3.23) into　the
one using ａ saturation function instead of　the　stepwise sgn　function･
This method will provide ａ suboptﾆimal but more　realistic and　realiz-
able　solution　for　act)。
　　　　In　thepreceding paragraph, the uniform distﾆribution was adopted
as the desired　distributﾆion and　it was　guarantﾆeed　that　this　desired
distribution does　not require ａ singular　solutﾆion.　However, the
larger the bound　ぴｏ for the control becomes, the more singular-like
solution is　required。
　　　　Wecan consider the attainable closed region Ωｏｆ　X, , the





holds, then ’･"acescariiythe corresponding　Ω１ and Ω２ have the re-
:lation
　　　　　　　　　　　　　　　Ω１　Ｃ　Ｑ２
as　is depicted in Fig.　2.3.6.
(2.3.59)
　　　　Whenｕ is large, the desirable tr°jectoryＺｄis included in Ω．
Fig.2.3.6　Closed region of controls, U, and the corresponding
　　　　　　　　　　regionof the trajectories, £2.
　　　工ｆ the desired distribution is located outside of　Ω　, the
bang-bang control (2.3.23) will be cone］Luded.　This　is because　the
optimal bang-bang contro:Ｌ is located on ∂U^ of Ui and the corre-
sponding optima:Ｌ distribution is also on the boundary ∂n of Q which
Is　the nearest　from the desired point　　Zd ．　　Thisis　the　case of　the
uniform desired distribution in this　section.　However, if　the region
becomes wider, then　ズlet may be contained inside of Ｑ , and the admis-
sible variation c5^は　for　a will coincide with　the full space：　there
may not be any suspending hyperplane and　the　condition Ｐ-２ｗｉ:11not
provide　any　information about　the　optimal　control.　This　situation
requires　that　φ２＝Ｑ　on some interval [£１，む】６［　０，Ｌ］and is　gener-
ally named as　the singular　case。
　　　As　an example of　the　singu:Lar　case, we　can consider
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χ１＝　μふｎｌ:t/ＺＬ (2.3.60)
as the desired distribution.　Substituting this　Xd.into Eq.(2.3.19),







satisfies　the necessary conditions P1-P4　and　the performance index
　Ｊ　attains　the　absolute minimum　ｏ　for　this　soluじion.　This　solution
cannot be determined from Eq.(2.3.23)。
　　　　In the former works [Le.65],［Am.66］and [Am.67], the backward
substitution was　used　in order　to　obtain the　control　to　ａｔﾆtain　the
desired　flux distribution.　That method yields　the　control after
substﾆitﾆuting　the desired　flux distribution into　the neutﾆron　equation｡
　　　　Ａｆｔﾆer　the　considerationabove, it　can be　seen　that　the　singular
solution　for　our　case may　fall within　the　class of　the solutions
that　are　ｔﾆｏbe obtained by　the backward　substitution.　Conversely
the　problem which should prepare　the nonsingular　solution　for our
ｍｅｔﾆhodＷｉ１:Ｌnot meet　the backward　substitution method.
2.3.4　Approximatﾆｅ　Solution
　　　　　Ithas been shown　in　the preceding section　that　the　true optimal
solution is　apt　to be difficult　ｔﾆｏbe obtained and may　fall into　the
singular case as　Uo　tends　ｔ０　large.　Ouroriginal aim was　to dis-
tribute　the neutron　flux as　we wantﾆ　and was　ｎｏｔﾆ　strictly　concerned
ｗｉｔﾆｈminimizing　the　performance　index　丿．　　Therefore some suboptimal
control may be substitﾆuted　instead of　the intractable rigorous　solu-
tion.
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　　　　The　methodshown　in　the preceding subsection may　fall　in seeking
the solution of　ｔﾆhe　two-pointboundary value problem.　One of　the
reason that　ﾆhe mapping　is　very　complicated　to　deal with　is　that　the
right side of Eq.(2.3.:L9) has　the jump discontinuity because of　the
control　law (2.3.23), and does not　satisfy　the Llpschitz's　condition
which　assures　the regu:Larity of　the mapping of　the initial value　to
the　terminal value。
　　　　Equation (2.3.23), composed of　the　step　functionﾀ　however,　may
be embedded　in　the　class　of　the　functions
　　　　　　　　　　　　　　　　Ｕ＊Ａ 　＝ ＬtｏＡｄtLがﾉ△）








the　shooting method will make
more　success　than　in　the original
problem.　The　two-point boundary

















　　　　The algorithm to　solve　this　problem is　similar　to　the　exact　one
shown　in　the preceding paragraph ｂｕｔﾆ　theneighbouring mapping matrix








where ｡/は) and　∂/r;c)/∂^(k　stand for the ｌ:ight-hand side of Eqs.(2.3.
65-68) and　the　derivative　evaluated　along　the　trajectory　correspond-
ing to the preveously assigned initial value. respective:ly, andvi?.
the　identity ｍａｔﾆrlx.　As　is　easily verified, the rightﾆｰhand side of
Eq.(2.3.71) satﾆisfies the Lipschitz' s　condition, and　ｔﾆhe　continuity
of　ｔﾆhe　mapping is　guaranteed。
　　　　　The　ａ:Lgorithm runs　as　ｆ０１１０ｗＳ：　　Initially, enough　large value　is
assigned　to　乙　and　the　two-point　boundary value problem is　solved　in
ｔ二he　like manner as was　shown in　the preceding paragraph. The　solution
for　this　process　can easily be obtained because　the mapping of　the
init ial value　to　the　final value　is　rather　plain when　△　is　large・
After　the　temporary　solutﾆion has　been obtained, it　is　used　as　the
guess　for　the　solution of　the next　Ｓｔﾆep　to which　ａ half　of　the　乙　　is
assigned.　By　this　recursive process, each　initial guess　is　always
put　near　the　right　temporary　solution, and　each　step　can get　to　the
solution after　ａ　few times　of　iterations。
　　　　　This　process has been applied　for　the case of　ａひゞ３．５ as　is
shown　in Fig.　2.3.8　thatﾆ　is　difficult　to be　dealt with by　the　exact
ｍｅｔﾆhod.　The　ｓｈｏｏｔﾆinghas been made　from the　center　to　the　extrapo-
lated　boundary, contrary　to　the　exact method.　　The　figure　shows　thatﾆ
the　shape of　the neutron　flux distribution has　already arrived　at　its
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ｏｐｌﾆimal　shape,though　the control is not yet　settled in　its　dis-
tribution near the center.　This is because the contribution of　む£
is much　less　In　the　center　region, where　the　control　is　not bang-bang











The control Ｕ takes Intermediate value £±>OUtthe center region.
　　Fig.2.3.8　Approximate solution by Eq.(2.3.64).
2.3.5　Two-Group Model
　　　　In　this　section　the　two-group model ０ｆ　ａslab　reactor equipped
with reflectors　is　considered.

















The　configuration of　the　slab　reactor　considered here is　shown
in Fig.2.3.9 and the sjmibolｔ
is　used as　the space variable.
Replacing the　differential opera-
tors in Eqs.(2.3.73) and (2.3.74)
by ordinary　differential opera-
ｔﾆors and making ａ suitable vari-
able　transformation, the　govern-
ing equation in　the　core becomes
Pig.2.3.9 Reflected slab reactor
　　　　　　　　　　　告Ｘ 　＝ Ａ　Ｘ 　，　０！t　４　Ｌ　，
where　　ｔ　：　distance　from the center
　　　　　　　of　the　core


















Qst =ΣＲﾉ Ｄ。　Ｃｌｊｉ 　＝　- 　ＰΣ川DI
a., = -pΣRJ^Zy　a　°　Σａ/Ｄ２ ・
The absorption cross section　Σａ can be divided into two parts.Σ£
and　la , the former representing the part of controller and　the







































　　　　(1)The neutron flux vanishes　at　the　extrapolatﾆed boundary・





















　　　　The optimal　control　Ｕ゛ － む&゛(t)must satisfy　the maximiim princi-













1 =5,6,7,8) must satisfy the adjoint
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where




Equations (2.3.80) and (2.3.81)　define　the　two-folds　5o and　βｌ　on
which　the　initial and　the　terminal values　respectively　lie.　Ｂｏｔﾆｈ
　So　and　５１　are two-dimensiona:Ｌ subspaces　and　therefore possess
two linear:Ly independent vectors：
　　　　　　　　　　５ｏ：(1, 0,　0, 0)＼ (0, U 0, 0バ　’
s, :(7rj(i/ 77z。，inzi Imzz, -I, of
　　　　　　　　　　　　　　　（Ｏ、ｍｉｉｉ.、０、－77122）｀　．













Denoting the matrix irx Eq.(2.3.85) as　Ｍ’Ｌ，ａｎｄａ new vector as　λ，
composed of　χ　and the former　X , the boundary and transversality
conditﾆions at ｔ＝Ｏ and t＝Ｌ　ａｘｅ　ｃombinedinto the two equations
　　　　　　　　　　　　　　X^(0) = 0 , r t'= 3,4, 5,6)　　　　　　(2.3.87)
and
∩ x(Ｌ) ＝ ０　. (2.3.88)
Given an initial value　X(.O) which satisfies Eq.(2.3.86), a
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mａtﾆrix that　transfers　an incremental　change　in X(0) intﾆＯ　X(L)can be
easily obtﾆained　analytically, as was　done　in　the　one-group　case, and
the　same　technique　can be used　in numerical　computation.　But　the
process　is　far more　difficult　to　converge　ｔﾆhan　in　the previous　case,
because　the sum of　the order of　the　system equation (2.3.76) and　the
adjoint　system (2.3.83) is　as　high as　８　inall, that　is, the ana-
lytical solution　for 7? is made up of ８ linearly independent ex-
ponential and sinusoidal　functions.　The　equation
χ町で）＝　∂ (2.3.89)
is not ｏｎ:lydifficult to be solved but also the mapping Ｆ　is too
complicated　to　treat.　Such　circumstances have preventﾆed out ａｔｔﾆempt
on　the machine computation of　this　case.
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Chapter 3.　l.ynami cal　Control　of In-Core Power Distribution
３．１．　Introduction
　　　　　Modernpower　reactors have　their　increasing size of　cores　in
order　to　ａｔｔﾆain　the　less　expensive energy　cost.　When　the　cores　are
small　in　size, the power　distribution will hardly　change　the shape
against　the　spatially biased parameter variation｡
　　　　　For　the　large　sized　cores, however, much･ distortion may be　caused
by　ｔﾆheslight　local　change of parameters.　　This　trend may　inflict
the　xenon-induced spatial　instability　on　the　power　reactors　after　ａ
flux tilt has been　introduced by　Ｓ tartup ， rod pattern　alternation,
or by　load　fluctuation.　　The regulating　control　is　required not　only
fri)m the　standpoint　of xenon　instability but　also because　the dis-
ｔ０１‘tion　inpower release　profile will make　the hot　spot　travel　in
the core and　the　thermal Ｓtress will be　accumulated on　the　sheath of
fuel pins　ｔﾆhat will　increase　the probability　of　the　fuel　failure.
Therefore　the　ｆ:Lux tilt　in the core　is　desired　to be　removed as　fast
as　possible。
　　　　　In　the　last　decade, efforts　have been devoted　to　synthesize　the
optimal　control　for　the spatially distributed　cores。
　　　　　Weaver　&Vanasse [We.67］have devised　ａ　technique　to　determine
the optimal　feedback coefficients　for ａ　system described　in　the
frequency　region, and have　applied　their method　to　ａ nodally　repre-
sented　core and also　to　ａ　coupled　core。
　　　　　Stacey［St.70a］　and Hsu [Hs.67] have used the partia:Ｌ dif-
ferential　form, and have　applied ａ variational approach　to　obtain
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the　control.　Stacey's method provides　ａ method　to　calculate　an
optimal　open loop　control by　the direct method of variational　calcu-
lus, which yields　an algebraic equation　to be numerically　solved.　An
artificial expression of　the　control　function　in　the　system equation
permits　to　take　account　of　the　temperature　feedback effect.　Hsu have
developed Pontryagin's maximum principle　for distributed parametﾆer
systems, and applied　the method　to　the regulator problem and　ｔﾆＯ　the
minimum time problem.　Also　the Liapunov functional was　constructed
to verify　the stability of　the　system, and was　further utilized　to
find　ａ　suboptimal　control　ｌａｗ。
　　　　　Wiberg［Wi.67］has　treated　the　optimal　control ０ｆxenon spatial
oscillation, by using　the method of　expansion　in Kaplan modes［Ka.61］
in order　to　apply　the modern　control　theory of　:Lumped parameter
systems, and　the　optimal　feedback　coefficients　are　given　formally　as
ａ solutﾆion of　the　regulator problem.　Ａ numerical　ｅχample　is present-
ed　for　ａ very　simple　case。
　　　　　Themodal expansion method has been used by　Suda [Su.68】to　ex-
amine　the　controllability and　the maintainabilltﾆｙ of　the　flux distrl-
ｂｕｔﾆion　by　control rods, and　to solve　the　regulator problem。
　　　　　Kyong［Ky.６８１　have　applied　the　function space method　to　the
regulator prob:Lem of　the prompt　neutron equation of　the　core, and has
developed ａ method　for solving numerically　the　integral　equation,
which was　derived　from the open　loop　optimal　control problem for




　　　　　Kuroda& Makino　[Ku.69］dealt by　the principle of optimality
with　the　termina:Ｌ cost problem with ａ　control energy　constraint・
Kuroda　& Makino［Ku.71］also applied the results by Lions [Li.71］for
the　regulator problem of ａ　linear　one―group neutron model withoutﾆ　the
precursor｡
　　　　　Λ　distinct　approach has been　tried by　Sekimizu ｅｔａ１．［Se.72],
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　by　means　of　the　function space method, to　obtain the　control which
　minimizes　the　functional　corresponding　to　the　distance between　the
　available　ｔﾆrajectory and　the　set　of　desirable　trajectories.　This
　idea enabled　them to　avoid　the excessive　Ｃａ:Lculating labour worthless
　to　the　original　ａﾆＬｍ。
　　　　　　Ａterminal　cost problem which　transfers　the　core　state　to　another
　forａ one　group neutron equation associated with precursor density
　was　studied by Iwazuml　& Koga [Iw.73].　The　feedback solution was
　obtained　through　the Kaplan mode expansion　technique as Ｗｅ:LI　asby
　the　function space method.　An idea has　there been devised　to　cir-
　cumvent　the space dependency of　the　core parameters　that makes　it
　difficult　to obtain　the Kaplan mode　in an analytical manner｡
　　　　　　Thepractical significance　is　further　found　in　ｔﾆhe regulation
　of　the　xenon-induced oscil:Lation in pressurized water reactors ．　An
　elaborate survey　paper was　given by Stacey［St. 70］covering the whole
　problems;　history, physics, calculational prob lems　as well as　the
　contro:Ｌproblems。
　　　　　　Stacey［St.68］obtained　the optimal　control by　two regu:Lating
　controller　through　dynamic programming method, and　reformulated　[St.
　６９］the problem as　ａ problem in　ｔﾆhe　calculus of variations　for distri-
　buted parameter　systems, both　resulting in open １００Ｐ　controls.
Christie　& Poncelet　[Chr. 731 considered　the prob:Lem, in　contras ｔ　to
　Stacey' Ｓ　theoretical work. from the　standpoint　of view of　practical
　operator manual control, based on control　theory concepts　and　con-
　siderations　of　the physics　of　the　contro:Ｌ．　El-Bassioni　& Poncelet
　[E1B.74］obtained　ａ simp:Le optimal bang-bang　control　to suppress　the
　xenon-induced oscillation knowing the switching　time by　observing
　the axial　offset　of　the　flux distribution.
　　　　　This　chaptﾆer　contains　the open　loop　regulator problem for　the
neutron-precursor dynamics　in section ２；　theＳｔﾆationary　feedback con-
ｔｒｏ:Ｌabout　the　tﾆemperature-precursor　dynamics　coupled by　steady　state
neutron diffusion equation, in section ３．
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　　　　　In　section2，tﾆhe　two　group diffusion approximation　is　adopted
as　the neutron governing equation　in order　to　suitably　express　the
core which　is　large　compared　to　the　diffusion　lengtﾆｈ　of　thermal
neutﾆrons.　　This　neutron equation　is　reduced　into　ａ　set of　the
eigenvalue problems　for　the matrices　obtained by　replacing　the　spatial
operator, Laplacian, witﾆｈ　the bucklings.　　The　system equation, in-
itially having been written　in ａ partial　differential　equation,　is
rewrittﾆen　in　ａ Volterra　type　integral　equation associated with　ｔﾆhe
the kernel readily　synthesized　in an　infinite　series.　The　integral
expression of　the　system equation helps　us　to obtain　the adjointﾆ
operator ａｎａ！ytically, thatﾆ　is　necessary　in　the　course of　synthesiz-
ing　the　ultimate　ｉｎｔﾆegral equation which　should be　satisfied by　the
optimal　control.　The　reduction of　the　equations　are made　in　terms　of
ａ Hilbert　space.　　The　control　equation　in ａ　Fredholm's　Integral eq-
uation of　the　2nd kind　is　solved　numerically by　the　successive　approx-
imation。
　　　　　It　is　ａ:Lso　shown　that　the　introduction of　steady　state neutron
approximation　can　successfully be made and　reduces　the　calculational
effort。
　　　　　In　section 3, the　reactor　core　dynamics model　is　represented by
the　coolant　temperature　averaged　along　the　channel, and by　the　pre-
cursor density.　　The neutﾆrons　are assumed　ｔﾆｏbe　governed by　the one-
group　diffusion equation　in　steady　state.　This　is because　the dis-
crepancey of　the neutron　distribution　from the　ｓｔﾆeady　state which　is
determined by　the　temperatﾆure　and　the precursor　density, dies　ｏｕｔﾆ










3.2.1　Integral Expression of Evolutﾆion Equation
　　　　Thepower distribution in ａ reactor　core　can be　described by　the
equation
灸χ(ω,t) = Sχ(ω,t) 4･ ？(ωμ)，ム) eQ , (3.2.1)
where　ω　ａｎｄΩ　stand　for　the place　and　the　core respectively.　The
term χ（７ω,t)corresponds to　バーdimensional state vector function and









at　the　isolated ｐ:Lace　in　the　core　is　coupled by　the　diffusion and
slowing　down process, therefore　the operator >S　in Eq.(3.2.1) is　con-
sidered to operate on the spatial distribution of χΓω,t). Suppose
that the operators /S and Sb　are time invariant, ｔﾆhen tﾆhe effort to
Ｓｏ:IveEq,(3.2.1) along with the　initial condition and with　the bounda-
ry condition is substituted by the eigenvalue problem
　　　　　　　　　　　,S･ん凶）≒μ１･φ'1,(0))・　　　　　　　　　　　　(3.2.4)
　　　　　　　　　　　ダら（ω）≒μk h(ω），　たり, 2,5, ･･ ･ ,　　　　　（３°２°５）
where　ｔﾆhe　operator 乏5 is the adi oint of ぶ．　Ｔｈｅμk，61，２.，う，‥・









adjoint is found, the solution of Eqs.(3.2.1), (3.2.2) and (3.2.3)
can be synthesized as
　　　ｘ佃μ)゛J，ｅﾒj゛'゛も(゜J)11れ(“J’)}り(゜(゜’)必’
　　　　　　　に;(れj)で♂μに’)な似川り町ごjにごぷ’．(3.2.8)
Supp h h i fl i i g f
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X(ω,t) = Xo(ω,t) +　jj九a(ω,tlω',t')7(ω',t') ci,ω’(1が. (3.2.10)
Equation (3.2.10) gives, although　is　it　formal, an integral expression
of　the　solution　for　the original　problem.　The　controlling input
７(ｗ，ｔ:)hasbeen so far considered to be spatially distributed。
　　　　Thereare some reactors which are equipped with ａ　few numbers　of
regulating rods whose　tip　size　is　smal:Ｌand　that move　finely　compar-
ed　to　the whole　reactor core　geometry.　　Use　ofDirac' s　distribution
makes　it able　to express　the　effectﾆ　of　such　controlling scheme.　Ａ
control　rod is made　of deep　absorber　for　the　thermal neutrons.　The
effect　of　slightly moved　control　rod　is　therefore　accounted as　the
yield　or　the ｅｘｔﾆinctionof　thermal neutﾆrons　that　are　absorbed　into
the　control　rod　surface, which　is here　considered black for　the
neutrons.　　After　the monoenergetic neutron-physics　consideration, the
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number　of　the neutrons　that　are　absorbed　into　the　control　rod　can be
roughly　estimated as much　as　equal　to　the number of neutrons which
are producecで　./ithin　the　region of　the distance　乙　, the diffusion
length of　thermal　neutrons, from ｔﾆhe　absorbing surface［Th.64]。
　　　　　If　the　partialdifferential　equation is　used　for Eq.(3.2.1), use
of　Dirac's　distribution is　rationalized by　interp･reting　the　equation
as, for any　i> , the relation
＜帆長×-　ｓｘ＞≪－＜も７臨゛ｏ (3.2.11)
holds.　　０ｎthe other hand　the integral expression (3.2.9) allows　the
direct use of　the distribution.
　　　　Retaining　the　expression (3.2.11), we are able　to　carry　out　the
formal manipu:lation with the forcing terra 多ｉｎ Eq.(3,2.1) in the form
　　　　　　　　　　　Ｎ７(ω,t) = Σ ｄ・ UnSiω－ωＪ，
　　　　　　　　　　Tt'i
(3.2.12)
where ４　is　ａ　Ｋ-vector　and　ｊ　stands　for　the Dirac' Ｓ　distribution on
the Euclidean space　concerned.　　The　Ｕ-Ｔｌ　coefficients　for　71= J,･･・，八／
are　taken　to be　the　direct　control values　each of which are　applied
ｔ６the control　rod　locating at　ωn.. and collected into ａ　／Ｖ-vector
ａ　in the　following｡
　　　　Making use of　these　terms, the　original equation (3.2.1) is　re-
duced　to an integral　expression
where












3.2.2　Regulator Problem in　the Hilbert　Space
　　　　In　this　section,the optimum regulator　problem in　the Hilbert
space　is　considered　in ａ　general manner.　　This　problem is　to　find　the




由十r^ u^ct) act)] dt, (3.2.17)
where the term χ£（ω,-i)represents the desirable behavior of the
systﾆem.　The system under consideration is written in the form
　　　　ｙΓω・t) = Xo(ω,t)-t･£（ω,i＼ t') u｡(七:'), X ６ Hi ， UeHz, (3.2.18)
where the Hilbert space H/ stands for the space of　the　state vectﾆor
functions and Hz, the control vector function. The ace omp anying
inner　products　are defined respectively as
and








The　term £('ω,ｔは')stands　for　the operator which maps act')&H2 to
Xfu),t)e哨　　．
　　　　In　this　frame, we want　to minim：ize
八ｕ）司£u + Xo-XdllJ゛ｒ21は||こ (3.2.21)





　　　　　Following　the　definition of　the norm in　the Hilbert　space, the






ｌ：。presents　the　identity operator which maps
Ｈ２.
into another, but entire:Ly similar Hilbert space　ﾊﾞｊ．　Here we define
an operator　as
　　　　　　尺(i% t) - X*(t'lω″,t")£(ω", t" 11) + rK夕ａ’□)　(3.2.24)
which maps Hz into　畷｡
　　　When　the　ｏｐｅｒａtｏｒ£　is　completely　continuous　or　compact, there
exists the adjoint operator JLx and the reduced operatorびこis posi-
tive definite, self adjoint and has ａ unique, bounded Inverse oper-
ator (R.ニ≒ｓｉｎｃｅご£is nonnegative and self adjoint [Ri.55]｡
　　　These　characteristics　of　び乙 Ｓ゛　admit　further modification of　the
form (3.2.23) to give
　Ｊ(Ｕ)゜くｕ －Ｒ｀'ご(Xd-Xo)･剛'＆一尺'と戊･一焔)厄
　　4’くXd-Xo ・ Xd -Xo χ1 －く沢'tび(×１-Ｘ．），ｊ(χ４一馬）福．　(3.2.25)
Denoting尺’？r沌一χ,）ｂｙｙ，ｗｅ get an expression
J(u)゜〈ａ －ｕ゛ｌ尺［ｕご♂］〉Ｈ２ ゛ Ｊ゛1 (3.2.26)
where j is the fraction of Ｊ that Is Independent of the argument !Ｚ．
　　The minimum of JCU) is attained when and only when £L coincides
with　ｔ？　inａ Ｓｔﾆrongsense, that is,
＜ｕ-　ａ＊， 　ｕ-"*>≪.- |la－lj～112° 0 (3.2.27)
holds.





the　first　term in　the　criterion　functﾆional in (3.2.26) can be evaluat-
ed as
ε２〈Ｚ･沢Ｚ〉H2　≦　iMI^Il- ＼＼z＼＼＼ (3.2.29)
where　the equality holds when and　only when IIZII= 0　　because of　posi-
tive definiteness of　尺.
　　　Thus the optima:Ｌ control is found as　IL , whereas this is the
solutﾆion of　the　equation
　　　　　　尺出ｌｔ）以倒　－　J^Ci'＼ω,t)(ぬ（ω.i)-χo(oi,t)) .　　(3.2.30)
From the property of　the operator　びぞ･,this　equation　is　certified　to
have　ａunique　solution　u*.　Thi Ｓ　result　should be compared with　ｔﾆhe
necessary　condition derived　from　the　calculus　of variation or　from
the　dynamic programming method.　The　latter　two　reduce　to　the　two-
point boundary value problem, which not　only　１Ｓ　difficult　to　solve
numerically, but　also　is not　assured of　the　existence of　the　solution。
　　　　The　adjointoperator　that　appears　in the　above　argument　can be
obtained　analytically　for our problem after　the definition given by
Eq.(3.2.1A)。
　　　　Makingan inner product between Lu and an arbitrary element ４
in the space　Ｈｉ　，　'ｗｅobtain ａ bilinear concomitant defined by
　　　　　　　４（糾“）全くｔ（叫t）゛£Ｇらtit';u(の乱，
= /Jj≪"球)fUω,t＼ t')U(t'バ安心． (3.2.31)









で乙the linear functional of the しLeHz fo゛
　　　ご(円ω,t)iCωｊ)丿乱沁(縦げ)}‰仏亡)如心.　　(3.2.33)
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Further the operator ご('が|ω';ｔ”)£(ω",t"＼t), which appears in Eq.






















3.2.3　Application　for ａ Mode:Ｌwith Two-Groups　of Neutron
　　　　　　andwith One-Group Precursor
(3.2.37)




Fig.3.2.1　Ａ reactor with discrete control　rods ａｔω゜ωｙｚ″?１°１″゜゜゛″Ｎ
　　　　Thelinearized　dynamica:Ｌ model of　the　reactor core　in　the vicini-







associated with　the boundary　conditions　at　the　extrapolated boundary
邨ω）＝φ2佃）＝∂，ωe dQ . (3.2.41)
　　　　Theeffect　of　the slight movement of　control　rods　are　introduced





at　ω･a ．　The　し£７１　coefficientis　taken as　the effect of　slight motion
of　each　control rod as　has been stated　in subsection　3.2.1, and　there-
fore　the　null　value of　Un corresponds　to　the　steady　state preveously
programmed。
　　　　Multiplying both sides　of Eqs.(3.2.38) and (3.2.39) by　炳　and








　　　　Let　thematerial distribution be homogeneous　over　the　core.
Then it is well known that the eigenfunction of the operator ぶωin
Eq.(3,2.43) can be　factorlzed by　the　eigenfunction of　the Helmholtz
equation
戸ｙ＋ＢＩψこ０． (3.2.44)
From the　geometrical symmetry and　theboundary　condition, the　eigen-
values　are　givenby
Bt = (七割Ｈ）≒　{＝1，２，・ (3.2.45)
and　correspondingly, the normalized　eigenfunctions　are given by
　　　　　　　な・）－石茸t' /mt i7Cio/H .














which has been reduced from the operator /Oωin Eq.(3.2.43) after sub-
stituting the　Laplacian operator by　一司　regarding Eq.(3.2.44)・
　　　　Inorder　to　synthesize　ａphysical　control, we must　truncate　the
infinite　series　appearing　in　the　above reduction, to ａ　finite number.
Namely, we　should pick up　ａ　finite　number　of　eigenvalues　out　of　the
infinite set ｏｆ戸i紀・











For　the　Ｂ２　　large　enough,the　equation (3.2.49) can be　separated
intﾆｏ　tﾆhree　casesaccording to　the magnitude　of　the LL .













These expressions for the eigenvalues show.that 戸1
―} . (3.2.52)
and kXz given by
Eqs.(3.2.51) and (3.2.52) respectively, tend　to infinity as　βＺin-
creses.　　The other eigenvalue 戸3 , however, approaches　to　－λ, the
value　that　comes　from the　decay　constant of　the precursors.　　In Table
3.2.2, the　eigenvalues　are　:Listed according to　the　above　classifi-
cation　for an　ideal　slab　reactor with　the parameters　shown　in Table
















































Table 3.2.2　Eigenvalues of the operator Ｓω
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The magnitude ｏｆ刃l andμＺ is far larger than that of U3 inde-
pendent of　the number　Ｚ／ This means that theμ４　andμ２ which are
negative and　large　in magnitude, correspond　to　the mode which quickly
dies　out　after　the perturbation has been　ｉｎｔﾆroduced.　That　Is　to　say
that　the　dynamics　of　the ｐｏ゛ヽ'ｅｒ　distribution　is　governﾀd　solelyby
thatﾆ　of precursors.　　Therefore we　can ｎｅｇ:Lectﾆ　the　dynamics　of　the
neutﾆrons　in　fast　group or in both　fast　and　thermal　groups　from the
viewpoint of　ordinary　regulating practice.
3.2.4　Steady Fast Neutron Ap pro xima ti on
　　　　　The　fastneutron flux can　change quickly　compared with　thermal
neutﾆrons　and precursors, and　is　regarded　to be　steady　in　the　time
scale　of　the other　state variables.
　　　　　Unless　anystepwise motion of　the　control　is　expected, this
assumption leads　the　equation
　　　　　　1）172φ，－Σａφけ（１－β）ｐΣ’t免゛）‘.Ｃ‘０
as the substitute of Eq.(3.2.38)
(3.2.53)
　　Eq.(3.2.53) along with the boundary condition (3.2.41) can be
trans ferred　to　the　explicitﾆ　formin　tﾆerms　of　an　integralequation
なω)゛ｊａ ＧｉＣｕ）＼ｕ川(り)1･みψz(ω゛)＋入C(ui-)] dco'.　　　(3.2.54)
where　Green' s　function　Ｇバω１ω’）　corresponds　to Eq.(3.2.53) as
G､QIωり　＝ぷ真一扉≒７刄一'/'i(co)'/'i(ω’)、 (3.2.55)
where ■f^do) is the eigenfunction given by Eq.(3.2.44) for the eigen-
value or the buckling　戻・








Again expanding the （などω)and the Ｃ（副　interms of the Helmholtz's
eigenfuntions, the Eqs.(3.2.56), (3.2.40) along with　the boundary
conditions　are　transferred　to　the　integral equation
where




　　　　The　reducedalgebraic eigenvalue problem arising　from the　facto-
rization of　the　space dependency of　the elgenfunctions　for Eqs.
















　　　　As　the　extreme approximation, the　ｔﾆotal neutﾆron　flux may　settle
instantly　after　the　control which　is　driven　slowly　enough.　Then　the









　　　By　the modal　expansion　technique in　terms　of　the Helmholtz's





where Ｇ　is Helmholtz modal expansion　coefficient of　the precursor
density　Ｃ　．
　　　　Substitution of Eq,(3.2.63) into Eq.(3.2.38) gives　the equation












Here, in　the　first　term of　the　right-hand　side, the　intrinsic decay
constant　λ　is　seen　to be　influenced by　the neutron　diffusion ｐｒｏ゛
cess.
　　　　　The　synthesized　integral　expression　as　the　substitute of ＥｑＳ･










with　the　eigenvalues 戸£,i=1,Z,--- and the　coefficients mi given by
and

































　　　　The integral equation (3.2.69) can be approximately solved by
discretizing the　time［Tr.57]　and making use　of　the　successive　sub-
stitution technique [Var.62]。
　　　　The nifflierlcal　calculation has been carried out　for　the model of
Eq.(3.2.63) with the core parameters　listed in Table 3.2.1｡
　　　　Figures 3.2.2　and　3.2.3　show　the history of　the perturbation
of　the precursor density Ｄ　with the controlling period　r = io
and with the weight 戸= 1.0　for each initial perturbatﾆion. Figure
3.2.4 Illustrates　the　transients　of　the　amplitude of　each mode and
ｔﾆhe control.　Also　the history　of　the precursor with　the　longer　con-
trolling period ア=3O, is given in Fig.3.2.5, where the higher modes
are　seen　to　die out　faster　than the　fundamental mode.　In Fig.3.2.6
1ｔﾆ　is　shown　ｔﾆhat,as　ｒＺis lessened　the　control　action becomes large
and　the perturbation　is　reduced quickly.　　If　too　large　control　action
is　undesirable. smaller value should be assigned to ７｀２，ｔｈｏｕｇｈthe
discrepancy　of　the precursor density　from the nominal value will be
less　achieved.
Control rods locate at the points marked by △Core parameters are taken from
Table 3.2.1 and r2=1.0, r=10(sec).
　　　　　　　　　　Fig.3.2.2　Historyof the precursor distribution.
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　　Theinitial state is different from that of Fig. 3.2.2
Fig.3.2.3　History of the precursor distribution.
　　　Thesame problem with that of Fig.3.2.2. Cslt) and the transverse axis
　　overlaptogether.
Fig.3.2.4　History of　the controls and the mode amplitude of the
　　　　　　　　　　　　precursors.
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Control period is taken to be 7'=3O(sec) . Initial distribution of ｒ is same
with that of Fig.3.2.2.
　　　　　　　　　Fig.3.2.5　History of　the precursor distribution 、
Values of ｒ２ are associated with each curve.　Initial value of ｒ£゛ｓare
also depicted in the figure.
｀　Fig.3.2.6　Histories of ｒｌ　and ａ２　for various values of ｒ２
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state neutron equation is　chosen as　the　subject.　The　reactor at　the
rated power　should be　regulated　in　the vicinity　of　the　steady　state
with respect　to　the　coolant outlet　temperature and　the neutron　flux
level over　the　reactor　core.
　　　　The　governing equations with　respect　to　the　fluxtuated　tempera-
ture 3　and　the precursor　density　Ｃ　are written in　the　form
　　　　　　　　　　　　　　　　　　と＝一入ｃ＋　かΣｆφ　　　　　　　　　(3.3.1)
e = -ye　゛　4'Σfφ　， (3.3.2)
whereφ　is　the neutron　flux density.　　The precursor　density　is　con-
sidered　to be of one　group　and the distributive neutron dynamics　in
ａ single　channel is　assumed　to be　far more quick compared　to　the
thermo-hydrodynamics　of　the moderator　and　the　control motion.　　The
reduction of　the parameter　ア　and　Ｓ　is presented　in　Appendix Ｂ。
　　　　Thetwo independent dynamics Eqs 。(3.3.1) and (3.3.2) are　coupled
through　the　quick:Ly　following neutron system steered by　the　control
absorber, namely.
,･2φM“θ｝l゛Xc
associated with the boundary condition,
　　　　　　　　　　　　　　　　　　　似ω)= 0 ,ωｅ∂Ｑ．













　　　　　The　differentialequation (3.3.3) together with the boundary
condition (3.3.4) can be　transposed　into　the explicit　form using
Helmholtz mode expansion　technique in the　like manner used　for　the
preceding section, as.
φΓω）＝．Σ唇Ｑ） 希Ｕｇｉ(ω’)＼（ａ-゛θ)ｌ一叉ｃしd(ji'・　(3.3.5)
wher：ｅt4(ω）　is tﾆhe Helmholtz eigenfunction corresponding to the
eigenvalue
lt゛－¬こ子天一． (3.3.6)
　　　　Substitution of　this　expression into　the　state equations (3.3.1)
and (3.3.2) gives　the　system equation with respect　to　the　state values
Ｃ（ω,右）　and　ｅｃｏｉ．七)and the control value　むことω,t), in an evolution
equation form with　an integral　operator as　the spatial operator.　in-









/1　, the diagonal matrix
　　　　　　　　　　Λ＝ ｄｌａｑ●Γλ９ｙ）　　　　　　　　(3.3.9)
and b is given by
　　　　　　　　　ｂ　＝　colAβｐΣｆ，ＸΣｆ）．　　　　　　　　（３．3.10）

























:よこごio゛叫'of r and ａ
　　　　　　　　Ｊ － J7H（ｒ（ω、て)、ｕ(ω､て))ｄｊ乙、　　　　　　　(3.3.14)
　choosing the control function ii(ω,て)suitably under the constraint.




The ７‘Ｚvariable　is　the parameter which should be adjusted according
to　the　controlling aim.　The　Ｑ　in　the　first　term is　the.symmetric
weightﾆing matrix function which　is　considered　to be dependent both
ｏｎωｌ　andω´万also symmetrically ^　though we shall not consider the
spatial　dependency.　　This is because we want　to make　the reduction
clearly。
　　　　The minimization problem as　stated leads　to　ａ prob:Lem of　the
calculus　of variations making use of　the principle of　optimality。








　　　　Following the principle of optimality, Eq.(3.3.16) is to be re-
writﾆten in ａ　separated　form; ’
　　　Ｔｔ(77tJ,t)=　7ぴg　　（万゛7女’几α，て)dz + 7びni+<r)μ４）］. (3.3.17)
　　　　　　　　　　　てert,t+び］
　　　　Gathering both sides　into one and　taking account of　the minimi-






　Retaining the relation (3.3.18) to the limit d→0 , we obtain
箆[侑印],?そ))＋轟π(几),t]] = 0 , (3.3.19)
for　the optimal control　ａ　at an arbitrary　calender　time　ｔ




where　the　second　term in the　right side　together means　the Frechet
derivative of TL with respect to the variable∂r/dt ・





should be retained.　Then substitution of Eq.(3.3.20) together with
Eq.(3.3.21) into Eq.(3.3.18) yields
僧バ卵It),act)トみ葺]り (3.3.22)
This　is　the　fundamentalequation after which we are going　to　obtain
the　optimal feedback law analogously ･to　thewell known Hamilton-Jacob i
theory　for　the　lumpedparameter　system.
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　　　　Fromthe intuition, suggested　from many　stimulated　ｆｏ】onerworks
on　the various　quadratic performance problems of　the linear　lumped


















J,i) Q(a,ui") rCco",i ) da)"dco゛゛'2ﾀ{“Ctu)} d(o
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　　Because no　restriction on the　control　ほ（ω.t) is posed, the mini-
mum of Eq.(3.3.25) should be attained ａｔしｔｓＵ,＊(!Ｏ，ｔ)　ＶＩhichmakes　the
functional derivative of the operand in Eq.(3.3.25) be zero, the opti-
mal control should be given by
u゛Γω･" = --"I[1]Tnu.(ω″|ω)Ｒω ',ω”)]ｒ(ω”,i)dω”，　　　(3.3.26)
as　ａnecessary　condition　for　the optimality.　　Again substituting　this
intermediate result　for　??ω,t) into the stationary Hamilton-Jacobi
equation (3.3.25)タ　the equation with respect　to　the　Ｐ　function which
is as yet undetermined, is　obtained as
刈jχＰ（咆，。八し７，（ω如ｓ）b g
TTlｕC(Ｏｕ1ω,）ｄωｊ］P(a}^,ω3) dojj^dω２
　　十友7nj.(aiz＼ωi)b P(a)Zfi^i) dcoz十I PCtＯｕＷｉ)b{mr'(a)2＼ωj）ﾀﾞ心2
-APΓω。ω5) - P(ω。ω3）/1十QCcOi, coi") = 0。 (3.3.27)
Equation (3.3.27) is　for　ａtwo dimensional square matrix and does not
change　In　the　form after　transposing　the whole equatﾆion or　Interchang-
ing the variab!ｅ 叫and　む４，ａｎｄtherefore the solution　Ｐ（ω，ω’）
should be　symmetric not only in　the　form but　also with respect二　to　the
two　arguments.　The equation is analogous　to　the Riccati-type differ-
ential equation which appears　in　the　feedback control problem for　the
lumped system.　　The name　”Riccati”１Ｓ　after　the　scalarRlccati differ-
ｅｎｔﾆialequation which　shares　both　the　square nonlinearity and　the
linear part with ours　LRed.７２］．
3.3.3　０ｐｔﾆimal Regulator Problem;　Rod　Clustﾆer Control
　　　　Ａlarge　reactor may be operated by many　contﾆｒ０１rods which are
driven being　grouped　in ａ few ｃ:Lusters　according　to　theprescribed







that　the　contro:Ｌ　rod pattern may be well　described.
　　　　Substitution of Eq.(3.3.28) into Eq.(3.3.7) gives ａ modification,
聶ｎω,t）‘゛Ａｎω,t)+ bj |m7-(wlω’げｎω',i'>du'
- 川観丿ω)}tａ出　， (3.3.29)












of ｙ｀２in Eq.(3.3.15).　The introduction of f? allows　us　to evaluate
the　contro:Lling effort on each controlling mode　separate:Ｌｙ．･











　　　　　　厨ｔ）＝　Ｒ'Ml ｍｕ(ω，）がP(a)uω2）‘「(ωｚ，t) dcoz dω。　(3.3.34)
　　　　　　　　　　　　　　Ｑ
for the solution of (3.3.33)。
3.3.4　Optimal Regulator Problem;　Ａ Few Regulating Rods
　　　　Letus　consider　ａreactor equipped with ａ　few regulating rods
separately located　in　the core.　The effect of　the slight motion of
the　contro:L rods　are represented by
町ω,t) = I. Un(t) S(a)~ω勺
　　　　元ｓl
(3.3.35)
as has been shown in section ２． Substituting Eq.(3.3.35) into Ｅｑ・
(3.3.7) instead of Eq.(3.3.28), the　same results with Eqs.(3.3.33)
and (3.3.34) are obtained except for the definition of　??ta(W) ≫which
should be　substituted by
I mnlω)r = mu(ω|ω"), 71・ 1，‥・Ｎ　。 (3.3.36)
　　　　Onemethod to solve the Riccati-type equation (3.3.33) can be
found in the literature Lion [Li.７１１which has expanded the function
PCcOfa>';　in terms of eigenfunctions of the system operator. These
eigenfunctions　coincide with the　”natural mode”introduced by Kaplan
［Ka.61］and are known　to need much　effort to obtain for　the existing
reactor。
　　　　We　canexpand　the　Ｐ　function also　１ｎ　termsof　the Helmholtz
mode, which is　given a priori　for　the　specific　core geometry,　as
PＱ'゜｀)’)≒.F･ % foj) Piﾊｯ仙’)゛ (3.3.37)
Substituting this form into Eq.(3.3.33) and multiplying it by　戦ぐωで)
and　9そ(ω’)　from the left and from the right respectively, we obtain

























　　　　Truncating Eq.(3.3.38) at　some　finite number, we　can ｏｂｔﾆainthe
ｊ）　function。
　　　　The method by eigenfunction expansion may lend　rather simple
expression at　the　sacrifice of　the　effort　for obtaining　the eigen-
functions.　　Contrary　to　this, Helmholtz mode expansion retains　crude
parameters　of　the reactor　core, and　therefore prepares　ａ tractab:Le
expression for　further problems　as　sensitivity analysises, learning
contro:L problems　and so　forth.
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Chapter 4. Burnup Control Problems
４．１　Introduction
　　　　As　the nuclear energy has　come　to be competitive　in cost with
power production by conventional　fossile　fuels, effectﾆIve use of
nuclear　fuel　is becoming more　and more　important.　Large portion of
operational　cost of nuclear power plant　is　occupied by　the nuclear
fuel　cost.　Many　efforts have been devoted　to　the problem to reduce
the　fuel　cost　on each reactor　type。
　　　　Wall & Fenech［Wai.65］have　showed　that an alternative　to　ａ
dynamic prograniming algorithm can be applied　to　the refueling de-
elsion of ａ single-enrichment, three。zone, 1000-MWe pressurized water
reactﾆor (PWR) core for　ａ mlnimuTn　unit Dower　cost。
　　　　Stover　& Sesonske［Sv.69］and　Stover［Sv.68］used　this　same
technique, which　Is　shown to be ａ　computﾆatlonal acceleration method
of an　exhaustive search called　”elimination of　similar end states.”
for determining　fresh　fuel　loading decisions which lead　to ａ ｍｉｎﾆImum
fuel　cost　in ａ　scatter-loaded　three-zone 1000-MWe boiling water re-
ａＣｔﾆor(BWR) core。
　　　　Fagan &　Sesonske［Fa. 69］have used ａ direct　search　to　determine
the　optimal　loading patterns　in ａ scatter-loaded PWR core with　fuel
shuff:Ling between　zones.　Ａ minimum fuel　cycle　cost　１Ｓ　obtained by
determlnimg shuffle patterns　that maximize　the　core life　at each re-
load point　in　the　:Life of　the reactor, assuming ａ constﾆant　fraction
of　replacement in ａ :L9-zone core which　is　in ａ quasl-equilibrlum
cycle。
　　　　Mellce［Me. 69］has　presented ａ method　for ｏｐｔﾆimal　coremanagement
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　ofPWR chemical　shim reactor　for　finding　the　loading pattern of　fresh
　fuels　andexposed fuels　in the　light of　the　た　profile deduced　from
　theminimum critical mass problem.
　　　　　Tabak［Tab.68］has　used　linearand　quadratic programming in ａ
　simplified one-point　reactor model　to determine　the　optimum uranium
　mass　loadingwhich minimizes　the usage of uranium mass　charged or　the
　Plutonium mass removed　from the　core over　the :Life of　the reactor.
　Therefueling system concerning ａ reactor　core is　regarded as　ａ　feed-
　back　control system in his　study.　　　　　　　　　　　　　　　　グ
　　　　　Motoda[Mo.70a］has　showed　that　the variational method　can be
　applied　to　theburnup　optimization of　continuously scattered refuel-
　１ｎｇ･
　　　　　Suzuki& Kiyose [Suz.71a］and　Sauer［Sau. 71］have used　the
　linear programming　to minimize　the consumption of　fresh ｆｕｅ:Ｌ　through-
　out　the　plant　lifeand　the present-worth weighted total fuel cost.
　respectively・
　　　　　Kawai& Kiguchi［Kw.71］and Naft 5i Sesonske [Na.72】have used
ａ
　polynomial to express　the　local peaking　factor　in their work on the
　’●一一一一ａ･･≒　･-･　一軸　Ｉoptimal　in-core fuel manaeement problem.
　　　　　Hoshino［Ho.72］has　studied　the optimization of　the ｍｕ:Ltistage
　refue:Ling decision process by　the heuristic approach　for　four-region
　batch refueling, including shuffling.　　The use of heuristic approach
　lends　ａ　ruleof　thumb　in　the refueling policy・
　　　　　No　problemsof poison management arise　in PWR and heavy water
　reactor (HWR) in which　the　chemical　shim control and on-power re-
’･fueling　areemployed,
respectively.　　In other studies, the poison
　management　is　considered to have weak interactions with　fuel ｍｊ=･万nage-
　ment and　to be separable　from that.
　　　　　Ａnumber of　control rods　locating in the　core　can.　however,
　bring the core　to　the end state which is most desirable with respect
　to　discharge burnup, cycle　cost or other　criteria, consuming excess
　reactivity on　the　course.
　For BWR,　Haling' Ｓ　principle［Hal.63］is prevailing as　the
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standard　and　is　presumably ａ good way of operation　that　suppresses
the power peaking　factor (PPF) throughout　the core　life.
　　　　Terney　&Fenech［Ｔｅ．７０］haveapplied　dynamic programming and
direct　ｆ:Luxsynthesis　to　the space-time optimization problem of　de-
termining the optimum sequence of　control rod motions　in ａ representa-
tlve PWR,　whic!ｈminimizes　the maximum power peaking　throughout　the
life　of　the　core.
　　　　Motoda& Kawai［Ｍ０.70］have　studied　the coupled effect　of　the
control rod programming and the　fuel burnup.　The problem of optl-
mizlng　ｔﾆhecontrol-rod prograiraning　tomaximize　the fuel burnup with
the　constraint　imposed on　the power peaking　factor, is　formulated
and solved　for ａ　typical BWR.　The neutron governing　equation　there
is　taken to be ａ one-group equation.　Introduction of　the notion of
　　　　　　　　　　　　　　　　　　　　　。丿burnup space and the maximum princip:Le makes　it possible　to　obtain
an optima:Ｌ　ｓｏ:Lutionfor　the two-region reactor.
　　　　Suzuki & Kiyose［Suz.71J have mathema万tically analyzed on the
poison management problem for ａ ｍａχimumaverage bumup　of multi-zone
light一water reactor　cores　developing. an　elaborate argument　In　ｔﾆhe
burnuD　space.
　　　　Wade& Terney [Wad.71］have represented ａ reactor　core in ａ one-
group, spatial:Ly nodalized model.　The optimal problem is　then　formu-
lated　in terms　of　ａgeneralized　set　of　design objectives and ａ
genera:Lized　control　that　influences　the nodal material buckling・
The problem is　reduced　to an algorithm based on gradient method
through　the maximum principle.　Ａ problem to minimize　the residual
fuel　fraction at　the　specified　terminal　time　is　solved　there numerl-
cally・
　　　　Anattempt has been made by Motoda [Mo.71］to　optimize　control
rod programming and　fuel loading pattern Ｓ:Imultaneously　for ａ one-
dimensional multiregion slab　reactor by ａ nonlinear programming
technique.　　Five-region reactor　is　tested as　an example and　the re-
suit　is　compared with　that by Haling's　principle.
　　　　Sekimizu & Monta［Se.74］have　also　dealt　the poison management
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problem　for　ａ　tﾆhree―zone reactor in attaining　the largest　fuel burnup・
Ａ geometrical study　is made　on　the　termina:Ｌ manifold.
　　　　　Common　to　these works, the neutron governing equation　is　taken
to be ａ one-group model, which requires much computationa:Ｌ　effort　in
spite of　its poor accuracy.　　The　implicitness　of　the relation between
the input　control and　the resulting power distribution, prevents　the
intuitﾆive management　of　the　controlling problem.
　　　　　The resu:lting power distributﾆion which is reduced　to　these opti-
mizing algorithms　cannot be　far different　from the prescribed　shape･
This　:Leads　to an assumption that　the fast neutron flux density shape
in　the two-group model.　does　not　change in its　distribution despite
of　the small change in core parameters ．
　　　　　Section　２ ０ｆ　this　chaptﾆer is　concerned with the burnup maxi-
mization problem ０１１　thisassumption.　　Different　from the one group
equation,　ｔﾆhis model　always　allows　the existing　solution of　the　flux
distribution, and ａ new critlcality condition is　introduced.　　This
model,･named as　″りtonuZus ″ in author' Ｓ　terminology. has its　signifi-
cance in giving ａ Ｃ:Lear　image of　the system configuration.　Reduction
｀ｏｆ　the　space "dependent ･system ｔﾆｏ　the　:Lumped　dynamica:Ｌ　systeiTi １Ｓ inade
by Walsh　functions　[Har.7O], which　are aminable　to the　core　divided
equa:L:Ly.
　　　　　工ｎ　section 3, the possibility　that　the　small　failures　occur　on
　the　fuel　sheath, is　taken into consideration.　　The　:Ｌ０４　０ｆ　fuel pins
　in the　core are exposed　to　intensive　irradiation of neutron flux and
　　　　　　　　　　　　－
gamma ray, and left under severe　therma:L, mechanica]L conditﾆions　for
about　three years.　　It　is, therefore, naturally　expected that some
of　them carry　pin-halls　in　their sheath.　After the failure has been
known to　exis t ， the reactor ma万ｙbe stil:Ｌ kept working under more
Ｓｔﾆrict　therma]L limitations　than the ordinary, with　the carefully pre-
pared operating conditions ．
　　　　　These　ｆａｉ:Lures　can be asstimed　to　occur with ａ prescribed pro-
bability.　　If ａ contro:L-rod prograi!111万ing is given, we can evaluate
　the expectation of　the　total average burnup.　Adopting this　expecta-
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tion as　the criterion　for　the control-rod programming, we　can exploit
the degenerate region　thatﾆ　appears　in the　deterministic burnup opti-
mization problem.
４．２　Neutron Governing Equation;　　Cumulus池辺el
　　　　Initially, assume　that　the neutron ｆ:Lux in ａ core is　governed





　　　　　Here,the elements　of the equations　are　grouped into　two parts・
One　is　composed of　the　effect on　the structural　and　the moderating
ｍａｔﾆerials,both　of which are invariant　on　the　course of burnup, and
the　other, of　the　fuel state and　the manipulatable　control absorber
which may change on the　course of burnup.　　Ａpower reactor　is neces-













atﾆthe extrapolated boundary do. outside of the reflectﾆor Ｗｉｔﾆｈfinite
thickness.　Existing water-moderated power reactors　are　equipped with
neutronically enough　ｔﾆhickreflectors, and　the　infinite　thickness
assumption for　the reflectors provides　ａ good approximation.　　Then
Eq.(4.2.7) is substituted by
０＜φ;(ぶ、φj(ω) < CO　、1副→Ｏ０ 。 (4.2.8)
In the　following, the infinite　thickness　reflectors　are　supposed.
　　　　In dealing with the system (4.2.3-6) and (4.2.8), the critical-
ity condition should always be satisfied.　Much:Labour is, however.
needed　to examine　the　criticality or　to　adjust　the　control ｖａ:Lue with-
in the prescribed　conditions　for　the flux distribution or for other
structural conditions.　It is because　the　critica:Lity　condition is
implicitﾆrather　than explicit, as has been pointed out　in Chapter　２・
　　　　Undergoing　power reactors　cannot　allow the extremely skewed power
　release　profi:Le over　the　core so　that　１０Ｗ energy　cost may be attained.
一This
circumsぢanceユeads us to an approximation assumption。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　¶　　･=･･ ・ａ・ Ｆ　　　　　÷一一一一ｉ･¶　--一一●●　 ●
　　　　　　ASSUMPTION;　Ｆａｓｔ ｎｅｕｔｖｏｎ　flｕｘ diｓｔｒｉｂｕｔもｏれぞ８




where　the　term (i>lf4>)　represents　the power release profile which　is
uniform ｏ寸er the core of volume　Ｖ .
　　　　Under　this assumption the neutron governing equation becomes
　　　　　　　　　　　vD2 ７φ2－Σａφｚ　＝　Σｃも一戸Σ９卿凶　　　　　　（４．２．:ＬＯ）
associated with　the boundary　conditions (4.2.5), (4.2.6) and (4.2.8)・
　　　Let us　implement　the mathematical model (4.2.9) into　the physi-
cal reactor.　　Equation (4.2.9) is　just　the　same as　that　for　the
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thermal neutron equation of　the　reactor ｗｉｔﾆｈ　thesource PΣφ）・　If
this　reactor maintains　the　stationality, the　system without　ｔﾆhe source
should have been　subcritﾆical.　Therefore Eq.(4.2.9) always has　ａ
solution for an arbitrary positive　Σ■c . This １Ｓin contrast with Ｅｑｓ・
(4.2.1) and (4.2.3), which ｄ６not allow the solution to exist unless
the　crltica:Lity　condition is　satisfied。
　　　　Making use of Green' Ｓ　function, Eq.(4.2.9) along with　the bounda-
ry　conditions　is　transformed into an intﾆegral expression
虹ω)ｙもＧ削ω’)０ΣＲ？(ω゛)－Σ4:佃･)も(ω') } du)' .　(4.2.11)
　　　　The　lackingcriticality　condition can be complemented by　defin-
ing an effective multiplication　factor　たふ　for　the whole system as
が仝　乙φも山
ｅ斤　－　　な耳面沁　゛




By　this　criterion, the　solution of Eqs.(4.2.1), (4.2.2) along with
the boundary conditions ，which ａｌ:lwaysexist for any Σc ｍａ万themati-
cally, can be examined　for　the　criticallty･
　　　　The　conciseneutron governing model Ｓtated above　shall be called
as　"oumulus ″hereafter　for　the　convenience of ｅχplanation.
４．３　Burnup Maximization Prob:lem




where　Wf　and ４　are, respectively, the number　density and　the micro-
scopic　cross　section of　the　fissile material.　Here, for　the purpose
of　Ｓﾆimpliclty, we assume　that　the　fissile material　is　composed of













is　incorporated.　Assigning　the ｄ:imension of　flux density　ｔ０４?　and
also^ hormalizineΣf by the dimension itself, Eq.(4.3.4) is　concerned
only with ｄ:imensionless values。
　　　　There are some　constraints on the operation of power reactors.
One is　that the　control value　瓦　in Eq.(4.2.10) should be non-
negative.　　The null value　corresponds　to　the situation that　the
contro:Ｌ ａｂＳｏｒｂｅｒ（ｒｏｄ）１Ｓ　fullywithdrawn.　The other is　that　the
maximum power　release　density should be bounded by　the prescribed
value.　Ａ further　constraint　should be so posed　that　the reactor　is
operated at　the rated power.　　Retaining　this　condition, the　constraint
on the maximum power release density is　stated in terms of　the power













should hold, the rated power　condition (4.3.7) coincide with　the
criticality condition (4.2.12)・
　　　　The burnup　process which has　started　from ｔﾆhe Initial state of
み　distribution, continues　untill　one of　these　conditions　is
violatﾆed.
　　　　In　terms　of　the dynamical system theory, the state value １Ｓ　Σﾁ
which　is　governed by the state　equation (4.3.4) associated with　the
contﾆｒ０１value　φ　, which is manipulated by　Σｃ　through■the ｃｖｍｕLｕｓ
ｍｏｄｅｌ(4.2.10).　The space of If , the state space, is termed as the
burnup space.　The set of 匈　for which there exist　2'cCftj) andφ紅））
that give the equa:Lity sign in conditions (4.3.5) and (4.3.6), forms
ａ msnl-f eld.｡ which shal! be cal!ed as　the　terminal manifold.
　　　　The　controlling object　is　ｔﾆaken as　the maximization of　the　tota:L
outputﾆenergy for the initialみぐω■) given at 1=0 . Due　to Ｅｑ・
(4.3.7), this　performance　criterion is　equivalent　to　the maximization
of　the　time when　the state arrives　at　the　ｔﾆerminalmanifold.　Thus,
the problem has been reduced　to　the　”maximum time problem”．
４．４　Walsh Function Expansion
　　　　Theburnup maximization problem has been formulated　as　the
maximum time problem of ａ distributed parameter　systﾆem.　　In order　to
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deal with　the distributed parameter　systﾆem.　we　ｃａｎ･make use of modal
expansion　technique. －　Suitablechoice of　the expansion functions
ｈｅ:Lps　us　toexpress well　the　characteristics　of　the　system with　ａ
small effort.
　　　　Walshfunctions 沁Zぽ。∂らZ：=0,1,2,…, 0 61-1/2,1/2], are here
employed because of　the closedness with respect　to multiplication
and　the　adaptivity　to　the ｍＵ:Lti-regioncores.　Ａ brief　explanation
about Walsh　functions　is　given in Appendix Ｃ．
　　　　Assumingａ slab　geometry　for　the　reactor, the core can be normal-
ized to Ω゜10,1］．　Then, shifting the region of definition of Walsh





























f = 0, l,Z,・‥ (4.4.7)
"







　　　　Inthe following, expansion　coefficients　of each variables　are
collected into M-vectors ７)，ｙ，Ｊand lAM matrix Ｇ・
　　　　Also　tﾆhe　constraints (4.3.4-6) can be　expanded as
for power peaking,
エリレリHei.
}心打£,cv) ^ F ,
for crltlcality.
J
， 角々－　i = 0 ,
and　for　control:Ling absorber.





where Xr　is expressed in terms ofｒ which has been obtained as　the
analytical solution of Eq.(4.4.5)・
　　　　Thenumber Ｍ of the upmost order of　the expansion functions
should preferab:ly be　taken as
Ｍ　＝　2M-i_ １　， (4.4.13)
where　the number Ｎ is　the number of　regions of　the　core devided
equally.　　This　choice enables　us　to make　the profit　of　the　closed-
ness　of Walsh　functions。
　　　　　Confining　the　case　ｔﾆoM=l, we　can investigate　the system more
precisely.　　This　number　corresponds　to　the　slab　reactor core which


























Fig.4.4.1　Ａ slab reactor divided into two regions
　　　　　　　　　　ofthe same volume.
　　　　From the geometrical synnnetry, only the half　is　considered with
ω＝Ｏ　ａｎｄω＝Ｈcorresponding to　the　center and　the　core-reflector　inter-
　face, respective:Ly, and　the width Ｈ／２　is　shared by　two　regions　in
　the half　core.
ａ･･　・　・　　　-
　　　　ｴｎorder to get correspondence between the domain of definition
of Walsh functions and the physica:Ｌ configulation illustrated in Ｆｉｇ・
4.4.1, the space variableωis normalized ｂｙμａｎｄmeantime the do-
main of definition is shifted by １／２to the right, different from the
prevailing definition.　In order　that　this　new geometry is　consistent.
only　the　diffusion coefficients　shou:Ld be divided by ﾊﾞ?　Thusタ　the
half core is considered ｔ０lie on ［０，１］of0) in the following・





The value ｏｆチ　corresponds　to　thedistortion of power density profile.
　　　　Makinguse of　か　the PPF　constﾆraints become　to
ｊ一Ｆ　！于ぶ，　Ｆ－１ (4.4.16)
where　the　left-side equality　takes place when　the power density　in
the inner region reaches　to　the bound, and the　right-side, in　the
outer　region.
　　　　　Thevalue　of　the control absorber　in each region for　the pre-









　　　　The　controlabsorber constraint　given by Eq.(4.3.4) works　on　the
values given by　Eqs.(4.4.17) and (4.4.:L8) only requiring positiveness










　　　The conditions, Eqs.(4.4.6) and (4.4.20-22) can be geometrically
interpreted in the Ｒ一八plane with ４ as the prameter･
　　　In Fig.4.4.2,　the line ｒ corresponds　to　the　criticality con-
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dition, Eq.(4.4.22), on which the ｖａ:Lueof ｆ can be marked. The bold
faced section CE of　the line stands　for　the part which　satisfies　Ｅｑ・
(4.4.16).
　　　The　constraintこ　for　the　controlabsorber　is　satisfied　if　the
reactor　Is　operated at　the point within　the sector defined by AVB.
The lines AV and BV are determined by the equality of Eqs.(4.4.20)
and (A.4.21), respectively・
　　　In　the　sequel, the reactor should be operated at ａ point on　the
common section of　the part　CE and　the　sector.
??
Ａ feasible power shape ought ｔ０locate on the
section DE for the illustrated situation.
Fig.4.4.2　Admissible power shape
　　　　　　　　　　　inpo-pi　plane.
The small figures illustrate the
movement of the CE section of
Fig.4.4.2。
Fig.4.4.3 Terminal manifold.
　　　　Since ，くj。(て)decreases　according　to burnup　as　is　shown by Eq. (4. A
4), the　critica:Lity line r moves　to the right.　The comm万〇ｎsection
DE becomes　smaller and at　last　disappears.　that is.　the life of　the
core ceases。
　　　　The ways how　the　core　life　ceases ， are　classified　into　three
cases：　1. the PPF violates　the constraint　in the　inner region, 2.
there　is　no excess　reactivity　to maintain　criticalltﾆｙ or　３．　thePPF
violates　the　constraint　in　the　outer region.　　Figure 4.4.3　shows　the
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process with the corresponding numbers.　Movement of　the　fraction DE
or CE　in Fig.4.4.2　is　also depicted　In this　figure　in　connection with
the sector corresponding to the rod constraints.　The set of A which
gives　the　terminatﾆion of　the　core　life, named as　the　ｔﾆerminal manifold
７て,is　shown also.　The　terminal manifold　is　composed of　the parts　of
hyperbola (1,3) and the straight line (2).　The detailed description
Is　given in Appendix Ｄ。
　　　　Thus　the　constraints are seen to be abbreviated　to
偏ｋ（．４）！f！ｈ４（.４）、 (4.4.23)
where　the　upper and　the　lower bounds　are　the　functions　of　the states.
力．
４．５　Optimal Rod Progrannnlng and　the Numerical Results
4.5.1　Optima:Lity　Condition
　　　　　Thenecessary　condition for　the maximum time problem can be ob-
tained　through　the variational　calculus　consideration and　geometrical
Intuition。
　　　　　LetT be the time when the traj ectory arrives at the terminal
manifold.　Integrating the system Eq.(4.4.5) with respect　to r, we
obtain
.゛),CT) =　．６･（のー臼（４，ｐ）＆乙　．　　　　　（4.5.1）
Introducing　the small variation 町to j:，the deviation of 崩（丁）ｏｎ
the　termina:Ｌmanifold　is　calculated　tﾆｏbe
d;d,(T) =　－ダむ　－Df血
！uniquely determined value of f a
　　　　　　　　　　　87
(4.5.2)
whereダis the niquely ermined ue t each point of the
terminal manifold.
　　　　　Since　the　terminalpoint still lies　on　the manifold after　the
deviation ５ｆ　has been ｉｎtﾆroduced, the increment　c£か（丁）ｉｓ　given by
d^,(T)゜　－[ｄ｡Ａ＼ 　ｃＬＡｏ１π｡（£丁フ (4.5.3)
whei°ｅ［ｄ痢な力Q］7乙stands　for　the inclination of　the manifold at　the





　　　　In　order　that　this　trajectory be optimal, the　inequality
　　　　　　　　　　　　　　　　　　　dr　≦∂　　　　　　　　　　　　　（4●5●5）
must hold　for any variation 5ﾁ　which does not violate　the restrictﾆion
placed against　the　traj ectory･
　　　　Due　to　the　inequality (4.5.5), the necessary　condition that　・
　　　　　　　　　　　　　　f ° fmoK , z e 10,丁１　　　　　　　　(4.5.6)
should give the optimaﾇL ｔ:raj ectory ， is given by
　　　　　　　　　　　　　　ﾀﾞ「゛［d●･5･I^'^^IL　〉　∂　9　　　　　　　　　　　　(4.5.7)
at　the　terminal point, because　the inequality
　　　　　　　　　　　　　　Jf　≦　∂　，　T 6 t 0, T］　　　　　　　　　　(4.5.8)








GﾆLven　the　initial state, s＼in the burnup　space, the region
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where　the　trajectory　can　cover　Is　restricted　as　is　shown　in Fig.　４．５
１．　The boundaries　are　the arcs ＳＩ－Ｈ?ｌand s'－Ｈ２　thatrespectively
corresponds　to ｊ＝ｊ７ｙ皿ｚand ﾁ＝jﾌｧu/H'
Fig.4.5.1　Reachable region and degenerate region
　　　　　Becauseof Eq.(4.4.4), theメ５０component of the terminal point is
desirable　to be as　sma:L:Ｌas possible.　The arc S^-Hj　iｓ9万　fromthe geo-
　　ｓmetrical　intuition, seen to be optimal when　the　Initial state　１Ｓ　１０－
cated　at　s＼
　　　　　Thevertex Ｍ gives　the fuel allocation correspond ing to the　so-
lutlon of　the minimum critical mass problem.　Suppose　two initial
states：　S^, which　can arrive at M by f三:finMc　through　thepass　S*-M and
S^ byチづ774　through Sう－Ｍ．　Anytraj ectory originating from the point
located　in　the　sector S^-M-S^, can arrive ａｔﾆM, and　the　trajectory　is
not definite.　This　region is　called as　the　degenerate region。
　　　　　Whena initial state　is　given, the optimal　trai ectory　is　Ob-
talned　in the way as　follows。
　　　　　Ｃａ:Iculate　tﾆhe　two　trajectories　originating　fromthe given　in-
itial　state with　the power　shapes　given by Eqs.(4.5.6) and (4.5.10) ,
then examine the optimality conditions (4.5.7) and (4.5.9) at each
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terminal point.　　The result ｆａ:L:Is　into　three cases.
　　　　When either of　the　criteria (4.5.6) or (4.5.10) holds, f=良心．
０ｒｆ°i-nuiズis　known　to be optimal accordingly.　　If neither of　the　two
criteria holds, the initial state must have been put　in　the degener-
ate　region.　The　third is　that both　of　the cases　are approved.　　The
last　takes　place when　the part BM of　the　terminal manifold is heavi-
１ｙ　concaved as　is　illustrated in Fig.4.5.2, and　then　the　optimality
Fig.4.5.2　Terminal manifold with heavily concaved part.
should be examined by the direct comparison of the　メ^.-components of
the two　terminal points with　each other.　This　case, however, does
not arise　for　the neutron governing model, oimutus, used here, be-
cause the part BM is　linear.
4.5.2　Numerical Resu:Lts
　　　　Numerical　calculation has been　carried out　for　the reactﾆor with
the parameters　listed　in Table　4.5.1.　The　data are chosen　to express




























　　　　The half width H was adjusted so that the core had 1.15 of　the
effective ｍｕ:Ltiplication factor defined by Eq.(4.2.13) with the refer-
rence　Σｆ　listed　in the　table.　The maximum control absorber　cross
section (Σｃ)７?７‘沈Ｘwas determined to give the critﾆicality for this Σｆ.
　　　　The reduced parameters　are　listed　in Table 4.5.2　corresponding












Table 4.5.2　Reduced system parameters
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　　　　Figures 4.5.3　and 4.5.4　show　the reference neutron flux distri-




？ｈｅfast flux φlis considered to be invariant in





The PPF values are associated with
each terminal manifold.
Fig.4.5.4　Terminal manifolds.
　　　Figures 4.5.5-8 show the optimal trajectories and the degener-



















4.5.3　Modification of Walsh Functions　for　Cylindrical Geometry
　　　　Forreacにors with　cylindrical geometry, Walsh functions　are not
suitable because　the　equa:Ｌdivision of radius　does not provide　the
equal partition of　the volume.　The volume of　each region is　deslra-
ble　to be　equal　from the viewpoint of　ｆｕｅ]Lmanagement・
　　　　Definingａ new function as
　　　　　　　　　　　　　Wad・ｒ）全　ＷＱなi,√Ｆ），













Fig.4.5.9　Binary functions for sylindrical geometry・
The orthogonarity of　the　functions　is　given by
■'o゜･(i,r)





４．６　Optimal Rod Programm:ing with Probabilistic Fuel Failure
4.6.1　Burnup-Traj ectory Deviation after Small Fuel Failures
　　　　Whenan unexpected small　fuel　failure occurs　on　the　course of
the　rated operation, the power　reactor should be kept working with
the suppressed output power density.　　Figure 4.6.1 shows　ｔﾆheburnup
trajectory deviation from the prescribed ｏｐｔ:imal　trajectory under ａ
supposed fuel failure.　The points Ｒ and ａ stand for that fuel fail-
ures　have occurred in　the inner　region or in the outer　region, re-
spectﾆIvely.　　The　solidlines　correspond　to　the optimal　traj ectory and
the　terminal manifold　for　the normal condition,and broken　lines, those
after　ａ　failure has　occurred.　Since　the power　shape has been deter-
mined by　the maximum power density, it　Is　seen　that　the　failure　in
the derated region does not affect　the　trajectory.　In　the　figure, the
neutron governing equation is　taken to be　the modified one group mod-
ｅ１．　The　terminalmanifold　is　curved, therefore, in　the　center　dif-
ferent　from the one based on　the　cumulus model.
Fig.4.6.1　Normal optimal trajectories and
　　　　　　　　　　thoseafter the failures ・　　　，
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The burnup　rate is measured by ｅｇ　hereafter.　defined by
e＝　Σf（で）－Σi(0)・
4.6.2　Expectation of Maximum Burnup with　the Probabi:Listic
　　　　　　FuelFailure
(4.6.1)
　　　The　failure　on the　sheath of　fuel pins　is　considered　to　take
place　in ａ prescribed probability.　　Three assumptions　are put on the
probabi:Lity：
1. The ｖＴｏｈａｈｉti･ｔｙ　ｄｅｎｓもｔｙ　ｏｆ　ｔｈｅ ＯＧｃｉｉｒｒｅｎｃｅ　of良信回ｅ ｌＪ}もｔｈ.　ｒｅｓｐｅｅｔ
ｔｏ ｔｉｍｅ　iｓ ｄｅ-ｇｅｎｄｅれｔｏｎｌｙ ｏｎ ｔｈｅ ｈｉｃｏｎｍ?ｅ ａｎｄれｏｔ ｏれｔｈｅ ｔｅｍｐｏｒａｌ
ｏｕｔｐｕｔ ｐｏｗｅｒ ｄｅｎｓも切･
2. The ｐｒｏｂａｂｉｌｉｔｙ｛･８ｅ回司ｈ ｓｍａｌｌ ａ姐観e fai-lｖＴｅ ｔａｋｅｓ ■ｐｌａｃｅｏｎ句
ｉｎ　ｏｍ. ｒｅｇｉｏｎ･（ｍｄ ｏｎｃｅ ｔｈｖｏｕｇｈ.ｔｈｅ ｃｏｒｅ ｔｉｆｅ．
３．Ｔｌａｅ ｃｏｎｔｒol ｒｏｄ ｐｒｏｇｒａｍ ａｆｔｅｒ ｔhe failぶこｒｅ ｈａｓ ｏｏｏｕｍヽｅｄｙ iｓ ■ｐｖｅ-
８ｃｒ働ｅｄそれ（≒?ｅｎｄｅｎｔ ｏｆ ｆｈｅ ｄｅｇｒｅｅ ａれｄ ｔｈｅ ｐｏｓiｔ仙ｎ ｏｆ ｔｈｅ 良信１ａ・ｅ ａａ
ｆａｒ　ａｓ　iｔ　iｓ　ｎｏ七拉七（江｡
　　　Subject　to　ｔﾆhese hypotheses, the expectation of　the　total energy
output　can be　determined。
　　　Let us　consider that　the optimal control ｐ１７万〇gl”万゛UIぐrﾀて) (reo.,
て６（Ｏ，T1）ｉＳ given.　The burnup of the fuel is given by
where
ｅ（ｒ、て、Ｕ）　＝　ｆｐｃｒ、ｔ、Ｕ)ｄｔ
P(r,t) 一一 Σf(r,i)も(r,t) .
(4.6.2)
(4.6.3)
　　　Suppose that the terminal time has been changed to 写ａｆｔｅｒthe
fuel　failure has occurred at the place ｒ´ and ｔﾆｉｍｅて=7f, then tﾆhe re-
suiting burnup distribution ａｔて=Tis given by
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where　Uf　stands　for　the prescribed control rod program after　the
failure.　Equation (4.6.4) directly gives　the　total energy ｏｕｔ二put
as
J(ｅ．(ｒ’)・Ｕ・Ｕｆ)ことer(r.￥r').び，Ｑタ力ヽ． (4.6.5)
　　　　Fromthe assumption 1, the　expectation of ７　is　given, incorpo-




where Ｋ and Ｊ　ｓｔａnd　forthe optimal trajectory without the　failure
and　the corresponding value of Ｊ，respectively・
　　　　Thuswe have Ob tained　the problem to maximize　the performance
criterion (4.6.6).　The maximization should be performed with respect
to the choice of the trajectory ／ぐ．
　　　　Inorder　to numerically evaluate Eq.(4.6.6), tﾆhe　core　Is　divided
into A/ regions and ９ ｷＳaveraged in the region being defined as 呟，
n.=ly･･ ., N. Then suppose that the failure at the region 7t takes
place when the burnup arrives at のでwith the probability
Rヽ（ｅ「」-
/こと)de
, 771= I, ･ ･･,Ｍ. (4.6.7)
　　　　Asis shown in Fig.4.6.2, the resulting performance Ｊｉｓ deter-
mined　uniquely because of　the assijinptlon３．　The　approximate expectﾆａ－
tion of Ｊ is given by theｓｅＪＣｅ?゛)and the weights as
El Kef･び渇)卜ぶJj(ｅ７･びぶ)尽(e^)
　　　　　　キ　Ｊ＊-(ojJ,砂ｅ７)]． (4.6.8)
　　If the initial state is put outside the degenerate region. the





Fig.4.6.2　Discretization of ｔｈｅ｡trajectory 。
　solution for　the　case without　the probability of　the　failure.
　　　　　Interest　should be　found　in　the　case when　the　ｉｎﾆitial state　is
　put in　the degenerate　region, where the　freedom is　left　in the pass
　to arrive at　the ｏｐｔﾆ|:imaltermina:L point.　The optimal trajectory has
　been obtained numerically　for　two　region reactor whose neutronics　is
　governed by ａ modified one―group model.　The burnup　space　is ａ:Lso　de-
j一scribed　in　terms　of Ｗａ!sh　function ｅχpansIon coefficients.　The　core
　parameters　are　taken　to be of BWR with radius　1.5m.　Figure　４ 。６．３
　shows　the region where　the　traj ectory originated　from the point
　can cover. The　candidate of　the　solution has been chosen ａ万mong　tﾆhe
　traj ectorles
　　　　　　　A('^o) =　a >d,(^o)十臼－α) >Si(^o) ,　0 ^ a≦１　，　　　（４．６．９）
　where the reference traj ectories Ｊ,Ｍ,）ａｎｄ石佃o) are the uppermost
　　　　　　　　　　　　　　　　　　　　　　　　　　-
　and the　:Lowermost boundary of　the region, respectively, as　is　illus-
　trated　in Fig.4.6.4　for PPF=1.3. The broken　lines　stand　for　the　ter-
　minal manifold and　the degenerate region after PPF has　suppressed　to
　　=1.2 because of　the ｆａｉ:Lure.　　Figure 4.6.5　shows ECJ) versus　the
　parameter　．　　The　solid　and　the broken lines　correspond　to whether　the
　control rod program after the failure, Uf, should be taken to be in-
　ner-high or ｏｕｔﾆer-hlgh, respective:ly.　From this　figure, the ｏｐtﾆImal
９８
trajectory for inner-high 叫is given as CL°０．６８









Control rod programings after the failure are taken
to be outer-high (solid line) and inner-high (broken line)
　　　　　Fig.4.6.5　Evaluated expectation of Ｊ。
　　　　The　probabilityof　the　fuel　failure　１Ｓhypothetlcally given in
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　　　　　　　Ftodprogrammings after the failure are commonly taken
　　　　　　　tobe outer-high.
Fig.4.6.6　Two ｇ【Ｊ】for different failure probabilities 。
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Chapter 5. Conclusions
　　　　Theoptimal　control problems　of nuclear reactors have been
solved with　the recognition that　the systems　are distributive。
　　　　Effortshave been devoted　to decompose　the　distributive and
comp:Lex original　core system to　the proper small　systems.　　At　the
sacrifice of accuracy　and　the practical applicability, tﾆhe neutronlcs
have been described　in an　integral　equation using Green' Ｓ　functions，
when the neutﾆronics　themselves　are not of　the prime　importance・
Reduced　concise systems will help　the　intuitive approach of　engineers
on the site　as well as　of　research people participating in the　com-
position of　the advanced　controlling systems.
- － － Ｗ - ¶ ･ = - = ＝ －
In chapter ２,"the steady state" core is dealt with 。‥-　‥･Employ-……一一一一一一
ing ａ modified Green' ｓ　function, the　crltica:Lity　condition　for　ａ　core
with ａ　few rods　located discretely　in the　core has　been given in an
ａ:Lgebraic　form and　it　proves　to give　good accuracy　in comparison with
the　strict　solution.　･Ａ:ＬＳＯへhasbeen studied　the optimal　control
problem　to ａ:Llocate　the　fluxdistribution in the core by adjusting
the absorption cross　section.　The optimal solution has been obtained
numerically for　the moderate　conditions.　As　the limiting condition
for　the　control ｖａ:Luehas been widened, a singular　feature of　the
problem has　come out and has　prevented　the ntraierical calculation.
The reason has been investigated and　the property　of　the　formulation
employed　there has been clarified in contrast with　the backward sub-
stitution method.　An ａ:Lternative suboptimal　formulation has been
given by　an intuitive　consideration in the spaces　of　controls　and　the
･corresponding　trajectories.　　Satisfactory solution has been obtained
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numerically by　the suboptimal method for an　ill-conditioned　case　for
which　the　strict method could not　give ａ solution。
　　　　　Chapter　３has　shown　that　the　regulator problems　for both open
and　closed loop　controls　are able　to be　reduced　to　the algebraic
equations.　The open １００ｐ　control　for　then utronics　and precursor
dynamics has been re-formulated to　the dynamical system concerning
with only　the precursor dynamics　through the adlabatic approxima tlon
for　the neutronics.　The analytica:Ｌ reductions　on　the course have
been made in terms　of　function space method.　Numerical examination
has been made and　the optimal controls　and　the responses have been
ｏｂｔﾆainedsuccessfu:Lly.　　The　closed １００Ｐcontrol　problem has been
synthesized　for dynamical system composed of　the precursors　and　the
temperature as　the state values　associated with　the steady　state neu-
tronics　representing　the coupling scheme　for　the　two　state values.
The resu:It has been described in ａ Riccati-type integra:Ｌ　equation.
This　equatﾆion has been further　decomposed　to　ａ set of algebraic
Riccati-type equations which are able to be solved numerically｡
　　　　　Chapter４　is　concerned with　the burnup　control problem of ａ
core.……The new neutronics model　¨ぴ研削lus７ introduced by　the author,
has made it possib:Le　to　describe pictoria:lly　the burnup control
problem of ａ two region reactor core.　The burnup Ｔｎ万ximizatﾆionpro-
blem has been Ｓｏ:Lved　for　tﾆhatmodel　giving ａ numerical solution。
　　　　　　Anattempt has been made　to　take account of　the possibility
that　small failures　occur on fuel pins.　It has been shown that the
formulation enables　us　to make use of the degeneratﾆ;e　region which
has　not　drawn much attention in　the　deterministic burnup　prob:Lems.
０ｎ　theproblem formulationﾀ　the probability　of　the　fuel　failures　is
evaluated with　respect　to　the burnup　to which　the concerning　fuel
ａｓｓemblyhas been attained.　An optimization problem has been　formu-
lated　so　as　to maximize　the expectation of　average burnup ａｔﾆ　the　end
of　the　core　life, and the numerical　results have been obtained.
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Appendix B. A Model for a Single Channel Thermo-hydrodynami cs












The assembly is　composed of　the　fuel pins　and　the　coolant　channe:Ls,
and is　installed in the reactor core at i.T i<f) parallel　to the axial
　Ｚ　direction.　Assuming the dynamics whose　rate of　change　is within














along ｔﾆhe longitudinal direction １Ｓinvariant at -fLCZ) as
　　　　　　　　　　　　Qdz､t) = e(i)fi(z) 4 9i　、　　　　　　　　　（Ｂ．２）
where∂£　stands for the inlet temperature.　Substitution of Eq. (B.2)
into Ｅｑ・(B.I)yields
なz)9(tいV^-fi(z)9(t)゜μi9【２･t】. (B.3)
Also　assuming　that　the　thermalflux distribution along the axial
direction at an assembly/can be factorlzed by ぷ7z苧, the heat re-
lease densityタCz..fi is expressed as
　　　　　　　　　　　がｚ･t)=AfEΣｆ中有ぶ１号，　　　　　(B.4)
where　the nomenclatures are given as
　　　Af：　totalｃｌ°OSS　sectionalarea of　fuel pins.
　　　Ｅ:　：　energyreleased per　fission.
　　　み：macroscopic fission cross section,
　　　応　：　thermal　fluxdensity averaged over　the　full　length
　　　　　　of　theassembly･
　　　Substituting Ｅｑ・(B.4)into Eq .(B.3)and integrating both sides
with weight Ti(Z) over the full length of the assembly, the system



















Appendiχ C. Walsh Functions ［Har.70］
　　　Walsh functions WaJtぴ,μ，　£゜0，1，2‥.　aredefined on　the closed
interval -1/2≦θj 1/2 and jump back and forth between ＋１and －１as






















こ WoiCi、Q)^aS.り･θ）ｄ∂= 6ii (Kr゜”ecker). (C.1)
　　　　Ａdistinctﾆ　feature　is　that Walsh functions　form ａ group with
respect　to multiplication and　the　group　is　isomorphlc to a discrete
dyadic　group･
　　　　The multip:Llcation law for　two Walsh ，functions　is　given by
　　　　　　　　　　W/aia,∂）恥肖j，∂) = Wa£(iRj・θ）タ　　・　　　（Ｃ．２）
where　the　sign　ａ　stands　for an operation between ｉ and ｊ　briefed
below.
　　　　Let ｉ，ｊ be nonnegative　integers　up ｔ０　２／Ｖ’し1and be expressed
in binary numbers　as
　　　　　　ｉ °
４２２“‾２＋垢ぶ2 + ･ ･・+ fe,2'4 ｋｏ２°≦２Ｎ’１－１　　（Ｃ．３）
and






lci　＝ 　(k＾-２ｅ ４-2 )2''-S + (fe,e-fj)2U (koR o)2° ．　（Ｃ．８）
where
　　　　　　　　ko, hi ，‥･，４-２，４，４，‥・， ｎ-２　＝０ ｏｒ　i　・
The operation 0　is　carried out according　to　the rules
　　　　　　　　　　　1 e 0　－　0 e 1　＝　１，
　　　　　　　　　　　0^0　－　1 c 1　＝　0 (.no caΓΓｙ）．
　　　The addition is ｍｊ１万de　for1.１　and Ｊ･ａｓ
The minimum and　the maximiun numbers　are seen from Eq.(C.8), to be
　２Ｎ゛２＋・・・４２々１　＝　2N-1　　andｏ respective:ly.　From this　fact　the non-
negative　Integers below 2^"'' are known to　form ａ finite group with
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　１１６
－ ■ ･ ■
respect to the operation ｅ ．　Table Ｃ shows the value of ｉ（３ﾖ）ｊ･　．
In the　table, the　enclosing frames　respective:ly stand　for　the sub-
groups.











8　9 10 11 12 13 14 ･15
9　8 11 10 13 12 15 14
10 11　8　9 14 15 12 13
n10　9　8 15 14 13 12
12 13 14 15　8　9 10 11
13 12 15 14　9　8 11 10
14 15 12 13 10 11　8　9





















　８　9 10 11 12 13 14 15　０　１　２　３　４　５　６　７
　９　8 11 10 13 12 15 14　１　０　３　２　５　４　７　６
10 11　８　9 14 15 12 13　２　３　０　１　６　７　４　５
H 10　９　8 15 lA 13 12　３　２　１　０　７　６　５　４
12 13 14 15　８　9 10 11　４　５　６　７　０　１　２　３
13 12 15 14　９　8 11 10　５　４　７　６　１　０　３　２
14 15 12 13 10 11　８　９　６　７　４　５　２　３　０　１
15 14 13 12 11 10　９　８　７　６　５　４　３　２　１　０
Table Ｃ　Values of iＲd
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Appendix D. The Terminal Manifold
　　　　　The　terminal manifold is composed of (X5o,メ!li) which gives　only
　　　　　　　　　　　Ｉ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●’one admissible power shape.
　　　　　From Fig.4.4.2　the very conditions　that determine　the　terminal
power shape, are known.　The analysis is ｌ”万万゛1万deaccording to　the numbers
cited in the text.
１．　工ｎ the inner　region, the control　rods　are　fully withdrawn and
the power density　arrives　at　the limit　satisfying　the critﾆIcallty
condition.　Referring Eqs 。(4.4.20), (4.4.16) and (4.4.22), this case
Is　respectively expressed as






Regarding the set　of Eqs.(D.l-3) as　the linear simultaneous　equations
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　　　　As　is　trival　from the assumption, the value ｏｆチ　at　the　terminal
point　Is　given as
/ = f-i (Ｄ.8)
2.　A11　rods　are fully withdraw in both regions.　Then from Eqs










　(91ぐ９１．）（９．。一島）一呟，り。）り，。’9。）゜-2(3。弘一９tｏ９ｏ。) Jf 0 (D.12)
holds, Eqs.(D.9) and (D.IO) togetherが-ve
　　　　　　　　(po,P,) =ぽ。,-fiO (D.13)
which corresponds　to the point ﾉＷ　in Fig.4.4.2.　Substituting Ｅｑ・
(D.13) into Eq.(D.3), the part of the terminal manifold is given by
　　　　　　　　　　　　　　　XJo ■Ho + xJi'ftj =　１．　　　　　　　　　(Ｄ．１４)
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In　the outer　region, the control rods　are　fully withdrawn and　the
power density arrives　at　thelimit satisfying　the　criticalltycondl-







　　　Thenecessary condition for Eqs.(D16-18) to allow an unique
Ｓｏｌｕｔｉｏｎ（狐，Ｒ），ｉＳgiven by
where













－ － － －
(Ｄ.20)
９
(Ｄ.21)
(D.22)
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