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A system is heterogeneous if its connected computers are different; otherwise, the system is homogeneous. In general, an application can be represented by a weighted directed-acyclic task graph. The algorithm for finding optimal solutions for the multiple-processor scheduling problem has been shown to be NP-complete [3, 4, 13] . Various heuristic algorithms that have been proposed are capable of finding sub-optimal solutions [6, 7, 8, 10, 17, 18, 19, 20] . These heuristics are categorized into several classes, such as list-based algorithms [5, 6, 12, 17, 20] , clustering algorithms [4, 9, 11, 19] , and duplication-based algorithms [1, 18, 16, 18] . Among these algorithms, list-based scheduling algorithms are generally regarded as having a good costperformance trade-off because of their low cost and acceptable results [2, 4, 13, 14] .
In [17] , a fast load balancing algorithm assigns all ready tasks (whose parent tasks have been scheduled) in the same step. In [20] , two list-based algorithms are presented, one of which favors tasks with the earliest finishing time, and the other favors tasks on the critical paths. In [6] , a listbased algorithm (HCNFD) based on finding critical nodes for heterogeneous systems is proposed. The algorithm generates a partial-order task sequence (called HCN ordering in this paper) based on critical nodes on the critical paths and allows tasks to be duplicated. The experimental studies in [6] show that the HCNFD algorithm outperforms the above three algorithms presented in [17, 20] .
In this paper, we adopt a list-scheduling mechanism whose performance depends on the task sequence and the scheduling technique. We studied three popular sequences, the first favors the critical path, the second favors the critical task, and the third is a hybrid of the first two. In the scheduling phase, we use a task-duplication algorithm as a basis, and also implement the HCNFD algorithm proposed in [6] for comparison.
Based on the above-mentioned scheduling algorithm, we propose a look-ahead method to improve the performance of list scheduling. This method takes the next task in the sequence into consideration when assigning an immediate task. Through experimental studies, we found that the look-ahead mechanism improves the performance of various scheduling methods in average cases.
The remainder of this paper is organized as follows. Section 2 defines the problem, including the task graphs and the computation/communication costs. Section 3 describes our proposed task scheduling algorithms. Section 4 presents the experiment results. Then in Section 5, we present our conclusion.
Problem Definition
In this section, we follow the notations presented in [6] to define the models of heterogeneous and homogeneous computing systems, the model of the application used for static scheduling, and the scheduling objective. We use the example shown in Figure 1 to illustrate our method.
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connected topology. It is assumed that:
• Any PE can execute a task and communicate with other PEs at the same time because of overlapping computation and communication time.
• Once a PE has started a task, it continues without interruption. Then, after completing the execution, it immediately sends the corresponding output data to all of its child tasks in parallel. A task node without any parent is called an entry task, and a task node without any child is called an exit task. If there are two or more entry (exit) tasks, they may be connected to a zero-cost pseudo entry (exit) task with zero-cost edges, which does not affect the schedule.
The communication cost of the edge e i,j , which represents the cost of transferring μ i,j units (of several bytes) of data from task v i (scheduled on p m ) to task v j (scheduled on p n ), is defined as:
where S m is the communication startup time of p m , μ i,j is the amount of data transferred from task v i to task v j , and R m,n is the communication time per transferred unit (of several bytes) from p m to p n (in seconds/unit).
The average earliest start time AEST(v i ) of node v i can be computed recursively by traversing the DAG downward starting from the entry node v entry
where pred(v i ) is the set of immediate predecessors of v i and AEST(v entry ) = 0.
The average latest start time ALST(v i ) of node v i can be computed recursively by traversing the DAG upward starting from the exit node v exit
The average execution cost of task v i is computed as follows: Table 1 . w i , AEST(v i ), and ALST(v i ) for the example in Figure 1 .
and the average communication cost of sending data from task v i to task v j is computed as follows:
where Table 1 shows w i , AEST(v i ), and ALST(v i ) for the example in Figure 1 ; c i,j can be seen in Figure 1 .
A homogeneous computing system is a special case of a heterogeneous computing system, in which all PEs have the same execution speed, and the communication overhead between any two PEs is the same. For instance, all entries w i,j in matrix W for 1 ≤ j ≤ p are the same; all entries S j in vector S for 1 ≤ j ≤ p are the same; and all entries R i,j in matrix R for 1 ≤ i = j ≤ p are the same.
The main objective of task scheduling is to minimize the scheduling length (makespan), while satisfying the tasks' dependencies.
Proposed Algorithms
A list-scheduling algorithm is comprised of two phases: the first is the listing phase, which generates a partial-order task sequence, where tasks conform to dependency relations; the second is the scheduling phase, which assigns tasks in a generated partial-order sequence to PEs. In Section 3.1 we review some existing methods for generating various partial-order sequences; in Section 3.2 we present an existing algorithm for scheduling tasks on PEs; and in Section 3.3 we present our new scheduling algorithm.
Listing Phase
The goal of the listing phase is to find a partial-order sequence that conforms with the dependency relations between tasks in order to schedule each task. We use ALST(v i ) to represent the priority of task v i ; the smaller value of ALST(v i ) has a higher priority. During the generation of a task sequence, we say that a task is ready if it has not been generated, but all its parent tasks have been generated. We now review three methods.
The Critical-Path-First method (CPF) tries to select tasks on the critical path prior to other tasks. The flavor of this method also can be seen in [5, 6, 17, 20] . A task v i is on the critical path if ALST(v i ) = AEST(v i ). The main concept of this method is twofold. First, tasks on a critical path should be executed as early as possible; second, consecutive tasks on a critical path should be assigned to the same PE to avoid communication overhead. The ordering created by CPF looks just like performing a depth-first search on the (priority-based) task graph from the entry task. For the application shown in Figure 1 , the CPF ordering is: 1, 3, 4, 9, 7, 8, 12, 5, 11, 2, 6, 10, 13.
The Critical-Task-First method (CTF) attempts to select the most critical task when it is ready. The flavor of this method also can be seen in [17, 20] . A task v i is the most critical if ALST(v i ) is minimal among all ready tasks. The main concept of this method is also twofold. First, as usual, the most critical task should be executed as early as possible; second, it may result in more ready tasks, so that when assigning these ready tasks to PEs, their execution times and communication times may overlap. The ordering created by CTF is just like performing a breadth-first search on the (priority-based) task graph from the entry task. For the application shown in Figure 1 , the CTF ordering is: 1, 3, 7, 4, 8, 5, 2, 6, 9, 12, 11, 10, 13.
A Hybrid method takes advantage of both CPF and CTF. The CPF ordering seems to result in better performance for a task graph with a long and thin shape; while CTF ordering seems to result in better performance for a task graph with a wide body. Various characteristics of the task graph may influence the generation of an ordering, such as the number of ready tasks, the height of the remaining task graph, and the number of PEs. In this paper we only present one heuristic. If the number of ready tasks is greater than or equal to 1.5 multiplied by the number of PEs, then we adopt the CTF method; otherwise we adopt the CPF method. For the application shown in Figure 1 , the Hybrid ordering is: 1, 3, 7, 4, 8, 5, 2, 6, 10, 9, 12, 11, 13.
There are other methods of generating task sequences; however, in this paper it is not our purpose to generate new sequences. Instead, we present a new algorithm in Section 3.3, which can improve task scheduling for sequences generated by any method. 
Scheduling Phase
In the scheduling phase, an algorithm is used to assign tasks in the sequence (generated in the listing phase) to appropriate PEs. For every assignment, a task v j can start to run in PE m if all its parent tasks v i have finished in some PEs and have transferred the necessary data (say, μ i,j units of data) to PE m . We present a duplication algorithm, which will serve as the basis for our new look-ahead algorithm in Section 3.3. The flavor of this duplication algorithm also can be seen in [1, 15, 16, 18] . In effect, any scheduling algorithm can be used as the basis of our look-ahead algorithm.
A duplication algorithm
• While picking each task v i in turn from the task sequence generated in the listing phase, we assign the task to be executed to the PE with the earliest finishing time provided that, if necessary, we can replicate at most one parent task with respect to task v i in the same PE.
• If both PEs report the same finishing time for an assignment, we choose the PE that did not duplicate v i 's parent task, or required the shortest execution time for task v i .
• If task v i is assigned to be executed in PE m , where one of v i 's parent tasks has just been replicated and this parent task has only one child task v i , then we can remove this parent task from its originally assigned PE (to save execution time). Figure 2 shows the scheduling results of the duplication algorithm (DUP) for CPF ordering, CTF ordering, and the Hybrid ordering of the application in Figure 1 ; the gray tasks are the duplicated tasks. We also list the scheduling result using the HCNFD algorithm [6] for comparison, where the HCNFD algorithm adopts the generated HCN ordering: 1, 3, 7, 4, 9, 8, 12, 5, 11, 2, 6, 10, 13.
A Look-ahead Algorithm
In heterogeneous computing systems, different PEs may have different capabilities to run different tasks. For instance, suppose that task v i (v j ) is more suitable to be executed in PE m (PE n ) because w i,m (w j,n ) is minimum for 1 ≤ m(n) ≤ p, respectively, and that task v i is ahead of task v j in the task sequence. In addition task v i can start at an earlier time t 1 and finish at an earlier time t 2 in PE n in comparison that task v i only can start at a later time t 3 and finish at a later time t 4 in PE m , where t 1 < t 3 , t 2 < t 4 , and (t 2 − t 1 ) is much larger than (t 4 − t 3 ). However, using the duplication algorithm in Section 3.2, it is possible that task v i (v j ) is assigned to PE n (PE m ) which is not the most effective PE for executing task v i (v j ). Therefore, in this section we consider the assignment of two consecutive tasks (in the task sequence) simultaneously, but we only fix one assignment and leave the other task to the next assignment.
A look-ahead algorithm
The basic assignment algorithm is the same as the duplication algorithm in Section 3.2. However, in the αth step, we consider the task left from the (α − 1)th assignment, say v i , and the (α + 1)th task in the task sequence, say v j , where 1 ≤ α ≤ v, the task left from the 0th assignment is the first task v entry in the sequence, and the (v + 1)th task in the sequence is a null task. We consider two cases depending on whether v i is a parent of v j .
Case 1: v i and v j are independent. We want to compare four finishing times. First, we assign v i , where the finishing time is A, and then we assign v j whose finishing time is B. Second, we assign v j first and the finishing time is C, after which we assign v i whose finishing time is D.
If max{A, B} ≤ max{C, D}, we fix the assignment of v i and leave v j to the next assignment.
If max{A, B} > max{C, D}, we fix the assignment of v j and leave v i to the next assignment. We choose the case in which the finishing time of v j is the earliest, and fix the assignment of v i , but leave v j to the next assignment. Figure 3 shows the scheduling results of the look-ahead algorithm based on the duplication algorithm (DUP/LA) according to the CPF ordering, CTF ordering, and the Hybrid ordering of the application in Figure 1 . We also list the scheduling results using the look-ahead algorithm based on the HCNFD algorithm (HCNFD/LA) for comparison, where a HCN ordering 1, 3, 7, 4, 9, 8, 12, 5, 11, 2, 6, 10, 13 generated by the HCNFD algorithm is used as the task sequence. We observe that for all these four cases, the look-ahead algorithm performs better than those not using the look-ahead technique as shown in Figure 2. 
Algorithm Complexity Analysis
In the task graph, let the number of task nodes be v and the number of edges be e. Let the number of heterogeneous PEs be p, and let p ≤ v.
• The complexity of computing AEST and ALST of all nodes is O(e + v).
• For each assignment step of v i in the duplication algorithm in Section 3.2, it is necessary to compute the start time for executing v i in each PE, and search for the earliest available time slot in that PE. As v i only needs to know the information about its parents and there are at most v + p available time slots among all PEs, where p ≤ v, the time complexity of each assignment step of
is the number of edges incident to v i . Thus, the complexity of assigning all tasks in the sequence is
• For each αth assignment step in the look-ahead algorithm in Section 3.3, the αth and (α + 1)th tasks (v i and v j ) are considered, where 1 ≤ α ≤ v and the (v + 1)th task is a null task. If v i and v j are independent, the complexity of this step is proportional to
If v i is a parent of v j , there are two conditions: 1) if v i and v j are assigned to different PEs, then the complexity is proportional to (p(degree(v i ) + degree(v j )) + 2v); and 2) if v i and v j are assigned to the same PE, then the complexity is also proportional to (p(degree(v i ) + degree(v j )) + 2v). Therefore, the complexity of assigning all tasks in the sequence is proportional to
Clearly the complexities of the duplication algorithm and the look-ahead algorithm are the same. Note that adding the look-ahead mechanism to the duplication algorithm does not increase the complexity penalty.
Experimental Studies
This section presents a performance comparison of the duplication algorithm (DUP) in Section 3.2, the HCNFD algorithm [6] , and the look-ahead algorithm in Section 3.3 based on either the duplication algorithm (DUP/LA) or the HCNFD algorithm (HCNFD/LA). We use a set of randomly generated application graphs as the test suite, and adopt the metrics suggested in [6] for the performance evaluation.
Comparison Metrics
The comparison of the different algorithms is based on the following three metrics.
Makespan:
The scheduling length is called makespan; the shorter the makespan the better.
Scheduling length ratio (SLR):
The time taken to execute tasks on a critical path is the lower bound of the schedule length. To normalize the schedule length to the lower bound, the SLR is defined as
The denominator is the sum of the minimum computation costs of the tasks on a critical path CP min (without including any communication costs); therefore, the smaller the SLR the better.
Quality results of schedules:
The number of times that an algorithm produced a better or worse result, or scheduling equal quality compared to every other algorithm, is counted in the experiments.
In [6] , speedup is also used as a metric. Suppose that the execution time required to execute all tasks in the most efficient PE is called SINGLE min ; then, speedup = makespan/SINGLE min . Speedup has the same merits as makespan or SLR; therefore, we do not consider speedup in this presentation.
Random Graph Generator
A random graph generator is implemented to generate application graphs with various characteristics. The generator requires the following input parameters.
• The number of tasks v.
• The number of edges e.
• Heterogeneity factor β, where a temporary w i is generated randomly for each task and a randomly selected β from a β set is used to compute w i,j = β · w i for each v i on PE j .
• Communication to computation ratio (CCR), which is defined as the ratio of the average communication cost
In this presentation, the input parameters were selected from the following values for four heterogeneous PEs: v ∈ {12, 13, 14, 15, 16}, 0.9v ≤ e ≤ 1.5v, β ∈ {1.0, 2.0, 3.0}, and CCR ∈ {0.5, 1.0, 2.0}. We generated sets of 100 application graphs for each v, β, and CCR from the above list, a total of 4,500 application graphs. Figure 4 shows the performance results for four heterogeneous PEs. We apply the HCNFD algorithm [6] , the duplication algorithm (DUP), and the look-ahead algorithm (LA) using lists of tasks generated by HCN ordering (generated by the HCNFD algorithm), CPF ordering, CTF ordering, and Hybrid ordering.
Performance Results
Figures 4(a) and (b) show that, by using the look-ahead technique, the number of times that the HCNFD algorithm and the DUP algorithm perform better is more than not using it for every task ordering sequence. Figures 4(c) and (d) show that the average execution times (makespans) and the average SLRs of using the look-ahead technique are better (shorter or smaller) than not using it for every task ordering sequence. Figure 4(e) shows that the look-ahead technique has the best chance of achieving the best execution time among the tested algorithms. We also found similar trends for homogeneous systems such that, on average, using the look-ahead technique performs better than not using it.
Conclusion
In this paper, we have studied how to schedule task graphs in heterogeneous and homogeneous systems. We presented list-based scheduling algorithms, and generated partial-order task sequences based on CPF ordering, CTF ordering, and a hybrid of both types. We found that none of the existing task-scheduling algorithms can outperform other algorithms based on any task sequences generated by fixed ordering. We applied a look-ahead mechanism to existing task duplication algorithms, and, on average, achieved a better performance than algorithms that do not use a look-ahead mechanism for any partial-order task sequences. The proposed look-ahead algorithm has the same complexity as existing task duplication algorithms; thus, it can be used at compiling time to schedule static task graphs in both heterogeneous and homogeneous systems.
