Beamtime and resulting SRμCT data are a valuable resource for researchers of a broad scientific community in life sciences. Most research groups, however, are only interested in a specific organ and use only a fraction of their data. The rest of the data usually remains untapped. By using a new collaborative approach, the NOVA project (Network for Online Visualization and synergistic Analysis of tomographic data) aims to demonstrate, that more efficient use of the valuable beam time is possible by coordinated research on different organ systems. The biological partners in the project cover different scientific aspects and thus serve as model community for the collaborative approach. As proof of principle, different aspects of insect head morphology will be investigated (e.g., biomechanics of the mouthparts, and neurobiology with the topology of sensory areas). This effort is accomplished by development of advanced analysis tools for the ever-increasing quantity of tomographic datasets. In the preceding project ASTOR, we already successfully demonstrated considerable progress in semi-automatic segmentation and classification of internal structures. Further improvement of these methods is essential for an efficient use of beam time and will be refined in the current NOVAproject. Significant enhancements are also planned at PETRA III beamline p05 to provide all possible contrast modalities in x-ray imaging optimized to biological samples, on the reconstruction algorithms, and the tools for subsequent analyses and management of the data. All improvements made on key technologies within this project will in the long-term be equally beneficial for all users of tomography instrumentations.
INTRODUCTION
In recent years, synchrotron-based X-ray microtomography (SRµCT) has become an invaluable technique for the 3D examination of small animals like insects and other arthropods [1] [2] [3] [4] [5] [6] [7] . Consequently, access to dedicated imaging beamlines at synchrotron radiation facilities is requested by more and more competing research groups. Competition, however, does usually not concern the scientific questions, but rather the limited amount of available beamtime.
In this context, it is highly unfortunate that in most cases only a small part (e.g. a particular organ system) of a scanned organism is evaluated after the experiment. Different morphological structures, and the underlying SRμCT data, are usually investigated independently and isolated from each other-although apparently linked as complex evolutionary unit [8] . Little to none synergy thus emerged from obtained SRμCT data sets so far and an enormous potential remains untapped.
The NOVA project
NOVA (Network for Online Visualization and synergistic Analysis of tomographic data) is a project funded by the German Federal Ministry of Education and Research (BMBF) and successor of the ASTOR project (https://ufo.kit.edu/dis/index.php/project/astor/), during which a virtual infrastructure for the remote analysis of tomographic data was established at KIT [9] . Further, algorithms for the semi-automatic segmentation of tomographic datasets were developed and successfully employed by the partners [10, 11] .
In NOVA, the successful ASTOR technologies are further enhanced and a similar portal for virtual analysis of tomographic data was established at DESY. By using a new collaborative approach, which includes the coordination of research on different organ systems and a regulation of the data usage by a common data policy, NOVA aims to facilitate a more efficient use of the valuable beam time at synchrotron beamlines.
NOVA is a joint research project of the Technische Universität Darmstadt (TUD), the University of Heidelberg (UHD), and the Karlsruhe Institute of Technology (KIT) with associated technical partners from the Helmholtz Zentrum Geesthacht (HZG), and the KIT groups Institute for Data Processing and Electronics (IPE; KIT), and Ångströmquelle Karlsruhe (ANKA; KIT). The associated biological project partners from the Universities of Cologne, Tübingen, Jena, Greifswald, and Darmstadt, and the Karlsruhe Institute of Technology (KIT) cover different scientific aspects of insect morphology and thus serve as a model community. Alexander Blanke combines SRµCT data with innovative analysis methods to investigate taxonomical and evolutionary questions [12] [13] [14] [15] as well as functional morphological problems of insect head morphology [16] [17] [18] [19] . At the moment, he works on the biomechanics of insect bite dynamics to understand optimization processes and convergence in their evolution [20] . Oliver Betz focuses on the morphology, evolution, and ecology of insects. He investigates ecological and functional morphology, ultrastructure, and bionics using SRµCT, liveradiography, and electron and light microscopy [1, [21] [22] [23] [24] . The main research topics of Rolf Beutel are large scale taxonomy and evolution of the larger hexapod groups (Polyneoptera, Acercaria, Holometabola, Coleoptera, Diptera) [8] . He prioritizes modern techniques in a phylogenetic context. Benjamin Wipfler investigates cephalic and thoracic structures of insects considering functional, phylogenetic, and evolutionary aspects [25] . His main research topic is the Polyneoptera (roaches, termites, mantids, and earwigs). Steffen Harzsch works on neuroanatomical and neuroethological research of different arthropods (hexapods, myriapods, and crustaceans) [26, 27] . He uses a wide range of imaging techniques with the focus on immunohistochemistry and µCT [28, 29] . Besides general brain morphology in an evolutionary context, he is especially interested in the olfactory and visual system. Thomas van de Kamp investigates the functional morphology of insects (particularly joint systems). He is interested in the application of X-ray imaging for entomology [30] [31] [32] [33] and paleontology [34] [35] [36] [37] [38] [39] [40] as well as digital visualization and 3D reconstruction of biological samples [41] [42] [43] . The TU Darmstadt is responsible for the coordination of the project, but is also involved in data acquisition, and analysis.
Use case: collaborative research on the insect head
The scientific use case of the project is the insect head, which provides data relevant for different fields of research. It is (A) the site of food ingestion carrying the mouthparts which can be heavily modified depending on the type of food affecting associated musculature, that is situated in the head as well. (B) The head houses the animal's brain which analyses sensory input from the eyes and antennae and drives the animal's behavior [44] . (C) These systems are not only interesting from a morphological perspective, but also in a comparative, phylogenetic and evolutionary context, and (D) from a functional and mechanical perspective: e.g. biting creates strong forces that need to be deflected. The insect head thus combines and integrates structures important for a broad spectrum of issues linked to taxonomy, ecology, neurobiology, biomechanics, and developmental biology.
In the scope of the project, we investigate the insect head on a broad taxonomic range (all associated biological partners and the TUD), and additionally focus on the heads of two insect groups, Formicidae (ants; investigated by the partners at the TUD) and Staphylinidae (rove beetles; investigated by the partners at the University of Tübingen). In the two latter, the focus lies on the functional adaptations of the mouthparts and associated musculature to the acquisition of food. Both taxonomic groups are well suited for this research, since they are very diverse (10,000 and 40,000 described species, respectively) and possess a broad feeding spectrum (for example mycophages, phytophages, predators, saprophages, and sporophages). Tomographic data are acquired at the P05 Beamline operated by HZG at the DESY synchrotron radiation source PETRA III [45] [46] [47] [48] [49] [50] [51] .
Collaborative tools
One of the project's main goals is a more economic use of tomographic data. Since tomographic datasets have a large size, appropriate tools are missing, that enable the exchange of analysis results between institutions without copying and storing large chunks of data repeatedly. We were inspired by version control systems that are standard in other domains like software development. On the technical side, the NOVA project focuses on distributing tools to manage data analysis for X-ray tomography. Core technologies are web data catalogs, interactive 3D web visualization for preview, and advanced image processing to automatically extract semantics and be able to identify relative changes during the analysis process. All developments will be integrated in the NOVA data portal as the central instance to coordinate common activities in NOVA. Consequently, on the long term we plan to provide the scientific community with an open access database. Tomographic data acquired in NOVA and its predecessor ASTOR will be stored in a tomography data catalog, which will be created in cooperation with the operators of the tomography instrumentation at PETRA III. In a later stage of the project additional scientific communities ought to be enlisted to participate in this open and cooperative way of data usage. 
Data acquisition and tomographic data collection
The NOVA project is building up a catalog of terrestrial arthropods, especially insects ( Fig.1 ) for a broad general overview on head morphology. But the catalog will also contain detailed studies of the two insect groups Formicidae (ants; Fig. 2 ) and Staphylinidae (rove beetles). Currently we have around 2100 datasets of various taxonomic groups ( Fig. 1 ), that will be accessible through the NOVA data catalog and will in future be accessible for all interested researchers. This data was recorded in four beam times at the ANKA Synchrotron Radiation Facility (KIT, Karlsruhe) within the preceding ASTOR project, and DESY (Hamburg). Of those datasets, two have been chosen as demonstrator organisms for the collaborative studies: the roach Schulteria lampridiformis, and the ant Lasius fuliginosus (Fig. 2D,E) . Both datasets and the respective biological questions are now being analyzed by the associated biological partners.
Analysis infrastructure
For the collaborative analysis and visualization dedicated computing hardware was installed. The selected hardware has been chosen to be fully compatible with the already installed components at the high-performance computing infrastructure at DESY and related photon science resources. This allows for a smooth integration and management of the two NOVA compute nodes (each with dual socket Xeon E5-2630 processors with 40 cores in total, 256GB memory and two NVidia Quadro M6000 with 12GB GPU-memory each) by the DESY computing center. Since some of the software tools require hardware accelerated visualization tools, dedicated GPU units had to be integrated into the system. The nodes were tested and integrated into the DESY HPC infrastructure by the end of February 2017. In contrast to the previous virtual analysis infrastructure at ANKA, we implemented a different remote access solution. Using FASTX-2 we provide user friendly SSH access offering a Linux desktop session to the users via web browser or software client solution. 
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Description of the dataset. To log on users need to authenticate via their DESY computer account, which is available to all consortium partners and users performing experiments at DESY facilities. Access to image data is available through the central data repository at the DESY HPC facility. This data repository (gpfs core system) is directly linked to beamline experiments at PETRA III and includes beamtime/project related data management. Tomographic data recorded at PETRA III is directly transferred to this repository providing initial access to the data to all participants registered to the experiment. This data is also available to users from outside the DESY IT network via a web access portal (gamma portal) that allows for additional rights management to grant access to other collaborators. These collaborators currently need to register with the DESY database system to get access to the data via the web portal or FTP. If these collaborators aim to use the central analysis and visualization tools running on the NOVA nodes, however, they would have to register for a DESY computer account as well. In this way, the newly set up NOVA analysis nodes are highly integrated into the already present computing infrastructure and even allow to get access and make use of the HPC infrastructure for complex computationally intense analysis. Currently standard software for image processing is provided to the network partners via licenses available from the DESY IT, DESY computing center, and the Helmholtz-Zentrum-Geesthacht, including commercial packages like AVIZO, Amira, VGStudio MAX, IDL, and MATLAB, as well as opensource and free software tools like ImageJ/Fiji and Paraview. Additional custom software tools developed within the project will be integrated and tested step by step in the upcoming months. Work has started on a follow-up system for the ASTOR web portal [9] . A new approach was justified by requirements that could not be satisfied by the previous system: 1. The required portal for NOVA is now focused mainly around the management of datasets and collections of datasets rather than being a control interface for virtual machines, file lists, etc.
2. The previous portal was giving the user a static view of the data, hence collaborative aspects such as editing, sharing, and commenting datasets were not foreseen, but are the main requirements of the new concept. 3. Due to the fact, that the new system has a dataset-centric view, better search capabilities and proper visualization of datasets are required.
The new system is built from scratch, but re-uses relevant components of the previous project. The architecture is split in a REST layer that manages dataset operations, and search indexing via common HTTP GET, POST, PUT, PATCH, and DELETE requests. The REST layer is written in Python using the Flask framework, SQLAlchemy for database abstraction, and Alembic for seamless database migrations. Large-scale search is implemented using Elasticsearch that allows free text search queries, and near-instantaneous search results. Besides these REST requests, Flask is used as well to serve the pages of the web client. For dynamic in-page updates such as editing of metadata, Vue.js components are used that communicate with the REST layer. A Python client can be used to interact with the system from the command line in a similar way as a modern revision control system, which means datasets can be cloned to local disk and changes can be pushed back, while keeping track of the change history. All accesses are authorized using per-user tokens that grant access on behalf of that user. From a collaborative standpoint, a dataset can be reviewed by other parties and shared with them so that they can clone it to their own workspace.
The current prototype installation provides access to 645 datasets of the previous ASTOR measurement phase with a total size of 30 TB. It allows for free text searching among the datasets, and filtering according to specimen criteria (Fig.  3) . The next software iterations will feature integration of web-based visualization services, proper access restrictions, and collaborative tools to merge diverging changes of a dataset. For the latter, methods will be evaluated to deal with user interface aspects as well as strategies for merging.
Visualization services and computing
Collaborative tools for morphological data require interactive visualization of tomographic volumes (Fig. 4) . In the preceding ASTOR project, the development of the WAVE web visualization toolkit has been started [52] . We continued this approach and enhanced the WAVE framework to obtain the best image quality for the smallest amount of data transferred to the client. The WAVE framework serves as a preview tool for large volume datasets obtained with X-ray microtomography by providing surface and volume renderings. The WAVE framework reads a 3D data structure in the form of a mosaic format image, which is composed of a series of virtual sections. Like Google Maps, the framework supports progressive display by loading a low-resolution slice map first and loading the high-resolution slice map in the background. In our work, we introduce the zoom-on-demand approach allowing the user to select a region of interest in the full 3D volume to inspect details with a higher resolution (Fig. 5) . To reduce the large data size, the WAVE framework reduces the resolution and transforms the raw data into a series of slice maps. Rather than generating a new slice map on demand for each resolution, we instead precompute a whole hierarchy of multi-resolution slice maps as caches. These multi-resolution slice maps are defined as such that each level N slice map contains 256 3 ×2 N voxels. We concluded that a set of multi-resolution slice maps from level 0 to level 3 covers the typical screen sizes of most client hardware. Further levels can be included depending solely on the advancement of computer hardware. Also, we store precomputed cache data with higher resolution than the slice maps to support the zoom-on-demand feature. As first step, the client-side visualization of the WAVE framework has been integrated into the Biomedisa web application (see next chapter). The full framework will be later deployed in the collaborative analysis portal.
In addition to the web-based visualization toolkit, we explore the visualization of tomographic datasets in virtual environments made possible by the development of high-quality virtual reality (VR) hardware in recent years (Fig. 6) . Current VR devices are now available at moderate prices and feature high-resolution displays, precise head tracking, and lightweight hardware. In our setup, we use the HTC Vive, that is equipped with spatial-tracked hand controllers, which are essential for control and interaction in VR applications. We implemented a prototype of a virtual museum containing two models of a weevil (Trigonopterus vandekampi), based on SR-µCT data from van de Kamp et al. [42] . Both models can be grabbed using the virtual hand controllers, the first as a single continuous object, the second as separate individual objects. To get a better overview, the second specimen can be visualized as a 3D explosion drawing of its individual segments (Fig. 6B) . All 76 segments can be picked up, moved, and inspected from all sides. We implement the teleportation approach to navigate in the virtual world. A new teleport location is selected with the hand controller and visualized as a blue line or arc (Fig. 6D) . In this way, it is also possible to teleport behind smaller obstacles. Further, the outline of the chaperone mesh is displayed and can be turned using the trackpad on the controller. The technology is impressive and extends the possibilities to present high-resolution data obtained by X-ray synchrotron tomography. We plan to include this technology especially in our outreach activities. The prototype has been shown as a live demo at the IVAPP conference [53] and during the open house event at the Karlsruhe Institute of Technology. 
The image segmentation app Biomedisa
The segmentation of tomographic images remains one of the most challenging tasks in computer vision. With the analysis of the data and their ever-increasing volume, further problems are arising. Available tools suffer from high computational needs, long loading time, or poor interactive response. Manual segmentation is still considered the "gold standard" in many cases. The web application Biomedisa (https://biomedisa.de; Fig. 7 ) was developed as a semiautomatic tool for the improvement and acceleration of tedious manual segmentation. It is based on a parameter-free and highly scalable diffusion algorithm which was developed during the previous project ASTOR.
The segmentation uses weighted random walks [10] , which begin in a few manually labeled reference slices and extrapolate the information contained in these slices to the remaining volume. Over time, the voxels are hit by numerous random walks. Based on the respective number of hits, it is possible to approximately determine the probability that a voxel can be assigned to one particular segment. Segmentation can thus be performed by assigning each voxel to the region from which most of the hits originate. The weights are defined without the use of hyperparameters. Thus, it is not necessary to search for proper values, which eliminates the need for an elaborate and tedious configuration. Due to the random walks' independence, their calculation is highly scalable, which allows for the use of massively parallel computer architectures (e.g., graphics processors) and thus for an evaluation of large image data in a short time. In addition, a quick and easy correction of the segmentation results is possible by adding additional reference slices.
This semi-automatic approach has already proven to be extremely effective within the ASTOR project. Since the input data can be created with any common segmentation software, such as Amira or Fiji/ImageJ, the users can continue to work in their familiar environment. However, the segmentation process itself is significantly accelerated, and the quality of the resulting segmentation is improved. The web application Biomedisa was established to provide users with the required computing power. Users can upload their tomograms and labeled slices, run the segmentation process, and visualize their image data and results using a 2D slice viewer, and the 3D rendering software developed in the project. The procedure of the segmentation is documented in an online tutorial and can be tested in a demo session. In addition to the segmentation application, the users can store their data and share it with other users. Once a new user accepts the data, it is physically copied into the second user's memory. It is also possible to share data with unregistered persons by creating a password-protected download link. Figure 7 . The Biomedisa web interface. Several functions are accessible by using buttons. Clicking the file button will activate the 3D visualization tool, the 2D symbol will open a slice viewer. In addition, it is possible to remove (red cross button), download (green button), share (blue button), and move the data from and to the storage (yellow button). It is also possible to delete outliers or undo the deletion (dark green button), and to enable labeling in all planes (settings symbol).
Evaluation of the NOVA semi-automatic segmentation
To evaluate the semi-automatic segmentation, we took every n th slice (for n = 5, 10, 15, 20, 30, 40, 50 , 100) from a complete manually segmented dataset of the box mite Euphthiracarus reticulatus BERLESE (Fig. 8A,C ) and used these as basis for the semi-automatic segmentation. We then calculated 3D models based on the resulting segmented image stacks with Amira 5.6.0 (Fig. 8B-H) . A rough visual comparison shows little to no differences (Fig. 8B-F) . The larger exoskeletal elements look nearly identical. Only a detailed review shows differences in minute structures (Fig. 8G,H) . A comparison of surface properties (number of triangles, surface area and volume) shows increasing differences between the 3D models depending on the number of skipped slices (table 1; Fig. 8 ). The maximum difference between surface area (1.95%) and number of triangles (3.85) is compared to the difference in volume (10.82%) relatively low. The volume difference, however, stays nearly the same (around 6.5%) through every 5 th to every 50 th slice, changing only by 1.09%. The same can be said about the number of triangles and the surface area, although the numbers of differences are even lower. To further characterize the differences, we used the shortest edge distance module in Amira (table 2, Fig. 9) . Overall, the mean error remains smaller than the effective voxel size of 1.22 µm. A threshold value of 1.22 µm reveals that the congruence of the 3D models lies between 85.6 and 91.7%, so even taking only every 100 th slice results in a difference of just 14.4%, but results in a massive amount of saved time. The maximum error in this scenario, however, is 184.2 µm. A visual comparison reveals, that the long hairs are the source of this large maximum error (Fig. 9) . Since selection of pre-segmented slices was done based on a fixed distance, a content-based selection of pre-segmented slices should increase the quality of semi-automatic segmentation by a large factor. Manual postprocessing of the semiautomatically segmented slices can of course be done to optimize the results. Additionally, the amount of time the total process of semi-automatic segmentation takes is only a fraction of the time needed for a complete manual segmentation. This in turn not only enables work on single specimens to be done much faster, but also facilitates studies that need several to dozens of specimens, for example ecological studies [54] , that would not have been feasible relying on manual segmentation alone. In combination with the NOVA data catalog, that already contains hundreds of datasets and will constantly be expanded, quantitative biology on high-res SRµCT data can be realized in a to date unknown dimension. 
CONCLUSION
The project addresses core challenges of data-intensive sciences. In many fields, the amount of data has increased in such a way that it renders currently available tools unsuitable. The scientists in NOVA are convinced that not only new tools are required but also a collaborative attitude is required to succeed in the new age of data-intensive sciences. In this sense, the results from NOVA on one community will serve as an example that could also be transferred to other communities. While each community needs its specific methods, many of the collaborative tools can be considered as generic, e.g. general segmentation algorithms, or scalable visualization system dedicated to large datasets. The comprehensive data catalog with high-resolution tomograms of various arthropods is not only valuable to scientists, but also for the society in general.
