We introduce the notion of (n − 1)−Hamiltonicity of n−state deterministic finite automata and give a condition for the existence of a synchronizing word of length at most (n − 1) 2 for automata satisfying this condition, thus proving theČern'y conjecture for automata in this class.
Introduction
Let A = (Q, Σ, δ) be a deterministic finite automaton (DFA), where Q denotes the state set, Σ the input alphabet, and δ : Q×Σ → Q the transition function. We denote the set of finite words over Σ by Σ ⋆ . The transition function δ extends uniquely to a function δ : Q × Σ ⋆ → Q. The automaton A is called synchronizing if there exists a word w ∈ Σ ⋆ and q ∈ Q such that δ(q ′ , w) = q for all q ′ ∈ Q. The word w is then said to be a synchronizing word for A . The following longstanding conjecture is due toČerný (1964): Conjecture 1. If A is a synchronizing n-state automaton, then there exists a synchronizing word for A of length at most (n − 1) 2 .
Cerný constructed for every n an n-state automaton C n in which the bound of his conjecture is attained. We show this automaton in the next example for the case n = 4. Example 1. Consider the automaton C 4 defined by the transition graph shown in Figure 1 . The word w = baaabaaab (having length 9) is synchronizing, since it maps all states to state 1. Moreover, w is the shortest synchronizing word for C 4 . The best known upper bound for the length of the shortest synchronizing word is n 3 −n 6 , see [4] . The conjecture has been proved for some particular classes of automata, such as circular automata, one-cluster automata and aperiodic automata (see [3, 1, 6] ). For a survey on synchronizing automata and theČerný conjecture, we refer to [7] .
The power automaton P(A ) of a DFA A = (Q, Σ, δ) has state set 2 Q and its transition function (again denoted by δ) is uniquely determined by the transition function of A : δ(S, w) = {δ(q, w) | q ∈ S} .
The use of the same symbol δ for both transition functions will sometimes lead to somewhat sloppy notation (such as writing q for {q}). Note that A is synchronizing if and only if there is a path from Q to a singleton in the transition graph of P(A ). If δ(Q, w) = S for some S ⊆ Q, we say that S is reachable by w. The subautomaton of P(A ) on the sets of size k and sets of size at least k will be denoted by P [k] (A ) and P [≥k] (A ) respectively. Example 2. The synchronizing word w = baaabaaab in C 4 corresponds to the following path in P(C 4 ):
An important remark here is that the label b sends the triple {1, 3, 4} to the pair {1, 3}. So we could be more greedy and try to synchronize with a word that starts asw = baab . . ., hoping to synchronize faster. However, this would lead to the synchronizing wordw = baababaaab, which in fact is longer than w.
In this paper we look at n-state automata for which there is a path in the power automaton which starts in Q and visits all subsets of Q of size n − 1 exactly once. Such automata will be called (n − 1)−Hamiltonian automata. For a formal definition and some more details, we refer to Section 2.2. We show that under an additional technical assumption these automata are synchronizing and that every set S ⊆ Q of size k is reachable by a word w of length at most n(n − k). In particular, this implies that the shortest synchronizing word has length at most (n − 1) 2 .
Notation and preliminaries

Some remarks on the transition function
For the empty word ε, we define the transition function to be the identity: δ(q, ε) = q. For S ⊆ Q, we define the inverse of the transition function under some word w by
Some useful properties of the transition function and its inverse are listed here: 
For all
3. For all S 1 ⊆ S 2 ⊆ Q and w ∈ Σ ⋆ ,
(n − 1)−Hamiltonian automata
We will show that the following condition is sufficient for the existence of a synchronizing word of length at most (n − 1) 2 . 
where q c is the unique state for which |δ −1 (q c , w 1 )| = 2.
The first part of this condition is equivalent to the existence of a Hamiltonian path in the graph of P [≥n−1] (A ), which is why we call such automata (n − 1)−Hamiltonian. In the automaton C 4 the word baaa generates such a Hamiltonian path, as can be seen from Example 2.
In Section 4 we will show that only (n − 1)−Hamiltonicity is not sufficient for the automaton to be synchronizing. In fact it will turn out that the additional assumption in part 2 of Condition 1 guarantees reachability of all subsets of Q, which implies synchronization. That there is a unique state q c for which |δ −1 (q c , w 1 )| = 2 follows from Property 1: q∈Q |δ −1 (q, w 1 )| = n and exactly one term in this sum is zero (namely |δ −1 (q 1 , w 1 )|), therefore also one term has to be equal to 2.
As an illustration we show that C 4 satisfies Condition 1. We already noted that we can choose w = w 1 w 2 w 3 w 4 = baaa for (n − 1)−Hamiltonicity. The corresponding enumeration of the states of Q is given by
Now we look at two paths generated by w 2 w 3 w 4 in P(A ): starting from Q \ {q 1 } = Q \ {4} and from q c . In this case w 1 = b and q c = 1, since this is the unique state having b-indegree 2. This gives the following sequences:
Now take any strict subset S of Q and consider the collection {Q \ {q} | q ∈ S} in the first line of (1). The corresponding states in the second line contain at least one state that is not in S, which is exactly what is required by the second part of Condition 1.
Synchronization of (n−1)−Hamiltonian automata
In this section we present and prove our main theorem: 
The shortest synchronizing word of
A has length at most (n − 1) 2 .
Choose w = w 1 w 2 . . . w n and an enumeration of Q according to Condition 1. Then q 1 is the unique state for which |δ −1 (q 1 , w 1 )| = 0. Denote by q c the unique state for which
For all states q not equal to q c or q 1 , the inverse is a single state: |δ −1 (q, w 1 )| = 1. In our proof, we will show that all subsets of Q can be reached by successively reading some prefixes of the word w. The following collections of subsets of Q play an important role. We let S 0 = T 0 = U 0 = {Q} and for k = 1, . . . , n − 1, we recursively define the collections S k , T k and U k :
So, from a set in U k−1 , we go to a set in T k by reading a prefix of w.
The following sequence of results gives properties of these collections that together are sufficient to prove Theorem 1.
Then there exists a word w S ∈ Σ ⋆ with length at most 1 + (k − 1)n for which δ(Q, w S ) = S.
Proof. If S ∈ S 1 , then S = δ(Q, w 1 ), so we can take w S = w 1 which indeed is a word of length 1. So the statement holds for k = 1.
Assume that the statement holds for some k ≥ 1 and take S ∈ S k+1 . Then δ −1 (S, w 1 ) ∈ U k−1 , and therefore δ −1 (S, w 1 ) ∈ T k−1 . By definition of T k−1 , there exists 1 ≤ i ≤ n such that
This means that for the word w S = w S ′ w 2 . . . w i w 1 , we have δ(Q, w S ) = S, and
Then there exists a word w S ∈ Σ ⋆ with length at most kn for which δ(Q, w S ) = S.
Proof. This follows immediately from Lemma 1 and the definition of T k .
Proof. For k = 0, the statement is obvious. Now take k 0 > 0 and suppose the statement is true for 0 ≤ k < k 0 .
Take S ∈ S k 0 . Then there exists S ′ ∈ U k 0 −1 such that S = δ(S ′ , w 1 ). The induction hypothesis gives
The other inequality follows from the third property of the transition function:
Take S ∈ T k 0 . Then there exists 1 ≤ i ≤ n and S ′ ∈ S k 0 such that S = δ(S ′ , w 2 . . . w i ). Note that S ′ ⊆ Q \ {q 1 } and S ⊆ Q \ {q i } by Condition 1. Using again property three of the transition function:
, also for S ∈ U k 0 we obtain |S| = n − k 0 and by induction the lemma holds true.
Proof. Surjectivity follows immediately from the definition of S k . To prove injectivity, take S 1 , S 2 ∈ U k−1 with S 1 = S 2 . By Lemma 2, |S 1 | = |S 2 | = n − k + 1, so the size of their union satisfies |S 1 ∪ S 2 | ≥ n − k + 2. This union is a subset of Q, so application of property three of the transition function gives
Therefore,
Lemma 2 gives |δ(S 1 , w1)| = |δ(S 2 , w1)| = n − k, hence it follows that δ(S 1 , w1) = δ(S 2 , w1).
The following proposition shows that the collections S k and T k are maximal in the sense that they contain every subset of Q that is not immediately excluded by definition.
Then the collections S k and T k satisfy
Proof. Let 1 ≤ k ≤ n − 1. For S ∈ S k , its definition gives that q c ∈ S and also S ⊆ δ(Q, w 1 ) = Q \ {q 1 } .
Lemma 2 gives |S| = n − k. Therefore, S ∈ S k and hence S k ⊆ S k . Clearly we also have T k ⊆ T k .
For the reversed inclusions, we will give a proof by induction. First we check them for k = 1. Using the definitions of S 1 , U 0 and Condition 1, we obtain
The definition of T 1 and Condition 1 together lead to T 1 = T 1 .
Now let k 0 > 1 and suppose the two statements are true for 1 ≤ k < k 0 . Since T k 0 −1 = T k 0 −1 , we know that
So a set S ∈ U k 0 −1 contains the pair of states δ −1 (q c , w 1 ) and also n − k 0 − 1 of the remaining n − 2 states in Q. Therefore
where the first equality is obtained by Lemma 3. Now note that also S k 0 has the same size, which together with the inclusion S k 0 ⊆ S k 0 gives the equality
Finally we show that T k 0 = T k 0 . Define
We will demonstrate that in fact these collections are equal. Take S 1 , S 2 ∈ S k 0 and let the word w be equal to w 2 . . . w i for some 2 ≤ i ≤ n. Then, by statements 1 and 3 of Property 1
and hence T k 0 ,i = T k 0 ,i . Now let S ∈ T k 0 , so S is just an arbitrary subset of Q having size n − k 0 . We write Q \ S as q i 1 , . . . , q i k 0 . By the second statement of Condition 1, there exists an index i j for which
This means that S ∈ T k 0 ,i j = T k 0 ,i j , which in turn implies that S ∈ T k 0 . Therefore T k 0 ⊆ T k 0 , which gives the desired equality
Having collected these results, we are ready to provide a proof of Theorem 1.
Proof of Theorem 1. By Proposition 1, the collection S n−1 is equal to {{q c }}. By Lemma 1 there exists a word w {qc} ∈ Σ ⋆ of length at most 1 + ((n − 1) − 1)n = (n − 1) 2 for which δ(Q, w {qc} ) = q c . Therefore the word w {qc} is synchronizing, proving assertion 1 and 2 of the theorem. If S ⊆ Q is nonempty and has size k, then Proposition 1 gives S ∈ T n−k . Application of Corollary 1 then establishes assertion 3 of Theorem 1.
Condition 1 and circularity
In this section we make some comments on the scope of Condition 1 and its relation to circular automata. First of all, we note that (n−1)−Hamiltonicity at first sight does not really seem to be essential as a condition for fast synchronization. On the contrary, it rather seems to be a property of slowly synchronizing automata. It says that there is a path in the transition graph of P(A ) that visits all sets of size at least n−1. If the automaton is synchronizing, then there also exist much shorter paths to sets of size less than n−1. For example, every synchronizing automaton A = (Q, Σ, δ) with more than 2 states has a word w of length at most four such that |δ(Q, w)| ≤ n − 2. However, as we already noted in Example 2, being greedy does not necessarily lead to fast synchronization. Being as lazy as possible sometimes pays off much better: for all n the shortest synchronizing word of the automaton C n defines a path in P(C n ) that visits all sets of size n − 1. Furthermore, (n − 1)−Hamiltonicity is a useful property in the sense that it does enable us to control the size and the number of sets that are reached by reading prefixes of the word w as defined in Condition 1. This is crucial in the proof that application of the label w 1 on sets in U k actually defines a bijection (Lemma 3).
We will now turn to an example of an automaton that is (n−1)−Hamiltonian, but is not satisfying the second part of Condition 1. This automaton is not synchronizing, showing that (n − 1)−Hamiltonicity is not sufficient to prove Theorem 1.
Example 3. Let A be the automaton with the transition graph given in Figure 2 . We will show that this automaton does not satisfy Condition 1. To analyze this automaton, we depicted the transition graph of its power automaton P(A ) in Figure 3 . We observe that A is (n − 1)−Hamiltonian, because there exist words defining a Hamiltonian path in P [≥3] , namely caba and cbab. Both words start with the label c and δ(Q, c) = Q \ {1}. So in the enumeration of Condition 1, we have q 1 = 1. The unique state having c-indegree 2 is state 3, which therefore plays the role of q c . We now look at the actions of the word aba on Q \ {1} and on q c = 3:
It turns out that {δ(q c , ε), δ(q c , ab)} = {1, 3} is contained in {q 1 , q 3 } = {1, 3}, which means that the word caba does not satisfy the second requirement of Condition 1. The same goes for cbab, and therefore Condition 1 does not hold for A . It can be easily seen in Figure 3 that A indeed is not synchronizing, since there is no path from Q = {1, 2, 3, 4} to a singleton. 3. For every nonempty set S ⊆ Q of size k, there exists a word w S of length at most n(n − k) such that δ(Q, w S ) = S.
Proof. Let a be a 1-deficient label and let b be a label that cyclically permutes the states. The word w = ab n−1 defines a Hamiltonian path in P [≥n−1] (A ). Use this word to enumerate the states as in Condition 1 and choose q c according to this condition. Let I = {i 1 , . . . , i k } be a strict subset of {1, . . . , n} and define
Since q 1 = q c , there is a non-zero distance d between them in the cycle:
Then for all q ∈ S, we have δ(q, b d ) ∈ S. But since n is prime, this can only be true if S = Q, contradicting the assumption that I is a strict subset of {1, . . . , n}. Therefore S = S c and since |S| = |S c | there exists a state in S c which is not in S. Consequently Condition 1 is satisfied and Theorem 1 applies.
Pin [5] already proved that synchronizing circular automata with a prime number of states (later generalized by Dubuc [3] ) have a synchronizing word of length at most (n − 1) 2 . Our result is slightly different, since we do not assume that A is synchronizing. As soon as there is a 1-deficient letter, we get synchronization for free. Furthermore, we get the additional property that all k-sets are reachable with words of length at most n(n − k). Note that in fact the primality assumption can be a bit relaxed: it suffices if the distance d between q 1 and q c (as defined in the proof) and the number of states n are relatively prime.
In comparison with previous results on automata with some circular structure, the second part of our condition gives an additional restriction. On the other hand, the definition of (n − 1)−Hamiltonicity allows for circles defined by words consisting of different letters. To illustrate this, we give an example.
Example 4. Consider the automaton A of Figure 4 . In this automaton, the label a is 1-deficient. The labels b and c are both permutations, and together they make a circle through all states. As can be easily checked, the word w = ab 2 c 4 b satisfies the requirements of Condition 1. Therefore A is synchronizing and its shortest synchronizing word has length at most (n − 1) 2 . 
Conclusion and perspectives
We have introduced the notion of (n − 1)−Hamiltonian automata and have shown that under an additional technical assumption such automata are synchronizing and satisfy theČerný conjecture. We believe that some elements in our condition are not really essential for the results, and that they only help in organizing a clear proof. So a natural question is if the condition can be weakened, while still exploiting the ideas we presented in this paper. We propose two directions in which this could be achieved:
1. Synchronization follows from the condition we formulated. If instead we assume synchronization, can we drop the second part of Condition 1?
2. We require existence of a Hamiltonian path in P [≥n −1] . Can this be relaxed by only requiring reachability of subsets of each (n − 1)-set by words of length at most n?
Another question that naturally comes to mind is how to find a synchronizing word of length at most (n − 1) 2 in an n−state automaton satisfying Condition 1. From the proof of our main result, it follows that there exists a synchronizing word being the concatenation of n prefixes of the word that defines the Hamiltonian path in P [≥n −1] . However, it is not directly obvious how to formulate a full constructive algorithm. Our results go a bit further than just showing that theČerný conjecture holds for the class of automata satisfying Condition 1: we also proved that in an n-state automaton satisfying this condition, each reachable subset of size k is reachable with a word of length at most n(n − k). In fact we believe that this is a universal property, so we finish our paper with this conjecture:
Conjecture 2. Let A = (Q, Σ, δ) be an n-state automaton. If S ⊆ Q is a set of size k and there exists a word w such that δ(Q, w) = S, then there exists a word with this property of length at most n(n − k).
This conjecture would imply theČerný conjecture, since in a synchronizing automaton there always exists a pair of states that can be mapped to a singleton by some letter a ∈ Σ.
