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There is currently a significant need for robust and efficient methods for characterizing quantum
devices. While there has been significant progress in this direction, there remains a crucial need to
precisely determine the strength and type of errors on individual gate operations, in order to assess
and improve control as well as reliably bound the total error in a quantum circuit given some partial
information about the errors on the components. In this work, we first provide an optimal bound
on the total fidelity of a circuit in terms of component fidelities, which can be efficiently experimen-
tally estimated via randomized benchmarking. We then derive a tighter bound that applies under
additional information about the coherence of the error, namely, the unitarity, which can also be
efficiently estimated via a related experimental protocol. This improved bound smoothly interpo-
lates between the worst-case quadratic and best-case linear scalings for composite error channels.
As an application we show how our analysis substantially improves the achievable precision on es-
timates of the error rates of individual gates under interleaved randomized benchmarking, enabling
greater precision for current experimental methods to assess and tune-up control over quantum gate
operations.
I. INTRODUCTION
The output of a quantum computer will only be reliable
if the total error in the whole computation is sufficiently
small. This can be rigorously guaranteed if the error on
the individual components (i.e., preparations, measure-
ments and gate operations) is sufficiently small compared
to the length of the computation. Current experimental
practice for estimating errors on gate operations [1–12]
is randomized benchmarking (RB) of Clifford operations
[13, 14]. The experimentally measured error rates under
RB experiments have recently been shown to give a very
precise estimate of the average gate fidelity to the iden-
tity (hereafter simply the fidelity) of an error channel,
F (E) :=
∫
dψ〈ψ|E(|ψ〉〈ψ|)|ψ〉 (1)
under very robust [15–21] and experimentally realistic
conditions [20, 21], decisively settling the controversy
raised in Ref. [22]. An important special case is inter-
leaved RB (IRB) [16], a now-standard approach for esti-
mating error rates on individual gates [1–4, 6, 8–12, 23–
34], including gates that altogether generate universality
[35–38]. However this approach is subject to a system-
atic error that can significantly limit the precision of the
estimate and often goes unreported. As noted above,
the average gate fidelity gives only very limited informa-
tion about the error and error channels with the same
fidelity on the component gate operations can lead to
dramatically different total error for a circuit composed
from these gate operations. For example, the infidelity
r(E) = 1 − F (E) grows linearly in the number of gates
under purely stochastic errors (that is, errors that can
be modelled by classical probabilities over different Pauli
operators) and grows quadratically under purely unitary
errors (that is, coherent errors due to small calibrations
that are common in quantum control) in the limit of
small infidelities [10]. However, realistic experimental er-
rors are neither purely stochastic or purely unitary, but
rather some combination of the two. In this paper, we
study how the total infidelity of a circuit can be reli-
ably estimated under different sets of partial informa-
tion about the components. An important result from
our work is to provide a dramatic improvement to the
achievable precision of IRB, enabling significantly more
reliable experimental methods for assessing and tuning-
up the individual gate operations required for quantum
computing and other applications.
This paper is organized as follows. We first obtain
strictly optimal upper- and lower-bounds on the total
infidelity of the circuit for all parameter regimes when
only the infidelities of the components are known. These
bounds are saturated by unitary channels and so grow
quadratically with the number of gates. Moreover, be-
cause our bounds are saturated, they cannot be improved
without further knowledge about the errors. Because the
worst-case growth of the infidelity is achieved by purely
unitary channels, intuitively, quantifying how far an er-
ror channel is from purely unitary error should enable
an improved bound. One such quantity is the unitarity,
Thus our second contribution in this work is a proof that
the unitarity
u(E) := d
d− 1
∫
dψTr E(ψ − 1dI)2, (2)
of the components, which can be efficiently estimated
using a variant of RB [17, 39], can be used to obtain a
tighter bound on the total infidelity. This information
enables expressed as a smooth interpolation between the
quadratic growth of purely unitary errors and the linear
scaling of purely stochastic errors. Our third contribu-
tion, noted above, is to demonstrate an immediate prac-
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2tical application of these results by providing a dramat-
ically improved bound on the accuracy of the estimates
of gate errors rates under interleaved RB [16].
II. NOISY QUANTUM PROCESSES
Markovian quantum processes can be described by
completely-positive and trace-preserving (CPTP) linear
maps E : Dd → Dd where Dd is the set of density opera-
tors acting on Cd, that is, the set of positive-semidefinite
operators with unit trace. We denote quantum channels
using single calligraphic capital Roman letters and the
composition of channels by multiplication for brevity, so
that AB(ρ) = A[B(ρ)]. We also denote the composition
of m channels E1, . . . , Em by E1:m = E1 . . . Em.
Abstract quantum channels can be represented in
many ways. In this paper, we will use the Kraus op-
erator, χ-matrix and the Liouville (or transfer matrix)
representations. The Kraus operator and χ-matrix rep-
resentations of a quantum channel E are
E(ρ) =
∑
j
AjρA
†
j = d
∑
k,l∈Zd2
χEklBkρB
†
l (3)
respectively, where the Aj are the Kraus operators, Zd2 =
{0, . . . , d2 − 1} and B = {B0 = Id/
√
d,B1, . . . , Bd2−1} is
a trace-orthonormal basis of Cd×d satisfying 〈Bj , Bk〉 :=
TrB†jBk = δj,k. Note that we include the dimensional
factor in the definition of the χ-matrix to be consistent
with the standard construction in terms of unnormalized
Pauli operators.
The Kraus operators can be expanded as Aj =∑
k∈Zd2 〈Bk, Aj〉Bk relative to B. Making use of the
phase freedom in the Kraus operators (that is, Aj →
eiθjAj gives the same quantum channel), we can set
〈B0, Aj〉 ≥ 0 for all j. We can then expand the Kraus
operators as
Aj =
√
ajd
(
cos(αj)B0 + sin(αj)~vj · ~B
)
(4)
where ajd = 〈Aj , Aj〉, ~B = (B1, . . . , Bd2−1), ~vj ∈ Cd2−1
with ‖~vj‖2 = 1, and αj can be chosen to be in [0, pi2 ] by
incorporating any phase into ~vj . Substituting this expan-
sion into the Kraus operator decomposition and equating
coefficients with the χ-matrix representation gives
χEkl =
1
d
∑
j
〈Bk, Aj〉〈Aj , Bl〉, (5)
and, in particular,
χE00 =
1
d2
∑
j
|TrAj |2 =
∑
j
aj cos
2(αj). (6)
Applying the trace-preserving constraint with
〈Bj , Bk〉 = δj,k gives
1 =
1
d
Tr
∑
j
A†jAj =
∑
j
aj , (7)
F r p χ00
F F 1− r (d− 1)p+ 1
d
dχ00 + 1
d+ 1
r 1− F r d− 1
d
(1− p) d
d+ 1
(1− χ00)
p
dF − 1
d− 1 1−
d
d− 1r p
d2χ00 − 1
d2 − 1
χ00
(d+ 1)F − 1
d
1− d+ 1
d
r
(d2 − 1)p+ 1
d2
χ00
TABLE I. Linear relations between the fidelity (F ), the infi-
delity (r), the RB decay rate (p), and χ00.
which then implies
1− χE00 =
∑
j
aj sin
2(αj). (8)
Alternatively, density matrices ρ and effects E (ele-
ments of positive-operator-valued measures) can be ex-
panded with respect to B as ρ = ∑j〈Bj , ρ〉Bj and
E =
∑
j〈Bj , E〉Bj . The Liouville representations of
ρ and E are the column vector |ρ〉〉 and row vector
〈〈E| = |E〉〉† of the corresponding expansion coefficients.
The Born rule is then 〈E, ρ〉 = 〈〈E|ρ〉〉. The Liou-
ville representation of a channel E is the unique matrix
E such that E|ρ〉〉 = |E(ρ)〉〉, which can be written as
E = ∑j |E(Bj)〉〉〈〈Bj |. With B0 = Id/√d, the Liouville
representation of any CPTP map can be expressed in
block form as
E =
(
1 0
En Eu
)
(9)
where En ∈ Cd2−1 is the non-unital vector and Eu ∈
Cd2−1×d2−1 is the unital block. The unitarity and RB
decay rate can be written as
u(E) = TrE
†
uEu
d2 − 1 =
‖Eu‖2F
d2 − 1
p(E) = TrEu
d2 − 1 (10)
with respect to the Liouville representation [17, 40].
The RB decay rate p(E) and χ00 are linear functions
of the fidelity that can be more convenient to work with.
The relations between the various linear functions of the
fidelity used in this paper are tabulated in table I.
III. COMPOSITE INFIDELITIES IN TERMS OF
COMPONENT INFIDELITIES
We now prove that unitary error processes lead to the
fastest growth in the total infidelity of a circuit. In par-
ticular, we obtain strict bounds on the infidelity of a
3composite error process in terms of the infidelities of the
components and show that the bounds are saturated by
unitary processes for all even-dimensional systems.
We first obtain a bound on the infidelity of the com-
position of two channels that strictly improves on the
corresponding bound of Ref. [40]. We also show that the
improved bound is saturated for all values of the relevant
variables. Therefore theorem 1 gives the optimal bounds
on the infidelity of the composite in terms of only the
infidelities of the components, and so obtaining a more
precise estimate of the composite infidelity requires fur-
ther information about the errors. We then obtain an
upper bound on the infidelity of the composition of m
channels that inherits the tightness of the bound for the
composition of two channels.
We present the following bounds in terms of the χ ma-
trix, though the results can be rewritten in terms of other
linear functions of the infidelity using table I. For exam-
ple, consider the composition of m noisy operations Xi
with equal infidelity, that is, r(Xi) = r. Then by corol-
lary 2 and table I, the total infidelity of the composite
process is at most
r(X1:m) ≤ m2r +O(m4r2), (11)
which exhibits the expected quadratic scaling with m.
Moreover, this upper bound is saturated and so cannot
be improved without additional information about the
errors.
Theorem 1. For any two quantum channels X and Y,∣∣∣χXY00 − χX00χY00 − (1− χX00)(1− χY00)∣∣∣
≤ 2
√
χX00χ
Y
00(1− χX00)(1− χY00). (12)
Furthermore, for all even dimensions and all values of
χX00, χ
Y
00, there exists a pair of channels X and Y satu-
rating both signs of the above inequality.
Proof. Let X (ρ) = ∑j XjρX†j and Y(ρ) = ∑j YjρY †j be
Kraus operator decompositions of X and Y respectively.
From eq. (4), we can expand the Kraus operators as
Xj =
√
xjd
(
cos(ξj)B1 + sin(ξj)~uj · ~B
)
Yj =
√
yjd
(
cos(θj)B1 + sin(θj)~vj · ~B
)
(13)
where ~uj , ~vj ∈ Cd2−1 are unit vectors and ξj , θj ∈ [0, pi2 ].
Then a Kraus operator decomposition of XY is
XY(ρ) =
∑
j,k
XjYkρY
†
kX
†
j (14)
and so, by eq. (6),
χXY00 =
∑
j,k
xjyk|cos ξj cos θk + βj,k sin ξj sin θk|2, (15)
where βj,k = ~uj · ~vk and we have chosen the basis B to
be Hermitian so that TrB†jBk = TrBjBk = δj,k. By the
triangle and reverse-triangle inequalities,
|α| − |γ| ≤ |α+ βγ| ≤ |α|+ |γ| (16)
for any α, β, γ ∈ C such that |β| ≤ 1, which then implies∣∣∣|α+ βγ|2 − |α|2 − |γ|2∣∣∣ ≤ 2|αγ|. (17)
From eq. (6) and (8),∑
j,k
xjyk| cos(ξj) cos(θk)|2 = χX00χY00∑
j,k
xjyk| sin(ξj) sin(θk)|2 = (1− χX00)(1− χY00), (18)
so by eq. (17),∣∣∣χXY00 − χX00χY00 − (1− χX00)(1− χY00)∣∣∣
≤
∑
j,k
2xjyk cos(ξj) cos(θk) sin(ξj) sin(θk), (19)
using |βj,k| ≤ 1 and the nonnegativity of the trigonomet-
ric functions over [0, pi2 ]. Note that the above inequalities
are saturated if and only if βj,k = ±1.
By the Cauchy-Schwarz inequality with the fact that
all the quantities are nonnegative,
∑
j
xj sin(ξj) cos(ξj) ≤
√∑
j
xj sin
2(ξj)
√∑
j
xj cos2(ξj)
≤
√
(1− χX00)χX00,
where the second line follows from eq. (6) and eq. (8).
Applying this upper bound for X and the corresponding
one for Y to eq. (19) gives the inequality in the theorem.
To see that both signs of the inequality are saturated
for all values of χX00, χ
Y
00 in even dimensions, let X =
U(φ)⊗ Id/2 and Y = U(θ)⊗ Id/2 where
U(φ) = eiφ|0〉〈0|+ e−iφ|1〉〈1|. (20)
By eq. (6), χ
U(φ)⊗Id/2
00 = χ
U(φ)
00 = cos
2 φ. As XY =
U(φ+θ)⊗Id/2, some trivial trigonometric manipulations
give
χXY00 − χX00χY00 − (1− χX00)(1− χY00)
= −2 cosφ sinφ cos θ sin θ
= −2
√
χX00χ
Y
00(1− χX00)(1− χY00)sign(sin 2φ sin 2θ),
(21)
which saturates the lower bound if the sign function is
positive and the upper bound if it is negative.
4Corollary 2. For any m quantum channels Xi such that
m∑
i=1
arccos
√
χXi00 ≤
pi
2
, (22)
the χ00 element of the composite channel satisfies
χX1:m00 ≥ cos2
(
m∑
i=1
arccos
√
χXi00
)
. (23)
Furthermore, this bound is saturated for all even dimen-
sions and all values of the χXi00 satisfying eq. (22).
Proof. We can rewrite the lower bound in eq. (12) as√
χXY00 ≥
√
χX00
√
χY00 −
√
1− χX00
√
1− χY00. (24)
Writing
√
χ00 = cos(arccos
√
χ00) and
√
1− χ00 =
sin(arccos
√
χ00) and using standard trigonometric iden-
tities, the above becomes
arccos
√
χXY00 ≤ arccos
√
χX00 + arccos
√
χY00, (25)
taking note to change the direction of the inequality when
taking the arccos, which follows from eq. (22). By induc-
tion, we have
arccos
(√
χX1:m00
)
≤
∑
i
arccos
(√
χXi00
)
(26)
for any set of m channels Xi. Taking the cosine and
squaring gives the bound in eq. (23). The saturation
follows directly from the saturation of eq. (12).
IV. IMPROVED BOUNDS ON THE
INFIDELITY USING THE UNITARITY
The bounds in theorem 1 and corollary 2 are tight for
general channels if only the infidelity (or, equivalently,
χ00) is known. In particular, from eq. (11), the infidelity
increases at most quadratically in m (to lowest order in
r). However, the examples that saturate the bounds are
all unitary channels. If, on the other hand, the error
model is a depolarizing channel
Dp(ρ) = pρ+ (1− p)
d
Id, (27)
or a Pauli channel (that is, a channel with a diagonal χ
matrix with respect to the Pauli basis), then the infidelity
increases at most linearly in m to lowest order, that is
r(X1:m) ≤ mr +O(m2r2). (28)
The intermediate regime between Pauli errors and uni-
tary errors can be quantified via the unitarity [17]. In
particular, we define the (positive) coherence angle to be
θ(E) = arccos
(
p(E)/
√
u(E)
)
. (29)
As u(E) ≤ 1 with equality if and only if E is unitary,
θ(E) ∈ [0, arccos p(E)] and
θ(E) =

0 iff E is depolarizing,
O(r) if E is Pauli,
arccos p(E) = O(√r) iff E is unitary.
(30)
That is, θ(E) quantifies the intermediate regime between
Pauli and unitary errors for an isolated error process.
We now show that combining the coherence angle and
the infidelity enables improved bounds on the growth of
the infidelity. For example, for any m unital channels, or
for any m single qubit operations Xi, with equal infidelity
r(Xi) = r and coherence angles θ(Xi) = θ, the total
infidelity is at most
r(X1:m) ≤ m
(
r − (d− 1)θ
2
2d
)
+m2
(d− 1)θ2
2d
(31)
plus higher-order terms in r and θ2 by eq. (35). For Pauli
errors, θ2 = O(r2), so we recover eq. (28). Conversely,
for unitary errors (d− 1)θ2 = 2dr+O(r2), so we recover
eq. (11) in such regime. Moreover, the above bound is
saturated (to the appropriate order) in even dimensions
by channels of the form
X i =

1 0 0 0
0 γ cos θ(Mi) −γ sin θ(Mi) 0
0 γ sin θ(Mi) γ cos θ(Mi) 0
0 0 0 λ
⊗ Id2/2 .
(32)
These include single qubit amplitude damping and de-
phasing channels combined with a unitary evolution
around the dampening/dephasing axis.
Theorems 3 and 4 result from more general matrix in-
equalities that we prove in appendix A. We apply the
inequalities to the unital block of the Liouville represen-
tation from eq. (9), and substitute the expressions for
the RB decay rate and the unitarity from eq. (10). For
theorem 4, we also use results from [41], which state that
the maximal singular value of the unital block is upper-
bounded by
√
d
2 for general channels and 1 for unital
channels.
Theorem 3. For any two quantum channels X and Y,
cos[θ(X ) + θ(Y)] ≤ p(XY)√
u(X )u(Y) ≤ cos[θ(X )− θ(Y)].
(33)
Theorem 4. For any m channels Xi with p(Xi) = p,
u(Xi) = u, the RB decay rate of the composite channel
satisfies
|p(X1:m)− pm| ≤
√
d
2
(
m
2
)
u sin2(θ) . (34)
5Furthermore, if the Xi are unital channels, the bound can
be improved to
|p(X1:m)− pm| ≤
(
m
2
)
u sin2(θ) . (35)
The bounds in theorem 3 can be made even tighter if
one of the channels is guaranteed to be Pauli.
Theorem 5. Consider a Pauli channel X and any quan-
tum channel Y. Then, the composite infidelity is essen-
tially linear in the individual infidelities r(X ) and r(Y):
r(XY) = r(X ) + r(Y) +O(r(X )r(Y)) . (36)
This bound is to be contrasted with the naive usage of
theorem 3:
r(XY) = r(X ) + r(Y) +O(θ(X )θ(Y)) (theorem 3)
= r(X ) + r(Y) +O(r(X )
√
r(Y)) . (eq. (30))
The improvement can be easily shown as follow. The in-
fidelity is invariant under unitary conjugation r(XY) =
r(UXYU†) or convex combination of thereof. In par-
ticular, it is invariant under a Pauli twirl. Since X
is a Pauli channel, it commutes with Pauli unitaries,
and the twirl gets effectively performed on Y, which be-
comes a Pauli channel YPauli with low coherence angle
θ(YPauli) = O(r(Y)) (see eq. (30)). From there we can
apply theorem 3.
V. APPLICATION: INTERLEAVED RB
The fidelity extracted from standard RB experiments
typically characterizes the average error over a gate set
G, defined as
E := |G|−1
∑
g∈G
Eg. (37)
However, one might only care about the fidelity F (Eh)
attached to a specific gate of interest h ∈ G, such as one
of the generators required for universal quantum com-
puting. The interleaved RB protocol (IRB) [16] yields
a fidelity estimate of EhE , the composition between the
single gate error and the gate set error, which provides
bounds on the desired value F (Eh). An issue with this ap-
proach is that these bounds generally have a wide range,
since possible coherent effects cannot be ignored. This
issue is illustrated by the results of two simulations of in-
terleaved RB experiments, plotted in fig. 1. In both sce-
narios, the fidelity of the gate error and of the composed
gate were fixed at F (E) = 0.9975 and F (EhE) = 0.9960
respectively, hence leading to the same single gate fidelity
estimate. In the first case, the interleaved gate h is uni-
tary with high fidelity (F (Eh) = 0.9991), whereas in the
second case the error is depolarizing, with a lower fi-
delity (F (Eh) = 0.9975). This example illustrates how
interleaved RB, without a measure of unitarity, can only
provide a loose estimate of the infidelity of an individual
gate.
More generally, rearranging the bound in theorem 1 to
isolate χY00 gives∣∣∣χY00 − χXY00 χX00 − (1− χXY00 )(1− χX00)∣∣∣
≤ 2
√
χXY00 χ
X
00(1− χXY00 )(1− χX00). (38)
Moreover, this bound cannot be improved without fur-
ther information. Now suppose that r(EhE) ≈ 2r(E), so
that the uncertainty of r(Eh), obtained via eq. (38) and
table I is
∆r(Eh) ≈ 4
√
2r(E). (39)
While this bound does give an estimate of the infidelity,
this estimate is comparable to the following naive esti-
mate that requires no additional experiment. As the fi-
delity, and hence the infidelity, is a linear function of E
we have
r(E) = |G|−1
∑
g∈G
r(Eg) (40)
which, since r(E) is nonnegative for any channel E , im-
plies
r(Eh) ≤ |G|r(E) (41)
for any h ∈ G. (Note also that this bound can be heuris-
tically improved by identifying sets of gates that are ex-
pected to have comparable error.) When G is chosen to
be the 12-element subgroup of the Clifford group that
forms a unitary 2-design, the naive bound is, at the very
worst, a factor of 3/
√
2 worse than the bound from inter-
leaved benchmarking and requires no additional statisti-
cal analysis or data collection.
However, if the error channels were guaranteed to be
depolarizing, F (Eh) could be exactly estimated from an
interleaved RB experiment. In general, we can use the
coherence angle to quantify how close the error model
is to depolarizing noise. From theorem 3, we then have
the following bounds, which can be orders of magnitude
tighter as illustrated in fig. 2.
Corollary 6. For any two quantum channels X and Y,∣∣∣∣p(X )− p(XY)p(Y)u(Y)
∣∣∣∣ ≤
√
1− p(Y)
2
u(Y)
√
1− p(XY)
2
u(Y) .
(42)
Recall that in the depolarizing case u(Y) = p(Y)2,
for which the bound reduces to the familiar equality
p(X ) = p(XY)/p(Y)1. In fact, the equality remains true
1 In the interleaved RB lingo, this relation is often expressed as
p(Eh) = pIRB/pRB, where Eh is the error attached to the inter-
leaved gate.
6FIG. 1. (Color online) The average survival probability,
psurv.(m) = |G|−m∑i〈0|S(i)m (|0〉〈0|)|0〉 over all sequences S(i)m
of length m, as a function of the sequence length for two
simulated interleaved RB experiments (see Ref. [16] for more
details) with two different individual gate errors Eh, but a
common average error E with fidelity 0.9975. Orange squares
represent an error model with high fidelity (F (Eh) = 0.9991)
that interacts coherently with E . Blue triangles represent an
error model with lower fidelity (F (Eh) = 0.9975), but that is
purely stochastic. See section V for more details.
up to order r(Y)2 in the more general case of stochas-
tic Pauli errors, as demonstrated in theorem 5. Treat-
ing the infidelity as a linear quantity under composition
is a very common assumption stemming from a classical
probabilistic view of error accumulation. To take another
example of a linear manipulation, the infidelity per pulse
(or infidelity per primitive gate) is often obtained by im-
plicitly dividing the infidelity of a set of composite gates
by the average number of pulses used to generate them.
These are not bad estimates only if the error is mostly
stochastic. This might be a valid presumption since many
error mechanisms are naturally stochastic mechanisms.
The present paper offers a means to quantify the validity
of these assumptions by explicitly providing a confidence
interval based on experimental estimates of the level of
unitarity. To illustrate the idea, in fig. 3 we applied our
bounds on various experimental results [1–4, 8–12] and
varied the level of coherence.
VI. SUMMARY AND OUTLOOK
We have proven that a coherent composition of unitary
quantum channels results in the fastest decay of fidelity.
In this case, the error rate grows quadratically in the
number of gates, in contrast with the linear growth for
stochastic Pauli channels.
The disparity between these two regimes prevents an
accurate fidelity prognosis if only the individual gate fi-
delity is known. Hence, in order to characterize more
precisely the evolution of fidelity, we introduced a coher-
ence angle—see eq. (29)—which enables a tighter bound
on the total error in a quantum circuit in terms of ef-
ficiently estimable quantities that smoothly interpolates
between the linear and quadratic regimes.
As an immediate application, we demonstrated that
this bound substantially improves the estimates of indi-
vidual gate fidelities from interleaved randomized bench-
marking, which, in the absence of the improved bound,
are comparable to the naive bound obtained by noting
that the infidelity from standard RB is the average of
the infidelities of the individual gates.
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7FIG. 2. (Color online) Bounds on the fidelity F (Eh) of an individual gate h as a function of the composite F (EhE) with F (E)
fixed and varying u(E): a) u(E) = 1.00000, b) u(E) = 0.99300, c) u(E) = 0.99030, d) u(E) = 0.99003 ≈ p(E)2. The numerical
data points correspond to the values F (Eh) and F (EhE) for randomly-generated channels {Eh, E} satisfying F (E) = 0.9975 and
with the appropriate value of u(E). As illustrated by the color, the unitarity u(Eh) is minimal in the center of the shaded region
and maximal when the data points approach our bound.
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FIG. 3. (Color online) Bounds on various 2-qubit gate infidelities r(Eh) based on various experimental data [1–4, 8–12]. The
time refers to the dates of submission. The top plot uses eq. (42) with a maximal coherence angle θ(E), which yields in bounds
spanning up to two orders of magnitude. The bottom plot assumes a purely stochastic error model, by which we mean that
u(E) ≈ p(E)2. For every data point, some statistical error is taken into account, hence the non-zero error bars in the bottom
plot.
8Appendix A: Matrix inequalities on the real field
We define the coherence angle of a matrix M ∈ Rd×d to be
θ(M) := arccos
(
TrM√
d‖M‖F
)
∈ [0, pi] . (A1)
Theorem 7. For any nonzero M1, M2 ∈ Rd×d ,
cos[θ(M1) + θ(M2)] ≤ TrM1M2‖M1‖F ‖M2‖F ≤ cos[θ(M1)− θ(M2)]. (A2)
Moreover, both bounds are saturated for all values of ‖M1‖F , ‖M2‖F , θ(M1), and θ(M2) in even dimensions.
Proof. By the Cauchy-Schwarz inequality,
|TrAB|2 =
(∑
i,j
Ai,jBj,i
)2
≤
(∑
i,j
A2i,j
)(∑
i,j
B2i,j
)
= (TrA†A)(TrB†B) = ‖A‖2F ‖B‖2F . (A3)
Setting Di :=
TrMi
d Id for i = 1, 2,
‖Mi −Di‖F =
√
Tr(M†iMi −M†iDi −D†iMi +D†iDi)
=
√
‖Mi‖2F − d−1(TrMi)2
= ‖Mi‖F
√
1− cos2 θ(M)
= ‖Mi‖F sin θ(M) (A4)
using TrM† = TrM , which holds for M ∈ Rd×d. Setting A = M1 − D1 and B = M2 − D2 in eq. (A3) and using
eq. (A4) gives
|Tr(M1 −D1)(M2 −D2)| ≤ ‖M1‖F ‖M2‖F sin θ(M1) sin θ(M2). (A5)
Using eq. (A1) on the left-hand side gives
|Tr(M1 −D1)(M2 −D2)| = |TrM1M2 − d−1 TrM1 TrM2|
= |TrM1M2 − ‖M1‖F ‖M2‖F cos[θ(M1)] cos[θ(M2)]| . (A6)
Combining eqs. (A5) and (A6) with the identity cos(a±b) = cos(a) cos(b)∓sin(a) sin(b) gives both desired inequalities.
For even d, the bounds of eq. (A2) are saturated by
‖Mi‖F√
d
(
cos θ(Mi) − sin θ(Mi)
sin θ(Mi) cos θ(Mi)
)
⊗ I d
2
. (A7)
We can generalize the lower bound of eq. (A2) to matrix products M1:m := M1M2 · · ·Mm.
Theorem 8. Let M1, . . . ,Mm ∈ Rd×d be such that for all j, θ(Mj) = θ, Tr(Mj)d = p ≤ 1, ‖Mj‖
2
F
d = u ≤ 1, and‖M1:j‖2 ≤ σmax. Then,∣∣∣∣TrM1:md − pm
∣∣∣∣ ≤ σmax(1−mpm−1 − (m− 1)pm(1− p)2
)
u sin2(θ) ≤ σmax
(
m
2
)
u sin2(θ). (A8)
Proof. Let D := pId, and Mj = D + ∆j . Using a telescoping expansion twice gives
M1:m −Dm =
m∑
i=1
M1:i−1(Mi −D)Dm−i
=
m∑
i=1
[Di−1 +
i−1∑
j=1
M1:j−1∆jDi−1−j ]∆iDm−i . (A9)
9Taking the trace of each side and using Tr ∆j = 0 gives
TrM1:m − dpm =
m∑
i=1
i−1∑
j=1
pm−j−1 TrM1:j−1∆j∆i . (A10)
Therefore
|TrM1:m − dpm| =
∣∣∣∣∣∣
m∑
i=1
i−1∑
j=1
pm−j−1 TrM1:j−1∆j∆i
∣∣∣∣∣∣
≤
m∑
i=1
i−1∑
j=1
pm−j−1|TrM1:j−1∆j∆i| (4 inequality)
≤
m∑
i=1
i−1∑
j=1
pm−j−1‖M1:j−1∆j‖F ‖∆i‖F (Cauchy-Schwarz inequality)
≤
m∑
i=1
i−1∑
j=1
pm−j−1σmax‖∆j‖F ‖∆i‖F ([42, Prop. 9.3.6])
= σmaxdu sin
2(θ)
m∑
i=1
i−1∑
j=1
pm−j−1 , (A11)
where we used ‖∆j‖F =
√
du sin(θ) on the last line. Let S :=
∑m
i=1
∑i−1
j=1 p
m−j−1 =
∑m−1
i=1 ip
i−1. Using a telescoping
expansion leads to
S − pS = −(m− 1)pm−1 +
m−2∑
i=0
pi
=
1− pm−1
1− p − (m− 1)p
m−1
⇒ S = 1−mp
m−1 − (m− 1)pm
(1− p)2 . (A12)
S is maximized when p = 1, in which case it equals
(
m
2
)
.
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