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density functional theory (DFT) simulations in conjunction 
with experimental nuclear magnetic resonance (NMR) in 
order to investigate the Li ion migration mechanisms. Dis-
order in the anion sublattice can impact the material prop-
erties and the diffusion of point defects [14, 15]. This is a 
common future in energy related materials where intrinsic 
disorder and doping can influence the formation (i.e. con-
centration of point defects mediating diffusion) and the 
migration (i.e. the energy barriers for diffusion) [16–19]. 
Controlling point defects such as vacancies is important 
for semiconductors, superconductors, and oxides [20–28]. 
A way to defect engineer the concentration and clustering 
of point defects in the anion sublattice (for example oxy-
gen vacancies) is via the introduction of dopants. This is 
effectively to maintain charge balance in the lattice [29]. 
For example the introduction of two trivalent dopants in the 
tetravalent cerium site in  CeO2 can be charge balanced by 
the formation of an oxygen vacancy. Therefore the intro-
duction of trivalent dopants in  CeO2 is an efficient way to 
form oxygen vacancies at concentrations higher than the 
equilibrium concentration [29].
Atomistic simulation is an efficient and powerful way to 
understand the energetics of point defects in energy materi-
als [30–32]. The main aim of the present study is to sys-
tematically investigate the intrinsic defect processes and 
impact of doping in  Li2ZrO3 using DFT. In particular, we 
consider here divalent (Mg, Zn, Ca, Cd, Sr, Ba), trivalent 
(Al, Ga, Sc, In, Y) and tetravalent (Si, Ge, Ti, Sn, Pb, Ce) 
substitutionals and their association with oxygen vacancies.
Abstract Lithium zirconate  (Li2ZrO3) is an important 
material that is considered as an anode in lithium-ion bat-
teries and as a nuclear reactor breeder material. The intrin-
sic defect processes and doping can impact its material 
properties. In the present study we employ density func-
tional theory calculations to calculate the defect processes 
and doping in  Li2ZrO3. Here we show that the lithium 
Frenkel is the dominant intrinsic defect process and that 
dopants substituting in the zirconium site strongly associ-
ate with oxygen vacancies. In particular, it is calculated that 
divalent dopants more strongly bind with oxygen vacan-
cies, with trivalent dopants following in binding energies 
and even tetravalent dopands having significant binding 
energies. The results are discussed in view of the applica-
tion of  Li2ZrO3 in energy applications.
1 Introduction
Li2ZrO3 is a material that has been used or considered for 
numerous applications including anode in lithium ion bat-
teries [1], solid sorbent for reversible capture of  CO2 [2–6], 
ceramic breeder for helium-cooled pebble bed blankets in 
reactors [7–10], as well as a coating for anodes and cath-
odes [11, 12]. Energy storage applications require a high 
Li diffusion coefficient and a stable electrochemical per-
formance. In a recent study, Ferreira et  al. [13] employed 
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2  Methodology
2.1  Crystallography
Li2ZrO3 is monoclinic within the C2/c space group 
(space group number 15) with lattice parameters 
a = 5.422, b = 9.022 and c = 5.419  Å (unit cell volume 
244.5  Å3) and β = 112.71° [33]. In the 24 atom unit 
cell there are two non-equivalent  Li+ ions and two  Zr4+ 
residing at the Oc and 4e Wyckoff positions, whereas 
the  O2− ions reside in the 4d and 8f positions. A sche-
matic representation of the  Li2ZrO3 unit cell is given in 
Fig. 1a.
2.2  Density functional theory
In the present study we employ plane wave DFT code 
CASTEP [34, 35]. Exchange and correlation interactions 
were formulated with the corrected density functional 
of Perdew, Burke and Ernzerhof (PBE) [36], within the 
generalized gradient approximation (GGA) in conjunc-
tion with ultrasoft pseudopotentials [37]. The plane 
wave basis set was set to a cut-off of 400 eV. A 4 × 2 × 4 
Monkhorst–Pack (MP) [38] k-point grid was used with 
a 96 atomic site supercell. All the calculations were 
under constant pressure conditions. Convergence was 
tested by increasing the cut-off up to 800  eV, the MP 
grid to 2 × 2 × 2 and by considering up to 4 × 2 × 4. These 
resulted in energy changes of less than 0.01 eV.
3  Results and discussion
3.1  Intrinsic defect processes
The energetics of Frenkel defects are important when consid-
ering point defect related processes (for example diffusion) in 
energy materials. Additionally, in nuclear applications a low 
pair formation energy can be associated with a higher con-
centration of persistent defects that can lead to the loss of the 
material crystal structure. In that respect radiation damage 
can be visualized as an accumulation of defects formed by 
displacement cascades [39, 40]. The three key Frenkel reac-
tions in Kröger–Vink notation (for example in this notation 
V
′′′′
Zr
 and Zr⋅⋅⋅⋅
i
will denote a vacant Zr site and a Zr interstitial 
defect respectively) [41] are
The oxygen Frenkel energy (Eq. 3) was calculated to be 
7.35  eV, which is reasonably high. Concerning the cation 
Frenkel energies it is calculated that the Li Frenkel energy is 
significantly lower (5.77 eV) as compared to the Zr Frenkel 
energy (19.56 eV). In a sense these Frenkel defect formation 
energies reflect that it is energetically unfavourable to intro-
duce highly charged defects (for example Zr⋅⋅⋅⋅
i
) in the  Li2ZrO3 
lattice.
This is also the case for the formation of Schottky and 
antisite defects. The formation of Schottky defects in  Li2ZrO3 
is given by:
(1)ZrxZr → V
����
Zr
+ Zr
⋅⋅⋅⋅
i
(2)LixLi → V
�
Li
+ Li
⋅
i
(3)OxO → V
⋅⋅
O
+ O
��
i
(4)2Lix
Li
+ Zr
x
Zr
+ 3O
x
O
→ 2V
�
Li
+ 2V
����
Li
+ 3V
⋅⋅
O
Fig. 1  A schematic representation of a the monoclinic  Li2ZrO3 unit cell (lattice parameters a = 5.422, b = 9.022 and c = 5.419  Å), b the 
Dopant − V⋅⋅
O
 defect cluster for a V⋅⋅
O
 at the O1 site and c the Dopant − V⋅⋅
O
 defect cluster for a V⋅⋅
O
 at the O2 site
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The Schottky defect formation is calculated to be 
28.55 eV.
In the process of radiation damage the point defects 
formed can recombine or occupy an alternative lattice 
site to form an antisite defect [40]. Low antisite formation 
energies imply that a substantial concentration of residual 
defects will be present in the material [42]. The antisite for-
mation mechanisms are given by:
It is calculated here that the antisite defect energies 
are substantial (12.88  eV for Eq.  5; 23.35  eV for Eq.  6; 
12.59 eV for Eq. 7). In addition, it is logical that Eq. 6 is 
the most energetically unfavourable case as it displays the 
highest difference in effective charges (i.e. the  Zr4+ will not 
be accommodated in a  O2− position and vice versa). Even 
the other energies from Eq.  5 and Eq.  6 (above 12  eV) 
lead to very high formation energy values and this in turn 
implies that the total concentration of antisites in  Li2ZrO3 
will be very limited.
3.2  Divalent dopants
Here we considered doping  Li2ZrO3 with divalent dopants 
(M = Mg, Zn, Ca, Cd, Sr, Ba) via the relation:
It can be observed by relation 8 that the introduction of 
divalent substitutionals in Zr sites leads to the formation 
of oxygen vacancies. From a physical viewpoint this is to 
charge balance the divalent dopant substitutional at a Zr 
site (M′′
Zr
) that has an effective double negative charge with 
an oxygen vacancy (V⋅⋅
O
) that has an effective double posi-
tive charge. Here we considered the association of M′′
Zr
 with 
a nearest neighbour oxygen vacancy at the O1 and O2 sites 
(refer to Fig. 1b, c for the configurations considered here). 
Next nearest neighbour configurations or clusters where 
the two defects are further apart were calculated to be less 
energetically favourable.
Figure  2a represents the dependence of the binding 
energy with respect to the divalent dopant radius. Irre-
spective of the oxygen vacancy site we observe a similar 
trend that is the binding energies decrease with increasing 
dopant ionic radius (with the exception of Mg). The bind-
ing energy difference between the highest and lowest points 
is about 1.01  eV. Figure  2b represents the dependence of 
the binding energy with respect to the electronegativity of 
(5)ZrxZr + Li
x
Li
→ Zr
⋅⋅⋅
Li
+ Li
���
Li
(6)ZrxZr + O
x
O
→ Zr
⋅⋅⋅⋅⋅⋅
O
+ O
������
Zr
(7)LixLi + O
x
O
→ Li
⋅⋅⋅
O
+ O
���
Li
(8)MO
Li
2
ZrO
3
��������������→ M
��
Zr
+ V
⋅⋅
O
+ O
x
O
the divalent dopant. It is observed that there is an increase 
in binding energies as the electronegativity of the divalent 
dopants is increased (with the exception of Cd).
3.3  Trivalent dopants
Considering the doping process of  Li2ZrO3 with trivalent 
dopants (Al, Ga, Sc, In, Y), this will lead to the forma-
tion of one oxygen vacancy for every two trivalent atoms 
substituting for Zr atoms. The reaction can be described as 
follows:
Interestingly, defect clusters with Al and Y correspond 
to similar binding energies despite the fact of their radius 
difference of about 0.35 Å (Fig. 3a). Figure 3b corresponds 
to the dependence of the binding enegries with the trivalent 
(9)R
2
O
3
Li
2
ZrO
3
��������������→ 2R
�
Zr
+ V
⋅⋅
O
+ 3O
x
O
Fig. 2  Binding energies of the Dopant − V⋅⋅
O
 defect clusters with 
respect to a the divalent dopant ionic radii and b the electronegativity 
of the divalent dopant
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dopant electronegativity and no clear trend is observed as 
in the case of the divalent ions.
3.4  Tetravalent dopants
Considering doping  Li2ZrO3 with tetravalent dopants 
(D = Si, Ge, Ti, Sn, Pb, Ce) can also lead to an association 
with oxygen vacancies but this time only mainly due to 
the relaxation of the dopant near the oxygen vacancy. The 
mechanism is:
As it is expected the binding energies are lower as com-
pared to divalent and trivalent doping, where there is an 
element of Coulombic attraction that increase the binding 
energies. At any rate it is observed that the binding energies 
exceed a maximum of 2.4  eV, a relatively low level that 
(10)DO
2
Li
2
ZrO
3
��������������→ D
x
Zr
+ V
⋅⋅
O
+ 2O
x
O
reveals the weaker interaction of the dopant. However, for 
this particular category the dopants of maximum (Ce) and 
minimum (Si) radius correspond to similar binding ener-
gies (Fig. 4).
4  Summary
The present study has considered the intrinsic defect pro-
cesses in  Li2ZrO3. It is calculated that the Li Frenkel is 
the lowest energy and thus the dominant intrinsic defect 
process. Antisite defects were calculated to have very 
high energies and therefore it is expected that there will 
be only a very small concentration of antisites under most 
conditions.
In  Li2ZrO3 it is energetically costly to form oxygen 
vacancies via the Frenkel intrinsic defect process. A way 
to overcome this and to form an oxygen deficient structure 
Fig. 3  Binding energies of the Dopant − V⋅⋅
O
 defect clusters with 
respect to a the trivalent dopant ionic radii and b the electronegativity 
of the trivalent dopant
Fig. 4  Binding energies of the Dopant − V⋅⋅
O
 defect clusters with 
respect to a the tetravalent dopant ionic radii and b the electronegativ-
ity of the tetravalent dopant
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is to dope with divalent or trivalent cations as these will 
substitute at Zr lattice sites (relations 8, 9). It is calculated 
here that these dopant atoms will strongly bind with near-
est neighbour oxygen vacancies. For the divalent dopants 
the strongest association is with the largest dopants (i.e. 
Ca, Sr, and Ba) and this can be explained by the relaxa-
tion offered by the nearest neighbour vacancy. Tetravalent 
dopants will also associate with oxygen vacancies but typi-
cally with lower binding energies. At any rate doping with 
divalent and trivalent atoms can prove to be a defect engi-
neering strategy to form oxygen vacancies, which is turn 
can be controlled by the dopants. These oxygen vacancies 
can have an impact on the diffusion and electronic proper-
ties of  Li2ZrO3 and will need to be investigated in further 
experimental (using secondary ion mass spectrometry, 
XPS, NMR) and computational work.
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