Reference, Preference, Convexity and Efficiency - Basic Notions in Multiobjective Decision Making by Peschel, M. et al.
Reference, Preference, Convexity 
and Efficiency - Basic Notions in 
Multiobjective Decision Making
Peschel, M., Ester, J. and Nguyen, T.L.
IIASA Working Paper
WP-80-002
January 1980 
Peschel, M., Ester, J. and Nguyen, T.L. (1980) Reference, Preference, Convexity and Efficiency - Basic Notions in 
Multiobjective Decision Making. IIASA Working Paper. WP-80-002 Copyright © 1980 by the author(s). 
http://pure.iiasa.ac.at/1467/ 
Working Papers on work of the International Institute for Applied Systems Analysis receive only limited review. Views or 
opinions expressed herein do not necessarily represent those of the Institute, its National Member Organizations, or other 
organizations supporting the work. All rights reserved. Permission to make digital or hard copies of all or part of this work 
for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial 
advantage. All copies must bear this notice and the full citation on the first page. For other purposes, to republish, to post on 
servers or to redistribute to lists, permission must be sought by contacting repository@iiasa.ac.at 
NOT FOR QUOTATION 
WITHOUT PERMISSION 
OF THE AUTHOR 
REFERENCE, PREFERENCE, CONVEXITY 
AND EFFICIENCY--BASIC NOTIONS I N  
MULTIOBJECTIVE DECISION MAKING 
M. P e s c h e l  
J. E s t e r  
Nguyen T h u c  L o a n  
J a n u a r y  1 9 8 0  
WP-80-2 
Working Pa per s  are i n t e r i m  r e p o r t s  o n  w o r k  o f  t h e  
I n t e r n a t i o n a l  I n s t i t u t e  f o r  A p p l i e d  S y s t e m s  A n a l y s i s  
a n d  h a v e  r e c e i v e d  o n l y  l i m i t e d  r e v i e w .  V i e w s  o r  
o p i n i o n s  e x p r e s s e d  h e r e i n  d o  n o t  n e c e s s a r i l y  r e p r e -  
s e n t  t h o s e  o f  t h e  I n s t i t u t e  o r  o f  i t s  N a t i o n a l  Member 
O r g a n i z a t i o n s .  
INTERNATIONAL INSTITUTE FOR APPLIED SYSTEMS ANALYSIS 
A-2361 L a x e n b u r g ,  A u s t r i a  
W. Peschel  i s  with  t h e  Academy of Sc iences  of t h e  GDR, B e r l i n .  
J. E s t e r  i s  with  t h e  Technical  High School of Karl-Marx-Stadt, 
GDR. 
Nguyen Thuc Loan i s  with  t h e  Center  of Sc i ences ,  Hanoi, Vietnam. 
PREFACE 
I n  corrui~only used ? a r e t o  o p t i m a l i t y  t h e  n o t i o n s  r e f e r e n c e ,  
p r e f e r e n c e ,  c o n v e x i t y  and e f f i c i e n c y  a r e  i n t e r r e l a t e d  and of  
g r e a t  impor tance .  I t  i s  shown t h a t  t h e  u s u a l  n o t i o n  o f  c o n v e x i t y  
on t h e  b a s e  of s t r a i g h t  l i n e s  i s  n o t  c o n s i s t e n t  w i t h  P a r e t o  
o p t i m a l i t y .  There a r e  many p o s s i b i l i t i e s  t o  r e a c h  a l l  e f f i c i e n t  
p o i n t s  by u s i n g  a  p a r a m e t r i s i z e d  s e t  o f  compromise c r i t e r i a .  
E s p e c i a l l y  i m p o r t a n t  £ o r  t h e  d e c i s i o n  maker ' s  g o a l  i s  t o  
d e s c r i b e  l o c a l  wishes  by c o r r e s p o n d i n g  r e f e r e n c e  p o i n t s .  It 
i s  u s e f u l  t o  d e s c r i b e  t h e s e  r e f e r e n c e  p o i n t s  by p r e f e r e n c e  
l e v e l s  o r  l o c a l  u t i l i t y  f i e l d s .  The method of  d i r e c t i o n  d iagrams 
h e l p s  t o  i n t r o d u c e  t h e  d e c i s i o n  m a k e r ' s  i m a g i n a t i o n .  The p e n a l t y  
s c a l a r i z a t i o n  method p r o v e s  a s  a  s p e c i a l  c a s e  of d i r e c t i o n  
d iagrams.  D i r e c t i o n  d iagrams s e r v e  f o r  t h e  d e s i g n  o f  good 
s e e k i n g  p r o c e d u r e s  f o r  e f f i c i e n t  p o i n t s  e x p r e s s e d  i n  t e r m s  of  
t h e  c o n t r o l  space .  
REFERENCE, PREFEXENCE, CONVEXITY 
AND EFFICIENCY-- 
BASIC NOTIONS IN 14ULTIOBJECTIVE 
DECISION ivLAKING 
i4. Peschel, J. Ester, Nguyen Thuc Loan 
INTRODUCTION 
We first interpret the basic notions reference, preference, 
convexity and efficiency for the well-known Pareto optimality. 
From this exercise we try to find generalizations, taking into 
account the local or global utility imagination of the decision 
maker. We restrict ourselves to a two-dimensional objective 
space, although most of our consideration can easily be extended 
to a finite-dimensional objective space. 
The main technical tool used to construct fields for local 
utility is the direction diagram; these diagrams reflect the 
independent influences of the distance r and the angle @ of the 
reference vector between the point under consideration and a 
chosen reference point. 
Nith direction diagrams we can interpret Pareto preferences 
as well as SJierzbicki's penalty scalarization method and construct 
many order-preserving local utility fields. This is important 
in order to reflect the changing goals of the decision maker. 
However, utility fields can also be used as models in the control 
space and the information they provide can be used to find quali- 
fied seeking procedures for the efficient points. Without reduction 
of generality we seek to maximize all our objectives. 
PREFERENCE, XEFERENCE, EFFICIENTY, AIJD CONVEXITY 
I N  THE SENSE OF PARETO OPTIMALITY 
W e  assume t h a t  w e  a r e  d e a l i n g  w i t h  two o b j e c t i v e s  Q1,Q2 
t h a t  a r e  dependent  on a  se t  of  c o n t r o l  v a r i a b l e s  a l , a 2 , . . . , a k .  
Very o f t e n t h e r e l a t i o n s h i p  between t h e  o b j e c t i v e s  Qi and t h e  c o n t r o l s  
a  i s  a  s t a t i c  v e c t o r  f u n c t i o n  j 
w i t h  some a p p r o p r i a t e  demands a t  t h e  f u n c t i o n s  f i t  such  a s  d i f f e r -  
e n t i a b i l i t y .  For  s i m p l i c i t y  l e t  u s  assume k  = 2, where t h e  model 
Q = f ( a )  i s  a  mapping from a  two-dimensional  c o n t r o l  s p a c e  i n t o  
a  two-dimensional  o b j e c t i v e  space .  T h i s  v e c t o r  f u n c t i o n  h a s  a  
c e r t a i n  d e f i n i t i o n  a r e a  A. A l l  c o n t r o l s  a  E A a r e  c a l l e d  f e a s i b l e  
c o n t r o l s .  The c o r r e s p o n d i n g  p o i n t s  Q E R i n  t h e  o b j e c t i v e  s p a c e  
a r e  c a l l e d  f e a s i b l e  o b j e c t i v e s  o r  f e a s i b l e  g o a l s .  I n  a  c o n t r o l  
s p a c e  w e  r e p r e s e n t  t h e  r e l a t i o n s h i p  Q = f ( a )  by t h e  f i e l d s  of 
i s o l i n e s  o f  Q1 and Q2 s e p a r a t e l y ,  a s  shown i n  F i g u r e  1 .  I n  a n  
o b j e c t i v e  s p a c e  w e  p r e f e r  t o  show t h e  a r e a  R o f  a l l  f e a s i b l e  
g o a l s  t h a t  can  have a  form l i k e  t h a t  shown i n  F i g u r e  2 .  I n  
P a r e t o  p r e f e r e n c e ,  a  g o a l  Q '  i s  b e t t e r  t h a n  a  g o a l  Q: 
i f  Q j  2 Qi and t h e r e  e x i s t s  a t  l e a s t  one i0 w i t h  Q '  > Qi . 
0  0  
There  i s  a  p r i o r i  n o d i f f e r e n t i a t i o n  between d i f f e r e n t  g o a l s  
Q be long ing  t o  t h e  same p r e f e r e n c e  c l a s s :  b e t t e r ,  worse ,  i n d i f f e r -  
e n t ,  which a r e  shown i n  F i g u r e  3 f o r  an a r b i t r a r y  r e f e r e n c e  p o i n t .  
An e f f i c i e n t  p o i n t  i n  P a r e t o  o p t i m a l i t y  i s  a  maximum p o i n t  
( f e a s i b l e )  i n  t h e  s e n s e  of  v e c t o r  h a l f o r d e r :  Q* e f f i c i e n t ,  i f  
t h e r e  i s  no f e a s i b l e  p o i n t  Q '  w i t h  Q' > Q*. The se t  o f  a l l  e f f i -  
c i e n t  p o i n t s  i s  c a l l e d  t h e  P a r e t o  set .  
F i g u r e  2  shows an  example o f  a  P a r e t o  set .  W e  l e a r n  from 
it, t h a t  t h e  P a r e t o  set  c a n  b e  d i s c o n n e c t e d ,  can  c o n t a i n  i s o l a t e d  
p o i n t s  and can  have convex and concave p a r t s .  Anatter i lpt  c a n  b e  
Figure  1 :  Level  l i n e s  f o r  d i f f e r e n t  c r i t e r i a  
Q~ max QI 
Figure  2 :  Example of a  non-connected P a r e t o  s e t  
w i t h  an i s o l a t e d  e f f i c i e n t  p o i n t  
Figure 3: The preference areas in Pareto-optimality 
made to find the efficient points by using weighting coefficients 
and linear compromises between the objectives--i.e., by applying 
global criteria of the form 
Figure 2 also shows that with tnis approach we can only reach 
those efficient points which belong to the convex hull of 
the feasible goal set R .  The .reason for this property is that 
the common notion of convexity is not consistent with Pareto 
optimality or expressed otherwise: Pareto optimality needs a 
corresponding notion of convexity. 
The common convexity is based on straight lines. A set B 
is called convex if it contains with any two points Q1 E B, 
Q2 E B all points on the linear segment 
Figure 4 shows examples for convex and nonconvex sets. 
' F i g u r e  4 :  Some examples of  convex and nonconvex s e t s  
i n  t h e  s e n s e  o f  common c o n v e x i t y  
Now w e  i n t r o d u c e  c o n v e x i t y  n o t i o n s  c o n s i s t e n t  w i t h  P a r e t o  o p t i -  
m a l i t y .  
Maximum Convexi ty  [ 1  ] 
I n s t e a d  of s t r a i g h t  l i n e s  w e  u s e  l i n e s  p a r a l l e l  t o  t h e  
c o o r d i n a t e  a x e s  and a n g l e s  t o  t h e  l e f t  formed from them a s  shown 
i n  F i g u r e  5. 
Minimum Convexi ty  [ 1  I 
I n s t e a d  o f  s t r a i g h t  l i n e s  w e  u s e  l i n e s  p a r a l l e l  t o  t h e  
c o o r d i n a t e  a x e s  and a n g l e s  t o  t h e  r i g h t  formed from them a s  
shown i n  F i g u r e  6 .  For  e v e r y  two p o i n t s  Q 1 ,  Q2 t h e  "segment" 
Q1Q2 i s  u n i q u e l y  de te rmined  a l t h o u g h  t h e r e  i s  n o t  n e c e s s a r i l y  
o n l y  one  " s t r a i g h t  l i n e "  c o n n e c t i n g  them. 
F i g u r e  7 shows a  convex s e t  i n  maximum c o n v e x i t y  and F i g u r e  
8 a  convex set  i n  minimum c o n v e x i t y .  I n  F i g u r e  7 t h e  i n t e r e s t i n g  
convex s e t  l i e s  " sou thwes t "  of t h e  boundary,  w h i l e  t h a t  i n  
F i g u r e  8 l i e s  " n o r t h e a s t "  of  t h e  boundary.  Obvious ly  i n  b o t h  
c a s e s  s t r a i g h t  l i n e s  d o - n o t  s u p p o r t  t h e s e  s e t s ,  b u t  r a t h e r  t h e  
Z 
F i g u r e  5: N e w  " S t r a i g h t  L i n e s "  F i g u r e  6 :  New " S t r a i g h t  L i n e s "  
i n  maximum c o n v e x i t y  i n  minimum c o n v e x i t y  
F i g u r e  7 :  Example o f  a  maximum F i g u r e  8 :  Example of  a  minimum 
convex set  t o g e t h e r  convex s e t  t o g e t h e r  w i t h  
w i t h  s u p p o r t i n g  s u p p o r t i n g  " S t r a i g h t  
" S t r a i g h t  L i n e s "  L i n e s "  
" s t r a i g h t  l i n e s "  of t h e  c o r r e s p o n d i n g  new c o n v e x i t y  n o t i o n .  
The most i m p o r t a n t  p r o p e r t y  f o r  o u r  aims i s  t h a t  shown i n  F ig -  
u r e s  7 and 8 .  
The whole boundary w i t h o u t  p a r t s  p a r a l l e l  t o  t h e  c o o r d i n a t e  
a x e s  i n  F i g u r e  7 c o n s i s t s  o f  t h e  e f f i c i e n t  p o i n t s  o f  a  maximum 
problem, whereas i n  F i g u r e  8 t h e  c o r r e s p o n d i n g  boundary c o n s i s t s  
of  e f f i c i e n t  p o i n t s  of a  minimum problem. T h i s - l e a d s  t o  a n  
E f f i c i e n c y  theorem: I n  e v e r y  e f f i c i e n t  p o i n t  of  a  v e c t o r  maxi- 
mum (minimum) problem t h e r e  e x i s t s  a  s u p p o r t i n g  s t r a i g h t  l i n e  
of maximum (minimum) c o n v e x i t y .  
Re tu rn ing  t o  t h e  example i n  F i g u r e  2,  w e  e x p l o r e  t h e  f o l l o w i n g  
r e s u l t :  The convex h u l l  or' a  set  c o n t r a s t s  t h e  whole se t  of  e f f i -  
c i e n t  p o i n t s  on t h e  boundary.  T h i s  i s  i n  c o n t r a s t  t o  t h e  c a s e  
where w e  form t h e  common convex h u l l .  
F i n a l l y  w e  c a n  see from F i g u r e s  7 and 8 t h a t  t h e  f o l l o w i n g  
h o l d s .  
D u a l i t y  theorem: I f  a  set  B i s  convex,  i n  t h e  s e n s e  o f  maximum 
c o n v e x i t y ,  i t s  complement B i s  convex i n  t h e  s e n s e  o f  minimum 
c o n v e x i t y .  
L e t  u s  now i n t r o d u c e  f i e l d s  of  i n d i f f e r e n c e  l i n e s  t o  r e a c h  
e f f i c i e n t  p o i n t s  by o p t i m i z i n g  s u i t a b l e  cornpromizing c r i t e r i a .  
We now c o n s i d e r  t h e  l e f t  lower a n g l e s  L a s  i n d i f f e r e n c e  c u r v e s  
f o r  v e c t o r  maximum problems and t h e  r i g h t  upper  a n g l e s  1 a s  
i n d i f f e r e n c e  c u r v e s  f o r  v e c t o r  minimum problems.  I n  f a c t  t h i s  
i s  n o t  e x a c t l y  t r u e  i n  P a r e t o  o p t i m a l i t y  because  o n l y  t h e  c o r n e r  
p o i n t s  a r e  i n d i f f e r e n t ;  however a  v e r y  s m a l l  v a r i a t i o n  o f  t h e s e  
a n g l e s  would l e a d  t o  i n d i f f e r e n c e  c u r v e s  C and 7 r e s p e c t i v e l y .  
Because o f  t h i s  d u a l i t y  w e  r e s t r i c t  t h e  follow in^ c o n s i d e r a t i o n s  
t o  t h e  l e f t  lower  a n g l e s .  I n  t h e  whole p l a n e  ( Q 1 , Q 2 )  w e  have 
such an  a n g l e ,  t h r o u g h  e v e r y  p o i n t ,  i . e . ,  t h e  whole set  c a n  b e  
d e s c r i b e d  by two p a r a m e t e r s .  We a r e  now t r y i n g  t o  enumerate  
o t h e r w i s e  a l l  t h e  a n g l e s  f o l l o w i n g  t h e  i d e a ,  by u s i n g  one  p a r a -  
me te r  f o r  t h e  d e s c r i p t i o n  o f  t h e  e f f i c i e n t  s e t  and t h e  o t h e r  a s  
a  v a l u e  of  a  compromising o b j e c t i v e  t o  f i n d  t h e  c o r r e s p o n d i n g  
e f f i c i e n t  p o i n t s .  T h i s  can  be  done i n  t h e  f o l l o w i n g  way: 
We choose in the plane (Q1,Q2) a field 
of non-decreasing curves, i.e., only one of these curves goes 
through a given point Q* of the plane. The parameter X enum- 
erates the various curves, and 0 is the corresponding curve 
parameter. 6 is chosen in such a way that for 
it follows that 
and conversely. Thus 6 considered along a curve X is order 
preserving. 
Figure 9 presents some examples of this enumeration approach, 
always with the same vector maximization problem. 
7Je-mow have another form of the Efficiency theorem: Every 
efficient maximum point can be determined by maximization of a 
global compromise criterion 6 by choosing a certain value X of 
the weighting parameter. 
Under our assumptions the equations 
can be solved uniquely after x,Q and we get 
We can then formulate an equivalent Efficiency theorem: Every 
efficient maximum point can be reached by 
f o r  a n  a p p r o p r i a t e  v a l u e  of  X = c o n s t .  
L e t  us  now t u r n  t o  goa l - seek ing  p r o c e d u r e s  o r  t o  t h e  a p p l i -  
c a t i o n  o f  r e f e r e n c e  2 o i n t s  and  t h e i r  l o c a l  u t i l i t y  f i e 1 d . s .  We 
c o u l d  i n t e r p r e t  t h e  r e s u l t  i n  F i g u r e  9  i n  a n o t h e r  way. L e t  u s  
- 
choose  on e v e r y  c u r v e  g(X,Q) an  a r b i t r a r y  r e f e r e n c e  p o i n t  whether  
it i s  f e a s i b l e  o r  n o t .  There  w e  can c o n s i d e r  e v e r y  f i e l d  of  
i n d i f f e r e n c e  c u r v e s  ( l e f t  lower a n g l e s  i n  F i g u r e  9)  a s  p r e f e r e n c e  
l e v e l s  o f  t h e  r e f e r e n c e  p o i n t s  on t h i s  c u r v e .  The c o r r e s p o n d i n g  
e f f i c i e n t  p o i n t  i s  o b t a i n e d  by maximizing t h e  p r e f e r e n c e  l e v e l s  
r e l a t e d  t o  a  chosen r e f e r e n c e  p o i n t .  
The d i s a d v a n t a g e  o f  t h i s  i n t e r p r e t a t i o n  i s  t h a t  t h e  r e f e r e n c e  
p o i n t  o n l y  p l a y s  a  fo rmal  r o l e  because  t h e  f i e l d  l e v e l s  do n o t  
depend on t h e  d i s t a n c e  of  t h e  f i e l d  c u r v e s  from t h e  r e f e r e n c e  
p o i n t .  However, r e f e r e n c e  p o i n t s  can  r e p r e s e n t  t h e  i m p o r t a n t  
wishes  o f  t h e  d e c i s i o n  maker. Thus it would be  v e r y  u s e f u l  
t o  g i v e  t h e  r e f e r e n c e  p o i n t s  a n  e s s e n t i a l  i n f l u e n c e  on t h e  
s e e k i n g  p r o c e s s  f o r  e f f i c i e n t  p o i n t s .  T h i s  can  b e  done s imply  
by i n t r o d u c i n g  l o c a l  f i e l d s  o f  p r e f e r e n c e  l e v e l s  t h a t  e x p r e s s  
how f a r  w e  a r e  from r e a c h i n g  o u r  aims.  
We f i r s t  r e p r e s e n t  l o c a l  p r e f e r e n c e  l e v e l  f i e l d s  f o r  P a r e t o  
o p t i m a l i t y  and t h e n  i n t r o d u c e  f o r  t h e  f i r s t  t i m e  t h e  n o t i o n  of  
d i r e c t i o n  d iagrams.  W e  i n t r o d u c e  a  synunet r ica l  f i e l d  of  P a r e t o  
p r e f e r e n c e  l e v e l  l i n e s  a s  shown i n  F i g u r e  1 0 .  The p r e f e r e n c e  
l e v e l s  show u s  a  c e r t a i n  d i r e c t i o n a l  b e h a v i o r  which c a n  b e  com- 
b i n e d  w i t h  any s c a l a r i z a t i o n  depending on t h e  d i s t a n c e  r from 
t h e  r e f e r e n c e  p o i n t .  T h i s  r-dependent  s c a l a r i z a t i o n  i s  n o t  
s p e c i f i c  f o r  P a r e t o  o p t i m a l i t y ;  it a l r e a d y  r e f l e c t s  t h e  l o c a l  
u t i l i t y  of t h e  d e c i s i o n  maker i n  t h e  neighborhood o f  t h e  r e f e r e n c e  
p o i n t  under  c o n s i d e r a t i o n .  
W e  g i v e  a l l  z e r o  l e v e l  p o i n t s  t h e  i n d i f f e r e n c e  v a l u e  0 .  The 
s c a l a r i z a t i o n  f ( r )  s h o u l d  be  chosen d i f f e r e n t l y  f o r  t h e  worse 
and b e t t e r  c l a s s e s .  Thus w e  need two s c a l a r i z a t i o n  f u n c t i o n s  
f b  ( r )  and f w  ( r )  . 
02 Germeiers method [4] 
I 
Figure 9 :  P o s s i b i l i t i e s  t o  in t roduce  d i f - f e r e n t  s e t s  
of g l o b a l  compromise c r i t e r i a  
F i g u r e  1 0 :  D i r e c t i o n  d iagram i n  P a r e t o - o p t i m a l i t y  
The model ( f w  ( r )  , f b  ( r )  ) f o r m a l i z e s  t h e  wishes  o f  t h e  d e c i s i o n  
maker i n  t h e  neighborhood of  t h e  r e f e r e n c e  ? o i n t .  
A s  an example, l e t  u s  c o n s i d e r  one c o n c r e t e  c a s e .  W e  want 
t o  r e a c h  a  r e f e r e n c e  p o i n t  coming o u t  of  "worse" ,  hav ing  a l r e a d y  
ach ieved  a  p o i n t  i n  " b e t t e r " ,  t o  p a s s  t o  p o i n t s  which a r e  b e t t e r  
s t i l l .  These w i s h e s  c a n  be  r e p r e s e n t e d  by demanding t h a t :  
shou ld  be  a  monotonously d e c r e a s i n g  f u n c t i o n ,  and t h a t  
f b ( r )  I 
shou ld  be  a  monotonously i n c r e a s i n g  f u n c t i o n .  For  example,  
k,l are measures of the strength of drict into r = C) or from 
r = 0 .  Now we try to describe the preference isolines in Figure 
10 in polar coordinates (p, a) : 
a = 45O + A, A 2 o p COS a = r cos 45O 
a=45' - A ,  A 2 0  p sin a = r sin 45' 
This leads to a uniform descri.ption 
r = p (cos 1 A 1 -sin 1 A 1 -45 Q A G 45 . 
For the utility or local compromise criterion we get 
pR (cos 1 A 1 -sin 1 A 1 ) R Q E better 
Q E indifferent 
k (cosA1)-sinl~'l)~ Q E worse . 
The direction diagram for a local utility field does not take 
into account the p dependence and corresponding scalarization 
but uses only the angle dependency, i.e., it considers the utility 
variation on the unit circle. 
Therefore Pareto optimality is characterized by the direction 
diagram 
(cos(A~-sin~Al) -45O < A G 45" 
better 
indifferent 
(cos~ht(-sin1A1 1 )  -45O < A' G 45' . 
worse 
CONSTRUCTION OF LOCAL UTILITY FIELDS 
BY DIRECTIO1.I DIAGRAMS 
Local utility fields are described here as a stepwise decompo- 
sition of distance and angle indluence by 
2 D1 U D u ... u D~ = whole space 
i D cones . 
This means that we assume a cone decomposition of the whole neigh- 
borhood of a reference point and allow that on each component 
i 
cone D the field can be defined in a different way that reflects 
the imagination of a decision maker. 
We normalize fi (1 ) E 1 and demand that all functions f . (p) 
1 
are strictly monotonous. We further demand qi(a) > 0 by intro- 
ducing any sign into the factors f.(p). The corresponding 
1 
direction diagram of the local utility field is then 
Obviously the roots a* with 
are important because they lead to the asymtotes of the preference 
lines. Now we study some special cases of local fields. 
Hyperbolic preference 
The fact that the lower left angles L in Pareto optimality 
are no-indifference lines is unfavorable, because it can lead 
to catastrophe-like switching properties, as demonstrated in 
Figure 1 1 .  
Figure 1 1 :  Catastrophe properties of Pareto-optimality 
With only a small variation of the constraints, all efficient 
points on PIP2 can switch to either PI or P2. To eliminate 
unwanted properties of this kind we introduce preference curves 
that are hyperbolic in form as shown in Figure 12 instead of left 
lower angles. 
The lines of the field are given by 
with fixed value of K. Obviously for K + 0 we obtain an approxi- 
mation of the Pareto preference lines. For the utility values 
we get the following expression: 
1 /2 
= Q1+Q2 2 - [.+(.I ;Q~) '1 , (Q1 ,Q2) E better 
1 /2 
.I... [K+(Q1;Q2) '1 (Q1 ,Q2) E worse . a =  + 
This is very similar to Pareto optimality, but with fixed K it 
has no direction diagram representation. 
F i g u r e  1 2 :  b lo d i f i c a t i on  of  P a r e t o - o p t i m a l i t y  by a  s e t  
of  p a r a l l e l  hyperbo la  
However, i f  w e  p u t  
w i t h  K > 0, a r b i t r a r i l y ,  w e  g e t  a  s m a l l  d e v i a t i o n  from P a r e t o  
p r e f e r e n c e  l i n e s  f o r  + 0  and an i n c r e a s i n g  d e v i a t i o n  f o r  0 + m. 
The u t i l i t y  f u n c t i o n  i s  now 
1 / 2  
-Q1+Q2 + Q1Q2] 
= 2 ( K - 1 )  + 2 (K -1  ) (K-l) I Q1 I Q2 E b e t t e r  
f o r  K > 1 .  For  K < 1 t h e  s i g n  of t h e  r o o t  must be changed. 
I f  w e  now p u t  
Q2 = p s i n  a , 
we g e t  c o r r e s p o n d i n g  d i r e c t i o n  d iagrams 
-cos  a + s i n  a  2  ( c o s  a + s i n  W )  + 
+ [  
c o s  a s i n  a  
2  ( K - 1  ) 4 (K-1 ) 2 (K-1 
D = D ( a )  = 
2  
I"' 
-cos  a + s i n  a  - a + s i n  a )  + c o s  a s i n  a 
2  (K-1 ) 4 (K-1 ) 2 (K-1 I"' 
We g e t  a  more remarkab le  d e v i a t i o n  from P a r e t o - o p t i m a l i t y  
by u s i n g  n o t  t r a n s l a t e d  hyperbo la  a s  p r e f e r e n c e  l i n e s  b u t  
which means K i t s e l f  s h a l l  be t h e  compromise o b j e c t i v e ,  see 
F i g u r e  13. Obvious ly  i n  t h i s  c a s e  w e  have 
2  0 = p c o s  a  s i n  a  . 
T h i s  produces  t h e  f o l l o w i n g  d i r e c t i o n  d iagram 
2  2  
c o s  A-sin A )  -45" < A < 45" b e t t e r  
i n d i f f e r e n t  
2  2  -45O < A '  4 45O ( c o s  A ' - s in  A ' )  
worse 
T h i s  i s  v e r y  s i m i l a r  t o  t h e  d i r e c t i o n  d iagram of P a r e t o  
o p t i m a l i t y .  
D i r e c t i o n  Diagram f o r  P e n a l t y  S c a l a r i z a t i o n  
Approach (Wierzb ick i  e t  a l .  [31 ) 
W e  s t a r t  w i t h  a n  a r b i t r a r y  cone D spanned by t h e  l i n e a r l y  
independen t  v e c t o r s  e l f e 2 -  A l l  d i r e c t i o n s  
belong to this cone. 
lndifferent 
lndifferent 
Figure 13: Modification of Pareto-optimality by a set of 
hyperbola 
+ 
"de t h e n  c o n s t r u c t  t h e  d u a l  cone D on t h e  b a s i s  o f  t h e  
d u a l  b a s e  ( f  l ,  f  2 )  c o r r e s p o n d i n g  t o  (e l  , e2)  , which i s  g i v e n  by 
+ f  t h e n  s p a n s  t h e  d u a l  cone  D . Q = ( Q 1 , Q Z )  i s  t h e  o b j e c t i v e  
v e c t o r  r e l a t i v e  t o  t h e  r e f e r e n c e  p o i n t .  
Then t h e  u t i l i t y  f u n c t i o n ,  a f t e r  t h e  p e n a l t y  s c a l a r i z a t i o n  
c o n c e p t ,  is g i v e n  by 
+ 
p > 1 and P +Q i s  t h e  p r o j e c t i o n  o f  Q on t h e  cone D . 
D 
L e t  u s  now f i n d  t h e  d i r e c t i o n  d iagram r e p r e s e n t a t i o n  f o r  
t h i s  c a s e .  From F i g u r e  14 w e  o b t a i n  t h e  f o l l o w i n g  i n f o r m a t i o n .  
F i g u r e  14:  Scheme o f  p r e f e r e n c e  cones  used i n  t h e  p e n a l t y  
s c a l a r i z a t i o n  method 
The whole neighborhood of  t h e  r e f e r e n c e  p o i n t  i s  o b v i o u s l y  
+ decomposed i n t o  t h e  f o u r  cones  D , I ,  I1 and D-. The a n g l e s  
A ,  A (0 4 A ,  A I < 90" ) a r e  i n t r o d u c e d  a s  shown i n  F i g u r e  1 4 .  
Thus f o r  
T h e r e f o r e  w e  o b t a i n  t h e  f o l l o w i n g  r e s u l t  f o r  t h e  p e n a l t y  
s c a l a r i z a t i o n  f u n c t i o n :  
I 
I f  w e  maximize t h e  l o c a l  u t i l i t y  coming form worse D- w e  d r i f t  
t o  t h e  r e f e r e n c e  p o i n t .  Having 9assed it, which means b e i n g  
+ 
a l r e a d y  i n  D , w e  go i n  t h e  d i r e c t i o n  of b e t t e r  and b e t t e r  
p o i n t s .    his l o c a l  u t i l i t y  f u n c t i o n  h a s  t h e  f o l l o w i n g  d i r e c t i o n s  
diagram: 
p - l  i s  a  d r i f t  f a c t o r .  T h i s  r e p r e s e n t a t i o n  i s  n o t  v e r y  c o n v e n i e n t ;  
it seems b e t t e r  t o  choose  t h o s e  cones  whose s i d e s  a r e  a sympto tes  
.of t h e  d i r e c t i o n  d iagram.  Taking t h i s  i n t o  a c c o u n t  w e  o b t a i n  
a  decompos i i ton  i n t o  o n l y  two cones  bounded by s t r a i g h t  l i n e s  
d e f i n e d  by 
2 1  
A; w i t h  c o s  A; = - P  
F i g u r e  1 5  shows t h e  r e s u l t q u a l i t a t i v e l y .  Obvious ly  t h e  b e h a v i o r  
+ 
of  t h i s  approach i n  D and D- i s  s i m i l a r  t o  t h a t  proposed 
by Salukvadse  E5] . 
T h i s  i s  a  n o t a b l e  d i f f e r e n c e  t o  P a r e t o  o p t i m a l i t y :  w e  
now have n o t  a n  i n d i f f e r e n c e  a r e a ,  b u t  a  c u r v e .  Obvious ly  t h i s  
b e h a v i o r  i s  good f o r  a  v e c t o r  minimum problem, because  w i t h  
h i g h  v e l o c i t y  ( - 1 )  we a r e  approach ing  t h e  r e f e r e n c e  p o i n t  from 
t h e  " n o r t h e a s t " ,  and l e a v e  it t o - t h e  " sou thwes t "  w i t h  a  lower  
v e l o c i t y  ( 1  ) For  a  v e c t o r  maximum problem t h e  r o l e  of  ( P - 1 )  
" n o r t h e a s t "  and " s o u t h w e s t "  cones  shou ld  be  i n t e r c h a n g e d .  T h i s  
c o u l d  be done by a  p e n a l t y  s c a l a r i z a t i o n  f u n c t i o n  o f  t h e  form 
l e a d i n g  t o  t h e  d i r e c t i o n  diagram 
Figure 15: The indifference lines in the penalty 
scalarization method 
THE RELEVANCE OF LOCAL UTILITY FIELDS FOR 
FINDING EFFICIENT POINTS 
It seems quite natural that the decision maker expresses 
his goals in the language of local utility fields in the objective 
space. In the seeking process for efficient points this is 
confronted with the real possibilities and thus he gets a 
proposed point as a compromise between his goals and reality. 
However w e  t h i n k  t h a t  f o r  d e c i s i o n  makers who a r e  themse lves  
a n a l y z i n g  t h e  r e l a t i o n s h i p  between c o n t r o l s  a  and o b j e c t i v e s  Q 
it s h o u l d  be u s e f u l  t o  f o r m u l a t e  l o c a l  u t i l i t y  f i e l d s  on t h e  
c o n t r o l  s p a c e ,  t a k i n g  i n t o  accoun t  a  p r i o r i  e x p e r i e n c e  from 
p a s t  s e e k i n g  s t e p s  and g o a l s  e x p r e s s e d  i n  c o n t r o l  t e r m s .  Par -  
t i c u l a r l y  i n  t e c h n i c a l  e n g i n e e r i n g  a r e  p e o p l e  a b l e  t o  e x p r e s s  
what i s  good and what i s  bad i n  t e r m s  of  c o n t r o l  v a r i a b l e s .  The 
d i r e c t i o n  d iagram method exposes  two f e a t u r e s  of l o c a l  u t i l i t y  
f i e l d s :  
( 1 )  reward o r  punishment  o f  d i r e c t i o n s  ( l e a d i n g  o r  l e a v i n g  
a  r e f e r e n c e  p o i n t ) ;  
( 2 )  e v a l u a t i o n  o f  t h e  d i s t a n c e  r from t h e  r e f e r e n c e  p o i n t  
i n d e p e n d e n t l y  from t h e  d i r e c t i o n .  
The reward o f  d i r e c t i o n s  i s  f o r m a l i z e d  by t h e  d i r e c t i o n  d iagram 
which i s  o f t e n  decomposed i n t o  
where a i  i s  a  r o o t  D(ai )  = 0 o r  a  f i r s t - o r d e r  d i s c o n t i n u i t y  p o i n t  
I n  t h e  i n n e r  p o i n t s  of  Ii t h e  components $ . ( a )  s h o u l d  be  c o n t i n -  
1 
uous f u n c t i o n s .  For  d i s c o n t i n u i t y  p o i n t s  w e  p u t  
I t  i s  p o s s i b l e  t o  e x p r e s s  good i m a g i n a t i o n  of  a  d e c i s i o n  maker 
i n  t h e  l anguage  o f  d i r e c t i o n  d iagrams.  
L e t  u s  g i v e  some examples:  
( 1 )  The d e c i s i o n  maker i s  a l r e a d y  a t  a  r e f e r e n c e  p o i n t  
and wants  t o  l e a v e  it i n t o  t i i e  a n g l e  " b e t t e r "  w i t h  h i g h  v e l o c i t y .  
The c o r r e s p o n d i n g  l o c a l  u t i l i t y  f i e l d  c o u l d  be  
a s  shown i n  F i g u r e  1 6 .  T h i s  g o a l  be longs  t o  approach ing  e f f i c i e n t  
p o i n t s  w i t h  a  " c o o p e r a t i v e  s t r a t e g y " .  The more w e  approach  
e f f i c i e n t  p o i n t s  t h e  more d i f f i c u l t  it w i l l  be t o  succeed w i t h  
c o o p e r a t i v e  s t e p s .  Now " c o n t r a d i c t o r y "  s t e p s  become more and 
more i n p o r t a n t .  T h i s  means w e  f i r s t  a p p l y  d i r e c t i o n  d iagrams ,  
t a k i n g  i n t o  a c c o u n t  i n d i f f e r e n t  ' p o i n t s ,  and a f t e r  some t ime  
t h e  i n d i f f e r e n t  p o i n t s  s h o u l d  i n c r e a s e  i n  we igh t .  F i g u r e  17 
shows a n  i n t e r m e d i a t e  s t a g e  and F i g u r e  18 a  s t a g e  i n  t h e  ne igh-  
borhood o f  e f f i c i e n t  p o i n t s .  These f i g u r e s  r e f l e c t  a n  i d e o l o g y  
which i s  good i f  we have a l r e a d y  reached  t h e  r e f e r e n c e  p o i n t ;  
t h e y  s h o u l d  be combined w i t h  t h e  monotonously i n c r e a s i n g  r a d i u s  
f u n c t i o n  f  ( r )  o r  f  ( r )  ; f o r  example,  f  ( r )  - r2 (Salukvadse-  
i d e o l o g y )  . 
However, i f  t h e  r e f e r e n c e  p o i n t  i s  a  g o a l  ( f e a s i b l e  o r  n o t )  
w e  need a  c o r r e s p o n d i n g  d i r e c t i o n  d iagram f o r  t h e  l a n d i n g .  I f  
w e  assume t h a t  t h e  g o a l  i s  f e a s i b l e  and n o t  e f f i c i e n t ,  we c o u l d  
t r y  w i t h  " c o o p e r a t i v e "  l a n d i n g  u s i n g  t h e  d i r e c t i o n  d iagram of  
F i g u r e  19. The n e a r e r  t h e  g o a l  l i e s  t o  e f f i c i e n t  p o i n t s  t h e  
more w e  s h o u l d  u s e  t h e  p o s s i b i l i t i e s  o f  l a n d i n g  from c o n t r a d i c -  
t i o n a l l y  p o i n t s ,  a s  shown i n  F i g u r e s  20 and 21. 
I f  w e  want t o  r e a c h  t h e  g o a l  r e f e r e n c e  p o i n t s  and t o  go 
f u r t h e r  w e  have o n l y  t o  s u p e r p o s e  t h e  " l a n d i n g "  and " s t a r t i n g "  
f i e l d s  w i t h  d i f f e r e n t  w e i g h t s .  
L e t  u s  now s t u d y  how t h i s  t h i n k i n g  c o u l d  be e x p r e s s e d  i n  
t h e  c o n t r o l  s p a c e .  F i r s t  l e t  u s  remark t h a t  t h i s  k i n d  o f  
t h i n k i n g  i s  n o t  new b u t  fias been used f o r m e r l y  i n  s t o c h a s t i c  
s e e k i n g  p r o c e d u r e s  o f  monetary  o p t i m i z a t i o n  ( s e e  f o r  example [ 6 ] ) .  
I f  w e  have o n l y  a  s i n g l e  o b j e c t i v e  Q ,  we can w r i t e  
I 
Figure 16: A direction diagram in an initial point far from 
efficiency 
Figure 17: A direction diagram Figure 18: A direction diagram 
in an initial point in in an initial point in the 
medium distance from neighborhood of the efficient 
efficiency set 
Figure 19: A direction diagram in a goal point far from 
efficiency 
Figure 20: A direction diagram Figure 21: A direction diagram 
in a medium distance from in a goal point near the 
the efficient set efficient set 
Having done a  s e e k i n g  s t e p  from a  t o  a '  and b e i n g  s u c c e s s f u l  
we l i k e  t o  reward t h e  c o r r e s p o n d i n g  d i r e c t i o n  d i s t i n c t l y ,  o r  
t o  reward more o r  less a l l  d i r e c t i o n s  of  t h e  c o r r e s p o n d i n g  
h a l f - s p a c e .  Sometimes w e  a l s o  g i v e  a  c e r t a i n  chance  t o  t h e  
o p p o s i t e  d i r e c t i o n .  F i g u r e s  22 t o  25 show c o r r e s p o n d i n g  d i r e c -  
t i o n  d iagrams.  
Some y e a r s  ago w e  i n t e r p r e t e d  t h e s e  d i r e c t i o n  d iagrams a s  
p r o b a b i l i t y  d e n s i t i e s  of  d i r e c t i o n s  and g o t  h i g h l y  e f f i c i e n t  
s t o c h a s t i c  s e e k i n g  p r o c e d u r e s  from t h i s  k i n d  o f  t h i n k i n g .  
Now w e  i n t e r p r e t  t h e  d i f f e r e n t  d i r e c t i o n  d iagram models 
f o r  t h e  d e s i g n  of  t h e  n e x t  s e e k i n g  s t e p ,  t h e n  t h e  c o o r d i n a t e s  
Q1 and Q2 s h o u l d  be  s u b s t i t u t e d  by t h e i r  c o r r e s p o n d i n g  g r a d i e n t  
v e c t o r s  e = g r a d  Q, and e2 = g r a d  Q 2 .  But t h e  c o n e . " b e t t e r "  1  
i s  n o t  spanned by e l , e 2  b u t  by t h e  c o r r e s p o n d i n g  d u a l  b a s e  
T h i s  means t h e  P a r e t o  cone  decompos i t ion  from t h e  o b j e c t i v e  
s p a c e  i s  t r ans fo rmed  i n t o  t h e  cone  decompos i t ion  shown i n  
F i g u r e  26. 
S t a r t i n g  from an i n i t i a l  p o i n t  f a r  from e f f i c i e n c y  we 
s h o u l d  by ana logy  w i t h  F i g u r e  16 ,  u s e  a  d i r e c t i o n  d iagram a s  
shown i n  F i g u r e  27. A f t e r  some t i m e  and t a k i n g  i n t o  a c c o u n t  
t h e  l a r g e r  a n g l e  between t h e  g r a d i e n t s ,  w e  a r e  a l r e a d y  u s i n g  
c o n t r a d i c t o r y  s t e p s  o b t a i n e d  form t h e  d i r e c t i o n  d iagram i n  
F i g u r e  28 by ana logy  w i t h  F i g u r e  17.  I f  w e  come n e a r e r  t o  
e f f i c i e n t  p o i n t s  t h e  a n g l e s  between g r a d i e n t s  u s u a l l y  approach  
T and t h e n  w e  s h o u l d  stress more and more t h e  c o n t r a d i c t o r y  
d i r e c t i o n s  u s i n g  t h e  d i r e c t i o n  d iagram of  F i g u r e  29 by ana logy  
w i t h  F i g u r e  18. 
T h i s  tendency t o  s w i t c h  between d i f f e r e n t  forms o f  t h e  
d i r e c t i o n  d iagrams i s  a u t o m a t i c a l l y  r e a l i z e d  i n  approved s e e k i n g  
p r o c e d u r e s .  L e t  u s  show how t h i s  i s  done i n  t h e  a n t i p a r a l l e l  
g r a d i e n t  method ( E s t e r  [ 3 ]  ) . 
F i g u r e  22: Reward o f  a  d i r e c t i o n  F igure  23: Uniform reward o f  a  ha l f - space  
F i g u r e  24: Reward of  a  h a l f - s pa c e  F igure  25: Reward o f  a  ha l f - space  by a 
by a  forward d i r e c t i o n  diagram forward d i r e c t i o n  diagram wi th  a 
l i t t l e  back- looking 
Worse 
F i g u r e  26: Cone-s t ruc ture  i n  t h e  c o n t r o l  space u s i n g  in format ion  from 
t h e  g r a d i e n t - d i r e c t i o n s  
Fiqu re  27: D i r e c t i o n  diagram i n  
c o n t r o l  space i n  an  i n i t i a l  p o i n t  
f a r  from e f f i c i e n c y  
F igu re  28:  D i r e c t i o n  diagram i n  an 
i n i t i a l  p o i n t  w i th  medium d' istance 
from t h e  e f f i c i e n t  s e t  
F igu re  2 9 :  D i r e c t i o n  diagram i n  
c o n t r o l  space i n  an  i n i t i a l  p o i n t  
i n  t h e  neighborhood of t h e  e f f i c i e n t  
s e t  
This proposes a step of the following form 
p exposes (for p > 1) a tendency for the selfish optimum of Q2. 
Between the base (el,e2) and the corresponding dual base 
(fl,f2), we have the following -transformations: 
with 
If we express the step in the dual base (fl,f2) we get the 
following representation: 
with 
In 'the antiparallel gradient method, p > 1 is chosen. However, 
for variable K: 0 G K G 1, we will discuss the step in terms 
of a direction diagram without evaluating it explicitly. 
+ 
we o b t a i n  a  diagram only i n  D . This  means t h a t  we look 
f o r  a  coope ra t ive  s t e p .  
For cos a '  1 ( K <  cos  a '  
+ 
+ s t e p  i n  D 
a  + 0 , t h i s  i n t e r v a l  becomes sma l l e r  and s m a l l e r .  
K  > 1 2 1 + K - cos a '  > 0 + s t e p  i n  11, 
cos  a '  
This  occurs  more and inore, i f  a  + T . 
No s t e p  w i l l  be done i n t o  D-. 
I t  i s  u s e f u l  t o  i n t e r p r e t  t h e  a n t i p a r a l l e l  g r a d i e n t  method 
i n  terms of  l o c a l  u t i l i t y  f i e l d s .  To superpose t h e  i n t e r e s t s  
o f  Q1 and Q2 means t h e  i n t e r a c t i o n  of s e l f i s h  l o c a l  u t i l i t y  
f i e l d s  each f o r  t h e  b e n e f i t  of t h e s e  c r i t e r i a .  
I E  we s t a y  w i t h i n  t h e  neighborhood of a  r e f e r e n c e  p o i n t  
where l i n e a r  models a r e  v a l i d  we y e t  two l o c a l  u t i l i t y  f i e l d s  
AGi  = (grad  a i l  Aa) , i = 1 , 2  . 
The corresponding l e v e l s  a r e  s t r a i g h t  l i n e s  p a r a l l e l  t o  t h e  dua l  
v e c t o r s  f i  a s  shown i n  F igu re  30 .  We s e e  i n  " b e t t e r "  coope ra t ive  
i n t e r e s t s ,  i n  I and I1 compet i t ive  i n t e r e s t s  of bo th  c r i t e r i a .  The 
d i r e c t i o n  diagram should be a  compror~~ise between t h i s  knowledge 
and t h e  l o c a l  g o a l s  of t h e  d e c i s i o n  maker. 
Worse 
Better 
1- \el 
\ 
L 
Figure 30: Local utility fields using the linear models 
for both objectives 
Obviously in an antiparallel gradient method the compromise 
local utility field consists of straight lines parallel to the 
axis e 71 2 ' Cie distinguish two cases: 0 G a G 2, Figure 31, and 
71 
- a G 71, Figure 32. 2 
We see, for 0 G a G ' and K > 0 that all steps are cboper- Z 
ative ones not exhausting all cooperative possibilities. For 
K i 5 we would first get additional indifferent steps for the 
71 benefit of d l  and afterward even worse steps. In 2 < a < 71 and 
K > u we get cooperative steps, for small K indifferent steps for 
the benefit of Q1 and for large K indifferent steps for the bene- 
fit of Q2, not all indifferent possibilities being exhausted. 
For K < 0 we would only get more indifferent steps for the 
benefit of Q1. 
Figure 31: Local utility field for Figure 32: Local utility field for 
the antiparallel gradient method the antiparallel gradient method 
0 
with a small angle (0 < a 5 90 ) 
- 
with a large angle (go0 < a - < 180') 
between the gradients between the gradients 
CONCLUSION AND QUESTIONS FOR FUTURE RESEARCH 
1 .  There i s  a  s t r o n g  i n t e r r e l a t i o n s h i p  between t h e  no t ions  
p re fe rence ,  r e f e r e n c e ,  convexi ty  and e f f i c i e n c y  i n  P a r e t o  o p t i -  
ma l i t y  i n  a  two-dimensional ca se .  This  could be g e n e r a l i z e d  
t o  h ighe r  dimensional  space b u t  n o t  w i th  a  convexi ty  concept  
based on s p e c i a l  curves  a s  gene ra l i zed  s t r a i g h t  l i n e s .  The 
g e n e r a l i z a t i o n  of  suppor t inghyperp lanes  i s  q u i t e  obvious .  
2 .  I n  t h e  two-dimensional space o t h e r  curves ,  f o r  example 
hyperbola ,  can be used i n s t e a d  of ang le s  f o r  t h e  d e f i n i t i o n  of 
an o p t i m a l i t y  no t ion .  The i n t e r r r e l a t i o n s h i p  between p r e f e r e n c e ,  
r e f e r e n c e ,  convexi ty  and e f f i c i e n c y  obviously  w i l l  be ve ry  
s i m i l a r  t o  t h e  P a r e t o  ca se  d i scussed  above. I t  i s  n a t u r a l  t o  
i n t roduce  t h e  p re fe rence  r e l a t i o n  by a  l o c a l  f i e l d  de f ined  by 
corresponding d i r e c t i o n  diagrams.  'rJe come t o  a  s u c c e s s f u l  
convexi ty  no t ion  only  i f  we r e f e r  t o  a  f i e l d  wi th  a  g iven  form 
t o  every 2 o i n t  of  t h e  p lane .  The q u e s t i o n  a r i s e s ,  under which 
cond i t i ons  f o r  t h e  uniform l o c a l  f i e l d  t h e  fol lowing f i e l d  
p rope r ty  i n  t h e  p l ane  w i l l  be f u l f i l l e d  [ s e e  [ 7 ] ) .  Every p a i r  
o f  p o i n t s  P1,P2 d e f i n e s  a  s i n g l e  sequence P  P  be long ing  t o  a  1 2  
c u r v e  o f  t h e  f i e l d  th rough  t h e s e  two p o i n t s  f o r  a  deduced maxi- 
mum c o n v e x i t y  and a n o t h e r  s i n g l e  sequence  P I P 2  f o r  a  deduced 
minimum c o n v e x i t y .  F i g u r e  3 3  i l l u s t r a t e s  t h e  q u e s t i o n .  The 
c u r v e s  i n  " b e t t e r "  and I1 d e f i n e  a n g l e s  t o  t h e  l e f t  and l e a d  
t o  maximum c o n v e x i t y ,  whereas t h e  c u r v e s  i n  I and "worse" d e f i n e  
a n g l e s  t o  t h e  r i g h t  and l e a d  t o  minimum c o n v e x i t y .  
F i g u r e  33: Local  c u r v e  f i e l d  f o r  t h e  g e n e r a t i o n  of  
a  g e n e r a l i z e d  maximum and minimum c o n v e x i t y  
3 .  Loca l  u t i l i t y  f i e l d s  can  be  i n t e r p r e t e d  a s  membership 
f u n c t i o n s  f o r  a  f u z z y  g o a l ,  i f  t h e  r e f e r e n c e  p o i n t  i s  a  g o a l  
o r  a s  membership f u n c t i o n s  f o r  a  fuzzy  lower o r  upper  t h r e s h o l d .  
How d o  w e  make u s e  o f  fuzzy  se t  t h e o r y  t o  c o n s t r u c t  good l o c a l  
f i e l d s  which h e l p  t h e  s e e k i n g  p r o c e s s  f o r  e f f i c i e n t  p o i n t s  
a c c o r d i n g  t o  t h e  a g r e e d  o p t i m a l i t y  n o t i o n ?  
4 .  W e  have shown how u s e f u l  i n f o r m a t i o n  from l i n e a r  models 
c a n  be  used  i n  c o n t r o l  s p a c e  t o  c o n s t r u c t  good g o a l  s e e k i n g  
l o c a l  u t i l i t y  f i e l d s .  
The problem i s ,  how can  t h i s  be  done w i t h  t h e  p o s s i b l e  
b e n e f i t  o f  l a r g e r  s t e p - w i d t h s  i f  we make use  o f  l o c a l  q u a d r a t i c  
models i n s t e a d  o f  l i n e a r  ones?  How w i l l  P a r e t o  o p t i m a l i t y  be  
r e p r e s e n t e d  i n  c o n t r o l  s p a c e  i f  de have r e l i a b l e  q u a d r a t i c  models 
A Q  = ( g r a d  Q ,  Aa) + ha T(~.:.~)~~ 
i n  t h e  neighborhood of  a r e f e r e n c e  p o i n t ?  
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