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Abstract—In this work, we consider the problem of channel es-
timation by using the recently developed theory for sampling of
signals with a finite rate of innovation [1]. We show a framework
which allows for lower than Nyquist rate sampling applicable for
timing and channel estimation of both narrowband and wideband
channels. In certain cases we demonstrate performance exceeding
that of algorithms using Nyquist rate sampling while working at
lower sampling rates, thus saving power and computational com-
plexity.
I. INTRODUCTION
CHANNEL estimation is a rich area for research and devel-opment in wireless communication, ranging and timing,
etc. Most current methods perform the estimation by using a
matched filter when the pulse shape is known but the timing is
unknown, or a training sequence when the pulse shape is un-
known.
We have recently developed a framework which takes ad-
vantage of transform techniques to be able to perform per-
fect reconstruction of signals by sampling below the traditional
Nyquist rate [1]. The critical sampling rate required for per-
fect reconstruction in our framework is the signal innovation
rate. In subsequent work this same concept has been extended
to lowering the required sampling rate of UWB (Ultra Wide-
Band) receivers [2], [3], [4], and CDMA receivers [5].
By lowering the sampling rate below that traditionally be-
lieved to be the critical rate, we can significantly lower the
power consumption of the A/D receivers, and allow for high-
resolution estimation of parameters with very simple hardware.
In effect, we use an algorithmic solution to improve the hard-
ware specifications in terms of complexity and power.
II. PROBLEM STATEMENT
Many communication systems require the receiver and/or the
transmitter to know the channel impulse response. Other appli-
cations, most notably GPS and UWB-based ranging systems,
require very accurate timing estimation [6]. All of these sys-
tems typically either have very high sampling frequencies, or
use very complex hardware systems to enable highly-accurate
timing estimation.
Consider the following simple example. Let the signal x(t)
be a (noisy) sum of delta functions with time delays {tk}K−1k=0 :
x(t) =
K−1∑
k=0
akδ(t− tk) + n(t). (1)
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The Fourier transform of this signal is given by:
X(ω) =
K−1∑
k=0
ak exp (jωtk) +N(ω). (2)
In this case, we have converted the problem of estimating the
time delays into the problem of estimating the frequency com-
ponents of superimposed complex exponentials.
The problem of frequency estimation is well-studied: there
exists a rich body of literature on both the theoretical limits
and efficient algorithms for reliable estimation. See Stoica and
Moses [7] for a review of the different algorithms. There is
an especially attractive class of algorithms called the super-
resolution estimators, which has been extensively studied and
applied to many problems from classical frequency estimation
to angle-of-arrival estimation in antenna arrays. The key fea-
ture of this class of algorithms is that they perform very well
even with modest numbers of samples. There are also state-
space methods which perform well with very few numbers of
samples [8]. In our problem formulation, taking fewer samples
in the frequency domain is equivalent to taking fewer samples
in the time domain.
A. Delay Estimation
First we consider the problem of delay estimation of UWB
and CDMA-type signals, such as those found in GPS systems.
UWB for indoor positioning has been proposed by various par-
ties, its attractive feature being the potential to obtain very high-
resolution timing estimates, which in turn gives very accurate
positioning performance. Various methods have been proposed
and they can be broadly classified into digital- and analog-
oriented systems.
In a digital-oriented system, the receiver uses a very high-
speed A/D converter operating in the gigahertz range. In an
analog-oriented system, the receiver uses a correlator-type of
detector implemented in the analog domain. To allow for ac-
curate timing estimation for example, a solution proposed by
Aetherwire implements a cascade of correlators, called the
Time-Integrating Correlator (TIC) (for references, see for ex-
ample http://www.aetherwire.com). Both of these solutions
consume a lot of power, and for the latter case, a significant
fraction of resources in the circuit implementation. In fact,
in many implementations the TIC alone can take up approxi-
mately 30% of the total circuit area!
The deployment of such schemes also present some addi-
tional issues. Many parties have proposed a CDMA-modulated
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UWB system for localization systems, where several transmit-
ters are placed at known locations to allow a mobile receiver to
estimate its location similar to the operation of GPS receivers. It
is well-known that the multipath environment will induce multi-
access interference at the receiver, and that power control is
needed for improved receiver performance due to what is called
the near-far problem. This introduces additional complications
when there are many mobile users in the system, plus it re-
quires the availability of an uplink channel for the control loop.
We will demonstrate by simulation that our proposed scheme is
near-far resistant.
B. Channel Estimation
We are now ready to graduate to the channel estimation prob-
lem. We consider three channel models shown in Fig. 1:
1) Stream of impulses given by:
h(t) =
L−1∑
l=0
alδ(t− tl). (3)
2) Stream of pulses given by:
h(t) =
L−1∑
l=0
alp(t− tl). (4)
3) Stream of different pulses given by
h(t) =
L−1∑
l=0
alpl(t− tl). (5)
The first two models are popularly used to model outdoor fad-
ing channels and sparse scatterers, found for example in GPS
applications and cellular radio. The last model is a more accu-
rate model for UWB, where different incoming paths are sub-
jected to different frequency-selective attenuations [9]. UWB
signals occupy a very broad regime of spectra by definition [3],
[4]. Due to this property, many environments provide a wealth
of resolvable multipath [10].
The models of (3) and (4) are effective for modeling cer-
tain types of channels, where p(t) is the antenna transmit pulse
shape. These simple models are in reality less realistic than
one may be led to believe, particularly for UWB signals. Since
UWB signals are very broadband, the different propagation
paths undergo different frequency-selective mitigation as they
reflect off objects or penetrate through them. Therefore a more
realistic model is given by (5) where now the received pulses
pk(t− tk) are different for different propagation paths.
Due to the apparent coupling of the angles of arrival with
the pulse shapes, in a previous work [11] Cramer, Scholtz and
Win used an antenna array to achieve spatio-temporal separa-
tion of the received signal components. The measurements are
processed by the CLEAN algorithm, which was originally de-
veloped for ultra-wideband space telemetry applications.
We are interested in low-complexity, possibly even single-
antenna applications where the receiver can separate the differ-
ent incoming pulses in (3). In the next section we will show
that we can achieve this using a single antenna. However, we
should note that the framework presented here, following [5],
is extensible to the case given by (5) using multiple receive an-
tennas.
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Fig. 1. Channel models for channel estimation: (a) Narrowband channel
model, (b) Wideband channel model with few scatterers, (c) UWB channel
model with many scatterers.
III. ALGORITHM
We propose a method for channel and timing estimation
which uses very low-rate uniform sampling and well-developed
estimation algorithms. The idea is based on [5].
First we derive the Fourier transform of a more general wide-
band channel model of (5):
r(t) =
K−1∑
k=0
L−1∑
l=0
g
(l)
k (t− t(l)k ) + z(t), (6)
with Fourier series coefficients given by the following vector:
R[m] =
K−1∑
k=0
L−1∑
l=0
G
(l)
k [m]e
jωt
(l)
k
m + Z[m], (7)
where r(t) is the received signal, k indexes the different pulses
and l indexes different time delays of the pulses, gk(t) de-
note the different pulses including the amplitude and phase
terms, t(l)k denotes the time delays, and z(t) denotes receiver
noise. The corresponding Fourier representations are in upper-
case variable names. In this model we essentially capture dif-
ferent pulses and different paths taken by these different pulses.
This is applicable to multiuser communication systems [5].
Suppose now that all the G(l)k [m] terms have degree≤ D−1.
Then we can write, for each k and l, the following vector:
G
(l)
k [m] =
D−1∑
r=0
g
(l)
r,km
r = g(l)0,k + g
(l)
1,km+ . . .+ g
(l)
D−1,km
D−1.
(8)
In general, {g(l)r,k} are complex. Ignoring noise, using this rep-
resentation in the Fourier representation of the received signal
in (7), for fixed k we obtain the following vector:
Rk[m] =
L−1∑
l=0
D−1∑
r=0
g
(l)
r,km
rejωt
(l)
k
m. (9)
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Now we can find an annihilating filter for the equation above,
similar to the approach of [1]:
Hk(z) =
(
1− e−jω0t(l)k z−l
)D
, (10)
where only the time delays {t(l)k } appear in the filter terms. Intu-
itively, g(l)d,k appears as “modulated message” in the frequency-
domain representation of the received signal, which carrier fre-
quency is t(l)k . By suppressing the carrier frequencies we cancel
out the signal, without requiring that we know what the mes-
sage really is. Therefore we can apply standard algorithms for
frequency estimation to find the values of {tˆ(l)k }.
Once we have computed the annihilating filter by comput-
ing the nullspace of R[m], we can then solve the Vandermonde
system given in (7) to find the pulse coefficients {gˆ(l)d,k}. Quite
interestingly, there are current methods which also use polyno-
mial aproximation in the frequency domain for equalization of
OFDM systems [12]: the approach of Meyr et.al. is to place
training symbols in the time-frequency tiles (for example, in a
latin squares arrangement). The receiver then estimates the re-
mainder of th channel coefficients by using interpolating filters.
The algorithm is given as follows:
1) Calculate the Fourier tranform of the received signal
R[m].
2) Form the correlation matrix of R[m].
3) Calculate the nullspace of the correlation matrix to get
{tˆk}.
4) Solve for the coefficients of {gˆ(l)r,k} in the frequency do-
main, given {tˆk}, by solving the Vandermonde system.
We show the system in Fig. 2. We note several appealing fea-
tures of our framework:
1) Low sampling rate, which corresponds to significantly
lower power consumption.
2) Robustness to fading environments and filter characteris-
tics.
3) Use of well-studied estimation algorithms.
IV. SIMULATION RESULTS
We simulated our algorithm for several scenarios mentioned
in the previous parts: UWB timing performance in an indoor
environment and CDMA in an outdoor environment. The for-
mer models emerging home positioning applications for UWB
and the latter models the classical GPS estimation problem for
Line-of-Sight situations.
A. UWB indoor timing performance
We simulated the performance of the proposed system for
UWB environments, using the recently developed channel
model of [13], operating in the 4.375 − 5.625 GHz frequency
range. We assume a distance of 10 meters, and generated 10
random channel outcomes for simulation. In our system we
model the transmitted signal as a delta function. A more realis-
tic model would require knowledge of the transmit and receive
filters, which in turn depends on the hardware design. This is
left for further work.
We show the performance results in Fig. 3 in terms of MSE
(Mean-Square Error) versus received SNR averaged for differ-
ent uniformly distributed timing arrivals and channel outcomes.
To compare with the method proposed by some companies (for
example, Aetherwire), we assume that the pulses are modulated
with a 1023-chip PN sequence. The error is normalized to the
chip duration Tc, and plotted for different values of a sampling
rate (Rc is the chip rate).
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Fig. 3. Log MSE vs. SNR for same values of sampling rates.
As suggested by the Crame´r-Rao bound for the estimation
error of the frequency of complex sinusoids, the results vary as
a function of the pulse location within the observation window:
locations closer to the edges obtain better performance. This
suggests an iterative strategy for accurate timing estimation, by
which we move the observation window to place the expected
pulse location closer to the edges of the window.
From our simulations we also note that the developed frame-
work is robust against frequency-selective fading: it can be seen
that the linear filter channel acts as a window on the frequency-
domain representation of the received signal.
B. CDMA outdoor timing performance
In this set of simulations, we consider a CDMA signal mod-
ulated by a 511-long PN sequence1. This system gives superior
performance compared to subchip-sampled systems due to the
availability of super-resolution methods which solves the tim-
ing estimation problem in the frequency domain. The results
are given in Fig. 4 for AWGN channels and Fig. 5 for fading
channels.
We also demonstrate the effectiveness of the algorithm in a
multi-user scenario for CDMA communication and localization
applications in Fig. 4(b) for an AWGN channel. This scheme
is also near-far resistant: we show this in Fig. 5(a). Finally, we
simulate the performance of the scheme in a multipath fading
channel and give the simulation results in Fig. 5(b).
1This result is derived in [5]
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x(t)
✲ h˜(t) ✲
r(t) ⊗
∑
n δ(t− nT )
❄ ✲
rs(t)
C/D ✲
r(nT )
FFT ✲
R[k]
Timing Est ✲
tˆ
(l)
k Poly Est ✲
gˆ
(l)
k
DIGITAL
Fig. 2. System block diagram.
C. Channel Estimation Performance
Next we show the performance for the estimation of {g(l)r,k}
if we approximate smooth functions such as Gaussian, first
derivative Gaussian, etc. using order-8 polynomials in our Van-
dermonde system in Fig. 6. The quality of the estimation can be
improved by either increasing the sampling rate, or by allowing
a larger-degree polynomial fit in the model.
V. COMPUTATIONAL COMPLEXITY
We now discuss the computational complexity of low-rate
channel/timing estimation framework. Let M be the number
of samples per symbol and L be the number of users in the
multi-user case. The most computationally intensive part of our
system is the singular-value decomposition algorithm, which
is part of the super-resolution method. This requires O(M3)
operations for each user in the system. If we use an annihilating
filter method instead, we can reduce this to O(M2) operations
for each user in the system.
In contrast, matched-filter methods requireO(F 2N2) opera-
tions, where F is the oversampling factor beyond the chip rate,
and N is the spreading factor. The resolution of the matched
filter methods are usually limited by the chip duration. For ex-
ample, consider the performance given in Fig. 4(a) where the
spreading factor is 511. At 5dB SNR, by using only 1 sample
for every 10 chip, which totals ≈ 50 samples in a frame, we al-
ready achieve an error performance 0.7 times the chip duration.
In comparison, the matched filter approach requires sampling at
higher than the chip rate. We have thus demonstrated gains not
only in performance, but also in the number of computations
needed, in addition to using very low sampling rate.
VI. CONCLUSIONS AND DISCUSSIONS
In this work we have shown that the new framework of sam-
pling at the rate of innovation is an effective method for channel
and timing estimation. In many cases, we note superior perfor-
mance even to current methods which require sampling at or
above the Nyquist rate, while we use a sub-Nyquist sampling.
We demonstrated the effectiveness for wideband systems, and
for localization applications such as GPS. For wideband chan-
nel estimation, we give a framework which allows for identi-
fication of more complex and realistic channel models without
requiring the use of antenna arrays and their associated process-
ing techniques. For timing applications, we give a framework
which gives superior performance to that of conventional tim-
ing estimation methods.
Our framework takes advantage of well-developed theories
and practice of frequency estimation, and uses efficient algo-
rithms affording much lower required sampling rate, and in turn
lower complexity and power consumption. Energy consump-
tion scales quadratically with A/D Converter sampling rate and
with processor speed. Therefore the methods proposed here
promise significant reduction of power consumption. More-
over, this is consistent with current trends in moving more to-
wards digital implementation in circuits and systems. The same
framework can be extended to incorporate multiple antenna el-
ements, as shown in [5].
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(a) Average timing synchronization error (normalized to
Tc) in the multiuser case (10 users) vs. sampling rate in
AWGN.
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(b) Comparison of the timing synchronization errors in
non-fading channels for systems with 5 and 10 users
Fig. 4. Timing performance for CDMA signals.
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Fig. 5. Timing performance for CDMA signals.
0 5 10 15 20 25 30
10−7
10−6
10−5
10−4
10−3
10−2
SNR [dB]
M
SE
MSE of pulse shape estimation
R
c
    
R
c
 / 3
R
c
 / 5
R
c
 / 8
Fig. 6. Log MSE vs. SNR for approximation of smooth functions using order
8 polynomials in the Vandermonde system.
