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ABSTRACT
Lossless image compression is an important task in the field
of multimedia communication. Traditional image codecs
typically support lossless mode, such as WebP, JPEG2000,
FLIF. Recently, deep learning based approaches have started
to show the potential at this point. HyperPrior is an effective
technique proposed for lossy image compression. This paper
generalizes the hyperprior from lossy model to lossless com-
pression, and proposes a L2-norm term into the loss function
to speed up training procedure. Besides, this paper also in-
vestigated different parameterized models for latent codes,
and propose to use Gaussian mixture likelihoods to achieve
adaptive and flexible context models. Experimental results
validate our method can outperform existing deep learning
based lossless compression, and outperform the JPEG2000
and WebP for JPG images.
Index Terms— Lossless Image Compression, Deep
Learning, HyperPrior, Gaussian Mixture Model
1. INTRODUCTION
Image compression is a fundamental task in the field of
signal processing in many decades for efficient transmis-
sion and storage. Classical image compression standards,
such as JPEG [1], JPEG2000 [2], WebP [3], HEVC/H.265-
intra [4] and lossless FLIF [5], usually rely on hand-crafted
encoder/decoder (codec) block diagrams. They use fixed lin-
ear transform, quantization and the entropy coder to reduce
spatial redundancy for images. Typically they also sup-
port lossless model to compress images lossless. However,
along with the fast development of new image formats and
high-resolution mobile devices, existing image compression
algorithms are not expected to be optimal solutions.
Recently, we have seen a great surge of deep learning
based image compression approaches. Most of them fo-
cus on lossy image compression. For example, some image
compression approaches use generative models to learn the
distribution of images using adversarial training [6, 7, 8] to
achieved impressive subjective quality at extremely low bit
rate. Some works use recurrent neural networks to compress
the residual information recursively, such as [9, 10, 11] to re-
alize scalable coding. Some approaches propose a hyperprior-
based and context-adaptive context model to compress codes
effectively in [12, 13, 14]. Some methods decorrelate each
channel of latent codes and apply deep residual learning to
improve the performance as [15, 16, 17]. However, deep
learning based lossless compression has rarely discussed.
One related work is L3C [18] to propose a hierarchical archi-
tecture with 3 scales to compress images lossless.
In this paper, we propose a learned lossless image com-
pression using a hyperprior and discretized Gaussian mixture
likelihoods. Our contributions mainly consist of two aspects.
First, we generalize the hyperprior from lossy model to loss-
less compression model, and propose a loss function with L2-
norm for lossless compression to speed up training. Second,
we investigate four parameterized distributions and propose
to use Gaussian mixture likelihoods for the context model.
Experimental results have demonstrated our method can out-
perform recent learned compression approach L3C. Besides,
our method outperform JPEG2000 and WebP for JPG images.
2. LEARNED LOSSLESS IMAGE COMPRESSION
2.1. Formulation of Compression with a Hyperprior
According to the transform coding approach [19], image com-
pression can be formulated as
y = ga(x;φ)
yˆ = Q(y)
xˆ = gs(yˆ;θ)
(1)
where x, xˆ, y, and yˆ are raw images, reconstructed images,
a latent presentation before quantization, and compressed
codes, respectively. Q represents the quantization , which
is approximated by a uniform noise U(− 12 , 12 ) during the
training, which is denoted as U |Q in Fig. 1. φ and θ are
optimized parameters of analysis and synthesis transforms.
The operation diagram is explained in Fig. 1(a).
In the work [12], Balle´ proposed a hyperprior for lossy
image compression to achieve promising results. Hyperprior
introduces a side information z to capture spatial dependen-
cies among the elements of y, formulated as
z = ha(y;φh);
zˆ = Q(z)
(µy,σy) = hs(zˆ;θh)
(2)
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(a) Lossy model (b) Lossy model with a hyper-
prior
(c) Proposed Lossless model
with a hyperprior
(d) Distributions of lossy and
lossless models
Fig. 1. Operational diagrams and distributions of learned lossy and lossless image compression.
where ha and hs denote the analysis and synthesis functions
in the auxiliary autoencoder, where φh and θh are optimized
parameters of the hyperprior, respectively. µy and σy are
generated by the auxiliary autoencoder to model a Gaus-
sian distribution N (µy,σ2y). Originally, Balle´ assumed a
zero-mean scalar Gaussian distribution, but in the enhanced
work [13], a mean and scale Gaussian distribution achieves
better results. Then we use a mean and scale one in this paper.
The operation diagram is explained in Fig. 1(b).
However, both cases are lossy compression. In this paper,
we generalize a lossy model to a lossless model as Fig. 1(c).
Not only the reconstructed pixel value, we predict a probabil-
ity model for raw images, and model x using another param-
eterized distributions. This is feasible because entropy cod-
ing techniques such as arithmetic coding [20] can losslessly
compress the signals if a probability model is given. The dis-
tribution difference of lossy and lossless compression is illus-
trated in Fig. 1(d), where we can think lossy compression is
to predict a delta distribution at the value xˆ for each element,
while lossless compression is to predict a more generalized
and arbitrary probability models. One intuitive choice is to
use Gaussian distribution N (µx,σ2x), like y, as Fig. 1(d).
2.2. Proposed Loss Function with a L2-Norm
Different from lossy compression which controls the rate-
distortion tradeoff, the loss function of lossless compression
only consists of required bits for x, y and z, that is,
L =E[− log2(pxˆ(xˆ|µx,σx))] + E[− log2(pyˆ(yˆ|µy,σy))]+
E[− log2(pzˆ(zˆ|ψ))]
(3)
where the probability models of xˆ are estimated by the pa-
rameters µx,σx, which are conditioned on yˆ actually. Simi-
larly, the probability model of y are estimated by parameters
conditioned on zˆ, i.e.
pxˆ(xˆ|yˆ) =
∏
i
(N (µxi , σ2xi) ∗ U(−
1
2
,
1
2
))(xˆi) (4)
pyˆ(yˆ|zˆ) =
∏
i
(N (µyi , σ2yi) ∗ U(−
1
2
,
1
2
))(yˆi) (5)
pzˆ(zˆ|ψ) =
∏
i
(pzi|ψi(ψi) ∗ U(−
1
2
,
1
2
))(zˆi) (6)
where ψ are learnable factorized distributions [12] for z be-
cause there is no prior for z.
Basically, by using Eq.(3), we can train a neural network
for lossless compression. However, by experiments, we have
found the converge is very slow. By observing the distribu-
tion in the distribution of Fig. 1(d), we can notice the actual
marginal distribution of x typically is not identical to the
estimated entropy model pxˆ, especially for the initial training
stage of neural networks. It takes quite a long time to find a
proper and accurate distribution, which is centralized at the
actual x value. Therefore, we novelly introduce a L2-norm
term between the ground-truth value and predicted mean
value into the lossless compression, that is,
L′ = ||µx − xˆ||2 + ||µy − yˆ||2 (7)
Then the updated loss function for lossless image compres-
sion is defined as
L =E[− log2(pxˆ(xˆ|yˆ)) + E[− log2(pyˆ(yˆ|zˆ))+
E[− log2(pzˆ(zˆ|ψ)) + λ · (||µx − xˆ||2 + ||µy − yˆ||2)
(8)
where λ controls the weights of L2-norm term.
2.3. Proposed Discretized Gaussian Mixture Likelihoods
Whether the parameterized distribution model fits the margin
distribution of x and yˆ is a key factor for the performance.
We visualize the margin distribution of all sub-pixel values x
and compressed codes yˆ for kodim02 from Kodak dataset [27]
in Fig. 3, and it does not actually satisfy the assumption that
they follow Gaussian distribution. Previous works have inves-
tigated several parameterized distribution models, but to our
knowledge, which distribution model can fit true margin dis-
tribution best is still an open question. For example, standard
Fig. 2. Network architecture of lossless image compression.
(a) sub-pixel values x (b) compressed codes yˆ
Fig. 3. Margin Distributions for Image kodim02.
PixelCNN [21] uses full 256-way softmax likelihoods, which
is memory-consuming and impractical for large images. Pix-
elCNN++ [22] proposed a discretized logistic mixture likeli-
hoods to achieve faster training. L3C [18] followed the Pix-
elCNN++ to use a logistic mixture model. Lossy compres-
sion work [12] assumed a univariate Gaussian distribution.
The work [23] used Laplace distribution. Traditional coding
work [24] used a Cauchy distribution to model coefficients.
We investigate all the above models, including Gaussian
distribution, Cauchy distribution, Laplace distribution and
Logistic distribution. We replace them for yˆ individually.
Examples of their distribution models are visualized in Fig. 4,
where we clip the ranges and add the tail masses to edge
cases. It can be observed Cauchy distribution has longer tail
than other distributions. Corresponding results are listed in
Table 1 and performance is evaluated in terms of bits per sub-
pixel (bpsp) following the L3C on Kodak dataset. Gaussian
distribution can achieve the best performance among them.
Table 1. The effect of different distribution models
Model Gaussian Cauchy Laplace Logistic
bpsp 3.568 4.189 3.778 3.814
To enhance the performance, we further improve the pa-
Fig. 4. Different distributions with zero-mean and one-scale.
rameterized probabilities from univariate Gaussian model to
multivariate Gaussian mixture model as
pyˆ(yˆ|zˆ) =
∏
i
pyˆ(yˆi|zˆ)
pyˆ(yˆi|zˆ) = (
K∑
k=1
w(k)yi N (µ(k)yi , σ2(k)yi ) ∗ U(−
1
2
,
1
2
))(yˆi)
(9)
where the k-th mixture distribution is characterized by Gaus-
sian distribution with three parameters, i.e. weights w(k)i ,
means µ(k)i and variances σ
2(k)
i for each i-th element. The
mixture models for x are conducted in the same way as y.
Multivariate mixture model offers more flexibility than uni-
variate one to model arbitrary likelihoods, as Fig. 3(a).
3. EXPERIMENTS
3.1. Implementation details
The network architectures are illustrated in Fig. 2. This resid-
ual learning architecture refers to [17] with competitive per-
formance. We include one mask convolution to y as [13]. In
our experiments, K is set as 3. We set λ in Eq. (8) as 0.6 for
warm-up (8×104 steps in our experiments) and set λ as 0 after
that, because optimizing this L2-norm basically contributes to
Table 2. Compression performance on CLIC Professional, CLIC Mobile and Kodak datasets.
[JPG] Method CLICP CLICM Kodak
Non-Learned Methods JPEG2000 2.936 +7.7% 2.897 +9.0% 2.822 +7.0%
WebP 2.777 +1.9% 2.735 +2.9% 2.708 +2.7%
FLIF 2.631 -3.5% 2.516 -5.4% 2.479 -6.1%
Learned Methods L3C 2.739 +0.5% 2.647 -0.5% 2.730 +3.5%
Proposed 2.726 2.659 2.638
smaller L, instead, optimizing L not absolutely requires the
minimized L2-norm term at the late training stage. For in-
stance, some symbols with very large variance would not put
too much constraint on accurate mean estimation. This L2-
norm is similar to mean square error (MSE) distortion in lossy
image compression. To some degree, lossless compression is
a generalized form of lossy one, because lossy compression
only samples the variable xˆ from pxˆ with the largest probabil-
ity, while lossless compression predicts the full likelihoods.
For training, we use about 35000 patches with the size
of 128 × 128 cropped from ImageNet ILSVRC dataset [25].
Batch size is 8. The model was optimized using Adam [26]
algorithm. In addition, the learning rate was fixed at 1×10−4
and was reduced to 1× 10−5 for the last 80k steps. We train
up to 6.8× 105 steps to achieve stable performance.
3.2. Performance Comparison and Discussion
For evaluation, we use three datasets, CLIC [28] professional
validation dataset with 41 images, CLIC mobile validation
dataset with 61 images, and Kodak dataset [27] with 24
images to cover many different kinds of contents. Follow-
ing [18], we resize the high-resolution CLIC images to 768
pixels for the longer side. We compare our method with clas-
sical compression algorithms FLIF [5], WebP 1.0.2 [3], and
OpenJPEG (JPEG2000 official software) [2], and L3C [18].
For each model, average bits per sub-pixel (bpsp) are mea-
sured on average across all the test images.
Currently the format of large-scale training image dataset
is JPG, which has already been largely compressed with many
artifacts, such as smoothing areas, blocking and ringing arti-
facts. Even though some artifacts are invisible, they largely
affect the distributions. Therefore, to evaluate the perfor-
mance more close to what we train, we decide to evaluate all
these methods in two ways. First, we convert test set to JPG
images with quality level as 95 using PIL library for evalu-
ation, which followed L3C [18] way. Second, we evaluate
results with lossless PNG images to show the performance
gap when the test set is much different from training set.
The performance comparison on JPG images is shown in
Table 2. It can be observed that our method achieves better
performance than JPEG2000 and WebP for all the dataset.
Our method is better than L3C for CLICP and Kodak, but
is slightly worse than L3C for CLICM. On the other hand,
the performance on lossless images is listed in Table 3. Our
Table 3. Compression performance on lossless images.
[PNG] Method CLICP CLICM Kodak
Non-Learned PNG 4.298 4.374 4.350
JPEG2000 3.403 3.266 3.191
WebP 3.254 3.212 3.206
FLIF 3.141 3.083 2.903
Learned L3C 4.098 3.691 3.547
Proposed 3.647 3.486 3.475
method is still better than L3C. Although our performance is
worse than JPEG2000 and WebP, it comes from the difference
between training datasets and test datasets. As a future work,
finding some ways to remove inherent compression artifacts
of training images or build a lossless dataset is worthy trying.
3.3. Relation to Prior Work
The most related works are hyperprior [12] and L3C [18].
Compared to [12], we generalize the hyperprior from a lossy
compression model to a lossless one. L3C is a recent learned
lossless compression with 3 scales, while our architecture is
somewhat like a simplified hierarchical network with 2 scales
(i.e. y and z). Except for the difference on architectures,
more importantly, we propose two novel strategies to improve
the performance. 1) We add a L2-norm to loss function which
contributes to stable and fast training. 2) We used Gaussian
mixture model, while L3C used Logistic mixture model. We
have discussed 4 parameterized models in Section 2.3 to show
Gaussian achieves slightly better performance.
4. CONCLUSION
In this paper, we propose a learned lossless image compres-
sion using a hyperprior and discretized Gaussian mixture like-
lihoods. First, we formulate a hyperprior-based lossless im-
age compression model. Based on it, we propose correspond-
ing loss function with L2-norm to speed up training. Sec-
ond, the determination of parameterized distributions is a sig-
nificant factor for performance. We investigate 4 types and
propose to use Gaussian mixture likelihoods. Experimental
results have demonstrated our method can outperform recent
learned compression approach L3C. Besides, our method out-
perform JPEG2000 and WebP for JPG images.
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