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ABSTRACT
This report represents an analysis of the
determination of the information content in a selected
pair of system data points from the input/output of the
plant. The given system contains a random variation
condition which leads to the introduction of an adaptive
control loop. A procedure for adaptive control is
proposed, based upon the information content in the
selected pair, for implementation in a microcomputer-based
system. The determination of the selected pair as well as
the adaptive control laws are based upon extensive
computer simulation of the system. This computer-design
technique aids in the development of "switching"
conditions for the parameters of the adaptive controller
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In the majority of control system models, the
parameters of the controlled plant are usually assumed to
be constants for the sake of the ease of determining the
system's response. One problem that causes havoc with
such an assumption is that of parameter drift. Given a
system in which a process parameter may take on a random
value for any given time the system is operated, it is
obvious that this variation in the system model will cause
a change in the characteristic equation of the system and
hence the transient system response. The normal approach
to the solution of this problem would be to develop one of
two basic adaptive control procedures. The first is known
as the model reference procedure which implies the
processing of certain key system parameters and based upon
the results of these processes, which may be very complex,
a new set of system parameters would be derived. The
alternative approach applies a self-tuning regulator which
uses a recursive optimization of some system cost or
performance index. These procedures, although highly
efficient, can be quite large in terms of the necessary
computer memory to implement such a plan. With the
growing use
of the microcomputer in industrial
- 1 -
applications, as a tool in the control field, the
necessity for compact, simple control laws is eminent. In
this project a finite set of control laws will be
developed that are dependent strictly upon two data points
taken at key instants in the transient regime. These laws
will utilize the pair in a look-up table to select a
proper controller from a predetermined finite set of
controllers. The two key instants are determined, during
the design stage, as that pair which are seen to be
sufficiently
"early" in the transient process as well as
yielding adequate information about which controller
should be used. The controllers are designed by a
trial-and-error method using computer simulations. The
underlying concept behind this project is to accomplish
the computer simulations and subsequent controller designs:
during the design stage and thus minimize the amount of
calculations necessary during normal system operation.
The final analysis in the project will be to simulate the
system many times, each time with the random parameter
taking on a new value, and determine if the selected data
points contain sufficient information to select the
correct controller and thus maintain the system's output





2 . 1 Notes on the Adaptive Control Scheme
With the abundance of methods of solving linea:
control problems available to the designer, one may wonder
what the motivation is for using an adaptive approach.
Even though a great number of linear problems have been
solved using traditional techniques, there remains a
number of problems which cannot be solved using
traditional methods. These problems were formerly solved
using rough analytical designs and extensive computer
studies. As the problem grew more complex and the
specifications more strict, the engineer was forced to
find novel approaches if a solution was to be found.
These complex problems certainly stand to emphasize the
failings of the traditional approach, and it was here that
the adaptive approach was invoked [1]. These
"difficult"
problems entail the following:
1) Sufficient prior information on the
controlled process is not known because of:
a) large delays in the main dynamic channels,
b) a high level of noise in the information
channel ,
c) the unknown nature of the physical
- 3 -
transformations that constitute the controlled
process,
d) a large number of input, output, and
intermediate variables that must be considered,
e) the inherent nonlinearities of the system ;
2) Parameter drift in the controlled process
impedes the accurate accumulation and efficient use of the
prior knowledge of the controlled process ( in this case
the designer can only hope that the rate of drift is
slower than the system dynamics ) .
The solution to the above problems was outlined by
Mishkin and Braun([l]). Under these conditions the
traditional approach to the system design results in the
selection of a controller which will not correspond to the
actual characteristics of the plant. This presents the
need for a method whereby the controller can
"adjust"
or
"adapt" to the actual properties of the plant or to the
changes that occur in the system, hence the solution to
this problem is known as the adaptive control scheme.
This scheme may include not only the regular feedback
control path, but a special procedure for the continuous
adjustment of the controlled process during normal
operating conditions
as well.
The popularity of the adaptive approach was not
- 4 -
distinctly evident until the late 1940' s in the aftermath
of World War II. At this time, there began a phenomenal
growth in the study of automatic control such that by 1950
the Nyquist and Bode plots were the traditional method of
solving linear problems. Describing function and phase
plane analysis was a common trend in the literature during
the 1950 's [2]. As the technology of industry became more
complex, the control problems became accordingly complex.
One of the first solutions of the problem was the Model
Adaptive Reference System which was developed in the late
1950's [1]. The main thrust of this method, which is
still applied today, is that of a reference model for the
system that is to be controlled. With the advent of the
computer in the 1960 's, the difficult adaptive problem
became increasingly feasible as the computer could do the
large calculations and simulations faster and more
accurately.
The major advancements in adaptive control have
come mainly in these past 10 years. The two methods that
have evolved through the years of experimentation are the
Model Reference (MRAC) approach and the Self-Tuning
Regulator (STR) . A thorough investigation of the MRAC
approach can be found in the text by Landau [ 3 ] . The
similarities between these two different approaches have
been examined in [4-8]. A unified view of all MRAC
- 5 -
schemes has been developed by Egardt[8] while a detailed
examination of the STR has been done by Astrom [9]. These
two methods will be discussed in more detail in a later
section.
The introduction of the adaptive control laws lead
to the important problem of the stability of the entire
adaptive control procedure. Solutions for this problem in
both the discrete and continuous case have been suggested
[10-12] .
2 . 2 The Model Reference Adaptive Control Approach
The MRAC scheme , depicted in Figure 2.2.1,
represents the model of the controlled plant (M) , a
controller which matches the model (C), the adjustable
plant(P), and the adaptation mechanism (A) . The enti
system is designed such that the output of an unknow.
plant will asymptotically approach the output of a
reference model [3].
The mathematical model of the system is given below in
state variable form:
X = AmX + BmU (2-1)
Ym = CmX (2-2)




where (2-1) and (2-2) represent the characteristics of the
reference model and (2-3) and (2-4) represent the dynamics















Figure 2.2.1 A MRAC system
- 7 -
Ym and Yp respectively represent the output of the model
and plant. The input to the plant and model is the
control effort U, while the input to the entire system is
the reference, R, which is the combination of U and the
signal indicating the correct action to be taken.
Ap(t) = Fl{ U(t), Ym(t), Yp(t) } (2-5)
Bp(t) = Gl{ U(t), Ym(t), Yp(t) } (2-6)
Equations (2-5) and (2-6) represent the adaptation
procedure of continuous adjustment of the controlled
process. The adaptation mechanism is an element which
relates the error E and the respective modifications of
the parameters.
The design objectives of this approach are:
1) to identify an appropriate model for the
plant,
2) to design an efficient controller for the
model that will result in the desired output
characteristics in Ym,
3) to determine the adaptation procedure which
continually adjusts the parameters of the plant in order
to keep the output of the plant close to the model's
output .
The assumption is made that the parameters of the
plant, the
elements of Ap and Bp, are accessible as well
as adjustable. The core of the design for the MRAC system
- 8 -
lies within the synthesis of the adaptation procedure for
the adjustable system.
Examples of the use of the MRAC approach to solve
specific problems are given in [13-15].
2.3 The Self-Tuning Regulator Approach
The STR, depicted in Figure 2.3.1, can be described
by:
Z(t) = EZ(t) + FI(t) (2-7)
Y(t) = GZ(t) (2-8)
I(t) = F{ Y(t),R(t),B } (2-9)
where: Z(t) is the state vector of the system,
Y(t) is the output vector of the controlled plant,
I(t) is the control effort,
R(t) is the reference signal.
The parameters E, F, and G characterize the controlled







Figure 2.3.1 A STR Control system
The approach to the design of a STR controller begins with
the selection of an adequate measure of the system's
performance, J. Examples of a few possibilities for this














3) J - E{ ( R(t)
-
Y(t) ) } (Mean Squared Error)
With the selection of the index, it is obvious to note
that, for a fixed reference signal, the performance index
must numerically be dependent upon B, E, F, and G. The
elements of E, F, and G are assumed to be constant and
hence the elements of B are the only possible parameters
to adjust. Thus the goal of this design procedure will be
to minimize J with respect to B. The minimization of this
index with respect to B is an extremely important design
problem. The formalization and solution of this
minimization procedure as a mathematical programming
problem necessitates a complete knowledge of the E, F, and
G matrices as well as the actual expression for J as a
function of B, E, F, and G. Hence, this solution may not
be a feasible alternative because of the programming
complexity in the performance index. The alternative
solution is to implement the adaptive approach which
implies the application of a recursive minimization
procedure for the selection or adjustment of the parameter
B, based upon the current
information on the system
performance. These adjustments can be modeled as in
(2-8):
B(n)
= B(n-l) + ^B( n, I(t), R(t) , Z(t) ) (2-8)
B(*) represents the
correction for the parameter B
- 11 -
calculated based upon the current information representing
the system's performance. The procedure outlined in
equation (2-8) can be based upon one of the following
methods :
1) stochastic approximation [16]
2) recursive least squares method [17]
3) gradient optimization [18]
4) Kalman filtering [19]
A complete derivation of the analysis of the STR is given
in [20] . The implementation of one of these four methods
to correct the controller parameter, B, must insure the
stability of the entire controlled system. The stability
of a STR solution is discussed in [21].
2.4 Convergence of the Adaptive Control Scheme
Unless a control procedure can produce a stable
resultant system, it is of questionable value. Landau
addresses the convergence of a model reference following
system in [3]. The formulation of an Adaptive State
Observer and its application are derived from MRAC
techniques in the article by Landau and Dugard [22]. The
convergence problem has also been studied for self-tuners
as well as MRAC systems in [23].
2.5 The Application of the
Traditional Control Schemes
The preceding
sections have been devoted to the
- 12 -
review of two conventional methods of solving adaptive
control problems. These methods are highly accurate as
well as efficient, but their drawback lies in the size of
the algorithms necessary to apply such a procedure. For
the implementation of a control procedure in a small
microcomputer, the complex algorithms of the MRAC or STR
scheme are simply too large. With the growing use of the
microcomputer in industrial control systems, the ability
to apply adaptive control laws, in their
"pure"
form, is
an eminent necessity. These traditional methods all
operate in real-time, extracting the necessary data from
the system and then operating upon it based upon the
algorithm chosen. If an amount of computer simulation
could be done previous to the actual operation of the
plant or device and if the factors which led to the need
to apply the adaptive approach can be analyzed and
simulated, then this design stage work could diminish the
necessary time during operation that the microcomputer
must work. Thus the desired control algorithm will be to
determine a procedure where the great majority of the
calculation and simulation is done in the design stage,
such that during run-time only a limited amount of
calculations be done . Examples of such a procedure have




3.1 Descriptions and Specifications for the Control System
The system to be studied is a fourth order system
that is controlled by a proportional-integral
controller (PI controller) . The input is a unit step
function that occurs at t = 0 seconds. The block diagram
of the control system is given in Figure 3.1.1. The
specifications for the system's transient process are as
follows:
1. percent overshoot < 15%
2. settling time < 225 seconds
The computer simulation of the system's transient
response can be done using a simulation language. For
this system, the Advanced Continuous Simulation Language
(ACSL) [26] was used and the resulting model of the
control system is shown in Figure 3.1.2 .
3.2 Validation for the need of Adaptive Control
The gain of the second order block, Kp, is the
parameter which exhibits a random behavior. Its value is
defined by a uniform probability density function whose
limits are 0.3 and 0.001. Given a fixed PI controller,
the root locus plot for the system is shown in Figure
- 14 -
3.2.1. The range in which Kp varies is marked on the plot
and it can be seen that this variation can cause a
dramatic difference in the closed loop system poles. If
constrained to use a PI controller , there exists only one
degree of freedom - to choose the controller zero. By
examining the root locus plot, it can be seen that if the
zero is fixed ( i.e. the PI controller is a fixed
controller, not an adaptive one) , there will exist values
for Kp where the system output will not meet the transient
specifications. As further proof of this fact, the ACSL
program displayed in Figure 3.2.2 was used to simulate the
system 500 times. Each run utilized the same
controller (designed for the mean value for Kp) , but Kp was
allowed to vary from run to run in a uniformly random
fashion. Figure 3.2.3 and Figure 3.2.4 represent a
summary of these runs by displaying the values of percent
overshoot and settling time for each run. The dashed line
marks the transient specification imposed on the system.
The system always meets the percent overshoot criteria
because percent overshoot only decreases for decreasing Kp
and since the original controller design is adequate for
the mean controller , it will yield satisfactory results.
In terms of the settling time specification, it is clearly
seen that the system's output is unsatisfactory. For any
Kp less than about 0.01,
the settling time is greater than
- 15 -
225 seconds and for low values, the settling time is close































































CONSTANT Kl-100. ,K2=25.0 ,KCP=0.75
CONSTANT KS-2.0 ,TAUS=O.0 ,KCI=0.50
CONSTANT LOW-0.10 ,UPP=30.
CONSTANT KV=2.0 ,TAUV=2.0 ,TMAX=500.0





"DYNAMIC LOOP TO SIMULATE SYSTEM"
"INPUT: REFERENCE SIGNAL R(S)
- STEP INPUT"
REF =STEP(0.0)
"SUMMING JUNCTION BETWEEN FEEDBACK AND REFERENCE"
ERR =REF-FBACK
"P-I CONTROLLER"




OUTPUT =KP*CMPXPL(K1,K2, INPUT, 0.0, 0.0)
"FEEDBACK"
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SET PARAMETERS IN SYSTEM"
INTEGER CNTMX, COUNT
CONSTANT Kl=100. , K2=25. , CNTMX=100
CONSTANT KS=2.0 , TAUS=3 . 0
CONSTANT KCP=0.75 , KCI=0.5 , EPSI=0.0001
CONSTANT LOW=.10 , UPP=30.0
CONSTANT KV=2.0
, TAUV=2 . 0 , TMAX=500.0









" DYNAMIC LOOP TO SIMULATE SYSTEM"
"INPUT: REFERENCE SIGNAL R(S)
- STEP INPUT"
REF =STEP(0.0)
"SUMMING JUNCTION BETWEEN FEEDBACK AND REFERENCE"
ERR =REF-FBACK
"P-I CONTROLLER"




OUTPUT =KP*CMPXPL(K1 , K2 , INPUT, 0.0,0.0)
" FEEDBACK"FBACK"
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Figure 3.2.3 Original System: Percent Overshoot versus Kp
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Figure 3.2.4 Original System: Settling Time versus Kp
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3.3 Method of Solution
One possible solution to this problem would be to
seek to correctly implement one of a set of controllers
instead of using a single controller irrelevant of the Kp
value. If it is assumed that the Kp value is a
non-measurable quantity, it must be
"determined" from the
data available, namely the input-output data of the plant.
The method to implement such a solution can be
broken into 3 divisions as follows:
1) to design a set of controllers,
such that each controller in the set will, for a certain
range of Kp, provide an acceptable output, according to
the system specifications;
2) to determine at what instants in
time, the plant input/output signals should be sampled;
3) to develop an algorithm to utilize
the sampled pair in determining which member of the
controller set must be implemented.
Essentially, this adaptation or switching of controllers
is an effort to adjust the system's root locus plot, by
moving the
controller's zero, such that for the present
value of Kp; the specifications can be met.
- 22 -
CHAPTER 4
THE SOLUTION OF THE CONTROL PROBLEM
4.1 Description of the Adaptation Procedure
The basic outline for solution was laid out in the
preceding sections as follows: to select a pair of
instances to yield information during the transient regime
about the value Kp and then to seek to utilize these data
points to select a proper controller such that the
resulting system transient meets the settling time and
percent overshoot specifications.
4.2 Data Acquisition and Controller Designs
The first step in the solution of the adaptation
problem is to determine the parameters of each controller
in the set. It was decided that each system run must
begin with the same controller to provide a common
foundation for each run. Therefore, a controller was
designed using computer simulation for the mean value of
Kp. The controller has a proportional gain of 0.75 and an
integral time of 0.5 for Kp equal to 0.1505. At this Kp
setting and with this controller, the system would have an
output with 2.0% overshoot and a settling time of 75
seconds. This controller was designed to have transient
characteristics such that there existed a fair amount of
- 23 -
leeway between actual output and worse case output (i.e.
a low percent overshoot to handle the higher Kp's and a
low settling time as well) . Because the Kp value is
random, the parameter, Kp, will be dealt with as a range
of values, i.e. a controller is designed for a certain
range of Kp values not for a specific value. Thus, for
each system operation, the original controller would be
this "mean" controller, but then at an appointed time, the
current controller parameters would be exchanged for those
which would correspond to the range that Kp was in during
that run.
The design of the set of controllers was very
straight forward using computer simulation. The
parameter, Kp, was
"set"
at its maximum value and then a
proper controller was designed such that the output was
acceptable. For example, Kp was set at 0.3 and the PI
controller: Gain-0.75, Integral Time-0.5, was designed by
computer simulation and the output had a percent overshoot
of 14% and a settling time of 80 seconds. It was seen
that decreasing Kp caused decreased overshoot and
increased settling time.
Given this controller, the
system was run with lower Kp values until the output was
no longer acceptable. For
the initial controller, the
settling time was
greater than 225 seconds for Kp less
- 24 -
than 0.1. Therefore, range 1 for the system was
determined as those runs for which Kp was in the region:
0.3 > Kp > 0.1 . Now setting Kp to slightly under the
boundary, around 0.099, a new controller was designed
which yielded similar results to those of the original
controller's when Kp was 0.3. This process was continued
for the entire range of Kp and eight controllers were
designed. Each controller's range was specified strictly
by the limits on the specifications on the system output.



















































































Figure 4.2.1 Set of Controller Ranges
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The next part in this step of the solution of the
problem is to determine the pair of "key" instants to
sample the input/output data to be used in the switching
of controller sets. The basis for this decision is
founded upon two premises: the instances must be
sufficiently early in the transient regime and the
instances must yield sufficient information about the
system's Kp value. The first premise is basically a
result of hindsight after working with the idea of
switching controllers during the transient period. The
second is strictly a statement of fact based upon image
recognition techniques. Considering that the system's
output must settle within 225 seconds, these instants must
clearly exist well before this point in time. Originally,
an
"information"
analysis was done on the input and output
data of the plant at the 10, 20, 30, 40, and 50 second
intervals. The input-output parameters were taken from the
plant as shown in Figure 4.2.2:
PROCESS
Kp








Figure 4.2.2 Plant of the Given System
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The goal was to determine which vector pair yielded the
most information about the system's range. The method was
to construct a data table that contained the value of the
input and output at each of these instances for an
equivalent number of runs for each range of Kp( see Figure
4.2.3 ). This table is considered as a group of
partitioned vectors, each vector representing a specific
input/output parameter and each partition in the vector
corresponding to a controller range.
Ul U2 U4 US Yl Y2 Y3 Y4 Y3
2 .242 2 .950 3 .416 3 .722 3 .915 3 .98E-02 0 .129 0 .220 0 .299 0 .361
2 .217 2 .774 2 .999 3 .041 2 .994 6 .03E-02 0 .192 0 .317 0 .411 0 .472
2 .176 2 .494 2 .370 2 .105 1 .866 9 . 3 5E-02 0 .290 0 .452 0 .541 0 .568
2 .236 2 .908 3 .316 3 .555 3 .682 4 46E-02 0 .144 0 .244 0,.327 0,.391
2 .242 2 .950 3 .418 3 .725 3 .919 3 .97E-02 0 .128 0 .220 0 .298 0,.361
2 .269 3 .141 3,.890 4,.547 5,.122 1,.79E-02 5 .91E-02 0 .104 0,.148 0,.189
2 .255 3 .039 3,.634 4,.095 4,.450 2,.96E-02 9 .67E-02 0,.167 0,.232 0,.288
2,.263 3 .098 3 .782 4,.354 4,.889 2..2SE-02 7 . 54E-02 0,.131 0,.185 0..233
2,.258 3,.060 3..656 4,.186 4,,583 2,71E-02 8 .90E-02 0,.155 0,.216 0,,269
2,.263 3,.101 3..790 4,.368 4..853 2..24E-02 7,. 38E-02 0..129 0..182 0,.230
2..275 3,.185 4,.002 4,.748 5..431 1,, 29E-02 4.29E-02 7..64E-02 0..109 0,.141
2..282 3,.238 4..139 5.,000 5..823 6. 93E-03 2,.30E-02 4,. 14E-02 6..03E-02 7..9E-02
2..275 3,.132 3..996 4,.738 5,,414 1., 32E-02 4..37E-02 7..79E-02 0.,111 0.,144
2..276 3..194 4,.027 4.,794 5.,502 1, 18E-02 3,.92E-02 7..00E-02 0.,100 0.,130
2..280 3c.218 4..087 4.,904 5.,672 9. 22E-03 3., 06E-02 5. 48E-02 7. 93E-02 0.,103
2..284 3,.247 4..163 5..044 5.,892 5. 90E-03 1..96E-02 3. 53E-02 5., 15E-02 6.,76E-02
2..284 3..251 4..173 5.,063 5.,922 5. 4SE-03 1..81E-02 3.,27E-02 4. 77E-02 6. 28E-02
2..286 3..268 4..218 5.,146 6.,054 3..52E-03 1..17E-02 2. 12E-02 3. 10E-02 4. 10E-02
2..285 3,.258 4.,191 5,,096 5.,975 4., 68E-03 1.. 55E-02 2. 81E-02 4. 10E-02 5..41E-02
2..286 3,.265 4..211 5..133 6.,033 3,,S2E-03 1..27E-02 2. 30E-02 3. 37E-02 4. 45E-02
2. 288 3..277 4.,240 5..187 6.,120 2. 56E-03 8..56E-03 1.,55E-02 2. 27E-02 3. 00E-02
2, 287 3..271 4.,225 5.,159 6.,075 3. 22E-03 1..07E-O2 1. 94E-02 2. B4E-02 3. 75E-02
2. 238 3.,279 4.,247 5.,201 6.,141 2. 26E-03 7, 55E-03 1. 3 6E-02 2. 00E-02 2. 65E-02
2. 288 3. 283 4.,256 5.,217 6.,168 1. 87E-03 6. 26E-03 1. 13E-02 1. 66E-02 2..20E-02
2. 288 3.,277 4..241 5..191 6.,125 2. 49E-03 8. 32E-03 1. 50E-02 2. 21E-02 2.,92E-02
2. 289 3.,289 4.,271 5.,24 6.,213 1. 22E-03 4. 10E-03 7. 44E-03 1. 09E-02 1. 45E-02
2. 290 3..291 4.,277 5.,258 6.,232 9. 52E-04 3. 18E-03 5. 77E-03 8. 49E-03 1. 12E-02
2.290 3.292 4.281 5.265 6.243 7.97E-04 2.66E-03 4.83E-03 7.11E-03 9.45E-03
2.290 3.294 4.284 5.271 6.254 6.51E-04 2 . 17E-03 3.95E-03 5.81E-03 7.73E-03
2.290
2.290
3.296 4.289 3.280 6.268 4.41E-04 1.47E-03 2.67E-03 3.94E-03 4.65E-03
3.296 4.289 5.280 6.268 4.40E-04 1.47E-03 2.67E-03 3.94B-03 5.23E-03
Figure 4.2.3 Data Table of Sampled Input/Output Values
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Before describing the actual method used in
determining the pair, a simple example may serve to
adequately explain the basic procedure. Given the table
in Figure 4.2.4, let XI, X2, and X3 represent three
vectors of data.
XI X2 X3
5.0 | 1.0 | 1.0 | AX
6.0 j 2.0 | 2.0 AX
7.0 j 3.0 3.0 j AX
6.0 | 1.5 | 8.0 | BX
7.0 | 2.5 | 9.0 | BX
8.0 3.5 | 7.0 | BX
7.0 | 2.0 | 6.0 | CX
8.0 | 3.0 | 4.0 | CX
9.0 | 4.0 5.0 | CX
Figure 4.2.4 Example Problem: Data Table
Each vector is partitioned into three parts: AX, BX, and
CX, each corresponding to some new condition in the system
of which XI, X2 and X3 are elements. To determine which
pair of vectors will most clearly distinguish condition AX
from the others, a plot of each possible combination is
generated in which the data points corresponding to the AX
condition are labeled as "A"'s and all others in the
- 28 -
vector pair as "B"'s. From the following three
plots(Figures 4.2.5, 4.2.6, and 4.2.7), it is clear that
it is easier to distinguish condition AX by examining the
X1-X3 pair, strictly by a visual evaluation. To implement
a numerical evaluation, the sum of the distances from each
"A"
point to each of the "B" points can be determined.
This sum will be the largest for the pair of parameters
which are most distinguishable (note the record of this
value on each of the three plots labeled "SUBSPACE
VALUE") . This numerical result of the sums of distances
can be referred to as the "information" content in the
vector pair. This pair may not be chosen again if the
desired condition is BX instead of AX, or in other words,
for each specific system condition a separate analysis
must be done to determine the most "informative" pair.
This analysis intends to simplify the image recognition
process by reducing the image order from
"n" to two, so
that a simple graphical analysis may be utilized.
- 29 -



























































Figure 4.2.5 Information plot for XI and X2
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DISTRIBUTIONS OF IMAGES IN THE MOST INFORMATIVE SUBSPACE: X( 1), X( 3)
SUBSPACE VALUE: 0.110156E+02














































































Figure 4.2.6 Information plot for XI and X3
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DISTRIBUTIONS OF IMAGES IN THE MOST INFORMATIVE SUBSPACE: X( 2), X( 3)
SUBSPACE VALUE: 0.106198E+02
























































plot for X2 and X3
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Using the previous example as a foundation, the
same procedure was applied to the table of Figure 4.2.3.
Each of the eight partitions corresponds to the range of a
certain controller set. The first five vectors correspond
to the plant input at the appointed intervals; the second
five correspond to the output at those same instances. An
eleventh column ( unshown in Figure 4.2.3 ) corresponded to
the proportional gain value for each controller, which was
used as a flag to uniquely indicate to which controller
set the row belonged. The FORTRAN program of Appendix I
was used to create the measure of "information" content
using the sum of distances approach outlined above. The
program's output produces one result: for a given range
number, it determines which pair of vectors ,when plotted,
create the most distinguishable set.
As mentioned above, the same pair of vectors may
not necessarily be chosen as most informative for every
controller set. To unify the implementation of the
control law procedure, it would be desirable to utilize
only one pair
instead of many. Therefore, the pair which
appeared most informative for the majority of controller
sets was used. The result of this procedure was to select
the output's values at the 40
and 50 second intervals.
The choice of the above parameters met the second
- 33 -
premise as stated previously, but the first has yet to be
determined. The investigation into this problem yielded
an interesting result. When the controllers are switched,
essentially what happens is that another
"step" input is
created in the output of the controller (see Figure
4.2.8) .This
"new" input creates another transient in the
output of the block following the controller (see Figure
4.2.9). This creates a tendency in the system output to
have more overshoot than if the system had the correct
controller from the start. This phenomena causes an
unacceptable overshoot in the output if the controller is
switched at the 50 second mark(see Figure 4.2.10). This
increase in overshoot occurs mainly as a result of
introducing a new input at an instant during the system's
transient regime. This has the effect of creating a new
transient from non-zero initial conditions.
- 34 -
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Figure 4.2.10 Plant Output with Adaptive Controller
Many adjustments were made in the original design
of the controller parameters to attempt to correct the
overshoot problem. For any one given design, there
existed values of Kp at which the proper controller would
yield an unacceptable percent overshoot. Any attempts to
redesign the controllers to obtain proper results for
these values of Kp, only resulted in a new group of values
for Kp which did not meet specifications. The conclusion
is simply that switching at 50 seconds is "too
late" in
the transient to accurately adjust the system input to
produce the proper output. Based upon this result, the
output values at 5 and 10 seconds were chosen, their
"information"
content compared to the 40 and 50 is shown
- 36 -
below. From these values, it can be seen that numerically
there exists very little difference between the two pairs.
40 and 50 seconds: average distance: 112.89
5 and 10 seconds: average distance: 111.51
The formulation of this problem as an image
recognition problem implied the introduction of the {UY}
space, where U refers to those values obtained from the
input to the plant during the design simulations. In like
manner, Y refers to the values obtained from the output of
the controlled plant. All possible values of the plant
characteristics can be represented by the plant space,
{P}, and the controller sets can be represented by the
controller space, {C}. Any particular set of plant
parameters, PI can be considered a member of the class {P}
of all possible plant characteristics. The space {C} was
introduced to represent all possible controller sets.
Thus the control procedure results in the determination of
a member from {C} for a given P, but because of the
randomness involved, the vector P cannot be completely
determined. Alternatively, there must exist a
relationship between the
parameter space of the plant and
the state variables of the plant,
i.e. {P} <> {UY}.
The {UY} space is completely
determined due to the
- 37 -
extensive simulation done during the early stages of
design. Hence, there is an indirect relation between the
plant vector P and a controller set C, such that:
{P}< >{UY}< >{C}. This algorithm is described in detail












Relationships in the System
4.3 Implementation of the
Adaptive Control laws
The one remaining facet
in the solution of the
- 38 -
adaptation process is to determine the actual algorithm
that will indicate when a new controller is necessary.
The solution for this problem is very straightforward,
because the randomness is contained in a gain parameter.
It is clearly seen that as the gain Kp decreases, the
value at times early in the transient regime decreases as
well. The system output becomes steadily more overdamped
as Kp decreases and the resultant transient becomes
slower. Therefore, the control laws can be selected as
the values of the system output at the 5 and 10 second
marks for the "lowest" Kp value in any given range.
The procedure outlined in the preceding sections
can be implemented using the ACSL program of Figure 4.3.1.
Note that this program has a subroutine CHOOSE which is
used to implement the set of control laws. The output is
sampled at 5 and 10 seconds, those values are passed to
the subroutine. The control laws are implemented in a
series of IF-THEN statements, testing the samples against
each range's boundaries to determine which controller is
necessary- The subroutine returns the new controller
parameters to the main simulation routine to continue with
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4 . 4 Results of the Adaptation Process
The ACSL routine of Figure 4.3.1 was simulated many
times to model a multiple number of system runs. The
results of these simulations is displayed in Figures 4.4.1
and 4.4.2, where as before percent overshoot and settling
time are graphed versus Kp to analyze the effectiveness of
the adaptation procedure. Of the 500 system runs, only
one did not meet the percent overshoot criterion and two
did not meet the specification for the settling time.
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The goal of this study was to investigate the
proposition of whether a pair of system data points
contained enough information to adequately select a
controller, from a finite set, such that the final system
output meets a set of transient specifications. From the
plots represented in Figures 4.4.1 and 4.4.2, a positive
conclusion can be drawn about the usefulness of this
method for this problem. The general applicability of
using a design technique as this is a reasonable
conclusion provided enough simulation can be done to
adequately evaluate the correct switching instants. A
suggestion for further work would be to investigate a
similar problem except the randomness being represented in
a plant pole location instead of a gain term.
The concept of distinctly switching controllers, as
opposed to a systematic learning process as the transient
continues, has not been a common topic
in industrial
literature, therefore the implications deserve a deeper
look than this report serves. An interesting result was
seen in a comparison between the system's output when the
controllers were switched and the output that results if
the correct controller is in place at the start. Figures
- 43 -
5,1.1 and 5.1.3 display the comparison for Kp=0.012 and
0.004, respectively. The output of the system when the
controller is switched tends to migrate towards the actual
output until they are almost identical. This same result
is seen in the input to the plant as well (see Figures




Figure 5.1.1 Plant Output Comparison for Kp=0.012
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Figure 5.1.2 Plant Input Comparison for Kp=0.012






Figure 5.1.4 Plant Input Comparison for Kp=0.004
Another suggestion for future investigation would
be to investigate the possibility of an optimal type of
controller as well as optimal sampling instances. After
the poor results of the design at the 40 and 50 second
instants, the designer chose to investigate operation at
the 5 and 10 second instants. A more in-depth study into
the effects of switching controllers at various instants
may provide a greater
insight as to the choice of the
switching time. In this study,
a PI controller was used
and another structure may prove more efficient.
A comment must also be made about the apparent
- 46 -
discontinuity in Figure 3.2.4. This arises because of the
definition of settling time as the two percent bandwidth
around the final output value. Settling time can vary a
sizeable amount with changes in Kp depending upon how the
system's output enters the two percent band. The
discontinuity in settling time occurs at the same Kp as
the two percent overshoot point. Slightly decreasing Kp
causes the overshoot to drop below two percent and the
settling time becomes the rise time, which may be much
earlier.
In attempting to apply this procedure to an actual
problem, the proper sampling instances are largely
dependent upon the system time constants. Systems with
long time constants ( chemical or metallurgical processes )
provide a much greater freedom in selecting these
instances. If the instances are sufficiently after any
initial dead times or system noise, these disturbances
will have a minimal influence. In contrast, this freedom
is highly restricted in systems with
fast time constants (
electrical processes ) because the instances must be
chosen after the dead time, but still early enough in the
transient process to be able to adequately
adjust the
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APPENDIX I - FORTRAN program to evaluate the most
informative factors in a given space.
APPENDIX II - Description of identification and
development of the simplified recognition rule
CHAPTER 8
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DIMENSION AC (10) ,ATOL(10) ,X( 20 ) ,XA( 200 , 10 ) ,XB( 200 , 10 )


















,*) 'ENTER DIMENSION OF THE FACTOR
SPACE*
FEAD(*,*)NF
















DO 1 1=1, NP
ATOL(I)=ABS(AC(I) )*TOL/100
DO 2 1=1,10000
READ ( 1 ,
*
, END=9 9 ) ( X ( K ) ,K=l , NN )
KEY=0
DO 3 J=1,NP









































JAR ( NC ) =J
6 CONTINUE
DO 500 111=1, NSUBS
WMAX=-10.
DO 501 JJJ=1,NC










































IF(XA( I , IMAX ) .GE .XIMAX)XIMAX=XA( I , IMAX )
I F ( XA ( I , JMAX ) . GE . XJMAX ) XJMAX=XA ( I , JMAX )
IF(XA(I,IMAX) .LE.XIMIN)XIMIN=XA(I,IMAX)
I F ( XA ( I , JMAX ) . LE . XJM I N ) XJM IN=XA ( I , JMAX )
11 CONTINUE
DO 119 1=1, IB
IF(XB(I, IMAX) .GE.XIMAX)XIMAX=XB(I,IMAX)
I F ( XB ( I , JMAX ) . GE . XJMAX ) XJMAX=XB ( I > JMAX )
IF(XB(I,IMAX) .LE.XIMIN)XIMIN=XB(I,IMAX)
















IF(XA(L,IMAX) . GE.Zl.AND. XA(L, IMAX) .LT.Z2.AND.






I F ( XB ( L , IMAX ) .GE . Z 1 . AND . XB ( L , IMAX ) . LT . Z 2 . AND .








WRITE (2, 102) IMAX, JMAX,WMAX
102 FORMAT(2X, 'DISTRIBUTIONS OF IMAGES IN THE MOST ',
*'











































































A .AND.W( J+2 ) .




.AND.W( J+2 ) .
*EQ.' ' )WW(I,J3)=' B
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Definition of the image recognition problem requires the




can be defined as a quantitatively characterized
object. Normally, more than one number (factor) is associated with
an image, hence, it can be represented by a vector
X(t)*{x1(t),x_(t),...,x.(t),...,x (t)}
j. l 1 n
or by a point in the n-dimensional factor space X with
coordinates x.(t), i=l,2,..,n.
Besides the quantitative factors, image can be characterized
qualitatively by the class to which it belongs.
"Class"
is defined
as a group of finite or infinite number of images which possess
one or more common properties. An image then can be defined as a
particular element of a certain class A:
X(t> A
If vector X(T) properly represents the image, i.e. if the
factor space is properly defined then the
"class"
concept
coincides with a certain domain in the factor space X.
Despite the fact that class is a qualitative characteristic of
an image, a quantitative relationship can be established between
the numerical characteristics of an image and its class. Often
this relationship describes the domain of the factor
space
associated with the class and can be obtained in the form of a
function defined in the factor space as follows:
F{A,X(t)>>0, if X(t)fiA
F<A,X(t)><0 otherwise
This function, FCA,X(t)>, is known as a
"recognition
rule"
because its value for a particular vector X(t) indicates if the
image represented by the vector belongs to the class
A.
The image recognition problem implies the
development of a
recognition rule based on available data representing known groups
of images of two different classes, A and
B. It is assumed that a
particular image belongs only to one of
these two classes. This




is completed the developed recognition
rule is used for the analysis of unknown images, i.e. for
determination of the class these images belong to. This part of
the problem is called "testing". As a result of the
"testing"
of a
particular image, X(t), the following
outcomes are possible:
- 57 -
1. X(t) A and F*A,X(t)>>0 - recognition
2. X(t) B and F-CA,X(t)><0 - recognition
3. X(t) A and F{A,X(t)}<0 - failure
4. X(t) B and F(A,X(t)}>0 - failure
If the
"testing"
results can be used for further improvement
of the recognition rule, the third part of the problem,
"self-
training", can be represented by a particular procedure, however,
in reality, the actual class of the images presented for testing
may or may not be known and this part is not necessarily included
in a recognition procedure.
Obviously, many alternative recognition rules can be developed
in a particular problem. These rules can be different in terms of
their complexity and reliability (X of failures of the testing
procedure). The following is the technique for development of a
recognition rule which reflects a practical compromise between the
complexity and reliability.
Notation:
XA(k)=-txai(k) , i=l ,2 , 3 , . . . ,n> and
XB(k) = -Cxb.(l) , j=l,2,3, . . . ,n are images of class A
and class B,
k,l are the discrete time indices and i,j are component
indices of these vectors,
PtXAJ and PtXB> are probabilities of appearance of images of
classes A and B during the testing procedure,
P{XA/AJ, P-CXB/B}, P*XA/B} and
P{XB/A> are probabilities of the




are gains due the correct result and loss





then the recognition criterion
can be expressed as a total





Wlo*s-P{XA>WabPA/B>+P<XB}WbaP{XB/A> ( * )
The following estimates reflecting the average distance
between an image of clas A and an image of class B are
suggested for probabilities of the correct result and failure of
the testing:
c n M N
, ,
POCA/A>= TT TJ Y\
<xa.(k)-xb.(l)>1/Z
<**)





M - number of images of class A,
N - number of images of class B,
c, g
- the proportionality coefficients.
Introduce an ij-th plane in the n-dimensional factor space X
represented by its i-th and j-th coordinates (i-th and j-th
factors of an image). Projections of the k-th image of the class A




and the average distance between these projections is
expressed as follows
D(i,j)= Zl 5"! Hxa.(k)-xb (1) }1/2-Hxa. (k)-xb (1)>1/2|
M N k=l 1-1
Analysis of the expressions (*) and (**) show that the total
gain of the recognition procedure is proportional to the
probabilities P<XA/A> and P{XB/B}, hence the cD(i,j) and gD(i,j)
values can be considered as
"contributions"
of the ij-th
combination of two factors in the recognition process. Obviously,
these contributions are not equal for different combinations and
the most contributive combinations of two factors can be
- 59 -
experimentally selected during the
"training"
process.
The folowing procedure and computer program were developed for
the selection of the most significant combinations of factors for
the recognition process.
When the most significant combinations are selected the
program prints out the distribution of the projections of the
images of class A and class B on each selected plane. This
distribution allows for the transparent interpretation of the
recognition problem and easy formulation of the
recognition rule
by specifying appropriate domains on the most significant
plane(s). Initially, the recognition rule is formulated only in
terms of the two most significant variables (factors) and if
necessary, the next significant combination of two
variables is
used to complement the expression.
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