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Povzetek
V tem delu podrobno predstavimo glavne ideje za trenutno najbolj popularnimi algoritmi za sprotno
ucˇenje odlocˇitvenih dreves in drugih modelov na spremenljivih podatkovnih tokovih.
Zacˇnemo z dokazom Hoeffdingove neenakosti in na podlagi le-te pridemo do splosˇne metode za
vertikalno skaliranje algoritmov strojnega ucˇenja za ucˇenje na podatkovnih tokovih. Uporabo te me-
tode ilustriramo na primeru inkrementalnega ucˇenja klasifikacijskih dreves na spremenljivih podat-
kovnih tokovih. Te ucˇne algoritme podrobneje opiˇsemo in dokazˇemo nekaj pripadajocˇih teoreticˇnih
zagotovil.
Algoritme za inkrementalno ucˇenje odlocˇitvenih dreves implementiramo in damo veliko sliko in
primer uporabe nasˇe implementacije.
Predstavimo metode za ocenjevanje uspesˇnosti ucˇenja in primerjavo algoritmov na spremenljivih
podatkovnih tokovih. Izvedemo eksperimente na realnem scenariju napovedovanja porabe elektricˇne
energije za zvezno drzˇavo New York, kjer ilustriramo uporabo implementacije in hkrati uporabo
metod za ocenjevanje uspesˇnosti ucˇenja in primerjavo algoritmov na spremenljivih podatkovnih
tokovih.
Originalen prispevek so preproste inkrementalne formule in algoritmi za racˇunanje entropije in
Gini indeksa na spremenljivih podatkovnih tokovih.
Kljucˇne besede: strojno ucˇenje, sprotno ucˇenje, odlocˇitvena drevesa, spremenljivi podatkovni
tokovi, Hoeffdingova neenakost, evalvacija algoritmov na podatkovnih tokovih
Abstract
This work is detailed presentation of the main ideas behind state-of-the-art algorithms for online
learning of decision trees and other models from time-changing data streams.
We begin by proving Hoeffding inequality, which we then use to derive a general method for
scaling up machine learning algorithms. We apply this method to scale up classical decision tree
learning algorithm, and prove theoretical guarantees for one of the learners.
We implement scaled up decision tree learners and, after giving a rough description of the imple-
mentation, illustrate usage on a simple, bootstrapped dataset.
We then turn to methods for assessing stream learning algorithm performance and comparing
two algorithms on a single data stream. We apply these methods when performing experiments on
a real-world electricity-demand scenario for New York state electricity data, demonstrating usage of
both our implementation and evaluation methods.
Original contribution are simple formulas and algorithms for computing entropy and Gini index
on time-changing data streams.
Keywords: online learning, machine learning, decision trees, time-changing data streams, Hoeffd-
ing inequality, stream learning algorithm evaluation
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1 Uvod
“Big Data does not need big machines. It needs big intelligence.”
—Paolo Boldi
Strojno ucˇenje je veja racˇunske znanosti, kjer se racˇunalnik ucˇi programov iz podatkov. Tukaj
se ukvarjamo z nadzorovanim ucˇenjem, kjer na podlagi ucˇne mnozˇice oznacˇenih primerov S :=
{(x1, y1), (x2, y2), . . . , (xn, yn)}, pri cˇemer je oznake yi generirala neznana funkcija f , iˇscˇemo funkcijo
h, ki cˇim bolje aproksimira resnicˇno funkcijo f . Pri tem je vsak vektor x ∈ A predstavljen z
vrednostmi n atributov, pri cˇemer A := A1 ×A2 × . . .×An za neprazne mnozˇice Ai 6= ∅ imenujemo
atributni prostor ; pripadajocˇa oznaka y ∈ C lezˇi v mnozˇici oznak C. Preslikavi h recˇemo hipoteza.
Ucˇenje je iskanje hipoteze h ∈ H v prostoru hipotez H, ki se bo “dobro obnesla” na novih primerih.
Natancˇnost hipoteze izracˇunamo na testni mnozˇici, ki je razlicˇna od ucˇne mnozˇice. Recˇemo, da
hipoteza dobro generalizira, cˇe pravilno napove oznake novih primerov. V grobem locˇimo naslednja
dva tipa ucˇnih problemov:
• kadar je mnozˇica C koncˇna, imamo klasifikacijski problem,
• kadar je C ⊆ R, so oznake numericˇne in recˇemo, da gre za regresijski problem1.
Preslikavo f , ki je ne poznamo, aproksimiramo s preslikavo h iz hipoteznega prostora
H := {h | h : A → C}
vseh modelov2. Recˇemo, da je ucˇni problem uresnicˇljiv, cˇe hipotezni prostor vsebuje pravo funkcijo
f ; vcˇasih ne vemo ali je nasˇ problem uresnicˇljiv, ker ne poznamo iskane funkcije. (Kadar je A = Rd
za d ∈ N in C = R, in se omejimo na linearne preslikave h : Rd+1 → R za h(x) = wTx + c, je
hipotezni prostor, v tem primeru koeficientov, enak H = Rd+1. Ta hipotezni prostor po definiciji
ne vsebuje polinomov viˇsjih stopenj, zato v tem primeru problem ucˇenja poljubnega polinoma viˇsje
stopnje ni uresnicˇljiv.)
Isˇcˇemo torej hipotezo, ki se najbolje prilega podatkom S:
h? = arg min
h∈H
P(h|S)
= arg min
h∈H
P(S|h)P(h),
pri cˇemer zadnja enakost sledi zaradi Bayesovega izreka.
Omenimo, da bi lahko definirali H kot razred vseh Turingovih strojev — vsako izracˇunljivo
funkcijo lahko predstavimo s Turingovim strojem. V splosˇnem tak problem ni izracˇunljiv; ne uposˇteva
zahtevnosti ucˇenja; in ne uposˇteva zahtevnosti racˇunanja naucˇene hipoteze, ki je v tem primeru
Turingov stroj. Ta ideja torej ni prakticˇna.
1Izpostavimo, da regresijski ucˇni problem formalno sprasˇuje po pogojni pricˇakovani vrednosti E[Y |X = x], saj je
verjetnost, da smo nasˇli natanko dan y ∈ C, enaka nicˇ.
2Formalno je H prostor vseh mozˇnih modelov. Pri ucˇenju odlocˇitvenih dreves je H prostor vseh odlocˇitvenih dreves,
ki jih lahko zgradimo iz danih atributov.
1
Namesto napake ponavadi minimiziramo funkcijo izgube L : C × C → R+0 , dano s predpisom
L(y, yˆ) :=
{
0, y = yˆ,
1, y 6= yˆ.
Naj bo P(X,Y ) apriorna verjetnostna porazdelitev primerov. Potem iˇscˇemo hipotezo h ∈ H, ki
minimizira pricˇakovano izgubo cˇez vse ucˇne primere S. Tako definiramo posplosˇeno izgubo kot
LG(h) :=
∑
(x,y)∈S
L(y, h(x))P(x, y),
in iˇscˇemo hipotezo h?, ki minimizira pricˇakovano posplosˇeno izgubo:
h? = arg min
h∈H
LG(h).
Ker ne poznamo P(x, y), lahko ucˇenec generalizacijsko izgubo le oceni z empiricˇno izgubo na mnozˇici
primerov E kot
LE(h) :=
1
|E|
∑
(x,y)∈E
L(y, h(x)),
kar pomeni, da je ocenjeno najboljˇsa hipoteza hˆ? tista, ki minimizira empiricˇno izgubo:
hˆ? = arg min
h∈H
LE(h).
Hipotezni prostor H je ponavadi ogromen, kar pokazˇemo z naslednjim primerom. Naj bo n ∈ N
naravno sˇtevilo, naj bo A := {0, 1}n nasˇ atributni prostor in naj bo C := {0, 1} mnozˇica oznak. Na-
dalje recimo, da se zˇelimo ucˇiti Boolove funkcije. Potem je hipotezni prostor mnozˇica vseh preslikav
f : A → C, zato — kot se lahko prepricˇamo s preprostim kombinatornim sklepom — velja
|H| = |C||A|
= 22
n
.
Za n = 7 binarnih atributov to pomeni 340 282 366 920 938 463 463 374 607 431 768 211 456 ≈ 1038
mozˇnih modelov, za n = 10 pa je |H| ≈ 10308, kar je veliko vecˇ kot ocenjeno sˇtevilo atomov v vidnem
vesolju.3 Iskanje optimalne hipoteze — kar v splosˇnem pomeni preiskovanje celotnega hipoteznega
prostora — je torej brezupno in ponavadi ucˇni algoritmi pozˇresˇno preiskujejo hipotezni prostor.
V tem delu se bomo ukvarjali z inkrementalnim ucˇenjem odlocˇitvenih dreves na spremenljivih
podatkovnih tokovih. Odlocˇitveno drevo klasificira primer tako, da ga sortira iz korena (vozliˇscˇe
brez starsˇev) v ustrezen list (vozliˇscˇe brez otrok). Vsako vozliˇscˇe (vozliˇscˇe z otroki) drevesa poda
primer otroku glede na vrednost dolocˇenega atributa za ta ucˇni primer. Posamezne veje iz vozliˇscˇa
ustrezajo vrednostim atributa na katerem vozliˇscˇe testira. Primer klasificiramo tako, da (i) zacˇnemo
v korenu odlocˇitvenega drevesa, (ii) testiramo ustrezen atribut in se pomaknemo po veji, ki ustreza
vrednosti tega atributa; (iii) cˇe trenutno vozliˇscˇe ni list, ponovimo (i) na poddrevesu, ki ga vpenja
trenutno vozliˇscˇe, sicer pa napovemo oznako, ki se v tem listu najvecˇkrat pojavi. (Odlocˇitveno drevo
lahko predstavimo kot mnozˇico odlocˇitvenih pravil: vsako pot od korena do lista predstavimo kot
konjunkcijo testov in napovemo oznako, ki se v tem listu najvecˇkrat pojavi.)
Slika 1.1 prikazuje primer (patriarhalnega) klasifikacijskega drevesa, ki glede na spol locˇi voznike
v dobre in slabe. Cˇe bi se to drevo res naucˇili iz podatkov, bi ga interpretirali kot: mosˇki so dobri
vozniki, zˇenske pa ne. Interpretabilnost in razumljivost sta veliki prednosti odlocˇitvenih dreves pred
ostalimi vrstami modelov. Drevo vedno uporabi najpomembnejˇsi atribut v korenu — to se lepo vidi
iz drevesa, ki napoveduje kdo je prezˇivel na Titanicu.
V splosˇnem locˇimo dva tipa odlocˇitvenih dreves:
• klasifikacijska drevesa, ki napovedujejo diskretno oznako,
3Ocenjeno sˇtevilo atomov v vidnem vesolju lezˇi med 1078 in 1082.
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Slika 1.1: Primer preprostega klasifikacijskega drevesa.
• regresijska drevesa, ki napovedujejo realno sˇtevilo.
Odlocˇitvena drevesa iz prejˇsnjega odstavka so torej klasifikacijska. Izpostavimo, da uporabljajo le
diskretne atribute — ti imajo koncˇno zalogo vrednosti (npr. oseba je lahko mosˇkega ali zˇenskega
spola; torej je spol primer diskretnega atributa). Druga vrsta so numericˇni atributi — ti zavzamejo
poljubno realno sˇtevilo in jih je med ucˇenjem potrebno diskretizirati. Odlocˇitvena drevesa na nu-
mericˇnem atributu A najpogosteje testirajo A < x in A ≥ x za nek x ∈ R; torej je opis iz prejˇsnjega
odstavka sˇe vedno veljaven, cˇe se delamo, da je A binaren atribut in preslikamo realna sˇtevila manjˇsa
od x v prvo vrednost in vsa ostala realna sˇtevila v drugo vrednost.
Zaenkrat nismo povedali kako se odlocˇitveno drevo naucˇimo, ampak le, kako ga uporabljamo za
napovedovanje. S problemom ucˇenja se ukvarjamo v preostalem delu naloge.
Vecˇ podrobnosti najdemo v [Russell and Norvig, 2012], ucˇbeniku [Kononenko and Robnik-Sˇikonja,
2010] in odlicˇnem cˇlanku [Domingos, 2012]. Dobra referenca je tudi [Mitchell, 1997].
1.1 Motivacija
Rekli smo, da se v strojnem ucˇenju racˇunalnik ucˇi programov iz podatkov. Glede na to, da programe
piˇsemo ljudje, ni jasno, zakaj potrebujemo strojno ucˇenje. Zanimivo je, da verjetno nihcˇe ne zna
rocˇno napisati algoritma, ki bi na sliki prepoznal cˇlovesˇki obraz — ta problem danes resˇujemo
skoraj izkljucˇno z algoritmi strojnega ucˇenja4. Nekateri ostali primeri uspesˇne uporabe strojnega
ucˇenja so napovedovanje ocene filma, ocenjevanje pomembnosti spletne strani glede na iskalni niz in
uporabnikovo zgodovino, napovedovanje prijateljstev na socialnih omrezˇjih, prepoznavanje izrazov
na obrazu in zaznavanje vdorov v eposˇtni racˇun.
V prejˇsnjih dveh desetletjih so se v strojnem ucˇenju ukvarjali predvsem s paketnim ucˇenjem na
relativno majhnih podatkih, kjer so vsi podatki na voljo vnaprej in jih lahko spravimo v delovni
pomnilnik. Paketni ucˇenci med gradnjo napovednega modela tipicˇno vecˇkrat procesirajo podatke.
Razlog za to je predpostavka, da so primeri generirani nakljucˇno po neki stacionarni porazdelitvi.
Lep primer je algoritem TDIT [Quinlan, 1993] za ucˇenje odlocˇitvenih dreves. V nekaterih domenah,
kot je medicinska diagnostika, je podatkov velikokrat premalo — tako ni redko, da se napovedne
modele za raka na dojki gradi na 80 ucˇnih primerih.
Vstopamo v obdobje “Big Data”. Izraz pomeni eksplozijo dosegljivih podatkov, ki jih ne mo-
remo obdelati z obstojecˇo infrastrukturo in algoritmi (glej sliko 1.2). Od leta 2012 naprej naj bi vsak
dan generirali okoli 2.5 · 1018 bajtov podatkov [Bifet, 2013],5 ki jih zaradi omenjenih omejitev slabo
4Primer je hiter in ucˇinkovit Viola-Jones algoritem [Viola and Jones, 2001, Jones and Viola, 2001], ki se med drugim
uporablja v digitalnih kamerah.
5To med drugim pomeni, da vsako sekundo v povprecˇju generiramo okoli 29TB podatkov!
3
Slika 1.2: Karakterizacija Big Data: Volume, Velocity, Variety [Grobelnik, 2013].
izkoriˇscˇamo. V nekaterih domenah vir, ki generira podatke, ni stacionaren, primeri pa prihajajo
hitro in zvezno in za prakticˇne namene neomejeno — primer so iskalni zahtevki na Google (pov-
precˇno 5 134 000 000 zahtevkov na dan v 2012),6 zahtevki na Twitterju (aprila 2010 okoli 106 000 000
uporabnikov, 3 000 000 000 API zahtevkov dnevno, in 600 000 000 iskalnih zahtevkov na dan [Bifet,
2013]) in Facebooku (3M sporocˇil na 20 minut),7 cˇlanki, komentarji in kliki na novicˇarskih portalih
kot sta Bloomberg (200 klikov na sekundo) in NY Times (50GB logov, 6M unikatnih uporabnikov,
50M klikov na dan),8 in meritve v senzorskih omrezˇjih, kjer se podatki izgubijo, cˇe jih ne obdelamo
takoj. Take podatke najlazˇje modeliramo kot podatkovne tokove.
V domenah iz prejˇsnjega odstavka klasicˇni pristopi strojnega ucˇenja odpovejo, kar nas motivira
k iskanju novih pristopov. V tem delu se bomo ukvarjali z algoritmi, ki procesirajo vsak primer
posebej in sproti gradijo ter po potrebi spreminjajo odlocˇitveno drevo. Pri tem lahko trenutni model
kadarkoli uporabimo.
1.2 Organizacija dokumenta
Delo je razdeljeno na tri dele — teoreticˇne osnove, implementacija, in dodatki — ki so opisani v
sledecˇih podrazdelkih. Naslednje poglavje je opis osnovnih konceptov in pregled dela.
1.2.1 Teoreticˇne osnove
Zacˇnemo z dokazom Hoeffdingove neenakosti in njeno uporabo za ucˇenje na podatkovnih tokovih
(poglavje 3). Nadaljujemo z opisom splosˇne metode za ucˇenje na podatkovnih tokovih (poglavje 4)
in dvema razlicˇicama algoritmov za ucˇenje odlocˇitvenih dreves. Zatem predstavimo inkrementalne
formule in algoritme za racˇunanje entropije in Gini indeksa na spremenljivih podatkovnih tokovih
(poglavje 5).
6Vir: http://www.statisticbrain.com/google-searches/.
7Vir: http://www.statisticbrain.com/facebook-statistics/.
8Na projektu XLike (http://xlike.org/) analizirajo tok z nekaj 10 cˇlanki na sekundo [Grobelnik, 2013].
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1.2.2 Implementacija
V tem delu naprej podamo veliko sliko implementacije (poglavje 6) in podrobneje opiˇsemo diskreti-
zacijo numericˇnih atributov. Zatem navedemo primer uporabe (poglavje 7) na preprostih podatkih
in demonstriramo glavne funkcionalnosti: (i) pisanje konfiguracije, (ii) priprava podatkov v pravem
formatu, in (iii) uporaba implementacije v C++ in Javascript. Nadaljujemo s hitrim pregledom me-
tod za ocenjevanje uspesˇnosti ucˇenja in primerjanje algoritmov na podatkovnih tokovih (poglavje 8).
Le-te uporabimo za izvedbo eksperimentov (poglavje 9) na podatkih o porabi energije v zvezni drzˇavi
New York, ki jih od leta 2001 dnevno objavlja neodvisni sistemski operater distribucijskega omrezˇja
elektricˇne energije.
1.2.3 Dodatki
Najprej navedemo pregled obstojecˇih implementacij za ucˇenje na podatkovnih tokovih (dodatek A).
Zakljucˇimo s seznamom uporabljenih podatkov in podrobnejˇsim opisom podatkov za realen scenarij
(dodatek B).
1.3 Originalni prispevki
Poglavje 5 je v celoti plod lastnih razmiˇsljanj. Dokazˇemo preproste inkrementalne formule za
informacijsko-teoreticˇno entropijo, ki so v nasˇem kontekstu uporabne za inkrementalno racˇunanje
informacijskega dobitka pri inkrementalnem ucˇenju odlocˇitvenih dreves in pravil. Na podlagi teh
formul navedemo inkrementalne algoritme za racˇunanje entropije na spremenljivih podatkovnih to-
kovih. Prilagajanje potencialnim spremembam dosezˇemo z uporabo faktorjev pozabljanja in drsecˇih
oken. Podobno dokazˇemo preproste inkrementalne formule za racˇunanje Gini indeksa, ki so uporabne
za ocenjevanje atributov pri inkrementalnem ucˇenju klasifikacijskih dreves in pravil. Na podlagi teh
formul navedemo inkrementalne algoritme za racˇunanje Gini indeksa na spremenljivih podatkovnih
tokovih. Tudi ti algoritmi uporabljajo drsecˇa okna in faktorje pozabljanja.
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2 Osnovne definicije in pregled dela
V tem poglavju navedemo glavne razlike med paketnim ucˇenjem in ucˇenjem na podatkovnih tokovih.
Drugi razdelek je pregled relevantnega dela.
2.1 Osnovne definicije in koncepti
Ucˇenje na podatkovnih tokovih je poseben primer sprotnega ucˇenja (angl. online learning). Glavna
razlika v primerjavi s paketnim ucˇenjem je v tem, da pri ucˇenju na podatkovnih tokovih v model
vkljucˇimo nove informacije z majhnimi spremembami modela, brez da bi se model na novo naucˇili.
Medtem ko je paketno ucˇenje koncˇen proces, ki se zacˇne z zbiranjem podatkov in koncˇa z modelom,
ki se v blizˇnji prihodnosti ne bo spreminjal, je sprotno ucˇenje nekoncˇen proces, ki se zacˇne s prihodom
ucˇnih primerov in traja dokler imamo na voljo podatke za ucˇenje. Sprotno ucˇenje je torej proces, ki
zdruzˇuje faze zbiranja podatkov, ucˇenja, in napovedovanja v zvezen cikel (slika 2.1).
(3) Model
(1) Podatki
NapovediTestni primeri
Učni primeri
(2) Učenje
Slika 2.1: Zvezen cikel ucˇenja na podatkovnih tokovih [Bifet et al., 2009].
Za podatkovne tokove so zahteve drugacˇne kot pri klasicˇnem okolju [Bifet et al., 2009]:
1. procesiraj po en ucˇni primer naenkrat in vsak ucˇni primer poglej najvecˇ enkrat,
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2. uporabljaj omejeno kolicˇino delovnega pomnilnika,
3. delaj v omejenem cˇasu,
4. bodi pripravljen, da lahko zacˇnesˇ kadarkoli napovedovati.
Na sliki 2.1 algoritem dobi naslednji ucˇni primer (zahteva 1), ga procesira, in posodobi interne
podatkovne strukture s cˇim manjˇso porabo delovnega pomnilnika (zahteva 2) in cˇim hitreje (zahteva
3); zatem je pripravljen na naslednji primer in na napovedovanje (zahteva 4).
Glavne razlike med klasicˇnimi podatkovnimi zbirkami in podatkovnimi tokovi lahko povzamemo
v naslednjih tocˇkah:
• zapisi na podatkovnih tokovih prihajajo sproti,
• pri podatkovnih tokovih nimamo nadzora nad vrstnim redom in hitrostjo prihajanja zapisov v
podatkovnem toku,
• podatkovni tokovi so za vse prakticˇne namene neomejeni,
• kadar procesiramo zapis podatkovnega toka, ga ali zavrzˇemo ali arhiviramo — delovni spomin je
zanemarljivo majhen v primerjavi z velikostjo podatkovnega toka, zato do arhiviranega zapisa
nimamo poceni dostopa.
Tabeli 2.1 in 2.2 prikazujeta glavne razlike med paketnim in sprotnim ucˇenjem in med podatkov-
nimi bazami in podatkovnimi tokovi.
Paketno ucˇenje Ucˇenje na podatkovnih tokovih
Velikost podatkov Koncˇna mnozˇica podatkov Zvezen tok podatkov
Porazdelitev podatkov Neodvisna, enakomerna Odvisna, neenakomerna
Spremenljivost podatkov Nespremenljivi Spremenljivi
Gradnja modela Paketna Inkrementalna
Stabilnost modela Staticˇen model Spremenljiv model
Vrstni red primerov Neodvisen od podatkov Odvisen (nimamo nadzora)
Tabela 2.1: Razlike med paketnim ucˇenjem in ucˇenjem na podatkovnih tokovih [Gama et al., 2013].
Podatkovne baze Podatkovni tokovi
Dostop Nakljucˇni Zaporedni
Sˇtevilo prehodov Vecˇ prehodov En prehod
Cˇas procesiranja Neomejen Omejen
Pomnilnik Neomejen Fiksen
Rezultat Natancˇen Priblizˇen
Porazdeljeni podatki Ne Da
Tabela 2.2: Glavne razlike med klasicˇnimi podatkovnimi bazami in podatkovnimi tokovi [Gama,
2012].
Da algoritem lahko procesira hitre in neomejene podatkovne tokove, potrebuje naslednje lastno-
sti [Hulten et al., 2001, Ikonomovska, 2012]:
• model naj se naucˇi z enim sprehodom cˇez podatke,
• naj ima majhen, potencialno konstanten, cˇas za procesiranje posameznih primerov,
• naj uporablja fiksno kolicˇino glavnega pomnilnika, neodvisno od velikosti podatkovnega toka,
• naj sproti inkorporira novo informacijo v obstojecˇ model,
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• naj se prilagaja spremembam v podatkih.
Za vecˇ glej [Ikonomovska, 2012] in [Gama, 2012, Gama et al., 2013]. Naslednji razdelek je (zelo
nepopoln) pregled obstojecˇega dela na temo ucˇenja na podatkovnih tokovih, kjer navedemo mnozˇico
prakticˇno uspesˇnih algoritmov, ki izpolnjujejo pogoje iz prejˇsnjih odstavkov.
2.2 Pregled dela
Prvi rezultati s podrocˇja sprotnega ucˇenja segajo v drugo polovico prejˇsnjega stoletja, ko je [Rosen-
blatt, 1958] predstavil Perceptron. Tukaj ignoriramo vecˇino teoreticˇnega dela in navedemo prakticˇno
uspesˇne pristope za ucˇenje na podatkovnih tokovih.
2.2.1 Odlocˇitvena drevesa
Prvi zares uspesˇen algoritem za inkrementalno ucˇenje odlocˇitvenih dreves sta predstavila [Domingos
and Hulten, 2000], kjer je glavna ideja v uporabi Hoeffdingove neenakosti pri iskanju atributa za
razcep lista; algoritem, imenovan VFDT, je sicer inkrementalna varianta klasicˇnega ID3 algoritma.
Algoritem VFDT so [Hulten et al., 2001] razsˇirili tako, da se prilagaja spremembam v podatkih
— v grobem gre za VFDT algoritem z drsecˇim oknom fiksne velikosti, kjer spremenimo zadostne
statistike za izracˇun ocen atributov vsem vozliˇscˇem, kadar v okno pride nov primer in kadar iz okna
pade najstarejˇsi primer. Ta algoritem se imenuje CVFDT.
Sledila je eksplozija cˇlankov, v katerih so avtorji predstavili mnogo razlicˇic algoritmov VFDT
in CVFDT. Omenimo [Jin and Agrawal, 2003], ki namesto Hoeffdingovega predstavita t.i. normalni
test, ki izkoriˇscˇa mere necˇistocˇe. Originalno VFDT v listih uporablja vecˇinski klasifikator in ne
podpira numericˇnih atributov; to so resˇili [Gama et al., 2003] z varianto VFDTc, ki uporablja
Naivni Bayesov klasifikator v listih in potratno diskretizacijo numericˇnih atributov.
Bifet in sod. [Bifet et al., 2009, 2010a, 2012] so objavili prve metode za ucˇenje ansamblov in za
vecˇznacˇno klasifikacijo [Read et al., 2011, 2012]. Veliko vecˇino teh pristopov so implementirali v
odprtokodnem Javanskem paketu MOA [Bifet et al., 2010b].
Koncˇno sta [Ikonomovska and Gama, 2008] predstavila algoritem FIMT za inkrementalno ucˇenje
regresijskih dreves, ki so ga [Ikonomovska et al., 2009, 2011, Ikonomovska, 2012] razsˇirili za prilagaja-
nje spremembam v podatkih (FIRT-DD in FIMT-DD) in za vecˇciljno napovedovanje (FIMT-MT).
Obstajajo tudi vzporedni algoritmi za ucˇenje dreves na podatkovnih tokovih [Ben-Haim and
Tom-Tov, 2010].
Glej [Bifet et al., 2011] za podrobnejˇsi opis delovanja nekaterih omenjenih pristopov in za nadaljnje
reference.
2.2.2 Razvrsˇcˇanje
Pri problemu razvrsˇcˇanja moramo podobne objekte grupirati v enake grucˇe, razlicˇne objekte pa v
razlicˇne grucˇe, tako da so razlike med objekti znotraj grucˇ majhne, razlike med objekti iz razlicˇnih
grucˇ pa velike. Problem razvrsˇcˇanja na podatkovnih tokovih sprasˇuje po konsistentno dobrem
grucˇenju primerov, ki jih je ucˇenec videli do sedaj; pri tem zˇelimo, da ucˇenec hitro procesira nove
primere in porabi cˇim manj delovnega pomnilnika [Gama, 2012].
Algoritem BIRCH [Zhang et al., 1996] je [Novak, 2009, 2008] razsˇiril in uporabil na tekstovnih
podatkih; varianto BIRCHa so predstavili tudi [Aggarwal et al., 2003]. Inkrementalno varianto
k-means, imenovano VFKM, sta predstavila [Domingos and Hulten, 2001a]; razlicˇico prilagojeno
tekstovnim podatkom implementira tudi [Brank, 2013].
2.2.3 Ostalo
Domingos in Hulten sta idejo iz podrazdelka 2.2.1 posplosˇila [Domingos and Hulten, 2001a,b, 2003]
in jo uporabila za inkrementalne variante k-means razvrsˇcˇanja (VFKM), Bayesovih mrezˇ (VFBN)
in EM algoritma (VFEM). Izdala sta tudi odprtokodni Cjevski paket VFML [Hulten and Domingos,
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2003]. Svoje delo glede ucˇenja na podatkovnih tokovih sta povzela v neobjavljenem cˇlanku [Hulten
et al., 2005].
Pred kratkim so [Gama and Kosina, 2011, Kosina and Gama, 2012b,a, Almeida et al., 2013]
predstavili algoritme za ucˇenje odlocˇitvenih pravil na spremenljivih podatkovnih tokovih, kjer za
razsˇirjanje pravil uporabljajo Hoeffdingovo neenakost — kot Domingos in Hulten za drevesa —
in svoj algoritem imenujejo VFDR. (Izpostavimo, da so inkrementalno ucˇenje odlocˇitvenih pravil
predstavili zˇe [Schlimmer and Granger, 1986].)
Ocenjevanje uspesˇnosti ucˇenja in primerjava algoritmov na podatkovnih tokovih zahteva nove pri-
stope. V grobem locˇimo oceno napake z izlocˇanjem testnih primerov (angl. holdout error estimation)
in oceno pricˇakovane napake (angl. prequential error estimation), za primerjavo dveh algoritmov na
toku pa ponavadi uporabljamo Q-statistiko [Gama et al., 2009, 2013].
Omenimo sˇe nalogi [Kesˇpret, 2012] in [Demsˇar, 2012], ki se dotikata podatkovnih tokov.
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Del I
Teoreticˇne osnove
10
3 Verjetnostne neenakosti
V tem poglavju povzamemo dokaz Hoeffdingove neenakosti,1 ki v cˇasu tega pisanja predstavlja
osnovo za (nekatere) najbolj uspesˇne algoritme za ucˇenje na podatkovnih tokovih.
Na podlagi Hoeffdingove neenakosti povzamemo izpeljavo Hoeffdingovega testa in ilustriramo
njegovo uporabo na primeru ucˇenja pricˇakovanja omejene nakljucˇne spremenljivke. Za popolnost
izpeljemo sˇe t.i. normalni test — edini alternativen test pri ucˇenju odlocˇitvenih dreves, ki pa se v
praksi ne uporablja.
Zakljucˇimo z enostavno primerjavo testov — oba sta neodvisna od porazdelitve, toda Hoeffdingov
test je bolj splosˇen in zato bolj konzervativen od normalnega testa. (Pod “konzervativen” je miˇsljena
velikost vzorca, potrebna, da dosezˇemo dano stopnjo zaupanja.)
Pri dokazu Hoeffdingove neenakosti sledimo originalnemu cˇlanku [Hoeffding, 1963] z rahlo spreme-
njeno notacijo. (Razumljiv dokaz Hoeffdingove neenakosti najdemo tudi v [Green, 2013] in [Knuth,
2011].)
3.1 Hoeffdingova neenakost
V tem razdelku povzamemo izpeljavo Hoeffdingove neenakosti (angl. Hoeffding bound), vcˇasih znane
kot aditivna neenakost Chernoffa (angl. additive Chernoff bound). Je neodvisna od porazdelitve in
nam v grobem da zgornjo mejo za verjetnost, da vsota n nedovisnih omejenih nakljucˇnih spremenljivk
odstopa od svojega pricˇakovanja za dolocˇeno vrednost n za  > 0. Je poseben primer Azuma-
Hoeffdingove neenakosti in poseben primer McDiarmidove neenakosti [Motwani and Raghavan, 1995].
Te neenakosti so manifestacije fenomena koncentracije mere (angl. concentration of measure phe-
nomenon). Recimo, da imamo n omejenih nakljucˇnih spremenljivk Xi = O(1), ki so med sabo dovolj
sˇibko korelirane. Naj bo S := X1 + X2 + . . . + Xn vsota teh nakljucˇnih spremenljivk. Potem trivi-
alno velja S = O(n). Fenomen koncentracije mere pravi, da se vsota nakljucˇnih spremenljivk ostro
koncentrira v veliko ozˇjem intervalu, tipicˇno S = O(
√
n). Ta fenomen je vrednoten z neenakostmi
visokih deviacij, ki dajo zgornje meje — tipicˇno eksponentne narave — za verjetnost, da taka skom-
binirana nakljucˇna spremenljivka znacˇilno odstopa od svojega pricˇakovanja. Fenomen velja tudi za
splosˇne nelinearne funkcije F (X1, X2, . . . , Xn) teh nakljucˇnih spremenljivk, cˇe je F dovolj regularna.
Intuicija je, da dovolj sˇibko korelirane nakljucˇne spremenljivke tezˇko “delujejo skupaj” in se “tepejo”
med sabo, zato ne morejo potegniti vsote, ali bolj splosˇne kombinacije F (X1, X2, . . . , Xn), predalecˇ
od pricˇakovanja. Tukaj je neodvisnost kljucˇna: rezultati koncentracije mere ponavadi odpovejo, cˇe
so Xi prevecˇ korelirane. Torej se verjetnost, da smo vsaj λ standardnih odklonov od pricˇakovanja
manjˇsa kot C exp(−cλ2) za c, C > 0. Bolj tocˇno, odstopamo O(log1/2 n) standardnih odklonov od
pricˇakovanja z veliko verjetnostjo in O(log1/2+ n) standardnih odklonov od pricˇakovanja s “posˇastno
veliko” verjetnostjo [Tao, 2011].
Glavna ideja dokaza Hoeffdingove neenakosti je naslednja. Verjetnost P(S − E[S] ≥ n) je enaka
pricˇakovani vrednosti indikatorske funkcije I[S−E[S] ≥ n], ta pa je od zgoraj omejena z exp(c(S−
E[S]− n)) za vsak c > 0. Torej je dovolj, da omejimo E[exp(c(S − E[S]− n))].
1Neenakost je leta 1963 dokazal Wassily Hoeffding (1914–1991), ameriˇski statistik finskega rodu, ki je med drugim
eden od zacˇetnikov U -statistike [Fisher and Van Zwet, 2008].
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Izrek 1 ([Hoeffding, 1963]). Naj bo S := X1 +X2 + . . .+Xn vsota neodvisnih omejenih nakljucˇnih
spremenljivk ai ≤ Xi ≤ bi in naj bo  > 0 poljubno realno sˇtevilo. Potem velja
P(S − E[S] ≥ n) ≤ exp
(
−2n22
/ n∑
i=1
(bi − ai)2
)
. (3.1)
Dokaz. Naj bo c > 0 parameter, ki ga bomo izbrali kasneje. Za lazˇje sledenje argumentu naj bo
ci := c · (bi − ai) in naj bo pi := (µi − ai)/(bi − ai), pri cˇemer je µi := E[Xi]. Opazimo, da velja
P(S − E[S] ≥ n) = E[I[S − E[S] ≥ n]] ≤ E[exp (c(S − E[S]− n)].
Zaradi neodvisnosti nakljucˇnih spremenljivk Xi velja velja
E[exp (c · (S − E[S]− n))] = exp (−cn)
n∏
i=1
E[exp (c · (Xi − µi))].
Po lemi 1 imamo
E [exp(c(Xi − µi))] ≤ exp(−cµi)bi − µi
bi − ai exp(cai) + exp(−cµi)
µi − ai
bi − ai exp(cbi)
= exp(Li(c)),
pri cˇemer postavimo Li(c) := −cipi + log(1− pi + pi exp(ci)).
Ker hocˇemo cˇim boljˇso mejo, resˇujemo L′i(c) = 0. Prva dva odvoda sta
L′i(c) = −pi +
pi exp(ci)
1− pi + pi exp(ci)
= −pi + pi
(1− pi) exp(−ci) + pi
in
L′′i (c) =
pi(1− pi) exp(−ci)(
(1− pi) exp(−ci) + pi
)2 .
Resˇitev L′i(c) = 0 je ocˇitno ci = 0. Drugi odvod bo imel najvecˇjo vrednost pri ci = 0; dobljeni izraz
pi(1− pi) pa bo najvecˇji pri pi = 1/2. Zato velja ocena L′′i (c) ≤ 1/4.
Taylorjeva vrsta funkcije L v okolici tocˇke x0 je
L(x0) =
∑
n≥0
L(n)(x0)
n!
(ci − x0)n ,
od koder ob uporabi L′′i (c) ≤ 1/4 sklepamo na
Li(c) ≤ Li(0) + L′i(0)ci + c2i /8.
Iz prejˇsnjih neenakosti sledi
P(S − E[S] ≥ n) ≤ exp
(
1
8
c2
n∑
i=1
(
bi − ai
)2 − cn).
Funkcija v eksponentu ima minimum, kadar velja
∂
∂c
(
1
8
c2
n∑
i=1
(
bi − ai
)2 − cn) = 0,
kar se zgodi pri
c = 4n
/ n∑
i=1
(
bi − ai
)2
,
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od koder z nekaj racˇunanja sledi
P(S − E[S] ≥ n) ≤ exp
(
− 2n22
/ n∑
i=1
(
bi − ai
)2)
,
kar vzpostavi neenakost.
Lema 1 ([Hoeffding, 1963]). Naj bo X nakljucˇna spremenljivka z zalogo a ≤ X ≤ b in naj bo c ∈ R
poljubno realno sˇtevilo. Tedaj velja
E [exp(cX)] ≤ b− E[X]
b− a exp(ca) +
E[X]− a
b− a exp(cb).
Dokaz. Naj bo a ≤ X ≤ b nakljucˇna spremenljivka. Ker je funkcija exp(X) konveksna, jo navzgor
omejuje premica od X = a do X = b in za vsak c ∈ R velja
exp(cX) ≤ b−X
b− a exp(ca) +
X − a
b− a exp(cb).
Lema sledi, cˇe vzamemo pricˇakovanje obeh strani.
Posledica 1. Naj bo S := X1 + X2 + . . . + Xn vsota neodvisnih omejenih nakljucˇnih spremenljivk
a ≤ Xi ≤ b in naj bo  > 0 poljubno realno sˇtevilo. Potem velja
P(S − E[S] ≥ n) ≤ exp (−2n2/R2) , (3.2)
pri cˇemer je R = b− a.
Posledica 2. Naj bo S := X1 + X2 + . . . + Xn vsota neodvisnih omejenih nakljucˇnih spremenljivk
ai ≤ Xi ≤ bi in naj bo  > 0 poljubno realno sˇtevilo. Potem velja
P(|S − E[S]| ≥ n) ≤ 2 exp
(
−2n22
/ n∑
i=1
(bi − ai)2
)
. (3.3)
Posledica 3. Naj bo S := X1 + X2 + . . . + Xn vsota neodvisnih omejenih nakljucˇnih spremenljivk
a ≤ Xi ≤ b in naj bo  > 0 poljubno realno sˇtevilo. Potem velja
P(|S − E[S]| ≥ n) ≤ 2 exp (−2n2/R2) , (3.4)
pri cˇemer je R = b− a.
(Geer navaja Hoeffdingovo neenakost za odvisne nakljucˇne spremenljivke [Geer, 2002].)
3.2 Hoeffdingov test
Domingos in Hulten [Domingos and Hulten, 2000] izpeljeta test — recimo mu Hoeffdingov test —
na podlagi Hoeffdingove neenakosti.
Recimo, da smo naredili n meritev X1, X2, . . . , Xn omejene nakljucˇne spremenljivke a ≤ X ≤ b
in ocenili vzorcˇno povprecˇje µ := (X1 + X2 + . . . + Xn)/n. Naj bo fiksno realno sˇtevilo δ ∈ (0, 1)
zˇelena zgornja meja za verjetnost za napako. Po Hoeffdingovi neenakosti je exp(2n2/R2) zgornja
meja za verjetnost, da je µ manjˇse od E[X]− n. Torej verjetnost za napako ne sme biti vecˇja od δ.
Zato resˇujemo
exp
(−2n2/R2) ≤ δ ⇐⇒ −2n2/R2 ≤ log δ
⇐⇒  ≥
√
R2 log(1/δ)
2n
. (3.5)
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Potem je z verjetnostjo vsaj 1− δ resnicˇno pricˇakovanje vsaj µ− .
Pri ucˇenju na podatkovnem toku zˇelimo z dolocˇeno verjetnostjo — stopnjo zaupanja — izbrati
najboljˇsi atribut pri dani hevristiki. Na sˇtevilo ucˇnih primerov lahko gledamo kot na velikost vzorca,
na G(A) pa kot na vzorcˇno oceno. Ker zˇelimo “cˇim prej” dolocˇiti najboljˇsi atribut, v enacˇbi (3.5)
vzamemo najmanjˇsi tak parameter:
 =
√
R2 log(1/δ)
2n
. (3.6)
Naj bosta A1 in A2 atributa z najvecˇjima hevristicˇnima ocenama G(A1) in G(A2) iz vzorca, in naj
bo  izracˇunan po enacˇbi (3.6). Potem je A1 resnicˇno najboljˇsi atribut z verjetnostjo vsaj 1− δ, cˇe
velja G(A1)−G(A2) > . (Takrat je razlika vecˇja od nicˇ, ker je G(A1) ≥ G(A1)− .)
3.3 Normalni test
Jin in Agrawal [Jin and Agrawal, 2003] predlagata manj konzervativen test, ki izkoriˇscˇa lastnosti
mer necˇistocˇe. Naj bo δ ∈ (0, 1) zgornja meja za verjetnost za napako in naj bo α := 1− δ stopnja
zaupanja.
Izrek 2 (Multivariatna delta metoda). Naj bo µ := E[Yn] in naj bo Yn = (Yn1, Yn2, . . . , Ynk) zaporedje
nakljucˇnih vektorjev, da je
√
n(Yn − µ)  N (0,Σ), pri cˇemer je Σ kovariancˇna matrika. Naj bo
g : Rk → R in naj bo
∇g(y) =
∂g(y)/∂y1...
∂g(y)/∂yk
 .
Nadalje naj bo ∇µ vrednost ∇g(y) pri y = µ in recimo, da so elementi ∇µ nenicˇelni. Potem velja
√
n(g(Yn)− g(µ)) N
(
0,∇TµΣ∇µ
)
. (3.7)
Za vecˇ o multivariatni delta metodi glej [Wasserman, 2006, razdelek 6.5].
Preden navedemo trditev 1 izpostavimo, da je G(A) funkcija c+ dc spremenljivk za d-vrednostni
atribut, pri cˇemer je c sˇtevilo razredov pri klasifikaciji.
Trditev 1 ([Jin and Agrawal, 2003]). Naj bo n velikost vzorca in naj bo G(A) = H(E)−∑di=1 piH(Ei)
informacijski dobitek d-vrednostnega atributa A. Potem velja
G(A) N (G(A), τ2A/n) , (3.8)
pri cˇemer, cˇe definiramo I kot indeksno mnozˇico spremenljivk funkcije G, je
τ2A =
∑
i∈I
(
∂G
∂pi
)2
pi(1− pi).
Dokaz. Gre za direktno posledico izreka 2 ob uposˇtevanju, da so parcialni odvodi G zvezni.
Naj bosta A1 in A2 atributa in naj bosta G(A1) in G(A2) njuni vzorcˇni oceni. Ker sta to neodvisni
nakljucˇni spremenljivki, velja
Cov
(
G(Ai), G(Aj)
)
=
{
0, i 6= j,
V[Xi], i = j,
zato je
G(A1)−G(A2) N
(
G(A1)−G(A2), (τ21 + τ22 )/n
)
,
saj je kovariancˇna matrika Σij = 0 za i 6= j.
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Trditev 2 ([Jin and Agrawal, 2003]). Naj bo A1 in A2 razlicˇna atributa in naj bo
 =
zα√
n
√
τ21 + τ
2
2 , (3.9)
pri cˇemer zα oznacˇuje (1−α)-ti percentil standardne normalne porazdelitve2. Cˇe je G(A1)−G(A2) ≥
, potem z verjetnostjo vsaj α velja G(A1) ≥ G(A2). Podobno, cˇe je G(A1)−G(A2) ≤ −, potem z
verjetnostjo vsaj α velja G(A2) ≥ G(A1).
3.4 Primerjava testov
Hoeffdingov test je bolj splosˇen kot normalni test, ki izkoriˇscˇa lastnosti informacijskega dobitka in
Gini indeksa. Kaksˇna je velikost vzorca pri fiksnih parametrih za normalni test in za Hoeffdingov
test? Iz (3.6) izrazimo
n1 =
⌈
R2 log(1/δ)
22
⌉
(3.10)
in podobno iz (3.9) izrazimo
n2 =
z2α
2
√
τ21 + τ
2
2 .
Hitro vidimo, da velja n2 ≤ n1, torej je Hoeffdingov test res bolj konzervativen od Normalnega.
Obnasˇanje funkcije (3.6) prikazuje slika 3.1.
2Naj bo Z ∼ N (0, 1) standardno normalno porazdeljena in naj bo α ∈ (0, 1). Potem definiramo zα kot sˇtevilo,
za katerega je P(Z > zα) = α. (To je inverz gostote verjetnosti standardne normalne porazdelitve v dani tocˇki:
zα := Φ−1(1− α).)
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(a) Obnasˇanje funkcije (3.6) za δ = 10−6 in R = log2 5 za 1 ≤ n ≤ 1000.
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(b) Obnasˇanje funkcije (3.10) za δ = 10−6 in R = log2 5 za 0.1 ≤  ≤ 6.
Slika 3.1: Primer obnasˇanja Hoeffdingovega testa:
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4 Hoeffdingova drevesa
V tem poglavju navedemo splosˇno metodo za skaliranje razreda ucˇnih algoritmov za ucˇenje na po-
datkovnih tokovih in nato navedemo varianti dveh najbolj znanih algoritmov za sprotno ucˇenje
klasifikacijskih dreves na spremenljivih podatkovnih tokovih. Skiciramo tudi glavne ideje za algo-
ritmi za sprotno ucˇenje regresijskih dreves. Za enega od algoritmov dokazˇemo, da se s poljubno
veliko verjetnostjo naucˇi odlocˇitvenega drevesa, ki skoraj vedno uporabi enako zaporedje testov, kot
bi ga uporabilo paketno-naucˇeno drevo na celem podatkovnem toku.
4.1 Splosˇna metoda za ucˇenje na podatkovnih tokovih
Domingos in Hulten v cˇlankih A general method for scaling up machine learning algorithms and its
applications to clustering [Domingos and Hulten, 2001a], A general framework for mining massive
data streams [Domingos and Hulten, 2001b] in Learning from infinite data in finite time [Domingos
and Hulten, 2003] navedeta splosˇno metodo za skaliranje klasicˇnih ucˇencev za ucˇenje na podatkovnih
tokovih. Tukaj skiciramo glavno idejo njunega pristopa.
Naj bo A ucˇni algoritem in naj bodo s1, s2, . . . koraki tega algoritma. Nadalje naj bo S ucˇna
mnozˇica N neodvisno in enako porazdeljenih ucˇnih primerov, naj bo ni ≤ N sˇtevilo ucˇnih primerov,
uporabljenih v koraku si, in naj bo n := 〈n1, n2, . . .〉.
V grobem postopek za skaliranje ucˇenca razdelimo na tri korake:
1. izpelji zgornjo mejo za cˇasovno zahtevnost ucˇnega algoritma kot funkcijo velikosti vzorca v
vsakem koraku,
2. izpelji zgornjo mejo za relativno izgubo med modelom na koncˇno primerih in modelom na ne-
skoncˇno primerih kot funkcijo velikosti vzorca v vsakem koraku algoritma na koncˇno primerih,
3. minimiziraj cˇasovno mejo (prek velikosti vzorca v vsakem koraku) glede na uporabniˇsko defi-
nirane zahteve glede izgube.
Cˇe se algoritem v koraku si odlocˇa med koncˇnim sˇtevilom izbir, naj bo δi ∈ (0, 1) verjetnost, da
algoritem v tem koraku naredi napacˇno odlocˇitev; cˇe algoritem v koraku si ocenjuje realno vrednost,
potem naj bo δi ∈ (0, 1) verjetnost, da se resnicˇna vrednost od ocenjene razlikuje za vecˇ kot i > 0.
Na podlagi verjetnostne neenakosti — v nasˇem primeru Hoeffdingove neenakosti — izrazi i in
δi kot funkciji ni. Naj bo L(M1,M2) funkcija izgube, ki kaznuje razliko med modeloma M1 in M2.
Nadalje naj bo M∞ model, ki se ga naucˇi A, cˇe v vsakem koraku uporabi neomejeno primerov in
naj bo Mn model, ki se ga naucˇi A, cˇe v vsakem od korakov si uporabi ni primerov.
Sedaj omejimo izgubo L(Mn,M∞) kot funkcijo i in δi, in zato kot funkcijo ni, za vsak korak
si algoritma A: P(L(Mn,M∞) > GA,S(n)) ≤ FA,S(n). Tako z verjetnostjo vsaj 1 − FA,S(n) velja
L(Mn,M∞) ≤ GA,S(n), pri cˇemer sta funkciji G in F odvisni od ucˇenca A in ucˇne mnozˇice S.
Zgornjo idejo lahko ilustriramo na preprostem primeru ucˇenja pricˇakovanja nakljucˇne spremen-
ljivke X. Naj bodo X1, X2, . . . , Xn neodvisne meritve omejene nakljucˇne spremenljivke a ≤ X ≤ b.
Po Hoeffdingovi neenakosti je
P (S − E[S] ≥ n) ≤ exp (−2n2/R2) ,
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pri cˇemer je S := X1 +X2 + . . .+Xn in R := b− a. Naj bo δ ∈ (0, 1) zgornja meja za verjetnost za
napako. Potem resˇujemo δ ≤ exp (−2n2/R2), od koder sledi, da z verjetnostjo vsaj 1− δ naredimo
napako kvecˇjemu , pri cˇemer je
 ≥
√
R2 log(1/δ)
2n
.
To pomeni, da se z verjetnostjo vsaj 1−δ, za izbran δ, naucˇimo pravega pricˇakovanja znotraj odprtega
intervala (E[X]− ,E[X] + ) po
n =
⌈
R2 log(1/δ)
22
⌉
meritvah nakljucˇne spremenljivke.
Domingos in Hulten v omenjenih cˇlankih metodo uporabita za skaliranje odlocˇitvenih dreves
(VFDT), k-means razvrsˇcˇanja (VFKM), Bayesovih mrezˇ (VFBN) in EM algoritma (VFEM).
4.2 Inkrementalno ucˇenje klasifikacijskih dreves na stacio-
narnih podatkovnih tokovih
V tem razdelku izpeljemo algoritem za inkrementalno ucˇenje odlocˇitvenih dreves na podatkovnih
tokovih, kjer je vir, ki generira podatke, stacionaren.
Ucˇenje odlocˇitvenih dreves je metoda za aproksimacijo hipoteze s funkcijo, ki jo predstavimo z
odlocˇitvenim drevesom. Klasicˇni algoritmi za gradnjo odlocˇitvenih dreves izberejo atribut v korenu,
ki sam najbolje klasificira ucˇne primere v korenu; koren nato dobi sina za vsako od vrednosti izbranega
atributa in ucˇne primere razbije med sinove glede na vrednost izbranega atributa v vsakem od
primerov; postopek rekurzivno ponovimo na vsakem od sinov, dokler ne porabimo vseh atributov,
ne zmanjka primerov, ali ne dosezˇemo dovolj dobre napovedne tocˇnosti. Za izbiro atributov se skoraj
vedno uporablja mera za ocenjevanje atributov1, najpogosteje informacijski dobitek ali Gini indeks
in njune variante.
Klasicˇni ucˇenci predpostavljajo, da imajo na voljo vse ucˇne primere in da le-ti gredo v delovni
pomnilnik. V primeru podatkovnih tokov je primerov za vse prakticˇne namene neskoncˇno, nad
vrstnim redom in hitrostjo prihajanja primerov pa nimamo kontrole. Iz prejˇsnjega poglavja vemo, da
lahko oceno atributa ocenimo zˇe iz koncˇne, relativno majhne, podmnozˇice primerov iz podatkovnega
toka. Torej lahko sledimo klasicˇnemu postopku in v danem listu akumuliramo ucˇne primere, dokler
ne velja G(Xa) − G(Xb) > , pri cˇemer sta G(Xa) in G(Xb) vzorcˇni oceni ocen najboljˇsih dveh
atributov. (Izpostavimo, da je  monotono padajocˇa funkcija sˇtevila ucˇnih primerov.) Kadar je
pogoj izpolnjen, razcepimo list na atributu Xa in vse nadaljnje primere podamo ustreznemu sinu.
Tako pridemo do algoritma 1. (Skrita predpostavka je, da imajo ostali atributi dovolj majhne dobitke,
da lahko verjetnost, da je v resnici najboljˇsi eden od teh atributov, zanemarimo.)
V resnici je dovolj, da v listu hranimo zadostno statistiko primera — to je informacija, ki jo rabimo
za izracˇun hevristicˇnih ocen — ki je v tem primeru sˇtevilo primerov iz k-tega razreda, za katere i-ti
atribut zavzame j-to vrednost. To nam zadosˇcˇa za izracˇun ocen verjetnosti, ki jih uporablja vecˇina
mer za ocenjevanje atributov, med njimi informacijski dobitek in Gini indeks.
Kadar sta dva atributa skoraj enako dobra, bo algoritem akumuliral primere v nedogled. V ta
namen vpeljemo uporabniˇsko definirano konstanto τ , tipicˇno τ := 0.05, ki pove, kdaj dva atributa
smatramo za enako dobra in razcepimo list z enim od njiju.
V prejˇsnjem poglavju smo rekli, da je R zaloga vrednosti (angl. range) nakljucˇne spremenljivke.
Za klasifikacijska drevesa, ki ocenjujejo atribute z informacijskim dobitkom, je R := log2 C, pri cˇemer
je C sˇtevilo razredov, ker entropija C-vrednostne diskretne nakljucˇne spremenljivke lezˇi na intervalu
[0, log2 C]. (Dokaz: Cˇe so vse vrednosti enako verjetne, potem je entropija −k/k · log2(1/k) = log2 k;
cˇe za neko vrednost velja pi = 1, potem je entropija ocˇitno 0; entropija res zavzame minimum in
maksimum v teh tocˇkah, ker je mera necˇistocˇe.)
1Za problem ucˇenja odlocˇitvenih dreves obstaja vrsta pesimisticˇnih rezultatov iz racˇunske zahtevnosti [Hyafil and
Rivest, 1976, Hancock et al., 1996, Laber and Nogueira, 2004, Sieling, 2008, Adler and Heeringa, 2008].
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Algoritem 1 Varianta VFDT algoritma za inkrementalno ucˇenje klasifikacijskih dreves.
Vhod: Algoritem vzame podatkovni tok S in parametre nm, δ in τ .
Izhod: Algoritem lahko v vsakem trenutku vrne odlocˇitveno drevo T in nadaljuje z ucˇenjem.
1: Naj bo HT koren drevesa
2: for x ∈ S do // Za vsak ucˇni primer podatkovnega toka
3: Sortiraj primer v list ` z HT
4: Posodobi zadostno statistiko lista `
5: Povecˇaj n` := n` + 1
6: if n` mod nm = 0 in primeri v listu ` ne pripadajo istemu razredu then
7: Izracˇunaj G`(Xi) za vsak atribut
8: Naj bo Xa najboljˇsi atribut
9: Naj bo Xb drugi najboljˇsi atribut
10: Izracˇunaj  :=
√
R2 log(1/δ)
2n`
11: Naj bo ∆G := G`(Xa)−G`(Xb)
12: if Xa 6= X0 in
(
∆G >  ali ∆G ≤  < τ) then // Hoeffdingov test
13: Zamenjaj list ` z vozliˇscˇem s testom na atributu Xa
14: for all vrednosti atributa Xa do // Razcepi
15: Dodaj nov list in inicializiraj njegovo zadostno statistiko
Podobno Gini indeks C-vrednostne diskretne nakljucˇne spremenljivke lezˇi na intervalu [0, 1−1/C],
zato je za Gini indeks R := 1 − 1/C. (Dokaz: Gini indeks je najvecˇji kadar so vse vrednosti enako
verjetne, kar nam da 1 − C/C2 = 1 − 1/C, in najmanjˇsi, kadar je verjetnost pi = 1, kar nam da 0;
Gini indeks res zavzame minimum in maksimum v teh tocˇkah, ker je mera necˇistocˇe.)
4.2.1 Lastnosti VDFT algoritma
V tem podrazdelku navedemo teoreticˇne rezultate, ki nam zagotavljajo, da se na podatkovnem toku z
algoritmom 1 s poljubno veliko verjetnostjo naucˇimo odlocˇitveno drevo, ki bo za klasifikacijo primerov
uporabljajo enaka zaporedja testov kot paketno-naucˇeno drevo na celem podatkovnem toku.
Izpostavimo, da spodnji rezultati ne veljajo2 za algoritem 1, ker vrstica 1.12 ni le Hoeffdingov
test, ampak je pogoj resnicˇen tudi kadar sta najboljˇsa dva atributa prakticˇno enako dobra — kadar
za nek uporabniˇsko definiran τ > 0 velja
G(Xa)−G(Xb) ≤  < τ, (4.1)
kjer tipicˇno postavimo τ := 0.05. Osnovna varianta VFDT algoritma pogoja iz enacˇbe (4.1) ne
uporablja.
Omenimo sˇe, da lahko definiramo patolosˇke klasifikatorje v listih drevesa za katere rezultati tega
podrazdelka odpovejo. Algoritem VFDT iz [Domingos and Hulten, 2000] v listih drevesa uporablja
vecˇinski klasifikator.
Definicija 1. Naj bosta T1 in T2 odlocˇitveni drevesi in naj bo S podatkovni tok. Potem definiramo
∆e(T1, T2) :=
∑
x∈S
P(x) I[T1(x) 6= T2(x)]
kot verjetnost, da bosta drevesi dali razlicˇno klasifikacijo primera. Podobno definiramo
∆i(T1, T2) :=
∑
x∈S
P(x) I[Pot1(x) 6= Pot2(x)]
kot verjetnost, da bosta drevesi uporabili razlicˇni poti pri klasifikaciji primera.
2Vseeno veljajo podobni rezultati; glavna ideja je podobna; glej [Hulten et al., 2005] za podrobnosti.
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Izpostavimo, da je ∆i strozˇja od ∆e, saj za vsa klasifikacijska drevesa T1, T2 velja ∆e(T1, T2) ≤
∆i(T1, T2), ker pod predpostavko, da v listih uporabljamo vecˇinski klasifikator, iz Pot1(x) = Pot2(x)
sledi T1(x) = T2(x).
Naj bo p` verjetnost, da primer, ki v odlocˇitvenem drevesu dosezˇe nivo `, pade v list na tem
nivoju. V nadaljevanju predpostavimo, da za vse nivoje ` velja p` = p za nek p. Naj bo P(x)
verjetnost, da algoritem na vhodu vidi vektor atributov (to je ucˇni primer) x.
Izrek 3 ([Domingos and Hulten, 2000]). Naj bo Tδ odlocˇitveno drevo, ki ga vrne algoritem 1 za
izbran δ ∈ (0, 1) na podatkovnem toku S na potencialno neskoncˇno primerih in naj bo T? odlocˇitveno
drevo, ki v vsakem vozliˇscˇu uporabi atribut z resnicˇnim najvecˇjim G. Tedaj velja
E [∆i(Tδ, T?)] ≤ δ/p, (4.2)
pri cˇemer je
E [∆i(Tδ, T?)] =
∑
x∈S
P(x)P (Potδ(x) 6= Pot?(x)) ,
kjer je S podatkovni tok.
Dokaz. Naj ucˇni primer x pade v list na nivoju `δ v Tδ in v list na nivoju `? v T?. Nadalje naj bo ` :=
min(`δ, `?) in naj bo N
δ
i (x) vozliˇscˇe v Tδ skozi katerega gre x na nivoju i. Podobno naj bo N
?
i (x) vo-
zliˇscˇe v T? skozi katerega gre x na nivoju i. Oznacˇimo Ii := I[Potδ(x) in Pot?(x) se ujemata v prvih i nivojih]
in postavimo I0 := 1, kjer interpretiramo 1 kot resnicˇno (angl. true) in 0 kot neresnicˇno (angl. false).
Tedaj velja
P(Potδ(x) 6= Pot?(x)) = P
( ∨`
i=1
Nδi (x) 6= N?i (x)
)
,
kar lahko zapiˇsemo kot
∑`
i=1
P
(
Nδi (x) 6= N?i (x)|Ii−1
)
.
Po konstrukciji — pri gradnji drevesa smo za izbiro atributa uporabili Hoeffdingov test — za vse
i ≥ 1 velja
P(Nδi (x) 6= N?i (x) | Ii−1) ≤ δ,
od koder dobimo
P
(
Potδ(x) 6= Pot?(x)
) ≤ `δ.
Oglejmo si sedaj E [∆i(Tδ, T?)], ki je povprecˇje verjetnosti (cˇez vsa zaporedja S), da T? in naucˇeno
Tδ uporabita razlicˇni zaporedji testov pri klasifikaciji nakljucˇnega primera. Naj bo Li mnozˇica ucˇnih
primerov, ki padejo v list na i-tem nivoju. Tedaj velja
E [∆i(T?, Tδ)] =
∑
x∈S
P(x)P(Potδ(x) 6= Pot?(x))
=
∑
i≥1
∑
x∈Li
P(x)P(Potδ(x) 6= Pot?(x))
≤
∑
i≥1
∑
x∈Li
P(x)iδ
= pδ
∑
i≥1
i(1− p)i−1
= δ/p,
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ker po binomskem izreku za negativne koeficiente [Graham et al., 1994, razdelek 5.4] velja∑
k≥0
(k + 1)xk = (1− x)−2.
Uporabili smo predpostavko, da je verjetnost, da bo x klasificiran v list na nivoju ` enaka p za vse
nivoje, zato velja
∑
x∈Li P(x) = p(1− p)i−1.
4.3 Inkrementalno ucˇenje klasifikacijskih dreves na spremen-
ljivih podatkovnih tokovih
V tem razdelku izpeljemo algoritem za inkrementalno ucˇenje odlocˇitvenih dreves na spremenljivih
podatkovnih tokovih — tedaj vir, ki generira podatke, ni stacionaren in se spreminja s cˇasom, zato
mora algoritem zaznavati spremembe in ustrezno prilagajati model.
Za osnovo vzemimo algoritem 1 in mu dodajmo drsecˇe okno W velikosti w ∈ N, ki se obnasˇa
kot FIFO vrsta. Ko na vhod dobimo nov ucˇni primer, ga dodamo v drsecˇe okno in, cˇe je okno zˇe
polno, “pozabimo” in odstranimo iz okna najstarejˇsi ucˇni primer x. To pomeni, da x sortiramo po
drevesu — primer bo ocˇitno sˇel skozi natanko tista vozliˇscˇa, skozi katera je sˇel pri dodajanju — in
ustrezno zmanjˇsamo sˇtevce. Drevo se je medtem, ko je bil x v oknu, lahko spremenilo, kar pomeni, da
moramo za pravilno pozabljanje vedeti, katera vozliˇscˇa je x spremenil. V ta namen vsakemu vozliˇscˇu
ob kreiranju priredimo monotono narasˇcˇajocˇ ID. Ko dodamo nov primer v drevo, si zapomnimo
najvecˇjega izmed IDjev listov, v katere je bil primer sortiran, in ta ID, id(x), priredimo primeru,
preden ga shranimo v okno. Pri pozabljanju primera x vozliˇscˇu zmanjˇsamo sˇtevec samo, cˇe je id(x)
manjˇsi ali enak IDju vozliˇscˇa. Cˇe je podatkovni tok stacionaren, potem odsˇtevanje statisticˇno nima
efekta.
Kadar je podatkovni tok spremenljiv, se lahko zgodi, da v nekaterih vozliˇscˇih pogoj iz Hoeffdingo-
vega testa ne bo vecˇ veljal za izbran atribut. Zato periodicˇno preiskujemo drevo — tipicˇno na vsakih
nd := 20 000 primerov — in iˇscˇemo vozliˇscˇa, za katera velja G(Xa)−G(Xb) ≤  in  > τ . V vsakem
takem vozliˇscˇu T zacˇnemo ucˇiti alternativno drevo T ′ in ga dodamo v mnozˇico alternativnih dreves
tega vozliˇscˇa Alt(T ) := Alt(T ) ∪ {T ′}. Ko dodajamo ali pozabljamo primer, ga vedno sortiramo po
drevesu in ustrezno spremenimo vozliˇscˇa in alternativna drevesa vozliˇscˇ, skozi katere gre primer.
Vsako vozliˇscˇe periodicˇno preklopi v samoevalvacijski nacˇin delovanja in zˇrtvuje ne ∈ N zapo-
rednih primerov, da oceni tocˇnost drevesa, ki ga vpenja in tocˇnosti alternativnih dreves. Naj bo T
poddrevo in naj bodo T ′1, . . . , T
′
n alternativna drevesa tega vozliˇscˇa. Vozliˇscˇe T v samoevalvacijskem
nacˇinu akumulira m ∈ N zaporednih primerov S in jih uporabi za izracˇun klasifikacijske tocˇnosti
vpetega poddrevesa in alternativnih dreves. Naj bo
T ′? := arg min
T ′∈Alt(T )
L(T ′, S)
najbolje ocenjeno alternativno drevo; cˇe velja L(T ′?, S) < L(T, S), potem algoritem zamenja T z T
′
?
in pobriˇse T in Alt(T )\{T ′?}.
Tako pridemo do algoritma 2. Veliko sliko njegovega delovanja prikazuje slika 4.1, kjer cˇrtkane po-
vezave predstavljajo alternativna poddrevesa. Odlocˇitveno drevo v vsakem trenutku odrazˇa vsebino
drsecˇega okna W .
4.4 Regresijska Hoeffdingova drevesa
Algoritme FIMT, FIRT-DD, FIMT-DD in FIMT-MT za inkrementalno ucˇenje regresijskih Ho-
effdingovih dreves na spremenljivih podatkovnih tokovih so predstavili [Ikonomovska and Gama,
2008, Ikonomovska et al., 2011, Ikonomovska, 2012]. Tukaj navedemo le, kako se ti algoritmi —
razen FIMT, ki uporablja varianto neenakosti Chernoffa [Angluin and Valiant, 1977] — odlocˇajo za
cepitev lista.
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Algoritem 2 Varianta CVFDT algoritma za inkrementalno ucˇenje prilagodljivih klasifikacijskih
dreves.
Vhod: Algoritem vzame podatkovni tok S in parametre δ, τ ∈ (0, 1) in nm, w, f ∈ N.
Izhod: Algoritem lahko v vsakem trenutku vrne odlocˇitveno drevo T .
1: Naj bo T prazen list z Alt(T ) := {} in naj bo id(T ) := NextID()
2: for x ∈ S do
3: W := W ∪ {x}
4: if |W | > w then
5: Odstrani najstarejˇsi element x′ iz okna W
6: Forget(T , x′)
7: id(x) := Process(T, x) // Dodeli najvecˇjega izmed IDjev listov v katere je padel x
8: if N mod f = 0 then CheckValidity(T )
9: procedure Grow(T ,x)
10: IncrementCounts(T ,x)
11: if nl mod nm = 0 in primeri v listu T ne pripadajo istemu razredu then
12: Izracˇunaj G`(Xi) za vsak atribut
13: Naj bo Xa := arg max
Xi
G(Xi) najboljˇsi atribut
14: Naj bo Xb := arg max
Xi 6=Xa
G(Xi) drugi najboljˇsi atribut
15: Izracˇunaj  :=
√
R2 log(1/δ)
2n`
16: Naj bo ∆G := G`(Xa)−G`(Xb)
17: if Xa 6= X0 in
(
∆G >  ali ∆G ≤  < τ) then // Hoeffdingov test
18: Zamenjaj T z vozliˇscˇem na Xa
19: for all vrednosti atributa Xa do
20: Dodaj vozliˇscˇu T nov list T ′ in ga inicializiraj Alt(T ′) := {} in id(T ′) := NextID()
21: function Process(T ,x)
22: Naj bo t := 0 trenutni ID
23: while T ni list do
24: for all T ′ ∈ Alt(T ) do t := max (t,Process(T ′, x))
25: IncrementCounts(T , x)
26: T := NextNode(T, x)
27: Grow(T ,x)
28: return max (t, id(T ))
29: procedure CheckValidity(T )
30: while T ni list do
31: for all T ′ ∈ Alt(T ) do CheckValidity(T ′)
32: Naj bo G(Xn) := max
Xi 6=Xa
G(Xi), cˇe T testira na atributu Xa
33: Naj bo G(Xb) := max
Xi 6=Xn
G(Xi)
34: if G(Xn)−G(Xb) ≥ 0 in nobeno od Alt(T ) ne testira na Xn v korenu then
35: Naj bo  :=
√
R2 log(1/δ)
2n
36: if G(Xn)−G(Xb) >  ali ( < τ in G(Xn)−G(Xb) ≥ τ/2) then
37: Naj bo Tn novo vozliˇscˇe z id(Tn) := NextID() in Alt(Tn) := {}
38: for all vrednosti atributa Xn do
39: Dodaj vozliˇscˇu Tn nov list Ti in postavi id(Ti) := NextID() in Alt(Ti) := {}
40: Dodaj Tn v mnozˇico alternativnih dreves Alt(T ) := Alt(T ) ∪ {Tn} vozliˇscˇa T
41: // Se nadaljuje na naslednji strani
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42: procedure Forget(T , x)
43: while T ni list in id(T ) ≤ id(x) do
44: for all T ′ ∈ Alt(T ) do Forget(T ′, x)
45: DecrementCounts(T , x)
46: T := NextNode(T, x)
Recimo, da smo v danem listu drevesa akumulirali n ucˇnih primerov in recimo, da hipoteticˇni
binarni test hA na atributu A razbije mnozˇico S na podmnozˇici SL in SR velikosti nL in nR. Potem
definiramo
sdr(hA) := σ(S)− nL
n
σ(SL)− nR
n
σ(SR),
pri cˇemer je
σ(S) :=
√√√√ 1
n
n∑
i=1
(yi − y)2
standardni odklon.
Naj boA najboljˇsi atribut in naj boB drugi najboljˇsi atribut. Potem je razmerje r := sdr(hB)/ sdr(hA)
nakljucˇna spremenljivka in ocˇitno je r ∈ [0, 1]. Nadalje naj bodo r1, r2, . . . , rn razmerja med naj-
boljˇsima atributoma za zaporednih n primerov. Potem po Hoeffdingovi neenakosti velja
P (r ∈ [r − , r + ]) ≥ 1− δ,
pri cˇemer je r := (r1 + r2 + . . .+ rn)/n vzorcˇno povprecˇje, δ ∈ (0, 1), in
 :=
√
log(1/δ)
2n
.
Naj bo SA zmanjˇsanje variance po testu na atributu A in naj bo SB zmanjˇsanje variance po testu
na atributu B. Potem razcepimo na atributu A, cˇe velja
SB/SA < 1− , (4.3)
pri cˇemer je n sˇtevilo akumuliranih ucˇnih primerov. Bolj splosˇno, recimo, da imamo d-vrednostni
atribut A. Potem je
sdr(hA) = σ(S)−
d∑
i=1
ni
n
σ(Si).
(Ker je zaloga vrednosti (angl. range) nakljucˇne spremenljivke r zaprt enotski interval [0, 1], je
R = 1, zato je enacˇba za  poenostavljena.)
Torej ideja je, da kadar velja SB/SA < 1 − , je A resnicˇno najboljˇsi atribut z verjetnostjo vsaj
1− δ, ker sta A in B “dovolj narazen”.
V literaturi nismo zasledili teoreticˇnih rezultatov za FIMT, zato postavimo naslednje vprasˇanje.
Vprasˇanje 1. Naj bo  > 0 in naj bosta T1 in T2 regresijski drevesi. Definirajmo
∆e(T1, T2) :=
∑
x∈S
P(x) I[|T1(x)− T2(x)| > ] (4.4)
kot verjetnost, da se bosta napovedi razlikovali za vecˇ kot . Ali za FIMT lahko dokazˇemo podobne
rezultate kot [Domingos and Hulten, 2000] za VFDT?
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Algoritem 3 Grob opis FIMT-DD algoritma za inkrementalno ucˇenje regresijskih dreves.
Vhod: Algoritem vzame podatkovni tok S.
Izhod: V vsakem trenutku lahko vrne regresijsko drevo.
1: for x ∈ S do
2: Naj bo T ′ := Traverse(T, x) list
3: Posodobi zadostno statistiko lista T ′
4: Posodobi utezˇi perceptrona v tem listu
5: if n mod nm = 0 then
6: Izracˇunaj najboljˇsi razcep za vsak atribut
7: Naj bosta Sa in Sb najboljˇsi in drugi najboljˇsi atribut
8: if Sb/Sa < 1−
√
log(1/δ)
2n then
9: Razcepi list
......
Koren
T
a1 ad
T'
Novi primeriStari primeri
Drseče okno W
Vpeto poddrevo vozlišča T' Alternativna drevesa vozlišča T'
Slika 4.1: Delovanje algoritma 2 v splosˇnem: odlocˇitveno drevo v vsakem trenutku ustreza vse-
bini drsecˇega okna W . Drevo akumulira nove primere in pozablja stare s spreminjanjem zadostne
statistike; na podlage le-te prilagaja model vsebini drsecˇega okna.
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5 Inkrementalne formule in algoritmi
za entropijo in Gini indeks
V tem poglavju navedemo preproste inkrementalne formule in algoritme za informacijsko-teoreticˇno
entropijo [Shannon, 1948] in Gini indeks — popularni meri za ocenjevanje atributov pri ucˇenju
odlocˇitvenih dreves in odlocˇitvenih pravil — podobne tistim za pricˇakovanje in varianco [Chan et al.,
1979]. Presenetljivo je, da kljub vse vecˇjemu zanimanju za rudarjenje podatkovnih tokov v literaturi
nismo zasledili podobnih rezultatov. (Rezultati tega poglavja so povzeti v [Sovdat, 2013].)
5.1 Inkrementalne formule za Gini indeks
V tem razdelku dokazˇemo preproste inkrementalne formule za racˇunanje Gini indeksa. Te formule
uporabimo z drsecˇimi okni in bledecˇimi faktorji; tako dobimo inkrementalne algoritme za racˇunanje
Gini indeksa na spremenljivih podatkovnih tokovih.
Definicija 2. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil, naj bo Sn vsota vzorcˇnih elementov in
naj bo pi := xi/Sn. Potem definiriamo Gini indeks vzorca kot
Gn := 1−
n∑
i=1
p2i = 1−
n∑
i=1
(
xi
Sn
)2
= 1− 1
S2n
n∑
i=1
x2i .
Preden nadaljujemo zapiˇsemo naslednjo ocˇitno, a izredno uporabno, enakost kot lemo.
Lema 2. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil, naj bo Sn vsota vzorcˇnih elementov in naj
bo Gn vzorcˇni Gini indeks. Tedaj velja
n∑
i=1
x2i = S
2
n(1−Gn). (5.1)
Dokaz. Razpiˇsemo desno stran enacˇbe in racˇunamo:
S2n(1−Gn) = S2n
(
1 +
1
S2n
n∑
i=1
x2i − 1
)
=
n∑
i=1
x2i .
Naslednja trditev nam da posodobitveno formulo, cˇe se eden od vzorcˇnih elementov povecˇa za 1.
Trditev 3. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil in naj bo Gn vzorcˇni Gini indeks. Recimo,
da xi postane xi + 1. Naj bo G
′
n Gini indeks spremenjenega vzorca. Tedaj velja
G′n = 1−
1
(Sn + 1)2
(
S2n (1−Gn) + 2xi + 1
)
. (5.2)
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Dokaz. Ocˇitno velja
G′n = 1−
1
S′2n
n∑
i=1
x′2i
= 1− 1
(Sn + 1)2
(
2xi + 1 +
n∑
i=1
x2i
)
= 1− 1
(Sn + 1)2
(
S2n (1−Gn) + 2xi + 1
)
,
pri cˇemer zadnja enakost sledi po lemi 2.
Naslednji izrek posplosˇi trditev 3.
Izrek 4. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil in naj bo Gn vzorcˇni Gini indeks. Recimo,
da se elementi xi povecˇajo za ri > 0 za i ∈ I, pri cˇemer je I indeksna mnozˇica. Nadalje naj bo
r := r1 + r2 + . . .+ rn, pri cˇemer postavimo ri := 0 za i /∈ I. Naj bo G′n Gini indeks spremenjenega
vzorca. Tedaj velja
G′n = 1−
1
(Sn + r)2
(
S2n (1−Gn) +
∑
i∈I
(
2xiri + r
2
i
))
. (5.3)
Dokaz. Ocˇitno velja
G′n = 1−
1
(Sn + r)2
n∑
i=1
(xi + ri)
2
= 1− 1
(Sn + r)2
n∑
i=1
(
x2i + 2xiri + r
2
i
)
= 1− 1
(Sn + r)2
(
n∑
i=1
x2i +
∑
i∈I
(
2xiri + r
2
i
))
= 1− 1
(Sn + r)2
(
S2n (1−Gn) +
∑
i∈I
(
2xiri + r
2
i
))
,
pri cˇemer zadnja enakost sledi po lemi 2.
Izpostavimo, da cˇe se povecˇa k sˇtevcev, enacˇba (5.3) zahteva le O(k) operacij.
Naslednja trditev nam da posodobitveno formulo za Gini indeks, kadar v vzorec pride novo
pozitivno realno sˇtevilo.
Trditev 4. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil, naj bo Sn vsota vzorcˇnih elementov in
naj bo Gn vzorcˇni Gini indeks. Recimo, da pride v vzorec nov element xn+1 > 0. Naj bo Gn+1 Gini
indeks novega vzorca. Tedaj velja
Gn+1 = 1− 1
(Sn + xn+1)2
(
S2n(1−Gn) + x2n+1
)
. (5.4)
Dokaz. Ocˇitno je
Gn+1 = 1− 1
(Sn + xn+1)2
(
n∑
i=1
x2i + x
2
n+1
)
= 1− 1
(Sn + xn+1)2
(
S2n(1−Gn) + x2n+1
)
,
pri cˇemer zadnja enakost velja zaradi leme 2.
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Naslednji izrek posplosˇi trditev 4 in da posodobitveno formulo za Gini indeks kadar “staknemo”
dva vzorca.
Izrek 5. Naj bosta {xi}mi=1 in {yi}ni=1 vzorca pozitivnih realnih sˇtevil, naj bosta Rm in Sn vsoti
vzorcˇnih elementov, in naj bosta Fm in Gn vzorcˇna Gini indeksa. Nadalje naj bo
zi :=
{
xi, 1 ≤ i ≤ m,
yi−m, m+ 1 ≤ i ≤ n+m.
Potem je Gini indeks Hn+m vzorca {zi}n+mi=1 enak
Hn+m = 1− 1
(Rm + Sn)2
(
R2m(1− Fm) + S2n(1−Gn)
)
.
Dokaz. Po definiciji je
Hn+m = 1− 1
(Rm + Sn)2
n+m∑
i=1
z2i
= 1− 1
(Rm + Sn)2
(
m∑
i=1
x2i +
n∑
i=1
y2i
)
= 1− 1
(Rm + Sn)2
(
R2m(1− Fm) + S2n(1−Gn)
)
,
pri cˇemer zadnjo enakost dobimo, cˇe dvakrat uporabimo lemo 2.
Izrek 6. Naj bosta {xi}ni=1 in {yi}ni=1 vzorca pozitivnih realnih sˇtevil, naj bosta Rn in Sn vsoti
vzorcˇnih elementov in naj bosta Fn in Gn vzorcˇna Gini indeksa. Nadalje naj bo zi := xi + yi za
1 ≤ i ≤ n. Potem je Gini indeks G “unije” enak
G = 1− 1
(Rn + Sn)2
(
R2n (1− Fn) + S2n (1−Gn) + 2
n∑
i=1
xiyi
)
Dokaz. Po definiciji velja
Fn = 1− 1
R2n
n∑
i=1
x2i
in
Gn = 1− 1
S2n
n∑
i=1
y2i .
Rezultat je sedaj direktna posledica izreka 4.
5.1.1 Algoritmi za racˇunanje Gini indeksa na spremenljivih podatkovnih
tokovih
Podatkovni tokovi so inherentno spremenljivi in ponavadi nas zanima “aktualni” Gini indeks. V
tem razdelku navedemo dva algoritma za izracˇun aktualnega Gini indeksa — eden (algoritem 4)
uporablja drsecˇe okno, drugi (algoritem 5) pa bledecˇe faktorje.
Algoritem 4 racˇuna Gini indeks zadnjih w ∈ N elementov podatkovnega toka. V ta namen
uporablja drsecˇe okno velikost w in zato porabi O(w) besed pomnilnika. Tukaj je w parameter, s
katerim definiramo, katera podmnozˇica podatkovnega toka je za nas aktualna.
Algoritem 5 racˇuna aktualni Gini indeks z uporabo bledecˇih faktorjev — doprinosi posameznih
elementov so utezˇeni z utezˇmi {αk : k ∈ N}, za fiksen α ∈ (0, 1], glede na njihovo starost. Tukaj
aktualnost definiramo z ustrezno izbiro bledecˇega faktorja α. Izpostavimo, da ima ta pristop majhno
konstantno prostorsko zahtevnost v primerjavi s prejˇsnjim.
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Algoritem 4 Algoritem za racˇunanje Gini indeksa z uporabo drsecˇega okna.
Vhod: Velikost drsecˇega okna w ∈ N.
Izhod: Gini indeks vsebine drsecˇega okna v vsakem trenutku.
1: Naj bo W := {} drsecˇe okno
2: Naj bo n := 0 sˇtevilo vseh primerov in naj bo ni := 0 sˇtevilo primerov v i-tem razredu
3: Naj bo g := 0 trenutni Gini indeks
4: for x ∈ S do
5: if |W | > w then
6: Odstrani najstarejˇsi element x′, iz i-tega razreda, iz drsecˇega okna W
7: Posodobi g := Dec(g, n, ni)
8: Dodaj W := W ∪ {x} element iz i-tega razreda
9: Posodobi g := Inc(g, n, ni)
10: function Add(g, n, ni)
11: Posodobi n := n+ ni
12: return 1− 1
n2
(
(n− ni)2(1− g) + n2i
)
13: function Del(g, n, ni)
14: Posodobi n := n− ni
15: return 1− 1
n2
(
(n+ ni)
2(1− g)− n2i
)
16: function Inc(g, n, ni)
17: Posodobi n := n+ 1 in ni := ni + 1
18: return 1− 1
n2
(
(n− 1)2(1− g) + 2ni − 1
)
19: function Dec(g, n, ni)
20: Posodobi n := n− 1 in ni := ni − 1
21: return
1
n2
(
(n+ 1)2(1− g)− 2ni − 1
)
Algoritem 5 Algoritem za racˇunanje Gini indeksa z uporabo faktorjev pozabljanja.
Vhod: Bledecˇi faktor α ∈ (0, 1] in podatkovni tok S.
Izhod: Aktualni Gini indeks v vsakem trenutku.
1: Naj bo n := 0 sˇtevilo vseh primerov in naj bo ni := 0 sˇtevilo primerov v i-tem razredu
2: Naj bo g := 0 trenutni Gini indeks
3: for x ∈ S do
4: Posodobi Gini indeks g := 1− 1
(n+ 1)2
(
n2(1− αg) + 2ni + 1
)
5: Posodobi sˇtevce n := n+ 1 in ni := ni + 1
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5.2 Inkrementalne formule za entropijo
V tem razdelku navedemo analogne rezultate za entropijo.
Definicija 3. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil in naj bo Sn := x1 +x2 + . . .+xn vsota
vzorcˇnih elementov. Potem definiramo entropijo Hn tega vzroca kot
Hn := −
n∑
i=1
xi
Sn
log2
xi
Sn
.
Najprej dokazˇemo naslednjo tehnicˇno lemo.
Lema 3. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil, naj bo Sn vsota vzorcˇnih elementov in naj
bo Hn vzorcˇna entropija. Tedaj za vsako realno sˇtevilo R > 0 velja
−
n∑
i=1
xi
Sn +R
log2
xi
Sn +R
=
Sn
Sn +R
(
Hn − log2
Sn
Sn +R
)
. (5.5)
Dokaz. Piˇsimo
xi
R+ Sn
= 1 · xi
R+ Sn
=
Sn
Sn
xi
R+ Sn
=
xi
Sn
Sn
R+ Sn
. Potem ocˇitno velja
−
n∑
i=1
xi
Sn +R
log2
xi
Sn +R
= −
n∑
i=1
xi
Sn
Sn
Sn +R
log2
(
xi
Sn
Sn
Sn +R
)
= −
n∑
i=1
xi
Sn
Sn
Sn +R
(
log2
xi
Sn
+ log2
Sn
Sn +R
)
= − Sn
Sn +R
n∑
i=1
xi
Sn
log2
xi
Sn
− Sn
Sn +R
n∑
i=1
xi
Sn
log2
Sn
Sn +R
=
Sn
Sn +R
Hn − Sn
Sn +R
log2
Sn
Sn +R
n∑
i=1
xi
Sn
=
Sn
Sn +R
(
Hn − log2
Sn
Sn +R
)
.
Naslednja trditev da preprosto inkrementalno formulo, cˇe v vzorec “pride” novo pozitivno realno
sˇtevilo xi > 0.
Trditev 5 ([Schlichting and Sovdat, 2013]). Naj bosta Hn in Sn vzorcˇna entropija in vsota vzorcˇnih
elementov, in recimo, da v porazdelitev pride novo pozitivno realno sˇtevilo xn+1 > 0. Tedaj velja
Hn+1 =
Sn
Sn+1
(
Hn − log2
Sn
Sn+1
)
− xn+1
Sn+1
log2
xn+1
Sn+1
. (5.6)
Dokaz. Po definiciji velja
Hn+1 = −
n+1∑
i=1
xi
Sn+1
log2
xi
Sn+1
= −xn+1
Sn+1
log2
xn+1
Sn+1
−
n∑
i=1
xi
Sn+1
log2
xi
Sn+1
=
Sn
Sn+1
(
Hn − log2
Sn
Sn+1
)
− xn+1
Sn+1
log2
xn+1
Sn+1
,
pri cˇemer zadnja enakost sledi iz leme 3.
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Naslednji izrek je posplosˇitev zgornje trditve in da formulo za entropijo “stika” dveh vzorcev na
podlagi vzorcˇnih entropij Fm in Hn in vsot vzorcˇnih elementov Rm in Sn.
Izrek 7. Naj bosta {xi}mi=1 in {yi}ni=1 vzorca pozitivnih realnih sˇtevil in naj bosta Rm := x1 + x2 +
. . .+ xm in Sn := y1 + y2 + . . .+ yn vsoti vzorcˇnih elementov. Nadalje naj bosta Fm in Hn vzorcˇni
entropiji. Naj bo
zi :=
{
xi, 1 ≤ i ≤ m,
yi−m, m+ 1 ≤ i ≤ m+ n,
in naj bo Zm+n := z1 + z2 + . . .+ zm+n = Rm + Sn. Tedaj velja
Hm+n =
Rm
Zm+n
(
Fm − log2
Rm
Zm+n
)
+
Sn
Zm+n
(
Hn − log2
Sn
Zm+n
)
. (5.7)
Dokaz. Podobno kot prej imamo
−
m+n∑
i=1
zi
Zm+n
log2
zi
Zm+n
= −
m∑
i=1
xi
Zm+n
log2
xi
Zm+n
−
n∑
i=1
yi
Zm+n
log2
yi
Zm+n
=
Rm
Zm+n
(
Fm − log2
Rm
Zm+n
)
+
Sn
Zm+n
(
Hn − log2
Sn
Zm+n
)
,
pri cˇemer za zadnjo enakost dvakrat uporabimo lemo 3 .
Trditev 5 je v resnici posledica izreka 7, cˇe enacˇbo (5.7) uporabimo nad Hn in xn+1 in gledamo
na xn+1 kot na vzorec z enim samim elementom.
Izreku 8 nam da posodobitveno entropijsko formulo, cˇe se nekateri elementi xi za povecˇajo za
ri > 0 za i ∈ I, pri cˇemer je I indeksna mnozˇica.
Izrek 8. Naj bo {xi}ni=1 vzorec pozitivnih realnih sˇtevil in naj bo Sn vsota vzorcˇnih elementov. Naj
bo Hn entropija vzorca. Recimo, da se xi povecˇa za ri > 0 za i ∈ I. Naj bo r := r1 + r2 + . . .+ rn,
pri cˇemer postavimo ri := 0 za i 6∈ I. Potem entropija Hn postane
Sn
Sn + r
Hn − Sn
Sn + r
log2
Sn
Sn + r
−
∑
i∈I
(
xi + ri
Sn + r
log2
xi + ri
Sn + r
− xi
Sn
log2
xi
Sn
)
. (5.8)
Dokaz. Ideja je, da gledamo na
xi + ri
Sn + r
kot na nove elemente, uporabimo izrek 7 in potem odsˇtejemo
“stare” elemente
xi
Sn
.
Cˇe se spremeni k vzorcˇnih elementov, potrebujemo le O(k) operacij.
Izpeljani postopki se ne zdijo primerni za numericˇne aplikacije, ker formule postanejo proble-
maticˇne, kadar je xn majhen v primerjavi s Sn, cˇeprav se to v eksperimentih — teh zaradi nepopol-
nosti in cˇasovne stiske ne vkljucˇimo — ni pokazalo.
5.2.1 Algoritmi za racˇunanje entropije na spremenljivih podatkovnih to-
kovih
V tem podrazdelku navedemo dva algoritma za racˇunanje “aktualne” entropije, podobno kot smo to
naredili za Gini indeks — eden (algoritem 6) uporablja drsecˇa okna, drugi (algoritem 7) pa bledecˇe
faktorje.
Algoritem 6, podobno kot algoritem 4, vzame parameter w ∈ N, ki dolocˇa velikost drsecˇega okna
in s tem definira kaj je za nas aktualna entropija. Prostorska zahtevnost je ocˇitno O(w). Izpostavimo,
da bi si zˇeleli algoritem, ki bi sam prilagajal velikost drsecˇega okna, podobno kot ADWIN — zaradi
inherentno spremenljive narave podatkovnih tokov tudi “optimalen” parameter w ni fiksen, ampak
se spreminja s cˇasom.
Algoritem 7, podobno kot algoritem 5, definira aktualnost z uporabo bledecˇega faktorja α ∈ (0, 1],
ki je edini parameter algoritma, in ima zato majhno konstantno prostorsko zahtevnost. Tudi tukaj
so doprinosi posameznih elementov utezˇeni z utezˇmi {αk : k ∈ N} glede na starost elementa.
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Algoritem 6 Racˇunanje entropije z drsecˇim oknom.
Vhod: Velikost drsecˇega okna w ∈ N.
Izhod: Trenutna entropija.
1: Naj bo W := {} drsecˇe okno in naj bo h := 0 trenutna entropija.
2: Naj bo n := 0 sˇtevilo vseh primerov in naj bo ni := 0 sˇtevilo primerov v i-tem razredu.
3: for x ∈ S do // Manjka primer uporabe Add in Dec.
4: if |W | > w then
5: Odstrani najstarejˇsi element x′, z oznako razreda j, iz drsecˇega okna W
6: Posodobi h := Dec(h, n, nj)
7: Dodaj W := W ∪ {x} nov element iz razreda i
8: Posodobi h := Inc(h, n, ni)
9: function Add(h, n, ni)
10: Posodobi n := n+ 1 in inicializiraj ni := 1
11: return
n
n− ni
(
h− log2
n
n− ni
)
− ni
n
log2
ni
n
12: function Del(h, n, ni)
13: Posodobi n := n− ni in ponastavi sˇtevec ni := 0 za razred i
14: return
n+ ni
n
(
h+
ni
n+ ni
log2
ni
n+ ni
)
+ log2
n
n+ ni
15: function Inc(h, n, ni)
16: Posodobi n := n+ 1 in ni := ni + 1
17: return
n− 1
n
(
h− log2
n− 1
n
)
− ni
n
log2
ni
n
+
ni − 1
n− 1 log2
ni − 1
n− 1
18: function Dec(h, n, ni)
19: Posodobi n := n− 1 in ni := ni − 1 // Predpostavljamo ni ≥ 1
20: return
n+ 1
n
(
h+
ni + 1
n+ 1
log2
ni + 1
n+ 1
− ni
n
log2
ni
n
)
+ log2
n
n+ 1
5.3 Komentar
V tem poglavju smo navedli formule in algoritme za inkrementalno racˇunanje entropije in Gini
indeksa, ki sta popularni meri za ocenjevanje atributov v ucˇenju odlocˇitvenih dreves in odlocˇitvenih
pravil.
Potencialen problem predstavlja numericˇna stabilnost formul in algoritmov, ki ga v tem delu ni-
smo naslovili. Drugi nenaslovljen problem je prilagajanje velikosti drsecˇega okna, kot to delata [Bifet
and Gavalda`, 2007] pri algoritmu ADWIN.
Zanimivo bi bilo izpeljati podobne rezultate za ostale mere za ocenjevanje atributov. Glavna
motivacija za izpeljavo rezultatov tega poglavja je njihova uporaba v VFDT in ostalih inkrementalnih
ucˇnih algoritmih, ki entropijo na novo naracˇunajo vsakih nm ucˇnih primerov, pri cˇemer tipicˇno velja
100 ≤ nm ≤ 300.
V cˇasu tega pisanja se zdita zanimivi naslednji dve vprasˇanji:
• ali lahko karakteriziramo razred vzorcˇnih statistik, za katere obstajajo “dovolj lepe” inkremen-
talne formule,
• ali obstajajo scenariji, kjer so navedene formule in algoritmi nujni — drugacˇe povedano, ali
lahko problem vedno ucˇinkovito resˇimo s ponovnim izracˇunom vzorcˇnih statistik, kar naredi
navedene rezultate prakticˇno neuporabne.
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Algoritem 7 Algoritem za racˇunanje entropije z bledecˇimi faktorji.
Vhod: Bledecˇi faktor α ∈ (0, 1] in podatkovni tok S.
Izhod: Aktualna entropija v vsakem trenutku.
1: Naj bo n := 0 sˇtevilo vseh primerov in naj bo ni := 0 sˇtevilo primerov v i-tem razredu
2: Naj bo h := 0 trenutna entropija
3: for x ∈ S do
4: Naj bo i razred elementa x
5: Posodobi entropijo h :=
n
n+ 1
(
αh− log2
n
n+ 1
)
− ni + 1
n+ 1
log2
ni + 1
n+ 1
6: Posodobi sˇtevce n := n+ 1 in ni := ni + 1
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6 Implementacija algoritma
“I love debugging. It’s a source of new and unexpected.”
—S.V. Zubkov
V tem poglavju zelo grobo opiˇsemo nasˇo implementacijo inkrementalnega ucˇenja odlocˇitvenih
dreves.
6.1 Uvod
V tem razdelku podamo globalno sliko implementacije, ne da bi se spusˇcˇali v podrobnosti. V nasle-
dnjih razdelkih navedemo algoritme za racˇunanje ocen atributov in diskretizacijo numericˇnih atri-
butov.
Na sliki 6.1 vidimo, da program pricˇakuje konfiguracijsko datoteko, v kateri opiˇsemo podatkovni
tok. Najprej navedemo seznam atributov v enakem vrstnem redu kot so le-ti v podatkovnem toku in
nato za vsak atribut posebej navedemo tip, ki je ali numericˇen ali diskreten — za diskretne atribute
definiramo tudi zalogo vrednosti. Formalna LR gramatika [Aho et al., 2006] za konfiguracijsko
datoteko je izredno preprosta in jo zato vkljucˇujemo:
id→ (alpha | num | | = | < | >)+
lst→ lst, id | id
hdr → dataFormat : (lst)
type→ id : discrete(lst) | id : numeric
desc→ desc type | type
S → hdr desc
Pri tem je alpha mnozˇica malih in velikih cˇrk in num mnozˇica {0, 1, 2, . . . , 9}, zacˇetni nekoncˇni simbol
pa je S. Na podlagi konfiguracijske datoteke program med inicializacijo zgradi interne podatkovne
strukture, ki pohitrijo delovanje. Konkreten primer konfiguracijske datoteke najdemo v poglavju 7.
Parameter Opis parametra
GracePeriod Na vsake koliko ucˇnih primerov naj se preracˇunajo ocene atributov.
SplitConfidence Stopnja zaupanja, da je atribut z najviˇsjo vzorcˇno oceno res najboljˇsi.
TieBreaking Kdaj dva atributa smatramo za prakticˇno enako dobra.
WindowSize Sˇtevilo ucˇnih primerov, ki jih hranimo v pomnilniku.
DriftCheck Na vsake koliko ucˇnih primerov preverjamo veljavnost razcepov.
ConfigNm Pot do konfiguracijske datoteke.
AttrHeuristic Hevristika za ocenjevanje atributov.
ConceptDriftP Pozˇeni varianto VFDT ali CVFDT algoritma.
Tabela 6.1: Glavni parametri programa.
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Učenje
Konfiguracija
Leksikalni 
analizator
Parser
Konfiguracijska 
datoteka
Hoeffding tree
Vozlišče Primer Atribut
Histogram Koš
Podatkovni 
tok
Model
Token
Slika 6.1: Visokonivojska arhitektura implementacije. Pravokotniki predstavljajo osnovne razrede
— imamo okoli 10 razredov — povezave pa medsebojne odvisnosti. Povezava od enega razreda do
drugega pomeni, da prvi uporablja drugega. Razred vozliˇscˇe kazˇe sam nase, ker hrani vektor otrok,
razred histogram pa kazˇe na razred kosˇ, ker je histogram sestavljen iz kosˇev. Izjema je token, ki si
ga podajata leksikalni analizator in razcˇlenjevalnik (angl. parser); povezav zaradi preglednosti v tem
primeru ne nariˇsemo. Elipse predstavljajo vhodne in izhodne datoteke — konfiguracijska datoteka
in podatkovni tok sta vhodni datoteki, model pa izhodna.
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Ko program procesira konfiguracijsko datoteko in izvede inicializacijo, je pripravljen na ucˇenje.
Glavni parametri, ki jih program vzame iz ukazne vrstice in uporablja za ucˇenje, so navedeni v
tabeli 6.1.
Celoten “sistem” je “iz nicˇle” implementiran v C++ in uporablja le varianto standardne knjizˇnice,
GLib1. Tako sta tudi leksikalni analizator in parser napisana rocˇno. Za vecˇ o uporabi glej poglavje 7.
6.2 Mere za ocenjevanje atributov
Naj bo X diskretna nakljucˇna spremenljivka s k vrednostmi. Potem recˇemo, da je preslikava ϕ :
[0, 1]k → R mera necˇistocˇe, cˇe velja:
(i) ϕ je nenegativna,
(ii) ϕ zavzame minimalno vrednost natanko takrat, kadar je P(X = xi) = 1 za neko vrednost xi,
(iii) ϕ zavzame maksimalno vrednost natanko takrat, kadar velja P(X = xi) = 1/k za vse xi,
(iv) ϕ je simetricˇna funkcija,
(v) ϕ je gladka funkcija.
Za dano ucˇno mnozˇico E je razredna spremenljivka porazdeljena po(
1 2 ··· c
p1 p2 ··· pc
)
,
pri cˇemer je pi verjetnost i-tega razreda.
Oceno atributa A v splosˇnem definiramo kot pricˇakovano zmanjˇsanje necˇistocˇe porazdelitve ra-
zredne spremenljivke po particioniranju ucˇne mnozˇice E glede na vrednosti atributa A. Formalno,
definiramo
∆ϕ(A,E) := ϕ(E)−
d∑
i=1
piϕ(Ei), (6.1)
pri cˇemer postavimo Ei := {x ∈ E : A(x) = ai}.
V naslednjih podrazdelkih definiramo in opiˇsemo dve meri necˇistocˇe, informacijski dobitek in Gini
indeks — edini meri, ki smo ju implementirali in razsˇirili za uporabo na spremenljivih podatkovnih
tokovih.
6.2.1 Racˇunanje hevristicˇnih ocen.
Omejimo se na racˇunanje informacijskega dobitka in Gini indeksa iz zadostne statistike.
Racˇunanje informacijskega dobitka. Naj bo C(A, V,R) tabela sˇtevcev, naj bo A atribut in naj
bo ai vrednost tega atributa. Potem je
|Ei| =
c∑
j=1
C(A, ai, cj),
pri cˇemer cj oznacˇuje j-ti razred. Pri tem je Ei := {x ∈ E : A(x) = ai} za atribut A in nje-
govo i-to vrednost ai. Informacijski dobitek je definiran kot pricˇakovano zmanjˇsanje entropije po
particioniranju ucˇne mnozˇice glede na vrednosti atributa A. Formalno, definirajmo
G(A) := H(E)−
d∑
i=1
piH(Ei), (6.2)
1Avtor je Marko Grobelnik z ostalimi z odseka za umetno inteligenco na IJS.
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pri cˇemer lahko izracˇunamo
H(Ei) =
c∑
k=1
rk log2 rk,
kjer je rk := C(A, ai, ck)/|Ei|. V vsakem listu iˇscˇemo atribut z najvecˇjo hevristicˇno oceno:
A? := arg max
A
G(A).
Glej algoritem 8 za podrobnosti. Glej [Kononenko and Robnik-Sˇikonja, 2010] za dokaz, da je entropija
res mera necˇistocˇe.
Algoritem 8 Izracˇun informacijskega dobitka na podlagi zadostne statistike.
1: Naj bo h := 0 entropija ucˇne mnozˇice
2: for i := 1 to c do // Izracˇunaj H(E)
3: Naj bo p := P [i]/n
4: h := h− p log2 p
5: for j := 1 to m do // Za vsako od m vrednosti atributa A
6: Naj bo ej := 0
7: for i = 1 to c do // Izracˇunaj |Ej |
8: ej := ej + C(A, aj , ck)
9: Naj bo pj := ej/n
10: Naj bo hj := 0 entropija
11: for i := 1 to c do // Izracˇunaj H(Ej)
12: Naj bo pi := C(A, aj , ci)/ej
13: hj := hj − pi log2 pi
14: h := h− pjhj
return h // Vrni G(A)
Racˇunanje Gini indeksa. Intuitivno, Ginijeva mera necˇistocˇe pove, kolikokrat bi nakljucˇno iz-
bran ucˇni primer napacˇno klasificirali, cˇe bi ga klasificirali nakljucˇno glede na porazdelitev razredov
v podmnozˇici. Za izracˇun Gini indeksa na podlagi zadostne statistike predlagamo algoritem 9.
Glej [Kononenko and Robnik-Sˇikonja, 2010] za dokaz, da sta apriorni Gini indeks in pricˇakovani
Gini indeks res meri necˇistocˇe.
Apriorni Ginijev indeks (6.3) meri razliko med verjetnostnimi porazdelitvami vrednosti atributa.
Definiramo ga kot
Gini(E) := 1−
c∑
k=1
p2k. (6.3)
Ginijev dobitek definiramo kot pricˇakovano zmanjˇsanje razlike
GiniGain(A,E) := Gini(E)−
d∑
i=1
pi Gini(Ei). (6.4)
6.3 Vecˇvrednostni diskretni atributi in numericˇni atributi
V tem razdelku navedemo izbrane postopke za particioniranje vecˇvrednostnih atributov in diskreti-
zacijo numericˇnih atributov na podatkovnih tokovih.
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Algoritem 9 Izracˇun Gini dobitka na podlagi zadostne statistike.
Vhod: Algoritem vzame atribut A, zadostno statistiko lista C, in porazdelitev po razredih P .
Izhod: Vrne Gini dobitek GiniGain(A).
1: Naj bo g := 1 Gini indeks ucˇne mnozˇice
2: for i := 1 to c do // Izracˇunaj Gini(E)
3: Naj bo p := P [i]/n
4: g := g − p2
5: for j := 1 to m do // Za vsako od m vrednosti atributa A
6: Naj bo ej := 0
7: for i = 1 to c do // Izracˇunaj |Ej |
8: ej := ej + C(A, aj , ck)
9: Naj bo pj := ej/n
10: Naj bo gj := 1 Gini indeks
11: for i := 1 to c do // Izracˇunaj Gini(Ej)
12: Naj bo pi := C(A, aj , ci)/ej
13: gj := gj − p2i
14: g := g − pjgj
return g // Vrni GiniGain(A)
6.3.1 Particioniranje vecˇvrednostnih diskretnih atributov
Naj bo A diskreten d-vrednostni atribut. Z zdruzˇevanjem ga zˇelimo spremeniti v q-vrednostnega
za q < d. Sˇtevilo nacˇinov za particioniranje d-mnozˇice v q nepraznih podmnozˇic sˇtejejo Stirlingova
sˇtevila druge vrste [Graham et al., 1994]. Naj bo
{
n
k
}
sˇtevilo particioniranj n-mnozˇice na k nepraznih
podmnozˇic. Potem velja
n∑
k=0
{
n
k
}
= Bn,
pri cˇemer Bn oznacˇuje n-to Bellovo sˇtevilo. Zˇe za binarizacijo d-vrednostnega atributa imamo torej{
d
2
}
= 2d−1−1 mozˇnosti. Preiskovanje vseh mozˇnih particioniranj je torej brezupno, zato v paketnem
ucˇenju uporabljamo hevristike (glej npr. [Coppersmith et al., 1999]). To pomeni, da iˇscˇemo nov q-
vrednostni atribut Â z zalogo D1, D2, . . . , Dq, da velja
D1 ∪D2 ∪ . . . ∪Dq = D Di ∩Dj = ∅ za i 6= j,
pri cˇemer so Di neprazne podmnozˇice vrednosti atributa A. V literaturi nismo zasledili postopkov
za particioniranje vecˇvrednostnih atributov na podatkovnih tokovih.
6.3.2 Diskretizacija numericˇnih atributov
Glej [Pfahringer et al., 2008] za pregled pristopov k obravnavanju numericˇnih atributov v inkremen-
talnem ucˇenju odlocˇitvenih dreves. Tukaj se osredotocˇimo na najbolj enostaven pristop: aproksimiraj
porazdelitev razrednih oznak s histogramom z N kosˇi, inicializiranimi z realnimi vrednostmi, in po-
glej, katero “razbitje” histograma maksimizira dano hevristiko.
Ocenjevanje porazdelitve vrednosti s histogramom
V vsakem vozliˇscˇu za vsak numericˇen atribut hranimo histogram, ki ga inicializiramo z unikatnimi
vrednostmi prvih N := 100 primerov. Vsak naslednji primer v danem histogramu posodobimo
zadostno statistiko — sˇtevilo ucˇnih primerov oznacˇenih s k-to razredno oznako, ki za atribut i
zavzamejo j-to vrednost za vse kombinacije i, j, in k — kosˇu, ki je inicializiran z vrednostjo, ki je
najblizˇja vrednosti trenutnega ucˇnega primera. Postopek je formalno prikazan v algoritmu 10.
Ta pristop ima vsaj tri resne pomanjkljivosti:
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• odvisen je od vrstnega reda primerov v toku, kar pomeni, da porazdelitev lahko postane asi-
metricˇna (angl. skewed),
• parameter N — sˇtevilo kosˇev — je uporabniˇsko definiran in se razlikuje od scenarija do sce-
narija,
• podatkovni tokovi so inherentno spremenljivi, kar pomeni, da inicialne vrednosti histogramov
kmalu niso vecˇ aktualne — lahko sestavimo patolosˇki podatkovni tok, kjer se skoraj vse vre-
dnosti akumulirajo v en sam kosˇ histograma.
Ena od idej za nadaljnje delo je, da bi nad histogramom delali preprosto varianto razvrsˇcˇanja
kot [Brank, 2013]. Kadar sta dva kosˇa prakticˇno prazna, ju pozabimo in dodamo dva nova; ka-
dar kadar sta si dva kosˇa v nekem smislu prevecˇ podobna, ju zdruzˇimo v en sam kosˇ in dodamo
novega; prilagajamo tudi sˇtevilo kosˇev.
Ta postopek ni primeren, kadar zˇelimo pozabljati primere — histogram se lahko medtem, ko je
primer v drsecˇem oknu, spremeni. Zato vsakemu kosˇu dodelimo monotono narasˇcˇajocˇ ID, podobno
kot to delamo za liste drevesa. Kadar primer akumuliramo v vsa vozliˇscˇa, mu dodelimo najvecˇjega
izmed IDjev kosˇev, v katere je bil akumuliran. Ta informacija je dovolj za pravilno pozabljanje.
Algoritem 10 Uporaba histograma v enem od vozliˇscˇ za dan numericˇni atribut.
Vhod: Algoritem vzame podatkovni tok S in sˇtevilo kosˇev N .
Izhod: Posodablja histogram kot ga uporabljamo za binarizacijo numericˇnih atributov.
1: for x ∈ S do// Za vsak primer podatkovnega toka
2: Naj bo v := A(x) vrednost numericˇnega atributa A
3: if histogram ima N kosˇev ali obstaja kosˇ, inicializiran z vrednostjo v then
4: Naj bo i? := arg min
i∈[N ]
(v − vi)2 indeks najblizˇjega kosˇa
5: Posodobi zadostno statistiko kosˇa Bi?
6: else
7: Urejeno dodaj histogramu prazen kosˇ B, inicializiran z vrednostjo v
Mislimo si, da histogram presekamo na dva dela na enem izmed kosˇev in naredimo unijo kosˇev na
levi in na desni. Informacijski dobitek takega reza je razlika entropije celega histograma in utezˇene
vsote entropij leve in desne unije kosˇev histograma. Isˇcˇemo tisti rez, ki maksimizira informacijski
dobitek. Postopek je formalno opisan v algoritmu 11, intuitivno pa je prikazan na sliki 6.2.
Drugi pristopi
Gama in ostali [Gama et al., 2003] predlagajo postopek za obravnavo zveznih atributov; glej tudi [Pfa-
hringer et al., 2008]. Ta pristop omenjamo, ker je osnova za diskretizacijo v FMIT-DD [Ikonomovska
et al., 2011].
V vsakem listu drevesa za vsak diskretni atribut hranimo vektor porazdelitve razrednih oznak
ucˇnih primerov, ki so padli v ta list, in za vsak zvezni atribut hranimo binarno drevo, ki ima v
vsakem vozliˇscˇu pragovno vrednost i — to je vrednost enega od ucˇnih primerov, ki je padel v ta
list — in dva k-vektorja L in H, ki sˇtejeta sˇtevilo primerov manjˇsih ali enakih i in strogo vecˇjih od
i, ki so sˇli skozi to vozliˇscˇe in so imeli dolocˇeno razredno oznako. Ko nov ucˇni primer dosezˇe list,
posodobimo vsa binarna drevesa — po eno za vsak zvezni atribut.
Informacijski dobitek zveznega atributa izracˇunamo za vse mozˇne binarizacije — pragovno vre-
dnost izberemo iz mnozˇice vrednosti, ki jih je atribut zavzel do sedaj. Formalno definiramo infor-
macijski dobitek kot
info(Aj(i)) := P(Aj ≤ i) iLo(Aj(i)) + P(Aj > i) iHi(Aj(i)),
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Slika 6.2: Velika slika postopka binarizacije numericˇnih atributov. Na sliki velja sL := 340 in
sH := 270, kar pomeni, da je informacijski dobitek tega reza enak h − 340340+270hL − 270340+270hR. To
ponovimo za vse kosˇe in binariziramo atribut v tocˇki, ki maksimizira informacijski dobitek — ta
tocˇka je vedno vrednost, s katero je inicializiran eden od kosˇev histograma.
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Algoritem 11 Binarizacija numericˇnih atributov pri klasifikaciji.
Vhod: Algoritem vzame histogram z n kosˇi.
Izhod: Vrne indeks kosˇa, ki maksimizira informacijski dobitek.
1: Naj bodo B1, B2, . . . , Bn kosˇi histograma in naj bodo v1, v2, . . . , vn pozitivna realna sˇtevila, s
katerimi so kosˇi inicializirani
2: Naj bodo x1,x2, . . . ,xn vsebine kosˇev in naj bodo s1, s2, . . . , sn vsote elementov kosˇev
3: Naj bosta hL in sL entropija in vsota elementov “unije” levega dela histograma in naj bosta hH
in sH entropija in vsota elementov “unije” desnega dela histograma
4: for i ∈ [n] do // Izracˇunaj entropijo unije vseh kosˇev histograma
5: xL := xL + xi
6: sL := sL + si
7: Inicializiraj hH := sH := 0 in s := s1 + s2 + . . .+ sn
8: Ocˇitno je vsebina unije vseh kosˇev histograma x := xL
9: for i := n to 1 do // Poisˇcˇi tocˇko, ki maksimizira informacijski dobitek
10: Posodobi xL := xL − xi in xH := xH + xi
11: Zapomni si dobitek v tej tocˇki gi := InfoGain(x,xL,xH)
12: return arg max
i∈[n]
gi // Vrni indeks kosˇa, ki maksimizira informacijski dobitek
13: function Entropy(x)
14: Naj bo s := 0 vsota komponent x ∈ RC za naraven C > 0
15: for i := 0 to C do
16: s := s+ x[i]
17: Naj bo h := 0 entropija
18: for i := 0 to C do
19: h := h− x[i]
s
log2
x[i]
s
20: return h
21: function InfoGain(x,xL,xH)
22: Naj bodo s := sL := sH := 0 vsote komponent zgornjih vektorjev iz RC za naraven C > 0
23: for i := 0 to C do
24: s := s+ x[i]
25: sL := sL + xL[i]
26: sH := sH + xH [i]
27: Naj bodo h := Entropy(x), hL := Entropy(xL) in hH := Entropy(xH) entropije
28: return h− sL
s
hL − sH
s
hH
pri cˇemer postavimo
iLo(Aj(i)) := −
∑
k
P(K = k|Aj ≤ i) log2 P(K = k|Aj ≤ i),
iHi(Aj(i)) := −
∑
k
P(K = k|Aj > i) log2 P(K = k|Aj > i).
Ta pristop ni primeren za podatkovne tokove, ker porabi potencialno neomejeno pomnilnika.
6.4 Klasifikacija v listih
V cˇasu tega pisanja v listih implementirano vecˇinski klasifikator in Navinega Bayesa.
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Vecˇinski klasifikator. V tem primeru iˇscˇemo razredno oznako, ki se med primeri iz mnozˇice E
najvecˇkrat pojavi, tj.
Maj(E) := arg max
i∈[c]
P(ci),
pri cˇemer verjetnosti razredov ocenimo iz podatkov z relativnimi frekvencami.
Naivni Bayesov klasifikator. Tukaj iˇscˇemo razredno oznako, ki je za dan primer najbolj verjetna,
tj.
y? := arg max
yk
P(Y = yk)
n∏
i=1
P (Xi|Y = yk)
c∑
j=1
(
P (Y = yj)
n∏
i=1
P (Xi|Y = yj)
)
= arg max
yk
P(Y = yk)
n∏
i=1
P (Xi|Y = yk) , (6.5)
pri cˇemer verjetnosti ocenimo iz podatkov. (Naivni Bayes predpostavlja, da so atribut med seboj
neodvisni.) Za ocenjevanje pogojnih verjetnosti uporabljamo m-oceno, za ocenjevanje verjetnosti
razreda pa Laplacevo oceno. Glej [Cestnik, 1991] za podrobnosti.
6.5 Izvoz in vizualizacija
V cˇasu tega pisanja implementiramo izvoz trenutnega modela v XML, DOT in JSON. Algoritem 12
skicira izvoz odlocˇitvenega drevesa v XML formatu. (Dejanska implementacija ni rekurzivna.) Glej
Algoritem 12 Izvoz odlocˇitvenega drevesa v XML format.
Vhod: Algoritem vzame odlocˇitveno drevo T .
Izhod: Izpiˇse drevo v XML formatu.
1: Naj bo CurrNode := T.Root koren drevesa T
2: if CurrNode je list then <leaf></leaf> return // Koncˇaj
3: for CurrNode ∈ T.Children do // Za vsakega sina <node>
4: Pozˇeni algoritem 12 na poddrevesu s korenom CurrNode // Rekurzivni klic </node>
poglavje 7 za konkreten primer.
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7 Preprost primer uporabe
V tem poglavju ilustriramo uporabo nasˇe implementacije1 na preprostem scenariju.
7.1 Primer na nespremenljivih in spremenljivih Titanic po-
datkih
V tem razdelku uporabimo nasˇo implementacijo na Titanic-2.2M podatkih. Implementacija sloni
na GLib2 knjizˇnici, ki v grobem ponuja podobno funkcionalnost kot standardna C++ knjizˇnica in
implementira precej dodatnih algoritmov in podatkovnih struktur, ki pa jih skoraj ne uporabljamo.
Koda 7.1 je primer preproste konfiguracijske datoteke. Prva vrstica algoritmu pove zaporedje
vrednosti atributov v podatkovnem toku; vsaka naslednja vrstica definira atribut, ki je lahko dis-
kreten (kljucˇna beseda discrete) ali numericˇen (kljucˇna beseda numeric); za diskretne atribute
nasˇtejemo tudi zalogo vrednosti.
Koda 7.1: Primer konfiguracijske datoteke. 
1 # Primer konfiguracijske datoteke za Titanic dataset
2 dataFormat: (status,age,sex,survived)
3 status: discrete(first,second,third,crew)
4 age: discrete(adult,child)
5 sex: discrete(male,female)
6 survived: discrete(yes,no) 
Koda 7.2 je primer uporabe implementacije v C++. Skozi TEnv navedemo pot do konfiguracijske
datoteke iz kode 7.1 in definiramo privzete parametre ucˇenca;potem ustvarimo nov objekt ht s
katerim se preprosto inkrementalno ucˇimo odlocˇitveno drevo. Koda ilustrira procesiranje ucˇnih
primerov, uporabo modela za napovedovanje, in izvoz modela v XML, JSON in DOT formate.
1Izvorna koda je dostopna na https://github.com/blazs/HoeffdingTree.
2Avtor knjizˇnice je Marko Grobelnik z ostalimi z Laboratorija za umetno inteligenco na IJS.
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Koda 7.2: Primer uporabe implementacije. 
1 #include "hoeffding.h"
2
3 using namespace TDatastream;
4
5 void ProcessData(const TStr& FileNm, PHoeffdingTree HoeffdingTree);
6
7 int main(int argc, char** argv) {
8 try {
9 Env = TEnv(argc, argv, TNotify::StdNotify);
10 const bool ConceptDriftP = Env.IsArgStr("drift");
11 const double SplitConfidence = \
12 Env.GetIfArgPrefixFlt("-splitConfidence:", 1e-6, "Split confidence");
13 const double TieBreaking = \
14 Env.GetIfArgPrefixFlt("-tieBreaking:", 0.05, "Tie breaking");
15 const TStr ConfigFNm = \
16 Env.GetIfArgPrefixStr("-config:", "titanic.config", "Config file");
17 const TStr AttrHeuristic = \
18 Env.GetIfArgPrefixStr("-attrEval:", "InfoGain", "Attribute evaluation");
19 const int GracePeriod = \
20 Env.GetIfArgPrefixInt("-gracePeriod:", 300, "Grace period");
21 const int DriftCheck = \
22 Env.GetIfArgPrefixInt("-driftCheck:", 20000, "Drift check");
23 const int WindowSize = \
24 Env.GetIfArgPrefixInt("-windowSize:", 100000, "Window size");
25
26 PHoeffdingTree ht = THoeffdingTree::New("docs/" + ConfigFNm, GracePeriod,
SplitConfidence, TieBreaking, DriftCheck, WindowSize);
27 TTmProfiler Prof;
28 Prof.AddTimer("HoeffdingTree");
29 Prof.StartTimer(0);
30 ProcessData("data/titanic-220M.dat", ht);
31 Prof.StopTimer(0);
32 printf("Cas ucenja = %f sekund\n", Prof.GetTimerSec(0));
33
34 int Label = ht->Classify("first,adult,female,no");
35 ht->Export("exports/titanic-220M.xml"); // defaults to TExportType::XML
36 ht->Export("exports/titanic-220M.gv", TExportType::DOT);
37 ht->Export("exports/titanic-220M.json", TExportType::JSON);
38 } catch(PExcept Except) {
39 printf("%s\n", TStr("[Error] "+Except->GetMsgStr()).CStr());
40 return 2;
41 }
42 return 0;
43 }
44
45 // process data line-by-line
46 void ProcessData(const TStr& FileNm, PHoeffdingTree HoeffdingTree) {
47 Assert(TFile::Exists(FileNm));
48 TFIn FIn(FileNm); TStr Line;
49 while(FIn.GetNextLn(Line)) { HoeffdingTree->Process(Line, ’,’); }
50 } 
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Koda 7.3 prikazuje uporabo nasˇega algoritma skozi QMiner3 Javascript API. Izpostavimo, da ta
funkcionalnost sˇe ni v celoti implementirana — integracija algoritma v QMiner [Fortuna and Rupnik,
2014] in implementacija pripadajocˇega Javascript vmesnika sta plana za blizˇnjo prihodnost.
3Avtor QMiner platforme je Blazˇ Fortuna z Laboratorija za umetno inteligenco na IJS.
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Koda 7.3: Primer uporabe skozi QMiner Javascript API. 
1 // Example using HoeffdingTree via QMiner Javascript API
2 console.say("HoeffdingTree test");
3
4 var analytics = require(’analytics’);
5 var assert = require(’assert.js’);
6
7 // describe data stream
8 var titanicConfig = {
9 "dataFormat": ["status", "age", "sex", "survived"],
10 "status": { "type": "discrete", "values": ["first", "second", "third", "crew"] },
11 "age": { "type": "discrete", "values": ["child", "adult"] },
12 "sex": { "type": "discrete", "values": ["male", "female"] },
13 "survived": { "type": "discrete", "values": ["yes", "no"] }
14 };
15
16 // algorithm parameters
17 var htParams = {
18 "gracePeriod": 300,
19 "splitConfidence": 1e-6,
20 "tieBreaking": 0.01,
21 "driftCheck": 1000,
22 "windowSize": 100000,
23 "conceptDriftP": false
24 };
25
26 // create a new learner
27 var ht = analytics.newHoeffdingTree(titanicConfig, htParams);
28
29 // train the model
30 var streamData = fs.openRead("./sandbox/hoeffdingtree/titanic-220K.dat");
31 while(!streamData.eof) {
32 var line = streamData.getNextLn().split(",");
33 // get discrete attributes
34 var example_discrete = line.slice(0,3);
35 // get numeric attributes
36 var example_numeric = [];
37 // get target
38 var target = line[3];
39 // update the model
40 ht.process(example_discrete, example_numeric, target);
41 }
42
43 // use the model
44 var label = ht.classify(["first", "adult", "female"], []);
45 console.say("Were high society women likely to survive? " + label);
46
47 // export the model
48 ht.exportModel({ "file": "./sandbox/hoeffdingtree/titanic.gv", "type": "DOT" }); 
Slika 7.1 prikazuje sliko modela generirano z DOT4 na podlagi izvozˇenega modela v DOT formatu
4DOT je program, ki na podlagi preprostega opisnega jezika DOT generira slike grafov.
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iz kode 7.2.
Koda 7.4: Primer izvozˇenega modela v DOT. 
1 digraph dt_fig {
2 sex0 -> status1 [label="Lmale"];
3 sex0 -> status2 [label="Lfemale"];
4 sex0 -> status3 [label="L*",style="dotted"];
5 status1 -> "no4" [label="Lfirst"];
6 status1 -> "no5" [label="Lsecond"];
7 status1 -> "yes6" [label="Lthird"];
8 status1 -> "no7" [label="Lcrew"];
9 status2 -> "no8" [label="Lfirst"];
10 status2 -> "no9" [label="Lsecond"];
11 status2 -> "yes10" [label="Lthird"];
12 status2 -> "no11" [label="Lcrew"];
13 status2 -> age12 [label="L*",style="dotted"];
14 status3 -> "no13" [label="Lfirst"];
15 status3 -> "no14" [label="Lsecond"];
16 status3 -> "yes15" [label="Lthird"];
17 status3 -> "no16" [label="Lcrew"];
18 age12 -> "no17" [label="Ladult"];
19 age12 -> "no18" [label="Lchild"];
20 } 
Slika 7.1: Slika izvozˇenega drevesa, generirana iz kode 7.4.
sex0
status1
Lmale
status2
Lfemale
status3
L*
no4
Lfirst
no5
Lsecond
yes6
Lthird
no7
Lcrew
no8
Lfirst
no9
Lsecond
yes10
Lthird
no11
Lcrew
age12
L*
no13
Lfirst
no14
Lsecond
yes15
Lthird
no16
Lcrew
no17
Ladult
no18
Lchild
Podatkom Titanic-2M smo na konec dodali primere, v katerih se utopijo vsi potniki, razen tistih
iz tretjega razreda. Slika 7.2 prikazuje evolucijo modela med ucˇenjem z algoritmom 2 na opisanih
podatkih. Slike smo izvozili, kadar je ucˇenec zacˇel gojiti alternativno drevo ali pa zamenjal glavno
poddrevo z enim od alternativnih dreves v kateremkoli izmed vozliˇscˇ. Prvi sˇtirje modeli so klasicˇni
za Titanic-2M, naslednja dva modela odrazˇata okno s pomesˇanimi novimi in starimi primeri, model
s slike 7.2g je iz trenutka, ko ucˇenec opazi, da je atribut status obetavnejˇsi od starosti, slika 7.2h
pa prikazuje koncˇni model, kjer algoritem zamenja trenutno poddrevo z alternativnim drevesom z
atributom status v korenu.
7.2 Komentar
Ena od idej za nadaljnje delo je razsˇiritev jezika za konfiguracijo z ukazi za dolocˇanje ranga numericˇnih
atributov — v praksi ponavadi vemo, da bo numericˇen atribut za, na primer, starost osebe pozitiven
in manjˇsi od, recimo, 200. Druga ideja je razsˇiritev implementacije s funkcionalnostjo za dinamicˇno
dodajanja vrednosti diskretnih atributov — to na primer pomeni, da nam za atribut, ki predstavlja
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sex0
no1
Lmale
status2
Lfemale
yes3
Lfirst
yes4
Lsecond
no5
Lthird
yes6
Lcrew
(a) Model 1.
sex0
no1
Lmale
status2
Lfemale
status3
L*
yes4
Lfirst
yes5
Lsecond
no6
Lthird
yes7
Lcrew
yes8
Lfirst
no9
Lsecond
no10
Lthird
no11
Lcrew
(b) Model 2.
sex0
status1
Lmale
status2
Lfemale
status3
L*
no4
Lfirst
no5
Lsecond
no6
Lthird
no7
Lcrew
yes8
Lfirst
yes9
Lsecond
no10
Lthird
yes11
Lcrew
yes12
Lfirst
no13
Lsecond
no14
Lthird
no15
Lcrew
age16
L*
no17
Ladult
yes18
Lchild
(c) Model 3.
sex0
status1
Lmale
status2
Lfemale
status3
L*
no4
Lfirst
no5
Lsecond
no6
Lthird
no7
Lcrew
age8
L*
yes9
Lfirst
yes10
Lsecond
no11
Lthird
yes12
Lcrew
yes13
Lfirst
no14
Lsecond
age15
Lthird
age16
Lcrew
age17
L*
no18
Ladult
no19
Lchild
no20
Ladult
no21
Lchild
no22
Ladult
no23
Lchild
no24
Ladult
no25
Lchild
(d) Model 4.
Slika 7.2: Evolucija modela med ucˇenjem na spremenljivi varianti Titanic-2M dataseta.
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status0
yes1
Lfirst
no2
Lsecond
age3
Lthird
age4
Lcrew
age5
L*
no6
Ladult
yes7
Lchild
no8
Ladult
no9
Lchild
no10
Ladult
no11
Lchild
(e) Model 5.
age0
no1
Ladult
no2
Lchild
(f) Model 6.
age0
no1
Ladult
no2
Lchild
status3
L*
no4
Lfirst
no5
Lsecond
yes6
Lthird
no7
Lcrew
(g) Model 7.
status0
no1
Lfirst
no2
Lsecond
yes3
Lthird
no4
Lcrew
(h) Model 8.
Slika 7.2: Evolucija modela med ucˇenjem na spremenljivi varianti Titanic-2M dataseta (nadaljeva-
nje).
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drzˇavo, ni potrebno nasˇteti vseh drzˇav v konfiguracijski datoteki.
Algoritem za diskretizacijo je sicer enostaven in efektiven, vendar po nasˇem mnenju ni primeren
za ucˇenje na spremenljivih podatkovnih tokovih. Ideja je, da bi na histogramu delali varianto inkre-
mentalnega k-means razvrsˇcˇanja z zdruzˇevanjem in cepljenjem kosˇev, podobno kot [Brank, 2013].
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8 Ocenjevanje uspesˇnosti ucˇenja in
primerjava algoritmov
V tem poglavju se ukvarjamo s problemi ocenjevanja uspesˇnosti ucˇenja (razdelek 8.1) in primerjave
ucˇnih algoritmov (razdelek 8.2) na podatkovnih tokovih.
Za ocenjevanje uspesˇnosti ucˇenja klasicˇne mere niso uporabne, ker enakomerno utezˇijo napake
preko celega podatkovnega toka. Zato ponavadi uporabljamo mere s pozabljanjem, da se za vsako
cˇasovno tocˇko toka pridobi vrednost metrike, ki govori o uspesˇnosti toka v tistem danem trenutku,
pri cˇemer je uspesˇnost bolj utezˇena s sedanjo vrednostjo in manj s prejˇsnjimi vrednostmi napak.
Druga mozˇnost je pristop z izlocˇanjem ucˇnih primerov (angl. holdout evaluation), kjer periodicˇno
— tipicˇno na vsakih 10 000 ≤ k ≤ 100 000 primerov — zˇrtvujemo m := 2000 primerov za evalvacijo.
Za primerjavo dveh algoritmov uporabljamo Q-statistiko, hitro in inkrementalno statistiko, defi-
nirano kot logaritem kvocienta izgub ucˇencev v dani tocˇki, ki “zvezno” primerja napovedno tocˇnost
teh dveh ucˇnencev.
Pristopi, predstavljeni v nadaljevanju, so povzeti po [Gama et al., 2009, 2013]. Glej tudi [Bosnic´
et al., 2011] in [Rodrigues et al., 2012]. Ker gre za novo podrocˇje, nimamo nicˇesar podobnega [Demsˇar,
2006].
8.1 Ocenjevanje uspesˇnosti ucˇenja
V sledecˇih podrazdelkih opiˇsemo pristop z izlocˇanjem ucˇnih primerov (podrazdelek 8.1.1) in pristop
z bledecˇimi faktorji (podrazdelek 8.1.2).
8.1.1 Ocenjevanje z izlocˇanjem ucˇnih primerov
Pri tem nacˇinu periodicˇno, ponavadi na vsake 10 000 ≤ k ≤ 100 000 primerov, zˇrtvujemo m := 2000
primerov, ki jih uporabimo za evalvacijo trenutnega modela. Za dovolj velik m je taka cenilka
nepristrana (angl. unbiased). Za m ucˇnih primerov jo definiramo kot
Hm :=
1
m
m∑
i=1
L(yi, yˆi).
To je najbolj preprost mozˇen pristop, saj v paketni terminologiji zˇrtvovani primeri ustrezajo
testni, ostali primeri pa ucˇni mnozˇici.
8.1.2 Ocenjevanje uspesˇnosti ucˇenja z bledecˇimi faktorji
Sedaj opiˇsemo pristope, ki nimajo paketnih analogov — osredotocˇimo se na ocenjevanje uspesˇnosti
z drsecˇimi okni in z bledecˇimi faktorji.
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Drsecˇa okna
Ta pristop je v cˇasu tega pisanja med najbolj popularnimi. Za drsecˇe okno velikosti w v tocˇki k
definiramo napako kot
Pw(i) :=
1
w
k∑
i=k−w+1
L(yi, yˆi).
Tako uposˇtevamo samo napake iz blizˇnje preteklosti; pri tem je prostorska zahtevnost O(w). Intuicija
je, da starejˇse napako niso relevantne, ker se je model medtem spremenil. Zdi se, da ima ta pristop
vsaj dve pomanjkljivosti:
• parameter w za velikost okna je uporabniˇsko definiran in se verjetno razlikuje od scenarija do
scenarija, glede na stopnjo spreminjanja v podatkih,
• velikost okna ostane fiksna ne glede na spremembe v podatkih.
Bledecˇi faktorji
Tukaj je glavna ideja, da napake utezˇimo glede na njihovo starost. Slika 8.1 prikazuje utezˇi za
n := 10 000 primerov za bledecˇa faktorja α := 0.995 in α := 0.9995. Relevantnost starejˇsih napak
torej definiramo prek bledecˇih faktorjev. Slednji so multiplikativni in ustrezajo eksponentnemu
pozabljanju (slika 8.1).
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Sˇtevilka ucˇnega primera v toku
P
ri
p
a
d
a
jo
cˇa
u
te
zˇ
 
 
Faktor 0.995
Faktor 0.9995
Slika 8.1: Utezˇi za 10 000 primerov za bledecˇa faktorja α := 0.995 in α := 0.9995.
Naj bo α ∈ (0, 1] veliko vecˇji od 0, recimo α ≥ 0.99. Za podatkovni tok x definirajmo bledecˇo
vsoto v tocˇki i kot
Sx,α(i) := L(yi, yˆi) + αSx,α(i− 1),
52
pri cˇemer postavimo Sα(1) := L(y1, yˆ1). Nadalje naj bo bledecˇi inkrement
Nα(i) := 1 + αNα(i− 1),
pri cˇemer postavimo Nα(1) := 1.
Tako je ocenjena pricˇakovana napaka (angl. prequential error), znana tudi kot “testiraj-potem-
naucˇi” (angl. test-then-train), definirana kot
Pα(i) := S
A
α (n)/N
α(n) (8.1)
=
∑i
k=1 α
i−kL(yk, yˆk)∑i
k=1 α
i−k
=
(
1− αi+1
1− α − 1
)−1 i∑
k=1
αi−k−1L(yk, yˆk)
=
1− α
α(1− αi)
i∑
k=1
αi−kL(yk, yˆk)
=
1− α
1− αi
i∑
k=1
αi−k−1L(yk, yˆk). (8.2)
Vidimo, da je Pα(i) definiran podobno kot klasifikacijska tocˇnost: gre za kvocient dejanske napake
SAα (i) in najvecˇje mozˇne napake
1 Nα(i), ki je preprosto delna vsota geometrijske vrste. (Taka oblika
je bolj intuitivna od rekurzivnih formul, ki jih uporabljamo v praksi.)
Za razliko od drsecˇih oken imamo tukaj majhno konstantno prostorsko zahtevnost. Tudi tukaj
imamo uporabniˇsko definiran parameter α s katerim definiramo, kako stare napake so za nas sˇe
relevantne (slika 8.1).
Algoritem 13 Racˇunanje napake z bledecˇimi faktorji.
Vhod: Vzame bledecˇi faktor α ∈ (0, 1] in napako L(yi, yˆi) pri i-tem primeru.
Izhod: Vrne cenilko za Pα(i).
1: function P (α, n)
2: if n = 0 then
3: Inicializiraj Sα(0) := Nα(0) := 0
4: return 0
5: else
6: Sα(n+ 1) := L(yn, yˆn) + αSα(n)
7: Nα(n+ 1) := 1 + αNα(n)
8: Pα(n+ 1) := Sα(n)/Nα(n)
return Pα(n+ 1)
8.2 Primerjava dveh algoritmov na podatkovnem toku
V tem razdelku se ukvarjamo s primerjavo uspesˇnosti ucˇenja dveh algoritmov na podatkovnem toku.
Razlikovati zˇelimo med nakljucˇnimi in nenakljucˇnimi razlikami v meritvah eksperimentov.
Naj bosta SAα in S
B
α zaporedji napak ucˇencev A in B v vseh tocˇkah podatkovnega toka, definirani
kot SαA(i) := LA(yi, yˆi) + αS
α
A(i− 1) za i > 0 in SA0 := 1, za ucˇenca A. Potem za α ∈ (0, 1] in i ∈ N
definiramo Q-statistiko kot preslikavo Q : R+ × R+ → R, dano s predpisom2
Q(SαA(i), S
α
B(i)) := log (S
α
A(i), S
α
B(i)) , (8.3)
1Ta interpretacija velja za 0-1 izgubo.
2Za voljo preprostosti v nadaljevanju piˇsemo Qαi (A,B) namesto Q(S
α
A(i), S
α
B(i)).
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ki jo lahko uporabimo s skoraj vsemi funkcijami izgub. Signal Qαi odrazˇa relativno uspesˇnost obeh
modelov v i-ti tocˇki, njegovo vrednost pa interpretiramo kot mocˇ razlike. Funkcija Qi je tudi sime-
tricˇna do predznaka natancˇno, ker je log(x/y) = − log(y/x).
VrednostQ-statistike interpretiramo tako, da pogledamo predznak in absolutno vrednostQαi (A,B):
• Qαi (A,B) < 0 pomeni, da je A boljˇsi od B,
• Qαi (A,B) = 0 pomeni, da ni razlike,
• Qαi (A,B) > 0 pomeni, da je B boljˇsi od A.
Absolutna vrednost |Qαi (A,B)| pove, koliko boljˇsi je eden ucˇenec od drugega — interpretiramo jo
lahko kot mocˇ razlike med ucˇencema.
Naj bosta A in B ucˇenca na danem podatkovnem toku in naj bo qi := Q
α
i (A,B) za q ∈ Rn
za 1 ≤ i ≤ n. Naj bo α ∈ (0, 1) znacˇilnost Wilcoxonovega testa [Wilcoxon, 1945]. To je paren
neparametricˇen test, ki testira nicˇelno hipotezo, da je vektor q iz porazdelitve z nicˇelno mediano.
Pri vseh poskusih privzamemo α := 0.01. Nicˇelno hipotezo zavrnemo, cˇe je p-vrednost — v grobem
verjetnost nicˇelne hipoteze — strogo manjˇsa od znacˇilnosti testa α. Manjˇsa kot je p-vrednost, manj
verjetno je, da je nicˇelna hipoteza resnicˇna.
V naslednjem poglavju primerjamo vecˇ parov algoritmov na istem podatkovnem toku, kar pomeni,
da moramo — seveda to ni edina resˇitev — uporabiti Bonferronijev popravek [Salzberg, 1997]. Naj
bo α izbrana stopnja zaupanja in brez sˇkode recimo, da primerjamo n parov algoritmov. Potem
imamo nα mozˇnosti za vsaj en znacˇilen rezultat. Naj bo α? stopnja zaupanja za en eksperiment;
potem je 1−α? verjetnost, da v tem eksperimentu nismo naredili napake (tipa I ali II). Cˇe naredimo
n neodvisnih eksperimentov pri tej stopnji zaupanja, potem je verjetnost, da pri nobenem nismo
naredili napake enaka (1 − α?)n. Torej je verjetnost za vsaj eno napako enaka 1 − (1 − α?)n, kar
pomeni, da moramo za zˇeleno stopnjo zaupanja α := 0.01 izbrati α?, ki resˇi neenacˇbo
1− (1− α?)n ≤ α.
Izkazˇe se, da je dovolj postaviti α? := α/n.3
3To je Bonferronijev popravek, ki sledi iz Bonferronijevih neenakosti, ki jih je dokazal Firenski matematik Carlo
Emilio Bonferroni (1892–1933).
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9 Rezultati
V tem poglavju navedemo rezultate nasˇih implementacij na izbranih podatkovnih tokovih. Za
vrednotenje uporabljamo uporabili metode iz [Gama et al., 2009, 2013] in [Bosnic´ et al., 2011]
ter [Demsˇar, 2006] in [Salzberg, 1997].
Vse evalvacije so bile narejene na Microsoft Windows 7 platformi na Thinkpad 530T z 8GB
delovnega pomnilnika in 4 jedrnim Intel i7 procesorjem.
Spodaj med sabo primerjamo vecˇ algoritmov, zato konzervativno postavimo α := 0.0001, kar bi
zadostovalo za 100 primerjav. Po Bonferroniju bi bilo dovolj α = 0.01/6.
9.1 Napaka pri testiranju z izlocˇanjem testnih primerov
V tem razdelku primerjamo ucˇna algoritma VFDT in CVFDT, pri cˇemer v listih uporabljamo
vecˇinski klasifikator in Naivnega Bayesa.
Slika 9.1 prikazuje primerjavo algoritmov 1 (VFDT-MAJ) in 2 (CVFDT-MAJ) z vecˇinskim
klasifikatorjem na podatkih NYEL-NUM, pri cˇemer napovedujemo porabo za naslednjih pet minut.
Na vsakih 10 000 primerov smo zˇrtvovali 2 000 primerov za izracˇun klasifikacijske tocˇnosti. Izkazˇe se,
da je algoritem 1 boljˇsi (p < 0.0001).
Na sliki 9.2 je analogen scenarij za algoritma 1 (VFDT-NB) in 2 (CVFDT-NB) z Naivnim
Bayesom v listih. V tem primeru je ne moremo povedati, kateri algoritem je boljˇsi (velja p = 0.6538).
Na sliki 9.3 je analogen scenarij za algoritma CVFDT-NB in CVFDT-MAJ — eden ima v
listih Naivnega Bayesa, drugi pa vecˇinski klasifikator. Boljˇsi je prvi algoritem CVFDT-NB (velja
p < 0.0001).
9.2 Faktorji pozabljanja
V tem razdelku ponovimo eksperimente iz prejˇsnjega razdelka z uporabo faktorjev pozabljanja, pri
cˇemer postavimo α := 0.995. Dobimo enake rezultate.
Slika 9.4 prikazuje bledecˇe napake in pripadajocˇoQ-statistiko primerjave VFDT-MAJ in CVFDT-
MAJ, ki uporabljata vecˇinski klasifikator v listih. Kot prej je znacˇilno boljˇsi VFDT-MAJ (velja
p < 0.0001).
Slika 9.5 prikazuje situacijo, kjer sta algoritma VFDT-NB in CVFDT-NB skoraj enaka in ne
moremo povedati, kateri je boljˇsi, ker imamo p = 0.1424.
Na sliki 9.6 je primerjava algoritmov CVFDT-MAJ in CVFDT-NB, pri cˇemer je CVFDT-NB
znacˇilno boljˇsi (imamo p < 0.0001).
V tabeli 9.1 navajamo podrobnosti statisticˇnih primerjav. Za vsako izmed primerjav navedemo
povprecˇje µ, mediano µ1/2 in p-vrednost p.
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Nacˇin Ucˇenec A/Ucˇenec B Wilcoxonov test za H0: Q(A,B) = 0
Z izlocˇanjem ucˇnih
primerov
VFDT-MAJ/CVFDT-
MAJ
µ = −0.4954, µ1/2 = −0.4285,
p < 0.0001
Z izlocˇanjem ucˇnih
primerov
VFDT-NB/CVFDT-NB µ = −0.0061, µ1/2 = 0, p = 0.6538
Z izlocˇanjem ucˇnih
primerov
CVFDT-MAJ/CVFDT-
NB
µ = 0.4893, µ1/2 = 0.4410,
p < 0.0001
S faktorji pozabljanja VFDT-MAJ/CVFDT-
MAJ
µ = −0.5521, µ1/2 = −0.377,
p < 0.0001
S faktorji pozabljanja VFDT-NB/CVFDT-NB µ = 0.0936, µ1/2 = 0.0297,
p = 0.1424
S faktorji pozabljanja CVFDT-MAJ/CVFDT-
NB
µ = 0.6456, µ1/2 = 0.3819,
p < 0.0001
Tabela 9.1: Rezultati Wilcoxonovega testa za testiranje hipoteze, da je mediana Q-statistik enaka
nicˇ.
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(b) Graf Q-statistike, pri cˇemer je A algoritem brez pozabljanja in B algoritem s pozabljanjem.
Slika 9.1: Primerjava VFDT-MAJ in CVFDT-MAJ algoritmov pri napovedovanju porabe cˇez
5min.
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(a) Napake nasˇih algoritmov na NYEL-NUM.
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(b) Graf Q-statistike, pri cˇemer je A algoritem VFDT-NB in B algoritem CVFDT-NB.
Slika 9.2: Primerjava VFDT-NB in CVFDT-NB algoritmov pri napovedovanju porabe cˇez 5min.
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(a) Napake teh dveh algoritmov na NYEL-NUM.
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(b) Graf Q-statistike, pri cˇemer je A algoritem CVFDT-NB in B algoritem CVFDT-MAJ.
Slika 9.3: Primerjava CVFDT-NB in CVFDT-MAJ algoritmov pri napovedovanju porabe cˇez
5min.
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(a) Napake teh dveh algoritmov na NYEL-NUM.
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(b) Graf Q-statistike, pri cˇemer je A algoritem VFDT-MAJ in B algoritem CVFDT-MAJ.
Slika 9.4: Primerjava VFDT-MAJ in CVFDT-MAJ algoritmov pri napovedovanju porabe cˇez
5min.
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(a) Napake teh dveh algoritmov na NYEL-NUM.
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(b) Graf Q-statistike, pri cˇemer je A algoritem VFDT-NB in B algoritem CVFDT-NB.
Slika 9.5: Primerjava VFDT-NB in CVFDT-NB algoritmov pri napovedovanju porabe cˇez 5min.
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(b) Graf Q-statistike, pri cˇemer je A algoritem CVFDT-MAJ in B algoritem CVFDT-NB.
Slika 9.6: Primerjava CVFDT-MAJ in CVFDT-NB algoritmov pri napovedovanju porabe cˇez
5min.
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A Implementacije
V tem poglavju navedemo pomembnejˇse obstojecˇe implementacije.
A.1 VFML
Domingos in Hulten [Hulten and Domingos, 2003] sta izdala odprtokodno orodje VFML, ki med
drugim vkljucˇuje implementacije skaliranih algoritmov za ucˇenje odlocˇitvenih dreves, razvrsˇcˇanje, in
nekaterih drugih modelov. Orodje je v celoti implementirano v jeziku C, prevede se vsaj na UNIX
in Windows platformah1.
Orodje je v grobem sestavljeno iz treh delov: (i) zbirke funkcij za lazˇji razvoj novih algoritmov,
(ii) implementacij pomembnejˇsih ucˇnih algoritmov, in (iii) implementacij skaliranih algoritmov, med
drugim VFDT, CVFDT, in VFKM, ki smo jih omenili v pregledu dela.
Elena Ikonomovska je VFML razsˇirila za ucˇenje regresijskih dreves; koda je v cˇasu tega pisanja
dostopna na http://kt.ijs.si/elena_ikonomovska/FIMT-DD.zip.
(Izpostavljamo, da za VFML obstaja spodobna dokumentacija s preprostimi primeri uporabe,
kar je za odprokodno skupnost skoraj redkost.)
A.2 MOA
MOA [Bifet et al., 2010b] je — vsaj glede na sˇtevilo navedb v cˇankih — trenutno dalecˇ najbolj
popularna implementacija. Gre za naslednjika dobro poznane WEKA. Knjizˇnica je implementirana
v Javi2 in (verjetno edina) podpira veliko vecˇino evalvacijskih metod iz [Gama et al., 2009, 2013]
ter klasifikacijske, regresijske, in razvrsˇcˇevalne metode. Je dobro dokumentirana3 in ima aktivno
uporabniˇsko Google Groups skupino4.
Eden od avtorjev (AB) je objavil prirocˇnik rudarjenja podatkovnih tokov s temeljitim pregledom
literature [Bifet et al., 2011].
V preprostih eksperimentih, ki jih ne vkljucˇimo, je MOA v primerjavi z nasˇo implementacijo
izredno pocˇasna. Glavni razlog — seveda poleg Jave — je naivna implementacija nekaterih kriticˇnih
odsekov kode v ucˇencih.
A.3 Ostalo
Obstajajo tudi druga orodja z vticˇniki (angl. plugins) za rudarjenje podatkovnih tokov. Omejimo
se na omembo naslednjih treh:
• VEDAS so [Kargupta et al., 2004] predstavili kot mobilen in distribuiran sistem za rudarjenje
podatkovnih tokov za realnocˇasen pregled nad vozili5. V cˇasu tega pisanja se zdi, da se je
1Za vecˇ glej http://www.cs.washington.edu/dm/vfml/.
2Za vecˇ glej http://moa.cms.waikato.ac.nz/.
3Glej http://moa.cms.waikato.ac.nz/downloads/.
4Glej https://groups.google.com/forum/#!forum/moa-users.
5Glej http://www.csee.umbc.edu/~hillol/vedas.html za vecˇ.
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projekt znasˇel v sivih cˇasih.
• SAMOA [Morales, 2013] v cˇasu tega pisanja sˇe ni dokoncˇno implementirana, sˇlo pa naj bi za
vecˇjo razsˇiritev orodja MOA iz prejˇsnjega razdelka.
• RapidMiner je velik odprtokoden sistem za podatkovno rudarjenje. Rudarjenje podatkovnih
tokov ponuja kot vticˇnik.
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B Notacija in opis podatkov
V tem poglavju navedemo tabele uporabljenih algoritmov (tabela B.5), simbolov, in podatkov ter
komentiramo notacijo (razdelek B.1) in na kratko opiˇsemo podatke (razdelek B.2), ki smo jih upo-
rabljali za eksperimente.
B.1 Notacija
V tem razdelku fiksiramo notacijo, ki se je drzˇimo skozi nalogo.
B.1.1 Multimnozˇice
Omenimo, da na mnozˇice primerov gledamo kot na multimnozˇice: v toku se lahko ob razlicˇnih
cˇasih pojavita enaka primera, cˇesar s klasicˇno mnozˇico ne moremo opisati1. Skozi nalogo za voljo
preglednosti govorimo o mnozˇicah in uporabljamo standardno notacijo. Vseeno definirajmo pojem
multimnozˇice in analog unije.
Definicija 4. Multimnozˇica je par (A,m), pri cˇemer je A mnozˇica in mA : A → N funkcija iz A
v mnozˇico naravnih sˇtevil N := {1, 2, 3, . . .}. Za vsak element a ∈ A je m(a) kratnost — sˇtevilo
pojavitev — tega elementa v multimnozˇici.
Unijo multimnozˇic S in T oznacˇimo U := S unionmulti T in definiramo na naraven nacˇin: unija je par
(mU , U) za U = S ∪ T , pri cˇemer je preslikava mU : U → N za u ∈ U dana z naslednjim predpisom:
mU (x) :=
 mS(u), u ∈ S in u /∈ T,mT (u), u /∈ S in u ∈ T,
mS(x) +mT (x), u ∈ T in u ∈ S.
B.1.2 Asimptoticˇna notacija
Naj bo f : R→ R+. Potem piˇsemo f(x) = O(g(x)) za x→ a, cˇe in samo cˇe velja
lim sup
x→a
∣∣∣∣f(x)g(x)
∣∣∣∣ <∞.
Podobno piˇsemo f(x) = o(g(x)) cˇe in samo cˇe velja
lim
x→∞
f(x)
g(x)
= 0.
1Npr. velja {(1, 2, 3, Y ), (1, 2, 3, Y )} = {(1, 2, 3, Y )}.
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B.1.3 Ostalo
Preslikava sgn : R→ {−1, 0, 1} je za x ∈ R dana s predpisom
sgn(x) :=
 −1, x < 0,0, x = 0,
1, x > 0,
in nam da predznak realnega sˇtevila. Absolutna vrednost je preslikava | · | : R → R, za x ∈ R dana
s predpisom
|x| :=
{ −x, x < 0,
x, sicer.
Eksponentna funkcija je preslikava exp : R→ R+, za x ∈ R dana s predpisom
exp(x) :=
∑
n≥0
xn
n!
.
Ne nekaj mestih za x, y ∈ R+ piˇsemo x ≈ y, kar iz prakticˇnih razlogov definiramo kot
x ≈ y ⇐⇒ x ∈
[
yblog10 yc, y1+blog10 yc
]
,
kar pomeni, da je y kvecˇjemu za faktor 10 vecˇji od x. Tako lahko recˇemo, da je 19.34 ≈ 10, ampak
19.34 6≈ 100 in 19.34 6≈ 1. Seveda je x 6≈ y natanko tedaj, ko ne velja x ≈ y.
Simbol Opis simbola
P Gostota verjetnosti
E Pricˇakovanje
I Indikatorska funkcija
V Varianca
X  D Konvergenca v porazdelitvi [Casella and Berger, 2002]
[a, b] := {x ∈ R : a ≤ x ≤ b} Zaprt interval
(a, b] := {x ∈ R : a < x ≤ b} Levo-odprt interval
[a, b) := {x ∈ R : a ≤ x < b} Desno-odprt interval
(a, b) := {x ∈ R : a < x < b} Odprt interval
[n..m] := {n, n+ 1, . . . ,m} Mnozˇica naravnih sˇtevil od n do m
[n] := {1, 2, . . . , n} Mnozˇica prvih n naravnih sˇtevil
R+0 := {x ∈ R : x ≥ 0} Mnozˇica nenegativnih realnih sˇtevil
R+ := {x ∈ R : x > 0} Mnozˇica pozitivnih realnih sˇtevil
N := {1, 2, . . .} Mnozˇica naravnih sˇtevil
N0 := {0, 1, 2, . . .} Mnozˇica naravnih sˇtevil z nicˇlo{
n
k
}
Stirlingova sˇtevila druge vrste [Graham et al., 1994](
n
k
)
Binomski koeficient [Graham et al., 1994]
Bn Bellova sˇtevila [Graham et al., 1994]
f = O(g(n)) Veliki O notacija
f = Ω(g(n)) Veliki Ω notacija
f = Θ(g(n)) Veliki Θ notacija
f = o(g(n)) Cˇe f(x)/g(x)→ 0 za x→∞
f ∼ g Cˇe f(x)/g(x)→ 1 za x→∞
∇f Gradient odvedljive funkcije f : Rk → Rk
Tabela B.1: Opis uporabljenih simbolov.
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B.2 Opis podatkov
V tem razdelku navedemo tabelo uporabljenih podatkov s kratkimi opisi (tabeli B.3 in B.4) in
podrobneje opiˇsemo podatke o porabi elektricˇne energije za zvezno drzˇavo New York (podrazde-
lek B.2.1).
B.2.1 Elektro podatki NY-EL
Realen scenarij smo pripravili na podlagi javno dostopnih2 podatkov o porabi in ceni elektricˇne
energije za zvezno drzˇavo New York, ki jih sproti objavlja neodvisni sistemski operater elektricˇnega
omrezˇja (NYISO). Senzorji na 5 minut zajemajo vrednosti, ki so nato agregirane po obmocˇjih (glej
sliko B.1)3.
A
B
NEW YORK CONTROL AREA  
 LOAD ZONES
G
F
E
D
C
B
E
H
I
J K
 A -  WEST
 B - GENESE
 C - CENTRL
 D - NORTH
 E - MHK VL
 F - CAPITL
 G - HUD VL
 H - MILLWD
  I - DUNWOD
 J - N.Y.C.
 K - LONGIL
Slika B.1: Distribucijsko omrezˇje zvezne drzˇave New York.
V tem razdelku podrobneje opiˇsemo, kako je bil tok NY-EL generiran na podlagi omenjenih
podatkov.
Za porabo smo zajeli podatke od 26. maja 2001 do 31. decembra 2012. Vse skupaj nanese
14 418 748 (okoli 14.5M) zapisov oz. 697 500 KB (okoli 680MB) nekompresiranih podatkov. Prvih
10 zapisov:
2Glej http://www.nyiso.com/public/markets_operations/market_data/pricing_data/index.jsp.
3Vir: http://www.nyiso.com/public/webdocs/markets_operations/market_data/zone_maps_graphs/nyca_
zonemaps.pdf.
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Very low Low Normal High (1355) Very high (2238)
[0, 474) [474, 914.5) [914.5, 1796.5) [1796.5, 2238) [2238,∞)
Tabela B.2: Diskretizacija ciljne spremenljivke.
Koda B.1: Primer porabe. 
1 "Time Stamp","Time Zone","Name","PTID","Load"
2 "05/26/2001 00:00:00","EDT","CAPITL",61757,985
3 "05/26/2001 00:00:00","EDT","CENTRL",61754,1461
4 ... 
Za cene smo zajeli podatke od 1. januarja 2001 do 31. decembra 2012. Vse skupaj nanese
21 196 155 (okoli 21.2M) zapisov oz. 1 111 649 KB (okoli 1.1GB) nekompresiranih podatkov. Prvih
10 zapisov:
Koda B.2: Primer cen. 
1 "Time Stamp","Name","PTID","LBMP ($/MWHr)","Marginal Cost Losses ($/MWHr)","
Marginal Cost Congestion ($/MWHr)"
2 "01/01/2001 00:00:00","CAPITL",61757,19.51,1.38,0.00
3 "01/01/2001 00:00:00","CENTRL",61754,17.57,-0.56,0.00
4 ... 
Zdruzˇili smo vrstice obeh virov podatkov, ki so se ujemale po cˇasu in po imenih. Tako do-
bimo 13 878 974 (okoli 13.8M) zapisov oz. 1.3GB nekompresiranih podatkov. Prvih 10 zapisov:
Koda B.3: Primer zdruzenih. 
1 ’"Time Stamp"’, ’"Time Zone"’, ’"Name"’, ’"PTID"’, ’"Load"’, ’"PTID"’, ’"LBMP ($/
MWHr)"’, ’"Marginal Cost Losses ($/MWHr)"’, ’"Marginal Cost Congestion ($/MWHr)
"’
2 ’"05/26/2001 00:00:00"’, ’"EDT"’, ’"CAPITL"’, 61757.0, 985.0, 61757.0, 20.52,
1.06, 0.0
3 ’"05/26/2001 00:00:00"’, ’"EDT"’, ’"CENTRL"’, 61754.0, 1461.0, 61754.0, 19.0,
-0.46, 0.0
4 ... 
Na podlagi datuma generiramo tri zelo informativne atribute:
• hourOfDay, ki ga obravnavamo kot numericˇen atribut z zalogo [0, 24),
• dayOfWeek, ki ga obravnavamo kot numericˇen atribut z zalogo [1, 7],
• month, ki ga obravnavamo kot numericˇen atribut z zalogo [1, 12].
Dodamo sˇe naslednje tri atribute:
• name, ime drzˇave, ki ga obravnavamo kot diskreten 11-vrednosten atribut,
• PTID, ki ga obravnavamo kot numericˇen atribut z zalogo [6100, 6150],
• load, ki ga obravnavamo kot 5-vrednostno ciljno spremenljivko (glej tabelo B.2).
Ciljno spremenljivko smo diskretizirali na podlagi histograma porab (slika B.6). Diskretizacija je
prikazana v tabeli B.2. Tem podatkom pravimo NYEL-NUM. Slednji so povzeti v tabeli B.4.
Slike B.2, B.3, B.4, in B.5 pokazˇejo precej regularnosti v podatkih, ki se odrazˇa tudi v naucˇenih
odlocˇitvenih drevesih. Npr. ponocˇi in cˇez vikend je poraba manjˇsa kot cˇez dan in cˇez teden.
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Slika B.2: Dnevni ritem porabe za 20 dni.
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Slika B.3: Mesecˇni ritem porabe za pet mesecev.
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Slika B.4: Letni ritem porabe.
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Slika B.5: Globalni ritem porabe od januarja 2001 do decembra 2012.
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Slika B.6: Histogram porab neprecˇiˇscˇenih podatkov.
Ime Opis #Primerov #Razredov #Nom. atr. #Num. atr.
Titanic Slavni Titanic podatki 2 200 2 3 0
Titanic-220K Bootstrappan Titanic 220 000 2 3 0
Titanic-2M Bootstrappan Titanic 2 200 000 2 3 0
Titanic-22M Bootstrappan Titanic 22 000 000 2 3 0
Titanic-220M Bootstrappan Titanic 220 000 000 2 3 0
Tabela B.3: Uporabljeni stacionarni podatkovni tokovi.
Ime Opis #Primerov #Razredov #Nom. atr. #Num. atr.
Titanic-2M’ Spremenjen Titanic-2M 2 000 000 2 3 0
NYEL-NUM Elektro podatki 13 000 000 5 2 3
Tabela B.4: Uporabljeni spremenljivi podatkovni tokovi.
Ucˇenec Opis ucˇenca
VFDT-MAJ Algoritem 1 z vecˇinskim klasifikatorjem v listih
VFDT-NB Algoritem 1 z Naivnim Bayesom v listih
CVFDT-MAJ Algoritem 2 z vecˇinskim klasifikatorjem v listih
CVFDT-NB Algoritem 2 z Naivnim Bayesom v listih
Tabela B.5: Seznam uporabljenih ucˇencev.
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Anglesˇki izvirnik Prevod
intensional disagreement neujemanje v klasifikacijskih poteh znotraj dreves
extensional disagreement neujemanje v klasifikacijskih razredih za dani primer
multivariate delta method multivariatna metoda delta
scaling up machine learning algorithms vertikalno skaliranje algoritmov strojnega ucˇenja
fading factor bledecˇi faktor
fading sum bledecˇa vsota
fading increment bledecˇi inkrement
fading average bledecˇe povprecˇje
prequential error ocenjena pricˇakovana napaka
fading error estimator cenilka utezˇenega faktorja s pozabljanjem
prequential accumulated loss ocenjena pricˇakovana akumulirana cena
stream learning algorithm algoritem za ucˇenje iz podatkovnega toka
i.i.d. neodvisno in enakomerno porazdeljen
holdout error ocenjevanje z izlocˇanjem ucˇnih primerov
Tabela B.6: Slovar nekaterih tujk.
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