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Abstract
We develop a simple expression for the variance of each individual element in the least
squares solution of a linear statistical system using some geometric arguments. From that
result, lower bounds for the variances are obtained, provided that the length of each matrix
column is kept within a known range.
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We consider the following equation in the unknown x:
Ax = b +  (1)
where A ∈ Mm×n(R), m ≥ n, is a full rank matrix, b ∈ Rm,  is the “noise in the
observation of b”, a m−dimensional random vector with zero mean and variance
σ 2I ∈ Mm×m(R). The unknown x is a n−dimensional vector; since the system may
not have a solution, the least square estimator of x is usually adopted as an approxi-
mation:
xLS = (ATA)−1AT(b + ) (2)
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which is the best in the sense that
||AxLS − b − || < ||Ax − b − ||, x /= xLS
for each value assumed by the random vector .
The expected value of xLS is
E(xLS) = (ATA)−1ATb (3)
which is the classical algebraic least square solution of Ax = b. The variance of this
estimator is given by
var(xLS) = σ 2(ATA)−1. (4)
There are in the literature some expressions involving combinations of the vari-
ance entries along with the trace or determinant of the above matrix, for instance.
However, we are concerned here with the variance of every individual coordinate of
the least square estimate instead. Let ai denote the ith column of A. We prove the
following:
Main result. The variance of each coordinate of the least square solution in the
above problem is given by
var((xLS)i) = σ
2
||a⊥i || 2
, i = 1, . . . , n, (5)
a⊥i being the orthogonal component of ai to the space spanned by the other columns.
Proof. We use the concept of volume in a multidimensional space.
For A a full rank matrix and  a zero mean random vector with var() = σ 2I we
have
var(xLS) = σ 2(ATA)−1 (6)
and, in particular,
var((xLS)i) = σ 2((ATA)−1)ii . (7)
Given a nonsingular square matrix X, recall the classical formula for its inverse
matrix
(X−1)ij = (−1)
i+j detXji
detX
(8)
where Xji is the matrix obtained by deleting the jth row and the ith column of X.
In the present case
X = ATA =


aT1 a1 · · · aT1 an
...
.
.
.
...
aTn a1 · · · aTn an

 . (9)
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Recall that the volume vol(a1, . . . , an) associated with the vectors a1, . . . , an is
given by
vol(a1, . . . , an) =
√
detATA (10)
(This expression can easily be proved by induction or, alternatively, be taken as the
definition of volume).
Therefore
detX = vol2(a1, . . . , an), (11)
detXii = vol2(a1, . . . , ai−1, ai+1, . . . , an) and (12)
(X−1)ii =
(
vol(a1, . . . , ai−1, ai+1, . . . , an)
vol(a1, . . . , an)
)2
. (13)
But it follows from (10) that
vol(a1, . . . , an) = ||a⊥i || vol(a1, . . . , ai−1, ai+1, . . . , an) (14)
where a⊥i is the orthogonal component of ai to the space spanned by the other col-
umns, that is
ai = a⊥i + a‖i (15)
with
a⊥i ⊥ span(a1, . . . , ai−1, ai+1, . . . , an)
and
a
‖
i ∈ span(a1, . . . , ai−1, ai+1, . . . , an).
Thus
(X−1)ii = 1||a⊥i || 2
(16)
and the assertion follows. 
Now, suppose in a certain experiment one has the following constraints
||ai ||2  ki , i = 1, . . . , n, (17)
where ki is a fixed known constant > 0, ai is the ith column of A, as before, and
||ai || its euclidean norm. Then it follows from the previous result a lower bound for
the variance of each element of the least square estimate xLS of x. In fact
var((xLS)i) = σ
2
||a⊥i ||2
 σ
2
ki
(18)
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and the equality occurs exactly when ||a⊥i ||2 = ki or, in view of ||ai ||2  ki , when
||ai ||2 = ki and ai is orthogonal to a1, . . . , ai−1, ai+1, . . . , an.
Notice that, given a linear statistical model, matrix columns in general cannot
be controlled to that extent. Anyway, in order to have minimum variance for all
individual elements of xLS considering only the above constraints, one must have:
1. Any two columns ai, aj of A, i /= j, are orthogonal.
2. ||ai || 2 = ki , i = 1, . . . , n.
In that case
ATA = diag(k1, . . . , kn) and (19)
var(xLS) = σ 2(ATA)−1 = diag(σ 2/k1, . . . , σ 2/kn). (20)
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