This paper aims to develop an effective way to predict the inventory demand of agricultural materials. Focusing on the demand of agricultural pesticide, the author introduced the backpropagation neural network (BPNN) and optimized the BPNN inventory prediction model by multiple interpolation method. In this way, a novel inventory prediction strategy was created, with the national macro policy, the pest and disease resistance, the market role and other factors as part of the BPNN. For the lack of input samples, the multiple interpolation method was adopted to restore the missing data. Then, the replacement values were combined in different ways to reveal the variation pattern of prediction error, making it possible to predict the exact pesticide demand. The research provides the decision support for inventory management in agricultural materials enterprises.
Introduction
The demand of agricultural materials varies obviously with the seasons, regions, policies and other factors, leading to oversupply or short supply of agricultural materials. To reduce warehousing cost, enhance enterprise profitability and guarantee normal production, it is necessary to find a scientific prediction method for the inventory demand of agricultural materials, and minimize the difference between the inventory and the actual demand.
The accuracy of inventory prediction relies heavily on the unified management of the circulation of agricultural materials. With the proliferation of Internet technology, agricultural enterprises are increasingly familiar with the management information system. The system helps to establish an information network that integrates external sales organizations with internal business units, laying the basis for the unified management of information and product circulation. In this way, agricultural enterprises can improve their operation efficiency with information technology (Wu, 2014) .
Demand prediction is currently the focus of the research on rational inventory control. In 1915, Harris wrote the Operations and Cost, marking the first attempt to quantify the inventory. To solve the lack of historical data in medium-term sales forecast, Thomassey and Happiette (2007) proposed an assistant decision system using clustering and classification tools based on the neural network. In China, Jiang (2017) combined backpropagation neural network (BPNN) with particle swarm optimization (PSO) into a prediction model for the safety inventory in coal. Liu (2012) explored the new paradigm, organization and management mode of retail chain enterprises and created a neural network model that accurately forecasts the safety inventory.
Considering the set value, Zhou Hua developed a BPNN model to predict the inventory demand in that industry (Zhou et al., 2016) . To predict the actual safety stock, Liu Tengda and Du Tiancang improved the BP neural network by using the learning rate adaptive algorithm and simulated the production data of the steel plant by using the improved neural network (Liu and Tiancang, 2017) . However, the model fails to consider factors other than time and historical sales.
Targeted at the demand of agricultural pesticide, this paper introduces the BPNN to identify replacement values and optimize the prediction algorithm. Then, the replacement values were combined in different ways to reveal the variation pattern of prediction error, making it possible to predict the exact pesticide demand. For the lack of input samples, the idea of multiple interpolation was followed to generate a set of replacement values for each missing data. The research provides the decision support for inventory management in agricultural materials enterprises.
Terminology
With excellent nonlinear mapping ability, the BPNN has become one of the most popular neural network models since its birth in 1986 (Fan, 2011) . The nonlinear mapping ability refers to the capacity to learn and store numerous mapping relationships between input and output without needing to know the relevant mathematical expressions in advance. In the context of learning, backpropagation is commonly used by the gradient descent optimization algorithm to adjust the weight of neurons by calculating the gradient of the loss function, seeking to minimize the sum of squared errors of the network (Yuan and Yu, 2014) . The practice has proved that a three-layer network supports any mapping of n dimensions to m dimensions. Therefore, the BPNN model consists of three layers: the input layer, the hidden layer, and the output layer. Among them, the input layer receives the input information and transfers it to the neurons in the hidden layer. The hidden layer, located in the middle of the model, is responsible for processing the received information. Depending on the information property, the model should be designed with a single hidden layer or multiple hidden layers. In the case of multiple hidden layers, the last hidden layer transfers the processed information to each neuron in the output layer. Finally, the output layer further processes the information, outputs the processing results, and completes the backpropagation learning process (Mai et al., 2015) . Figure 1 illustrates a BPNN with multiple input layer neurons, multiple output layer neurons, and a single hidden layer. Therefore, this model includes three layers: the Input Layer is responsible for receiving input information, which is transferred to the middle layer neurons in the hidden layer. Hidden Layer, the internal information processing Layer, is responsible for the information transformation. According to the demand for ability to adapt the change of information, the middle Layer can be designed as a single hidden layer or multi hidden layer. The information, transmitted to each neuron in output layer by the last hidden layer, after further processed, it has completed a forward propagation process of learning. The Output Layer outputs the information processing results (Mai et al., 2015) . Figure 1 shows input layer with multiple, output layer with multiple neurons and single hidden layer BP neural network structure. The BPNN learning contains the following stages: 1) Suppose there are n, p and q neurons in the input layer, hidden layer and output layer, respectively. Then, denote the input vector as x, the hidden layer input vector as hi, the hidden layer output vector as ho, the output layer input vector as yi, the output layer output vector as yo, the expected output vector as do, the hidden layer neuron threshold as wih, the output layer neuron threshold as who, the number of samples as k, the activation function as f, and the error function as
. Assign a random number to each connection weight and let ε and M be the calculation accuracy and the maximum number of learning cycles.
2) Randomly select the k th input sample and the corresponding expected output:
3) Calculate the input and output of hidden layer neurons:
4) Find the partial derivatives of the output layer neurons based on the expected output and actual output , (
5) Derive , ( , the partial derivative of the error function for each hidden layer neuron, in light of the connection weights from the hidden layer to the output layer, the , ( of the output layer, and the output of the hidden layer:
6) Correct the connection weights ( based on the , ( of each output layer neuron and the output of each hidden layer neuron:
7) Correct the connection weights based on , ( of each hidden layer neuron and the input of input layer neuron:
8) Calculate the global errors:
9) Determine whether the network error meets the requirements. The algorithm ends when the error reaches the preset accuracy or the number of learning cycles exceeds the maximum number. Otherwise, select the input samples and expected output for next learning cycle, and continue with the learning process (Yang, 2011) .
Model Building
Pesticide stands out of the various agricultural materials (e.g. pesticide, fertilizer and seeds) as the one with the most violent demand fluctuations and the most number of influencing factors. The main factors affecting the pesticide demand include the national macro policy, the crop acreage, the occurrence of pests and weeds, the pest and disease resistance, the market role, and the biotechnology (Shu et al., 2010) . In view of this, imidacloprid, a pesticide on wheat aphids, is taken as the object of the agricultural inventory prediction in this research. The prediction model was applied after readjusting the other agricultural materials like fertilizer and seeds. For the purpose of preventing wheat aphids, the input layer neurons of the model were adjusted as per the prevention plan. The input layer is shown in Table 1 . 
Where T is the input sample matrix of the model; xm,n is the value of the m th factor in the n th year, with m being the number of influencing factors and n being the order of the year in the selected time series. Here, the BPNN model involves input layer with multiple neurons and output layer with a single neuron. As shown in Table 2 , the expected output, i.e., the imidacloprid demand, varies with the trainings and simulations.
To establish the BPNN, the data in the first n-3 columns in Table 1 were adopted as the set of training samples T1 for network learning, and the data in the last three rows were used as the set of test data. T2 for network detection. where X is the input vector; max and min are the maximum and minimum values of x, respectively; xnew is the normalized output. The entire sample data matrix was processed in Matlab using the mapminmax function. The syntax is: Tin = mapminmax (T1, 0, 1) (T1 is the sample data matrix before the normalization; Tin is the sample data matrix after the normalization). BPNN establishment: The hidden layer was activated by the sigmoid function logsig, the output layer was activated by the linear function purelin, the training was performed by the quasi-Newton algorithm trainbfg. The number of hidden layer nodes can be determined by the following empirical equations:
Where hidden is the number of hidden nodes; in is the number of input layer nodes; out is the number of output layer nodes; a is an integer from 1 to 10. In our model, in is set to 19, and out is set to 1. According to the above equations, the number of hidden layer nodes hidden should fall in the range of [4.25, 14.47] . The number of hidden layer nodes in our experiment is 9, which needs to be adjusted to find the optimal value. Hence, the newff function was adopted to create the network with the following syntax: net = newff (minmax (Tin), [hidden out], {'logsig', 'purelin'}, 'trainbfg'). Parameter setting: the maximum number of training cycles is set to 5,000, the training accuracy, 0.00001, the learning rate, 0.01, and the momentum factor, 0.9.
Simulation and multiple interpolation Simulation verification
The network was trained by the function with the syntax of net=train (net, Tin, Tout) . After the training, the derived network formed our model and can be analysed online. To verify the prediction accuracy, the last three items of T were combined with T1 into test data samples T2 and T2, the two samples were normalized into Tin2, and Tin2 was inputted to the network for simulation. The predicted value was contrasted with the actual value to determine the prediction accuracy. The simulation ran on the Sim function with the syntax of net_out=sim (net, Tin2). The results show that the BPNN method performed well in the demand prediction of imidacloprid inventory.
Multiple interpolation of the missing data
The numerical values of the sample data must be kept constant during the simulation of the BPNN model, so as to simplify the input layer and explore the sample data on prediction efficiency. Therefore, the missing data must be interpolated to ensure the completeness of the sample data in the input layer for the demand prediction. The interpolation divides the entire prediction process into three phases: data filtering, missing data interpolation and prediction phase ( Figure  2 ).
(1) Data filtering For some of the sample data, the vector remained the same throughout the sampling period. After mapping, these data tend to form a nearhorizontal line segment in the coordinate system. In this research, these data are known as the horizontal data. For example, the policy support to imidacloprid may stay consistent for a long time, and the support level can be regarded as a type of horizontal data. According to the data normalization formula, the horizontal data had no impact on the prediction results. The normalized result was either 0 or 1 when the difference between the max. and min. was 0, thus rendering the data meaningless. To disclose the effect of the horizontal data on the prediction efficiency, different volumes of horizontal data were interpolated into Tin, and then inputted into the same model. The simulation results in each cycle, together with the run time, were recorded (Table 4) . It is clear that the run time of the model increased with the volume of horizontal data, while the prediction efficiency decreased. For better efficiency, the data of T was filtered before being normalized into Tin, and the rows containing horizontal data were removed from the sample data matrix. The filtering was realized through the function all in Matlab. The syntax is: I = all (T, 2) | all (~ T, 2); T (I,:) = []. The filtering eliminated the horizontal data contained in T. The postfiltering T was normalized into Tin, and inputted to the BPNN model. In this way, the number of input layer neurons decreased and the prediction became more efficient.
(2) Missing data interpolation In this phase, the missing data are replaced by the multiple interpolation method (Pang, 2012 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} . The values in the set were inputted to the model one by one. The prediction results are shown in Table 5 . This sub-section aims to determine the set of replacement values for the missing data. The size of the dataset directly bears on the simulation time and the distribution density of the replacement values, which, in turn, determine the prediction efficiency and prediction accuracy (Spoorthy et al., 2016) . To identify the size of the dataset, it is necessary to explore how different sets of replacement values affect the prediction efficiency and accuracy. Therefore, another data point M2 (actual value: 0.3557) was selected from the Tin as the second missing data point, and the replacement value of M2 was denoted as M2'.
Plan 1: When M1' and M2'∈ {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, the two sets each has 11 replacement values. In this case, there are 121 combinations of replacement values. Taking the 121 combinations as the sample data for simulation, the author obtained a total of 121 prediction results. The error distribution of the prediction results was plotted by Matlab ( Figure  3 ). In this plan, the number of substituting values is too small to provide a reference value for the range of actual values.
Comparing the prediction results of the above five plans, the author discovered that the variation pattern of the prediction error can be found when {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0 .9, 1} (Plan 1) was taken as the set of the replacement values, and the variation pattern can also be identified intuitively when {0, 0.15, 0.3, 0.45, 0.6, 0.75, 0 .9} (Plan 2) was taken as that set. In other plans, the prediction error was too stable to determine the range of the actual values.
Although Plans 1 and 2 did well in the fitting of the actual values, they may consume a long time in the simulation process. The simulation time of different plans is illustrated in Figure 8 . As shown in the figure, Plan 1 took 2,357 seconds to complete the simulation, while Plan 2 consumed a 153% shorter time than Plan 1. Of course, the simulation time of Plan 2 is 26% longer than that of Plan 3. Taken together, Plan 2 {0, 0.15, 0.3, 0.45, 0.6, 0.75, 0 .9}was adopted for the multiple interpolation, aiming to strike a balance between prediction efficiency and accuracy. The next step is to find the replacement value lying the closest to the actual value. In the above simulation on Plan 2, there are 49 combinations of replacement values, and thus 49 prediction results. Taking the results as the matrix of M1' and M2', the linear method and the rectangular method were adopted to identify the optimal value of M1' and M2'.
The linear method: Let us denote the optimal value of M1' as BestM1'. Then, the 7 combinations between BestM1' and M2' should have the smallest mean prediction error than the other 42 combinations of replacement values. Similarly, let us denote the optimal value of M2' as BestM2'. Then, the 7 combinations between BestM2' and M1' should also have the smallest mean prediction error than the other 42 combinations of replacement values. Overall, (BestM1', BestM2') must be the optimal replacement values. By this method, the mean prediction error of each combination was obtained and recorded in the table below.
As shown in the table, the mean prediction error was the lowest at the M1' of 0.6 and the M2' of 0.3. The four combinations with eISSN 1303-5150 www.neuroquantology.com The rectangular method: This method looks for the data area with the smallest mean prediction error is ascertained, and then pinpoints the centre of the interval of the optimal replacement value. The data are grouped into 3x3 continuous units, with the central point being the level of the regional prediction error. In Plan 2, there are 25 valid central points. The corresponding replacement values are shown in Table 7 . The mean error of each combination, together with its adjacent 8 combinations, was calculated and normalized. The normalized data are displayed in Table 8 . According to the normalized data in the table above, the regional prediction error reached the minimum when the replacement values of M1 and M2 converged 0.75 and 0.3, respectively. In other words, (0.75, 0.3) is the closest combination to the actual values (0.7718, 0.3557). It is proved that the rectangular method is also a useful tool for determining the optimal replacement values.
Comparatively speaking, the optimal replacement values found by the rectangular method are closer to the actual values than those determined by the linear method.
Therefore, these values were taken as the optimal ones and used as the input layer sample data for the prediction of inventory demand.
Conclusions
With the aim to predict the inventory demand of agricultural materials, especially agricultural pesticide, this paper introduces the backpropagation neural network (BPNN) and optimizes the BPNN inventory prediction model by multiple interpolation method. In this way, a novel inventory prediction strategy was created, with the national macro policy, the pest and disease resistance, the market role and other factors as part of the BPNN. For the lack of input samples, the multiple interpolation method was adopted to restore the missing data. Then, the replacement values were combined in different ways to reveal the variation pattern of prediction error, making it possible to predict the exact pesticide demand. The research provides the decision support for inventory management in agricultural materials enterprises.
