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Introduzione
La tesi tratta del problema dei bordi per le varieta` CR immerse in una
varieta` complessa X, in particolare in X = Cn e X = CP n. Fissata, di
volta in volta, una certa sottoclasse della categoria CR (le varieta` comp-
lesse, quelle massimalmente complesse o le varieta` Levi piatte) si cercano
condizioni necessarie e sufficienti su una varieta` M ⊂ X perche` si possa
trovare una soluzione di dT =M con T appartenente alla sottoclasse scelta.
E’ conveniente trattare il problema in termini di catene, ovvero di somme
convergenti e localmente finite di sottovarieta` immerse; si ammette inoltre
che tali sottovarieta` possano avere singolarita` ”trascurabili” (per esempio,
in luogo delle varieta` complesse si utilizzano i sottoinsiemi analitici comp-
lessi). Il bordo deve allora essere inteso nel senso delle correnti, ovvero dei
funzionali che M e la catena cercata inducono, per integrazione, sullo spazio
delle forme differenziali di grado corrispondente alle loro rispettive dimen-
sioni. Ipotesi ulteriori (tipicamente, ipotesi di convessita`) permettono poi di
ottenere risultati di regolarita` della catena T nell’intorno della varieta` M .
I capitoli I e II constano di richiami. Nel primo vengono riassunti i risul-
tati della la teoria geometrica della misura. In particolare vengono richiamati
i teoremi di Federer sulle correnti piatte. Vengono infine definite le catene
olomorfe sulle varieta` complesse. Il secondo riguarda le varieta` CR: si tratta
di varieta` M il cui fibrato tangente complessificato ammette un sottofibra-
to HC(M) che si decompone in somma diretta ”imitando” la struttura del
fibrato tangente delle varieta` complesse. SeM e` immersa in una varieta` com-
plessa, e se Hp(M) = Tp(M) ∩ JTp(M) ha dimensione costante l al variare
di p ∈ M , allora M ha una struttura (non banale se l > 0) di varieta` CR.
Le potenze esterne del fibrato cotangente complessificato di una varieta` CR
ammettono, come accade nel caso particolare delle varieta` complesse, una
scomposizione bigraduata; inoltre e` possibile definire un operatore ∂ che fa
variare soltanto uno dei due gradi ed e` una mappa di complesso. Il nucleo
di tale operatore applicato al grado piu` basso e` costituito dalle funzioni CR;
una funzione olomorfa ristretta ad una sottovarieta` CR e` una funzione CR.
Se il sottofibrato HC(M) e` involutivo, la varieta`M e` detta Levi piatta. Le
varieta` Levi piatte ammettono (per il teorema di Frobenius) una foliazione
in sottovarieta` complesse il cui spazio tangente complessificato sia in ogni
punto HCp (M).
Il terzo capitolo si occupa della caratterizzazione dei bordi delle catene
olomorfe immerse in Cn: ci si chiede cioe` quali sottovarieta` M di dimensione
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dispari 2p − 1 immerse in Cn siano il bordo, nel senso delle correnti, di una
p-catena olomorfa. Il problema e` stato risolto da Harvey e Lawson in un clas-
sico lavoro del 1975. Due immediate condizioni necessarie sono, nel caso di
p > 1, la complessita` massimale (dimHq(M) deve assumere costantemente
il valore 2p − 2; in particolare M deve essere CR) e, nel caso p = 1, la con-
dizione dei momenti ([M ] deve essere ortogonale alle (1, 0)-forme olomorfe;
piu` in generale, alle (p, p− 1)-forme appartenenti al ker di ∂). Si ha che per
p > 1 la prima condizione implica la seconda; inoltre tali condizioni sono
”naturali” nel senso che si conservano per le operazioni che vengono solita-
mente effettuate sulle correnti (push-forward tramite applicazioni olomorfe e
slicing).
Nelle ipotesi menzionate, e` possibile effettuare la costruzione della catena
olomorfa. In via preliminare, si tratta il caso dei bordi di p-catene immerse
in Cp+1, con in piu` l’ipotesi di trasversalita` delle autointersezioni dell’im-
magine N di M tramite la proiezione pi : Cp+1 → Cp, pi(zp, z′) = z′. Uti-
lizzando le soluzioni a supporto compatto in Cp − N di equazioni del tipo
∂Φ = [pi∗(φ[M ])]0,1 (con φ olomorfa in un intorno di M), ottenute tramite
convoluzione, e utilizzando opportune formule (formule d Plemelj ) che quan-
tificano la differenza tra le estensioni continue delle restrizioni di Φ a com-
ponenti connesse adiacenti di Cp − N , e` possibile costruire una funzione
meromorfa in zp a coefficienti continui in z
′, z′ ∈ Cp − N . La chiusura (in
Cp+1−M) del supporto del divisore di tale funzione meromorfa (che e` defini-
to in Cp+1−pi−1(N)) e` il supporto una catena olomorfa definita in Cp+1−N .
Si dimostra poi che questa catena si estende ad una corrente T in Cp+1 tale
che dT = [M ]. L’eliminazione delle ipotesi preliminari viene in seguito ef-
fettuata con opportuni metodi di proiezione. Inoltre, se M e` connessa, la
catena olomorfa si riduce ad un sottoinsieme analitico complesso.
L’insieme analitico trovato e` una varieta` regolare con bordo nell’intorno
di M − A, dove H2p−1(A) = 0. Se inoltre M e` contenuta nel bordo di un
dominio strettamente pseudoconvesso di Cp, allora A = ∅, e l’insieme analiti-
co ammette soltanto singolarita` isolate. Quest’ultimo risultato, contenuto in
forma imprecisa nel lavoro di Harvey e Lawson, e` stato fonte di polemiche
dopo il controesempio di Luk e Yau (cfr. 3.10). Per avere un enunciato corret-
to bisogna osservare che l’insieme analitico in questione potrebbe non essere
embedded, ovvero potrebbe avere delle autointersezioni, anche in corrispon-
denza di M . Non si tratta in ogni caso di singolarita` ”intrinseche” perche` la
componente locale irriducibile con bordoM e` comunque una varieta` regolare
con bordo (cfr. 3.10).
Il quarto capitolo riguarda i bordi delle p-catene olomorfe immerse in
CP n o, piu` in generale, in domini q-concavi contenuti in CP n; il problema e`
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stato risolto da Dolbeault ed Henkin nel 1997. In questo caso la complessita`
massimale non e` piu` una condizione sufficiente: una possibile condizione
necessaria e sufficiente si ottiene aggiungendo l’ipotesi che l’intersezione di
M con ogni sottospazio proiettivo P appartenente ad un qualche aperto della
Grassmanniana GC(n − p + 2, n + 1) sia il bordo di una 1-catena olomorfa
definita in P (teorema I). Naturalmente la condizione dei momenti non e`
maneggevole ed e` un problema aperto vedere se la condizione di complessita`
massimale unita all’ipotesi che M sia il bordo di una corrente localmente
rettificabile possa garantire che M e` il bordo di una catena olomorfa
Nel quinto capitolo si discute il problema dei bordi per varieta` CR, massi-
malmente complesse; In particolare i risultati ottenuti da Delannay nel 1999
riguardanti le varieta` 2n− 3 dimensionali immerse in Cn. La dimostrazione
si avvale in modo essenziale del teorema di Harvey e Lawson. Nelle ipotesi
assunte da Delannay esiste una famiglia Eα di iperpiani reali affini paralleli
tali che l’intersezione della 2n− 4-sottovarieta` M con ciascun elemento diEα
sia una 2n − 5-sottovarieta` Mα contenuta in realta` in un iperpiano affine
complesso di Cn e massimalmente complessa. Si applica a ciascuna di queste
intersezioni il teorema di Harvey e Lawson e si dimostra che l’unione delle
n − 2-catene olomorfe bordate da Mα e` una 2n − 3-varieta` massimalmente
complessa di classe C1 a singolarita` trascurabili il cui bordo e` M .
Il sesto capitolo infine tratta del problema dei bordi per sottovarieta` Levi
piatte in Cn. Il caso n = 2 ha prodotto una vasta letteratura. I risultati piu`
importanti sono stati ottenuti da Bedford e Gaveau, utilizzando il teorema di
Bishop (1966) sull’esistenza locale di famiglie a un parametro di dischi analiti-
ci nell’intorno di punti ellittici, e successivamente da Bedford e Klingenberg.
Il caso n ≥ 3 e` completamente diverso. Ad esempio, una generica 4-varieta`
none`, nemmeno localmente, bordo di una ipersuperficie Levi piatta di C3;
essa deve soddisfare condizioni di compatibilita` (cfr. 6.1). Inoltre, il metodo
usato da Bedford e Gaveau, il cosiddetto “metodo dei dischi analitici”, non
e` piu` applicabile.
Di recente risultati di esistenza sono stati ottenuti per n = 3 in [DTZ].
Sia S una 4-varieta` compatta e orientata. Supponiamo che S non contenga
sottoinsiemi analitici di dimensione positiva e che sia non minimale nei suoi
punti CR ed ellittica nei suoi punti complessi. Allora S − {punti ellittici}
ammette una foliazione di classe C∞ in orbite CR compatte, 3-dimensionali e
massimalmente complesse (cfr. 6.1).Il teorema di Harvey e Lawson applicato
a ciascuna foglia fornisce allora una famiglia di 2-catene olomorfe. Si tratta
di dimostrare che tali catene si organizzano in una catena Levi piatta. A cio`
provvede una versione con parametri del teorema di Harvey e Lawson.
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Resta aperto il problema della regolarita` per la quale si deve assumere,
come nel caso n = 2, che S sia contenuta in una ipersuperficie strettamente
pseudoconvessa.
Concludiamo il capitolo e la tesi con una lista di problemi aperti.
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Capitolo 1
Cenni di teoria geometrica
della misura
Nel seguito elenchiamo, senza dare dimostrazioni particolareggiate, i fatti
principali riguardanti le correnti, e in particolare i diversi punti di vista
equivalenti che vengono usati indifferentemente in letteratura.
1.1 Correnti
1.1.1 Definizione
Sia U ⊂ Rn un aperto; denotiamo con Dp(U) lo spazio delle p-forme differen-
ziali C∞ a supporto compatto in U . Lo spazio delle correnti di dimensione
p, (Dp(U))
′
, e` il duale di Dp(U). Gli elementi T ∈ Dp(U) sono continui nel
senso che ∀K ⊂ U compatto esistono CK ∈ R+, N ∈ N t.c. ∀f ∈ Dp(U) si
abbia
|T (f)| ≤ CKsupK |f |N ,
dove | | e` la norma indotta sulle forme dal prodotto scalare in Rn e | |N indica
il sup di tali norme tra le derivate di f relative a multiindici α con |α| ≤ N .
Si definisce poi l’operatore ∂ : (Dp(U))
′ → (Dp−1(U))′ tramite la
∂T (f) = T (df),
dove d e` il differenziale esterno.
1.1.2 Campi con coefficienti distribuzioni
Lo spazio D
′
p(U) dei p-campi di vettori a coefficienti distribuzioni e` formato
dalle espressioni del tipo T =
∑
|I|=p TI
∂
∂xI
, dove supporremo la somma estesa
8
ai soli multiindici I crescenti e dove le TI sono distribuzioni: TI ∈ D′(U).
Ciascuna di queste espressioni definisce una corrente di dimensione p tramite
la T (f) =
∑
TI(fI), dove f =
∑
|I|=p fIdx
I .
In effetti, lo spazio D
′
p(U) e lo spazio (D
p(U))
′
sono isomorfi. Cio` si puo`
constatare trovando direttamente un’inversa della mappa D
′
p(U)→ (Dp(U))′
appena definita: se T e` una corrente di dimensione p, possiamo trovare i
suoi coefficienti distribuzionali tramite la TI(ψ) = T (ψdx
I) ∀ψ ∈ D(U)(=
C∞c (U)); si verifica poi (e basta farlo sulle sole ψdx
J) che il p-campo con
coefficienti TI definisce effettivamente la corrente T .
1.1.3 Forme con coefficienti funzioni generalizzate
Se U e` un aperto di Rn, lo spazio delle funzioni generalizzate non e` altro che
(Dn(U))
′
. Le p-forme con coefficienti elementi di (Dn(U))
′
sono le espressioni
del tipo
∑
hJdx
J al variare dei multiindici crescenti J con |J | = p e hJ ∈
(Dn(U))
′
. Indicheremo lo spazio di queste forme con D
′p(U).
Lo spazio D
′n(U) e` isomorfo allo spazio delle distribuzioni su U ; posto
infatti dx = dx1 ∧ . . . ∧ dxn (ma avremmo potuto scegliere qualunque altro
frame di ΛnT
′
(U) senza cambiare l’isomorfismo) un elemento hdx di D
′n(U)
(dove h e` una funzione generalizzata) definisce una distribuzione T tramite
T (f) = h(fdx), f ∈ D(U). La stessa formula, interpretata nell’altro senso,
fornisce l’inverso della mappa.
Piu` in generaleD
′p(U) e` isomorfo a (Dq(U))
′
con p+q = n. L’isomorfismo
e` quello che a T ∈ D′p(U) fa corrispondere la q-corrente (detta ancora T )
definita da T (f) = (T ∧f)(1), dove f ∈ Dp(U) (T ∧f e` definito formalmente
nel modo ovvio, ed e` un elemento di D
′n(U); poiche` f ∈ Dp(U), T ∧ f
corrisponde in effetti ad una distribuzione a supporto compatto, e puo` quindi
applicarsi ad 1 ∈ C∞(U)). In virtu` di questo isomorfismo chiamiamo gli
elementi di D
′p(U) correnti di grado q (o di dimensione p).
L’isomorfismo indotto tra D
′
q(U) e D
′p(U) si descrive in termini di con-
trazioni1 nel modo seguente: ad un p-campo a coefficienti distribuzionali
T =
∑
TI
∂
∂xI
, con TI = hIdx (hI ∈ (Dn(U))′), corrisponde la q-forma a
coefficienti funzioni generalizzate T =
∑
hI(dxb ∂∂xI ).
Sullo spazio D
′p(U) si puo` definire l’operatore di differenziazione d nello
stesso modo in cui lo si definisce per le forme (infatti si possono definire le
derivate parziali delle funzioni generalizzate, ad esempio tramite l’isomorfis-
mo che le lega alle distribuzioni). Non e` difficile vedere che questo operatore
1La contrazione fbη tra una forma f ed un campo η agisce sui campi tramite (fbη)(ξ) =
f(ξ ∧ η)
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corrisponde a quello precedentemente definito per dualita` a meno di un segno:
∂T = (−1)p+1dT .
1.2 Correnti a coefficienti misure
Alcuni elementi del duale di Dp(U) si possono in realta` applicare, oltre che
alle forme C∞, anche a quelle soltanto continue, cos`ı come nel caso p = 0 un
sottospazio di D
′
(U) e` quelloM(U) delle misure di Radon2. Tale estensione e`
utile perche` alcune delle correnti che verranno considerate, come ad esempio
quelle costruite per integrazione su varieta`, sono in questa categoria.
Definiamo, allora, le p-correnti a coefficienti misure come i p-campi di
vettori del tipo T =
∑
TI
∂
∂xI
dove in questo caso le TI sono misure ∈M(U);
denotiamo lo spazio di questi p-campi conMp(U). Come nella sezione prece-
dente si trova che Mp(U) = (Cpc (U))
′
(il duale dello spazio delle p-forme
continue a supporto compatto in U); gli elementi T di Mp(U) si caratter-
izzano per il fatto che per ogni compatto K di U esiste una costante CK
tale che |T (f)| ≤ CKsupK‖f‖∗, dove ‖ ‖∗ e` una delle norme equivalenti (per
esempio quella della comassa definita in 1.2.1) che si possono introdurre in
(Λp(Rn))′ .
1.2.1 Massa e comassa
La Grassmaniana G(p,Rn) dei p-piani di Rn puo` essere considerata un sot-
toinsieme di Λp(Rn) identificandola con gli elementi della forma v1 ∧ . . .∧ vp
e di norma 1 per il prodotto scalare standard di Λp(Rn) (quello cioe` in cui
una base ortonormale e` data da {∂/∂xI}, |I| = p). La norma della comassa
definita su (Λp(Rn)′) 3 ω e` data allora da ‖ω‖∗ = supe∈G(p,Rn)ω(e). La norma
della massa su Λp(Rn) 3 e e` definita per dualita`: ‖e‖ = sup‖ω‖∗≤1ω(e). Ques-
ta norma assegna valore 1 a tutti i p-vettori e semplici e tali che |e| = 1, i.e.
la Grassmaniana (considerata come sottoinsieme di Λp(Rn)) sta nel bordo
della palla unitaria nella norma della massa.
2Una misura di Radon µ non negativa in U ⊂ Rn e` una misura finita sui compatti di U
e tale che µ(A) = sup{µ(K) : K ⊂ A e` compatto } per ogni aperto A, µ(X) = inf{µ(V ) :
X ⊂ V aperto } per X insieme qualunque. Una arbitraria misura di Radon e` la differenza
di due misure di Radon non negative.
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1.2.2 Decomposizione polare
Data una misura di Radon non negativa µ ∈ M+(U) e una funzione h :
U → Λp(Rn) localmente µ integrabile, l’espressione T = hµ definisce una
corrente a coefficienti misure nella stessa maniera in cui il prodotto tra µ
e una g reale localmente µ integrabile definisce una misura: se f ∈ Cpc (U)
allora T (f) =
∫
h(f)dµ. Una corrente definita in questo modo si dice essere
in forma polare.
Il seguente teorema, che si potrebbe esprimere piu` in generale in termini
di misure a valori in spazi vettoriali, e` conseguenza di un risultato di decom-
posizione (Jordan) per le misure di Radon e del teorema di Radon-Nykodim:
ogni corrente T si puo` esprimere in modo unico in forma polare T = ‖T‖~T ,
con ‖T‖ misura di Radon positiva chiamata variazione totale e ~T una fun-
zione ‖T‖-integrabile a valori in (Λp(Rn))′ che soddisfa ‖~T (x)‖∗ = 1 per
‖T‖ − q.o. x.
La misura variazione totale ‖T‖ e la funzione ~T si possono caratterizzare
direttamente:
‖T‖(ψ) = sup{T (f) : f ∈ Cpc (U) t.c. ‖f(x)‖ ≤ ψ(x)} ∀ ψ ∈ Cc(U),
~T (f(x)) = lim
r→0+
T (χB(x,r)f)
‖T‖(B(x, r)) ∀ f ∈ C
p
c (U)
dove B(x, r) e` la palla di centro x e raggio r e il limite esiste in tutti i punti
di Lebesgue di ~T (rispetto a ‖T‖) e quindi per q.o. x.
Una decomposizione simile (ed equivalente) si ottiene indipendentemente
per le correnti definite dall’integrazione su varieta` (v. § successivo).
1.2.3 Catene di sottovarieta`
Sia M una sottovarieta` p-dimensionale chiusa e orientata di U ⊂ Rn; come
abbiamo detto in precedenza, essa definisce per integrazione una corrente T =
[M ]. Per ottenere una decomposizione di U introduciamo due definizioni.
Se x ∈M , il p-vettore orientato ~M(x) in x e` e1 ∧ . . .∧ ep dove {ei} e` una
base ortonormale orientata di Tx(M). Se x(t) = x(t1, . . . , tp) e` un parametro
locale perM attorno a x, ~M(x) non e` altro che ∂x/∂t1∧. . .∧∂x/∂tp|∂x/∂t1∧
. . . ∧ ∂x/∂tp|−1.
Definiamo poi la misura di volume ‖M‖ nel solito modo, inizialmente po-
nendo ‖M‖(ψ) = ∫ ψ(x(t))|∂x/∂t1∧ . . .∧∂x/∂tp|dt per ogni ψ con supporto
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compatto contenuto in una carta coordinata, e poi estendendo per partizione
del’unita`.3
A questo punto e` semplice vedere che per costruzione [M ] = ‖M‖ ~M .
Questa decomposizione e` di fatto la stessa che si ottiene dal paragrafo prece-
dente: infatti, siccome | ~M(x)| = 1 e allora ‖ ~M(x)‖ = 1 (v. 1.2.1), per
l’unicita` della decomposizione le misure ‖M‖ e le funzioni ~M definite nei due
modi devono coincidere.
La corrente di integrazione puo` essere definita anche se M e` soltanto
localmente chiusa, cioe` ∃A ⊂ U chiuso t.c. M e` un chiuso di U−A; in questo
caso si estende comunque la misura ‖M‖ a tutto U ponendo ‖M‖(S) :=
‖M‖(S − A). Se tale misura e` localmente finita (assegna valore finito ai
compatti; si dice in questo caso che M ha volume localmente finito) allora
‖M‖ ~M definisce una corrente [M ], tale che [M ](f) = ∫
M
f ∀f ∈ Dp(U).
Supponiamo allora di avere una successione {Mi}i∈N di sottovarieta` p-
dimensionali, orientate, localmente chiuse e con volume localmente finito, e
supponiamo che la successione sia localmente finita (ogni compatto ha inter-
sezione non vuota soltanto con un numero finito di Mi). Allora l’espressione
T =
∑
ni[Mi], con ni ∈ Z definisce una corrente, che sara` detta p-catena di
sottovarieta`.
1.3 Correnti piatte
Una corrente T ∈ D′p(U) verra` detta localmente integrabile se e` possibile
scrivere T =
∑
TI∂/∂xI , dove TI = hIdx e hI e` una funzione reale localmente
integrabile per la misura di Lebesgue. Equivalentemente, dal punto di vista
del grado piuttosto che della dimensione, T ∈ D′q(U) e` localmente integrabile
se T =
∑
gIdx
I con gI ∈ L1loc(U).
Definiamo quindi lo spazio delle correnti piatte p-dimensionali Fp(U) (F
da flat) come il sottospazio di D
′
p(U) costituito dalle correnti T esprimibili
come T = g + ∂h, con g ∈ Lp(U) e h ∈ Lp+1(U); caratterizzazione del
tutto analoga puo` essere data dal punto di vista del grado (in quel caso si
preferisce usare l’operatore d invece di ∂ perche` piu` direttamente applicabile
agli elementi di D
′q(U)).
Se φ ∈ C∞(U), allora φT = φg− dφ∧ h+ d(φh), e quindi φT e` piatta; la
stessa formula, usando una partizione dell’unita` dice che la piattezza e` una
proprieta` locale, e che se T ha supporto compatto allora anche h e g possono
essere scelte a supporto compatto.
3L’estensione della misura ai sottoinsiemi misurabili A ⊂ U si effettua ponendo
‖M‖(A) = ‖M‖(χA∩M ).
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1.3.1 La topologia piatta
Sia K ⊂ U un compatto. Si definiscono allora MpK(U) e LpK(U) come le
p-correnti a supporto in K rispettivamente a coefficienti misure e local-
mente integrabili. Se usiamo la norma MK indotta dalla misura di volume
(MK(T ) = ‖T‖(K)), MpK(U) e` uno spazio di Banach e LpK(U) e` un sot-
tospazio chiuso. Si definiscono gli elementi T = g+ dh di F pK(U) richiedendo
che g e h siano localmente integrabili a supporto in K.
F pK(U) e` ovviamente un quoziente di L
p
K(U)⊕Lp−1K (U); quindi F pK(U) e` a
sua volta uno spazio di Banach con la norma quoziente FK(T ) = inf{M(g)+
M(h) : T = g + dh}, detta norma piatta. Vale FK(T ) ≤ MK(T ): questo
risultato e` facile per una forma C∞, e il caso generale segue da un procedi-
mento standard di approssimazione con forme ottenute per convoluzione. La
topologia su F pc (U) =
⋃
K F
p
K(U) si ottiene dicendo che Tj → T ⇔ le Tj sono
definitivamente supportate in un certo K ⊃ suppT e inoltre FK(Tj−T )→ 0.
Se, d’altro canto, abbiamo una successione di p-correnti piatte Tj con sup-
porto in K che convergono a T in MpK(U) (convergenza nella topologia della
massa) allora la disuguaglianza scritta sopra implica T ∈ F pK(U) (perche`
F pK(U) e` completo).
Quest’ultima osservazione implica, tra le altre cose, che le correnti piatte
a coefficienti misure T ∈ Fp(U) ∩ Mp(U) si possono localizzare, cioe` ∀ K
compatto χKT e` piatta (χKT e` una corrente ben definita perche` le misure si
possono localizzare): se infatti ψj e` una successione di funzioni di taglio per
K, allora M(ψjT − χKT ) =
∫
(ψj − χK)d‖T‖ → 0 (convergenza dominata)
e quindi χKT deve essere piatta perche` le ψjT lo sono.
1.3.2 Teoremi di Federer
I due teoremi seguenti sono molto utili nello studio delle correnti piatte.
Teorema del supporto (Federer): - Se T e` una p-corrente piatta tale
che Hp(SuppT ) = 0 allora T = 0.
- Se T ∈ Fp(U) ∩Mp(U) e A ⊂ U e` un boreliano tale che Hp(A) = 0
allora ‖T‖(A) = 0.
Dim. (Cenni): La dimostrazione della prima asserzione si basa sul fatto
che se T e` piatta e pi e` una proiezione ortogonale allora pi∗(T ), il push forward
di T definito da (pi∗(T ), f) = (T, pi∗f), e` a sua volta una corrente piatta.4
4Questo risultato deriva dal fatto che il push forward di una corrente ∈ Lp(U) in
questo caso non e` altro che l’integrazione lungo la fibra della proiezione (t. di Fubini) e
dall’osservazione che tale integrazione commuta con d.
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Ci si riduce a testare T sulle forme del tipo ψdxI ; se pi e` la proiezione sul
p-piano corrispondente al multiindice I, allora dxI = pi∗dxI e (T, ψdxI) =
(pi∗(ψT ), dxI); ma pi∗(ψT ) e` nulla perche` e` una corrente piatta di grado 0
in Rp (e quindi rappresentabile con una funzione localmente integrabile) con
supporto che, per le ipotesi fatte, ha dimensione nulla.
La seconda asserzione deriva dalla prima: se K e` un qualunque compatto
contenuto in A, allora ‖T‖(K) = 0 perche` χKT , essendo piatta (v. 1.3.1) e
avendo supporto di misura nulla, e` uguale a 0; ne segue in definitiva ‖T‖(A) =
0 (‖T‖ e` di Radon).
Teorema di piattezza (Federer): Sia M una sottovarieta` di U ⊂ Rn,
chiusa e orientata, e sia i l’inclusione i :M → U . Se T e` una corrente piatta
con supporto contenuto in M allora T e` intrinseca, cioe` T = i∗(S), con S
una corrente piatta definita su M.
Idea della dimostrazione: Ci si riduce induttivamente al caso in cui
M = Rn−1 × {0} ⊂ Rn; detta i l’inclusione e pi la proiezione, basta mostrare
che se ρ = i ◦ pi allora T = ρ∗(T ) (⇒ T = i∗(pi∗(T ))), ovvero T (l − ρ∗(l)) =
0 ∀ l ∈ Dp(Rn). Scegliendo una funzione di taglio ψ per M che valga 1
in un intorno di 0 e ponendo ψ(y) = ψ(y/) si ottiene da T = ψT che
T (g) = −lim→0+
∫
dψ ∧ h ∧ g se T = f + dh. Applicando questa formula,
il teorema di divisione (l − ρ∗(l) deve essere della forma φy + ψdy dove y e`
la coordinata ortogonale a M) e la convergenza dominata si ottiene la tesi.
1.3.3 Correnti normali e catene di sottovarieta`
Le correnti normali sono la generalizzazione del concetto di funzione a vari-
azione limitata. Piu` precisamente, lo spazio delle p-correnti normali Np(U) e`
il sottospazio di Mp(U) di quelle correnti T tali che ∂T ∈Mp−1(U). Anche il
concetto di corrente normale e` un concetto locale. Il fatto importante e` che
vale l’inclusione Np(U) ⊂Mp(U). La dimostrazione di questo fatto necessita
di alcune considerazioni preliminari.
Operatori di prisma sul complesso delle correnti
Con l’intento di risolvere l’equazione dS = T su Rn (o su U), si cerca un
operatore E : D∗(U) → D′∗(U) tale che I = d ◦ E + E ◦ d. Si trova che
il problema e` risolto dagli operatori associati ai nuclei K ∈ D′∗(U × U) che
soddisfano ∂K = [{(x, x) ∈ U × U} = ∆]; l’associazione nuclei-operatori e`
data da (K(φ))(ψ) := K(φ ∧ ψ) dove φ, ψ ∈ D∗(U). Un nucleo di questo
tipo viene detto soluzione fondamentale. Soluzioni fondamentali possono
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essere costruite per pullback tramite la mappa τ : Rn × Rn → Rn data da
τ(x, y) = x− y; il pullback in questo caso e` definito perche` e` definito il push
forward delle forme (il push forward delle forme considerate come correnti
e` liscio per via della nota 3). Siccome τ ∗([0]) = [∆], ci si riduce a cercare
soluzioni fondamentali ∂k = [0] in Rn, che sono ben note ([Ha]). Il nucleo
K = τ ∗k viene detto nucleo sferico. Si dimostra che l’operatore associato
a K ammette un’unica estensione continua a D
′∗
c (Rn) e che manda M qc (Rn)
in Lq−1(Rn); questi risultati derivano dal fatto che K agisce sui coefficienti
delle correnti su cui opera (scritte come forme a coeff. funzioni generalizzate)
tramite convoluzione.
Sia allora T una corrente normale e K il nucleo sferico su Rn; allora la
scrittura T = d(K(T ))+Kd(T ) e il fatto che K manda M qc (Rn) in Lq−1(Rn)
mostrano che T e` una corrente piatta. Se T = [M ] e` l’integrazione su una
sottovarieta` localmente chiusa di U (e chiusa di U − A), mostrando che φT
e` piatta ∀ φ ∈ D(U) si dimostra che T e` piatta. Scegliendo ψj funzioni di
taglio per A ∩ suppφ, le Tj = (1 − ψj)φ[M ] sono normali (quindi piatte), e∫
ψjφ d‖M‖ → 0. Ne segue che Tj → T nella topologia della massa e quindi
che T e` piatta. Come corollario, si ha che le catene di sottovarieta` definite
in 1.2.3 sono correnti piatte.
1.3.4 Slicing
Sia pi : Rn → Rm una proiezione ortogonale, e siano (y, z) coordinate su
Rn tali che pi(y, z) = y; sia T una corrente definita su Rn. L’obbiettivo
dell’operazione di slicing e` di ”affettare” la corrente T secondo glim−n piani
y = x, parametrizzati da x ∈ Rm, cioe` di dare un senso ad un’espressione del
tipo T ∧ [y = x], che nel caso T sia una corrente di integrazione T = [M ],
dovrebbe corrispondere all’integrazione sull’intersezione orientata M ∩ {y =
x}.
Sia dunque φ ∈ C∞c (Rm) non negativa e normalizzata; definiamo δx(y) =
1/mφ((y − x)/) l’identita` approssimante in x ∈ Rm basata su φ. Allora
Definizione: Dati due aperti U ⊂ Rm, V ⊂ Rn−m, data T ∈ D′q(U×V ),
lo slice di T in x e`, se esiste ed e` indipendente da δx (cioe` da φ), la corrente
di grado q +m definita da
< T, pi, x >:= lim→0+T ∧ δx(y)dy.
Se lo slice di T esiste in x allora esiste anche lo slice di dT e inoltre vale
d < T, pi, x >=< dT, pi, x >.
Ci limitiamo ad enunciare il seguente risultato:
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Teorema: Se T ∈ F q(U × V ) allora < T, pi, x > esiste ed e` piatta per
quasi ogni x ∈ Rm.
1.4 Teoria della misura su varieta` complesse
1.4.1 Decomposizione di Dolbeault
Se indichiamo con Ep(Cn) lo spazio delle forme differenziali complesse su Cn,
la decomposizione TC(Cn) = T 1,0(Cn)⊕T 0,1(Cn) induce una decomposizione
Ep(Cn) =
⊕
r+s=p
Er,s(Cn),
detta decomposizione di Dolbeault, dove Er,s(Cn) e` costituito dalle forme di
bigrado (r, s). Il differenziale esterno si comporta, rispetto a tale decompo-
sizione, nella seguente maniera:
d(Er,s(Cn)) ⊂ Er+1,s(Cn)⊕ Er,s+1(Cn)
il che permette di decomporre il differenziale come d = ∂ + ∂, dove
∂ : Er,s → Er+1,s
∂ : Er,s → Er,s+1.
La decomposizione duale indotta sullo spazio delle correnti,
E
′
p(Cn) =
⊕
r+s=p
E
′
r,s(Cn),
e` ancora detta decomposizione di Dolbeault. Cos`ı, ogni corrente T ∈ E ′p(Cn)
si potra` scrivere come T =
∑
Tr,s, con Tr,s di bigrado (r, s). Il duale del
differenziale esterno ammette anch’esso una decomposizione in due operatori.
Le osservazioni precedenti si estendono alle forme e alle correnti definite
su una qualunque varieta` complessa X.
1.4.2 Disuguaglianza di Wirtinger
Sia X una varieta` complessa, e consideriamo su X una metrica hermitiana
h =
∑
hijdzi ⊗ dzj;
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associamo ad h una (1,1) - forma ω tramite
ω = (i/2)
∑
hijdzi ∧ dzj.
Nel caso che sia X = Cn, prenderemo come h la metrica standard, e quindi
ω si esprimera` come i/2
∑
dzi ∧ dzi.
Se Y e` una 2p-sottovarieta` reale di X, la forma di volume dV di Y relativa
alla metrica indotta e` proporzionale alla (p, p)-forma ωp; il seguente teorema
chiarisce il comportamento del coefficiente di proporzionalita`.
Teorema (disuguaglianza di Wirtinger): Sia Y una 2p - sottovarieta`
reale orientata di X, di classe C1, munita della metrica indotta h|Y . Sia
dVY la forma di volume definita su Y . Allora, posto α ∈ C0(Y ) tale che
1
p!
ωp|Y = αdVY ,
risulta |α| ≤ 1; l’uguaglianza si ha se e solo se Y e` una p-sottovarieta`
complessa, e in tal caso α = 1 se l’orientazione di Y e` quella canonica.
Dim.: Siccome ω|Y e` una 2-forma antisimmetrica su T (Y ), per ogni
punto z ∈ Y e` possibile trovare una base ortonormale {ei}i=1,...,2p per Tz(Y )
tale che
ω|Y =
p∑
k=1
αke
∗
2k−1 ∧ e∗2k
dove αk = ω(e2k−1, e2k) = −Imh(e2k−1, e2k) = ih(e2k−1, e2h) (l’ultimo pas-
saggio segue dal fatto che, siccome la base {ei} e` ortonormale, per ogni i e j
abbiamo Reh(ei, ej) = 0). Prendendo la potenza p - esima di ω risulta
1
p!
ωp|Y =
p∏
k=1
αke
∗
1 ∧ . . . ∧ e∗2p =
p∏
k=1
αkdVY
poiche` per definizione dVY = e
∗
1 ∧ . . . ∧ e∗2p.
La disuguaglianza segue ora dal fatto che per ogni k |αk| ≤ 1. Infatti, se
J e` la struttura complessa su X, abbiamo
0 ≤ |e2k ± Je2k−1|2 = 2(1±Reh(Je2k−1, e2k)) = 2(1± αk)
dove nel primo passaggio si e` usato il fatto che |ei| = 1 e nel secondo
Imh(e2k−1, e2k) = −αk.
L’uguaglianza si ottiene se e solo se αk = ±1∀k, ovvero se
e2k = ±Je2k−1;
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questo significa che Tz(Y ) e` un sottospazio complesso di Tz(X) per ogni z ∈
Y . E’ chiaro allora che il fibrato T 1,0(Y ) e` involutivo, perche` e` intersezione dei
fibrati involutivi TC(Y ) e T 1,0(X) (cfr. § 2.1.2); per il teorema di Newlander-
Nirenberg Y e` dunque una sottovarieta` complessa di X. Se, viceversa, Y e`
una sottovarieta` complessa, basta prendere in ogni punto z ∈ Y una base
ortonormale su C {fi}i=1...p di Tz(Y ) e porre
e2k := fk, e2k−1 := Jfk;
{ei}i=1...2p e` allora una base ortonormale di Tz(Y ) su R, la cui orientazione e`
quella canonica; usando tale base nella dimostrazione e` chiaro che α = 1.
1.4.3 Catene olomorfe
Sia V un sottoinsieme analitico complesso di una n-varieta` complessa X:
intendiamo dire che V e` luogo di zeri di funzioni olomorfe definite in X, e
quindi ha dei punti regolari e dei punti singolari; denotiamo con RegV e
SingV i rispettivi insiemi (SingV e` a sua volta un insieme analitico comp-
lesso di dimensione minore di p). Diciamo che V e` puramente p-dimensionale
se ogni componente connessa di RegV e` di dimensione complessa p. Se V e`
puramente p dimensionale, un teorema dovuto a Lelong (cfr. [Dem]) mostra
che il volume di RegV e` finito sui compatti; si puo` dunque definire per inte-
grazione la corrente [RegV ]. Porremo [V ] := [RegV ]. Ancora, una corrente
T =
∑
ni[Vi] dove ni ∈ N, la somma e` localmente finita e i Vi componenti
irriducibili di sottoinsiemi analitici complessi puramente p-dimensionali di X
e` detta p-catena olomorfa5. Per quanto visto nelle sezioni precedenti, se V
e` un sottoinsieme analitico allora [V ] ∈ M2p(X) ∩ F2p(X); lo stesso vale per
una catena olomorfa T =
∑
ni[Vi]. Il seguente teorema e` allora conseguenza
del teorema del supporto di Federer:
Teorema: Ogni p-catena olomorfa e` un ciclo, i.e. ∂T = 0.
Dim.(e` sufficiente il caso T = [V ]): il bordo ∂V ha supporto in SingV
perche` RegV e` una sottovarieta` chiusa di X − SingV ; ma SingV ha dimen-
sione di Hausdorff minore o uguale a 2p − 2 < 2p − 1 = dim(∂V ) e quindi
per il teorema del supporto di Federer ∂V = 0.
Anche il prossimo teorema si ricava dai teoremi di Federer:
5Se p = n− 1, T non e` altro che un divisore in X.
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Teorema: Un 2p-ciclo piatto T supportato in una sottovarieta` complessa
puramente p-dimensionale e` della forma T =
∑
ci[Vi] dove ci ∈ R e Vi sono
le componenti irriducibili di V .
Dim.: Se restringiamo T a X−SingV , per il teorema di piattezza la 2p-
corrente piatta T supportata nella 2p-sottovarieta` (liscia) RegV deve essere
intrinseca a RegV e quindi (rappresentando in termini di forme a coefficienti
misure, cioe` in termini del grado)deve essere della forma T = f [RegV ], dove
f e` una funzione (reale) localmente integrabile in RegV . Siccome T e` un
ciclo, risulta df = 0 e allora f e` costante (≡ ci) nelle componenti connesse
Wi di RegV (osserviamo che le componenti connesse Vi di V sono della forma
Wj e per definizione [Vi] = [Wi]). In definitiva, si e` visto che T −
∑
ci[Vi]
ha supporto in SingV ; con lo stesso argomento del teorema precedente si
conclude T −∑ ci[Vi] = 0.
Ci limitiamo infine ad enunciare la seguente formula, che sara` utile in
futuro:
Teorema (formula di Poincare` - Lelong): Se f e` una funzione meromorfa
in X, allora log(|f |) e le sue derivate sono localmente integrabili e si ha
(i/pi)∂∂ log(|f |) = Df ,
dove Df =
∑
ni[V i] e` il divisore determinato in X da f .
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Capitolo 2
Varieta` CR
Il concetto di struttura CR permette di estendere ad una vasta classe di
varieta`, anche di dimensione dispari (e che include, ad esempio, tutte le iper-
superfici di Cn) le nozioni proprie delle varieta` complesse, come il differenziale
antiolomorfo ∂. Alcuni problemi di base della geometria complessa, come ad
esempio il problema dei bordi delle varieta` complesse (o delle catene olomorfe)
immerse in Cn, hanno la loro collocazione naturale in ambito CR, perche` le
(eventuali) soluzioni hanno la proprieta` che il piu` grande sottospazio dello
spazio tangente invariante per moltiplicazione per i (quello, in definitiva, su
cui e` logico mettere una struttura complessa) ha dimensione costante.
Di seguito vengono esposti brevemente i fatti principali riguardanti le
varieta` CR. Per una trattazione completa si rimanda al volume di Boggess
([Bo]; cfr. anche [AF], [G]).
2.1 Definizione
2.1.1 La categoria CR
Sia M una varieta` differenziabile (reale) di dimensione m, e indichiamo con
T (M) il suo fibrato tangente. Se indichiamo con C il fibrato banale a fibra
C, T (M) ⊗ C e` il complessificato di T (M); un sottofibrato complesso A di
dimensione l di T (M) ⊗ C si dice struttura di Cauchy-Riemann (o CR) di
tipo l se valgono le proprieta`
• A ∩ A e` la sezione nulla di T (M)⊗ C
• se P , Q sono sezioni di A allora anche [P,Q] lo e` (in altre parole, A e`
involutivo).
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Una varieta` CR di tipo (m,l) e` il dato di una coppia (M,A) con M ed A
come sopra descritto; in particolare l ≤ m/2. (M,A) viene detta analitica
reale se M e` analitica reale e se A e` un sottofibrato analitico reale.
Ogni varieta` differenziabile di dimensione m puo` essere considerata ba-
nalmente una varieta` CR di dimensione (m, 0) perche` la sezione nulla e` un
sottofibrato che rispetta le condizioni di una struttura CR; tale struttura e`
detta totalmente reale. E’ chiaro poi che ogni aperto Ω di Rm e` una varieta`
CR analitica reale di tipo (m, l) per ogni 0 ≤ l ≤ m/2: T (Ω)⊗ C e` il fibra-
to banale a fibra Cm e bastera` scegliere un qualunque sottospazio A di Cm
tale che A ∩ Rm = {0}. Questo ragionamento si applica tale e quale al toro
Rn/Zn, perche` i sottofibrati scelti in quella maniera sono ancora involutivi.
Ogni varieta` complessa M e` in modo non banale una varieta` CR: infatti
il fibrato tangente olomorfo H1,0(M) soddisfa le condizioni di una struttura
CR (anzi in questo caso A ⊕ A = T (M) ⊗ C e quindi A ha la massima
dimensione possibile). Una varieta` quasi complessa avra` ancora sottofibrati
che soddisfano la prima condizione di una struttura CR (costruiti a partire
da una struttura quasi complessa J), ma in generale non sara` soddisfatta la
seconda condizione (che in effetti implica l’integrabilita` di J).
Abbiamo dunque che, per esempio, S2 e` una varieta` CR non totalmente
reale (e cos`ı pure le altre superfici di Riemann); per S3 puo` essere costruita a
mano una struttura CR di tipo 2, per esempio nelle carte coordinate partendo
dal sottofibrato generato da ∂/∂x2, ∂/∂x3 e mostrando che esso si completa
nell’altra carta ad un sottofibrato involutivo, e poi definendo sul sottofibrato
una J tale che J2 = −I; vedremo comunque nel seguito che ogni ipersuperficie
immersa in Cn possiede una struttura CR di tipo (2n − 1, n − 1). Si trova
che S4, invece, non ammette strutture CR non banali (cfr. [G]).
Mettiamo in relazione il sottofibrato A+A =: HC(M) di T (M)⊗C con un
sottofibrato di T (M), definendo la sua traccia reale H(M) := Re(HC(M)).
Si trova che esiste un’unica struttura complessa J (ovvero un isomorfismo J :
H(M) → H(M) tale che J2 = −I), definita su H(M), tale che l’estensione
di J a Hp(M) ⊗ C = HCp (M) ammetta (∀p ∈ M) Ap e Ap come autospazi
relativi agli autovettori i e −i (cfr. [Bo]).
Siano M e N due varieta` CR con strutture CR rispettive AM e AN .
Indichiamo con JM , JN le strutture complesse definite in precedenza suH(M)
e H(N) rispettivamente. Una applicazione differenziabile f : M → N e`
detta applicazione, o morfismo CR se ∀p ∈ M il differenziale dfp manda
H(M) in H(N) ed e` lineare complesso nel senso che dfp ◦ (JM)p = (JN)f(p) ◦
dfp (equivalentemente si puo` richiedere che l’estensione di dfp a Tp(M) ⊗ C
mandi (AM)p in (AN)p). E’ chiaro che la composizione di applicazioni CR e`
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un’applicazione CR. Se M e N sono varieta` complesse, con le loro strutture
CR standard descritte in precedenza, allora le mappe CR sono le applicazioni
olomorfe tra M ed N .
2.1.2 Varieta` CR immerse
Di particolare interesse e` lo studio di varieta` CR immerse in Cn, anzi, la
definizione astratta di varieta` CR e` motivata dal comportamento di certe
varieta` immerse.
Data una varieta` M immersa in Cn, e p ∈ M , prendiamo in consider-
azione il piu` grande sottospazio di Tp(M) che sia invariante per l’azione della
struttura complessa J definita in Cn dalla moltiplicazione per i (e quindi
di dimensione pari), vale a dire Hp(M) = Tp(M) ∩ J(Tp(M)). Definiamo
poi Xp(M) = Tp(M)/Hp(M), la parte totalmente reale di Tp(M) (nel caso
che ci interessi una metrica definita su M , per esempio quella indotta dal-
l’immersione, prendiamo Xp(M) = Hp(M)
⊥). In generale la collezione degli
Hp(M) non costituisce un sottofibrato vettoriale di Tp(M), perche` la dimen-
sione di Hp(M) puo` dipendere da p. (Se, ad esempio, in C2 (con coordinate
zj = xj + iyj) consideriamo i sottospazi vettoriali (reali) V1 e V2, di dimen-
sione 2, V1 =span(∂/∂x1, ∂/∂x2),V2 =span(∂/∂x1, ∂/∂y1), osserviamo che
V1 ∩ J(V1) = 0 e che V2 e` J-invariante. Ma l’equatore y2 = 0 della sfera
S3 ⊂ R4 ∼= C2 ha sia V1 (p = (0, 1, 0, 0)) che V2 (p = (0, 0, 1, 0)) nel suo
spazio tangente.) Vale tuttavia il seguente fatto: se M immersa in Cn ha
codimensione (reale) d, allora
2n− 2d ≤ dimRHp(M) ≤ 2n− d.
Supponiamo adesso che dimRHp(M) sia costante; per il risultato citato,
questo e` il caso se, ad esempio, M e` un’ipersuperficie. In questa situazione e`
possibile dare adM una struttura CR di tipo l (2l = dimRHp(M)), imitando
la costruzione che in una varieta` complessa porta alla definizione dello spazio
tangente olomorfo e di quello antiolomorfo. Infatti la struttura complessa J
di Cn, che e` definita su Hp(M), si estende in maniera complessa lineare a
HCp (M) := Hp(M)⊗C ⊂ Tp(M)⊗C =: TCp (M) inducendo la decomposizione
in somma diretta HCp (M) = H
1,0
p (M) ⊕ H0,1p (M), con H1,0p (M) e H0,1p (M)
autospazi corrispondenti rispettivamente agli autovalori i e −i di J ; vale
H1,0p (M) = T
C
p (M) ∩ T 1,0p (Cn) e H0,1p (M) = H1,0p (M).
Si vede facilmente che la collezione degli H1,0p (M) forma un sottofibrato
di TC(M). (Siano ρi : Cn → R tali che vicino a p ∈ M sia M = {ρi = 0}.
Allora si trova che T 1,0p (Cn) 3 V =
∑
vi∂/∂zi appartiene a H
1,0
p (M) ⇔
∀ρk
∑
∂ρk/∂zi(p)vi = (V (∂ρk))(p) = 0. Questa caratterizzazione permette
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di trovare localmente una base per H1,0(M) che varia in maniera C∞ e quindi
di concludere.) Inoltre si e` visto che H1,0(M) si scrive come intersezione
di due sottofibrati involutivi (il primo perche´ (complessificato del) fibrato
tangente di una varieta`, il secondo in quanto generato da ∂/∂zi). Ne segue
che effettivamenteH1,0(M) e` una struttura CR di tipo l. Tale struttura rende
l’immersione M → Cn un’applicazione CR.
Una varieta` M del tipo descritto verra` detta generica se la dimensione
reale diHp(M) e` la minima possibile, ovvero 2n−2d; in questo caso, se d ≤ n,
M e` di tipo (2n − d, n − d), altrimenti e` di tipo (2n − d, 0). La condizione
descritta e` generica: infatti se le funzioni ρi definiscono localmente M , es-
sa equivale alla condizione che le forme ∂ρi siano linearmente indipendenti,
ovvero che la matrice {∂ρi/∂zj} abbia rango massimo.
2.1.3 Una presentazione locale per le varieta` CR im-
merse
Il risultato che segue si rivela molto utile nello studio delle varieta` CR im-
merse. Esso afferma che, modulo un cambio di coordinate olomorfe, una
varieta` CR puo` essere localmente vista come grafico di una funzione il cui
sviluppo di Taylor ha determinate proprieta`. Precisamente:
Proposizione: Sia M una varieta` CR analitica reale immmersa in Cn,
generica, di dimensione m, e sia p ∈ M . Allora esistono un intorno U
di p in Cn e un biolomorfismo φ : U → V intorno di 0 ∈ Cn, tale che
φ(p) = 0 e inoltre (se poniamo coordinate C2n−m 3 z = x+ iy, w ∈ Cm−n in
Cn = C2n−m × Cm−n) si abbia
φ(M ∩ U) = {y = h(x,w)}
con h analitica reale tale che h(0) = 0, Dh(0) = 0 e per tutti i multiindici
α, β
∂|α|+|β|h
∂xα∂wβ
(0) = 0,
∂|α|+|β|h
∂xα∂wβ
(0) = 0.
Esiste un risultato dello stesso tipo per varieta` CR non generiche, e anche la
richiesta di reale analiticita` puo` essere alleggerita (se M e` Ck si dovra` avere
|α|+ |β| ≤ k).
Solitamente cio` che si adopera e` solo la prima parte del teorema, che non
afferma nulla sullo sviluppo di h. Questo risultato e` molto piu` semplice da
ottenere, e non e` altro che un’affermazione sullo spazio tangente di M in p;
in effetti, come φ in questo caso si puo` utilizzare un’applicazione complessa
affine.
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(Possiamo supporre p = 0; siccomeM e` generica, abbiamo che dimRH0(M) =
2(m− n) e dimRX0(M) = 2n−m. Ne segue che
T0(Cn) = T0(M)⊕ J(X0(M)) = H0(M)⊕ [X0(M)⊕ J(X0(M))],
e quest’ultima somma e` ortogonale poiche` (Jv, w) = −(v, Jw), v, w ∈ Cn.
Si puo` allora trovare facilmente una base ortonormale (su R) di T0(Cn) del
tipo {vi, Jvi}i=1...n, con v1, . . . , vm−n ∈ H0(M) e vm−n+1, . . . , vn ∈ X0(M). A
questo punto la mappa lineare A che occorre si costruisce mandando questa
base nella base {∂/∂xi, ∂/∂yi, ∂/∂uj, ∂/∂vj} dove si e` posto w = u + iv. A
e` complessa lineare: infatti, se v e` un elemento della base che e` stata scelta,
A(Jv) = J(Av) per costruzione.)
E’ chiaro, infine, dalla discussione precedente che seM e` presentata local-
mente in questa maniera allora T0(M) = {y = 0}, X0(M) = T0(M)∩{w = 0}
e H0(M) = T0(M) ∩ {x = 0} ' Cn−m.
2.2 Il complesso di Cauchy - Riemann
Su una varieta` complessa, le potenze esterne del fibrato tangente e di quello
cotangente ammettono una decomposizione bigraduata, che e` conseguenza
di quella indotta su TC(M) e T ∗C(M) dalla struttura complessa J (v. an-
che 1.4.1): Λp(T ∗C(M)) =
⊕
(r+s=p) Λ
r,s(T ∗(M)), dove i Λr,s(T ∗(M)) sono
localmente generati da dzi1 ∧ . . . ∧ dzir ∧ dzj1 ∧ . . . dzjs ; indichiamo con
Er,s(M) lo spazio delle sezioni C∞ di Λr,s(T ∗(M)) . L’operatore di differen-
ziazione esterna d si puo` decomporre come somma di due operatori ∂ e ∂,
con ∂ : Er,s(M) → Er+1,s(M) (e ∂ : Er,s(M) → Er,s+1(M); in particolare
f : M → C C∞ e` olomorfa ⇔ ∂f = 0). Inoltre, poiche` d2 = 0, ∂∂ + ∂∂ = 0
e ∂
2
= ∂2 = 0. In particolare gli spazi Er,s(M) con l’operatore ∂ formano un
complesso. Questa costruzione puo` essere parzialmente generalizzata al caso
delle varieta` CR. Bisognera` tenere conto del fatto che in generale lo spazio
tangente delle varieta` CR possiede una parte totalmente reale.
2.2.1 Definizione astratta
Sia allora (M,A) una varieta` CR di tipo (m, l); scegliamo su M una met-
rica, hermitiana in TC(M), tale che A e A siano ortogonali; sia X(M) il
sottofibrato definito dall’unione degli Xp = (Ap ⊕ Ap)⊥ (questo sottofibrato
e`, appunto, la parte totalmente reale nel caso di una varieta` CR). Defini-
amo poi T 0,1(M) := A, T 1,0(M) := A⊕X(M), e indichiamo con T 0,1(M) e
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T 1,0(M) i loro rispettivi duali. Il fibrato delle (p,q)-forme e`, per definizione,
il fibrato
Λp,q(M) = Λp(T 1,0(M))⊗̂Λq(T 0,1(M))
(il simbolo ⊗̂ denota il prodotto tensoriale antisimmetrico). Avremo poi che
Λp(TC(M)) =
⊕
(r+s=p) Λ
r,s(T (M)) (gli elementi nella somma con r > m− l
oppure s > l sono nulli), con decomposizione ortogonale rispetto all’esten-
sione standard della metrica definita su TC(M) alle forme differenziali. Le
sezioni di Λr(TC(M)) sono le r-forme su M , le sezioni di Λp,q(TC(M)) sono,
per definizione, le (p, q)-forme su M . Gli spazi corrispondenti si indicano
rispettivamente con ErM e E
p,q
M . Definiamo infine la proiezione pi
p,q
M ,
pip,qM : Λ
r(TC(M))→ Λp,q(TC(M)),
dove p+ q = r (la proiezione e` ugualmente definita tra gli spazi delle sezioni,
pip,qM : E
r
M → Ep,qM ).
Con queste posizioni, l’operatore tangenziale di Cauchy-Riemann ∂M :
Ep,qM → Ep,q+1M si definisce come pip,q+1M ◦ dM , dove dM e` l’usuale differenziale
esterno. Occorre ovviamente verificare che quello ottenuto e` un complesso,
i.e. che ∂
2
= 0. Cio` si basa sul seguente risultato:
dM(E
p,q
M ) ⊂ Ep+2,q−1M ⊕ Ep+1,qM ⊕ Ep,q+1M .
Nel caso particolare di una varieta` complessa non e` presente il termine
Ep+2,q−1M . L’asimmetria del risultato e` dovuta al fatto che la dimostrazione
usa l’involutivita` di T 0,1(M) = A, che non e` garantita nel caso di T 1,0(M) =
A⊕X(M), a meno che, appunto, non sia X(M) = 0. In virtu` del precedente
lemma e di dM ◦ dM = 0, un calcolo esplicito mostra che ∀φ ∈ Ep,qM si ha
∂M∂Mφ = −pip,q+2(dMpip+2,q−1(dMφ) + dMpip+1,q(dMφ))
e quindi, ancora per il lemma, ∂
2
M = 0 (dMpi
p+2,q−1(dMφ) ha termini di
bigrado (p+4, q− 2), (p+3, q− 1), (p+2, q); discorso analogo per il secondo
addendo).
Per l’operatore ∂M appena definito valgono poi la regola di Leibniz e
quella di integrazione per parti, cioe`
∂M(f ∧ g) = (∂Mf) ∧ g + (−1)p+qf ∧ ∂M
e ∫
M
(∂Mf) ∧ g = (−1)p+q+1
∫
M
f ∧ ∂Mg,
25
dove f ∈ Ep,qM e nel secondo caso si ha g ∈ E(m−l−p,l−q−1)M . Quest’ultima
proprieta` permette di estendere l’operatore alle correnti nel solita modo: ∂MT
e` definita da
< ∂MT, g >:= (−1)p+q+1 < T, ∂Mg >,
con g ∈ E(m−l−p,l−q−1)M e T ∈ D′p,qM ; si avra` ancora ∂
2
M = 0.
2.2.2 Definizione per varieta` immerse
Nel caso che si abbia a che fare con varieta` CR immerse puo` essere utile ad-
operare un’altra definizione del complesso di Cauchy-Riemann, che dipende
dall’immersione e che non e` intrinseca, nel senso che i fibrati considerati non
sono sottofibrati di TC(M) come invece avviene nel caso astratto. In og-
ni caso vedremo che le due definizioni considerate danno luogo a complessi
isomorfi.
Sia M una varieta` CR (generica) di dimensione m, immersa in Cn, e
consideriamo il fibrato vettoriale (su Cn) Λp,qT (Cn). Restringiamo questo
fibrato a M , ottenendo Λp,qT (Cn)|M , che ∀z ∈ M ha come fibra Λp,qTz(Cn)
(evidentemente, questa costruzione e` diversa dal pullback, e in effetti il risul-
tato non e` intrinseco). Definiamo poi Ip,q come l’insieme degli elementi di
bigrado (p, q) dell’ideale (nello spazio delle sezioni) di ΛT (Cn) generato da ρ e
∂ρ al variare delle funzioni ρ : Cn → R, C∞, che si annullano inM , e conside-
riamo Ip,q|M . Per il teorema di divisione Ip,qz = Ip,qz |M e` generato da ∂ρi dove
{ρi = 0}i=1,...,2n−m definisce localmente M . Poiche` M e` CR, la dimensione di
Ip,qz |M non dipende da z ∈M (seM e` generica, la dimensione e` sempre la mas-
sima possibile), e Ip,q|M e` un sottofibrato di Λp,qT (Cn)|M . Possiamo quindi
definire Λp,qT (M) come l’ortogonale di Ip,q|M in Λp,qT (Cn)|M (con proiezione
tM), e porre Λ
s
M =
⊕
i+j=s Λ
i,jT (M) (se i > n oppure j > max(0,m − n),
gli addendi corrispondenti sono nulli). Lo spazio delle sezioni di Λp,qT (M)
su un aperto U ⊂ M si indica con Ep,qM (U). Se f e` una sezione su U di
Λp,qT (Cn)|M , tMf ∈ Ep,qM (U) si chiama la sua parte tangenziale.
Vogliamo adesso definire una mappa ∂M : E
p,q
M (U)→ Ep,q+1M (U) che renda
Ep,qM (U) un complesso. Prima di tutto notiamo che f ∈ Ep,qM (U) puo` essere
esteso ad un elemento f˜ ∈ Ep,q(U˜) dove U˜ ⊃ U e` un aperto di Cn (cio` si fa
semplicemente estendendo i coefficienti). Quindi definiamo ∂Mf = tM(∂f˜).
Per dimostrare che si tratta di una buona definizione, poiche` la differenza
f˜1 − f˜2 di due estensioni locali di f appartiene a Ip,q, basta mostrare che
∂(Ip,q) ⊂ Ip,q+1, e questo e` immediato:
∂(αρ+ β ∧ ∂ρ) = ρ(∂α) + (α+ ∂β) ∧ ∂ρ,
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dove α ∈ Ep,q(U˜), β ∈ Ep,q−1(U˜) e ρ si annulla su U .
La proprieta` ∂
2
M = 0 e la regola di Leibniz seguono semplicemente. Infatti
∂f˜ e` una delle possibili estensioni di ∂Mf , e allora
∂
2
M = 0 e ∂M(f ∧ g) = (∂Mf) ∧ g + (−1)p+qf ∧ (∂Mg)
(dove f ∈ Ep,qM ) seguono dalle regole analoghe per ∂ definito su Cn.
2.2.3 Equivalenza delle due definizioni
Sia M come nel paragrafo precedente, e sia j :M → Cn l’inclusione. Il pull-
back j indotto sulle forme (a valori complessi) manda ΛkTC(Cn) su ΛkTC(M).
In Λp,qT (Cn)|M ⊂ Λp+qTC(Cn) e` stato definito il sottofibrato Λp,qT (M); in
Λp+qTC
n
(M) e` definito un sottofibrato (intrinseco) con lo stesso nome. In
effetti, j∗ manda l’uno nell’altro in maniera isomorfa. Cio` si puo` provare,
ad esempio, adoperando il risultato in 1.1.3, che permette di avere una rap-
presentazione concreta e delle basi locali per gli spazi H1,0(M) (H1,0(M)),
H0,1(M) (H0,1(M)), X(M), Λp,qT (M) ecc. . Analogamente si prova che
∂Mintrinseco ◦ j = j ◦ ∂Mestrinseco, e quindi che i due complessi definiti sono
isomorfi.
2.2.4 Funzioni e applicazioni CR
Nel paragrafo 2.1.1 e` stata data la nozione di morfismo nella categoria CR.
Utilizzando il complesso di Cauchy-Riemann appena costruito, tale definizione
puo` essere motivata dalla nozione di applicazione CR tra due varieta` CR
immerse.
SiaM una varieta` complessa; una funzione f :M → C e` olomorfa se e solo
se ∂f = 0 (in una carta locale {zi}i=1,...,dimCM , infatti, cio` equivale a ∂f/∂zi =
0). Analogamente, se M e` una varieta` CR, una funzione f : M → C si dice
funzione CR se ∂Mf = 0 su M , i.e., se A e` la struttura CR di M , Lf = 0
∀L ∈ A (infatti T 0,1(M) = A e ∂M non e` altro che la proiezione su (T 0,1(M))∗
di dM). In modo equivalente, se {ρi}i=1...d definisce M in Cn, allora per ogni
estensione locale f˜ di f nei punti di M si ha ∂f˜ ∧ ∂ρ1 ∧ . . .∧ ∂ρd = 0 (questo
segue dalla definizione estrinseca di ∂M).
Sebbene la definizione di ∂M , sia nel caso astratto che in quello immerso,
sia stata data supponendo che le forme su cui opera siano lisce, l’equazione
∂Mf = 0 coinvolge soltanto le derivate di f rispetto ad alcune variabili; una
tale f potrebbe quindi non essere neanche continua. Ad esempio, se in C2,
con coordinate (z = x + iy, w), consideriamo l’iperpiano M = {y = 0}, e`
facile vedere (ad esempio perche` M e` come in 2.1.3...) che una funzione
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f :M → C e` CR se e solo se ∂f
∂w
(x,w) = 0 in M , ovvero se f e` olomorfa in w
per ogni x fissato; e` chiaro a questo punto che la dipendenza da x puo` essere
fissata arbitrariamente.
Se f : Cn → C e` olomorfa, la caratterizzazione data in precedenza per
una funzione CR in una varieta` immersa permette di dire che la restrizione
di f ad una qualsiasi sottovarieta` CR e` una funzione CR. L’esempio di prima
mostra che il viceversa non vale (non e` vero che una funzione CR si puo`
sempre estendere localmente ad una funzione olomorfa). Cio` tuttavia e` vero
(e in modo unico) se M e` analitica, generica, di dimensione almeno n e se f
e` analitica reale ([T]). In effetti, se nell’esempio precedente si impone che f
sia analitica oltre che CR, f si puo` scrivere come una serie di potenze nelle
variabili x e w, e l’estensione locale olomorfa si puo` ottenere per sostituzione
in tale serie (i.e. sostituendo x con z).
Un’applicazione f : M → Cn di classe C1 si dice applicazione CR se le
sue componenti sono funzioni CR, e cos`ı f : M → N con N ⊂ Cn sara`
detta CR se lo e` secondo questa definizione. Se M e` immersa, si trova
che questa nozione di applicazione CR e` equivalente a quella data in 2.1.1.
(Se f = (f1, . . . , fn), allora un teorema di estensione permette di trovare
(F1, . . . , Fn) = F : Cm → Cn tali che ∂Fi = 0 in M . Allora se p ∈ M ,
F∗(p) manda T 1,0p (Cm) in T
0,1
F (p)(C
n), e TCp (M) in T
C
F (p)(N); cio` conclude.) Se
M e` astratta si trova poi che f : M → Cn e` una applicazione CR (per la
struttura di varieta` complessa di Cn e la definizione in 2.1.1) se e solo se ogni
sua componente e` una funzione CR.
2.3 La forma di Levi
Sia (M,A) una varieta` CR. Abbiamo definito il sottofibratoHC(M) di TC(M)
come HC(M) = A ⊕ A. A e A sono involutivi, ma HC(M) potrebbe non
esserlo.
Per esempio, in C2, con coordinate z = x1 + iy1, w = x2 + iy2, con-
sideriamo il paraboloide M di equazione y1 = x
2
1 + |w|2; si tratta di una
varieta` CR immersa perche` ha codimensione reale 1 in C2. Il suo spazio
tangente complessificato in 0 ∈M e` generato (su C) da ∂/∂x1, ∂/∂x2, ∂/∂y2.
I vettori V = a∂/∂z + b∂/∂w di H1,0p (M) = T
1,0
p (C2) ∩ TCp (M) sono carat-
terizzati da ∂ρ(p)(V ) = 0, dove ρ e` l’equazione di definizione di M (nel
nostro caso ρ = y1 − x21 − |w|2, e ∂ρ = −(x1 + i/2)dz − wdw). Ne segue
che V = −w∂/∂z + (x1 + i/2)∂/∂w e` una sezione di H1,0(M); e poiche`
dimCH
1,0(M) = 1, V genera H1,0(M) e V genera H0,1(M). Ma calcolando il
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bracket tra i due campi si trova [V, V ](0) = −i/2 ∂/∂x1, che non appartiene
a HC0 (M) (che e` generato da ∂/∂w e ∂/∂w).
La misura di quanto HC(M) non sia involutivo e` data dalla forma di Levi.
Nel caso di una varieta` immersa, la forma di Levi e` legata all’hessiano delle
funzioni che definiscono localmente M e quindi alla sua convessita`.
2.3.1 Forma di Levi
Sia, ∀p ∈ M , pip : TCp (M) −→ TCp (M)/HCp (M) la proiezione nel quoziente.
Allora la forma di Levi in p e` la mappa Lp : A −→ TCp (M)/HCp (M) definita
da
Lp(Xp) :=
1
2i
pip([X,X]p)
dove Xp ∈ Ap e X e` una sezione locale di A tale che X(p) = Xp.
La verifica che si tratta di una buona definizione e` un calcolo diretto.
In effetti, se {Ai} e` una base locale di A e X si scrive localmente come
X =
∑
xiLi, xi funzioni C
∞ a valori complessi definite in un intorno di
p, allora si ha pip[X,X]p =
∑
xj(p)xk(p)pip[Lj, Lk]p, cioe` un’espressione che
dipende soltanto da X(p).
La forma di Levi e` conservata dalle applicazioni CR: se F : M → N e`
una applicazione CR e LM , LN designano le forme di Levi di M e N rispet-
tivamente, allora dF manda HC(M) in HC(N) (e quindi passa al quoziente)
e ∀p ∈M vale F∗(p) ◦LMp = LNF (p) ◦F∗(p) (cio` segue essenzialmente dal fatto
che F∗ rispetta i bracket).
Una varieta` CR la cui forma di Levi sia identicamente nulla si dice Levi
piatta. E’ facile mostrare che in una varieta` Levi piatta M il sottofibrato
A ⊕ A ⊂ TC(M) e la sua traccia reale H(M) ⊂ T (M) sono involutivi. Dal
teorema di Frobenius segue allora che M e` localmente foliata in sottovarieta`
che hanno H(M) come spazio tangente (e HC(M) come spazio tangente com-
plessificato); poiche` allora su H(M) e` definita (come visto in precedenza) una
struttura quasi complessa J tale che il suo autospazio relativo all’autovalore i
in HC(M) (cioe` A) sia involutivo, dal teorema di Newlander-Nirenberg segue
che le sottovarieta` folianti sono varieta` complesse.
Un facile esempio di varieta` Levi piatte sono i quozienti di Rn tramite
sottogruppi discreti (come, ad esempio, i tori).
2.3.2 Il caso di una varieta` immersa
Se M e` una varieta` CR immersa, la metrica naturale indotta dall’immer-
sione permette di identificare il quoziente TC(M)/HC(M) con l’ortogonale
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di HC(M) in TC(M), e la forma di Levi prendera` valori in questo spazio;
anzi, siccome per via del fattore di normalizzazione 1/2i si ha che L = L, la
forma di Levi ha valori in T(M) e quindi in X(M) (la parte totalmente reale
definita in 2.1.2). Si sceglie pero` di pensare la forma di Levi come una forma
a valori in T (M)⊥, e per questa ragione si pone ∀p ∈M
L˜p(Xp) = p˜ipJ(
1
2i
pip([X,X]p))
dove p˜ip e` la proiezione Tp(Cn)→ Tp(M)⊥. Osserviamo che nell’espressione di
L˜p la proiezione pip e` superflua, perche` la parte di [X,X]p che sta in H
C
p (M)
viene mandata da J ancora in HCp (M) e quindi viene annullata da p˜ip.
Supponiamo adesso che M sia definita come al solito da {ρi = 0}, i =
1 . . . 2n−m. Supponiamo inoltre che in p ∈M i gradienti ∇ρi(p) siano una
base ortonormale per Tp(M)
⊥ (osserviamo che cio` si verifica nel caso che M
sia presentata localmente come in 2.1.3). Allora la forma di Levi estrinseca
L˜p si scrive esplicitamente: dato H
1,0
p (M) 3 Xp =
∑
xi∂/∂zi, allora
L˜p(Xp) = −
2n−m∑
l=1
(
n∑
j,k=1
∂2ρl(p)
∂zj∂zk
xjxk)∇ρl(p)
esprime L˜p in termini dell’hessiano complesso di M in p.
Se la varieta` M e` presentata localmente come in 2.1.3, allora abbiamo
come corollario che la forma di Levi in 0 ∈M e` data da
L˜0(X0) =
2n−m∑
l=1
(
∑
j,k
∂2hl(0)
∂wj∂wk
xjxk)
∂
∂yl
.
2.3.3 Il caso di una ipersuperficie
Per il risultato del paragrafo precedente, sappiamo gia` che se {ρ = 0}
definisce M attorno a p ∈ M , e se |∇ρ|(p) = 1 allora, con Xp come in
2.3.2
L˜p(Xp) = −(
n∑
j,k=1
∂2ρ(p)
∂zj∂zk
xjxk)∇ρ(p).
Se invece di ρ adoperiamo un’altra funzione di definizione ρ˜ (e quindi
ρ˜ = αρ per qualche α : Cn → R C∞ e non nulla vicino a M) un calcolo
diretto mostra che
∑n
j,k=1
∂2ρ˜(p)
∂zj∂zk
xjxk differisce da
∑n
j,k=1
∂2ρ(p)
∂zj∂zk
xjxk per il
fattore moltiplicativo α(p).
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Una ipersuperficie M si dice strettamente pseudoconvessa in p ∈M se L˜p
e` definita positiva o definita negativa, nel senso che l’hessiano complesso di
una qualche funzione di definizione di M nell’intorno di p e` definito positivo.
Questa nozione non varia per un cambiamento di coordinate olomorfe (in Cn)
intorno a p: in effetti, la restrizione di una mappa olomorfa a una varieta`
CR e` una applicazione CR (v. 2.2.4) e quindi, come osservato in precedenza,
rispetta la forma di Levi. Per le ipersuperfici strettamente pseudoconvesse
vale il seguente risultato, geometricamente rilevante:
Proposizione: Sia M una ipersuperficie immersa strettamente pseudo-
convessa in p ∈M . Allora esiste un intorno U di p in Cn e un biolomorfismo
F : U → F (U) tale che F (M∩U) sia una ipersuperficie strettamente convessa
di F (U).
Lo stesso risultato non vale se si ammette che M sia soltanto pseudocon-
vessa, ovvero che l’hessiano complesso di ρ sia soltanto semidefinito positivo
(esempio di Kohn - Nirenberg, v.[Bo]).
La forma di Levi di una ipersuperficie si puo` inoltre ottenere a partire
dalla seconda forma fondamentale. Se N e` la mappa di Gauss sull’ipersu-
perficie M attorno a p (ottenuta scegliendo un’orientazione locale), allora la
seconda forma fondamentale in p e` la mappa Ip : Tp(M)×Tp(M) −→ R data
da
Ip(Vp,Wp) = − < ∇VpN,Wp > (=< ∇VpW,Np >)
dove ∇Vp e` la derivazione lungo Vp, e W e` un’estensione di Wp a un intorno
di p. Siano {xi} coordinate reali per Cn ∼= R2n, e supponiamo che ρ definisca
localmente M con |∇ρ| = 1 su M . Allora se vi, wj sono le componenti di
Vp, Wp nella base ∂/∂xi, vale per la seconda forma fondamentale la seguente
formula esplicita:
Ip(Vp,Wp) = −
2n∑
j,k=1
∂2ρ(p)
∂xj∂xk
vjwk;
in particolare Ip e` simmetrica.
Per confrontare la forma di Levi con la seconda forma fondamentale,
identifichiamo lo spazio J-invariante Hp(M) ⊂ Tp(M) con lo spazio su cui e`
definita la forma di Levi H1,0p (M) ⊂ TCp (M), tramite l’isomorfismo
Hp(M) 3 Xp −→ Wp = Xp − iJXp ∈ H1,0p (M).
Usando allora la definizione della forma di Levi estrinseca
L˜p(Wp) = p˜ip(
1
2i
J [W,W ]p) = (svolgendo i calcoli)− p˜ip(J [X, JX]p) =
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(ignoriamo adesso la natura vettoriale di L˜p(Wp), che per definizione e` un
multiplo di Np)
= − < J [X, JX]p,Np >=< ∇Xp(X),Np > + < ∇JXp(JX),Np >
dove si e` usato [A,B]p = ∇ApB −∇BpA e J∇ApB = ∇ApJB. In definitiva,
quindi, la relazione tra forma di Levi e seconda forma fondamentale e`
L˜p(Wp) = Ip(Xp, Xp) + Ip(JXp, JXp).
2.3.4 Punti di tipo finito e varieta` minimali
Il tipo di un punto p ∈ M rende conto di quanto lo spazio tangente TCp (M)
possa essere ottenuto, a partire da HC(M), per mezzo di parentesi di Lie.
Se, per esempio, M e` un’ipersuperficie, e la sua forma di Levi e` non nulla in
p, questo si puo` sempre fare con parentesi di lunghezza 2.1 Piu` in generale,
definiamo gli spazi vettoriali Ljp(M), j ≥ 2, come il generato su C di HC(M)
e delle parentesi di Lie di lunghezza ≤ j; poniamo inoltre L1p(M) = HCp (M).
La collezione {Ljp(M)}p∈M non costituisce generalmente un fibrato.
Data una sottovarieta` generica M di Cn, di codimensione d, si dice che
p ∈M ha tipo (m1, . . . ,md), {N ∪∞} 3 mi ≤ mi+1 se
• Ljp(M) = HCp (M) per j < m1
• dimCLjp(M) = 2n− 2d+ i per mi ≤ j < mi + 1
• Ljp(M) = TCp (M) per j ≥ md.
Si dice che p e` di tipo finito se md e` finito.
Una varieta` CR (M,A) e`minimale in p ∈M se non esiste una sottovarieta`
propria N 3 p di M tale che A|N ⊂ TC(N). Una sottovarieta` N ⊂ M
passante per p e` detta orbita CR di p in M se L2q(M) = T
C
q (N) ∀q ∈ N . Si
trova che le orbite CR esistono e sono uniche, e M e` minimale in p se e solo
se e` l’orbita CR di p ([BER]).
E’ chiaro che se M e` di tipo finito in p allora e` minimale in p: se non
lo fosse, tutti i sottospazi Ljp(M) sarebbero contenuti in T
C
p (N) che e` un
sottospazio proprio di TCp (M). SeM e` analitica reale, e` vero anche il viceversa
(Baouendi e Rotschild).
I concetti di minimalita` e di tipo sono strettamente collegati ai problemi di
estendibilita` delle funzioni CR definite su varieta` immerse a funzioni olomorfe
definite su opportuni aperti di Cn (v.[Bo]).
1Definiamo parentesi di Lie di lunghezza j un operatore [L1, [L2, . . . [Lj−1, Lj ] . . .]p,
dove Li ∈ HC(M).
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Capitolo 3
Bordi di catene olomorfe in Cn
3.1 Condizioni necessarie
Sia M ⊂ Cn una sottovarieta` compatta di dimensione 2p − 1, p ≥ 1. Sup-
poniamo prima di tutto che sia p = 1, cioe` che M sia una curva chiusa γ di
Cn. Se γ e` il bordo di una superficie di Riemann Y ⊂ Cn, e ω e` una 1-forma
olomorfa definita su Cn, allora per il teorema di Stokes abbiamo∫
γ
ω =
∫
Y
∂ω = 0
dove la prima uguaglianza segue da ∂ω = 0 e la seconda segue dal fatto che
Λ2(TC(Y ))∗ ammette soltanto sezioni di tipo (1, 1), mentre ∂ω e` di tipo (2, 0)
(quindi la sua restrizione a Y e` nulla).
Ne risulta che una prima condizione necessaria e`, nel caso p = 1, che γ
soddisfi la condizione dei momenti∫
γ
ω = 0 per ogni 1− forma olomorfa ω in Cn.
Osserviamo che M = γ in questo caso e` una varieta` CR immersa di dimen-
sione 1 e CR-dimensione 0.
Sia adesso p > 1, e sia Y ⊂ Cn una p-sottovarieta` complessa con bordo
M . Per x ∈ M , J lascia invariato Tx(Y ), J : Tx(Y )→ Tx(Y ). Ne segue che
J(Tx(M)) ⊂ J(Tx(Y )) e` ancora un sottospazio reale di Tx(Y ). Poiche` allora
2p− 2 ≤ dimR(Tx(M) ∩ J(Tx(M))) ≤ 2p− 1
e Hx(M) = Tx(M)∩ J(Tx(M)) e` J-invariante (⇒ ha dimensione pari), si ha
dimRHx(M) = 2p− 2.
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Abbiamo, dunque, una condizione necessaria nel caso p > 1: deve aversi
dimRHx(M) = 2p− 2 ∀ x ∈M
i.e. per ogni x ∈M Hx(M) ha la massima dimensione possibile compatibile
con la dimensione di M (cfr. cap. 2). In tali condizioni si dice che M e`
massimalmente complessa. Si noti che, in particolare, M e` CR.
Riuniamo le due condizioni trovate in un’unica definizione: M si dice una
varieta` MC se p > 1 e M e` massimalmente complessa oppure se p = 1 e M
soddisfa la condizione dei momenti.
3.2 Il teorema di Harvey e Lawson
Possiamo adesso enunciare il principale risultato di Harvey e Lawson ([HL1]):
Teorema: Sia M una (2p − 1)-sottovarieta` MC di Cn, di classe C2,
compatta e orientata. Esiste un’unica p-catena olomorfa T , con supporto
relativamente compatto in Cn e con massa finita, tale che dT = [M ] nel senso
delle correnti. Inoltre esiste un compatto A ⊂ M , di misura di Hausdorff
(2p − 1)-dimensionale nulla, tale che ∀x ∈ M − A t.c. M sia di classe
Ck attorno a x (k ≤ ∞) esiste un intorno U 3 x t.c. (suppT ∪M) ∩ U
sia una varieta` Ck con bordo. Se M e` connesso, la catena T si riduce ad
un p-sottoinsieme analitico complesso e irriducibile V di Cn −M , tale che
d[V ] = ±[M ]
Osserviamo che il segno non si puo` decidere perche` V e M hanno un’ori-
entazione fissata a priori in modo indipendente, M essendo una varieta` ori-
entata e V avendo un’orientazione naturale in quanto sottoinsieme analitico
complesso. Se, per esempio, si considera S1 ⊂ C, la sua orientazione concor-
da o meno con quella di B(0, 1) (fissata in modo indipendente come aperto di
C) a seconda che sia fissata in senso antiorario oppure orario. Considerando,
invece, due circonferenze concentriche orientate nella stessa maniera, ci si
rende conto del fatto che se M e` sconnessa la catena T puo` non ridursi ad
un unico sottoinsieme analitico complesso, ed e` necessario ammettere delle
molteplicita` (cfr.[HL1]).
Risultati piu` forti riguardanti la regolarita` di T nell’intorno di M si pos-
sono dimostrare facendo delle ipotesi aggiuntive sul comportamento della
forma di Levi (v. 3.10).
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3.3 Uniformita` delle ipotesi
Estendiamo adesso a tutte le correnti le definizioni date in 3.1. Una (2p−1)-
corrente a supporto compatto T definita in una varieta` complessa X si dice
massimalmente complessa se T = Tp,p−1 + Tp−1,p, cioe` se sono nulle tutte le
componenti di bigrado (r, s) con |r−s| > 1. Si dice, invece, che T soddisfa la
condizione dei momenti se T (α) = 0 ∀α di bigrado (p, p−1) tale che ∂α = 0.
E’ chiaro che la condizione dei momenti generalizza quella data in prece-
denza per curve γ ⊂ Cn. Inoltre, se M e` una (2p− 1)-sottovarieta` compatta
e orientata di Cn e T = [M ], allora T e` massimalmente complessa se e solo se
M e` massimalmente complessa. Infatti, se dimC(Hx(M)) = p − 1 ∀x ∈ M ,
allora in TCx (M) ⊂ TCx (Cn) non si possono trovare piu` di p vettori linearmente
indipendenti di tipo (1, 0), e lo stesso vale per il tipo (0, 1); ne segue che∫
M
α = 0 ∀α ∈ Er,s(Cn) con r + s = p, |r − s| > 1.
Viceversa, e` semplice vedere che se non vale dimC(Hx(M)) = p− 1 ∀x ∈ M
si possono trovare forme di bigrado (r, s), |r − s| = 1 il cui integrale su M
non si annulla.
Nel caso che T sia un ciclo, cioe` dT = 0, la condizione dei momenti e`
legata all’ipotesi di massimale complessita`.
Proposizione 3.3.1: Sia T una 2p− 1-corrente chiusa a supporto com-
patto in Cn, p > 1. Se T e` massimalmente complessa, allora soddisfa la
condizione dei momenti.
Dim.: Abbiamo la decomposizione di Dolbeault T = Tp,p−1 + Tp−1,p.
Evidentemente ∂Tp,p−1 = 0 perche` e` l’unica componente di bigrado (p, p− 2)
di dT . Se ora α e` una (p, p− 1)-forma tale che ∂α = 0, siccome Cn e` di Stein
esiste β, di bigrado (p, p − 2), tale che ∂β = α. Allora T (α) = Tp,p−1(α) =
Tp,p−1(∂β) = (∂Tp,p−1)(β) = 0.
Diamo allora la seguente definizione: una (2p− 1) - corrente T , d-chiusa,
con supporto compatto in Cn si dice ciclo MC se p > 1 e T e` massimalmente
complessa, oppure se p = 1 e T soddisfa la condizione dei momenti. Per
quanto si e` visto, la condizione dei momenti e` soddisfatta in tutti e due i
casi. Abbiamo il seguente
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Teorema 3.3.2(Naturalita`): Sia T un (2p− 1)-ciclo MC rettificabile1 in
Cn, e sia F : Cn → Cm un’applicazione olomorfa. Allora
1. F∗T e` un (2p− 1)-ciclo MC rettificabile in Cm
2. se m < p, in tutti i punti z ∈ Cm in cui lo slice < T, F, z > esiste ed e`
rettificabile, < T, F, z > e` un (2p− 1)-ciclo MC rettificabile in Cm.
Dim: L’affermazione 1 segue dal fatto che F∗ preserva le bidimensioni
(questo dipende in definitiva dal fatto che il differenziale di F manda T 1,0(Cn)
in T 1,0(Cm)) e commuta con ∂ (cio` e` vero perche` commuta con d e preserva
il tipo). Per l’affermazione 2, osserviamo che l’affettamento diminuisce le
bidimensioni di (m,m). Da cio` segue che < T, F, z > e` massimalmente
complesso.
Se T soddisfa soltanto la condizione dei momenti il risultato e` comunque
vero. Si ha infatti < T, F, z >= lim→0T ∧ F ∗φ (dove φ e` un’identita`
approssimante, v. capitolo 2), e se α e` una (p−m, p−m−1)-forma ∂-chiusa
< T, F, z > (α) = lim→0T (F ∗φ ∧ α) = 0,
perche` F ∗φ ∧ α e` una forma ∂-chiusa (α e φ lo sono).
3.4 Sottovarieta` massimalmente complesse e
applicazioni CR
Abbiamo gia` visto come l’ipotesi di massimale complessita` diM ⊂ Cn equiv-
alga all’annullamento di certe componenti nella decomposizione di Dolbeault
di T = [M ]. Adesso mettiamo in relazione la massimale complessita` con la
proprieta` perM di essere esprimibile localmente come grafico di una funzione
CR definita su una sottovarieta` CR.
Proposizione 3.4.1: Sia M una (2p− 1)-sottovarieta` compatta e orien-
tata di Cn, di classe C1. Allora sono equivalenti i due fatti:
1. dimCHx(M) = p− 1 ∀x ∈M , ovvero M e` MC
2. ∀x ∈ M esiste un intorno U 3 x tale che, a meno di un cambiamento
di coordinate, M ∩ U sia esprimibile come grafico di una funzione CR
f : N → Cn−p di classe C1, dove N e` una ipersuperficie di classe C1
di Cp.
1Una corrente rettificabile e` una somma convergente T =
∑
[Mj ], con {Mj} famiglia di
sottovarieta` C1 a due a due disgiunte. In particolare T e` piatta.
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Osserviamo che N e` una sottovarieta` CR di Cp, e quindi anche di Cn (Cp
e` J-invariante).
Dim: L’esistenza di N deriva dal teorema delle funzioni implicite. La
f : N → Cn−p e` una funzione CR se e solo se il suo differenziale, ristretto a
Hy(N), e` C-lineare ∀y ∈ N . Si conclude applicando il fatto che il grafico di
df e` un sottospazio complesso di Cp ×Cn−p = Cn se e solo se df e` C-lineare.
Il seguente risultato da` una caratterizzazione alternativa per le funzioni
o le distribuzioni CR definite su ipersuperfici.
Proposizione 3.4.2: Sia N ⊂ Cp un’ipersuperficie orientata di classe
Ck, 1 ≤ k ≤ ω. Allora ∀f ∈ C1(N) sono equivalenti le due proprieta`:
1. f e` una funzione CR
2. ∂(f [N ]0,1) = 0.
Premettiamo alla dimostrazione qualche osservazione. Poiche`N e` un’iper-
superficie orientata il suo fibrato tangente ammette una decomposizione in
somma diretta T (N) = H(N) ⊕ l, dove l e` un fibrato lineare (ad esempio
l = JνN , dove νN e` il fibrato normale di N in Cp). Nell’intorno di ogni y ∈ N ,
scegliamo campi di vettori {Xi}i=1,...,p in modo tale che {Xi, JXi}i=1,...,p sia
una base locale per H(N). Se V e` una sezione locale di l, {Xi, JXi, V } for-
ma una base locale per T (M). Consideriamo la base duale {X∗i , JXi∗, V ∗};
osserviamo gli X∗i dipendono dalla scelta di l. Chiamiamo poi {Zi} la base
di H1,0(N) che si ottiene tramite l’identificazione H1,0(N)↔ H(N) (v. capi-
tolo 2), e {Z∗j } la base duale. Se scegliamo l in maniera tale che, posto
W = (V + iJV )/2, si abbia W ∗ = ∂ρ (dove {ρ = 0} definisce localmente N),
allora vale
∂N(f) =
∑
Zi(F )Z
∗
i
dove ∂N e` l’operatore del complesso di Cauchy-Riemann definito in 2.2.2.
Infatti, poiche` si ha
∂(f) =
∑
Zi(F )Z
∗
i +W (f)∂ρ,
l’operatore ∂N e` proprio la proiezione tN∂ (v. 2.2.2). In ogni caso, per
qualunque scelta di l il nucleo di ∂N e` l’insieme delle funzioni CR (infatti
∂N(f) = 0 implica Z(f) = 0 ∀ Z ∈ H1,0(N)). Poiche` l’operatore ∂N puo`
essere definito nella stessa maniera per le distribuzioni, possiamo parlare di
distribuzioni CR. L’argomento che segue si estende, con lievi modifiche, alle
distribuzioni.
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Dim. della Proposizione: Se i e` l’inclusione N → Cp, allora i∗(f)0,1 =
f [N ]0,1 e i∗(∂N(f))0,2 = ∂N(f) ∧ [N ]0,1; in particolare
i∗(∂N(f))0,2 = 0⇔ ∂N(f) = 0.
Sia χ la funzione caratteristica di (−∞, 0). Allora [N ] = d(χ(ρ)) = δ0(ρ)dρ =
µdρ, dove µ e` la misura 2p− 1-dimensionale su N : questa non e` altro che la
decomposizione polare di ρ definita nel capitolo 1. In particolare
W
∗ ∧ [m]0,1 = ∂ρ ∧ µ∂ρ = 0.
Questo implica
∂(f [N ]0,1) = ∂(f) ∧ [N ]0,1 =
∑
Zi(f)Z
∗
i ∧ [N ]0,1 = ∂N(f) ∧ [N ]0,1
dove nel primo passaggio si e` tenuto conto del fatto che ∂[N ]0,1 = 0 e nel
secondo del fatto che W
∗ ∧ [m]0,1 = 0. Concludiamo che ∂(f [N ]0,1) = 0 ⇔
i∗(∂N(f))0,2 = 0⇔ ∂N(f) = 0, e questo prova la tesi.
3.5 La soluzione di ∂F = u
Sia u una corrente di bigrado (0, 1), ∂-chiusa e a supporto compatto in Cn. Si
vuole trovare una soluzione a supporto compatto F di ∂F = u. La soluzione
di questo problema e` un ingrediente importante nella dimostrazione del teo-
rema di Harvey e Lawson. Il modo in cui si trova tale soluzione e` formalmente
simile a quello utilizzato in 1.3.3 per la soluzione di dS = T su Rn.
Data una (0, 1)-corrente K a in Cn, la esprimiamo come campo a coeffi-
cienti distribuzionali:
K =
n∑
i=1
Ki
∂
∂zj
, Ki ∈ D′(Cn).
Data una (r, s)-corrente a supporto compatto in Cn, u ∈ E ′r,s(Cn):
u =
∑
uIJdz
I ∧ dzJ , uIJ ∈ E ′0(Cn),
definiamo l’operatore di convoluzione-contrazione tra u eK,K#u ∈ D′r,s−1(Cn),
tramite la
K#u =
∑
|I|=r,|J |=s
∑
j∈J
(Kj ∗ uIJ)σIJ(j)dzI ∧ dzJ−{j}
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dove σIJ(j) = (−1)|I|+k+1 e k e` il posto occupato da j nel multiindice J .
L’importanza dell’operatore di contrazione-convoluzione risiede nel seguente
Lemma 3.5.1: Siano K ∈ D′0,1(Cn), u ∈ E ′r,s(Cn) come sopra. Allora
si ha la formula di omotopia
∂(K#u) +K#(∂u) = ∂iv(K) ∗ u,
dove ∂iv(K) =
∑
∂Kj/∂zj e`, per definizione, la ∂-divergenza di K.
Dim: Si puo` svolgere una verifica diretta2. Per il primo addendo si
ottiene
∂(K#u) =
∑
|I|=r,|J |=s
∑
j∈J
n∑
i=1
∂Kj
∂zi
∗ uI,JσIJ(j)dzi ∧ dzI ∧ dzJ−{j}
da cui, passando ai coefficienti
(∂(K#u))IJ =
∑
j∈J
∂Kj
∂zj
∗ uIJ +
∑
j∈J
∑
i/∈J
(−1)n1(i,j)∂Ki
∂zj
uI,J−{j}+{i}.
Per quanto riguarda il secondo addendo, poiche` (∂u)IJ =
∑
j∈J(−σIJ
∂uI,J−{j}
∂zj
),
si ha
K#(∂u) =
∑
|I|=r,|J |=s+1
∑
j∈J
σIJ(j)Kj ∗
∑
i∈J
(−σIJ(i)∂uI,J−{i}
∂zi
)dzI ∧ dzJ−{j},
da cui, in definitiva (usando Kj ∗ ∂uIJ∂zi = ∂∂zi (Kj ∗ uIJ) =
∂Kj
∂zi
∗ uIJ) si ottiene
(K#(∂u))IJ =
∑
i/∈J
∂Ki
∂zi
∗ uIJ +
∑
i/∈J
∑
j∈J
(−1)n2(i,j)∂Ki
∂zj
∗ uI,J+{i}−{j}.
Le somme doppie nelle espressioni di (∂(K#u))IJ e di (K#(∂u))IJ si annul-
lano a vicenda. Ne segue
(∂(K#u))IJ + (K#(∂u))IJ =
n∑
i=1
∂Ki
∂zi
∗ uIJ = (∂iv(K) ∗ u)IJ .
Dal lemma si ottiene immediatamente il seguente corollario:
2Naturalmente, si puo` supporre che u si riduca alla sola componente uIJdzI ∧ dzJ , ma
questo non porta ad un’eccessiva semplificazione.
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Corollario 3.5.2: Se ∂iv(K) = δ0, allora ∀u ∈ E ′r,s, s ≥ 1, t.c. ∂u = 0
si ha
∂(K#u) = u.
Il seguente campo di vettori a coefficienti distribuzionali:
KC(z) =
δ0(z2, . . . , zn)
2piiz1
∂
∂z1
e` detto nucleo di Cauchy relativo alla proiezione pi(z) = (z2, . . . , zn) (o allo
slice pi−1(0)). Il nucleo di Cauchy soddisfa l’ipotesi del corollario: la di-
mostrazione di questo fatto si basa sulla ben nota formula di Cauchy-Green
(cfr.[Ho])
u(w) =
1
2pii
(∫
dΩ
u(z)
z − wdz +
∫ ∫
Ω
∂u/∂z
z − w dz ∧ dz
)
,
dove Ω 3 w e` un aperto di C con bordo C1 e u e` una funzione a valori
complessi C1 in un intorno di Ω. Si ha quindi
∂ivKC(z) =
1
2piiz1
∂
∂z1
δ0(z2, . . . , zn)
e allora, se f ∈ C1c (Cn),
(∂ivKC(z))(f) =< δ0(z2, . . . , zn)/2piiz1,
∂f
∂z1
>=
=
1
2pii
∫
C
∂
∂z1
f(ζ, 0, . . . , 0)
ζ − 0 dζ ∧ ζ = f(0, 0, . . . , 0).
Infatti l’integrazione puo` essere eseguita, anziche` su C, su un disco B(0, R)
che contenga il supporto di f(ζ, 0, . . . , 0); siccome allora f |dB(0,R) = 0, l’ulti-
ma uguaglianza segue dalla formula citata.
Un’altro nucleo utilizzato nelle applicazioni e` il nucleo di Bochner-Martinelli
KBM(z) =
(−1)n(n−1)2 (n− 1)!
(2pii)n|z|2n
n∑
j=1
zj
∂
∂zj
.
Anche per questo nucleo vale la formula ∂ivKBM = δ0.
La cosa importante e` che le soluzioni di ∂F = u in Cn, n ≥ 2, trovate con
un operatore di contrazione-convoluzione, sono a supporto compatto.
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Proposizione 3.5.3: Sia u ∈ E ′0,1(Cn), n ≥ 2, e sia ∂u = 0. Allora
KC#u = KBM#u e` l’unica soluzione a supporto compatto di ∂F = u, F ∈
D
′0,0(Cn).
Dim.: Vediamo che KC#u e` a supporto compatto. Certamente, fissato z
con |z2|, . . . , |zn| sufficientemente grandi, i supporti di KC(ζ) e u(ζ − z) sono
disgiunti (la distribuzione che da` il coefficiente di KC , infatti, ha supporto
in z2 = · · · = zn = 0), e allora KC#u(z) = 0. Poiche`, come sappiamo,
∂(KC#u) = u, si ha che KC#u e` olomorfa nel complementare del supporto
di u, in particolare nella sua componente illimitata; poiche` si annulla in
un aperto di tale componente, KC#u = F e` a supporto compatto. La
soluzione F e` unica tra quelle a supporto compatto, poiche` la differenza tra
F e un’altra soluzione dello stesso tipo e` olomorfa a supporto compatto,
quindi nulla. Inoltre, se K
′
e` un qualche altro nucleo tale che ∂ivK
′
= 0,
si ha K
′
#u = K
′
#∂F , che per la formula di omotopia e` uguale a δ0 ∗ F −
∂(K
′
#F ) = F − ∂(K ′#F ) = F , K ′#F essendo nullo per definizione di #
(F ha bigrado (0, 0)).
Il seguente teorema viene usato piu` volte nella dimostrazione del risultato
principale sui bordi delle catene olomorfe.
Teorema 3.5.4: Sia M un ciclo MC in Cn di dimensione 2p−1. Allora,
se pi : Cn → Cp e` una proiezione lineare complesa e φ e` una funzione olomorfa
in un intorno di suppM (o, se p = 1, in un dominio di Runge3 (v.[Ho])
contenente suppM) si ha ∂[pi∗(φM)]0,1 = 0; inoltre esiste un’unica funzione
cφ a supporto compatto in Cp tale che ∂cφ = [pi∗(φM)]0,1. La funzione cφ si
puo` esprimere tramite il nucleo di Cauchy o quello di Bochner-Martinelli.
Dim.: Mostriamo prima di tutto che ∂[pi∗(φM)]0,1 = 0. Il caso p = 1
e` banale. Se p > 1, il risultato segue da M = Mp,p−1 +Mp−1,p. Infatti in
questo caso si ha ∂[pi∗(φM)]0,1 = ∂[pi∗(φMp,p−1)] = pi∗(φ∂Mp,p−1) (perche` φ
e` olomorfa), e ∂Mp,p−1 = 0 perche` M e` un ciclo. La dimostrazione della
parte rimanente del teorema e` contenuta nelle considerazioni che lo prece-
dono, eccetto la prova del fatto che, se p = 1, cφ e` a supporto compatto.
Lo dimostriamo nel caso M = [γ], con γ curva chiusa C1. Il caso generale
e` analogo, a patto di usare il linguaggio delle distribuzioni invece delle inte-
3Un dominio di olomorfia Ω ⊂ Cn (ovvero un dominio Ω che non puo` essere esteso ad
un Ω′ ⊃ Ω tale che la restrizione O(Ω′)→ O(Ω) sia suriettiva) e` detto dominio di Runge
se ogni f ∈ O(Ω) puo` essere approssimata da polinomi uniformemente sui compatti.
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grazioni. Scegliamo ζ1 fuori da un disco contenente pi(γ). Allora, impiegando
il nucleo di Cauchy,
cφ(ζ1) = [pi∗(φ[γ])](
1
2pii
dz1
z1 − ζ1 ) =
1
2pii
∫
γ
φ(z)dz1
z1 − ζ1 =
−1
2pii
∞∑
q=0
(
∫
γ
φ(z)zq1dz1)ζ
−q−1
1 .
Poiche` per ipotesi φ puo` essere uniformemente approssimata da funzioni in-
tere (da polinomi), ciascun integrale dell’ultima serie e` nullo per la condizione
dei momenti.
Concludiamo con un risultato che afferma, in sostanza, che la soluzione
del problema ∂cφ = [pi∗(φM)]0,1 rispetta l’operazione di slicing :
Teorema 3.5.5: Siano M,pi, φ come nel teorema precedente, e supponi-
amo inoltre che M sia piatta. Sia ρ : Cp → Cp−1 lineare complessa e
pi
′
= ρ ◦ pi. Sia cφ la soluzione di ∂cφ = [pi∗(φM)]0,1, e supponiamo che
per ζ
′ ∈ Cp−1 esistano gli slices Mζ′ =< M,pi′ , ζ ′ > e cφ,ζ′ =< cφ, ρ, ζ ′ > .
Allora in ρ−1(ζ
′
) si ha ∂cφ,ζ′ = [pi∗(φMζ′ )]
0,1.
Dim: Siano (z1, . . . , zn) coordinate in Cn tali che pi(z) = (z1, . . . , zn)
e pi
′
(z) = (z2, . . . , zp). Se φ e` un’identita` approssimante per 0 in Cp e
φ,ζ′ (z
′
) = φ(z
′ − ζ ′), allora Mζ′ = lim→0M ∧ φ,ζ′ . Adoperando il nucleo
K˜C = (1/2piiz1)∂/∂z1, in ρ
−1(ζ
′
) si ottiene
c˜φ,ζ′ (ζ1) = (K˜
C#[pi∗(φM
′
ζ)]1,0)(ζ1) = lim→0((pi∗φM) ∧ φ,ζ′ )(
1
2pii
dz1
z1 − ζ1 ) =
= lim→0(pi∗φM)(
φ(z
′ − ζ ′)
2pii
dz1
z1 − ζ1 ) = (K
C#[pi∗φM ]0,1)(ζ1, ζ
′
) = cφ(ζ1, ζ
′
)
cio` che prova la tesi.
3.6 Estensioni olomorfe
3.6.1 Formule di Plemelj
SiaM una (2n−1)-sottovarieta` orientata C1 di Cn, e f ∈ C1(M). La trasfor-
mata di Bochner-Martinelli di f e` la funzione F (z) = KBM#(f [M ]0,1)(z),
o, equivalentemente,
F (z) =
∫
M
fkBMz ,
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dove kBMz e` la (n, n− 1) forma
kBMz (ζ) =
(−1)n(n−1)/2(n− 1)!
(2pii)n|ζ − z|2n
n∑
j=1
(−1)j+1(ζj−zj)dζ1∧. . .∧dζn∧dζ1∧. . .∧ ˆdζj∧. . .∧dζn.
Il valore principale di Cauchy in z ∈M e`, se esiste, il limite
P.V.
∫
M
f(ζ)kBMz (ζ) = lim→0+
∫
M−B(z,)
f(ζ)kBMz (ζ).
Vale il seguente risultato:
Teorema 3.6.1: Sia U un aperto di Cn e siaM una (2n−1)-sottovarieta`
C1 orientata di U che lo sconnetta in due componenti U+, U− con dU+ =M .
Sia f ∈ C1c (M) e sia F la sua trasformata di Bochner Martinelli, definita
in U −M . Allora F |U± ha un’estensione continua F± a U± ∪M e queste
estensioni soddisfano in M la formula di Plemelj
F±(z) = ±1/2f(z) + P.V.
∫
M
f(ζ)kBMz (ζ).
Inoltre, per ogni compatto K ⊂ M , esiste una costante C t.c. ∀f ∈ C1c (M)
con supporto contenuto in K si abbia
|F±|∞,M ≤ C‖f‖C1(M).
Idea della dimostrazione: Si prova innanzitutto che
P.V.
∫
M
kBMz (ζ) = 1/2 ∀z ∈M,
sotto l’ipotesi U+ ⊂⊂ Cn; ne segue
P.V.
∫
M
f(ζ)kBMz (ζ) =
∫
M
(f(ζ)− f(z))kBMz (ζ) + 1/2f(z)
(qui si usa la lipschitzianita` di f per garantire che (f(ζ) − f(z))kBMz (ζ) sia
integrabile). Siccome
∫
M
kBMz = χU+(z), ci si riduce a provare che
∫
M
(f(ζ)−
f(z))kBMw (ζ) tende a P.V.
∫
M
(f(ζ)−f(z))kBMz (ζ) per w che tende a z da U+
o U−; la prova di questo fatto segue da una stima su kBM
|kBMz+sh(ζ)− kBMz (ζ)| ≤ c
s
|ζ − z|2n−1(|ζ − z|+ s)
dove c e` indipendente da s e h e` un vettore unitario. Infine, la prova della
stima uniforme su F± dipende dal fatto che f e` lipschitziana e dalla stima
|kBMz (ζ)| ≤ C/|J − z|2n−1.
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3.6.2 Estensioni olomorfe di funzioni CR definite su dΩ
Da Hartogs in poi, si e` prodotta una vasta letteratura letteratura sul proble-
ma dell’estensione di funzioni olomorfe, definite, per esempio, sul bordo dΩ
di un aperto Ω ⊂ Cn, a tutto Ω, oppure, se dΩ e` liscio (e quindi e` una sotto-
varieta` CR, perche` ha codimensione 1), sul problema dell’estensione di una
funzione CR definita su Ω, di sufficiente regolarita`, a una F ∈ O(Ω)∩C1(Ω).
Il seguente teorema riassume un po’ dei risultati ottenuti in questa direzione:
Teorema 3.6.2: Sia Ω un aperto ⊂⊂ Cn, tale che dΩ sia una sottova-
rieta` Ck connessa, 1 ≤ k ≤ ω; indichiamo con ∂b l’operatore tangenziale di
Cauchy-Riemann ∂dΩ. Sia infine f ∈ Cr(Ω). Allora
A) per n ≥ 2 e 1 ≤ r ≤ ω sono equivalenti i fatti
∂b(f) = 0⇔ ∂(f [dΩ]0,1) = 0⇔ il grafico di f e′ MC;
B)per n ≥ 1 e 0 ≤ r ≤ k sono equivalenti le condizioni
1. esiste F ∈ E ′0(Cn) con ∂F = f [dΩ]0,1;
2.
∫
dΩ
fω = 0∀ω ∈ En,n−1(Cn) con ∂ω = 0;
3. esiste F˜ ∈ Cr(Ω) ∩O(Ω) con F˜ |dΩ = f .
Inoltre per n ≥ 2 le condizioni in A) implicano quelle in B). La F si puo`
esprimere tramite il nucleo di Cauchy,
F (z) = KC#(f [dΩ]0,1)(z) =
1
2pii
∫
dΩ∩{ζ′=z′}
f(ζ1, z
′
)
ζ1 − z1 dζ1
o tramite il nucleo di Bochner-Martinelli.
Ci limitiamo infine ad enunciare il seguente teorema, che sara` utilizzato
nel seguito:
Teorema 3.6.3: Sia X una varieta` complessa, e sia Ω un aperto di X
tale che il bordo dΩ sia di classe Ck, k ≥ 1. Sia F una distribuzione su X
con a supporto contenuto in Ω e con
∂F = f [dΩ]0,1, f ∈ Cr(dΩ),
dove 0 ≤ r ≤ k. Allora F |Ω ha un’estensione F˜ ∈ Cr(Ω) ∩ O(Ω) con
F˜ |dΩ = f .
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3.7 Dimostrazione del teorema di Harvey e
Lawson
3.7.1 Caso preliminare
La dimostrazione del teorema di Harvey e Lawson viene condotta, in via
preliminare, con due assunzioni:
• codimensione 3, ovvero M e` una 2p− 1 sottovarieta` di Cp+1;
• per una qualche proiezione pi : Cp+1 → Cp, le autointersezioni di pi(M)
sono trasversali.
Cio` consente di avere un controllo sul comportamento di pi(M) nei punti
in cui non e` embedded. Le tecniche introdotte in 3.5 permetteranno poi di
trovare una funzione meromorfa in Cp+1 il cui divisore e` la catena olomorfa
cercata.
Teorema 3.7.1: Sia M una 2p−1-sottovarieta` MC compatta e orientata,
di classe C1, immersa in Cp+1, e siano (z1, . . . , zp+1) coordinate su Cp+1
tali che, se pi e` la proiezione (z1, . . . , zp+1) → (z1, . . . , zp) allora pi|M e` una
immersion con autointersezioni trasversali. Allora esiste un’unica p-catena
olomorfa T ⊂ Cp+1−M , con massa finita e supporto compatto in Cp+1, tale
che dT = [M ]. Inoltre esiste un compatto A, che non si addensa in nessun
aperto, tale che in ogni punto x di M − A attorno al quale M e` di classe
Ck, 1 ≤ k ≤ ω, esiste un intorno U 3 x tale che (suppT ∪M) ∩ U sia una
sottovarieta` Ck con bordo. Se k ≥ 2, H2p−1(A) = 0.
Osserviamo che nel teorema principale (in 3.2) l’assunzione e` invece che
M sia di classe C2 (assunzione che e` stata in seguito raffinata).
Dim.: Poniamo N = pi(M). Indichiamo con U0, U1, ... le componenti
connesse di Cp − N ; U0 e` la componente connessa illimitata; X e` l’insieme
dei punti di autointersezione; scegliamo poi R in modo tale che M ⊂ Cp ×
B(0, R). Notiamo che N − X e` una varieta` CR immersa (se x ∈ N − X,
Hx(N) = pi(Hpi−1(x)(M)); in ogni caso si tratta di un’ipersuperficie). Nei
punti di N −X la situazione, localmente, e` in qualche modo simile a quella
descritta nella prima proposizione del paragrafo 3.4: dato x ∈ N −X esiste
un intornoW tale che N∩W sia una sottovarieta` embedded eM∩pi−1(W ) sia
il grafico di un’applicazione CR f : N → Cp+1. Nei punti di X la situazione
e` analoga: in questo caso N ∩ W e` l’intersezione di un certo numero di
varieta` immerse N1, . . . , Nr e M ∩ pi−1(W ) e` l’unione (disgiunta) dei grafici
45
di funzioni CR di classe C1 f1, . . . , fr, fi : Ni → Cp+1. Per una funzione
φ(zp+1) olomorfa in B(0, R), si ha in W
pi∗(φ[M ]) =
r∑
i=1
(φ ◦ fi)[Ni]
dove includiamo il caso r = 1, i.e. i punti di N − X. Il seguente lemma
illustra il comportamento delle soluzioni di ∂Φ = [pi∗(φ[M ])]0,1 vicino ad N .
Proposizione 3.7.2: Sia φ come sopra. Allora l’equazione
∂Φ = [pi∗(φ[M ])]0,1
ha un’unica soluzione a supporto compatto in Cp. La soluzione e` olomorfa in
ciascun Uj e Φ|Uj si estende a una Φ˜ ∈ O(Uj) ∩ C(Uj). In ogni componente
di Ui ∩ Uj −X si ha
Φ˜i − Φ˜j = ±(φ ◦ f)
(dove f e` l’applicazione il cui grafico da` M); inoltre esiste una costante C
t.c. ∀φ ∈ O(B(0, R)) si abbia
|Φ˜|∞ ≤ C‖φ ◦ f‖C1(N).
Dim.: La prima parte della proposizione segue dal paragrafo 3.5. Il segui-
to dipende dalle formule di Plemelj per la trasformata di Bochner-Martinelli
in Cp.
Fissato z ∈ M , scegliamo un intorno W come sopra tale che N ∩W =
∪i=1,...,rNi. Scegliamo una funzione di taglio ψ ∈ C∞c (W ) per z: si avra` allora
Φ = KBM#((1− ψ)[pi∗(φ[M ])]0,1) +KBM#(ψ
r∑
i=1
φ ◦ fi[Ni]0,1);
il primo termine e` analitico reale vicino a z; per il teorema di Plemelj, ogni
termine Fi del secondo termine, dove
Fi = (K
BM#ψφ ◦ fi[Ni]0,1)(z) =
∫
Ni
ψφ ◦ fikBMz ,
ristretto a ogni componente diW −Ni si estende con continuita` alla chiusura
(ψφ ◦ fi e` a supporto compatto). Questo prova l’estendibilita` di Φ|Uj ; le
rimanenti asserzioni seguono direttamente dal teorema di Plemelj.
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3.7.2 Costruzione di una funzione meromorfa
In Cp consideriamo, al variare di q ∈ N, l’unica soluzione a supporto compatto
di
∂cq = [pi∗(z
q
p+1[M ])]
0,1.
La funzione c0 assume valori interi: infatti si annulla in U0 perche` e` a supporto
compatto e le relazioni di salto in 3.7.2 mostrano che c0 e` intera in qualsiasi
Ui (che puo` essere raggiunto da U0 incontrando N un numero finito di volte);
inoltre poiche` c0 e` reale ∂c0 = [pi∗([M ])]1,0 e allora dc0 = [N ].
Sia ora w ∈ C, e sia R, come in precedenza, tale che M ⊂ Cp × B(0, R).
Definiamo il logaritmo complesso in un aperto semplicemente connesso di C
che contenga B(w,R) e B(1, 1), in maniera tale che log1 = 0; possiamo allora
considerare l’unica soluzione φw di
∂φw = [pi∗(log(w − zp+1)[M ])]0,1
a supporto compatto in Cp. Lo sviluppo del logaritmo in serie di potenze di
zp+1/w e l’unicita` di φw mostrano che per |w| ≥ R vale la relazione
φw = c0log(w)−
∞∑
q=1
1/qcqw
−q
(il membro a destra e` a supporto compatto perche` i supporti di ci sono
contenuti in un unico compatto).
Definiamo, quindi, per z
′ ∈ U := Cp −N, |zp+1| ≥ R la funzione
F (z) = exp(φzp+1(z
′));
F e` ben definita (i.e. non dipende dal ramo della funzione logaritmo) perche`
c0 assume valori interi. E’ poi chiaro che F e` olomorfa (localmente si puo`
scegliere un ramo olomorfo di φzp+1(z
′
)). Dal fatto che le cq hanno supporto
in Cp−U0 segue inoltre che F = 1 in U0× (C−B(0, R)). Il seguente lemma
descrive le proprieta` di estendibilita` di F .
Lemma 3.7.3: Per ogni j, F si estende ad una funzione continua F˜j in
Uj × (C−B(0, R)). Inoltre
1.
F (z) =
c0∑
q=−∞
aq(z
′
)zqp+1
dove gli aq sono polinomi in un numero finito di cj e la convergenza e`
uniforme sui compatti.
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2. Per ogni Uj la funzione aq|Uj ammette un’estensione continua a˜q a Uj;
inoltre in Uj × (C−B(0, R)) si ha
F˜j(z) =
c0∑
q=−∞
a˜q(z
′
)zqp+1
dove, a z
′
fissato, la convergenza e` uniforme sui compatti di C−B(0, R).
Dim.: L’affermazione di cui al punto 1 segue dalla definizione di F (z) =
exp(φzp+1(z
′
)) e dalla serie di φ data in precedenza.
Fissiamo adesso zp+1 con |zp+1| ≥ R. Per via della Proposizione 3.7.2, le
funzioni φzp+1|Uj e cq|Uj ammettono estensioni continue a Uj; ne segue che
lo stesso vale per Fzp+1 = F (z
′
, zp+1) e per aq. Denotiamo F˜j l’estensione di
F |Uj cos`ı ottenuta. Per verificare la continuita` di F˜j rispetto alla variabile
zp+1 consideriamo la famiglia di funzioni F˜j,z′ per z
′ → ζ ′ ∈ dUj: mostriamo
che converge normalmente a F˜j,ζ′ .
Se K e` un compatto di C − B(0, R), allora la stima della Proposizione
3.7.2 mostra che Re(φzp+1(z
′
)) e` equilimitata in Uj×K, e lo stesso quindi vale
per F (z
′
, zp+1); ne segue che la famiglia F˜j,z′ e` normale. Siccome, per come
e` stata definita l’estensione, F˜j,z′ converge puntualmente a F˜j,ζ′ per z
′ → ζ ′ ,
abbiamo che F˜j,ζ′ e` olomorfa in C − B(0, R) e la convergenza e` normale; in
particolare F˜j e` continua.
Per dimostrare il punto 2, esprimiamo i coefficienti della serie di Laurent
di F˜j,ζ′ . Abbiamo
1
2pii
∫
|ζ|=R+
F˜j,ζ′ (ζ)ζ
−q−1dζ = limz′→ζ′
1
2pii
∫
|ζ|=R+
F˜j,z′ (ζ)ζ
−q−1dζ =
= limz′→ζ′aq(z
′
) = a˜q(ζ
′
)
dove il primo passaggio segue dalla convergenza uniforme di F˜j,ζ′ sul com-
patto |ζ| = R + .
Le funzioni F˜j si estendono a Uj × C con funzioni razionali in zp+1.
Proposizione 3.7.4: Ciascuna F˜j si estende in Uj×C con una funzione
razionale in zp+1 a coefficienti in O(Uj) ∩ C(Uj). In ogni componente N0 di
Ui ∩ Uj −X, t.c. localmente [N0] = d[Ui], si ha per ogni z′ ∈ N0
F˜i(z) = F˜j(z)(zp+1 − f(z′))
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(dove f e` definita prima della proposizione 3.7.2).
La dimostrazione fa uso del seguente criterio di razionalita`, dovuto ad
Hadamard:
Teorema 3.7.5(criterio di Hadamard): La serie di potenze formale ap-
partenente a C[[z, z′ ]]
f(z) =
N∑
q=−∞
aqz
q
rappresenta una funzione razionale p(z)/q(z), p(z), q(z) ∈ C[z] con deg(q) ≤
M se e solo se risulta
det((a−ir−s))0≤r,s≤M = 0
per tutti i multiindici 0 ≤ i0 < i1 < . . . < iM .
Dim.: Dimostriamo che esiste un polinomio q(z) di grado minore o uguale
a M , q(z) =
∑M
k=0 ckz
k, tale che q(z)f(z) ∈ C[z]; cio` e` ottenuto annullan-
do tutti i coefficienti di z−i, i ≥ 0 nel prodotto formale q(z)f(z), ovvero
risolvendo il sistema
M∑
k=0
cka−i−k = 0.
Il sistema esprime la seguente condizione: i vettori di CM+1 C = (ck)k=0,...,M
e Ai = (a−i+k)k=0,...,M sono ortogonali per ogni i ≥ 0. Quindi e` possibile
trovare C se e solo se il sottospazio generato dagli Ai ha dimensione minore
o uguale a M ; cio` e` equivalente a richiedere che ogni M + 1 - upla di Ai sia
linearmente dipendente, ovvero
det(Air)0≤r≤M = 0
per tutti i multiindici 0 ≤ i0 < i1 < . . . < iM .
Osservazione: la dimostrazione si puo` condurre nella stessa maniera sos-
tituendo a C un qualunque dominio di integrita` R, a patto di passare al cam-
po delle frazioni quando si usano le nozioni dell’algebra lineare. In particolare
puo` essere R = O(U) per qualche aperto U ⊂ Cn.
Dim. della Proposizione: La relazione di salto della Proposizione 3.7.2
per φzp+1(z
′
) diventa
φ˜i(z)− φ˜j(z) = log(zp+1 − f(z′))
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da cui segue immediatamente la relazione per F˜ . La razionalita` di F˜i puo`
allora essere provata induttivamente usando tale relazione: infatti, come os-
servato in precedenza, si puo` passare da U0 a Ui passando per N un numero
finito di volte. F0 = 1 e quindi la base dell’induzione e` verificata; designamo
con N0, come in precedenza, una componente di Ui∩Uj−X, e supponiamo di
aver dimostrato la tesi per F˜j. Quindi F˜i|N0 e` razionale in zp+1 a coefficienti
in C(N0). Per il criterio di Hadamard esiste M tale che ∀z′ ∈ N0
det(a˜−ir−s(z
′
))0≤r,s≤M = 0
per tutti i multiindici 0 ≤ i0 < i1 < . . . < iM . La Proposizione segue allora
dal seguente lemma, che ci limitiamo ad enunciare:
Lemma 3.7.6: Siano V ⊂⊂ Cn un aperto e g ∈ O(V ) ∩ C(V ), g 6= 0.
Allora l’insieme degli zeri di g in dV ha parte interna vuota.
La funzione det(a˜−ir−s(z
′
)) ∈ O(Ui)∩C(Ui) deve quindi annullarsi in Ui.
Ancora dal criterio di Hadamard segue dunque che F˜i e` razionale in zp+1; il
fatto che i coefficienti siano in O(Ui)∩C(Ui) puo` essere provato ripetendo la
dimostrazione del criterio (nella quale si effettuano solo operazioni lineari).
3.7.3 Definizione della catena olomorfa
Nell’insieme pi−1(U), la catena olomorfa cercata sara` il divisore di F , cioe`
T =
1
2pi
ddclog|F |
(che equivale alla formula di Poincare`-Lelong menzionata nel capitolo 2); T si
puo` scrivere come
∑
j Tj dove ciascuna Tj ha supporto in pi
−1(Uj). L’insieme
analitico V = suppT si estende attraverso pi−1(N) in Cp+1 −M .
Proposizione 3.7.7:La chiusura V di V in Cp+1 −M e` una sottovari-
eta` analitica, e T si estende su Cp+1 −M con una catena olomorfa avente
supporto V .
Dim.: Sia ζ = (ζ
′
, ζp+1) un punto di V ; mostriamo che pi
−1(ζ
′
) ∩ V
consta di un numero finito di punti. Infatti, poiche` pi|M e` trasversale, ζ ′ ha
un intorno in Cp che incontra solo un numero finito di Ui; ζ deve allora essere
in un qualche V j, e allora, per la continuita` in z
′
dei coefficienti di Fj,z′ , ζp+1
deve essere uno zero o un polo per Fz,ζ′ .
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Dunque esiste rp+1 > 0 tale che (ζ
′
, zp+1) /∈ V ∪M se zp+1 6= ζp+1 dista
da ζp+1 meno di rp+1. Per continuita`, allora, esiste r > 0 tale che, posti
∆
′
= {z′ ∈ Cp : |z′ − ζ ′| < r} e ∆p+1 = B(ζp+1, rp+1), si abbia
∆
′ × d∆p+1 ∩ (V ∪M) = ∅
e ∆ ∩M = ∅, dove ∆ = ∆′ ×∆p+1; ne segue che pi|V ∩∆ e` propria.
Vogliamo adesso estendere T∆ := χ∆−pi−1(N)T attraverso pi−1(N) in ∆ e
per farlo cerchiamo una funzione G razionale in zp+1 a coefficienti in O(∆′),
tale che (1/2pi)ddclog|G| = T∆ in ∆ − pi−1(N). Il divisore di G in ∆ sara`
l’estensione di T∆ cercata. Esaminando i coefficienti dell’espansione di G
come serie di potenze in zp+1 ci si riduce a provare che le funzioni
Cq = pi∗(z
q
p+1T∆)
(ben definite e olomorfe in ∆
′ −N perche` pi|suppT∆ e` propria) si estendono in
maniera olomorfa attraverso N .
Si dimostra innanzitutto che Cq si estende in maniera continua attraverso
N −X in ∆′ ; poiche` H2p−1(N −X) = 0 tale estensione e` olomorfa ([HP]). Il
fatto che T sia il divisore di Fj in Uj × C permette di ricavare l’espressione
di Cq:
Cq(z
′
) =
1
2pii
∫
|zp+1|=rp+1
zqp+1
∂Fj
∂zp+1
(z
′
, zp+1)dzp+1
Fj(z
′ , zp+1)
.
Se N0 e` una componente di U j ∩ U i ∩ ∆′ − X, sappiamo che F˜j e F˜i sono
funzioni razionali in zp+1 e continue in (U j ∩∆′)×d∆p+1 e (U i∩∆′)×d∆p+1
rispettivamente; inoltre su N0 vale
(∂F˜i/∂zp+1)
F˜i
− (∂F˜j/∂zp+1)
F˜j
= ± 1
zp+1 − f(z′)
(cfr. Proposizione 3.7.2).
Poiche` M ∩∆ = ∅ si ha f(z′0) /∈ ∆p+1 se z′0 ∈ N0 e allora
lim
Ui3z′→z′0
Cq(z
′
)− lim
Uj3z′→z′0
Cq(z
′
) =
±1
2pii
∫
d∆p+1
zqp+1dzp+1
zp+1 − f(z′0)
= 0
da cui segue che Cq si estende con continuita` attraverso N −X.
Infine, poiche` ∆
′
incontra un numero finito di Uj, Cq e` limitata (e olomor-
fa) in ∆
′−X. Poiche`H2p−2(X) <∞, per il teorema di estensione di Riemann
generalizzato (cfr.[HP]) Cq si puo` estendere ad una funzione olomorfa in ∆
′
.
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3.7.4 Conclusione del caso preliminare
Abbiamo costruito una p-catena olomorfa supportata in Cp+1 −M , tale che
suppT ∪ M sia un sottoinsieme compatto di Cp+1. Per concludere abbi-
amo bisogno del seguente teorema, che descrive le proprieta` di estendibilita`
delle catene olomorfe definite in Cn−M e il comportamento del bordo delle
estensioni.
Teorema 3.7.9: Sia M una (2p − 1) sottovarieta` chiusa e orientata,
di classe C1, di un aperto U ⊂ Cn, e supponiamo che T sia una p-catena
olomorfa definita in U −M . Allora per ogni compatto K di U la massa di
T in K e` finita, e T si estende in modo unico con una corrente T˜ su U ,
localmente rettificabile e tale che
dT˜ =
∑
mj[Mj]
dove mj ∈ Z e Mj sono le componenti connesse di M .
Dim.: Possiamo supporre, per linearita`, che T abbia coefficienti positivi;
supponiamo inoltre 0 ∈M . Mostriamo che esiste un intorno ∆ di 0 tale che
la massa di T in ∆−M sia finita. Poiche` H2p+1(suppT ∪M) = 0, il lemma
di Shiffman (v.[S])dice che esistono coordinate (z1, . . . , zn) in Cn tali che per
ogni multiindice I con |I| = p si abbia H1(pi−1I (0)∩(suppT ∩M)) = 0; inoltre
piI |M e` un’ immersion vicino a 0. PostoA = suppT∪M , esiste allora una palla
n-dimensionale Bnr tale che per ogni I pi
−1
I (0)∩dBnr ∩A = ∅ e piI |M∩Bnr sia un
embedding. Poiche` A e` chiuso, esiste  < r tale che (pi−1I (B
p
 )∩ dBnr )∩A = ∅
per ogni I, dove Bp e` la -palla p-dimensionale. Se ∆I = (pi
−1
I (B
p
 ) ∩ Bnr ),
allora piI |A∩∆I e` propria e pi|M e` un’immersione per ogni I.
L’intorno ∆ cercato e` ∆ = ∩I∆I . Per dimostrarlo abbiamo bisogno di
esprimere la massa di T in ∆−M , ovveroM(T∆) (dove T∆ = χ∆−M), in ter-
mini dell’applicazione di T∆ a determinate forme: a questo scopo utilizziamo
la disuguaglianza di Wirtinger (v. 1.4.2, cfr. [Fed], [Dem]).
Nel nostro caso X = Cn e Y e` la componente di dimensione massima di
suppT∆; ponendo allora ω = i/2
∑
j dzj ∧ dzj abbiamo
M(T∆) = T∆(dVY ) = T∆(
1
p!
ωp).
Se scomponiamo (1/p!)ωp secondo le componenti αI relative ai multiindici
I = (i1, . . . , ip), α
I = (i/2)pdzi1 ∧ dzi1 ∧ . . . ∧ dzip ∧ dzip , si ottiene
T∆(
1
p!
ωp) =
∑
I
T∆(α
I) ≤
∑
I
(χ∆I−MT )(α
I)
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dove la disuguaglianza deriva dal fatto che T e` positiva su αI e, poiche`
∆ ⊂ ∆I , χ∆−M ≤ χ∆I−M . Vogliamo mostrare che (χ∆I−MT )(αI) e` finito per
ogni multiindice I, e per questo localizziamo ulteriormente χ∆I−MT .
Poniamo SI = pi
−1
I (piI(M ∩ ∆I): risulta H2p(A ∩ S ∩ ∆I) = 0. Infat-
ti, siccome piI |A∩∆I e` propria, esiste un sottoinsieme analitico proprio Σ di
suppT tale che piI |(suppT−Σ)∩∆ sia un biolomorfismo locale (osserviamo che la
dimensione di Hausdorff di Σ e` minore o uguale a 2(p− 1)); di conseguenza
l’insieme (suppT − Σ) ∩ SI e` una sottovarieta` 2p− 1-dimensionale di Cn. Si
ha allora
H2p(A ∩ SI ∩∆I) ≤ H2p(M) +H2p(Σ) +H2p((suppT − Σ) ∩∆I) = 0.
In particolare H2p((SI ∩∆I)−M) = 0 e quindi per il teorema del supporto
di Federer (v. cap. 1) χ(SI∩∆I)−MT = 0. Ponendo TI := χ∆I−SIT , risulta
allora
χ∆I−MT = χ(SI∩∆I)−MT + TI = TI .
In definitiva, occorre dimostrare TI(α
I) <∞ per ogni I.
Fissiamo un multiindice I e consideriamo la restrizione della proiezione
piI a ∆I − SI , pi′ : ∆I − SI → Bp − piI(M); pi′I ristretta a suppTI e` propria,
percio` (pi
′
I)∗(TI) definisce una 2p-corrente localmente rettificabile d-chiusa di
Bp − piI(M). Pertanto, se {Uj} sono le componenti connesse di Bp − piI(M),
risulta (per il teorema di struttura di Harvey-Shiffman, v. [HS], [Del])
(pi
′
I)∗(TI) =
∑
j
nj[Uj]
dove nj ∈ Z+. Inoltre, poiche` come osservato in precedenza, piI |M e` un
embedding, possiamo scegliere  in maniera che ci siano soltanto due compo-
nenti connesse U1 e U2 di B
p
 −piI(M). Se ωI e` la forma associata alla metrica
hermitiana standard su CI , si vede facilmente che αI |∆I−SI e` il pullback di
(1/p!)ωpI tramite pi
′
I ; ne segue
TI(αI) = ((pi
′
I)∗TI)(
1
p!
ωpI ) = n1µ(U1) + n2µ(U2)
dove µ e` la misura di Lebesgue in CI . In particolare, TI(αI) <∞.
Quindi T si estende a una corrente localmente rettificabile T˜ in U , ponen-
do T˜ (α) = T (α|U−M). Poiche` dT˜ e` una (2p−1)-corrente d-chiusa, localmente
piatta con supporto in M , per il teorema di piattezza di Federer (v.cap. 1)
dT˜ e` localmente un multiplo costante di [M ]. Il fatto che questa costante sia
un intero segue dall’espressione per (pi
′
I)∗(TI) data in precedenza.
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Conclusione del Teorema 3.7.1
Tornando alla conclusione della dimostrazione del Teorema 3.7.1, dal risulta-
to appena provato abbiamo che H2p(suppT ) < ∞ e che T definisce una 2p-
corrente rettificabile in Cp+1 con dT =
∑
ni[Mi], doveMi sono le componenti
connesse di M e ni ∈ Z. Con ragionamenti simili a quelli del Lemma 3.7.10
si vede che ni = 1 per ogni i (questa e` la situazione in ogni pi
−1(U i ∪ U j)).
Occorre pero` ancora stabilire l’affermazione del Teorema 3.7.1 riguardo i
punti in cui la catena olomorfa T trovata e` localmente una varieta` complessa
regolare con bordo M .
Sia δj ∈ O(Uj) ∩ C(U j) il prodotto dei discriminanti dei fattori non
ridondanti del numeratore e del denominatore di F˜j, scritto come funzione
razionale in zp+1; poniamo
Hj = {z′ ∈ U j : δj(z′) = 0};
osserviamo che Hj non e` tutto U j. Il compatto A cercato nel Teorema e`
allora A = M ∩ pi−1(X⋃∪jHj). Per il Lemma 3.7.6, tenuto conto del fatto
che H2(p−1)(X) <∞, risulta che A ha parte interna vuota (se M e` di classe
almeno C2 si ha in effetti H2p−1(A) = 0).
Lemma 3.7.10: Se nell’intorno di ζ ∈M−A M e` di classe Cr, 1 ≤ r ≤
ω, allora ζ ha un intorno in Cp+1 nel quale suppT ∪M e` una sottovarieta`
con bordo di classe Cr.
Dim.: Sia ζ = (ζ
′
ζp+1); poiche` ζ
′ ∈ N − X e δk(ζ ′) 6= 0, possiamo
scegliere una palla ∆
′
centrata in ζ
′
tale che
• N ′ := N ∩ ∆′ e` un (2p − 2)-disco di classe Ck che separa ∆′ in due
componenti connesse ∆+ = ∆
′ ∩ Ui e ∆− = ∆′ ∩ Uj;
• δi e δj non si annullano mai in ∆′ .
Quindi F˜i e F˜j hanno zeri e poli distinti in ∆
′
; possiamo allora trovare funzioni
{Z+i , P+j } ∈ O(∆+) ∩ C(∆+), {Z−i , P−j } ∈ O(∆−) ∩ C(∆−) tali che
F˜i =
∏
(zp+1 − Z+k (z
′
))∏
(zp+1 − P+k (z′))
in ∆+ × C,
F˜j =
∏
(zp+1 − Z−k (z
′
))∏
(zp+1 − P−k (z′))
in ∆− × C.
Poiche`, come visto in precedenza, F˜i(z
′
, zp+1) = F˜j(z
′
, zp+1)(zp+1 − f(z′)) su
N
′
, e poiche` gli zeri e i poli sono distinti abbiamo f = Z+l o f = P
−
l in N
′
per
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qualche l. Supponiamo ad esempio f = Z+l . A meno di diminuire il raggio
di ∆
′
possiamo assumere che esista un qualche intorno ∆p+1 di ζp+1 tale che
suppT ∪M sia in ∆′ × ∆p+1 il grafico di Z+i ; poiche` allora ∂Z+l = f [N
′
]0,1
in ∆
′
, per il Teorema 3.6.3 Z+l ∈ Cr(∆+ ∪N
′
).
3.8 Codimensioni superiori
Vogliamo ora generalizzare il Teorema 3.7.1 a codimensioni superiori, cioe`
stabilire che il Teorema 3.7.1 sussiste se Cp+1 viene sostituito con Cn per
qualsiasi n > p.
Manteniamo le notazioni della sezione precedente; le coordinate su Cn =
Cp×Cn−p sono adesso z = (z′ , z′′) con pi(z) = z′ . Se ora λ : Cn−p → C e` una
funzione complessa lineare, e piλ e` definita da piλ(z) = (z
′
, λ(z
′′
)), per piλ(M)
vale il risultato del Teorema 3.7.1 (nella sua dimostrazione, in effetti, non
e` stato usato il fatto che M fosse embedded). Designamo con T λ la catena
olomorfa in Cp+1 tale che dT λ = [piλ(M)], e conserviamo tutte le notazioni
della sezione precedente sulle costruzioni fatte per ottenere T λ, a patto di
indicizzarle, dove e` necessario, con λ.
Vogliamo costruire una p-catena olomorfa T in pi−1(U), nulla in pi−1(U0)
e a supporto compatto conteuto in U × B(0, R), tale che per ogni funzione
lineare complessa λ si abbia
(piλ)∗(T ) = T λ in U × C; (3.1)
(il push-forward e` ben definito perche` piλ e` propria se ristretta a suppT ⊂
U ×B(0, R)); cio` e` equivalente a richiedere che
cλq = pi∗(λ
qT )∀q ≥ 0 (3.2)
perche` le funzioni cλq , come visto nella sezione precedente, determinano uni-
vocamente T λ. T e` allora una catena olomorfa tale che piλ∗ (dT ) = dT
λ =
piλ∗ ([M ]) per ogni funzione lineare complessa λ e pertanto dT = [M ].
La costruzione di T viene effettuata induttivamente, partendo da T = 0
in U0 × Cn−p per poi raggiungere Ui passando per N un numero finito di
volte. Iniziamo con la seguente
Proposizione 3.8.1: Supponiamo che Ti sia una p-catena olomorfa con
supporto in Ui ×B(0, R), che soddisfi le condizioni 3.1-3.2. Allora
1. per ogni ζ
′ ∈ dUi, pi−1(ζ ′) ∩ suppTi e` un insieme finito;
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2. ogni ζ
′
in un aperto denso di dUi ha un intorno connesso V in Cp tale
che in V × Cn−p − M si possano trovare insiemi analitici complessi
p-dimensionali V0, . . . , Vs, disgiunti e a volume finito, tali che
• ogni Vi con i ≥ 1 e` il grafico di una funzione olomorfa fi : V →
B(0, R);
• V0 e` il grafico di una funzione f0 : W → B(0, R), f0 ∈ C1(W ) e
olomorfa in W , dove W e` un insieme tra V , V ∩ Ui, V ∩ Uj per
qualche j 6= i, e M e` contenuto in f0(W ) = V0;
• e` univocamente determinato un insieme {ni}i=0,...,s, ni ∈ Z, tale
che ponendo
TV =
s∑
i=0
ni[Vi]
si abbia TV = T in (V ∩ Ui)× Cn−p e dTV = [M ] in V × Cn−p.
Dim.: La prima affermazione segue dal fatto che, per costruzione, c’e`
solo un numero finito di punti in suppT λ la cui proiezione sia ζ
′
(si tratta,
infatti, dell’insieme degli zeri e dei poli di una funzione meromorfa definita
in B(0, R) ∩ pi−1(ζ ′)).
Per quanto riguarda il punto 2, osserviamo che si puo` trovare un insieme
{λ1, . . . , λn−p} di funzionali lineari complessi tale che ciascuna proiezione piλk
ristretta a suppTi sia iniettiva al di fuori di una sottovarieta` Σk di dimensione
al piu` p−1; piλk(Σk) e` contenuta nella sottovarieta` singolare di suppT λk . Per
quanto dimostrato nella sezione precedente, allora, se consideriamo un punto
ζ
′ ∈ (dUi − X − piλk(Σk)) regolare per T λk , esiste un intorno V di ζ ′ in cui
suppTi si comporta esattamente come nell’enunciato del punto 2.
In definitiva questa descrizione di suppT λk vale simultaneamente per tutti
i k, in un aperto denso (perche` intersezione finita di aperti densi) di dUi; per
la scelta dei λk la stessa cosa vale allora per suppTi.
Proposizione 3.8.2: Supponiamo che esista una p-catena olomorfa Ti
in Ui × Cn−p con supporto in Ui × B(0, R) che soddisfi le stesse condizioni
della proposizione precedente, e sia Uj tale che U i∩U j−X 6= ∅. Allora esiste
una p-catena olomorfa Tj in Uj × Cn−p, con supporto in Uj × B(0, R), che
soddisfa le stesse condizioni.
Dim.: Sia ζ
′ ∈ U i∩U j−X, e si considerino l’intorno V e la catena TV dati
dalla proposizione precedente. Allora per ogni λ la funzione c˜λq := pi∗(λ
qTV )
soddisfa l’equazione ∂c˜λq = [pi∗(λ
q[M ])]0,1 in V ed e` uguale a cλq in V ∩ Ui;
quindi e` uguale a cλq in tutto V .
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Per definizione TV ha un numero finito di componenti e pertanto e` pos-
sibile trovare un insieme finito di funzionali lineari {λl} in modo tale che
T sia definito come gli zeri comuni meno i poli comuni di F λl(z
′
, λ(z
′′
)) in
V × Cn−p; Tj e` dunque definito come gli zeri comuni meno i poli comuni in
V , in modo tale che Tj = TV in V ∩ Uj × Cn−p. Quindi pi∗(λqTj) = cλq per
ogni λ e q, il che prova la Proposizione.
Come affermato in precedenza, si puo` applicare la Proposizione 3.8.2 in
maniera induttiva, costruendo cos`ı una p-catena olomorfa T∗ in U × Cn−p
con supporto in U ×B(0, R)−U0×Cn−p e che soddisfa le condizioni 3.1-3.2.
Dalla prima parte della Proposizione 3.8.1 e dalla proprieta` 3.1 segue che
T∗ si estende in maniera unica ad una p-catena olomorfa T in Cn −M , con
suppT = suppT∗ e pi ∗ λ∗(T ) = T λ per ogni funzionale lineare complesso λ.
T e` la catena olomorfa cercata.
3.9 Caso generale
Per dimostrare il caso generale occorre eliminare l’ipotesi dell’esistenza di
una proiezione tale che le autointersezioni trasversali. Il metodo per trattare
questo caso e` in molti punti analogo a quello utilizzato nel caso preliminare;
abbiamo tuttavia bisogno di osservare che il caso trattato fino ad adesso ha
delle conseguenze generali sui sistemi di curve che soddisfano la condizione
dei momenti in Cn. In effetti, uno studio accurato delle proiezioni generiche
complesse lineari pi : Cn → Cm ristrette alle sottovarieta` MC di Cn, per il
quale rimandiamo ad [HL1], permette di dimostrare il seguente
Teorema 3.9.1: Sia γ una curva compatta di classe C2 in Cn. Allo-
ra per quasi tutte le scelte di coordinate lineari (z1, . . . , zn) in Cn, ognuna
delle applicazioni z → zi, ristretta a γ, e` un’ immersion con autointersezioni
trasversali, e ciascuna delle applicazioni z → (zi, zj), quando ristretta a γ, e`
un embedding.
Questo teorema, unito ai risultati della sezione precedente, ha la seguente
conseguenza:
Teorema 3.9.2: Sia γ = γ1∪. . .∪γN un sistema di curve semplici chiuse
orientate e disgiunte, di classe C2, contenute in Cn, e supponiamo che valga
la condizione ∫
γ
ω = 0
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per tutte le 1-forme olomorfe ω. Allora esiste un’unica 1-catena olomorfa T
in Cn − γ con suppT ⊂⊂ Cn e massa finita tale che
dT = [γ]
in Cn. Inoltre, esiste un compatto A ⊂ γ di misura di Hausdorff 1-dimensionale
nulla tale che ogni punto p ∈ γ − A attorno al quale γ e` di classe C2,
2 ≤ k ≤ ω, abbia un intorno in cui suppT ∪ γ e` una varieta` Ck con bordo.
In particolare, se γ e` connessa, esiste una sottoinsieme analitico comp-
lesso 1-dimensionale V di Cn − γ tale che dT = ±[γ], con lo stesso tipo di
regolarita` del bordo.
Come nelle sezioni precedenti, se pi e` un p-sottospazio complesso di Cn
(e indichiamo ancora con pila proiezione su pi relativa al prodotto scalare
standard su Cn), poniamoN = pi(M) e U = ∪iUi, dove Ui sono le componenti
connesse di pi −N e U0 e` quella illimitata. Poniamo inoltre Upi = pi−1(U).
Imitando le costruzioni della sezione 3.7, si puo` ottenere una catena olo-
morfa definita in Upi e nulla in pi−1(U0). Siano {zi}i=1...n coordinate in Cn tali
che {zi}i=1...p siano coordinate per Cp, e sia λ un funzionale lineare complesso
non nullo definito su pi⊥ (λ =
∑n
p+1 λizi). Sia inoltre R un reale positivo piu`
grande del massimo di |λ| su M , e in maniera simile a quanto fatto nella
sezione 3.7 definiamo log(λ(w) − λ(z)) per |λ(w)| > R e z ∈ M . Allora le
equazioni
∂cλq = [pi∗(λ
q[M ])]0,1
al variare di q ≥ 0 e
∂φλw = [pi∗(log(λ(w)− λ)[M ])]0,1
hanno ciascuna un’unica soluzione a supporto compatto in pi (contenuto in
pi − U0), e vale
φλw = c
λ
0 log(λ(w))−
∞∑
q=1
1
q
cλqλ
−q(w) in U.
Poiche` cλ0 (che in effetti non dipende da λ) assume valori interi, la funzione
F λ(z) := exp(φλz (z1, . . . , zp))
e` ben definita e olomorfa in Upi ∩ {λ(z) > R}, e vale identicamente 1 in
pi−1(U0).
Vogliamo adesso mostrare che
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Teorema 3.9.3: F λ si estende a tutto Upi come funzione razionale di λ
a coefficienti in O(U).
Sia pi
′ ⊂ pi un qualunque sottospazio complesso (p − 1)-dimensionale;
denotiamo ancora con pi
′
la proiezione su pi
′
e con Rpi′ il sottoinsieme di pi′
costituito dai valori regolari di pi
′|M . Per il teorema di Sard, poiche` M e` di
classe C2 quasi tutti i punti di pi
′
appartengono a Rpi′ ; quindi per quasi tutti
i punti z
′ ∈ pi′ vale la seguente relazione per lo slice di [M ] in z′ relativa a
pi
′
:
< [M ], pi
′
, z
′
>= [γz′ ]
dove γz′ e` un sistema di curve come nel Teorema 3.9.2.
Proposizione 3.9.4: Per ogni z
′ ∈ Rpi′ c’e` un’unica 1-catena olomorfa
Tz′ in (pi
′
)−1(z
′
) − γz′ con dTz′ = [γz′ ], e per ogni λ la funzione F λz′ =<
F λ, pi
′
, z
′
> si estende come funzione razionale in λ(z) con coefficienti olo-
morfi in z1 per (z1, z
′
) ∈ U . In effetti se F λ
z
′ e` considerata come funzione
nelle due variabili (z1, λ(z)) vale
1
2pi
ddclog|F λ
z′ | = (piλ)∗(Tz′ ).
Osserviamo che, per il teorema 3.5.5, per ogni punto z
′
di pi
′
in cui esiste
lo slice < [M ], pi
′
, z
′
>, esistono anche gli slices < cλq , pi
′
, z
′
> e < φλw, pi
′
, z
′
>
e risolvono per γz′ =< [M ], pi
′
, z
′
> le stesse equazioni che cλq e φ
λ
w risolvono
per [M ]. Inoltre, poiche` i coefficienti della serie di potenze che definisce F λ
sono polinomi in cλq , esiste anche lo slice < F
λ, pi
′
, z
′
> (che si costruisce a
partire dalle funzioni < cλq , pi
′
, z
′
> in maniera simile a quanto visto nelle
sezioni precedenti).
In ogni caso, come detto in precedenza, nei punti diRz′ γz′ non e` altro che
la corrente di integrazione su un sistema di curve (a cui diamo lo stesso nome)
che, per il Teorema 3.3.2 (che dice che gli slices di cicli MC sono ancora cicli
MC), soddisfa le ipotesi del Teorema 3.9.2; quindi esiste un’unica 1-catena
olomorfa Tz′ in Cn con supporto in (pi
′
)−1(z
′
), tale che
dTz′ = [γz′ ].
Poiche`, se indichiamo pi′′ la proiezione sulla coordinata z1, si ha ∂(pi′′∗(λ
qTz′ )) =
[pi′′∗(λ
q[γz′ ])]
0,1 (e la relazione analoga con log(λ(w) − λ) al posto di λq),
dall’unicita` della soluzione seguono la relazione
pi′′∗(λ
qTz′ ) =< c
λ
q , pi
′
, z
′
>,
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e la relazione
pi′′∗(log(λ(w)− λ)Tz′ ) =< φλw, pi
′
, z
′
> .
Dim. del Teorema 3.9.3: Sia ρ la proiezione tale che ρ ◦ pi = pi′ , e sia
Uˆj = Uj ∩ ρ−1(Rpi′ ); Uˆj e` un aperto denso in Uj perche` tale e` Rpi′ in Cp−1.
Tenuto conto del teorema di Hadamard basta dimostrare che per ogni j esiste
un intero positivo Kj tale che valga l’identita`
det((aλ−ir−s))0≤r,s≤Kj = 0
per tutti i multiindici 0 ≤ i0 < . . . < iKj e per tutti i λ. Siccome Uj e`
connesso e i determinanti in questione sono funzioni olomorfe e` sufficiente
provare l’identita` in Uˆj. Dalla Proposizione 3.9.4 e dal criterio di Hadamard
sappiamo che i determinanti si annullano puntualmente, ovvero per ogni
z
′ ∈ ρ(Uˆj) si puo` trovare un intero Kj(z′) tale che la relazione valga per tutti
i multiindici di lunghezza Kj(z
′
) e per tutte le funzioni λ. Sia
SK = {z′ ∈ ρ(Uˆj) : Kj(z′) = K};
Kj e` allora definito come il minimoK per cui SK abbia misura positiva; Kj <
∞ perche` ∪KSK = ρ(Uˆj) che e` aperto. La relazione sui determinanti vale
identicamente in Uˆj per questo valore di K, e quindi il teorema e` dimostrato.
Definiamo adesso catena olomorfa T in Upi. Se in Upi scriviamo F λ =
P λ/Qλ, dove P λ e Qλ sono in ciascun pi−1(Uj) polinomi in λ(z) a coefficienti
in O(Uj) primi tra loro, allora poniamo
Vpi = {z ∈ Upi : P λ(z)Qλ(z) = 0 ∀λ};
Vpi e` un sottoinsieme analitico complesso di Upi puramente p-dimensionale.
Dalle discussioni precedenti si vede che per tutti gli z
′ ∈ Rpi′ si ha
Vpi ∩ (pi′)−1(z′) = suppTz′ ;
in particolare Vpi ∩ pi−1(Uj) e` non vuoto per tutti i j, e il modulo del valore
di λ su Vpi e` limitato dal massimo di |λ| su M .
Decomponiamo Vpi in sottoinsiemi analitici irriducibili, Vpi = ∪jVpi,j; allora
e` univocamente determinato un insieme di interi {nj} tale che la catena
olomorfa Tpi =
∑
nj[Vpi,j] soddisfi in Upi l’equazione
< Tpi, pi
′
, z
′
>= Tz′ (3.3)
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per tutti i valori regolari z
′
. Se piλ : Cn → Cp+1 e` la proiezione che manda z
in (z1, . . . , zp, λ(z)) allora Tpi e` tale che (piλ)∗(Tpi) e` il divisore di F λ in Cp+1.
Tpi e` la catena olomorfa cercata in Upi.
Proposizione 3.9.5: Se pi1 e pi2 sono due proiezioni in sottospazi p-
dimensionali di Cn allora
Tpi1 = Tpi2
in Upi1 ∩ Upi2.
Dim.: Diciamo che due proiezioni pi1 e pi2 sono in relazione semplice se i
p-sottospazi relativi sono tali che dimC(pi1 ∩ pi2) = p− 1. E’ facile vedere che
per ogni coppia di proiezioni esiste una sequenza finita pi
′
i tale che pi
′
1 = pi1,
pi
′
N = pi2 e pii, pii+1 sono in semplice relazione fra di loro. Allora e` sufficiente
dimostrare la Proposizione per pi1 e pi2 in relazione semplice.
Ma in questo caso la proposizione segue dalla discussione precedente:
definendo infatti pi
′
= pi1 ∩ pi2, dall’equazione 3.3 segue che Tpi1 e Tpi2 hanno
gli stessi slices in un aperto denso di Upi1 ∩ Upi2 ; le due catene sono quindi
una la continuazione analitica dell’altra.
Siccome Cn − M si puo` ottenere come unione degli Upi al variare di pi
tra i p-sottospazi complessi di Cn, per la Proposizione appena dimostrata e`
possibile definire una catena olomorfa T in Cn −M . Per il teorema 3.7.8
T ha massa finita anche attorno ai punti di M e si estende attraverso M a
una corrente (che chiamiamo ancora T ) in Cn tale che dT =
∑
ni[Mi], dove
ni ∈ Z e Mi sono le componenti connesse di M . Per la relazione 3.3 ogni ni
deve essere 1 e dunque dT = [M ].
La regolarita` della catena al bordo segue dallo stesso ragionamento adot-
tato nella sezione 3.7.
Se, infine, M e` connessa, posto suppT = ∪iVi, allora per il teorema 3.7.8
d[V1] = n[M ] con n ∈ Z. La regolarita` del bordo quasi ovunque inM implica
n = ±1, il che conclude la dimostrazione.
3.10 Forma di Levi e regolarita` della soluzione
Vedremo in questa sezione che imponendo delle condizioni sul comportamen-
to della forma di Levi su M , in particolare che sia definita positiva, si trova
che la catena olomorfa che risolve dT = [M ] e` ”regolare” nell’intorno di M .
Il teorema di regolarita` e` presentato in [HL1] nella forma seguente:
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Teorema 3.10.1: Sia M ⊂ Cn una sottovarieta` Ck compatta e connes-
sa che soddisfi le ipotesi del Teorema principale, e supponiamo che M sia
pseudoconvessa. Allora esiste un insieme analitico complesso irriducibile p-
dimensionale V ⊂ Cn − [M ], avente un numero finito di singolarita` isolate,
tale che [M ] = d[V ], e con regolarita` Ck del bordo per ogni componente locale
di V attorno ad M .
L’enunciato, espresso in questa forma, non e` vero (o, almeno, puo` dare
adito a fraintendimenti), come mostra un semplice controesempio di Luk e
Yau [LY]:
Esempio (Luk-Yau): Luk e Yau considerano l’immagine del bordo S
della palla B = B(0, 2) ⊂ C2 tramite l’applicazione olomorfa F : C2 → C3
definita da
F (u, v) = (u(u− 1), v, u2(u− 1));
l’immagine F (S) e` una sottovarieta` CR strettamente pseudoconvessa di C3,
che borda F (B). Tuttavia F (B) ha singolarita` lungo la linea (0, t, 0), quindi
anche in punti di F (S). Osserviamo che si tratta in ogni caso di autointer-
sezioni, e non di singolarita` che Harvey e Lawson definiscono ”intrinseche4”
([HL3]).
Il controesempio ha provocato la risposta polemica di Harvey e Lawson
(cfr. [HL3]), e una precisazione di Fefferman in una nota editoriale degli
Annals of Mathematics ([Fef]). Come si dimostra in [HL3], per avere un
enunciato corretto occorre soltanto specificare nel teorema in questione (il
10.4 di [HL1]) che l’insieme analitico V non e` inteso embedded, ma potrebbe
avere delle autointersezioni (da non inserire nel computo delle singolarita` di
V ), come infatti avviene nell’esempio di Luk e Yau (ma anche in un esempio
equivalente gia` presente nell’articolo di Harvey e Lawson, v. [HL1]). Se cio`
accade vengono aggiunte delle componenti locali attorno a M , ma quella
bordata da M e` in ogni caso una varieta` regolare Ck con bordo.
Il teorema di regolarita` che viene dimostrato in [HL3] e` il seguente:
Teorema 3.10.1: Sia M ⊂ Cn una sottovarieta` Ck compatta e con-
nessa che soddisfi le ipotesi del Teorema principale, e supponiamo che M
4Siano M e V come nel teorema principale con dV = [M ]. Supponiamo che attorno
a ogni punto p ∈ M V abbia una componente locale W che sia una varieta` regolare con
bordo (come accade sotto le ipotesi di 3.10.1). Allora un punto p ∈ V e` detto punto
singolare intrinseco se p ∈ V ed e` singolare per una componente locale irriducibile di V
oppure se p ∈M ed e` singolare per una componente locale irriducibile di V −W .
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sia pseudoconvessa. Allora esiste un insieme analitico complesso irriducibile
p-dimensionale V ⊂ Cn− [M ], avente un numero finito di singolarita` intrin-
seche, tale che [M ] = d[V ], e con regolarita` Ck del bordo per ogni componente
locale di V attorno ad M .
La questione da trattare nel Teorema e` essenzialmente locale, poiche` il
Teorema principale fornisce gia` l’esistenza dell’insieme analitico V . Possiamo
dunque, localizzando, supporre cheM ⊂ Cn sia il grafico di una funzione CR
f : N → Cn−p di classe C2, dove N e` un’ipersuperficie C2 di Cp. L’orien-
tazione di M induce un’orientazione su N ; questo fa s`ı che per ogni ζ ∈ N
e ogni palla B(ζ, ) con  abbastanza piccolo perche` U = B(ζ, )−M abbia
due componenti connesse sia possibile scegliere una componente U+ e una
componente U− in modo tale che d[U±] = ±[N ].
Se ρ ∈ C2(B(ζ, )) definisce N , in modo tale che dρ non sia mai nullo e
punti verso l’esterno, cioe`
U+ = {z ∈ B(ζ, ) : ρ(z) < 0},
U− = {z ∈ B(ζ, ) : ρ(z) > 0},
allora la forma di Levi e` esprimibile come ddcρ ristretta a H(N).
Alla dimostrazione del Teorema 3.10.1 premettiamo due risultati. Il primo
e` un raffinamento del teorema di estensione di Hans Lewy per le funzioni CR
(la cui dimostrazione, analoga alla seguente, si puo` trovare in [Ho]).
Teorema 3.10.2: Supponiamo che la forma di Levi di N abbia un au-
tovalore positivo (negativo) in ζ ∈ N . Allora esiste una palla B(ζ, ) tale
che per ogni funzione CR f ∈ Cp(N), 0 ≤ p ≤ k, esista un’unica funzione
F ∈ O(U+) ∩ Cp(U+) (F ∈ O(U−) ∩ Cp(U−)) tale che
F |M∩B(ζ,) = f ;
U
±
sono le chiusure in B(ζ, ).
Dim: Supponiamo che l’autovalore sia positivo. Allora esiste un cambio
di coordinate olomorfo in Cn che manda ζ nell’origine e un intorno di 0
U = ∆1(δ)×∆n−1(), diviso da N nelle due componenti U+ e U−, tale che
1. per ogni z
′ ∈ ∆n−1() fissato, (∆1(δ)× {z′}) ∩N e` compatto;
2. ρ > 0 in d∆1(δ)×∆n−1();
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3. Per z
′ ∈ ∆n−1() fissato con Imzn > /2, (∆(δ)× {z′}) ∩N = ∅;
il fatto che si possa trovare questo intorno si puo` riscontrare ad esempio
in [Ho].
Se ora pi e` la proiezione tale che pi(z) = z
′
, grazie al punto 1 l’espressione
F = KCpi #f [M ∩ U ]0,1 definisce una distribuzione in C × ∆n−1(), tale che
∂F = f [M ∩ U ]0,1. Le condizioni 2 e 3 implicano poi che F si annulla in
un sottoinsieme aperto di U−, che e` connesso; dunque la funzione olomorfa
F |U− si annulla in tutto U−. Poiche` allora suppF ⊂ U+ il risultato segue dal
Teorema 3.6.3.
Il secondo e` contenuto nel seguente
Teorema 3.10.3: Sia V un insieme analitico complesso p-dimensionale
contenuto in Ω−M tale che
d[V ] = [M ]
dove M e` una (2p − 1)-sottovarieta` reale di classe Ck di Ω, con k ≥ 2, e
denotiamo con Λ la forma di Levi su M . Sia ζ ∈M e scegliamo  abbastanza
piccolo in modo tale che d[W ] =M per una componenteW di V ∩B(ζ, )−M .
Valgono allora le seguenti affermazioni:
1. Se Λζ ha almeno un autovalore positivo, allora ζ ha un intorno in cui
W e` una sottovarieta` Ck regolare con bordo M .
2. Se Λζ ha almeno un autovalore negativo, allora ζ ha un intorno µ tale
che V si estende attraverso M a una sottovarieta` analitica V˜ di µ.
3. Se Λζ ha autovalori di entrambi i segni, allora ζ ha un intorno µ tale
che W si estende attraverso M ad una sottovarieta` W˜ di µ e M e` una
sottovarieta` Ck di W˜ .
Dim.: Basta dimostrare 1 e 2, perche` la 3 ne e` conseguenza.
Supponiamo allora che Λζ abbia almeno un autovalore positivo (negativo),
e sia F+ (F−) la funzione data dal teorema precedente. Denotiamo con
W±, dove esiste, il grafico di F± su U±. Allora in un intorno di ζ si ha
d[W+] = [M ], e dunque, per l’unicita`, W+ = W ; cio` prova il punto 1. Poiche`
d[W−] = −[M ], d[W ∪W−] = 0 e di conseguenza, se poniamo
W˜ := W ∪M ∪W−,
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W˜ fornisce l’estensione di W attraverso M e prova il punto 2 (v.[K]).
Siamo ora in condizione di provare il Teorema 3.10.1. Per il Teorema
principale esiste un insieme analitico V con d[V ] = ±M . Considerando un
punto ζ nel bordo dell’inviluppo convesso di M , d[V ] deve essere pseudocon-
vesso in ζ; ne segue d[V ] = +[M ]. Per il punto 1 del teorema precedente (e
per la compattezza diM) esiste un intorno diM in cui V non ha singolarita`;
tali singolarita` allora formano una sottovarieta` compatta di V che deve avere
dimensione 05 (dunque le singolarita` sono isolate).
5Ricordiamo che se Ω e` uno spazio di Stein, non ci sono in Ω sottoinsiemi analitici
complessi di dimensione ≥ 1 e compatti.
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Capitolo 4
Catene olomorfe in CPn
Il problema dei bordi delle catene olomorfe, risolto in Cn da Harvey e Lawson,
e` stato in seguito considerato negli spazi proiettivi; gli stessi Harvey e Lawson
l’hanno trattato per la varieta` CP n − CPm e per i suoi sottospazi analitici
(v. [HL2]). In seguito Dolbeault ed Henkin hanno risolto il problema per
le superfici di Riemann immerse in CP n ([DH2]) e infine, nel 1997 ([DH1])
hanno generalizzato il risultato alle catene olomorfe di qualunque dimensione.
4.1 Enunciati del teorema
4.1.1 Prima versione
Il teorema di Dolbeault ed Henkin puo` essere innanzitutto enunciato in una
forma che lo riconduce al problema in dimensione 1, gia` risolto in precedenza.
Per enunciare il risultato nella sua generalita` abbiamo bisogno della seguente
nozione di q-concavita`.
Sia X un dominio (un aperto connesso) di CP n, e sia q un intero positivo.
Se ν ′ e` un punto della Grasmanniana GC(q + 1, n + 1) dei sottospazi q +
1-dimensionali di Cn+1, il q + 1-sottospazio di Cn+1 che corrisponde a ν ′
individua un q-sottospazio proiettivo di CP n, che indicheremo con Pν′ .
Un dominio X si dice q-concavo se per un dominio non vuoto V ′ ⊂ GC(q+
1, n+ 1) risulta
X =
⋃
ν′∈V ′
Pν′ .
Chiaramente, X e` anche r-concavo per r ≤ q.
Possiamo adesso fornire la prima forma del teorema di esistenza:
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Teorema I: Sia M una 2p− 1-sottovarieta` chiusa e orientata, di classe
C2, di un dominio X ⊂ CP n q-concavo , con 1 ≤ n− p+1 ≤ q. Le seguenti
condizioni sono equivalenti:
1. M e` il bordo di una p-catena olomorfa di X di massa localmnte finita;
2. M e` massimalmente complessa ed esiste un punto ν
′∗ della Grassma-
niana GC(n− p+2, n+1) tale che per tutti i punti ν ′ di un intorno di
ν
′∗ il sottospazio proiettivo Pν′ e` contenuto in X ed e` tale che M ∩ Pν′
sia una curva γν′ di Pν′, bordo di una 1-catena olomorfa Sν′ di Pν′ di
massa finita.
La sola condizione di massimale complessita`, nel caso di CP n, non e` piu`
sufficiente: una ipersuperficie realeM di una sottovarieta` algebrica Y di CP n
e` massimalmente complessa, ma se non e` omologa a 0 in Y non puo` essere il
bordo di una catena olomorfa T contenuta in CP n, perche` T dovrebbe allora
avere supporto in Y : infatti se p ∈ M e {fi = 0} definisce localmente Y , la
restrizione di ciascuna fi a T e` una funzione olomorfa, nulla su un intorno
di p in M , dunque nulla su T (perche` M e` il bordo di T ) i.e. T ⊂ Y (cfr.
anche [D]).
Oss. La condizione 2 del teorema I ha una parte di tipo locale (i.e. M e`
massimalmente complessa) e una di tipo globale, la condizione dei momenti
per le curve γν′ di Pν′ . La condizione dei momenti e` tutt’altro che semplice da
verificare. Si puo` ragionevolmente congetturare che la condizione necessaria
e sufficiente affinche` M sia il bordo di una catena olomorfa e` che
• M sia massimalmente complessa;
• M sia ”bordo topologico”, ovvero sia il bordo di una corrente (loc.
rettificabile) T .
4.1.2 Notazioni
Stabiliamo alcune notazioni che saranno utilizzate da qui in avanti, e in
particolare nell’enunciato della seconda versione del Teorema.
• In CP n consideriamo le coordinate omogenee (w0, . . . , wn). Fissato
l’iperpiano all’infinito Q = {w0 = 0} e postoW = CP n−Q ∼= Cn, suW
consideriamo le coordinate zi corrispondenti alle coordinate omogenee
wi: zi = wi/w0 per i = 1, . . . , n.
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• Parametrizziamo gli n − p-sottospazi proiettivi D contenuti in CP n,
0 < p < n parametrizzando gli n − p-sottospazi proiettivi corrispon-
denti a quegli n− p+1-sottospazi lineari di Cn+1 che sono il grafico di
applicazioni lineari definite su
{wn−p+1 = wn−p+2 = . . . = wn = 0};
in altre parole vogliamo avere a disposizione una carta definita in un
aperto di Zariski della Grassmanniana GC(n − p + 1, n + 1). Questa
carta si puo` realizzare facendo corrispondere ad ogni punto della Grass-
manniana una matrice n× (n− p+ 1) a coefficienti complessi; poiche`,
pero`, nel seguito sara` necessario considerare le derivate di funzioni di
ν ∈ GC(n−p+1, n+1) rispetto ad una ”colonna”, scriviamo la matrice
ν nella forma (ξ, η) dove ξ e` un p-vettore colonna
ξ =
 ξn−p+1...
ξn

ed η e` una matrice p× (n− p)
η =
 η
1
n−p+1 · · · ηn−pn−p+1
...
. . .
...
η1n · · · ηn−pn
 .
Di conseguenza, se w =t (w0, . . . , wn), w = (w
′, w
′′
) dove
w′ =
 w0...
wn−p
 , w′′ =
 wn−p+1...
wn
 ,
il sottospazio di Cn+1 che identifica Dν ha equazione
w
′′
= νw′.
Posto g˜j(w) = wj − ξjw0 − η1jw1 − . . .− ηn−pj wn−p l’equazione si scrive,
in modo equivalente,
g˜j(w) = 0, j = (n− p+ 1), . . . , n.
Indichiamo poi con gj le funzioni affini
gj(z) = zj − ξj − η1j z1 − . . .− ηn−pj zn−p
definite su W = CP n − {w0 = 0} ∼= {w ∈ Cn+1 : w0 = 1} al variare di
j da n− p+ 1 a n.
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• Indichiamo con ν ′ la matrice ottenuta da ν eliminando la prima riga;
ν ′ individua un punto della Grassmanniana GC(n − p + 2, n + 1); il
sottospazio proiettivo definito a partire dalla matrice ν ′ ha equazione
g˜j(w), dove in questo caso j va da n− p+ 2 a n.
• Diciamo che un chiuso M ⊂ X e` una sottovarieta` C2 con singolarita`
trascurabili di dimensione 2p− 1, 1 ≤ n− p+1 ≤ q se esiste un chiuso
τ ⊂M tale che H2p−1(τ) = 0 e M − τ e` una 2p− 1-sottovarieta` chiusa,
orientata, di classe C2 di CP n − τ , con volume 2p − 1 dimensionale
localmente finito e dM = 0. Le coordinate omogenee su CP n si inten-
dono scelte in maniera che Q intersechi trasversalmente M lungo una
2p − 3-sottovarieta`; il generico (n − p + 1)-sottospazio proiettivo Pν′ ,
invece, interseca M lungo una curva γν′ con singolarita` trascurabili e
lunghezza finita. In questo caso Dν e` l’iperpiano di Pν′ di equazione
g˜n−p+1 = 0 e Dν ∩ γν′ = ∅.
• Poniamo infine g := gn−p+1 e ζ := t(z1 . . . zn−p).
4.1.3 Seconda versione
Il Teorema I si dimostra a partire dall’enunciato che segue, in cui, tra l’altro,
vengono indebolite le ipotesi su M .
Teorema II: Sia X un dominio q-concavo di CP n, e sia M una 2p− 1-
sottovarieta` chiusa C2 a singolarita` trascurabili di X, con 1 ≤ n− p+1 ≤ q.
Sia G(ν) la funzione vettoriale data da
G(ξ, η) =
1
2pii
∫
γν′
ζ
dg
g
;
allora sono equivalenti le condizioni
1. M e` il bordo di una p-catena olomorfa di X di massa localmente finita;
3. M e` massimalmente complessa ed esiste una matrice (ξ∗, η∗) in un intorno
della quale
D2ξG(ξ, η) = D
2
ξ(
N+∑
j=1
f+j (ξ, η)−
N−∑
j=1
f−j (ξ, η))
dove f±j , j = 1, . . . , N
± sono funzioni vettoriali (a valori in Cn−p) che
soddisfano il sistema di equazioni alle derivate parziali
fjk(
∂fj
∂ξl
) =
∂fj
∂ηkl
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(dette ”equazioni dell’onda di choc” per le variabili ξ e η) per k =
1, . . . , n− p e l = n− p+ 1, . . . , n.
Oss. Il sistema di equazioni differenziali al punto 3 del teorema prece-
dente e` sovradeterminato. In effetti, nell’enunciato del teorema si puo` sosti-
tuire detto sistema con
fjk(
∂fj
∂ξn−p+1
) =
∂fj
∂ηkn−p+1
per k = 1, . . . , n− p.
Dim.: Ammettiamo di aver dimostrato il teorema I e il teorema II. Allora
bisogna soltanto mostrare che la condizione implica il punto 1 del teorema II.
Per lo stesso teorema II applicato al caso p = 1, la condizione implica che la
curva γν′ e` il bordo di una catena olomorfa; allora l’equivalenza nel teorema
I permette di concludere.
4.2 1. ⇒ 3.
La necessita` della condizione di massimale complessita` e` gia` stata vista nel
capitolo precedente. Ci occupiamo allora di trovare le funzioni f±j (ξ, η) di
cui al Teorema II.
4.2.1 Costruzione di f+j
Supporremo fissato un p-sottoinsieme analitico complesso di X −M , la cui
corrente d’integrazione si estende a tutto X a una corrente T tale che dT =
[M ]; indicheremo ancora con T il supporto di T .
Per tutti i ν tali che Dν e T sono trasversali (quindi per quasi tutti i
ν ∈ GC(n − p + 1, n + 1)), l’intersezione Dν ∩ T e` costituita da un numero
finito di punti, che indicheremo con pj, j=1, . . . , N
+. Pertanto, per ogni j
sono univocamente determinati z1(pj), . . . , zn−p(pj) ∈ C tali che, se posto
f+j (ν) =
 z1(pj)...
zn−p(pj)

(f+j , ξ + ηf
+
j ) siano le coordinate di pj.
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Supponiamo adesso che T ∩ Pν′ sia una curva complessa Tν′ e definiamo
la forma differenziale
ω = ζ
dg
g
|Tν′
che ha come poli all’infinito i punti di intersezione tra Tν′ e Lν′ := Pν′ ∩ Q
(Lν′ e` il sottospazio all’infinito di Pν′). Chiamiamo qs, s = 1, . . . , N
− tali
punti di intersezione.
Se w˜′ e` il vettore colonna  w1...
wn−p
 ,
la forma ω, espressa in coordinate omogenee, si scrive
Ω1 =
w˜′
w0
dg˜
g˜
− w˜′dw0
w20
.
Indichiamo, infine, con Ω la restrizione Ω1|Tν′ , e con φ−s l’opposto del residuo
di Ω nel punto qs.
Le funzioni f+j e φ
−
s sono state definite in modo che la loro somma con seg-
ni opportuni (analoga a quella del teorema II) sia uguale a G(ν): il seguente
Lemma segue dal teorema dei residui.
Lemma 4.2.1:Al variare di Dν e Q in opportuni aperti di GC(n − p +
1, n+1) e GC(n, n+1) le funzioni f
+
j e φ
−
j sono olomorfe e vale la relazione
1
2pii
∫
γν′
ζ
dg
g
=
N+∑
j=1
f+j (ν)−
N−∑
s=1
φ−s (ν).
4.2.2 Le fj risolvono l’equazione differenziale
Lemma 4.2.2(Darboux): In W ∼= Cn consideriamo i sottospazi affini D′ν =
Dν ∩Cn, e sia T un p-sottoinsieme analitico complesso di un aperto Ω ⊂ Cn.
Supponiamo che ν∗ sia tale che Dν∗∩T sia finito. Allora, per ν in un intorno
U di ν∗, esiste un N <∞ tale che
D′ν ∩ T = {(fj(ν), ξ + ηfj(ν)) : j = 1, . . . , N}
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dove le fj : U → Cn−p sono olomorfe e soddisfano il sistema
fjk
∂fj
∂ξl
=
∂fj
∂ηkl
,
1 ≤ k ≤ n− p, n− p+ 1 ≤ l ≤ n.
Viceversa, se per un intorno U di ν∗ f : U → Cn e` olomorfa e soddisfa il
sistema, (f(ν), ξ+ηf(ν)) descrive al variare di ν un p-sottoinsieme analitico
complesso T in un aperto di Cn, e le prime (n − p) coordinate dei punti di
intersezione tra D′ν e T sono proprio le componenti di f .
Dim.: Il sottoinsieme analitico T e` il luogo degli zeri di una funzione
K : Ω → Cn−p olomorfa. Se definiamo K(ν) := K(fj, ξ + ηfj), allora K ≡
0 e dK ≡ 0. Questa identita` da` luogo (per derivazione composta) a un
sistema lineare omogeneo a coefficienti nelle derivate di f che ammette come
soluzioni non nulle certe derivate di K. Il sistema che compare nell’enunciato
traduce la condizione di annullamento del determinante del sistema lineare
in questione.
Per il viceversa, osserviamo che le ipotesi implicano che l’applicazione
olomorfa F (ν) = (f(ν), ξ + ηf(ν)) abbia rango p.
Tenuto conto del lemma di Darboux, la dimostrazione di 1. ⇒ 3. e`
conclusa dal seguente
Lemma 4.2.3: Le funzioni φ = φ−s soddisfano l’equazione
φk
∂φ
∂ξn−p+1
=
∂φ
∂ηkn−p+1
; (4.1)
inoltre vale
D2
ξ˜
φ = D2ξφ = 0. (4.2)
4.3 3.⇒ 1.: caso preliminare (n = p + 1)
Per dimostrare l’implicazione 3.⇒ 1. nel teorema II, analogamente a quanto
fatto in Cn, si tratta dapprima il caso in cui n = p + 1. Il caso n > p + 1
verra` ricondotto, mediante proiezioni, al caso n = p + 1 (cfr. 4.4, 4.5). X e`
dunque un dominio 2-concavo di CP n, e η si riduce ad una matrice colonna.
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Per ogni punto a ∈ X e` definita la proiezione p˙ia : CP n − {a} → ∆,
dove ∆ e` un qualunque (iper)spazio proiettivo che non contiene a. Scegliamo
a ∈ Q− Γ∞, dove Γ∞ e` l’intersezione trasversale tra Q e M , e consideriamo
le proiettanti D che possono essere scritte nella forma D = {w′′ = νw′}, o,
equivalentemente, nella forma
D = {g˜j(w) = 0, j = 2, . . . , n}.
Trascuriamo pertanto le proiettanti che stanno in Q = {w0 = 0}, (che proi-
ettano Γ∞ nell’iperpiano all’infinito di ∆) e quelle che stanno in {w1 = 0}.
Con questa scelta basta allora considerare la proiezione affine indotta
p˙ia : CP n −Q ∼= Cn → Cp ∼= ∆−Q;
sempre per le scelte fatte, possiamo inoltre supporre a = (0, a1, . . . , an) con
aj = ηja1, nel qual caso la proiezione e` definita da
Cn 3 (zi)→ (ξj = zj − ηjz1) ∈ Cp.
Useremo indifferentemente le scrittura p˙ia e p˙iη (η = (η2, . . . , ηn)) per indicare
la proiezione con centro a.
Se Xa = Xη e` l’unione delle rette proiettive passanti per a che giacciono
in Pν′ al variare di ν
′ ∈ V ′, allora pia = p˙ia|Xa proietta Xa su un aperto Y a
di ∆; come prima, ci limitiamo a considerare l’aperto
Y ′ = Y a −Q ⊂ ∆−Q.
Poniamo inoltre
• Mη = piη(M ∩Xη), ipersuperficie di Yη ⊂ ∆
• Kη = l’insieme dei punti critici di piη|M
• Gη = il piu` grande sottoinsieme di Xη tale che pi(G) = Yη − pi(K).
Se il centro di proiezione e` fissato una volta per tutte omettiamo l’indice a
o il pedice η.
Ci limitiamo ad enunciare il seguente Lemma, che e` dimostrato in [Ha2].
Lemma 4.3.1: Sia p˙i una proiezione su ∆ con centro fissato e sia
pi : X → Y
la proiezione indotta. Allora:
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1. H2p−1(pi(K)) = 0, e pi(G) e` un aperto denso connesso di Y . Per tutti
gli z′ ∈M∩ pi(G),
#(M ∩ pi−1(z′)) <∞
ed esiste un intorno ∆′ di z′ tale che
M ∩∆′ =M1 ∪ . . . ∪Mr,
dove ciascuna Mj e` una sottovarieta` connessa e pi|Mj e` un embedding
in ∆′.
2. Se SingM e` l’unione di pi(K) e dei punti in cui M non e` regolare,
allora SingM non e` denso in nessuna regione di M e ∆ − SingM e`
un aperto connesso.
Nel seguito (cfr. 4.4) verificheremo che l’ipotesi 3 del teorema II e` in-
variante rispetto a particolari proiezioni, dette proiezioni permesse. Gra-
zie a questa invarianza, d’ora in avanti si potra` supporre ν∗ = 0 e quindi
η∗ = 0, ξ∗ = 0.
Poniamo inoltre
Y −M0 =
∞⋃
q=0
Dq
dove Dq sono le componenti connesse di Y −M0 e ξ∗ = 0 appartiene a D0.
4.3.1 Definizione delle funzioni Gml
Sia ν ∈ GC(2, n+ 1) fissato, e siano
{g˜j = 0}
le equazioni che definiscono Dν = D, j = 2, . . . , n. Allora P
l
ν = P
l e`, per
definizione, il piano proiettivo
P l = {g˜j = 0, j 6= l},
definito a partire dalla matrice νl ottenuta eliminando la l-sima riga di ν.
Faremo uso delle seguenti notazioni:
• γl = γlν = P l ∩M , e` una curva reale C2 con singolarita` trascurabili;
• Ll = P l ∩Q e` la retta all’∞ del piano proiettivo P l.
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Per quasi tutte le scelte di
η˜l :=
 ηn−p+1ηˆl
ηn

si ha Ll ∩ Γ∞ = ∅ e quindi γl non tocca Ll i.e. e` a distanza finita in P l.
Consideriamo il caso che D ∩ γl = ∅; poniamo
Gml =
1
2pii
∫
γl
zm1
dgl
gl
e definiamo la forma di grado p
ωm = z
m
1
n∧
l=2
dgl
gl
.
Sia inoltre
Γlj = {|gj| = } ∩
⋂
k 6=j,l
{gk = 0} ∩M ∩Xη
il ”bordo dell’intorno tubolare” di γl.
Se  e` abbastanza piccolo, la proiezione
pilj : Γ
l
j → γl
induce un fibrato a fibra S1 per tutti gli l = 2, . . . , n. Definiamo allora il
fibrato in (p− 1)-tori
Γlν =
⊕
j 6=l
Γlj.
Le funzioni Gml e le forme ωm sono legate dal seguente lemma:
Lemma 4.3.2: Per ν0 e ν in un intorno abbastanza piccolo di ν
∗, e per
 > 0 sufficientemente piccolo, si ha
Gml =
(−1)l
(2pii)p
∫
Γlν0
ωm;
in particolare le funzioni Gml sono olomorfe in ν in un intorno di ν0.
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4.3.2 Le funzioni Gm e Cm
D’ora in avanti ci consideriamo il caso l = 2 e poniamo quindi
Gm := Gm2 ;
se inoltre f+, f−, N+, N− sono come nel punto 3 del teorema II, poniamo
Cm =
N+∑
j=1
(f+j )
m −
N−∑
j=1
(f−j )
m.
Vogliamo dimostrare che Gm e C
m differiscono per un polinomio di grado m
in ξ:
Proposizione 4.3.3: Per ν abbastanza vicino a ν∗ e per tutti gli n ∈ N
si ha
Gm(ν) = Cm(ν) + Pm(ν)
dove Pm e` un polinomio in ξ di grado m.
La dimostrazione dipende dal seguente
Lemma 4.3.4: Per le funzioni Gm, Cm valgono i seguenti risultati:
1. per ogni m ∈ N la funzione Gm soddisfa
∂Gm
∂ηl
=
m
m+ 1
∂Gm+1
∂ξl
, l = 2, . . . , n;
2. per ν abbastanza vicino a ν∗ e per ogni m ∈ N
∂Cm
∂ηl
=
m
m+ 1
∂Cm+1
∂ξl
, l = 2, . . . , n.
Utilizzando questo Lemma, la Proposizione si dimostra con un procedi-
mento induttivo che consente di calcolare le derivate di Gm e Cm rispetto a
ξl.
E’ chiaro, allora, che per η = 0 ogni funzione Cm(ξ), definita per |ξ| < ,
ammette un’estensione olomorfa a Cp(ξ) −M0, perche` in tale insieme sono
definibili Gm(ξ) e P (ξ). Chiameremo ancora Cm(ξ) questa estensione.
76
I seguenti risultati, che ci limitiamo ad enunciare, dipendono dai teoremi
di Plemelj (cfr. capitolo 3):
Lemma 4.3.5: Per tutti gli aperti relativamente compatti L ⊂ Y −
SingM0 esiste una costante βL tale che per ogni α > 1 e ξ ∈ L con |ξ| ≤ α
valga
|Cm(ξ)| ≤ βmL αm.
Lemma 4.3.6: Per ogni Dq, Cm(ξ) ha un’estensione continua a Dq −
SingM0.
4.3.3 Definizione di una funzione meromorfa
Scegliamo  > 0 in maniera tale che le funzioni f± date nel punto 3 del
teorema II siano definite per |ξ| < , e definiamo allora su B(0, ) × C la
funzione R razionale in w,
R(ξ, w) =
N+∏
j=1
(w − f+j (ξ))
N−∏
j=1
(w − f−j (ξ))−1.
Se ρ e` tale che per tutti i j valga |f±j (ξ)| < ρ, allora in B′ = C − B(0, ρ)
vale |f±j /w| < 1, e un’opportuna determinazione del logaritmo di R si puo`
esprimere in serie di potenze:
logR(ξ, w) =
∑
j
logw(1− (f
+
j
w
))−
∑
k
logw(1− (f
−
k
w
)) =
= C0logw −
∑
j
∞∑
m=1
1
m
(
f+j
w
)m +
∑
k
∞∑
m=1
1
m
(
f−k
w
)m
dove C0 = N
+ − N−. Riordinando i termini si ottiene un’espressione di R
che dipende dalle funzioni Cm definite in precedenza:
R(ξ, w) = wC0exp[−
∞∑
m=1
1
m
Cm(ξ)w
−m].
Proposizione 4.3.7: La funzione R(ξ, w) e` olomorfa su ((B(0, α) −
M0)∩L)× (C−B(0, βLα)). Inoltre per tutti i q si estende con una funzione
continua Rq sull’insieme
(B(0, α) ∩ (Dq − SingM0) ∩ L)× (C−B(0, βLα)).
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Il seguente Lemma dovuto a E.E. Levi si trova dimostrato in [Ha2]:
Lemma 4.3.8(Levi): Consideriamo in Cp la coordinata ξ e in C la co-
ordinata w. Sia Ω un aperto connesso di Cp, B′ = C − B(0, a) per qualche
a > 0, F ∈ O(Ω×B′)∩C(Ω×B′), E un aperto non vuoto di Ω. Se per tutti
gli ξ ∈ E la funzione olomorfa Fξ(w) = F (ξ, w) ha un’estensione razionale a
C, allora F ha un’estensione meromorfa a Ω×C, razionale in w, a coefficienti
continui su Ω.
Corollario 4.3.9: La funzione R(ξ, w) e` razionale in w su D0 e continua
su D0 − SingM0.
Lemma 4.3.10: Per ogni L aperto relativamente compatto di Y−SingM0
valgono le seguenti proprieta` per R:
1. La restrizione di Am
1 a Dq si prolunga con continuita` a Dq − SingM0
a una funzione Aqm;
2. per tutti gli ξ ∈ L ∩ (Dq − SingM0) Rq(ξ, w) e` olomorfa in w su
C−B(0, βLα) e il suo sviluppo di Laurent e`
Rq(ξ, w) =
C0∑
m=−∞
Aqm(ξ)w
m;
3. Se RegM0 =M0 − SingM0 e M∗ e` una componente connessa di
L ∩RegM0 ∩ Dq ∩ Dq′
allora pi−1(M∗)∩M e` l’unione dei grafici di funzioni hs(ξ) ∈ C2(M∗),
s = 1, . . . , r e vale
Rq(ξ, w) =
r∏
s=1
(w − hs(ξ))±Rq′(ξ, w)
sull’insieme (L ∩B(0, α) ∩M∗)× (C−B(0, βLα)). L’esponente e` +1
se l’orientazione di M∗ concorda con quella di Dq, e` −1 se concorda
con quella di Dq′.
1Coefficiente m-simo della serie di Laurent di R.
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4. Per tutti gli ξ ∈ Dq −SingM0, la funzione Rq(ξ, w) e` razionale in w e
i suoi coefficienti sono olomorfi in ξ su Dq e continui in Dq−SingM0.
Dim.:
1. Dipende dal fatto che Am e` un polinomio in un numero finito di Cl (e
che il risultato e` valido per le funzioni Cl).
2. Segue dalla stima del lemma 4.3.5 sui coefficienti Cm.
3. Y −SingM0 e` connesso (infattiH2p−1(SingM0) = 0); il risultato allora
segue dalle formule di salto del teorema di Plemelj generalizzato.
4. La cosa e` vera in D0 per la Proposizione 4.3.9; il risultato allora segue
dal punto precedente e dal teorema di Levi generalizzato (cfr. Lemma
4.3.8, [Ha2]),tenuto conto del fatto che un Dq puo` essere raggiunto
passando da un Dqi all’altro un numero finito di volte.
4.3.4 Definizione della p-catena olomorfa
Come nel paragrafo precedente supponiamo ν∗ = 0 e scegliamo α > 0 abbas-
tanza piccolo affinche` la condizione del punto 3 del teorema II sia soddisfatta
per |ξ| < α, |η| < α.
Assumiamo inoltre, per il momento, che
X =
⋃
|η|<α
Xη.
Nel paragrafo precedente e` stata costruita una funzione meromorfa R = R0,
definita su
H0 = (X0 − pi−10 (M0))−Q.
La costruzione dipende dalla validita` dell’ipotesi 3 del teorema II in un in-
torno di ν∗ = 0. Allora, facendo variare il centro di proiezione a di p˙ia, cio` che
e` equivalente a far variare η, si puo` ripetere la stessa costruzione e ottenere
funzione meromorfa Rη, |η| < α, definita su
Hη = (Xη − pi−1η (Mη))−Q ∼= (Yη −Mη)× C.
Per logRη vale ancora lo sviluppo in serie:
logRη(ξ, w) = C0logw −
∞∑
m=0
1
m
Cm(ξ, η)w
−m,
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e C0 e` ancora una funzione localmente costante a valori interi.
Lemma 4.3.11: Per |η| < α e ξ ∈ Yη −Mη si ha
∂Cm
∂ηl
=
m
m+ 1
∂Cm+1
∂ξl
.
Dim.: Segue dalla Proposizione 4.3.3 e dal Lemma 4.3.4 (che afferma che
Gm soddisfa l’equazione
∂Gm
∂ηl
=
m
m+ 1
∂Gm+1
∂ξl
, l = 2, . . . , n,
globalmente, per tutti gli ξ ∈ Yη −Mη).
Definizione della catena T in Hη
Fissato η, diamo un nome all’espressione in serie di potenze di R(ξ, z1), dove
ξj = (p˙iη(z))j = zj − ηjz1:
Φη(z1, . . . , zn) = C0logz1 −
∞∑
m=0
1
m
Cm(z2 − η2z1, . . . , zn − ηnz1, η)z−m1 .
Poniamo poi
Rη(z1, . . . , zn) = expΦη(z1, . . . , zn).
Se ρ(ξ) indica la distanza di ξ da SingMη in ∆ − Q, allora per δ′ > 0
definiamo
Uηδ′ = {ξ ∈ Cp : ρη(ξ) ≤ δ′};
Uηδ′ e` un intorno di SingMη. Consideriamo
Hηδ = Hη − pi−1(Uηδ);
per la formula di Poincare`-Lelong (cfr. 1.4.3) l’espressione
Tηδ =
i
pi
d′d′′ log |Rη|Hηδ |
definisce una p-catena olomorfa in Hηδ.
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Definizione di T in X −M
Lemma 4.3.12: Per |η′|, |η′′| < α e per |η′ − η′′| abbastanza piccolo vale
Tη′δ = Tη′′δ
in Hη′δ ∩Hη′′δ.
Dim.: Un calcolo esplicito effettuato della derivata logaritmica di Rη
rispetto a ηl mostra che questa dipende soltanto da C1, e precisamente
R−1η
∂Rη
∂ηl
=
∂C1
∂ξl
.
Se ora η′, η′′ ∈ B(0, α) sono abbastanza vicini, A e` un intorno connesso del
segmento [η′, η′′], e δ e` abbastanza piccolo, definiamo GAδ =
⋂
η∈AHηδ 6= ∅.
Sia poi A(z, η) una funzione olomorfa per η ∈ A e z ∈ Gaδ, che soddisfi
il sistema
∂A
∂ηl
(z, η) = −∂C1
∂ξl
(z2 − η2z1, . . . , zn − ηnz1, η), l = 2, . . . , n;
tale sistema determina A a meno di una funzione olomorfa in z su GAδ.
Poiche` expA e` invertibile, il divisore di R′η := (expA)Rη coincide con quello
di Rη. Ma, per la scelta di A, R′η non dipende dalle variabili ηl. Ne segue
che, per η′, η′′ ∈ A, si ha Tη′δ = Tη′′δ in GAδ. Per il Lemma 4.3.1, pero`, per δ
fissato il numero di componenti connesse di piη(Hηδ)−piη(M) e` finito, e dunque
il supporto di Tηδ ha un numero di componenti irriducibili uniformemente
limitato su A; inoltre le componenti di suppTη′δ e suppTη′′δ che incontrano
GAδ coincidono con le loro molteplicita` su GAδ. Basta allora osservare che per
η′ e η′′ abbastanza vicini e A abbastanza piccolo le componenti di suppTηδ
che incontrano Hη′δ ∩ Hη′′δ incontrano anche GAδ, e il risultato segue per
prolungamento analitico.
Presi η1, η2 ∈ Bα = B(0, α), sul segmento che li congiunge si scelgono
ηi tali che |ηi − ηi+1| sia abbastanza piccolo affinche` valga Tηiδ = Tηi+1δ su
Hηiδ ∩Hηi+1δ; esiste allora una p-catena Tη1η2δ di ∪Hηiδ che sia uguale a Tηiδ
su Hηiδ. Questo permette di definire su X
′
δ :=
⋃
η∈Bα Hηδ la p-catena
T δ =
⋃
η∈Bα
Tηδ
che e` uguale a Tηδ su Hηδ.
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Lemma 4.3.13: Sia X ′′ = X−Q. Esiste un’unica p-catena T ′ in X ′′−M
tale che per ogni δ > 0 valga
T ′|X′δ = T δ.
T’ e` di massa localmente finita intorno a M .
Dim.:
• Per tutti gli z ∈ X ′′ −M , esiste δ > 0 tale che z ∈ X ′δ.
Si trova infatti che per a in un aperto denso di X ∩ Q, la retta (a, z)
non interseca punti critici di pia|M ; percio` esiste un δ abbastanza piccolo
perche` pi−1η (Uηδ) sia disgiunto dalla retta (a, z).
• Per tutti gli aperti U relativamente compatti in X ′′ −M esiste δ > 0
tale che U ⊂ X ′δ; inoltre per 0 < δ′ < δ risulta T δ′|U = T δ|U .
Cio` e` conseguenza del punto precedente e del fatto che⋃
η∈Bα
Hηδ = X
′
δ.
• Il punto precedente consente di dare una buona definizione della cor-
rente
T ′ = lim
δ→0
T δ
in X ′′−M : presa una funzione φ, C∞ a supporto compatto in X ′′−M ,
e scelto U aperto relativamente compatto tale che Supp φ ⊂ U e un δ
tale che U ⊂ X ′δ, poniamo
T ′(φ) = T δ(φ).
• Nell’intorno di ogni z ∈ X ′′−M la corrente T ′ e` una catena olomorfa,
di massa localmente finita intorno a M .
Se scegliamo U 3 z e δ come nel punto precedente e η tale che z ∈ Hηδ,
allora T ′ e` definita da Tηδ in U ∩Hηδ .
Se z ∈M , scegliamo η0 tale che pi−1η0 (piη0(z)) non contenga punti critici:
la stessa cosa allora e` valida per le proiezioni determinate dagli η in un
intorno di η0. Scegliamo un intorno di ζ = piη0 , relativamente compatto
in Yη, tale che Yη − SingM abbia un numero finito di componenti
connesse; sopra ciascuna di queste SuppT ′ ha un numero finito e fisso
di fogli; per la disuguaglianza di Wirtinger (cfr. 1.4.2), allora, il volume
di SuppT ′ (e dunque la massa di T ′) e` finito intorno a z.
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Lemma 4.3.14: T ′ si prolunga ad un’unica p-catena olomorfa T definita
in X −M .
Dim.: Basta mostrare che SuppT ′ ha volume localmente finito intorno
a Q (il volume in CP n viene calcolato con la metrica di Fubini - Study, v.
[KN]), il che si puo` fare con un ragionamento analogo a quello del lemma
precedente.
Lemma 4.3.15: La corrente T definita nel Lemma precedente ha una
estensione T a X tale che dT = [M ].
Dim.: Se ζ ∈M , la disuguaglianza di Wirtinger implica, con un ragion-
amento simile a quello usato nei lemmi precedenti, che T ha massa finita
attorno a ζ; esiste dunque un’estensione semplice T di T a tutto X. Il
teorema di piattezza di Federer (cfr. 1.3.2) implica che
dT = k[M ]
dove k ∈ L1loc(M) deve essere un intero localmente costante. Usando il
Lemma 4.3.10 e il teorema dei residui si riesce a stabilire che k ≡ 1.
Abbandono dell’ipotesi su X
Con le stesse notazioni adottate finora, poniamo adesso
X0 =
⋃
|η|<α
Xη;
nei paragrafi precedenti e` stata trovata una p-catena olomorfa T 0 che risolve
il problema del bordo in X0 per M0 :=M ∩X0.
Vale il seguente risultato di estendibilita`:
Lemma 4.3.16: Se il problema del bordo e` risolto in un dominio 2-
concavo X2, per M2 = M ∩ X2, dalla p-catena T 2, allora T 2 puo` essere
estesa a una p-catena olomorfa T 3, definita in un qualche dominio 2-concavo
X3 ⊃ X2 e che risolve il problema del bordo per M3 =M ∩X3.
Dim.: Sia V ′2 l’aperto della Grassmanniana GC(3, n+1) che individuaX
2;
l’estensione si effettua scegliendo un opportuno apertoW ′ ⊂ GC(3, n+1), tale
che W ′∩V ′2 6= ∅ e W ′ non sia un sottoinsieme di V ′2 . Per una buona scelta di
W ′, si vede che si possono usare gli argomenti della sezione 4.2 per mostrare
che la condizione 3 del teorema II e` soddisfatta per i ν tali che |ξ| < β,
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η′ ∈ W ′. Allora, con i ragionamenti del paragrafo precedente, si dimostra
che T 2 si puo` estendere a una catena T 3 definita in X3 :=
⋃
ν′∈V ′∪W ′ Pν′ .
Proposizione 4.3.17: Nelle ipotesi del Teorema II,se n = p + 1, allora
3⇒ 1.
Dim.: Si usa il Lemma precedente e un argomento di massimalita`.
4.4 Proiezioni
Sullo spazio proiettivo CP n considereremo le proiezioni su un fissato sot-
tospazio proiettivo Π di dimensione p + 1. Ciascuna di queste proiezioni e`
determinata da un sottospazio A di CP n di dimensione n−p−2. Denotiamo
piA la proiezione
piA : CP n − A→ Π
determinata dal sottospazio A, che chiameremo il centro della proiezione.
Si verifica che, genericamente, piA(M) e` una sottovarieta` di classe C
2 con
singolarita` trascurabili di Π.
4.4.1 Proiezioni permesse
Supponiamo che A sia contenuto nell’iperpiano all’infinito Q di CP n. Allora
piA induce una proiezione
pi : CP n −Q ∼= Cn → Cp ∼= Π−Q.
Pensiamo Cn come Cn−p×C×Cp−1 e riferiamo le coordinate {zi}, in ordine
crescente, a questa decomposizione.
Diciamo che piA e` una proiezione permessa se esiste un sistema di coordi-
nate {vi} di Cp+1 tale che pi proietti Cn−p sul sottospazio della coordinata v1 e
proietti Cn−p×C sul sottospazio delle coordinate (v1, v2). Saranno utilizzate
proiezioni permesse della seguente forma:
v1 = a1z1 + . . .+ an−pzn−p + a0
v2 = zn−p+1 + b1z1 + . . .+ bn−pzn−p + b0
vj = zj+n−p−1 + cj, j ≥ 3.
In Π−Q ∼= Cp+1, con le coordinate {vi}, i sottospaziD sono definiti da g′j = 0,
j = 2, . . . , p+1 dove g′j = vj−ξ′j−η′jv1. In CP n−Q i sottospazi analoghi sono
definiti da gk = 0, k = n−p+1, . . . , n, dove gk = zk−ξk−η1kz1−. . .−ηn−pk zn−p.
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Scegliendo una proiezione permessa piA e esprimendo quindi i vi in funzione
degli zk e dei coefficienti della proiezione, riordinando i termini si vede che
g′j = gj+n−p+1, j = 2, . . . , p+ 1
a patto che valgano le condizioni
ξ′2 − b0 − η′z = ξn−p+1
η′2ai − bi = ηin−p+1, i = 1, . . . , n− p
ξ′j − cj − η′ja0 = ξj+n−p−1, j = 3, . . . , p+ 1
η′jai = η
i
j+n−p−1, i = 1, . . . , n− p, j = 3, . . . , p+ 1.
Scelto un punto ν ′∗ = (ξ′∗, η′∗) ∈ C2p e un opportuno intorno di ν ′∗, con-
sideriamo le proiezioni permesse piA per le quali gli ξ e gli η definiti dalle
equazioni precedenti siano nell’intorno del punto (ξ∗, η∗) dato nelle ipotesi
(ovvero nel punto 3 del teorema II).
Proposizione 4.4.1: Per ogni tale proiezione, piA(M) soddisfa le ipotesi
del punto 3 del teorema II.
Dim.: Le funzioni giuste sono
φ±j (ξ
′, η′) = (a1f±j,1 + . . .+ an−pfj,n−p − a0)(ξ, η)
(v. [DH2]).
4.5 Generalizzazione al caso n > p + 1
Per concludere la dimostrazione del teorema II resta da dimostrare l’impli-
cazione 3. ⇒ 1. nell’ipotesi n > p + 1. Consideriamo per questo proiezioni
permesse piab associate a coppie di parametri a, b ∈ Cn−p; le definiamo come
in precedenza, ponendo pero` a0 = b0 = cj = 0. Scegliamo η
′ = 0, e dunque
ξ′l = ξl+n−p−1. La condizione della proposizione 4.4.1 e` verificata per (a, b) e
(ξ′, η′) in un intorno di 0 in Cn−p × Cn−p e Cp × Cp rispettivamente.
Alla scelta η′ = 0: corrisponde la proiezione pi0 : Cp+1 → Cp definita da
ξ′2 = v2 = b1z1 + . . .+ bn−pvn−p + zn−p+1
ξ′l = vl = zl+n−p−1, l = 3, . . . , p+ 1.
Consideriamo poi le funzioni φ±j (ξ
′) =
∑n−p
l=1 alf
±
jl (ξ, 0) definite nella Propo-
sizione 4.4.1. Se denotiamo con pib la proiezione (indipendente da a) pi0◦piab , le
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funzioni Cm(ξ
′) definite a partire da φ±j si estendono all’insieme Cp−pib(M).
Definita inoltre la funzione
φab(ξ′, v1) = C0 log v1 −
∞∑
m=1
1
m
Cm(ξ
′)v−m1 ,
per ξ′ abbastanza piccolo e v1 abbastanza grande il suo esponenziale expφab(ξ′, v1)
estende la funzione
N+∏
j=1
(v1 − φ+j (ξ′))
N−∏
j=1
(v1 − φ−j (ξ′))−1
al complementare di pi−10 (pib(M)). Consideriamo ora, attraverso la proiezione
piab , la φ
ab come funzione di z, cioe` sostituiamo a v1, . . . , vp+1 le loro espres-
sioni in funzione di z1, . . . , zn. La funzione Rab(z) = expφab(z) si estende
all’insieme Kb = Cn − pi−1b (pib(M)) in maniera meromorfa; ne segue che
l’epressione
T ab =
i
pi
d′d′′ log |Rab(z)|
definisce, per la formula di Poincare`-Lelong, una (n − 1)-catena in Kb. Il
suo divisore associato e` generato dallle proiettanti di piab che finiscono sulle
componenti irriducibili del divisore associato alla catena
τab =
i
pi
d′d′′| expφab(ξ′, v1)|
definita su Π.
Il seguente risultato dipende dal Lemma di Darboux (cfr. lemma 4.2.2):
Lemma 4.5.1: Per (ξ, η) in un intorno di (ξ∗, η∗) = (0, 0), con η fissato,
il grafico di
(z1, . . . , zn−p) = f±j (ξ, η) (4.3)
zl = ξl + ηlf
±
j (ξ, η), l = n− p+ 1, . . . , n
definisce una p-catena olomorfa t su un aperto abbastanza piccolo U di X ′′
indipendente da η, con molteplicita` ±1 su un aperto Uη ⊃ U .
Costruzione della catena T ′
Supponiamo per ora b = 0, e sia W un intorno abbastanza piccolo di 0
in Cn−p, per il quale, scelto (a1, . . . , an−p) = α ∈ W n−p, siano definite le
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funzioni meromorfe Rak0, k = 1, . . . , n− p. Se T ak sono i relativi divisori in
K0, definiamo
Tα0 =
n−p⋂
k=1
T a
k
.
Sia z0 ∈ SuppTα0 ; da un calcolo sul rango dello Jacobiano complesso della
funzione che definisce Tα0 intorno a z0 segue che SuppT
α
0 e` un insieme analitico
complesso puramente p-dimensionale per quasi tutte le scelte di α. Poniamo
T0 =
⋂
Tα0
dove l’intersezione e` intesa al variare di tutti gli α ”buoni”. Risulta T0|U = t
(dove t e` definita nel Lemma 4.5.1). Se b e` abbastanza v`ıcino a 0 ∈ Cn−p e
si definisce in modo simile Tb su Kb, allora anche Tb e` una catena olomorfa
p-dimensionale.
Lemma 4.5.2: se U e` un intorno di 0 in Cn−p, allora⋃
b∈U
Kb = X ′′.
Lemma 4.5.3: Sia Ub = U ∩ Kb. Allora, per b1 e b2 in un intorno
abbastanza piccolo di 0 in Cn−p si ha Ub1 ∩ Ub2 6= ∅ e inoltre
Tb1 = Tb2 su K
b1 ∩Kb2 .
Dai lemmi precedenti si ottiene come corollario la seguente
Proposizione 4.5.4: Esiste un’unica p-catena olomorfa T ′ in X ′′ −M
tale che
T |Kb = Tb
per tutti i b in un intorno abbastanza piccolo di 0 in Cn−p.
Conclusione
Utilizzando le proiezioni piab i seguenti lemmi (che concludono la dimostrazione
del teorema II) si riducono ai lemmi 4.3.14 e 4.3.15.
Lemma 4.5.5: T ′ ha un’estensione a una catena olomorfa T di X−M .
Lemma 4.5.6: T ammette un’estensione T a X tale che dT =M.
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4.6 Cenni sulla dimostrazione del teorema I
La parte non banale e` ovviamente la dimostrazione dell’implicazione 2.⇒ 1..
Dimostrazione di 1⇒ 2
Sia T la catena olomorfa di cui al punto 1. Per quasi tutti i ν ′ in un intorno
di ν ′∗ si ha che γν′ =M ∩Pν′ e` una curva a distanza finita e Sν′ = Pν′∩T e` la
1-catena olomorfa cercata. Osserviamo che Sν′ dipende in maniera continua
(in effetti in maniera olomorfa) da ν ′.
Dimostrazione di 2⇒ 1
La dimostrazione di 2⇒ 1 si conduce, in via preliminare, assumendo l’ipotesi
aggiuntiva
Sν′ dipende da ν
′ in maniera continua.
Con questa ipotesi si dimostra che il risultato vale su un aperto piu` piccolo
di X:
Lemma 4.6.1: Se Sν′ dipende da ν
′ in maniera continua, dalla con-
dizione 2 segue che esistono un aperto U con U ∩ M 6= ∅ e una p-catena
olomorfa TU in U tale che
dTU = [M ∩ U ].
Il Lemma implica che vale il punto 1 nella sua globalita`. Infatti, per la parte
1⇒ 3 del teorema II (applicata aM∩U ⊂ X∩U) e` soddisfatta la condizione
3 del teorema II, che e` una condizione locale, e quindi la condizione 1.
Per eliminare l’ipotesi di continuita` di Sν′ , osserviamo che per 2. esiste
una palla E in Cp−1 di centro un qualche ν = (ξ, 0) e raggio opportuno, tale
che:
Per tutti i ν ′ ∈ E, M ∩ Pν′ e` una curva reale γν′ di Pν′ di classe C2 a
distanza finita, ed esiste una 1-catena Sν′ di Pν′, di massa finita, tale che
dSν′ = γν′.
Proposizione 4.6.2: Supponiamo che l’ipotesi precedente sia soddisfatta
per la palla E. Allora esiste un aperto U ⊂ E tale che, per tutti i ν ′ ∈ U ,
esista una catena olomorfa S˜ν′ di Pν′, di massa finita, con bordo γν′, e che
dipenda da ν ′ in maniera C1.
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Le catene S˜ν′ che variano in maniera C
1 si ottengono minimizzando punto
per punto la massa delle catene Sν′ che hanno bordo γν′ .
Lemma 4.6.3:Per tutti i ν ′ ∈ E, esiste una 1 catena olomorfa Ŝν′ di Pν′
con bordo γν′ e che minimizza il volume delle 1-catene olomorfe Sν′ tali che
dSν′ = γν′.
Dim: Si prende una successione di catene il cui volume tende a
infSν′{volSν′ : dSν′ = γν′};
un teorema in [Ha2] fornisce l’esistenza di una sottosuccessione convergente
nella topologia piatta a una catena Ŝν′ che minimizza il volume. Un teorema
di compattezza di Federer assicura allora che le estensioni delle catene della
sottosuccessione convergono a un’estensione Ŝν′ di Ŝν′ , tale che dŜν′ = γν′ .
Le componenti irriducibili delle catene Ŝν′ sono superfici di Riemann:
esistono cioe` delle superfici reali astratte a bordo Σν′k su cui e` definita una
struttura complessa Jν′k, e delle immersioni olomorfe sν′k di Σν′k in Pν′ tali
che
Ŝν′ =
Kν′∑
k=1
nν′sν′k(Σν′k).
Abbiamo quindi
volŜν′ =
Kν′∑
k=1
|nν′|volsν′k(Σν′k),
e dunque, se poniamo
EN = {ν ′ ∈ E : volŜν′ ≤ N}
si ha che per tutti i ν ′ ∈ EN e per tutti gli 1 ≤ k ≤ Kν′ volsν′k(Σν′k) ≤ N .
Lemma 4.6.4: Per ogni intero N > 0, EN e` un chiuso.
Poiche` si ha che E = ∪NEN , per il lemma precedente e il teorema di
Baire, deve esistere N∗ tale che EN∗ ⊃ B(ν ′∗, ρ) per opportuni ν ′∗ e ρ > 0.
Scegliamo allora un ν ′∗∗ ∈ B(ν ′∗, ρ) tale che
volŜν′∗∗ ≥ sup
ν′∈B(ν′∗,ρ)
volŜν′ − ;
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se  e` scelto opportunamente, si dimostra il seguente Lemma:
Lemma 4.6.5: Ŝν′, per ν
′ in un intorno di ν ′∗∗, dipende da ν
′ in maniera
C1.
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Capitolo 5
Bordi di varieta` massimalmente
complesse in Cn
Si e` visto che il problema dei bordi per catene olomorfe immerse in una va-
rieta` complessa porta alla considerazione di particolari varieta` CR immerse
di dimensione dispari, il cui spazio tangente complesso ha dimensione mas-
simale: le varieta` massimalmente complesse. E’ naturale, allora, all’interno
della geometria CR, affrontare il problema dei bordi per questo tipo di va-
rieta`. Si cerca quindi di trovare quali varieta` N di dimensione pari 2n − 2d
immerse in Cn siano il bordo di varieta` massimalmente complesse M di di-
mensione 2n − 2d + 1. Se d = 1 la condizione di massimale complessita` di
M e` vuota; si suppone allora d ≥ 2 e, per cominciare, d = 2. Dolbeault
ha affrontato il problema per 2n− 4-varieta` contenute in un iperpiano reale
di Cn; Delannay ([Del]) ha lavorato sulla stessa questione togliendo questa
ipotesi. Le soluzioni ottenute da Delannay sono, per loro stessa costruzione,
fogliate da catene olomorfe n−2-dimensionali; cio` permette di ottenere risul-
tati sul problema dei bordi per varieta` Levi piatte contenute in ipersuperfici
complesse di Cn.
5.1 Enunciato del teorema
5.1.1 L’ipotesi H1
Sia N una sottovarieta` reale di Cn, dove n ≥ 4. Allora si dice che N soddisfa
l’ipotesi H1 se
(H1) N e` una 2n − 4-sottovarieta` compatta di classe C2, tale che per ogni
z ∈ N valga
dimCHz(N) ≥ 3
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e inoltre esiste un iperpiano complesso H di Cn tale che
• dimC(H ∩Hz(N)) = n− 3,
• H2n−4({z ∈ N : Tz(N) ⊂ H}) = 0.
Sotto l’ipotesi H1 esiste un’iperpiano reale di Cn E ⊃ H (per una scelta
opportuna di coordinate E = {x1 = 0}) tale che, per ogni α ∈ R non
appartenente a un chiuso L′ ⊂ R, Nα = N ∩Eα e` una varieta` massimalmente
complessa di classe C2 con singolarita` trascurabili Sα, dove si e` posto Eα =
{x1 = α}.
5.1.2 Il teorema di Delannay
Poniamo K ′E = {α /∈ L′E : Nα 6= 0 e Sα 6= ∅}, e sia α0 ∈ K ′e. Se J e` un
intervallo ⊂⊂ R abbastanza piccolo contenente α0, poniamo EJ = {x1 ∈ J} e
indichiamo con D1, . . . , Dp le componenti connesse di NJ = N ∩EJ . Si trova
che per α < α0 e per α > α0 il numero di componenti connesse di Di ∩ Eα
e` indipendente da α. Tali componenti le indichiamo con D−i,j, j = 1, . . . , k
−
i ,
e D+i,j, j = 1, . . . , k
+
i rispettivamente. Le componenti di Nα0 , invece, sono
esattamente Di ∩ Eα0 , i = 1, . . . , p.
Ora siamo in grado di enunciare il teorema principale:
Teorema: Sia N una sottovarieta` orientata di Cn che soddisfa l’ipotesi
H1. Se esiste un iperpiano reale E ⊃ H tale che L′E e K ′E sono finiti, e se
inoltre ∀α0 ∈ K ′E risulta
1. Nα0 e` un ciclo MC di classe C
1 a singolarita` trascurabili Sα0;
2. lim(I−K′E)3α→α0 vol([Nα]) = vol([Nα0 − Sα0 ]);
3. esiste un intervallo aperto I1 contenente α0 tale che
∀1 ≤ i ≤ p, ∀α ∈ I−1 , [piH(Di ∩ Eα)] =
∑k−i
j=1[piH(D
−
i,j ∩ Eα)]
∀1 ≤ i ≤ p, ∀α ∈ I+1 , [piH(Di ∩ Eα)] =
∑k+i
j=1[piH(D
+
i,j ∩ Eα)]
(dove si e` posto I−1 = I1∩]−∞, α0[ e I+1 = I1∩]α0,+∞[)
allora esiste una varieta` M , massimalmente complessa, di classe C1, a sin-
golarita` trascurabili e immersa in Cn − N tale che Mα = M ∩ Eα sia una
n − 2-catena olomorfa per tutti gli α ∈ L′E con Nα 6= ∅. Inoltre esiste un
chiuso A ⊂ N con H2n−4(A) = 0 tale che la coppia (M,N − A) sia una
varieta` C1 a bordo.
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5.2 Discussione delle ipotesi
5.2.1 Conseguenze di H1
Poniamo SH = {z ∈ N : Tz(N) ⊂ H}. L’ipotesiH1 afferma cheH2n−4(SH) =
0. Se v /∈ H, Ev e` lo spazio reale generato da v e H. Scegliamo coordinate zi
in Cn tali che {z1 = 0} = H; possiamo allora supporre v = vα,β = (α+iβ) ∂∂z1 .
Prendiamo i vα,β nell’insieme P = {vα,β : α > 0, β > 0, α2+β2 = 1} in modo
che due scelte v, v′ siano indipendenti e si abbia percio` Ev ∩ Ev′ = H. Se
definiamo
Sv = {z ∈ N : Tz(N) ⊂ Ev}
vale il seguente risultato:
Teorema: Se N verifica H1, allora H2n−4(Sv) = 0 per un’infinita` piu` che
numerabile di elementi di P.
Consideriamo allora v ∈ P di cui al Teorema precedente, e poniamo E =
Ev. Su Cn scegliamo delle coordinate tali che H = {z1 = 0}, E = {x1 = 0}1,
e definiamo Eα = {x1 = α} per α ∈ R. Posto
Lv = {α ∈ R : H2n−5(Sv ∩ Eα) > 0}
si ha H1(Lv) = 0; cio` dipende dal fatto che H2n−4(Sv) = 0 e dal seguente
risultato, che si trova dimostrato in [Fed]:
Proposizione: Siano M e N due varieta` di classe C1, f : N → M una
funzione C1 ed E ⊂ N tale che Hα(E) = 0 per α ≥ m := dimM . Allora
Hα−m(E ∩ f−1(x)) = 0 per quasi tutti gli x ∈M .
Nel nostro caso M = R e f = x1|N .
Proposizione: Se N verifica H1 e v e` come sopra, esiste un chiuso L
′
v
contenente Lv e tale che per ogni α /∈ L′v con Nα 6= ∅, Nα sia una varieta`
massimalmente complessa di classe C2 sul complementare di un chiuso Sα
tale che H2n−5(Sα) = 0.
Il chiuso cercato e` L′v := Lv ∪ L′′v, dove
L′′v = {α ∈ R : Nα 6= ∅,H2n−5(Nα) = 0}.
1Supponiamo zj = xj + iyj .
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Il comportamento di N nell’intorno di un punto di N − Sv e` descritto dal
seguente lemma:
Lemma: Supponiamo che N soddisfi H1, e sia v ∈ P, z ∈ N−Sv. Allora
esiste una carta locale (U, h) di N nell’intorno di z tale che h(Eα ∩ N) =
{α} × V , dove V e` un aperto di Cn−3 × R.
La carta locale cercata e` la proiezione ortogonale sullo spazio affine z+P ,
dove
P = (Tz(N) ∩ E)⊕ R ∂
∂x1
;
la coordinata x1, come sottolineato in precedenza, e` scelta in modo che E =
{x1 = 0}.
5.2.2 L’ipotesi H ′α
Sia E un iperpiano di Cn, E = {x1 = 0}. Diciamo che per α ∈ R vale
l’ipotesi H ′α se
(H ′α) Nα = N ∩ Eα e` una sottovarieta` MC compatta di classe C2 di Cn.
Se vale l’ipotesi H ′α su un intervallo aperto di R, allora N ha un comporta-
mento ”rigido” su ogni iperpiano affine Eα nel sendo della seguente
Proposizione: Sia I un intervallo aperto di R e poniamo EI = {x1 ∈ I},
NI = EI ∩N . Se N verifica H ′α per ogni α ∈ I, allora esistono delle funzioni
C1 f1, . . . , fk : I → R tali che per ogni C componente connessa di NI si possa
trovare un indice j per cui
C ∩ Eα ⊂ Hfj(α) ∀α ∈ I
dove si e` posto Hfj(α) = {z1 = α+ ifj(α)}.
La dimostrazione di questo fatto si basa su uno studio topologico della
situazione, che utilizza il lemma della sezione precedente e che mostra tra le
altre cose che
• il numero kα delle componenti connesse di Nα e` costante in I e che
• tali componenti si ottengono come C∩Nα, con C componente connessa
di NI ,
e sul seguente Lemma:
Lemma: Se N verifica H ′α su I e se Nα e` connesso ∀α ∈ I, allora esiste
f : I → R di classe C1 tale che Nα ⊂ Hf(α).
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5.3 Schema della dimostrazione
5.3.1 Primo Teorema
Ci poniamo nella situazione discussa nella sezione precedente:
Teorema: Se N verifica H ′α in un intervallo aperto I ⊂ R, allora esistono
una varieta` massimalmente complessa M ⊂ (Cn − NI) ∩ EI di classe C1 a
singolarita` trascurabili e un chiuso A ⊂ N di misura nulla tale che (M,N−A)
sia una varieta` C1 a bordo; inoltre ∀α ∈ I Mα e` una n− 2-catena olomorfa.
Per la dimostrazione si considera, per ogni α ∈ I, la n−2-catena olomorfa
Mα che ha bordo Nα (che sappiamo gia` essere massimalmente complessa);
tali catene si raccordano in maniera liscia per formare M , che diventa au-
tomaticamente una sottovarieta` MC (infatti lo spazio tangente olomorfo in
ogni z ∈M ha dimensione n− 2, perche` contiene quello di Mα(z)).
Piu` precisamente, si identifica Hf(α) con Cn−1 tramite l’applicazione nat-
urale tα, e si sceglie una proiezione pi da Cn−1 a un sottospazio complesso
n− 2-dimensionale {zn = 0}; su Cn−1 scegliamo coordinate z′ = (z′′, zn). Se
ora uα,m = pi∗(zmn [tα∗Nα])
0,1 allora i coefficienti di Harvey e Lawson sono dati
da
C˜α,m(z
′′) = (KBM#uα,m)(z′′)
dove KBM e` il nucleo di Bochner-Martinelli; poniamo inoltre Cm(α, z
′′) :=
C˜α,m(z
′′), e Tα = t−1α (pi(tα(Nα))), T
′
α = {α} × Tα. Vale il seguente risultato:
Lemma:
⋃
α∈I(T
′
α)
c e` aperto in E ′′I = I × Cn−2
dove il complementare e` preso in Fα = {α} × Cn−2. Osserviamo che Cm
e` olomorfa rispetto a z′′ in questo insieme; ma si dimostra di piu`:
Proposizione: Cm e` di classe C
1 su
⋃
α∈I{α} × (Tα)c.
Seguendo Harvey e Lawson, adesso, e` possibile costruireMα come divisore
di un’opportuna funzione meromorfa, i cui coefficienti dipendono da C˜α,m; la
proposizione precedente permette allora di dimostrare che l’unione degli Mα
e` una varieta` C1 con singolarita` trascurabili.
Sia ora pi′ la proiezione definita su Cn da pi′(z) = (x1, pi(z′)). Si trova che
pi′(NI) e` un’ipersuperficie di I×Cn−1 a parte un chiuso S tale cheH2n−4(S) =
0. L’affermazione sui punti dove (M,N) e` localmente una varieta` a bordo si
deduce dal seguente Lemma:
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Lemma: Se Wj e` una componente connessa di (I×Cn−1)−pi′(NI), allora
Cm,j = Cm|Wj si estende a una funzione di classe C1 su W j − S.
Infatti tale lemma permette di dimostrare che l’unione degli Aα e` un
chiuso di misura 2n − 4-dimensionale nulla, dove gli Aα sono i chiusi, dati
dal teorema di Harvey e Lawson, nell’intorno dei quali (Mα, Nα) non e` una
varieta` a bordo.
5.3.2 Secondo Teorema
Con il Secondo Teorema si generalizza lo studio effettuato nel contesto del
teorema precedente. Precisamente si suppone che l’ipotesi H ′α valga per un
intervallo I ⊂ R eccetto un punto α0, nel quale Nα0 puo` avere delle singo-
larita`. Riguardo le componenti connesse di Nα per α ∈ I valgono le stesse
considerazioni premesse all’enunciato del Teorema principale. Cio` detto vale
il
Teorema: Siano N una 2n−4 sottovarieta` compatta e orientata di classe
C2 di Cn, I ⊂ R un intervallo e α0 ∈ I tale che N soddisfi H ′α in I − {α0},
e Nα0 sia un ciclo MC, di classe C
1, con singolarita` trascurabili Sα0. Sia piH
la proiezione ortogonale su H = {z1 = 0}. Se valgono le ipotesi
• lim(I−K′E)3α→α0 vol([Nα]) = vol([Nα0 − Sα0 ]);
• ∀1 ≤ i ≤ p, ∀α ∈ I−, [piH(Di ∩ Eα)] =
∑k−i
j=1[piH(D
−
i,j ∩ Eα)]
∀1 ≤ i ≤ p, ∀α ∈ I+, [piH(Di ∩ Eα)] =
∑k+i
j=1[piH(D
+
i,j ∩ Eα)]
allora esiste una varieta` M , massimalmente complessa, di classe C1 e a
singolarita` trascurabili, immersa in EI −NI tale che Mα =M ∩Eα sia una
n − 2-catena olomorfa per tutti gli α ∈ I. Inoltre esiste un chiuso A ⊂ NI
con H2n−4(A) = 0 tale che la coppia (M,N −A) sia una varieta` C1 a bordo.
Il punto centrale della dimostrazione e` costituito da stime sui coefficienti
Cm che mostrano che tali funzioni sono continue anche in α0.
Corollario
Il teorema di Delannay permette di dimostrare il seguente
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Corollario: Sia X un’ipersuperficie complessa di Cn, N ⊂ X una 2n−4-
sottovarieta` compatta orientata di classe C2 verificante H1. Se esiste un
iperpiano reale E ⊃ H tale che L′E e K ′E sono finiti, e valgono le condizioni
1, 2 e 3 del teorema principale, allora esistono una ipersuperficie reale Levi
piatta M di X−N a singolarita` trascurabili e chiusura compatta e un chiuso
A ⊂ N , H2n−4(A) = 0 tale che la coppia (M,N − A) sia una varieta` C1 a
bordo.
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Capitolo 6
Bordi di ipersuperfici Levi
piatte
Questo capitolo riguarda la trattazione del problema dei bordi per ipersu-
perfici Levi piatte. Il problema e` stato studiato largamente per n = 2, e il
risultato principale e` stato ottenuto da Bedford e Gaveau ([BG] 1983). Esso
afferma la risolubilita` del problema nel caso che S sia il grafico di una fun-
zione liscia su S2 ⊂ C × R, che sia immersa in una ipersuperficie compatta
strettamente pseudoconvessa, e che abbia solo due punti complessi (tali cioe`
che Tp(S) = Hp(S)) di ”tipo ellittico
1”.
Il punto di partenza dei lavori in questo campo per n = 2 e` un classico
risultato di Bishop ([Bi] 1965) sulla possibilita`, nell’intorno di un punto com-
plesso ellittico p di S ⊂ C2, di riempire l’inviluppo di olomorfia di S con una
famiglia a un parametro di dischi olomorfi. La loro unione e` una 3-varieta`
C∞ a bordo Levi piatta, e i bordi di tali dischi formano una foliazione di
S − {p} intorno a p, le cui foglie sono curve semplici compatte in S.
L’estensione di questa famiglia ad un parametro definita nell’intorno dei
punti ellittici da` l’ipersuperficie Levi piatta cercata.
Precisamente:
1Attorno ad un punto complesso p ∈ S, si puo` dimostrare ([Bi]) che, a meno di un
cambiamento di coordinate, S si scrive come
z2 = |z1|2 + γRe(z21) +O(|z1|3)
dove z1 e` la coordinata sullo spazio tangente di S in p e γ ∈ R+ − { 12}; γ e` invariante per
trasformazioni olomorfe delle coordinate. Il punto p e` detto ellittico se γ < 12 , iperbolico
se γ > 12 .
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Teorema: Sia S ⊂ C2 una superficie reale e supponiamo che
• S sia il grafico di una funzione Ck definita sul bordo di un dominio
G ⊂⊂ C× R;
• S sia topologicamente una 2-sfera, e abbia esattamente due punti com-
plessi ellittici p, q;
• dG× R sia strettamente pseudoconvessa.
Allora S e` il bordo di un’ipersuperficie Levi piatta M , grafico di una funzione
Ck−4 in G− p, q Lipschitziana in G. Inoltre M e` unione di una famiglia ad
un parametro di dischi olomorfi.
Questo risultato e` stato in seguito generalizzato, dai lavori di Gromov
prima e di Bedford e Klingenberg poi, ottenendo che una 2-sfera immersa in
un dominio strettamente pseudoconvesso e` ”genericamente” (ovvero ”a meno
di perturbazioni”) bordo di una ipersuperficie Levi piatta:
Teorema ([BK]): Sia Ω un dominio ⊂⊂ C2 con bordo strettamente
pseudo-convesso e sia S una 2-sfera reale immersa in dΩ. Allora in og-
ni intorno C2 di S e` possibile trovare una 2-sfera S ′ che sia bordo di una
3-palla B′ ⊂ Ω fogliata da una famiglia di dischi olomorfi immersi in Ω.
Inoltre B′ ∪ S ′ e` l’inviluppo di olomorfia di S ′ in Ω ∪ dΩ.
Per altri lavori sull’argomento cfr. [ST,References].
In entrambi i casi i teoremi citati inducono, a posteriori, una foliazione con
punti singolari di S (o S ′) mediante curve che sono bordo di dischi olomorfi.
Il caso in cui n = 3 (o maggiore) e` profondamente diverso. Una generica 4-
sottovarieta` di C3 non e`, neanche localmente, bordo di una ipersuperficie Levi
piatta. Infatti, localmente, S e` il grafico di una funzione g; di conseguenza
l’esistenza di un grafico locale Levi piatto equivale a risolvere un sistema
di tre operatori quasi-lineari, ellittici e degeneri e cio` richiede condizioni di
compatibilita` per il dato g.
Lo schema di una recente trattazione del problema per n = 3, contenuta
in [DTZ], e` il seguente:
a) Si determinano condizioni necessarie su S affinche` sia localmente con-
tenuta in un’ipersuperficie Levi piatta, considerando separatamente i
punti CR e i punti in cui S non e` CR: S non e` minimale (cfr. 2.3.4) in
ogni punto CR e ogni punto complesso p ∈ S deve essere ”piatto” (cfr.
6.1.2).
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b) Introdotta la nozione di punto ellittico (6.1.2) e osservato che i punti
ellittici di una 4-varieta` sono sempre isolati, si dimostra che se S e` com-
patta, non minimale nei suoi punti CR, ha almeno un punto ellittico p
e non contiene sottospazi analitici (locali) di dimensione positiva allora
S e` omeomorfa alla sfera S4 ⊂ C2z×Rx (i poli x = ±1 sono i punti non
CR e le orbite CR sono le 3-sfere {x = cost}).
Infine, utilizzando una versione con parametri del teorema di Harvey e Law-
son, si dimostra l’esistenza di una catena Levi piatta che ha come bordo
S.
6.1 Condizioni preliminari
6.1.1 Punti CR
Sia p ∈ S un punto CR. Supponiamo che nell’intorno di p S sia bordo
di una ipersuperficie Levi piatta M ; possiamo allora supporre, tramite una
piccola perturbazione, che S sia (localmente) contenuta in M . Sia Fp la
foglia della foliazione di M passante per p; l’intersezione Fp ∩ S e` una 3-
sottovarieta` reale Sp, che non puo` essere totalmente reale, perche` la varieta`
complessa Fp non puo` avere bordo totalmente reale. Nel che Sp sia analitica,
per esempio, cio` equivale (a parte cambi di coordinate) al fatto che la funzione
di definizione locale F (z1, z2, z3) di Fp nell’intorno di p si annulli sull’insieme
{x1 = x2 = x3 = 0} (nel caso C∞ la dimostrazione e` piu` complicata). Ne
segue che S e` non minimale in p.
6.1.2 Punti non CR
Se p ∈ S non e` un punto CR allora dimCHp(S) = 2, cioe` p e` un punto
complesso. Allora esistono coordinate olomorfe (z1, z2, w) in C3, nulle in p,
tali che localmente S sia definita da
w = Q(z, z) +O(|z|3)
dove Q(z, z) e` una forma R-bilineare a valori complessi. Q(z, z) si scrive come
zAzt + zBzt + zCzt, e zAzt si chiama parte (−1, 1) di Q. Il punto p si dice
piatto se la parte di tipo (−1, 1) di Q assume valori in Ra, dove a ∈ C. Tale
condizione e` indipendente dalle coordinate (z1, z2, w) che realizzano la forma
Q. Il seguente risultato segue dal fatto che, modulo un cambio di coordinate
in Cn, le ipersuperfici Levi piatte si possono approssimare fino al terzo ordine
(o piu`) con un iperpiano nell’intorno di un punto:
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Lemma: Se S e` contenuta in un’ipersuperficie Levi piatta attorno ad un
punto p ∈ S non CR, allora p e` piatto per S.
La stessa affermazione si estende ai bordi piatti locali per piccola pertur-
bazione.
Punti ellittici
Un punto p ∈ S non CR si dice ellittico se la parte (−1, 1) di Q assume
valori in una semiretta R+c, dove c ∈ C∗. Con questa definizione, un punto
e` ellittico se e solo se lo e` (nel senso di Bishop) per ogni sezione di S con un
2-piano complesso passante per p. Si dimostra, inoltre, che se S e` contenuta
in una ipersuperficie strettamente pseudoconvessa allora e` ellittica in ogni
suo punto non CR.
6.1.3 Sufficienza locale
Le condizioni considerate sono sufficienti perche` S sia un bordo piatto locale:
Teorema: Supponiamo che S non sia mai minimale nei suoi punti CR,
e supponiamo che p ∈ S sia un punto ellittico. Allora S e` un bordo piatto
locale attorno a p.
La dimostrazione si ottiene approssimando S attorno a p con la relativa
quadrica w = Q(z, z), per la quale la situazione e` piu` semplice da studiare;
cos`ı facendo, in un intorno di p si riesce a foliare S − {p} con 3-orbite CR
”globali”, diffeomorfe a S3. Ogni orbita puo` essere espressa come grafico di
una funzione CR; i teoremi di estendibilita` del capitolo 3 permettono allora
di estendere tale funzione ad una applicazione olomorfa, il cui grafico descrive
una 2-varieta` complessa che ha come bordo l’orbita. L’unione di queste 2-
varieta` complesse forma un’ipersuperficie Levi piatta il cui bordo e` un intorno
di p in S; l’ipersuperficie trovata e` priva di singolarita`.
6.1.4 Conseguenze topologiche
Le ipotesi considerate finora inducono una foliazione locale di S attorno
ai suoi punti non ellittici. Tale foliazione permette, usando il Teorema di
stabilita` di Thurston, di trarre forti conseguenze topologiche sulla varieta` S:
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Proposizione: Sia X una 3-varieta` complessa, e sia S ⊂ X una 4-
sottovarieta` reale compatta e connessa con le seguenti proprieta`:
1. S e` non minimale in ogni suo punto CR;
2. ogni punto non CR e` ellittico, e S ne contiene almeno uno;
3. S non contiene sottoinsiemi analitici complessi di dimensione positiva.
Allora S e` omeomorfa alla sfera S4 ⊂ C2z×Rx, in modo tale che i poli x = ±1
siano i punti non CR e le orbite CR siano le 3-sfere {x = cost}.
Diciamo che S soddisfa l’ipotesi (∗) se soddisfa le ipotesi 1, 2 e 3 della
proposizione precedente.
6.2 Bordi di catene olomorfe con parametri
Sia E ⊂ Cn un iperpiano reale, con le coordinate scelte in modo tale che
E = Rx1 × Cn−1z′′ , e sia k : E → Rx1 la proiezione. Allora vale il seguente
risultato, che estende al caso C∞ un teorema di Dolbeault dimostrato nel
caso analitico (cfr [DTZ]):
Teorema: Sia N ⊂ E una 2n − 4-sottovarieta` CR di Cn, di classe C∞
a singolarita` trascurabili τ , compatta e connessa, di dimensione CR n − 3.
Supponiamo inoltre d[N ] = 0 e che N soddisfi l’ipotesi
(H) esiste un chiuso τ ′ ⊃ τ di N tale che H2n−4 = 0 e che, per ogni z ∈
N − τ ′, il piu` grande sottospazio complesso affine contenuto in E e
passante per z sia trasversale a N − τ ′.
Se allora L = k(τ ′), in E ′ = E − k−1(L) esiste un’unica 2n − 3 catena C∞
massimalmente complessa in E ′ − N , fogliata da n − 2-catene olomorfe, a
supporto compatto in E ′ e che ammette un’estensione M ad una 2n − 3-
corrente M tale che dM = N . Le foglie di M sono le sue sezioni tramite gli
iperpiani Ex1 = k
−1(x1), e sono le soluzioni in Ex1 del problema dei bordi
per N ∩ Ex1.
6.3 Teorema principale
Lo studio del problema di Harvey e Lawson con parametri di classe C∞
permette di arrivare al seguente risultato:
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Teorema: Sia S ⊂ C3 una 4-varieta` C∞ compatta, connessa e orientata.
Se S soddisfa l’ipotesi (∗), allora esiste un’unica catena Levi piatta tale che
S = dM .
La strategia per ottenere questo risultato e` quella di mappare S in un
iperpiano E ⊂ C4 tramite un’opportuna funzione C∞ ν : S → R e utilizzare
il Teorema enunciato nella sezione precedente.
Supponiamo che S sia una 4-sottovarieta` compatta e orientata di C3, e
assumiamo che esista un chiuso τ , H4(τ) = 0, tale che S − τ sia CR di
dimensione CR 12. Sia ν : S → R una funzione C∞, e sia S ′ ⊂ E = R× C3
il grafico di S.
Lemma: Se ν non e` localmente costante, allora S ′ soddisfa l’ipotesi (H).
Infatti l’insieme da scartare e` il grafico dell’insieme δ dove dν = 0, che ha
misura 4-dimensionale nulla.
Se adesso h e` la proiezione E → C3 e L e` l’insieme dato dal teorema della
sezione precedente, poniamo L = h(S ′ ∩ k−1(L)).
Proposizione: Se ν e` come nel lemma precedente e S ′ − τ ′ e` CR di
dimensione CR 1 (dove τ ′ e` il grafico di τ tramite ν), allora esiste una 5-
catena massimalmente complessa M in un aperto di C3 − L, costituita da
ipersuperfici Levi piatte, tale che S − L = dM .
M non e` altro che h(M ′), dove M ′ e` data dal teorema della sezione
precedente.
I risultati precedenti, uniti al seguente teorema di esistenza, permettono
di dimostrare il teorema enunciato all’inizio della sezione:
Lemma: Supponiamo che S soddisfi (∗); in particolare, il complementare
dei suoi punti ellittici ammette una foliazione F di classe C∞. Allora esiste
una funzione C∞ ν : S → R, costante sulle foglie di F , tale che
• il grafico di S e` una sottovarieta` di R× C3 di classe C∞ a singolarita`
trascurabili;
• il grafico di S − Sell e` CR, di dimensione CR 1;
• in ogni punto z del grafico di S−Sell Ek(z) e` trasversale al grafico di S.
2Come si e` visto, questo e` il caso se, ad esempio, S soddisfa l’ipotesi (∗).
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La funzione ν del Lemma non e` altro che la funzione x del Teorema in
6.1.4.
6.3.1 Regolarita`
I risultati discussi nelle sezioni precedenti lasciano aperta la questione della
regolarita` dela catena Levi piatta trovata. Se ciascuna foglia Sx di S e` con-
tenuta nel bordo di un dominio strettamente pseudoconvesso, le singolarita`
di ogni foglia Mx del bordo sono isolate, e la loro unione puo` formare una
sottovarieta` 1-dimensionale di punti singolari (sappiamo pero` per 6.1.4 che
le foglie Mx sono prive di singolarita` nell’intorno dei punti ellittici). Tuttora
non e` chiaro in quali condizioni non si abbia alcun punto singolare.
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Problemi aperti
Prob. 1. Sia D un dominio limitato di C2, tale che dD sia una 3-sfera
strettamente pseudoconvessa. Sia M ⊂ dD una 2-sfera topologica. M
puo` essere il bordo di due ipersuperfici Levi piatte distinte? Il problema
e` aperto anche se si suppone M differenziabile.
L’ipotesi che M sia una 2-sfera e` necessaria: ad esempio cio` non vale
se D e` la palla {|z1|2 + |z2|2 < 2} e M = {|z1| = 1, |z2| = 1}: le due
ipersuperfici Levi piatte Σ1 = {|z1| = 1}, Σ2 = {|z2| = 1} hanno lo
stesso bordo M .
Osserviamo che se M e` differenziabile l’esistenza di una ipersuperficie
Levi piatta con bordo M e` garantita dal teorema di compattezza di
Gromov. Se M e` solo una varieta` C0, anche il problema di esistenza e`
aperto.
Prob. 2. Nella costruzione dell’ipersuperficie Levi piatta con bordo dif-
ferenziabile M la condizione globale che M sia contenuta nel bordo
strettamente pseudoconvesso bD puo` essere sostituita da:
esiste un intorno U di M e un’ipersuperficie S ⊂ U strettamente
pseudoconvessa tale che M ⊂ S?
Il problema 2. conduce, in modo naturale, alla formulazione del
Prob. 3. Dato un aperto U ⊂ C2 (o, piu` generalmente, Cn) e un’ipersuper-
ficie chiusa S ⊂ U , strettamente pseudoconvessa, si puo` ompattificare
S mediante una ipersuperficie strettamente pseudoconvessa?
Prob. 4. Siano S una ipersuperficie Levi piatta di C2 edM ⊂ S una 2-sfera.
M e` un bordo in S?
Prob. 5. Sia M una sottovarieta` differenziabile chiusa di C2, Levi piatta e
semplicemente connessa. Le foglie di M sono chiuse?
Prob. 6. Esistenza di un’ipersuperficie Levi piatta con ”ostacoli”.
Sia Ω ⊂ Cz×Ru ⊂ C2 (dove C2 ha coordinate (z = x+ iy, w = u+ iv))
un dominio limitato con frontiera strettamente pseudoconvessa (i.e. il
cilindro dΩ × Rv e` strettamente pseudoconvesso). Siano g : dΩ → Rv
una funzione continua, K ⊂ Ω un compatto e φ : K → Rv continua.
Indichiamo con Γ(g) e Γ(φ) i grafici di g e φ rispettivamente. Sia F la
classe delle funzioni continue f : Ω→ Rv verificanti le condizioni
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(F1) Γ−(f) = {(z, w) : v < f} sia un aperto pseudoconvesso;
(F2) Γ−(f) ⊃ Γ(g);
(F3) Γ(φ) ⊂ Γ−(f).
Posto F = infFf il problema consiste nel dimostrare che
1. F e` continua e F |dΩ = g
2. F ≥ φ
3. il grafico v = F su Ω −K e` Levi piatto i.e. localmente luogo di
famiglie continue di dischi analitici.
Prob. 7. Teorema di Hartogs per i grafici Levi piatti.
Dati Ω e K come nel problema 6. si assume che Ω − K sia connesso.
Sia v − F = 0 un’ipersuperficie Levi piatta su Ω−K (i.e. F e` definita
e continua su Ω −K). Sotto quali condizioni per K il grafico di F si
estende su Ω con un grafico Levi piatto?
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