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a b s t r a c t
In this paper, we investigate the existence and uniqueness of positive solutions for the
following singular fractional boundary value problem
Dα0+u(t)+ f (t, u(t)) = 0, 0 < t < 1,
u(0) = u(1) = 0,
where 1 < α ≤ 2, Dα0+ is the standard Riemann–Liouville differentiation and f : (0, 1] ×[0,∞) −→ [0,∞) with limt→0+ f (t,−) = ∞ (i.e., f is singular at t = 0). Our analysis
relies on a fixed point theorem in partially ordered sets.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Many papers and books on fractional differential equations have appeared recently (see, for example, [1–12]). Most of
themare devoted to the solvability of linear fractional equations in termsof a special function (see, e.g., [3,8]) and to problems
of analyticity in the complex domain [7]. Moreover, Delbosco and Rodino [4] considered the existence of a solution for the
nonlinear fractional differential equation Dα0+u = f (t, u), where 0 < α < 1 and f : [0, a] × R −→ R, 0 < a ≤ +∞
is a given continuous function in (0, a) × R. They obtained their results by using the Schauder fixed point theorem and
the Banach contraction principle. Zhang [11] considered the existence of positive solution for the equation Dα0+u = f (t, u),
where 0 < α < 1 and f : [0, 1] × [0,∞) −→ [0,∞), is a given continuous function by using the sub- and super-solution
methods.
Recently, Bai and Lü [1] have investigated the existence and multiplicity of positive solutions for the boundary value
problem
Dα0+u(t)+ f (t, u(t)) = 0, 0 < t < 1
u(0) = u(1) = 0, (1)
where 1 < α ≤ 2 and f : [0, 1] × [0,∞) −→ [0,∞) is continuous, by using some fixed point theorems on cones.
Motivated by [1], in this paper we discuss the existence and uniqueness of positive solutions for Problem (1) assuming
that f : (0, 1] × [0,∞) −→ [0,∞) is such that limt→0+ f (t,−) = ∞ (i.e., f is singular at t = 0).
Our study is based on a fixed point theorem in partially ordered sets. The existence of fixed points in partially ordered
sets has been considered recently in [13–17]. This work is inspired by papers [13,2,9].
For existence theorems of fractional differential equations and applications, we refer to surveys [5,8]. Concerning the
definitions and basic properties, we refer the reader to [10].
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2. Preliminaries and basic facts
For the convenience of the reader, we present here some notation and lemmas which will be used in the proofs of our
results.
Definition 1. The Riemann–Liouville fractional integral of order α > 0 of a function f : (0,∞)→ R is defined by
Iα0+ f (t) =
1
Γ (α)
∫ t
0
(t − s)α−1f (s)ds,
provided that the right-hand side is pointwise defined on (0,∞), and where Γ (α) denotes the classical gamma function.
Definition 2. The Riemann–Liouville fractional derivative of order α > 0 of a function f : (0,∞)→ R is given by
Dα0+ f (t) =
1
Γ (n− α)

d
dt
n ∫ t
0
f (s)
(t − s)α−n+1 ds,
where n = [α] + 1 and [α] denotes the integer part of α.
The following two lemmas can be found in [10].
Lemma 1. Let α > 0 and u ∈ C(0, 1) ∩ L1(0, 1). Then the fractional differential equation
Dα0+u(t) = 0
has
u(t) = c1tα−1 + c2tα−2 + · · · + cntα−n,
where ci ∈ R (i = 1, 2, . . . , n) and n = [α] + 1 as unique solution.
Lemma 2. Assume that u ∈ C(0, 1)∩ L1(0, 1)with fractional derivative of order α > 0 that belongs to C(0, 1)∩ L1(0, 1). Then
Iα0+D
α
0+u(t) = u(t)+ c1tα−1 + c2tα−2 + · · · + cntα−n,
for some ci ∈ R (i = 1, . . . , n) and n = [α] + 1.
Using Lemma 2, in [1] the following result is proved.
Lemma 3. Given f ∈ C[0, 1] and 1 < α ≤ 2, the unique solution of
Dα0+u(t)+ f (t) = 0, 0 < t < 1,
u(0) = u(1) = 0,
is
u(t) =
∫ 1
0
G(t, s)f (s)ds,
where
G(t, s) =

tα−1(1− s)α−1 − (t − s)α−1
Γ (α)
, 0 ≤ s ≤ t ≤ 1
tα−1(1− s)α−1
Γ (α)
, 0 ≤ t ≤ s ≤ 1.
Remark 1. It is easily checked that G(t, s) is a continuous function on [0, 1] × [0, 1] and it satisfies G(t, s) > 0, for
t, s ∈ (0, 1).
In what follows, we present the fixed point theorem which we will use later. This result appears in [13].
By J we denote the class of those functions β: [0,∞) −→ [0, 1) satisfying the following condition
β(tn)→ 1 implies tn → 0.
Theorem 1 (Theorem 2.1 of [13]). Let (X,≤) be a partially ordered set and suppose that there exists a metric d in X such that
(X, d) is a complete metric space. Let T : X −→ X be a nondecreasing mapping such that there exists an element x0 ∈ X with
x0 ≤ Tx0. Suppose that there exists β ∈ J such that
d(Tx, Ty) ≤ β(d(x, y)) · d(x, y), for x, y ∈ X with x ≥ y.
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Assume that either T is continuous or X is such that
if {xn} is a nondecreasing sequence in X such that xn → x then xn ≤ x for all n ∈ N. (2)
Besides, if
for each x, y ∈ X there exists z ∈ X which is comparable to x and y, (3)
then T has a unique fixed point.
In our considerations, wewill work in the Banach space C[0, 1] = {x : [0, 1] → R, continuous}with the classical metric
given by d(x, y) = sup0≤t≤1{|x(t)− y(t)|}.
Notice that this space can be equipped with a partial order given by
x, y ∈ C[0, 1], x ≤ y ⇔ x(t) ≤ y(t), for t ∈ [0, 1].
In [15] it is proved that (C[0, 1],≤) satisfies condition (2) of Theorem 1. Moreover, for x, y ∈ C[0, 1], as the function
max(x, y) ∈ C[0, 1], (C[0, 1],≤) satisfies condition (3).
3. Main result
Our starting point of this section is the following lemma.
Lemma 4. Let 0 < σ < 1, 1 < α ≤ 2 and F : (0, 1] −→ R is a continuous function with limt→0+ F(t) = ∞. Suppose that
tσ F(t) is a continuous function on [0, 1]. Then the function defined by
H(t) =
∫ 1
0
G(t, s)F(s)ds
is continuous on [0, 1], where G(t, s) is the Green function appearing in Lemma 3.
Proof. We divide the proof into three cases.
Case 1: t0 = 0.
It is easily checked that H(0) = 0. Since tσ F(t) is continuous on [0, 1], we can find a constant M > 0 such that
|tσ F(t)| ≤ M for any t ∈ [0, 1]. Hence
|H(t)− H(0)| = |H(t)| =
∫ 1
0
G(t, s)F(s)ds

=
∫ 1
0
G(t, s)s−σ sσ F(s)ds

=
∫ t
0
tα−1(1− s)α−1 − (t − s)α−1
Γ (α)
s−σ sσ F(s)ds+
∫ 1
t
tα−1(1− s)α−1
Γ (α)
s−σ sσ F(s)ds

=
∫ 1
0
tα−1(1− s)α−1
Γ (α)
s−σ sσ F(s)ds−
∫ t
0
(t − s)α−1
Γ (α)
s−σ sσ F(s)ds

≤
∫ 1
0
tα−1(1− s)α−1
Γ (α)
s−σ sσ F(s)ds
+ ∫ t
0
(t − s)α−1
Γ (α)
s−σ sσ F(s)ds

≤ M
∫ 1
0
tα−1(1− s)α−1
Γ (α)
s−σds+M
∫ t
0
(t − s)α−1
Γ (α)
s−σds
= Mt
α−1
Γ (α)
∫ 1
0
(1− s)α−1s−σds+ M
Γ (α)
∫ t
0
(t − s)α−1s−σds
= Mt
α−1
Γ (α)
∫ 1
0
(1− s)α−1s−σds+ Mt
α−1
Γ (α)
∫ t
0

1− s
t
α−1
s−σds. (4)
If in the integral
 t
0

1− st
α−1 s−σdswe make the change of variables u = st then we obtain∫ t
0

1− s
t
α−1
s−σds = t1−σ
∫ 1
0
(1− u)α−1u−σdu.
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By taking (4) into account,
|H(t)| ≤ Mt
α−1
Γ (α)
∫ 1
0
(1− s)α−1s−σds+ Mt
α−1
Γ (α)
t1−σ
∫ 1
0
(1− u)α−1u−σdu
=

Mtα−1
Γ (α)
+ Mt
α−σ
Γ (α)

· β(1− σ , α),
where β denotes the beta function.
In the last expression, when t → 0 we see that |H(t)| → 0 and this proves the continuity of H at t0 = 0.
Case 2: t0 ∈ (0, 1).
We take tn → t0 and we have to prove that H(tn) → H(t0). Without loss of generality, we consider tn > t0 (the
same argument works for tn < t0).
In fact,
|H(tn)− H(t0)| =
∫ tn
0
tα−1n (1− s)α−1 − (tn − s)α−1
Γ (α)
s−σ sσ F(s)ds
+
∫ 1
tn
tα−1n (1− s)α−1
Γ (α)
s−σ sσ F(s)ds−
∫ 1
t0
tα−10 (1− s)α−1
Γ (α)
s−σ sσ F(s)ds
−
∫ t0
0
tα−10 (1− s)α−1 − (t0 − s)α−1
Γ (α)
s−σ sσ F(s)ds

=
∫ 1
0
tα−1n (1− s)α−1
Γ (α)
s−σ sσ F(s)ds−
∫ tn
0
(tn − s)α−1
Γ (α)
s−σ sσ F(s)ds
−
∫ 1
0
tα−10 (1− s)α−1
Γ (α)
s−σ sσ F(s)ds+
∫ t0
0
(t0 − s)α−1
Γ (α)
s−σ sσ F(s)ds

=

∫ 1
0
(tα−1n − tα−10 )(1− s)α−1
Γ (α)
s−σ sσ F(s)ds−
−
∫ t0
0
(tn − s)α−1 − (t0 − s)α−1
Γ (α)
s−σ sσ F(s)ds−
∫ tn
t0
(tn − s)α−1
Γ (α)
s−σ sσ F(s)ds

≤ M · (t
α−1
n − tα−10 )
Γ (α)
∫ 1
0
(1− s)α−1s−σds+ M
Γ (α)
∫ t0
0
((tn − s)α−1 − (t0 − s)α−1)s−σds
+ M
Γ (α)
∫ tn
t0
(tn − s)α−1s−σds
≤ M(t
α−1
n − tα−10 )
Γ (α)
β(1− σ , α)+ M
Γ (α)
I1n +
M
Γ (α)
I2n , (5)
where
I1n =
∫ t0
0
((tn − s)α−1 − (t0 − s)α−1)s−σds
I2n =
∫ tn
t0
(tn − s)α−1s−σds.
We claim that I1n → 0 when n →∞.
In fact, as tn → t0, then
((tn − s)α−1 − (t0 − s)α−1)s−σ −→ 0, when n →∞.
Moreover,
((tn − s)α−1 − (t0 − s)α−1)s−σ ≤ (|tn − s|α−1 + |t0 − s|α−1)s−σ ≤ 2s−σ
and, as∫ 1
0
2s−σds = 2 s
−σ+1
−σ + 1
]1
0
= 2
1− σ <∞,
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we have that the sequence ((tn−s)α−1−(t0−s)α−1)s−σ converges pointwise to the zero function and |(tn−s)α−1−
(t0− s)α−1|s−σ is bounded by a function belonging to L1[0, 1], then by Lebesgue’s dominated convergence theorem
I1n → 0 when n →∞. (6)
This proves the claim.
Now, we prove that I2n → 0, when n →∞.
In fact, as
I2n =
∫ tn
t0
(tn − s)α−1s−σds
≤
∫ tn
t0
s−σds = 1
1− σ (t
1−σ
n − t1−σ0 )
and, taking into account that tn → t0, from the last expression we get
I2n → 0, when n →∞. (7)
Finally, from (5)–(7) we obtain
|H(tn)− H(t0)| −→ 0, when n →∞.
Case 3: t0 = 1.
It is easily checked that H(1) = 0. Following the same lines in the proof of Case 1, we can prove the continuity of H
at t0 = 1. 
Lemma 5. Suppose that 0 < σ < 1. Then,
max
0≤t≤1
∫ 1
0
G(t, s)s−σds = A
α−1 − Aα−σ
Γ (α)
β(1− σ , α),
where G(t, s) is the Green function appearing in Lemma 3 and A =  α−1
α−σ
 1
1−σ .
Proof. In fact, taking into account Case 1 of Lemma 4, we get∫ 1
0
G(t, s)s−σds =
∫ t
0
tα−1(1− s)α−1 − (t − s)α−1
Γ (α)
s−σds+
∫ 1
t
tα−1(1− s)α−1
Γ (α)
s−σds
=
∫ 1
0
tα−1(1− s)α−1
Γ (α)
s−σds−
∫ t
0
(t − s)α−1
Γ (α)
s−σds
= t
α−1
Γ (α)
∫ 1
0
(1− s)α−1s−σds− 1
Γ (α)
∫ t
0
(t − s)α−1s−σds
= t
α−1
Γ (α)
β(1− σ , α)− t
α−σ
Γ (α)
β(1− σ , α) = t
α−1 − tα−σ
Γ (α)
· β(1− σ , α).
Now, using elemental calculus we can prove that the function f (t) = tα−1 − tα−σ has a maximum at the point t0 = A =
α−1
α−σ
 1
1−σ .
This says us that
max
0≤t≤1
∫ 1
0
G(t, s)s−σds = A
α−1 − Aα−σ
Γ (α)
β(1− σ , α). 
Now, we introduce the following class of functions. By A we denote the class of functions φ: [0,∞) −→ [0,∞)
satisfying:
(i) φ is nondecreasing,
(ii) φ(x) < x, for any x > 0,
(iii) β(x) = φ(x)x ∈ J, where J is the class of functions appearing in Theorem 1.
Examples of functions φ ∈ A are φ(x) = µx, with 0 ≤ µ < 1, φ(x) = x1+x and φ(x) = ln(1+ x).
Denote by K the constant appearing in Lemma 5, i.e.,
K = max
0≤t≤1
∫ 1
0
G(t, s)s−σds = A
α−1 − Aα−γ
Γ (α)
β(1− σ , α).
In what follows, we present our main result.
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Theorem 2. Let 0 < σ < 1, 1 < α ≤ 2, f : (0, 1] × [0,∞) −→ [0,∞) is continuous and limt→0+ f (t, ·) = ∞, tσ f (t, y)
is a continuous function on [0, 1] × [0,∞). Assume that there exists 0 < λ ≤ 1K such that, for x, y ∈ [0,∞) with y ≥ x and
t ∈ [0, 1],
0 ≤ tσ (f (t, y)− f (t, x)) ≤ λφ(y− x),
where φ ∈ A.
Then, Problem (1) has a unique positive solution (this means that x(t) > 0, for t ∈ (0, 1)).
Proof. Consider the cone
P = {u ∈ C[0, 1]: u(t) ≥ 0}.
Notice that, as P is a closed set of C[0, 1], P is a complete metric space. It is easily checked that P satisfies conditions (2) and
(3) of Theorem 1.
Now, for u ∈ P we define the operator T by
(Tu)(t) =
∫ 1
0
G(t, s)f (s, u(s))ds =
∫ 1
0
G(t, s)s−σ sσ f (s, u(s))ds.
By Lemma 4, Tu ∈ C[0, 1]. Moreover, in view of nonnegativeness of G(t, s) and tσ f (t, y), for u ∈ P we have Tu ∈ P . Hence,
T : P −→ P .
In what follows, we check that assumptions in Theorem 1 are satisfied.
First, the operator T is nondecreasing. In fact, taking into account our assumption, for u ≥ v we have
(Tu)(t) =
∫ 1
0
G(t, s)f (s, u(s))ds =
∫ 1
0
G(t, s)s−σ sσ f (s, u(s))ds
≥
∫ 1
0
G(t, s)s−σ sσ f (s, v(s))ds = (Tv)(t).
Besides, for u ≥ v and u ≠ v
d(Tu, Tv) = max
t∈[0,1]
|(Tu)(t)− (Tv)(t)|
= max
t∈[0,1]
((Tu)(t)− (Tv)(t)) = max
t∈[0,1]
[∫ 1
0
G(t, s)(f (s, u(s))− f (s, v(s)))ds
]
= max
t∈[0,1]
[∫ 1
0
G(t, s)s−σ sσ (f (s, u(s))− f (s, v(s)))ds
]
≤ max
t∈[0,1]
[∫ 1
0
G(t, s)s−σλφ(u(s)− v(s))ds
]
.
Taking into account that φ is nondecreasing, from last inequality we get
d(Tu, Tv) ≤ max
t∈[0,1]
[∫ 1
0
G(t, s)s−σλφ(u(s)− v(s))ds
]
≤ max
t∈[0,1]
[∫ 1
0
G(t, s)s−σλφ(d(u, v))ds
]
= λφ(d(u, v)) max
t∈[0,1]
∫ 1
0
G(t, s)s−σds.
Now, Lemma 5 and the fact that 0 < λ ≤ K give us
d(Tu, Tv) ≤ λφ(d(u, v)) · max
t∈[0,1]
∫ 1
0
G(t, s)s−σds ≤ φ(d(u, v))
= φ(d(u, v))
d(u, v)
· d(u, v) = β(d(u, v)) · d(u, v).
Obviously, the last inequality is satisfied for u = v.
Now, taking into account that the zero function satisfies 0 ≤ T0, Theorem 1 says us that the operator T has a unique
fixed point in K , or, equivalently, Problem (1) has a unique nonnegative solution x(t) ∈ C[0, 1].
In what follows, we will prove that x(t) is positive solution.
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In contrary case, there exists 0 < t∗ < 1 such that x(t∗) = 0. As the nonnegative solution x(t) of Problem (1) is a fixed
point of the operator T , this says us that
x(t) =
∫ 1
0
G(t, s)f (s, x(s))ds, for 0 < t < 1,
and, particularly,
x(t∗) =
∫ 1
0
G(t∗, s)f (s, x(s))ds = 0.
The nonnegative character of G(t, s) and f (s, u) and the last relation give
G(t∗, s) · f (s, x(s)) = 0 a.e. (s). (8)
Taking into account limt→0+ f (t, 0) = ∞ means that for M > 0, we can find δ such that, for s ∈ [0, 1] ∩ (0, δ) we have
f (s, 0) > M . Observe that [0, 1] ∩ (0, δ) ⊂ {s ∈ [0, 1] : f (s, x(s)) > M} andµ([0, 1] ∩ (0, δ)) > 0, whereµ is the Lebesgue
measure on [0, 1]. This and (8) give us that
G(t∗, s) = 0 a.e. (s)
and this is a contradiction because G(t∗, s) is a rational function in the variable s.
Therefore, x(t) > 0, for t ∈ (0, 1).
This finishes the proof. 
In what follows, we present an example which illustrates Theorem 2.
Example 1. Consider the following singular fractional boundary value problem
D
3
2
0+u(t)+
λ(t2 + 1) arctan(u(t))√
t
= 0, 0 < t < 1 and λ > 0,
u(0) = u(1) = 0. (9)
In this case, f (t, u) = λ(t2+1) arctan u√
t
, for (t, u) ∈ (0, 1] × [0,∞). Notice that f is continuous in (0, 1] × [0,∞) and
limt→0+ f (t, ·) = ∞. Moreover, σ = 12 and α = 32 .
Now we prove that f (t, u) satisfies assumptions of Theorem 2. Previously, we prove that the function φ, defined by
φ: [0,∞) −→

0,
π
2

φ(x) = arctan x,
satisfies that, for u ≥ v,
φ(u)− φ(v) ≤ φ(u− v).
In fact, as φ(x) = arctan x is a nondecreasing function because φ′(x) = 1
1+x2 > 0 and, consequently, for u ≥ v,
0 ≤ φ(u)− φ(v).
Put φ(u) = arctan u = α and φ(v) = arctan v = β (notice that the nondecreasing character of φ gives us α ≥ β for
u ≥ v).
Taking into account the trigonometric formula
tan(α − β) = tanα − tanβ
1+ tanα tanβ
and, as tanα = u and tanβ = v belong to [0,∞), we can obtain
tan(α − β) ≤ tanα − tanβ.
As φ is nondecreasing, the last inequality gives us
α − β ≤ arctan(tanα − tanβ)
or, equivalently,
φ(u)− φ(v) = arctan u− arctan v ≤ arctan(u− v) = φ(u− v).
This proves our claim.
Now, we check that f (t, u) satisfies assumptions appearing in Theorem 2.
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In fact, for u ≥ v and t ∈ [0, 1]we have
0 ≤ √t(f (t, u)− f (t, v)) = λ(t2 + 1)[arctan u− arctan v]
≤ λ(t2 + 1) arctan(u− v) ≤ 2λ arctan(u− v).
In what follows, we prove that φ(x) = arctan x belongs to A. By elemental calculus, it is easily checked that φ is
nondecreasing and φ(x) < x, for any x > 0.
In order to prove that β(x) = φ(x)x ∈ J, we observe that if β(tn) → 1 then the sequence (tn) is a bounded sequence
because in contrary case, i.e., tn →∞we have
β(tn) = arctan tntn →
π
2
∞ = 0.
Now, suppose that tn ↛ 0. Then we find ϵ > 0 such that for each n ∈ N there exists ρn ≥ nwith tρn ≥ ε.
As (tn) is a bounded sequence, we can find a subsequence (tkn) of (tρn)with tkn → a, for certain a ∈ [0, 1). As β(tn)→ 1,
this implies that
β(tkn) =
φ(tkn)
tkn
= arctan tkn
tkn
→ arctan a
a
= 1,
and, as the unique solution of the equation arctan x = x is x0 = 0 we deduce that a = 0. Therefore, tkn → 0 and this
contradicts the fact that tkn ≥ ε for every n ∈ N.
Consequently, tn → 0 and this proves that β ∈ J.
Finally, Theorem 2 says us that Problem (9) has a unique positive solution for
2λ ≤ 1
K
= 1
1
4
1/2− 14
Γ

3
2
 · β  12 , 32 
= Γ (2)1
4Γ (1/2)
= 4√
π
or, equivalently, λ ≤ 2√
π
.
References
[1] Z. Bai, H. Lü, Positive solutions for boundary value problem of nonlinear fractional differential equation, J. Math. Anal. Appl. 311 (2005) 495–505.
[2] J. Caballero, J. Harjani, K. Sadarangani, Existence and uniqueness of positive and nondecreasing solutions for a class of singular fractional boundary
value problem, Bound. value probl. 2009 (2009) Article ID 421310, 10 pages.
[3] L.M.B.C. Campos, On the solutions of some simple fractional differential equations, Int. J. Math. Sci. 13 (1990) 481–496.
[4] D. Delbosco, L. Rodino, Existence and uniqueness of a nonlinear fractional differential equation, J. Math. Anal. Appl. 204 (1996) 609–625.
[5] A.A. Kilbas, J.J. Trujillo, Differential equations of fractional order: methods, results and problems-I, Appl. Anal. 78 (2001) 153–192.
[6] C.F. Li, X.N. Luo, Y. Zhou, Existence of positive solutions of the boundary value problem for nonlinear fractional differential equations, Comput. Math.
Appl. 59 (2010) 1363–1375.
[7] Y. Ling, S. Ding, A class of analytic functions defined by fractional derivation, J. Math. Anal. Appl. 186 (1994) 504–513.
[8] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equation, Wiley, New York, 1993.
[9] T. Qui, Z. Bai, Existence of positive solutions for singular fractional differential equations, Electron. J. Differential Equations 146 (2008) 1–9.
[10] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integral and Derivative. Theory and Applications, Gordon and Breach Science, Yverdon, Switzerland,
1993.
[11] S. Zhang, The existence of a positive solution for a nonlinear fractional differential equation, J. Math. Anal. Appl. 252 (2000) 804–812.
[12] Y. Zhou, F. Jiao, Nonlocal Cauchy problem for fractional evolution equations, Nonlinear Anal. Real World Appl. 11 (2010) 4465–4475.
[13] A. Amini-Harandi, H. Emani, A fixed point theorem for contraction typemaps in partially orderedmetric spaces and application to ordinary differential
equations, Nonlinear Anal. 72 (2010) 2238–2242.
[14] J. Harjani, K. Sadarangani, Fixed point theorems for weakly contractive mappings in partially ordered sets, Nonlinear Anal. 71 (2009) 3403–3410.
[15] J.J. Nieto, R. Rodríguez-López, Contractive mapping theorems in partially ordered sets and applications to ordinary differential equations, Order 22
(2005) 223–239.
[16] J.J. Nieto, R. Rodríguez-López, Existence and uniqueness of fixed point in partially ordered sets and applications to ordinary differential equations,
Acta Math. Sinica 23 (2007) 2205–2212.
[17] D. O’Regan, A. Petrusel, Fixed point theorems for generalized contractions in ordered metric spaces, J. Math. Anal. Appl. 341 (2008) 1241–1252.
