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Abstract 
We consider Lebesgue-integrable, compactly supported solutions of two-scale differ- 
ence equations and investigate the relations between translates of these solutions. A de- 
tailed study of corresponding invariant subspaces leads to new observations concerning 
the factorization of the refinement mask and certain spectral properties of corresponding co- 
efficient matrices. In particular, new necessary conditions for the existence of integrable, com- 
pactly supported solutions are derived. 0 1998 Elsevier Science Inc. All rights reserved. 
Kqword.s: Refinement equations: Compactly supported; Lebesque-integrable solutions; Spectral 
properties of coeffcient matrices 
1. Introduction 
A two-scale difference equation is a functional equation of the form 
(1.1) 
where c,. are given real or complex constants with COC, # 0 and n 3 1. A func- 
tion cp satisfying (1.1) for all real t, is called rejinahlr. 
* Corresponding author. 
’ Partly lectured by the first author on August 14. 1996, at the Sixth Conference of the 
International Linear Algebra Society in Chemnitz (Germany). 
0024-3795/98/$19.00 0 1998 Elsevier Science Inc. All rights reserved 
PII:SOO24-3795(97)10012-X 
50 L. Berg, G. Plonkrr I Linrur Alg&u cd its Appliuriiom 275-276 (19981 49.- 75 
Functional equations of type (1.1) arise in many contexts, in the construc- 
tion of wavelets as well as in interpolating subdivision schemes. There are a 
lot of papers studying these equations extensively (see e.g. [l-lo]). In particu- 
lar, several special cases of solutions are investigated. For subdivision schemes 
for instance, compactly supported solutions 47 E C(R) (or more generally, 
cp E P(R)) with L’-stable (or P-stable) integer translates are considered 
WW31). 
In what follows, we are interested in (1.1) as a functional equation, and con- 
sider solutions with the following property. 
Definition 1.1. A refinable function cp is called E-solution (essential solution) of 
(1. l), if it is a not identically vanishing, Lebesgue-integrable and compactly 
supported function. Two E-solutions 9, and q2 are not considered as different, 
if there exists a constant c, such that qo, = c(p2 almost everywhere. 
As shown in [2], the assumptions in the definition yield that supp cp & [0, n]. 
By Fourier transform of (1. l), we obtain 
ip(2u) = P(eC”)$(u) (1.2) 
with (ii(~) := j”_“, cp(t)e-‘“’ dt. and with the refinenwnt n?usk (or the tliv-.sc& 
symbol) 
P(z) := ; &zv. (1.3) 
v-0 
Assuming that (1.1) is given with real coefficients c,,, in [2] it is proved that: 
(i) if ]P( l)] < 1 or P( 1) = - 1, then (1.1) has no E-solution; 
(ii) if P( 1) = 1, then (1.1) has at most one E-solution; 
(iii) if IP( 1) 1 > 1, and if an E-solution cp exists, then P( 1) = 2”’ for some non- 
negative integer m. If, in the last case, the coefficients cV (r = 0, . , n) are re- 
placed by 2Y”c,. in (1.1) then the new two-scale difference equation possesses 
a continuous solution g, and cp is the mth derivative of g, 
almost everywhere. 
Hence, we make the following assumption. 
Assumption 1.1. Throughout the paper, we assume that P(1) = 1. 
Then, for the Fourier transform e(u) of a refinable function cp, we obtain by 
repeated application of (1.2) 
(5(u) = fiP(e-“/“): 
/=I 
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where we have assumed that i(O) = &’ q(t) dt = 1 (see [2,11]). 
For t = 0 and t = n, (1.1) simplifies to ~(0) = cocp(O) and q(n) = c,qo(n), re- 
spectively. 
Assumption 1.2. Throughout the paper (disregarding the exceptional case of 
step functions), we assume that CO # 1, c,, # 1. 
This implies together with the foregoing equations that the E-solution Ed sat- 
isfies ~(0) = q(n) = 0. 
For a refinable function 9, we introduce the vector 
$(t) := (q(t), cp(t + l), . . . qJ(t + n - If. ( 1.4) 
Since supp y C [0, n], it suffices to consider $(t) for 0 < t < 1. Further, in view 
of q(O) = q(n) = 0, there is an exact equivalence between cp and the vector $ 
(cf. [5], Proposition 1). 
As in [5,2,3,10,6,1], we introduce the 1 x 2 block Toeplitz matrices 
AC, := (cZjmk), j,k = 0,. . . ,n - 1 and Al := (cZ,_~+~). ,j, k = 0.. .n - 1, where 
c, = 0 for j < 0 and j > n, respectively, i.e., 
Observe that the both matrices AC1 and A, contain M := (c?,_~, ,)y,j_:,, as a sub- 
matrix with the following peculiarity: If M possesses the spectrum spec(M). 
then spec(&) = spec(M) U {CO} and spec(Ar) = spec(M) U {c,?}. 
With the notations above, (1.1) can be written in the vector form 
for O<t< 1. 
The equations in (1.5) imply that 
$( ;) = &(t), i(l +) = A;$(t): (1.6) 
and for t = 0 and t = 1, respectively, 
ti(O) = &I(O). $(I) = Anti. (1.7) 
Introducing the vector $(t) := (q(t). . . , cp(t + n - 2))T, relations (1.7) re- 
duce to the single relation $( 1) = M&( 1). In the case I/?( 1) # 0, which is valid 
for a nontrivial continuous solution (cf. [3], Proposition 2. l), $( 1) is necessarily 
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a right eigenvector of M corresponding to the eigenvalue 1, and, of course, 1 is 
also an eigenvalue of the both matrices A0 and A,. 
Starting with an eigenvector Ic/( 1) of M corresponding to 1, we can recursive- 
ly compute values of cp at dyadic rationals by means of (1.5). This dyadic inter- 
polation method is extensively explained in [3,1]. It also applies if cp has linearly 
dependent integer translates, while the subdivision algorithm usually does not 
work in this case (cf. e.g. [4]). 
The matrix M may have the eigenvalue 1 with a multiplicity greater than 1. 
In this case, only one particular linear combination of corresponding eigenvec- 
tors can lead to an E-solution cp (see Example 2.1). 
In the following, it is also convenient to introduce the infinite matrix 
A := (cZjik)j,k > 0 and the infinite column vector $(t) := (~(t +j))i B I1 of a refin- 
able function cp, so that (1.1) can be written in the form 
(1.8) 
for -cc < t< 1. 
Micchelli and Prautzsch [l] and Colella and Heil [5] succeeded in establish- 
ing necessary and sufficient conditions for the existence of continuous solutions 
of (1.1). They extensively studied the linear space W c UT’, 
W := space {e(t) - $(O): t E [0, 11). 
Conditions could be expressed in terms of the joint spectral radius 
p(Aolw,Al lw) of the two matrices A0 and Al restricted to the subspaces W 
(cf. [.5]). As shown in [5], Proposition 3, W is the smallest subspace of C” invari- 
ant under both A0 and Al, which contains the vector $(l) - $(O). So, if 
$(O), $( 1) are determined by (1.7), then W can be constructed without knowing 
II/ explicitly. 
The space W is uniquely determined by its orthogonal complement Lo c C”, 
Lo := span{w E C’: wT$(t) = wT$(0), t E [O, l]}. (1.9) 
In [3], the special case Lo = span {(l! . . , l)T} has been considered. Further, let 
_YO := span{w = (w,)~~(,: wT$(t) = wT+(0):t E (-03, 11) (1.10) 
with e(t) := (~(t + j))j a o satisfying (1.8). In particular, for tv E Ypo we have by 
definition 
TWjq(t + j) = ’ 
,=a 
(1.11) 
for all t < 1 with a fixed constant c. Since $(t) has only finitely many compo- 
nents different from zero, there arise no convergence problems. 
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Concerning E-solutions, we extend the spaces Lo and Ypo, respectively, to 
L := span{w E C”: wTIC/(t) = c, t E [0, 11, a.e.}, (1.12) 
9 := span{w = (w~)~~“: ivT$(t) = c,t E (-oc, l],a.e.} (1.13) 
with certain constants c which depend on w (or w), but not on t. For simplicity, 
we restrict ourselves to these extended spaces, though several of the following 
results are even valid with respect to LO, YO, and we usually drop the restriction 
“almost everywhere” tacitly. Let us emphazise that (1.1) shall be satisfied in 
any case for all real t. 
In Section 2, the properties of L and _Y are extensively studied. A general 
characterization of elements of _9? will be presented. Similar results can be 
found in [4]. 
Knowing the structure of vectors contained in 9, we are able to derive new 
consequences on eigenvectors of our matrices Ao, A 1 and A, and on zeros of the 
refinement mask P(z) from (1.3) in Section 3. Usually, papers dealing with re- 
finement equations are restricted to the case P( - 1) = 0, i.e., that P(z) possesses 
the factor z + 1. If the subdivision scheme associated with {c,,}:=~ converges 
uniformly (or in D’(R)), then P(- 1) = 0 is necessarily satisfied (see [10,6]). 
Here, we drop this assumption and consider also refinement masks with 
P(-1) # 0; however, we show that the refinement mask P(z) of an E-solution 
of (1.1) always possesses a factor p(z), which is a certain modification of 
(z + 1). This factor p(z) can be considered as the refinement mask of a 
piecewise step function. Moreover, it follows that each E-solution can be rep- 
resented as a finite linear combination of integer translates of a simpler E-so- 
lution of (1.1) with a refinement mask containing the factor (z + 1). The 
arguments can be pushed a little further, also allowing assertions on multiple 
zeros of P(z). 
Finally, in Section 4, the structure of _Y implies consequences on eigenvec- 
tors of the coefficient matrices Ao, AI and A. In particular, it will be shown that 
the matrices &,A, have the eigenvalue 1 also in the general case; however, in 
case of continuous E-solutions, they cannot possess proper root vectors be- 
longing to the eigenvalue 1. As corollaries, we obtain new statements on the 
nonexistence of E-solutions of (1.1). The results will be explained by examples. 
2. Invariant spaces 
We consider the functional equation (1.1) satisfying Assumptions (1.1) and 
(1.2) and possessing an E-solution cp. In this section, we want to derive some 
properties of the corresponding spaces L and Y in (1.12) and (1.13), respective- 
ly. We start with the following basic theorem. 
Proof. Let 4(t) := C:r:A (~(t + 11). Then by (1 .l) it follows for t E [O, I] that 
m(i) +4(T) = 24(t), (2.2) 
since the left hand-side is equal to 
d,(i) +4(T) =g[(P(;+\~) (p(q+,,)] 
11-I ,I 
= y-yyL.k[~(t + 2\, - k) + cp(t + 1 + 2v - li)] 
With regard to Klemmt [ 121, it follows that the only Lebesque-integrable so- 
lution c$(t) of (2.2) is 
almost everywhere for t E [0, 11. According to the definition of 4(t), this is our 
assertion. 0 
Remark 2.1. (1) In papers dealing with the construction of wavelets, (2.1) is 
usually assumed to be true (see e.g. [13,2]). If G(O) # 0, then (2.1) implies that v 
satisfies the moment condition of order 1, i.e., constants can be reproduced by 
integer translates of cp. 
(2) For continuous solutions, it was already shown by Fichtenholz, cf. [14], 
pp. 7899790, that (2.2) has constant solutions only. The proof of Fichtenholz 
also works for Riemann-integrable functions, where (2.1) is valid for all t E R. 
(3) Let us mention that according to Gupta, cf. [15], p. 420, there exist non- 
integrable solutions 4(t) satisfying (2.2) for instance 4(t) = cot (TU) 
(0 < t < 1). In fact, there exist infinitely many nonintegrable solutions, namely, 
given an arbitrary function d(t) for i < t < 1, it can be continued such that (2.2) 
holds. 
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(4) For n = 1, we have q(t) = 4(t) = c, and (1.1) implies either c = 0 or 
c0 = cl = 1, which contradicts Assumption 1.2. Hence, in (1.1) we have in fact 
n 3 2. 
For the next considerations, we repeat the following notation from linear al- 
gebra. A vector 1% is called a left root vector of height k 2 2 belonging to the 
eigenvalue j, of a quadratic matrix M if 
aT(M - il)” = or. UT(A4 - i.1)’ -.’ # OT. 
The left eigenvector L’ of M belonging to i. is the (improper) left root vector of 
height 1. In the following, if we speak about root vectors, then we mean a prop- 
er root vector (of height k 3 2). 
Theorem 2.2. Let cp he an E-solution oj f I. 1) \c,ith Assumptions 1.1 und 1.2. Then 
,fbr the spuce L in (I. 12) the ,fbllolGng assertions ure satisfied. 
(i) The vector e := (1,. . ~ l)T is contained in L. 
(ii) !f’l+, E L, then (u,~A,~)~ E L und (w~AI)~ E L. 
(iii) Let the solution cp he bounded in neighbourhoods of the points k 
(k = 0. . , II). [f i. E C \vith /iI > 1 is an eigenvulue oj’the coeficient mutri.v 
AC1 (or A,), then the left eigenvectors and left root vectors qf A0 (or Al) cor- 
responding to 3. ure contuined in L. 
(ir?) Let the solution cp be continuous in the points k (k = 0,. . . 1 n). Then the 
I<ft eigenvectors and I@ root vectors of A0 (or Al ) corresponding to un eigen- 
v&e 2 Gth Ii.1 = 1 are contuined in L. 
(11) lf’ w E @” is u left eigenvector of both A0 und A, corresponding to the ei- 
genvulue 0, then ~1 E L. 
(vi) The dimension qf L is at most n - 1 
Proof. Assertions (i) and (ii) immediately follow from (1.12), (1.5) and from 
Theorem 2.1. 
(iii) Let i with Ii.1 > 1 be an eigenvalue of Ao, and IV~A~, = 1.~7~. Then we find 
iteratively by ( 1.5) and (1.6) 
If k goes to infinity, it follows, by boundedness of $ in the neighbourhood of 0, 
that \vT$(t) = 0, i.e., w E L with the constant c = 0 in (1.12). Assuming that A,, 
possesses a root vector of height 2, kTAC, = i(ti’ + I+,~), we can use the same 
argument, observing that 
G’$(t) = :GTAC, - wT 
/” 
ti(t) = ;q 5) 
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So, it follows that W E L. Analogously, we can derive the assertion for all root 
vectors. The same arguments apply for eigenvectors and root vectors of Ai, 
using (1.6). 
(iv) For 121 = 1, we obtain the assertion in a similar manner, since the as- 
sumed continuity of cp implies that $ is continuous in 0. In case of 2 # 1, we 
again find c = 0 in (1.12). 
(v) This assertion easily follows from (1.5). 
(vi) If there were n linearly independent vectors w@) (k = 0, , n - 1) in L, 
then ~(~)~$(t) = c@) for k = 0,. . ,n - 1 would yield a solution $(t) with con- 
stant components, i.e., cp(t + j) = Cj for j = 0: . . , n - 1 and 0 < t < 1 a.e. But 
(1.1) yields for 0 < t < 1 that cp(t/2) = cocp(t); hence, by Assumption 1.2, it fol- 
lows that Co = 0, i.e., q(t) vanishes identically on [0, 1). Applying (1 .l) recur- 
sively, we find that cp vanishes identically on [0, n], in contrast to our 
assumption. 0 
Remark 2.2. (1) The boundedness of cp in (iii) for (21 > 1 can be weakened by 
boundedness in right neighbourhoods of k for eigenvalues of As, and 
boundedness in left neighbourhoods of k for eigenvalues of At. 
(2) Analogously, in (iv), for A0 we need continuity of tj(O) from the right; 
and for At, continuity of $( 1) from the left is sufficient. 
(3) Eigenvectors of A0 (or Ai) corresponding to eigenvalues i, with 
0 < 121 < 1 can also be contained in L. For example, consider (1.1) with 
co = cl = c3 = c4 = l/2, c2 = 0. Then A0 possesses the eigenvalues 
l> l/2,1/2, -l/2 with corresponding left eigenvectors WI = (1, 1, 1, l)T, 
w2 = (l,O,O,O)T, w3 = (l,-l,O,l)T and w4 = (l,1,-2,1)T. Observing that 
(O,l,l,l)T is a right eigenvector of A0 to the eigenvalue 1, we find 
$( 1) - $(O) = (l,O, 0: - l)T. For the space W introduced after (1.8), we easily 
checkthat W=span {(1,0,0,-l)‘}, since it is already invariant under both A0 
and A ,. Hence, L is spanned by WI, w3 and ~4. 
(4) If the first five statements of Theorem 2.2 yield n linearly independent 
vectors of a formally constructed space L, then (1.1) has no E-solution. 
Analogous considerations yield the following Corollary. 
Corollary 2.1. Let q be an E-solution of (1.1) with Assumptions 1.1 and 1.2. 
Then for the space 9’ in (1.13) we have. 
(i) The vector e := (1, 1, . .)’ is contained in Y. 
(ii) Ifw E 9, then (w~A)~ E 2. 
(iii) Let the solution cp be bounded in neighbourhoods of the points k 
(k = 0,. . , n). IfA E C with 111 > 1 is an eigenvalue of A, then the left eigen- 
vectors and left root vectors of A corresponding to ,? are contained in 9. 
(iv) Let the solution cp be continuous in the points k (k = 0,. . . , n). Then the 
left eigenvectors and left root vectors of A corresponding to an eigenvalue 2 
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btith Ii1 = 1 are contained in 2. 
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(v) If w is a left eigenvector of both A and A’ := (c~+k+l)~~=~ corresponding to 
the eigenvalue 0, then w E 9’. 
(vi) Jf w E 9’ then w E L for the corresponding restriction. 
Moreover, we have the following theorem. 
Theorem 2.3. Let 9 be an E-solution of (1.1) tvith Assumptions 1.1 and 1.2. Then 
for the spaces L, V in (1.12) and (1.13). respectively, the follo,ving assertions 
are satisjied. 
(ii Ij’w = (w,)yl(; is a left eigenvector or left root vector of AC, to the eigenvalue 
1. Ivith 1 # c,,, then w is uniquely extendable to a left eigenvector or left root 
vector w = (wj)i>O of A. 
(i’) If’w = (w,)yI(; 1s a left eigenvector or left root vector of A, to the eigenval- 
ue & then w is uniquely extendable to a left eigenvector or left root vector 
w = (wj)i > 0 of’ A’ := (clJPk+l)z=“. 
(ii) If’(w.) , , 3 o E 9, then Lye have (wj+k)i ~ 0 E 6” for every k E N. 
(iii) Let w := (wi)~~~ E L and let its extension w := (w~)~~” be contained in 
Y. Then this extension w is uniquely determined by W. 
(iv) If (u’,)~ a 0 E 9, then (w~+~)Y:; E L for every k E No. 
(v) dim Ip < dim L < n - 1. 
Proof. (i) If w is a left eigenvector of A0 corresponding to 1, # 0 and 3. # c,, then 
we have 
for k = 0 ! . . . , n - 1. From this equation, w can successively be extended to a 
vector w = (wi), ~ 0 such that C,:, wjczi_a = i-w, is also satisfied for k > n, 
since j runs in fact up to L(n + k)/2J < k. This means, that w is an eigenvector 
of A to 2. For ;I = 0, w can also be extended to w = (w,)~>~, since the compo- 
nents u’k (k = n. n + 1. .) can be found successively from Et=,, WjCzj_zk+n = 0 
in view of c, # 0. Actually, there are two equations determining wk by w, 
(O<l<k- l), namely 
But the second equation is a consequence of the former ones, since both equa- 
tions are contained in the system (w~)~~~_,,+,A~ = 0 with det A0 = 0. Same ideas 
apply for root vectors. 
(i’) For left eigenvectors of A, we can prove the assertion analogously as 
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(i) considering A’ := (c2i_,+l)$o instead of A. 
(ii) Replacing t by t - k in (1.11) with an arbitrary k E N, we obtain 
Y 
CM’,+& +A = c 
,=-k 
for t < k + 1 and, in view of q(t) = 0 for t < 0, 
(2.3) 
for t 6 1. Hence, (ii) holds. 
(iii) First, it can easily be seen that an E-solution q(t) can neither vanish 
identically in [0, l] nor in [u - l,n], otherwise it would vanish for all 
t E [0, n]. By (2.3) for a certain to E [0, l] with cp(tcr + n - 1) # 0, we find 
,I- I 
EM’,+& +A = c. 
/=o 
This recursion formula shows that w,. for v > n is uniquely determined by the 
initial values wI , . w,,_~, hence there can be at most one extension from w 
to w. 
Assertion (iv) follows from (ii) and from Corollary 2.1 (vi). Finally, (v) is a 
consequence of (iii) and the definition of L. 0 
Remark 2.3. (1) Using Theorem 2.3 (i) and Corollary 2.1 (iii), (iv) we find: if cp 
is bounded in neighbourhoods of the points k (k = 0,. . . , n), and if w E L is a 
left eigenvector or left root vector of A0 (or Al) to the eigenvalue i (Ii1 > l), 
then w is uniquely extendable to w E L. If we replace the boundedness 
condition by continuity in all points k (k = 0,. . n), then this assertion also 
holds for eigenvalues j, with ]il = 1. 
(2) If (w,)T>~A = lL(wi):,,, then we also have (w,,,):, ()A’ = i(w,,+,):,,,. 
(3) For i. = c,,, it can happen that an eigenvector of A0 corresponding to 3, 
cannot be extended to an eigenvector of A, but then it can always be extended 
to a root vector of A corresponding to 1.. For example, consider (1.1) with 
co = cz = l/2, cl = 3/4 and Q = l/4. Then (-2, 1, -2)T is a left eigenvector 
of A0 to l/4. This eigenvector cannot be extended to an eigenvector of A, since 
there is no X, such that (1, -2, x)Ai = i (1~ -2, x). But, since (1. -2, x)’ is a root 
vector of Ai, it can be extended to a root vector of A’; hence (-2,1( -2)T can be 
extended to a root vector of A. 
(4) If a formally constructed space Y has dimension n, then (1.1) has no E- 
solution. 
Considering solutions of (1.1) with linearly independent integer translates, 
we have dim W = n - 1. Hence, dim L = 1, and by Theorem 2.1 it follows that 
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where the index p of the coefficient b, is determined by p = max{j: b, # O}. In 
view of Corollary 2.1 (i), both Eqs. (2.6) and (2.7) are satisfied at least for 
wj = 1 (j E No), and hence, p 3 1. Further, bo # 0 implies that in # 0 for all 
k. The polynomials dk in (2.5) are of degree 1~~ < nk, where ,nk + 1 is the multi- 
plicity of the zero &. in the characteristic polynomial. (The zero polynomial 
dkcj) E 0 is included with degree vk = -1.) 
(2) If we assume first that the zeros ck are simple, then the coefficients dk in 
(2.5) are independent from j. Replacing j successively by 
j+l,j+2,... . j + I- 1 in (2.5) the arising equations can be written in form 
of the system 
1 -I- I il ... 41 
(d,$d& ,... ?d,[;) : : 
( .i 
: . . = (w,,. .w,+,_,). 
1 i, . ;;y 
where the determinant det([i-I):,,,=, is the Vandermondian of [, , . . . , <, and 
therefore different from zero. Hence, all (d&)/ ~ o (k = 1, . : I) are linear com- 
binations of (wj+k), ~ ,, (k = 0, . . . , 1 - l), i.e., in case of dx # 0, also (ii)i ~ ,) is 
contained in 9’. 
(3) In the same manner, we can conclude for variable Q(j), where instead of 
the Vandermondian the confluent Vandermondian appears. In this case, for 
vk > 0, we can enlarge j such that all coefficients of dkQ) are different from ze- 
ro. 0 
Remark 2.4. (1) For ( [i)j 2 ,-, E 9, we have by Theorem 2(ii) 
i;[‘+kcp(t + j) = c 
j-0 
for all k E No. Hence, for k = 0 and k = 1, respectively, 
0 = T[iq(t + j) - T(‘+“o(t + j) = (1 - UC, 
j=O ,:O 
so that c = 0 for i # 1. Only for [ = 1, there can be c # 0. In fact, from 
eT$(t) = 1 for Ji q(t) dt = 1 (see Theorem 2.1) it follows that 
_Y = {w: wT$(t) = 0, t E (-co, 11, a.e.} U {e}. 
(2) Instead of 9, in [4], Theorem 6.4, the structure of 
was considered, with a result similar to Theorem 2.4. Observe that for s = 1, 
N,,, c 90 in view of the substitution N = -j. More precisely, we have 
0~0000 
100~00 
00100~ 
0~0010~ 
000~00 
00000~ 1 
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3’0 = NV U {e}. The investigation of NV was especially addressed in detail for 
the cube spline by Dahmen and Micchelli [16]. 
Example 2.1. We consider (1.1) with the coefficients CO = cg = i, c3 = 1 and 
ci = c2 = c4 = cg = 0, i.e., P(z) = a(1 +z~)~. 
The corresponding matrices A0 and A, read 
A0 = A, = 
The matrix A0 possesses the eigenvalue 1 with multiplicity 2 with corresponding 
right eigenvectors u(O) = (0, 1,2,0,2, l)T, and u(I) = (0, - 1, -2,6, -2, - l)T. 
Analogously, (1,2,0,2, 1, O)T and (- 1, -2,6, -2, - 1, O)T are right eigenvectors 
of A, corresponding to 1. But only the linear combination 
$(O) = (0, 1,2,3,2, l)T = - i Y(‘) + i u(I) leads to an E-solution of (1. I), namely 
{ 
t, O<t<3, 
cp(t)= (6-t), 3<t<6, 
0, otherwise. 
We observe that $(l) - $(O) = (1, 1, 1, -1, -1, -l)T is a right eigenvector of 
both A0 and A, to be the eigenvalue & such that w := 
span(l,l~l,-l,-l,-l)T}. Hence,L is given by 
L = span 
i 
(l,O,O, l,O,O)T,(O, l,O,O, l,O,O)T,(O~O, l,O,O, l)T, 
I (O,O,O,l,-l,O)T,(O,O,O,O.l,-l)T . 
In particular, the left eigenvectors of A0 and AI corresponding to 1 and - 1, are 
contained in L. The vectors in L can be extended to vectors in 9, namely, 
9 = span 
L 
(1,0,0,1,0,0,1,0,0,1,0,0,1,0,0 ,... )‘. 
(0,1,0,0,1,0,0,1,0,0,1,0,0,1,0 )... )T> 
(0,0,1,0,0,1,0,0,1,0,0,1,0,0,1)... )T> 
(O,O, 0, 1, -l,O, 2, -2,o, 3, -3,0,4, -4,. . .)‘> 
(0, 0, 0, 0, 1, -l,O, 2, -2: 0,3, -3,o, 4, -4,. . .)’ 1 
Considering the proof of Theorem 2.4, the characteristic polynomial of the dif- 
ference equation (2.7) reads 
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(1 fzfz? -2 -z4 _ z’) = (z _ I)(= _ ew)2(z _ e4nl:y 
Hence, Y is also spanned by the vectors e := (1, 1. I.. .)T, (e?nl/.!i),2,,, 
Cjezn’l’i)i 2 ,,, (e4”‘/!‘), >, (, and (je4ni”‘), ~ ,~. 
3. Factorization of the mask 
As before, let cp be an E-solution of (1.1) under the Assumptions 1.1 and 1.2, 
and let _Y be defined as in (1.13). Knowing the structure of vectors contained in 
W, we shall derive consequences on eigenvectors of the infinite matrix 
A := (C2r-j),., 2 0 and on zeros of the refinement mask P(Z) defined in (1.3). 
We shall show that for each E-solution cp, the refinement mask necessarily con- 
tains a polynomial factor, which is a certain modification of (1 + z). 
Let x denote an arbitrarily chosen, but then fixed value of the two square 
roots of i (; # 0). 
Theorem 3.1. Let (c’), a 0 E 9’ (c # 0) and 
1 = x(i) := pl/(.~p p = /I(;) := p</c-, (3.1) 
/=o ,-0 
Then, one of the followkg 4 cases arises. 
(i) x = fl = 0; then P(&&) = 0, urzd(<‘),,, is u left rigenvecto,- of’A to the 
eigenvulue 0. 
(ii) p= zd (‘2 # 0); then P(-&) = 0, and ((A)‘),,,, E 9. 
(iii) p = -#xfi (3 # 0); then P(d) = 0, und ((-d)‘),., E 9. 
(iv) 8’ # x’i; then both ((A)‘), 2,j und ((-d)‘),,,, belong to Y. 
Proof. If (<‘)j a 0 E I”, then 
also belongs to _Y, according to Corollary 2.1. 
Cuse (i): From CI = /I = 0 it obviously follows that ([I), ~ ,) is a left zero vec- 
tor of A. Moreover, we find c1+ p/d = P(&d) = 0. 
Case (ii): For /I = x& (Z # 0), the vector (<‘)Ta,oA is equal to (y(d)‘), a0 
and P(8) # 0. Hence, ((v?)‘),,, E 9, and by a - I/& = 0 we obtain that 
P(-&) = 0. Analogously, we can conclude in the case (iii). 
w %up[a!L (z)d yseur luaurauyaJ t2 ieyl ~oqs aht ‘MON .(z uoyas aas) 
aur@aAa payspzs s! (p.z) a[nl wns wy ayl ‘sale[suw$ lak?alu! luapuadapu! 
iC[."?au![ qlr~ pue [u'o] u! I-Ioddns wduro:, ~J!M (['[)30 suoyyos a[qk?.Gaw~ 
.IO+J '(1 +z) JOWJ ayl sassassod (z)d yseur luatuauyal %upuodsal.roD ayl PHI 
SMO[[OJ I! ‘.w[ngyed UI ‘[y puk? Oyy$oq30 Jo~%hwakt?!a IJa[ \! s! ,([ ““‘[) =: a 
~ayl 8u!p[a!lC ‘pawnssc s! (p'z) a["_' tuns IS.ILJ ayl ‘([E] %a aas) suoganba 
luatuauyal JO suogn[os palloddns L[$3cduroD Su!lap!suoD sladcd atuos u[ 
ww aM ‘(9 3923 Lq ‘aauw ‘E/!uza = (fl!,pa)rf ‘I = (f,Fuva)n wyl SMOI~J 
l! E/!Uza = JJP Yl!M E/FuPa = 9 moJ3 ‘41wd ‘27 3 O c l(E,l!uoa) = O c ‘(El,!ua-) 
wyl pue 0 = (,.,,,a)d w!yt Zutp[ariC (un) asw R[dda 01 away am 
‘snw 'E/FUPa = (E/!xZa)d ‘I = (E,,sa)z pug aM ‘+a = 9 pug E/!uZa =Z,5 god 
‘0 = (I-)dleyl(u)aseD icq SMO[[OJ I! ‘[ = p @und ‘aNaH '[ = ([){I = ([);ci 
u!elqo aM ‘[ = I,5 .IOJ ‘1’~ a[duwxq 01 1’~ rualoay1 /([ddr! sn la? '1-s qduwx~ 
'1.f uraloayLj0 uoyzgEIaua8 %~U!MO[[OJ ayl apes aM 
.-T 
p =:a Jowado [yua~ag!p [cnsn ayl salouap a aJayM 
pue ‘(~'1) u! yseur IuamauyaJ ayl s! (z)~ alayM ‘(z)~Jo solaz p[03-~t 30 las ayl 
(ET) 
{[ -,\‘"' 
'0 = ?I' ‘0 = (z)d,,a 
:D 3 z} =: I,,i~ 
auyap aM ‘0~ 3 ,I .10d 
.pa+ap aq u~3 ['E uraJoayJ u! SE suogJasse 
sno2o[eue ‘0 < t\ q$!M 5 3 "'ylJ,\g 3 
! cm3 [wauaS alow ayl 8u!_Iap!suo3 
uopail aql leqi sMo[[o3 I! 
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E-solution q, necessarily possesses a factor p(z) which is a certain modification 
of (z+ 1). 
Theorem 3.3. Assume that (I. 1) &h Assumptions I. 1 and 1.2 possesses an E- 
solution q. Then there is a number k E No. such that p(z) := pk(z) is a factor of 
the rejinement mask P(z), lvhere pi;(z) is obtained iteratively in the jolloGng 
manner.. 
1. PO(Z) := (z+ 1)/2; 
2. p,(z) is obtained by replacing z by z2 in pl_~ (z) or in a polynomial factor of 
p,_,(z) (I = 1,2,. ,k). 
The resulting factor pk(z) oj’P(z) is a polynomial satisfying ph( 1) = 1, and all 
its zeros are roots of - 1 of order 2’ ivith r E (0, . , k}. 
Proof. With the notation e := (1: 1, 1, . . .)T, we have that e E 9 in view of 
Corollary 2.1 (i). Hence, we can apply Theorem 3.1 to < = 1. By 
2P( 1) = a + fl= 2 (with CI, fl defined in (3.1)) we obtain 
eTA = (a, lj,(x,lj,. .) = eT + (U - l)((-l)j)r,, 
Let us first consider the case that a = /3 = 1; i.e., the case (ii) of Theorem 3.1. 
Then, P(-1) = 0, i.e., PO(Z) = (z + 1)/2 is a factor of the mask P(z), and the 
last statement of (ii) (in Theorem 3.1) gives no new relation in view of [ = 1. 
For CI # 1, we have 6’ = (2 - CY)’ # a2, and case (iv) of Theorem 3.1 is ap- 
plicable. Hence, (( - l)‘), a 0 E 9. Now the procedure can be repeated with 
[= -1. 
We compute Z( - l), /3( - 1) and check which of the four cases of Theorem 3.1 
can be applied. For a(- 1) = fl(- 1) = 0, it follows that P(*i) = 0, i.e., 
pi(z) = (1 +z2)/2. If one of the last three cases occurs,, then, again (at least 
one) new element of 9 is found, namely (i’)j ~ ,, or (( -i)‘)j ~ 0, or both of them. 
The procedure must then be applied to the remaining roots [ = i and [ = -i, 
respectively, or to both of them, and so on. Observe, that this algorithm only 
produces numbers [, which are roots of unity, namely roots of - 1 of order 2’ in 
the rth step. Moreover, all elements e, (( - 1 )‘), ~ 0, . . of Y, found iteratively by 
this procedure, are linearly independent. Since the dimension of 9 is finite, we 
must arrive at case (i) (of Theorem 3.1) after finitely many steps, and the pro- 
cedure stops. The algorithm is completely described by determining what to do 
when arriving at one of the cases (i)-(iv), after replacing the factor z - i of 
p,-~(z)byz~-i=(z-JS)(z+JS). 
Case (i) means: (zz - [) is a factor of P(z) and the procedure stops for this [. 
Case (ii) means: (z + JT) is a factor of P(z) and we continue with the factor 
z - & applying Theorem 3.1 to ( (&)‘)j ~ 0. 
Case (iii) means: (z - fi) is a factor of P(z) and we continue with the factor 
z + & applying Theorem 3.1 to ((- fi)‘)j $ ,,. 
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Cuse (iv) means: We continue with both factors (z + &)(z - &) applying 
Theorem 3.1 to both (Jr”),,, and ((-&)‘)iaO. 
Since some factors z - i can be gathered up, we have exactly the procedure 
as described in the theorem leading to a factor p(z) = pk(z) with the mentioned 
properties. 0 
Remarks 3.1. (1) If the refinement mask of an E-solution cp does not possess the 
factor B(Z) = (1 + z)/2, then in view of the foregoing case (i), it has symmetric 
zeros on the unit circle. Hence, the condition that P(z) has no symmetric zeros 
on the unit circle, is necessary for linear independence as well as for Riesz 
stability of integer translates of cp (see e.g. [7], Theorem 3.3). 
(2) Characterising the roots e i’~‘q of - 1 by p/q, we can interpret the result of 
Theorem 3.3 by means of the tree graph in Fig. 1, in order to get the zeros of 
p(z). Geometrically, the endpoints of a certain finite subtree of the graph with 
invariant root 1 form the set R of zeros of a possible factor p(z) = pk(z) in the 
theorem. 
(3) Using the just mentioned characterization of zeros, the simplest zero set 
corresponding to p,,(z) is R = {l}. Other examples for zero sets are R = 
{l/2,3/2} corresponding to pI (z) = (z’ + 1)/2 and R = {l/8,9/8,5/4,3/2} 
corresponding to p3(z) = C(z2 + esini4) (z - e5irr/4) (z + i) with a certain constant 
C. 
The factor p(z)(= pk(z)) f ound in Theorem 3.3 can also be characterized as 
follows: 
Theorem 3.4. The polynomial p(z) cun be found by the iteration process in 
Theorem 3.3 if‘and only if it is of the form 
Fig. I. The directed graph of successive square roots, beginning from -1 = e’” where p/y stands 
for e’“K 4 
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q(z’) P(Z) = 2go 3 (3.4) 
where q(z) is u polynomial oj’the sume degree undpossessing u set Q oj’zeros with 
the jbllowing property: Q contains roots oj’unity with powers of 2 as root expo- 
nent, and it is closed regarding to the operation z + z2 (i.e., jbr z E Q it follo~cs 
that 2 E Q). Moreover, denoting the zero set oj’p(z) by R mnd introducing the set 
2, of all square roots oj’elements qf’ (2, 
0 := {z:z’ E Q}. 
we huve the relations: 
R=e\Q, Q={z”: jEiW.zER}. 
Proof. For m = 1, the representation is valid with q(z) = z - 1. For m > 1, the 
construction of p(z) can be described in the following way: 
9 + 1 = q1 (z)r, (z) + q1 (z)r, (2) = qz(z)?Y(z) 4 . . . 
= ql,(z)rk(z) + qL(z)rh(z?) = 2p(z) 
with polynomials q,(z), ri(z) (i = 1,. ,k) and q,(z)r,(z’) = qi+l(z)r,+l(z) 
(i = 1,. , k - 1). We find recursively 
2p(z) = (z’+ 1,433, 
i 
so that (3.4) is obtained with q(z) = (z’ - 1) nf=, r;(z). Denoting the set of ze- 
ros of p(z) by R := {<, , , I$,,,}, and the zero set of q(z) by Q := ((~1.. . 9 CT,,}, 
Eq. (3.4) shows that 
{~,.,o,:v=l,.... m}={Ja,.-Jo,:v=l...., m}, 
i.e., R U Q = Q with Q := { &, -6: v = 1,. . ? m}. Thus, for every 11, there 
exist numbers a,.. b,. E { 1,. , m} with VT<; = By ~ 0: = oh,. Hence, the set 
{O,,..., o,,} is the closure of the set (5;. . . . 1 (,} by the operation z + z’, 
i.e., Q = {z?‘: j E N.z E R}. Since all 4, are roots of unity with a power of 2 
as root exponent, the 0) have the same property. Finally, since the 2m elements 
of Q are different, it follows that R = 0 \ Q. 
The second direction of the proof follows conversely. 0 
Remark 3.2. (1) In [4], Lemma 6.6, it was already shown that a finite set R of 
complex numbers with the property R C R2 := {z’: z E R} and cardinality n 
can only consist of elements which are roots of unity or zero. Further, for any 
element z E R there are integers k, 1 with 1 < 1 < k < n, such that z’” = z”. 
(2) In the special case 2p(z) = (z*” + l), (3.4) is satisfied with q(z) = z2” - 1. 
Of course, P(z) can have several factors of the type p(z), such that the zeros 5, 
can also appear with a higher multiplicity. 
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(3) If we assume that p(z) has real coefficients only, then p(z) can be decom- 
posed into factors of the form z* + &? + 1. The coefficients ak can be found it- 
eratively from a0 := O,a, := zIz~G, since 
(~‘+~~~+l)(~~~~~~+l)~~4+~~~Z+l. 
The factor pk(Z) of P(z), found iteratively from (z + 1)/2 as described in 
Theorem 3.3, can be considered as the refinement mask of a special compactly 
supported step function. This is the exceptional case, where Assumption 1.2 is 
not satisfied. 
Let 
q(t) = &b!,%!l - 1,) (t E q 
/,:I) 
(3.5) 
with bobk # 0 (k 3 l), and where x(t) is the characteristic function of the inter- 
val [0, l), i.e., 
X(f) = ;, L t E [O, l), t e [O, 1). 
Then according to Lawton et al. [17] we have the following proposition. 
Proposition 3.1. The function cp of the jbrm (3.5) is rejinable, ijand only tj’the 
corresponding refinement mask P( 
Q(z) := (z - l)(.& b,,z”) with 
z is of the jbrm 2P(z) = Q(z’)/Q(z), where ) 
th e coeficients b,. in (3.5), and where the zero 
set {z E @: Q(z) = 0) is closed regarding the operation z + z’. 
Observe that the zeros of Q(z) in Proposition 3.1 can be arbitrary roots of 
unity. The factorization P(z) = p(z)Q(z) with p(z) in (3.4), given by Theorem 
3.4, allows to simplify the E-solution of (1.1). In order to show this, we need 
the following theorem. 
Theorem 3.5. Let P(z) and P(z) be polynomials of‘ the j&w 
P(z) = P, (Z)P?(Zy P(z) = PI (z)&(z), 
where P?(z) = C”= ,, o Y,.z” with ro # 0 and with P( 1) = I’( 1) = 1. Then n’e have: 
Eq. (1.1) with the refinement musk P(z) possesses an E-solution q $and onljs 
if’ (1.1) with P(z) possesses an E-solution (p, and we have, ,fbr t E R, 
q(t) = &,,@(t - 1,) 
I,=0 
(3.6) 
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Proof. Since P( 1) = P( 1) = 1, there exist unique compactly supported distri- 
butions cp, @ satisfying (1.1) with the refinement masks P(z), P(z), respectively 
(see e.g. [ 1 I], Theorem 1.1, [2,18]). The Fourier transforms of cp, @ are given by 
+(u) = ijp,(e~“‘;2’)p2(e-2iu/2’) = p2(e-ii4)fip, (emiU12’)P2(e-iu12’), 
j=l /=I 
G(u) = fip, (e-iu/2’)P2(e-iu/2’), 
j=l 
where the infinite products converge uniformly on every compact subset of C 
(cf. [l 11). Hence, 
^ 
G(u) = P2(e-“)Cp(u). 
Inverse Fourier transform yields that 
This equation shows that if (p is an E-solution, then so is cp; vice versa, if cp is an 
E-solution, then, by ro # 0, the function (p can recursively be constructed by 
means of (3.6) as a nonvanishing locally Lebesgue-integrable function. Since 
@ is compactly supported, 5, is an E-solution. 0 
We easily conclude that, if 4(t) is continuous, then also q(t) is continuous. 
Observe, that PI (z) in Theorem 3.5 is not necessarily a polynomial as in the ex- 
ample P(z) =i(l +z”), P(z) =i(l +z), P,(z) = (1 +1)-l. 
By Theorem 3.4, each E-solution cp of (1.1) has a refinement mask of the 
form P(z) = p(z)Q(z) with 2p(z) = q(z*)/q(z). The polynomial q(z) possesses 
the simple zero 1, i.e., q(z) = (z - l)r(z) with r(1) # 0 (see the proof of Theo- 
rem 3.4). We can apply Theorem 3.5 as in the following proposition. 
Proposition 3.2. Let cp be an E-solution of (1.1) and let Assumptions I.1 und 1.2 
be satisfied. Assume that the corresponding re$nement musk P(z) hus the 
representation P(z) =p(z)Q(z). F ur th er, let p(z) be a polynomial factor of the 
f orm 
P(Z) = 
(1 + z)r(z’) 
2r(z) 
with p( 1) = 1, und with r(z) := C%, r,.z” and ro # 0. Then (1.1) corresponding 
to the rejnement mask p(z) := ((z + 1)/2)Q(z) possesses an E-solution 5, and 
we have 
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Proof. We apply Theorem 3.5 as follows: Putting 
p, @) = (z + 1 m, 
2r(z) ’ 
P*(z) = r(z), 
we have P(z) = Pi (z)Pl(z*). H ence, the refinement mask p(z) = Pi (z)&(z) also 
provides an E-solution (p of (1 .l), and the assertion follows. 0 
Remark 3.3. (1) By Proposition 3.2, each E-solution cp of (1.1) can be 
represented as a finite linear combination of integer translates of an E-solution 
5, with a refinement mask P(z) containing the factor w(z) = (z + 1)/2. This 
argument can even be pushed a little further, showing that each E-solution can 
be given as a finite linear combination of integer translates of a refinable 
function @ with linearly independent integer shifts (see [6], Theorem 5.3). 
(2) If P(z) = P, (z)q(z4) th en it can also be represented as 
P(z) = p* (z2) p’oP2(2)P2(i4) 
and we can apply Theorem 3.5 with Pz(z)P2(z2) instead of P2 (z). Analogously, 
P(z) = P, (z)&(z9 can be reduced to the original case replacing Pz(z) by 
P*(z)P*(z2). . .P*(z*“-I). 
Example 3.2 (to Theorem 3.5). Let P(z) = i(z? + az+ 1)(z4 - az* + 1). A 
corresponding solution cp of (1.1) is 
1 
1, t E [O,l)u [5,6); 
(P(t) = 
1 - vq t E [1,2) u [4,5); 
2 - a, t E [2,4): 
0, otherwise. 
Considering the simplified mask 
P(Z)=~(z*+~z+l)(Z*-\/ZZ+1)=~(z4+1) 
providing the solution (p = x,o,4J (where 31 denotes the characteristic function), it 
follows that 
q(t) = cp(t) - Jz@(t - 1) + cp(t - 2). 
Analogously as in the foregoing theorem, we have the following theorem. 
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Theorem 3.6. Let (1.1) possess an E-solution q(t) and assume that the 
corresponding re$nement mask P(z) factorizes 
P(z) = (z’ + l)Q(z) (I E N) 
Then (1.1) ivith the rejnement mask (2”’ + l)Q(z) (m E N) also provides an E- 
solution Q(t), namely 
l,i_ I 
c?(t) = -yLJ(t - ha). (3.7) 
v=O 
The case m = 2”, 1 = 1 can be treated with both Theorems 3.5 and 3.6 in 
view of 
4. Eigenvectors of the coefficient matrix 
In the considerations above, the structure of the spaces L and 9 has been 
used for deriving assertions on zeros of the refinement mask corresponding 
to E-solutions. As seen in Section 2, eigenvectors and root vectors of Ao: A, 
and A can be special elements of L and 9, respectively. Now, we want to in- 
vestigate conversely, if given zeros of the refinement mask imply consequences 
for the eigenvalues and eigenvectors of the matrices &, A, and A. 
First, we show that there are no (proper) root vectors of A,) and Al corre- 
sponding to the eigenvalue 1 in case of continuous E-solutions. 
Theorem 4.1. Let cp be a continuous E-solution of (1.1). Then the Jordan block in 
the Jordan decomposition of’ A0 (or Al) belonging to the eigenvalue 1 is the 
identity matrix, i.e., there are no root vectors of’ A0 (or Al) belonging to the 
eigenvulue 1. 
Proof. We only show the assertion for A(). 
(1) Observe that by (1.7), A0 possesses the eigenvalue 1. Let us assume that 
there are vectors w := (wi)yli and W := (%);I(; with 
WTAo = WT, GTAo = GT + wTY (4.1) 
so that w is an eigenvector and % is a root vector of height 2 to the eigenvalue 1. 
We show that this assumption leads to a contradiction. By Theorem 2.2 (iv), 1%’ 
and W are contained in L. Further, both the vectors can be extended to 
w = (n&o E 2, +% = (&o E 9 by Theorem 2.3 (i) and Corollary 2.1 
(iv). As we have shown in Theorem 2.4, w and ti can be represented in the form 
(4.2) 
and also all (,r<i), B (,, appearing in (4.2) are contained in 9. We can suppose 
that, for each k, I& and &(j) do not both vanish identically. 
(2) First, let us assume that all dL. & in (4.2) are independent ofj. According 
to (3.2). we have 
(4.3) 
with 
Now, (4.1)-(4.3) yield for j E No 
(4.5) 
(4.6) 
Since ((VW), 2,o and ((-&)‘), ~ o (k = 1.. , I) on the left-hand side and 
K$,,, (k= l....>l) on the right-hand side are linearly independent vectors, 
it follows that some elements of the set {yh, &:k- l.....I} must vanish. On 
the other side, for each k E { 1.. . I}, there exist numbers ph E (0. l}, 
qh E {I,..., /) such that 
where the corresponding coefficients 
do not vanish. Comparing the coefficients in (4.5) and (4.6) we find dh = thdqk 
and dh + & = ch&,, . Iterating the first equation, we must arrive at a cycle, say 
with m steps (1 6 m < I). Then, after changing the notation of the indices. we 
find (disregarding the preperiod) 
d, = c,d?. d2 =czdi. . .d,,, = c,,d,. 
12 L. Berg, G. Plonko I Linear Algebra und its Applications 275-276 (1998) 49-75 
which implies either di = . = d,,, = 0 or ele2 . t, = 1. In the last case, from 
d, fd, = c,dl. dz + & = E&. . . . . A,,, + &, = r,d,. 
we obtain by elimination 
d, = E,(& - dz), &d~=~~(&2d~), . . . . 
d,,z - (m - I)d,, = t,(d, - md,) 
and so 
d, =tlc2.. .cn,(dl -mdl) =dl -mdl. 
It follows as before that dl = 0 and hence, by ei # 0, that 
dl = d3 = = d,,, = 0. If m < 1, we can conclude in any case that also the oth- 
er d,, must vanish. But this contradicts the fact that the eigenvector w is non- 
vanishing. 
(3) Next, we consider the case that dk(j) and &(j) are linear in j, i.e., 
d&) = ak + jbk, dkcj) = iik + jbk with ok, bk, &., bk independent Of j. Eq. (4.3) 
implies by differentiation with respect to [p (which, in this connection, can be 
considered as a variable) and multiplication with ik, 
So (4.1)-(4.3) yield for j E No, 
and an analogous equation with L?k, bk instead of ak, bk on the left-hand side and 
CL=, (ak + jbk + & + jbk) $ on the right-hand side. With the same arguments 
as before, we can derive that &. is of the form (4.7) and a comparison of the 
coefficients of j[L yields 
1 
bk = -ckbyr, 
1 - 
2 
bl, + bk = - Ekbqi 
2 
with ck as in (4.8). Now, we can conclude as before (with (Q/Z) instead of ek) 
that all bk vanish. Moreover, we find bk = &2-“‘bk and ak = EQk with 
E = El . . E,,, that either ak = 0 or bk = 0. In the last case, ak + iik = &k & implies 
as before ak = 0. Hence, in any case, we have a contradiction to w # 0. 
(4) For polynomials dkcj)! &cj) of higher degree the contradiction follows in 
the same manner. 0 
L. Berg, G. Plonkcr / Lineur Algehrrr and irs Applicdons 275-276 11998) 49-75 13 
With the help of the foregoing theorem we simply observe the following cor- 
ollary. 
Corollary 4.1. rf’the matrix A0 (or the matrix Al ) has nonsimple Jordan blocks 
corresponding to the eigenvalue 1, then (1.1) does not possess a continuous E- 
solution cp. 
This case really can happen as is shown by Example 4.1. 
Example 4.1. We consider (1.1) with the coefficients CO = -cd = a, cl = CJ = 1, 
c2 = 0, with a E R. jai < 1, a # 0. We simply observe that the Assumptions 1.1 
and 1.2 are satisfied. However, (1.1) does not possess a continuous E-solution, 
since the corresponding matrix A0 contains a nonsimple Jordan block 
corresponding to 1, 
1 0 0 0 
0 1 a 0 l-a -a 
A0 = 
--1 0 1 1 
0 0 -a 1 a a ii a 0 0 1 0 1 0 1 
Next, assuming that the refinement mask P(z) possesses a factor pk(z) (as de- 
scribed in Theorem 3.3) we are interested in consequences for eigenvectors and 
root vectors of the coefficient matrix A. 
Theorem 4.2. Let (1.1) have an E-solution ivith Assumptions 1.1 and 1.2. Then 
there exists an integer k > 0 such that (eTAk)T is a I& eigenvector of’ A 
corresponding to the eigenvalue 1, and for k 2 1. the vectors (eTAI’+’ - eTA’)T 
(v = 0, , k - 1) are left root vectors of height k - v of A corresponding to the 
eigenvalue 0. Here again, e := (1, 1, .)T. 
Proof. By Corollary 2.1, we have (eTA - eT)T E 6”. Let P(z) possess the factor 
p(z) = pk(Z) found after k iterations as described in Theorem 3.3. Recalling the 
proof of Theorem 3.3, we observe that, by iterative application of (4.3) 
(eTA - eT)Ak = OT, for k 3 0, where 0 := (O,O,. .)T, whereas 
(eTA - eT)Ak-’ # OT for k 3 1. Hence, (eTAk)T is a left eigenvector of A 
corresponding to the eigenvalue 1, and by (eTA”+’ - eTA“)Ak-’ = OT, we 
obtain the assertion concerning the root vectors of A belonging to 0. 0 
Remark 4.1. (1) Obviously, we have the identity 
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k-l 
eta” = eT + C(eT~s+’ _ eT,zj”) 
1,-O 
between the eigenvector eTAh of A corresponding to 1, e, and the root vectors 
of A corresponding to 0. It can easily be seen (by repeated application of (4.3)) 
that eTA’ is a 2’-periodic vector. Writing ei”n = eTAI’+’ - eTA” and 
e(“) = (c:“‘), ~ o for r = 0.. , k - 1, it follows that (es”‘);:;, . . : (e~~2,_,)~~~ also 
belong to L. Moreover, they must be root vectors of height k - v of A0 corre- 
sponding to 0. 
(2) In the case 2P(z) = z?” + 1, we observe that 
eill = (2“:O:. . o,-2“.0 .,.., 0,2”,0 ,...! 0,-2“;0...)T. 
L , -- 
2’-1 ?‘-I 2’L, 
In particular, the et”’ (V = 0 ! .., k - 1) are linearly independent. 
Now, let w E P’, i.e., the elements of w possess the representation (2.5). Then 
we have: 
Proposition 4.1. VW E 9 wYth the representation (2.5) is an eigenvector (or root 
vector) of A corresponding to an eigenvalue i # 0. Then the 51, occuring in the 
representation (2.5) of’ w are roots qf’ unity and the set {&: k = 1,. ~ I} is 
closed regarding to the operation z --i z2. 
Proof. Let w’A = iwT with jb # 0. Assume first that the Q in (2.5) are 
independent of j. Then we obtain, analogously as in the proof of Theorem 4.1, 
&IJ~(~‘~(&)’ + S,(-A)‘) = ;“-&d& (j 3 0) 
k=l h-=I 
with ljr and 6X as in (4.4). Hence, with the same argument as in the proof of 
Theorem 4.1, the assertion follows. Similar ideas apply for polynomials dh(j) 
and for root vectors. 0 
Remark 4.2. (1) In the case i = 0, not only roots of unity but arbitrary ir can 
appear. 
(2) Assertions on eigenvectors and root vectors of A to the eigenvalue 0 can 
be concluded by proving the converse of Theorems 3.1 and 3.2. If both, fl and 
-&, are zeros of the refinement mask P(z), then (i’), ~ 0 is a left eigenvector of 
A corresponding to 0, since CT=, c,( &)’ = 0 and C:=, ci( -&)’ = 0 imply 
that by (4.3) 
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Analogously, if k& E NC”) (with N(‘) defined in (3.3)), then (j”;‘), 2o 
(P = 0,. , v - 1) are eigenvectors of A corresponding to the eigenvector 0. 
References 
[I] C. Micchelli, H. Prautzsch, Uniform refinement of curves. Linear Algebra Appl. 114/l I5 
(1989) 841-870. 
[2] I. Daubechies, J. Lagarias. Two-scale difference equations: I. Global regularity of solutions. 
SIAM J. Math. Anal. 22 (1991) 1388-1410. 
[3] I. Daubechies. J. Lagarias. Two-scale difference equations: 11. Local regularity, infinite 
products of matrices and fractals. SIAM J. Math. Anal. 23 (1992) 103lllO79. 
[4] A. Cavaretta, W. Dahmen, C.A. Micchelli, Stationary subdivision, Mem. Amer. Math. Sot. 
453 (1991) l-186. 
[5] D. Colella, C. Heil, Characterizations of scaling functions: I. Continuous solutions, J. Math. 
Anal. Appl. I5 (I 994) 496-5 18. 
[6] R.Q. Jia, Subdivision schemes in L, spaces. Adv. Comp. Math. 3 (1995) 3099341, 
[7] R.Q. Jia, Refinable shift - Invariant spaces: From splines to wavelets. in: C.K. Chui. L.L. 
Schumaker (Eds.), Approximation Theory VIII. World Scientific, Singapore, 1995. pp. ll30. 
[8] K.S. Lau. J.Z. Wang, Characterization of L”-solutions for the two-scale dilation equations. 
SIAM J. Math. Anal. 26 (1995) 1018~1046. 
[9] G. Griepenberg. On subdivision interpolation schemes, SIAM J. Math. Anal. 27 (1996) 578 
593. 
[IO] N. Dyn, J.A. Gregory, D. Levin. Analysis of uniform binary subdivision schemes for curve 
design, Constr. Approx. 7 (1991) 1277147. 
[I I] L. Villemoes. Wavelet analysis of refinement equations, SIAM J. Math. Anal. 25 (1994) 1433 
1460. 
[I21 H.-J. Klemmt, Ein maBtheoretischer Satz mit Anwendungen auf Funktionalgleichungen, 
Archiv. Math. 36 (1981) 537-540. 
[I 31 1. Daubechies. Ten Lectures on Wavelets. SIAM, PA, 1992. 
[I41 G.M. Fichtenholz, Differential- und Integralrechnung II, Verlag der Wissenschaften. Berlin. 
1966. 
[I51 M. Kuczma, B. Choczewski. G. Ger, Iterative Functional Equations, Cambridge Univ. Press. 
Cambridge. MA, 1990. 
[I61 W. Dahmen, C.A. Micchelli, On the solution of certain systems of partial difference equations 
and linear dependence of translates of box splines, Trans. Amer. Math. Sot. 292 (1985) 305- 
320. 
[I71 W. Lawton, S.L. Lee. Z. Shen. Characterization of compactly supported refinable splines. 
Adv. Comput. Math. 3 (1995) 137-146. 
[I81 G. Deslauriers. J. Dubois, S. Dubuc, Multidimensional iterative interpolation, Canad. J. 
Math. 43 (1991) 2977312. 
[l9] C. Heil. Methods for solving dilation equations, in: J.S. Byrnes et al. (Eds.), Probabilistic and 
Stochastic Methods in Analysis, with Applications, Kluwer Academic. Dordrecht, 1992. pp. 
15-45. 
[20] R.Q. Jia, J.Z. Wang, Stability and linear independence associated with wavelet decomposi- 
tions, Proc. Amer. Math. Sot. I I7 (1993) I1 15-l 124. 
