Recently, some authors have used the sinc-Gaussian sampling technique to approximate eigenvalues of boundary value problems rather than the classical sinc technique because the sinc-Gaussian technique has a convergence rate of the exponential order, O(e 
Introduction
Let E σ (ϕ), σ > , be the class of entire functions satisfying the following condition:
where ϕ is a non-decreasing, non-negative function on [, ∞). On the class E σ (ϕ), Schmeisser and Stenger [] have introduced the so-called sinc-Gaussian operator 
where h ∈ (, π/σ ] and β :
where
The bound of (.) shows that the Hermite-Gauss operator has a higher accuracy than the sinc-Gaussian operator because it has a convergence rate of order O(e -(π -hσ )N/ / √ N). We would like to mention here that the sinc-Gaussian and Hermite-Gauss operators are generalized in [] and extended for entire functions of two variables satisfying some conditions; see [] . This paper is concerned with constructing a new sampling technique to approximate eigenvalues of Sturm-Liouville problems with separate-type boundary conditions using Hermite-Gauss operator H h,N . This sampling technique, which is called a Hermite-Gauss technique, is new and it is expected to give us higher accuracy results. Since alternative samples will be used in our sampling operator, the amplitude error appears in our scheme. For this reason, we will derive estimates for the amplitude error associated with HermiteGauss operator, H h,N . This will be done in the next section. Section  contains the technique adopted and the associated error analysis. The last section involves numerical examples and comparisons.
Amplitude error
In this section, we will investigate the amplitude error associated with the Hermite-Gauss operator (.). The amplitude error arises when the exact values f (i) (nh), i = , , of (.) are replaced by closer approximate ones. We assume that
there is ε > , sufficiently small such that
for all i = , . Now, we define the amplitude error as follows:
In the following theorem, we will estimate a bound for the amplitude error A N (z) on complex domain C. Unreservedly, in this paper we need the bound of amplitude error only on a real domain because the eigenvalues of Sturm-Liouville problem (.)-(.) are real numbers but in the general cases the eigenvalues are not necessarily real and this technique will be used for approximating eigenvalues of different classes of boundary value problems.
Proof From the definition of the amplitude error (.) and in view of (.), we get
Since sinc and sin are entire functions of exponential type, we have
Using the inequality
The summation in (.) is estimated [], Eq (), as follows:
Combining (.) and (.) yields (.).
In the real domain the bound of the amplitude error will be
which is of the uniform type. This bound will be used when we investigate the error analysis of this technique.
The technique and its error analysis
In this section, we discuss the technique and study its error analysis. The error analysis is derived with two types of errors. Now consider the regular Sturm-Liouville problem
with separate-type boundary conditions
where 
Moreover, the eigenvalues are the zeros of the characteristic function, which is defined by
The authors of [] used the successive iterations to prove that D(·) can be written as
where the operators T and T are Volterra operators acting in the space of continuous functions, C [, b] , which are defined, respectively, by
and T  is the identity operator. All series in (.) converge uniformly on [, b] for any
where K k is known,
and U k (μ) involves the infinite sum of integral operators
, the solution y(b, μ) and its derivative y (b, μ) are entire functions in μ and then D(μ) is an entire function. Therefore, U k is also an entire function and then we will prove that U k satisfies the condition (.) of the class 
and thus U k (·) ∈ E b (ϕ) where ϕ := M k is a constant function which is given by
, we approximate the function U k using the Hermite-Gauss operator, (.), where h ∈ (, π/b] and β := (π -bh)/ and then, from (.), we obtain
where the function T k,h,N is defined as
In (.), we let μ ∈ R because all eigenvalues of problem (.)-(.) are real. The samples
explicitly in the general case, so we compute them numerically and this is the reason for the appearance of the amplitude error. According to (.), we have . In all examples of Section , we use the code 'ParametricNDSolve' of Mathematica to compute these values numerically. Now let U k (nh) and U k (nh) be the approximations of the samples U k (nh) and
The solution y(, nh) and its derivative with respect to t, ∂ t y(, nh
Therefore we get, cf. Theorem .,
(.), and (.) implies
Now we determine enclosure intervals for the eigenvalues. Let (μ * )  be an eigenvalue, that is, let D(μ * ) = , and (μ N,k )  be its approximation, N) is computable, we can define an enclosure for μ * , by solving the following system of inequalities:
Its solution in an interval will be denoted by I N,k,ε . In the following theorem, we find a bound for the error |μ * -μ N,k |.
For sufficiently large N , we have the following estimate:
, then from (.) and after replacing μ by μ N,k we get
Using the mean value theorem yields
Since the zeros of D(μ) are simple, for sufficiently large N we have inf ζ ∈I N,k,ε |D (ζ )| >  and then we get (.). In view of (.) and (.), the right hand-side of (.) goes to zero uniformly when N → ∞ and ε → , and therefore |μ
Examples and comparisons
This section includes three examples to illustrate our technique. All examples are computed in [] with the Hermite sampling technique and the authors compare their results with the results of the classical sinc technique. In our approximations, K k of (.) has fewer terms than is used in [] . Note that the accuracy of any sampling technique increases when N is fixed but k increases. As is well known, the sinc-Gaussian is better than the other sampling techniques (classical sinc, generalized sinc, Hermite) because of the convergence rate of all these techniques being of polynomial order; see e.g. [, , , -].
As we mentioned before, the sinc-Gaussian has convergence rate of an exponential order. Therefore, we compare our results only with the results of the sinc-Gaussian technique. As predicted by the error estimates, the Hermite-Gauss technique gives us a higher accuracy result than the results of sinc-Gaussian technique and the accuracy increases when N is fixed, but h decreases without any additional cost except that the function is approximated on a smaller domain. Denote by E G and E H the absolute errors associated with the results of the sinc-Gaussian and Hermite-Gauss technique, respectively. We use Mathematica to derive the following examples.
Example . Consider the Sturm-Liouville problem
with the separate boundary condition of the form
In this case, the characteristic function is
and the exact eigenvalues are μ
Taking k =  in (.) and making some computations gives and then U  ∈ B ∞  . Table  shows the first five approximate eigenvalues of problem (.)-(.) using our techniques with N =  and h =  comparing with the results of the sincGaussian technique.
Example . The boundary value problem where  F  is the hypergeometric function. In this case, putting k =  in (.) implies after some calculations K  (μ) := -μ sin(μ) + μ( + μ  ) cos μ + (μ  -) sin μ μ  .
As in the last examples, we summarize our results of this example in Table  . To compute the absolute error, the exact eigenvalues are computed approximately by Mathematica.
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