The present study investigates the ability of two different artificial neural network (ANN) models and gene expression programming (GEP) technique for estimating daily dew point temperature by using recorded weather data. The weather data used consist of 8 years of daily records of air temperature, wind speed, relative humidity, atmospheric pressure, incoming solar radiation and dew point temperature from two weather stations (Seoul and Incheon, in the Republic of Korea). Two different data management scenarios are applied in this paper. In the first scenario, weather data obtained from each station are used to estimate T dew at the same station (at-station approach). In the second scenario, the ANN and GEP models are used for estimating dew point temperature of each station by using the data of the other station (cross-station application), through the optimal input combinations of the first scenario. Comparison of the results reveals that the GEP model surpasses ANN in estimating daily dew point temperature values.
INTRODUCTION
Dew is a condensation of atmospheric moisture on objects that are colder than the dew point temperature of the surrounding air. From an agricultural point of view, dew phenomenon may decrease the vapor pressure deficit in the vicinity of the dew drops leading to better photosynthesis (Slatyer ) and enhancing water content recovery after extreme water losses (Went ) . Factors affecting the formation of dew phenomenon in natural ecosystems are radiation exchange between the Earth's surface and atmosphere, turbulent heat, and water vapor pressure (Atzema et al. ) .
Dew point temperature corresponds to the circumstances in which the gas is cooled down at a constant pressure so that the relative humidity (R H ) rises above 100% (Berning ) . This is the temperature at which the moisture (water vapor) in the air begins to condense into dew or water droplets. Dew point temperature is termed a conservative property because changes in temperature do not convert an air's dew point temperature. However, the addition or extraction of moisture, to or from an air, will increase or decrease the dew point temperature, respectively. CP-165/UM psychrometric computer is used for the calculation of dew point temperature by using the dry-bulb temperature and the wet-bulb depression. The wet-bulb depression is equal to the difference between the wet-bulb temperature and dry-bulb temperature.
The accurate estimation/prediction of the dew point temperature is very important as it determines whether it will rain or snow as well as how high the danger is for a grass or brush fire during a dry spell. It also can be used for determining the amount of available moisture in the air (Shank et al. ) as well as for estimating the near surface humidity which is crucial from an agricultural viewpoint. Irrigated agriculture also needs the values of this variable for irrigation scheduling (Mahmood et al. ) . Many hydro-climatologic models require dew point values as one of the important input variables for estimating reference evapotranspiration (Mahmood & Hubbard ) .
So far, a number of studies have proposed various approaches for estimating dew point temperature.
In recent years, the application of artificial intelligence (e.g., artificial neural networks (ANNs) and genetic pro- The main purpose of this study is to investigate the ability of GEP and two different ANN methods in estimating daily dew point temperature. Daily weather data from two weather stations, Seoul and Incheon, in the Republic of Korea are used in the present study. GEP models are compared with two different ANN methods, Elman discrete recurrent ANN models trained with (1) conjugate gradient learning algorithm and (2) quick prop learning algorithm.
MATERIALS AND METHODS

Study area and data descriptions
In the present study, daily weather data from two weather stations in the Republic of Korea, namely, Seoul and Incheon stations (operated by the Korea Meteorological Administration), were used for estimating dew point temperature values. Figure 1 shows the locations of the studied weather stations. Table 1 presents the coordinates of the studied stations along with the continentality indexes of and Currey (CI CU ) indexes. These indicators were selected for their simplicity, as they only demand temperature and latitude records.
where M i is the maximum monthly average temperature ( W C); m i is the minimum monthly average temperature ( W C); θ is the latitude (degrees). From the table it can be followed that there are small differences between the stations from the continentality viewpoint.
The data sample consists of daily records of average air temperature (T mean ), relative humidity (R H ), atmospheric pressure (P), solar radiation (R S ), and wind speed (W S ) as well as dew point temperature (T dew ). The existing data cover a period of 8 years (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) , of which the first 6 years (75% of whole data) were used for training the applied models and the last 2 years were reserved for independent testing of the models. Figure 2 shows the time series plot of the observed dew point temperature values during the study period. Table 2 represents the statistic parameters of the used climatic variables in the studied stations.
In the table, the terms X mean , X max , X min , S X , C V and C SX denote the mean, maximum, minimum, standard deviation, coefficient of variation and skewness coefficient, respectively. In both stations, W S data show skewed distribution (see the C SX values in Table 2 ).
Artificial neural networks
Artificial neural networks are massively parallel-distributed data processing systems consisting of a large number of highly interconnected artificial nodes with performance characteristics resembling biological neural networks of the human brain (Haykin ) . Due to the advantages of ANNs in modeling, they have become extremely popular for the forecasting of water resources variables. Feedback in the ANN-based model is advantageous for certain situations. When the output of a node is fed back into a node in an earlier layer, the output of that node is a function of both inputs from the previous layer at time t and its own output that existed at an earlier time, t À Δt, where Δt is (1) and (2).
where Φ ¼ transfer function; X(0) ¼ the input value of input node at time t ¼ 0; V(0) ¼ the output value of hidden node at time t ¼ 0, and Y(0) ¼ output value of output node at time t ¼ 0. As the process proceeds step by step, the feedback terms in the nodes of J and K are not included until time t ¼ 1. The feedback terms, however, must be added for all subsequent times. The output of the networks for nodes J and K at time t ¼ 1 is given by Equations (3) and (4).
The outputs of the networks for nodes J and K at time t ¼ 2 can be calculated by using Equations (3) 
).
Construction of Elman discrete recurrent neural network model
Elman discrete recurrent neural network model (EDRNNM), which was suggested by Elman (), is constructed for dew point temperature estimation in this 
where i, j, k ¼ input, hidden and output layers of EDRNNM; 
Gene expression programming
The procedure starts by random generation of chromosomes of the certain program (initial population), then the generated chromosomes are expressed and the fitness of each individual program is evaluated against a set of fitness cases (Ferreira ) . The programs are then selected according to their own fitnesses (their performance in that particular environment). The mentioned process is repeated until a good solution can be found for the studied phenomenon. In the present work, the GeneXpro program was applied for modeling daily dew point temperature.
The application of GEP involves the following general steps:
1. Selection of fitness function.
2. Choosing the set of terminals T and the set of functions F to create the chromosomes.
3. Choosing the chromosomal architecture.
4. Choosing the linking function.
5. Choosing the genetic operators.
The first step consists of selecting the fitness function.
For the present problem, the root relative square error was selected based on literature review (e.g., Shiri & Kisi a; Kisi et al. , ). The second step consists of choosing the set of terminals T and the set of functions F, to create the chromosomes. In the current problem, the terminal set includes recorded weather parameters:
{T mean , R H , P, R S , and W S }. The choice of the appropriate function depends on the viewpoint of the user. In this study, different mathematical functions were utilized ({ þ ,
The third step is to choose the chromosomal architecture.
Length of head, h ¼ 8, and three genes per chromosomes were employed. The fourth step is to choose the linking function. The linking function must be chosen as 'addition'
or 'multiplication' for algebraic subtrees (Ferreira ) .
Here, the subtrees were linked by addition. The fifth and 
Statistical parameters
Four statistical evaluation parameters were used to assess the models' performances.
1. Coefficient of determination (R 2 ): provides information for linear dependence between observations and corresponding estimates and can be calculated using Equation (6):
2. Root mean square error (RMSE): describes the average magnitude of the errors by giving more weight on large errors and is calculated through Equation (7):
3. Mean absolute error (MAE): is a linear scoring rule and describes only the average magnitude of the errors, ignoring their direction:
4. Nash-Sutcliffe coefficient (NS): the higher the NS value the better the model performance, and vice versa: 
RESULTS AND DISCUSSION
At-station application scenario
Based on the physical factors affecting the dew formation, input variables are selected to be T mean , W S (corresponding to turbulent temperature), R S (corresponding to radiation exchange), P and R H (corresponding to water vapor pressure). Table 3 sums up the introduced input combinations for estimating T dew . In the present study the input variables were introduced step by step, so the final combinations structure consisted of single-, double-, triple-, quadruple-, and quintuple-input combinations. The testing performance of the applied models is listed in Tables 4 and   5 for the Seoul and Incheon weather stations, respectively.
In the tables, the ANN 1 and ANN2 models correspond to the Elman discrete recurrent ANN models trained with (1) conjugate gradient learning algorithm and (2) quick prop learning algorithm, respectively. From the tables it can be seen that the GEP model surpasses the ANN in all introduced input combinations at both stations. Nonetheless, the intercomparison of the ANN models reveals that the ANN1 model gives higher accuracy than the ANN2 for both stations and all input combinations. The comparison of the input combinations used for estimating T dew indicates that the quintuple-input models offer more accurate results than the other applied combinations, whereas of the remainder, the singleinput models are of the lowest accuracy. It can be clearly to generalize the daily dew point temperature.
Observed and estimated T dew values by using the optimal single-input models during the test period are shown in Figure 3 in the form of scatterplots. It is clearly seen from the graphs that a slight difference exists among the GEP, ANN1 and ANN2 models for both stations. This confirms the RMSE and MAE values given in Table 4 . Figure 4 illustrates the estimates of the optimal double-input models Incheon. The reason behind this may be the fact that the Incheon station has higher skewed distributed R H data than the Seoul station. The estimates of the optimal tripleinput models during the test period are shown in Figure 5 .
Here, also, the GEP model provides less scattered estimates than the ANN models for both stations. Observed and estimated T dew values by using the optimal quadruple-and quintuple-input models during the test period are illustrated in Figures 6 and 7 . It is clear from these figures that there is a significant difference between the GEP and ANN models in 
Cross-station application scenario
The estimation of dew point temperature by using nearby station weather data is most important because in some circumstances the weather data of one station may be missing. Table 6 . There are small differences between the two stations from a continentality viewpoint as mentioned in the section Study area and data descriptions (see Table 1 ). It can be clearly seen from the correlation matrix that there is a strong correlation seem to be more successful. The optimal GEP and ANN models whose inputs are T mean and R H perform slightly better than the optimal MLR model whose inputs are T mean , R H , and W S . The difference between the doubleinput GEP and ANN models and triple/quintuple-input models are not significant. GEP models perform better than both the ANN models in estimating T dew values of Seoul station using the nearby station's input data. The ANN1 model having its highest NS value for the second input combination of Case I has better accuracy than the GEP and ANN2 models with respect to NS criteria. In Case II, however, GEP, ANN1 and ANN2 models seem to have similar accuracy from the NS viewpoint. In some combinations, the better accuracy of the MLR models with respect to NS is clearly seen from the figure.
Nevertheless, one of the strong points of the GP (i.e., GEP) model is in giving explicit mathematical expressions for the studied phenomenon. Mathematical expressions of the GEP model for the first and second scenarios are respectively given in Tables 8 and 9 . The goal in the present paper is a generalized function which will capture the process physics or at least perform statistically equivalent on the training and blind test data.
The valid performance metric is the result on totally blind data (data omitted; not used at all in training). The present results, derived from a single chronological data set assignment, should be confirmed in further studies through data set scanning approaches to discuss the minimum data length for similar studies. Further research should also deal with models fed with more climatic inputs as well as under different climatic conditions.
CONCLUSIONS
The accuracy of GEP and two different ANN methods was had slightly worse accuracy than the optimal GEP and ANN models in estimating dew point temperature of Incheon station by using the data of Seoul station. GEP models were found to be better than the ANN models in both cross-station applications. The study showed that the T dew values of Seoul station can be successfully estimated using the T mean and R H data of Incheon station. 
