The adaptive nonmonotone line search for smooth function was proposed by Dai and Fletcher in [20] . In this method, as described in detail previously [21] , ψ r is a reference function value, and it must be improved at each iteration such that
where d k is a descent direction, and δ ∈ (0, 1) is a given constant and α > 0 is the tried stepsize. As described in detail previously [28] , the sequence of α should decrease in this line search procedure, starting with α = 1, until the test condition (1) is satisfied. As described in detail previously [28] , ψ best denotes the current least value of the objective function over all past iterates, that is, ψ best = min 1≤i≤k ψ(x i ) at the k-th iteration. As described in detail previously [28] , l denotes the number of iterations since the value of ψ best was obtained. As described in detail previously [28] , the candidate function ψ c denotes the maximum value of the objective function since the value of ψ best was found. The updating strategy for the reference function value f r is described in detail previously [28] . Suppose that K is a preset positive integer. To allow ψ(x k ) ≥ ψ(x 0 ) on early iterations, we can set ψ r = +∞ initially as described in detail previously [28] . If there is a better function value in K iterations, then the value of ψ r remains unchanged. Otherwise, if l = K, we reset the reference function value ψ r to ψ c and reset ψ c to the current value ψ(x k ) as described in detail previously [28] . A more precise statement is presented in the ANAD algorithm. 
