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ABSTRACT 
We study direction-preserving maps from the vertices of a directed graph Cr to 
the edges of a directed graph ~ and direction-preserving maps from the edges of o ~ 
to the vertices of 6/. 
If f# is any graph, we shall denote its set of vertices by fry and its set of 
edges by fg~. Now suppose f# is a directed graph and A, B ~ ~v.  If  there 
is a directed edge connecting A to B we shall denote it either by (A, B) or 
A ~ B. If there exist vertices A -- Ao, A1, A2 ..... An = B of ~ such 
that Ai_l - ,  Ai for 1 ~< i ~< n then we shall say that A ~- B. If (A, B) and 
(C, D) are directed edges of ~ we shall say that (A, B) --~ (C, D) if B = C 
and that (A, B) ~ (C, D) if either B = C or B =~ C. 
Suppose now that 6~ is a directed graph, that ~ is a directed graph, 
and that f is a function from ~ to ~ ; we shall say that the pair (d ~, f )  
is an edge-dual graph of 0 / i f  for any A, B ~ ~,  we have A =~ B if and 
only if f (A) ~.f(B). 
Suppose next that d ~ is a directed graph, that 0/ is  a directed graph, 
and that F is a function from ~ to 6~, ; we shall say that the pair (5, F) 
is a vertex-dual graph of r if for any a, b E dr, we have a ~- b if and only 
ifF(a) =~ F(b). 
These notions have applications in PERT networks, where ~ may be 
considered an "activity" graph and g a corresponding "event" graph; 
see, e.g., Dimsdale [1], Fulkerson [2], and Kelley [3]. 
* This research was supported in part by National Science Foundation Grant 
GP 5497. 
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We shall give algorithms for constructing minimal edge-dual and 
vertex-dual graphs and characterize them. Different proofs of Theorems 1.1 
and 3.2 have recently been given by Richards [5]. 
1. EDGE-DUAL GRAPHS 
We first prove 
THEOREM 1.1. Every directed graph CI has an edge-dual graph (g, f ) .  
PROOF: Let ff and .Of be disjoint sets, each with the cardinality of ~Y~, 
and let g and h be bijections of ~ onto ~ and Yg', respectively. Put 
8v = fr u ~r The edges of o ~ are defined as follows: For each A ~ ~,  
g(A) --+ h(A) is an edge of o ~, and for each pair A, B ~ 67v with A --~ B, 
h(A) --~ g(B) is an edge of g. For each A E ~v,  definef(A) = (g(A), h(A)). 
It is immediate that, irA, Be  67o and A --+ B, then f(A) => f(B); hence by 
transitivity, if A =~ B, then f(A) ~f(B) .  Conversely, suppose A, B ~ ~ 
and f(A) ~ f(B). Then h(A) ~ g(B) and there exist vertices//1, Ez ..... En 
of g such that Ea = h(A), En = g(B) and Ei ~ E~+I for 1 ~< i < n. Put 
Eo ~- g(A) and En+l = h(B). Now h(A) --~ E2 and thus Ez must be of the 
form g(AO, where Aa~, ,  and A -+Ax.  Next g(A1)--~E ~ so that 
E 3 = h(Ax). Proceeding this way, we obtain vertices A~, A2 ..... A,, of 6~ 
with A~ -~ A~+I for 1 ~ i < m and with n = 2m, such that g(Ai) = E2~ 
and h(Ai) = E2~+x for 1 ~< i ~< m. It is clear that B = A,, and hence A => B. 
I f  ff is a directed graph and A E (r put P(A) = {B~ ff~ : B ~ A} 
and Q(A) = {B ~ ff ~ : A ~ B}; P(A) is the set of predecessors (ancestors) 
of A while Q(A) is the set of successors (descendants) of A. 
In Lemmas 1.1 to 1.5, which follow, we shall assume that 0 / i s  a 
directed graph and that (g , f )  is an edge-dual graph of ~. 
LEMMA 1.1. Suppose A, B~ ; if f(A) = (E, FO and f(B) = (E, F2), 
then P(A) = P(B). 
PROOF: If  C => A and f(C) = (G, H), then (G, H) :~ (E, F1). Hence 
either H = E or H ~ E. In either case f(C) => f(B). so that C :~ B. Thus 
P(A) C P(B) and similarly P(B) C P(A). 
LEMMA 1.2. Suppose A, B ~ ~ ; if f(A) = (Ex, F) and f(B) = (Ez , F), 
then 0(tt) = Q(B). 
PROOF: Similar to that of I_emma 1.1. 
LEMMA 1.3. Suppose A, B, C, D6CI~, and f(A) = (E,F) and 
f(B) = (F, G). Then if A ~ D and C ~ B, we have C ~ D. 
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PROOF: Suppose f (C )= (H, I) and f (D)-= (J, K). Then A ~ D 
implies F ---- J or F =~ J and C =, B implies I = F or I =~ F. Thus either 
I = J or I ~ J and hencef(C) => f(D). Thus C =~ D. 
I f  A, Be  C/~, put U(B)= Oc~e(B)Q(C) and V(A)= ND~O(A)P(D). 
I f  P(B) (respectively, Q(A)) is empty then U(B) (respectively, V(A)) is ~ .  
Note that A ~ V(A), B ~ U(B), and hence P(A) C V(A), Q(B) C U(B). 
LEMMA 1.4. I f  A, B ~ C[v, the following are equivalent. 
(a) U(B)= Q(A). 
(b) V(A)---- P(B). 
(c) 1. A =~ B and 2. I f  C, D ~ ~v , and A => D and C => B, then C =~ D. 
PROOF: We first assume (a) and prove (c). Since B ~ U(B) = Q(A) 
we have A ~ B. Now suppose A ~ D and C ~ B. Then CEP(B)  and 
D~Q(A)  = U(B)CQ(C); hence C =~ O. Next we assume (c) and 
prove (a). Since A E P(B), we have U(B) C Q(A). Now take any D E Q(A). 
Then if C => B, we have C ~ D or D~ Q(C) and hence 
O ~ ncee(n) Q(c) = U(B). 
Thus Q(A)C U(B). The equivalence of (b) and (c) is proved similarly. 
COROLLAaY. I f  A, B ~ ~ and f(A) = (E, F), f(B) = (F, G), then 
U(B) = Q(A) and V(A) = P(B). 
LEMMA 1.5. Suppose B1, Bz ~ ~ ; then U(B1) = U(B2) if and only if 
P(B1) : P(B~), and V(Bx) = V(B~) if and only if Q(B1) = Q(B2). 
PROOF: Suppose P(B1) = P(B~) ---- P. Then 
U(Ba)---- 0 Q(C)= U(B2). 
CeP 
Conversely, if U(B1) = U(B~), then B1 ~ U(B2). Thus if C ~ P(Ba), then 
B1 ~ Q(C) or C ~ P(B1). Hence P(B2) C P(B1) and similarly P(B~) C P(B2). 
The remaining part of the lemma is proved in a similar fashion. 
The following theorem yields sufficient conditions for ( r  to be an 
edge-dual graph for 0/. 
THEOREM 1.2. Let ~ and ~ be directed graphs and f a function frorn 6g~ 
to ~ . Then (~, f )  is an edge-dual graph of 0[ if the following conditions 
hold for A, B ~ ~ : 
(1) l f f (A)  = (E, FO and f(B) = (E, F~), then P(A) = P(B). 
(2) l f  f (A) = (Et , F)andf(B)  = (E2 , F), then Q(A) = Q(B). 
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(3) I f f(A) -- (E, F) andf(B) -- (F, G), then U(B) = Q(A). 
(4) I f  E, F E s , then E --+ F if and only if either there exists C ~ ~ 
such that f(C) = (E, F) or else E :/= F and there exist C, D ~ ~ such that 
C ~ D andf(C) = (E o , E), f(D) = (F, F~). 
PROOF: Suppose A, B~c'l'~. If A---~B, then f (A )~f (B)  by con- 
dition (4). It follows by transitivity that if A ~ B, then f(A) ~ f(B). 
Conversely, supposef(A) :> f(B). Then there exist vertices E0, E1 ..... E,,+I 
in J~ v such that f (A )= (Eo, EO, f(B)-----(E,, En+l), and Ei ~ Es+a for 
0 ~< i ~< n. If n is the least positive integer for which such vertices Ei 
exist, then we shall say f(A) ~ f(B). We now prove by induction on 17 
that i f f(A) ~ f(B), then A ~ B. I f  n = 1, we have f(A) = (Eo, Ea) and 
f(B) = (E 1 , E2). By condition (3), U(B) ~- Q(A) and, by Lemma 1.4, 
we have A ~ B. Now suppose that n >~ 2, that f(A) ~ f(B), and that if 
0 < m < n then f (A ' )  ~ f(Bi)  implies A' ~ B'. We first suppose there 
exists m with 0 < m < n and C~ ~v such that f (C )= (E . . . .  E~,+I ). 
then f(A) ~ f(C) and f(C),~,, f(B). By the induction hypothesis, A ~ C 
and C ~ B; hence A ~ B. Next we suppose that, for each m with 
0 < m < n, there is no C ~ ~v withf(C)  =- (Era, Era+l). By condition (4), 
there exists for each such m, Am, B,,+I ~ ~v and D,, ,  Fm+~  ~ such that 
f(Am) = (Din, Era), f(B,,+l) --:- (E,~+I, F,,+,), and A m --+ Bm+~. Now f(A) = 
(Eo, E0 and f(A1) =- (D1, E0; by condition (2), Q(A) = Q(AI) and, since 
A1 ~ B2, we have A ~ B2. Now suppose we have shown that A ~ Br 
for some r satisfying 2 ~< r ~< n -- 1. Since f(A~) = (Dr, Er) andf(B~) = 
(E~, F~), we find, using condition (3), that U(Br) = Q(A~). Since A~ --+ Br~l 
and A ~ Br, we find from Lemma 1.4 that A ~ B~+x 9 By induction on r 
we obtain A :~ B , .  Finally, f(B) = (E~,, E,+O and f(B,) = (E,,  F,,). 
By condition (1), P(B,) = P(B) and hence A ~ B. 
We now construct he minimal edge-dual graph of O/ mentioned in the 
beginning of this paper. 
By a predecessor ( espectively, successor) set of 6~ we mean a set of the 
form P(A) (respectively, Q(A)), where A ~ ~.  Let P1, P2 ..... Pm be the 
distinct predecessor sets of ~ and let Q1, Q2 .... , Q, be the distinct 
successor sets of ~. Put Us = Oc Q(C), where the intersection is over all 
C e P~ ; and put V; = No P(D), where the intersection is over all D E Qj.  
Then, if P~ = P(A), we have Us = U(A), while, if Q~ = Q(A), we have 
Vj = V(A). From Lemma 1.5, we see that the U~ are all distinct. It is 
possible that some of the U~ equal some of the Qj.  By renumbering, we 
may assume that U~ = Q~ (or equivalently, by Lemma 1.4, that P~ = V0 
for 1 ~< i ~< r, and that U~ :/: Q; if either i > r or j > r. We now let the 
distinct vertices of  d' be Ex, E2 ..... E~, F,+I,  Fr+z ..... F, , ,  and 
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G~+,, G~+2 ..... G,,. It is convenient to define F, and G~ when 1 ~< i ~< r
by putting Fi = Gi = Ei. Now if A ~ 5 and P(A) = Pi,  Q(A) ---- Q~ we 
let (F~, G~.) be a directed edge of g and put f(A) = (F~, Gj). Suppose 
A --+ B is a directed edge of 5wi th  Q(A) ~- Qj and P(B) = Pi.  If F; ~ G~ 
(i.e., U, ~ Qj), we let (Gj, F~) be a directed edge of ~. We now show that 
5 and (d',f) satisfy the hypotheses of Theorem 1.2. First, conditions (1) 
and (2) are satisfied by the definition off. Suppose now thatf(A) ---- (E, F) 
and f(B) = (F, G) and that Q(A) = Q~ and P(B) = P~ . Then F must be 
one of the E~ defined above, i must equal j, and U~ = Q~-. That is, 
U(B) = Q(A), and condition (3) is verified, The verification of con- 
dition (4) is immediate. 
We now prove the minimality of (8,f).  
THEOREM 1.3. Let (8 , f )  be the edge-dual graph of 5 constructed above, 
and suppose (~,  g) is any edge-dual graph of 5. Then there exists a set 
C o~ anda map h from a~  onto ~ such that i fA ~ 5~, then 
g(A) = (Ha, H~) 
where both 111, H~ e a'ff and f(A) = (h(Ha), h(H2)). 
PROOF: Let ~ be the union of the sets of vertices of the form {G, H} 
for which there exists A 6 5v such that g(A) = (G, H). Now if A 6 5v 
and f(A) : (E, F), g(A) : (G, H), put h(G) --- E and h(H) : F. We first 
show this map is well defined. Suppose Be  5v and f (B ) :  (E', F'), 
g(B) = (G, H'). We must show that E' : E. By Lemma 1.1 applied to 
the graph 5 and its edge-dual graph (~-, g), we have P(A) : P(B) = Pi,  
say; thus f(A) : (Ei, F~) and f(B) = (Ei, Fh), so that E = E' : E~. 
Similarly if C ~ 5~ and f(C) = (E", F"), g(C) = (G', H), then F = F". 
Next suppose that A, B 6 5~ and that g(A) : (G, H), g(B) = (H, I); by 
Lemma 1.4, U(B) : Q(A), and so, if f(A) --- (F~, Gk), f(B) : (F~, Gz), 
then Fj : Gk and thus h(H) = Gk is well defined. That h has the properties 
specified in the theorem is clear. 
COROLLARY. The edge-dual graph (g , f )  has the minimal number of 
vertices among all edge-dual graphs of 5. 
PROOF: Let (5 ,  g) be any edge-dual graph of 5 and let ~g' be the 
subset of ~" constructed in the theorem. Then #~ ~< #~ ~< #~~.  
The edge-dual graph (g, f )  defined above will be called the minimal 
edge-dual graph of 5. 
If 0/and ~ are directed graphs and u is a map from 5~ to ~ (alter- 
natively, from 5~ to ~e), we shall say that u is direction-preserving if 
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whenver A, Be  ~ and A ~ B (a,b e~,  and a ~ b), then u(A) ~ u(B) 
(u(a) ~ u(b)). We shall say that u is a direction-isomorphism if u is bijective 
and both u and u -x are direction-preserving. 
THEOREM 1.4. Suppose CI is a directed graph and (e~,f) is its minimal 
edge-dual graph. I f  (~,  g) is an edge-dual graph of C[ and #~ ~ #@~ < ~,  
then the map h defined in Theorem 1.3 is a bijection from ~'~, onto ~ and h -1 
is direction-preserving. 
PROOF: Let a f  be the subset of ~-~ defined in Theorem 1.3. Since 
#o~->~ #aft ~> #~,  we see that a f  = d*~. and h is a bijection of ~-~ 
onto s Now suppose E, F~g~ and E--~F. Then, by construction, 
either there exists A ~ 67/'~ with f(A) = (E, F), or else E :~ F and there exist 
A, B E Q'~ with A --~ B and f(A) = (E', E), f(B) = (F, F'). In the first case 
g(A) = (h-l(E), h-X(F)) and hence h - l (E )~ h-l(F). In the second case 
g(A) = (h-l(E'), h-l(E))andg(B) = (h-l(F), h-~(F')). Since A --+ B, we have 
g(A) ~g(B). Since h is bijective, h-l(E) :7~ h-~(F) and hence h-a(E) ~ h-l(F). 
By transitivity, if E => F, then h-a(E) ~ h-X(F). 
REMARK. We shall show in Section 4 that, under the hypotheses of 
Theorem 1.4, the map h need not be direction-preserving. 
A directed graph f~ is said to be cyclic if there exists A E f~v such that 
A => A. It is said to have a loop if there exists A ~ &v such that A --~ A. 
THEOREM 1.5. The directed graph ~ is cyclic if and only if its minimal 
edge-dual graph ( g , f )  has a loop. 
PROOF: Suppose (E, E) is a loop of d ~. Then it is clear that there exists 
A s ~ with f(A) = (E, E). Since (E, E) => (E, E), we have A =~ A, and 
thus tT/ is cyclic. Conversely suppose tT/ is cyclic, and choose A s ~ 
such that A => A. Now U(A)= Oc~e~a)Q(C). I f  C~ P(A) then 
Q(C) D Q(A), hence U(A) D Q(A). Since A ~ P(A), we have U(A) C Q(A). 
Thus U(A) = Q(A). It follows that the same vertex, say E, of 8 corresponds 
to P(A) and Q(A), and thatf(A) = (E, E) which is a loop of s 
By a maximal cycle of C/we mean a collection of vertices At,  A2 ..... A, 
such that A~ =~ Aj for 1 ~< i , j  ~ n and such that, if B is any vertex of 
with the property that there exists an i such that A~ :~ B and B :~ A~, 
then B is one of the Aj. We then have 
COROLLARY. / f  ( s  is the minimal edge-dual graph of the directed 
graph 6~, then ~ has one loop corresponding to each maximal cycle of 5. 
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I f  A, B ~ 5~ are both vertices of maximal cycles of 5, then f(A) = f(A') 
if and only if A and A' are in the same maximal cycle. 
2. VERTEX-DUAL GRAPHS 
If  g is a directed graph and a e g~, put p(a) = {c e d', : c ~ a} and 
q(a) = {c e ~ : a :~ c). Suppose now that (5, F) is a vertex-dual graph 
of d'. 
LEMMA 2.1. I f  a, b e 6O, and F(a) = F(b), then p(a) = p(b) and 
q(a) = q(b). 
PROOF: Suppose c ep(a); then c => a, henceF(c) :~ F(a) orF(c) :~ F(b). 
Hence c :~ b and thus p(a)Cp(b). Similarly, p(b)Cp(a) and then 
p(a) : p(b). The proof that q(a) = q(b) is similar. 
We now construct a specific vertex-dual graph (5, F) for the directed 
graph 6 ~ We let the vertices of 5 be the ordered pairs of the form (p(c), 
q(c)) where c E 6 ,  and put F(c) : (p(c), q(c)). We let F(a) --* F(b) be a 
directed edge of 6"/ if there exist c, d e 6 such that c - *  d and both 
F(c) ---- F(a), F(d) = F(b). 
THEOREM 2.1. The pair (G, F) is a vertex-dual graph of ~. I f  (~, G) 
is any vertex-dual graph of ~, then #~ ~/ #5~ .
PROOF: I f  a, b ~ 6 and a ~ b, then deafly F(a) ~ F(b). Conversely, 
suppose that F(a) ~ F(b). Then there exist edges a = ao, a l ,  a2 ..... an = b 
of d' such that F(ai_l) -* F(a3 for i ~< i ~< n. Then for each such i, there 
exist ci-1, di ~ 6O, such that F(ci-O = F(ai_O, F(d3 = F(a3, and c~_1 --* d~. 
Since q(c~_O = q(ai-O, we have ai-1-* di, and, since p(di)= p(a3, we 
have a~._l -*  ai 9 It follows that a o :~ an or a :~ b. Now let ~ be the subset 
of ~ consisting of vertices of the form G(a) where a ~ r  We define a 
map h from ~ to 5~ by putting h(G(a)) = F(a). By Lemma 2.1, h is well 
defined. Clearly h is surjective; hence #~ >/#f f  >~ #Sv.  
We call the pair (5, F) defined above the minimal vertex-dual graph of 6". 
3. CHARACTERIZATION 
In this section we characterize the minimal edge-dual and vertex-dual 
graphs. Suppose 6O is a directed graph. I f  there exists a directed graph 0/ 
and a function f from Gv to 6O~ such that (g , f )  is the minimal edge-dual 
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graph of 5, then we shall say that ~ is an edge graph. Similarly, suppose 07 
is a directed graph. If there exists a directed graph ~ and a function 
F from do~ to 5~ such that (5, F) is the minimal vertex-dual graph of do, 
then we shall say that 5 is a vertex graph. 
THEOREM 3.1. The directed graph d ~ is an edge graph if and only if 
for all a, b ~ do~ , p(a) -~ p(b) and q(a) = q(b) imply a = b. 
PROOF: If d ~ is an edge graph and p(a) = p(b), q(a) = q(b) a ~ b, 
then either p(a) or q(a) must be void, for otherwise a and b would connect 
the same pair of vertices of do and hence be equal. But, by construction, 
an edge graph has at most one vertex with no predecessors and at most 
one vertex with no successors, and thus a and b connect he same pair 
of vertices, hence a = b. Conversely, if the condition is satisfied, then the 
construction of (5, F), the minimal vertex-dual graph of d ~, shows that F 
is bijective. It is clear that (d ~ F -a) is the minimal edge-dual graph of 5. 
THEOREM 3.2. The directed graph 5 iS a rertex graph if and only if 
for all A, B, C~5~ : (1) P(A) = P(B) and Q(A) = Q(B) implies A = B; 
(2) A --+ C and B --+ C imply Q(A) = Q(B). 
PROOF: Suppose (5, F) is the minimal vertex-dual graph of ~. Then 
(1) is immediate, while if A --+ C and B -~ C then F-I(A) --~ F-x(C) and 
F-~(B) ~ F-a(C). Thus the second vertices of F-a(A) and F-a(B) are the 
same, and hence q(F-a(A)) -- q(F-I(B)) or Q(A) = Q(B). Conversely, let 
(o~,f) be the minimal edge-dual graph of 5. If C e 5,~, it is easy to verify 
that U(C)= ND Q(D) where the intersection is over all D such that 
D --+ C. But by (2), Q(D) is the same for all such D. Thus if A --+ C, then 
Q(Q) = U(C). It follows from this and the construction of (g , f )  that f is  
bijective, and hence that (6~',f -a) is the minimal vertex-dual graph of do. 
COROLLARY 3.1. Suppose 5 is a vertex graph, that (d',f) is the minimal 
edge-dual graph orS,  and that (~, G) is the minimal vertex-dual graph of do. 
Then G o f is a direction-isomorphism of 5 v onto ~.  
PROOF: By the proofs of Theorems 3.1 and 3.2, G and f are bijective; 
clearly both G o f and its inverse are direction-preserving. 
COROLLARY 3.2. Suppose do is an edge graph, that (gT8, G) is the minimal 
vertex-dual graph of S, and that (~', g) is the minimal edge-dual graph ore. 
Then g o G is a direction-isomorphism of ~ onto ~ . 
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PROOF: By the proofs of Theorems 3.1 and 3.2, g and G are bijective, 
clearly both g o G and its inverse are direction-preserving. 
4. AN EXAMPLE 
We shall construct he vertex-dual graph (6*,f) of the graph 0/ of 
Figure I. 
Flotr~ 1. The graph OL 
Table 1 lists the vertices A of 0/and P(A), Q(A), U(A), V(A). Table 2 
lists the vertices of ~ with their corresponding P or Q and U or V sets, 
in accordance with the construction of Section 1. 
Figure 2 is the graph 6*; the edges of 6. which correspond to vertices 
of 6' /underf are so labeled, while the remaining edges of 6* are dotted. 
Let 6*' be the graph obtained from 6. by adjoining the directed edge 
F7 ~ Fs. It is easy to verify that (r is an edge-dual graph of 6~, that 
FIGURE 2. The graph o ~. 
,) 
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#d~ = #g.~, and that d ~ and d ~' are not direction isomorphic. This shows 
that the map h of Theorems 1.3 and 1.4 need not be direction-preserving. 
We omit constructing the vertex-dual graph of g for, by Theorem 2.1, 
it will be simply the "interchange" graph of d ~ defined in Ore 4, pp. 1%20]. 
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