An experiment enabling extremely high signal-to-noise ratios in the measurement of spectral line shapes is described. This approach, which combines high-bandwidth locking of a continuous wave probe laser and the frequency-stabilized cavity ring-down spectroscopy technique, enables long-term signal averaging and yields high-resolution spectra with a relatively wide dynamic range and low detection limit. By probing rovibronic transitions of the 16 O 2 B band near λ = 689 nm, exceptionally precise measurements of absorption line shape and line position are demonstrated. A signal-to-noise ratio of 220 000 and a minimum detectable absorption coefficient of 2.4 × 10 −11 cm −1 is reported, which corresponds to the lowest line intensity measurable by this setup of approximately 1.3 × 10 −30 cm −1 /(molecule cm −2 ). Careful analysis of the data revealed a subtle line-shape asymmetry that could be explained by the speed dependence of the collisional shift. The demonstrated measurement precision enables the quantification of systematic line-shape deviations, which were approximately 1 part in 80 000 of the peak absorption. The influence of slowly drifting etaloning effects on the precision of the line-shape analysis is discussed. How this method can enable experiments that address a number of fundamental physical problems including the accurate optical measurement of the Boltzmann constant and tests of the symmetrization postulate is also discussed.
I. INTRODUCTION
Recently there have been significant advances in Fouriertransform and laser spectroscopy techniques for measuring absorption line shapes and line parameters. These improvements are associated with increased spectral resolution, higher signal-to-noise ratios (SNRs), and reductions in spectrometerinduced distortions. They enable low-uncertainty measurements of line parameters and increasingly stringent tests of line-shape theories [1] [2] [3] [4] [5] , the combination of which leads to a better understanding of the physical mechanisms that govern spectral line shapes. For example, the application of advanced line-shape analysis to high-accuracy spectroscopic data [2, 4, 6] has made it possible to properly quantify and interpret the effects of Dicke narrowing [7] and the speed dependence of collisional broadening and shifting [8] on observed line shapes. High-precision line parameter data required to model low-intensity molecular spectra are important for the next generation of spectroscopic databases [9] to be used in satellite-based remote sensing of the Earth's atmosphere. In a particularly ambitious application, a satellite-borne spectrometer will be deployed to measure column-integrated O 2 and CO 2 concentrations with relative uncertainties <0.5% [10] . Quantitative analysis of the observed spectra will require detailed knowledge of the relevant line-shape parameters with even lower uncertainty, thus motivating the development of high-SNR spectroscopy and validation of line-shape models for these and other atmospherically relevant gas species.
Application of the difference frequency generation (DFG) technique to laser absorption spectroscopy in the near-and mid-infrared regions [11, 12] engendered possibilities for precise spectroscopy of molecular line shapes. For decades, DFG laser spectroscopy was a source of high resolution and high-SNR data [13] [14] [15] [16] [17] [18] [19] that enabled measurements of several subtle line-shape effects in molecular spectra. The spectrum SNR achieved in these DFG experiments was as high as 10 000 [19] . Also, the development of tunable diode lasers made possible similar measurements in the visible and near-infrared regions [20] [21] [22] [23] [24] [25] . In addition to these laser-based approaches, Fourier-transform spectroscopy with broadband incoherent light sources has been widely used for precise line-shape studies of complex molecular spectra [26] [27] [28] . A review of various spectroscopic experiments applied to the study of line-shape investigation and associated data analysis methods is presented in Ref. [29] . We note, however, that the experimental methods mentioned above are applicable to relatively strong transitions, whereas similar measurements of weak transitions require long optical path lengths under wellcontrolled physical conditions. Therefore, cavity-enhanced methods are the most suitable for line-shape studies of weak transitions. The highest previously reported spectrum SNRs were achieved with the frequency-stabilized cavity ring-down spectroscopy method discussed below. These include studies by Long et al. [30] (CO 2 lines at 1.6 μm, SNR = 28 000 for a single spectrum), and Long et al. [31] (O 2 A-band measurements at 765 nm, SNR = 18 000 for an average of 28 spectra). More recently, De Vizia et al. [32] achieved a SNR = 15 000 for a single spectrum of H 2 18 O lines at 1.38 μm, using a cavity-enhanced spectroscopy technique.
There are a number of other important applications of highperformance absorption spectroscopy presented here. The International Committee for Weights and Measures (CIPM) has recommended redefining the fundamental SI unit of temperature (the kelvin) in terms of the Boltzmann constant, k [33] . The most accurate value of k is based upon the acoustic gas thermometry measurements of Moldover [34] and is specified by the Committee on Data for Science and Technology (CODATA) to be 1.3806488(13) × 10 −23 J K −1 . To minimize uncertainty in the new definition of the kelvin, physically independent measurements of k are desired. Among the proposed alternative methods is Doppler-broadening thermometry of a gas at temperature, T , [35] [36] [37] [38] [39] which yields the product kT in terms of the Doppler-broadened width of an isolated absorption line. These experiments require that the line width be measured with a relative uncertainty at the 10 −6 level. As was shown in Ref. [40] this approach requires extremely high-precision measurements of line shape as well as fitting measured spectra with theory-based profiles that account for collisional broadening, Dicke narrowing, and speed-dependent effects. Several line-shape issues related to optical determination of Boltzmann constant were also discussed in other papers [41, 42] . Another fundamental application includes the search for violations of the symmetrization postulate. These experiments rely on extremely high-sensitivity absorption measurements that reduce the upper bound on the strength of forbidden transitions [43] [44] [45] . Indeed there are several other cases where high-performance absorption can be used to address fundamental physical questions, such as measuring variations in physical constants [46, 47] , detection of parity violations in chiral molecules [48] , and tests of QED that involve measuring transition rates in atomic spectra [49] . High-performance absorption spectroscopy also allows for detection of isotopic composition [50] , deconvolution of hyperfine spectra [51] , and may enable the observation of extremely weak ortho-to-para transitions of hydrogen [52] .
In this paper we demonstrate extremely high-SNR and high-resolution laser spectroscopy of O 2 B band magnetic
This band is commonly used in a number of remote sensing applications, including measurements of cloud-top height and cloud coverage [53, 54] , stratospheric winds [55] , as well as atmospheric pressure and temperature profiles from satellite-borne solar occultation measurements [56] . In the present study, we measured absorption of self-broadened O 2 samples by cavity ring-down spectroscopy.
II. EXPERIMENTAL SETUP
Cavity ring-down spectroscopy (CRDS) is a sensitive laser absorption technique introduced by O'Keefe and Deacon [57] that is based on measuring the absorption-dependent lifetime of photons that exit an optical resonator (ring-down cavity). In the present study, we employ a refinement of CRDS known as frequency-stabilized cavity ring-down spectroscopy (FS-CRDS) [58, 59] . A simplified scheme of the FS-CRDS spectrometer [60] is shown in Fig. 1 . Technical details of this setup and a thorough description of the measurement procedure can be found in [60, 61] . The spectrometer incorporates a mode-matched, rapidly switched, continuous wave external cavity diode laser (ECDL), a length-stabilized twomirror resonator (<1 MHz cavity mode frequency stability) and a high-bandwidth Pound-Drever-Hall (PDH) lock [62] of the probe laser to the ring-down cavity. Mode-matching ensures single-mode excitation of the resonator TEM 00 and results in exponential decay signals. The low-bandwidth cavity length stabilization yields a stable and fixed interval spectrum axis necessary for long-term averaging, and the PDH lock maximizes the SNR and the repetition rate (>14 kHz) of the individual ring-down decay signals.
The nominal empty cavity decay time is 9.7 μs based on a mirror reflectivity of 99.975% and a cavity length The external-cavity diode laser (ECDL) serves as a probe laser. Its beam is directed into the ring-down cavity and phase modulated by an electro-optic modulator (EOM) to generate the PDH-lock error signal on the PDH detector (Det PDH ). The PDH-lock servo controls the probe laser current. The ring-down cavity length is stabilized to the reference HeNe laser by adjusting one ring-down cavity mirror, which is displaced by a piezoelectric transducer (PZT). Cavity length stabilization is achieved with a low-bandwidth FM-lock servo. Here the frequency modulation of the HeNe beam is realized by the acousto-optic modulator (AOM2) and the ring-down cavity transmission signal is measured by the detector (Det R ). Ring-down decays are triggered by a digital delay generator (DDG). When the transmission signal of the probe laser measured by detector (Det P ) reaches a sufficiently high level, the DGG switches off the probe laser beam using acousto-optic modulator (AOM1). At the same time, the DGG triggers data acquisition by the analog-to-digital converter (ADC). PBS is a polarizing beam splitter, DM is a dichroic mirror that separates the HeNe and the probe laser beams, and Cam are the respective cameras used to monitor the transverse modes to which both lasers are locked. λ/2 and λ/4 are half and quarter wave plates, respectively, and M is a concave mirror. of 0.73 m. The free spectral range (FSR) of the cavity is equal to 203.935(2) MHz and corresponds to the frequency interval between consecutive spectrum measurement points presented in this paper. The high-spectral resolution is ensured by active stabilization of the ring-down cavity modes to a frequency-stabilized reference laser [58] . The stability of the frequency axis is of the order of ±1.5 MHz per 3 hours. In the case of perfect mode matching, the PDH technique applied to this system enables the injection of nearly all the laser power into a single cavity mode, with a ring-up and ring-down repetition rate of 14.3 kHz [60] . Typically, 3000 ring-down events are averaged per spectrum point, corresponding to a typical minimum detectable absorption equal to 2 × 10 −10 cm −1 , as reported in [60] . However, in this article the number of measured decays per spectrum point was set to 1000. This approach allowed us to shorten the measurement time, without considerable degradation of the spectrometer sensitivity. Instead, it was possible to average more spectra in a given time interval. Therefore, the proper detection limit for a single spectrum reported here should be about 3 × 10 −10 cm −1 .
In our previous article on 16 O 2 B band measurements, we solved the problem of drift in the PDH error signal offset through the use of an active offset control procedure [61] . This approach prevents loss of the PDH lock and is useful for high-repetition-rate cw-CRDS systems in which continuous interruption of the PDH lock leads to instability. The PDH offset correction enables the automatic recording of multiple spectra. The single spectra presented in this paper spanned a frequency range of about 8 GHz (40 measurement points) and were acquired in less than 2.2 minutes. In this paper, acquisition of the highest number of co-added spectra (1040) was realized by alternate back-and-forth frequency tuning of the probe laser and took about 33 hours.
III. LINE-SHAPE MEASUREMENTS AND ANALYSIS
A. Speed-dependent effects on R7 Q8 16 [63] and measured at a pressure of 933 Pa (7 Torr). This transition was investigated in our earlier papers [64, 65] . However, our previously obtained SNR values of 2000 [64] and 6000 [65] were insufficient to distinguish which theoretical line-shape models best described the measured spectra. The following line-shape models: the Galatry profile (GP) [66] , the Nelkin-Ghatak profile (NGP) [67, 68] , the speed-dependent Voigt profile (SDVP) [8] , and the speed-dependent Nelkin-Ghatak profile (SDNGP) [67, 69] , all of which take into account Dicke narrowing [7] and/or the speed dependence of the collisional broadening and shifting [8] , gave similar fits to the measured line shape. In this work we used all of these profiles and also the more commonly used Voigt profile (VP). However, as we show below, the SDNGP gives the best fit quality under very high SNR conditions. In the case of the SDVP and SDNGP fits, we used a quadratic model for the speed dependence of the collisional broadening and shifting given by Priem et al. [70] . The reduced speed-dependent collisional width and shift functions B W (x), B S (x) [71, 72] appearing in these line-shape models were approximated by the following functions:
where x denotes the reduced absorber velocity and a W and a S are fitted parameters. We note that in our previous investigations of the R7 Q8 16 O 2 transition, the speed dependence of the collisional shift was ignored because of the small self-shifting value determined for this line [64] . Observation and quantification of this weak effect was precluded by the relatively low value of the spectrum SNR. However, in the present work, the enhanced spectrum SNR that we demonstrated for this transition enabled us to observe asymmetry, which we assign to speed dependence of the collisional shift.
In Figs. 2(a) and 2(b) we present results from SDNGP fits to single and averages of 1040 spectra for the R7 Q8 line, respectively. For the single-spectrum case, the difference in fit quality for the symmetric SDNGP case (without the speed dependence of the collisional shift) and asymmetric SDNGP case (with the speed dependence of the collisional shift) is not readily apparent [compare the black squares and green triangles, respectively in Fig. 2(a) ]. On the other hand, for the averaged spectra presented in Fig. 2 (b) differences between these two cases are evident. In particular, the residuals presented in Fig. 2 (b) corresponding to the SNDGP fit without collisional shifting (black squares) exhibit an asymmetric feature near line center. This asymmetry disappears if the speed dependence of the collisional shift is incorporated into the SDNGP fits [green triangles in Fig. 2(b) ]. We note that asymmetry caused by the speed dependence of the collisional shift was observed before for many systems. These include: Ca + Xe [73] , Cd + Xe [74] , Cd + Kr [75] , Ne + Ne [76, 77] [80, 81] , and CO 2 + air [82] , all of which were measured at a relatively high pressure range. Also, spectrum asymmetry recently was observed for self-colliding H 2 18 O molecules at a pressure of 500 Pa (3.75 Torr) [32] . It should be noted that in the case of the R7 Q8 16 O 2 line, the expected asymmetry caused by the speed dependence of the collisional shift should be an order of magnitude smaller than that observed for the H 2 18 O transition measured in Ref. [32] . This is because of the tenfold lower ratio of the collisional shift to the total line width in the case of the 16 O 2 line considered in this study compared to that of the previously investigated H 2 18 O line. For completeness, residuals assuming both the speed dependence of the collisional broadening and shifting as well as etaloning effects (described later) are marked by red points in Figs. 2(a) and 2(b).
Residual plots given in Figs. 2(c)-2(f) correspond to differences between averaged (1040 averages) R7 Q8 line spectra and VP, GP, NGP, and SDVP fits, respectively. For all of these fits, systematic effects associated with two etalons, discussed in the next subsection, also were incorporated. In the case of the SDVP model, both collisional broadening as well as collisional shifting were taken into account. Analysis of residuals from Figs. 2(c)-2(f) shows as expected that the Voigt profile yields the worst results, whereas fit quality is much improved for the GP, NGP, and SDVP cases. We note further that the small asymmetry near line center caused by the speed dependence of the collisional shift (which is apparent for the GP and NGP fits) was removed after application of the SDVP model.
B. Quality of the fit and signal-to-noise ratio
In order to distinguish and quantify the simultaneous effects of systematic distortions and random noise on the measured spectra, we introduce a quantity called the quality of the fit (QF). The QF is defined here as the ratio of the peak absorption signal α max − α min to the standard deviation of the fit residuals calculated from the whole spectrum S R ,
Here α max is a sum of the maximum absorption coefficient and the baseline level of the absorption spectrum α min and S R is the standard deviation of fit residuals calculated from the formula
where M is the number of measurement points in a single spectrum, and k is the number of degrees of freedom corresponding to the number of line-shape parameters for a given theoretical model. The terms α exp (ν i ) and α fit (ν i ) are experimental and fitted absorption coefficients, respectively for a given measurement point of the spectrum. Similarly, we define the signal-to-noise ratio (SNR) as the ratio of peak absorption signal α max − α min to the standard deviation of the fit residuals S R determined from the portion of the measured spectrum that excludes the 2.5 GHz wide spectral region around the line center. This definition allows us to exclude the influence of the fitted line-shape model on the SNR = (α max − α min )/S R . For the case of uniform residuals around zero, S R is a good approximation to the standard deviation of the measured absorption coefficient.
We should emphasize that our definition of QF takes into account not only random noise in the experimental spectrum, as in the case of SNR, but also systematic distortions of the line shape, which for example may be caused by etaloning effects or limitations in the line-shape model. Therefore, in general, the value of QF can depend on the frequency range in which the spectrum was fitted. Nevertheless, in the case of line-shape models that give perfect fits, both figures-of-merit (i.e., QF and SNR) should give similar results and be should be independent of the frequency range.
In Fig. 3 , we summarize the influence of systematic timevarying etalons on the measured QF value for the R7 Q8 O 2 line. All graphs (1)- (5) in Fig. 3 present QF as a function of the number of averaged spectra, N . The calculated QF values for the various line-shape models discussed above are indicated in Fig. 2 .
C. Etaloning effects in spectra averaging
One considerable benefit of co-adding spectra is the reduction of periodic and temporally uncorrelated residual features known as etaloning effects [31] . Kassi et al. reported long-term averaging (43 spectra acquired over one night) for CRDS measurements of the a [83] . They found that the spectrum noise decayed faster than the ergodic 1/ √ N dependence. This behavior was ascribed primarily to etalon phase variation caused by thermomechanical system drift occurring over the duration of the measurement, which resulted in rapid reduction of the interference fringe amplitude.
We investigated how the inclusion of speed-dependent collisional shift, number of etalons, and etalon drift influences the evolution of QF with N . These results are summarized in plots (1)- (5) were the same as the fitted values corresponding to: N = 1040, with speed-dependent collisional shift and two etalons. With no etalon or speed-dependent collisional shift [ Fig. 3, plot (1) ], we find that the QF rapidly increases to a constant value of about 25 000 after averaging only 25 spectra. Figure 3 , plot (2) illustrates that incorporation of the speed-dependent shifting effect increases the maximum QF value by about 2.5 times, consistent with the SDNGP residuals shown in Fig. 2(b) (black squares and green triangles). Adding one etalon with a period of about 4.5 GHz to the Fig. 3 , plot (2) case results in plot (3), for which the QF(N ) dependence is similar in shape to that of plot (2) up to N = 600. For larger N, small differences (caused by etaloning effects) between plots (2) and (3) can be observed. For plot (3), the best etalon parameters were found from SDNGP fits to the average of all spectra, and these etalon parameters were held constant for all the fits used to determine QF(N ). In order to account for drift in etalon phase and amplitude, these two parameters were changed every 100 spectra to values that gave the best fit quality, and this result is presented in plot (4) of Fig. 3 . We also considered the inclusion of a second etalon (period of about 0.4 GHz), and these results are given in plot (5) of Fig. 3 . Because of the higher frequency of the second etalon, the amplitude and phase of both etalons were changed every 50 spectra in plot (5). We find that plots (4) and (5) for QF(N ) are similar throughout the range of N except for the interval N = 200 to 700 where the two curves differ appreciably. The largest discrepancy occurs at N = 350 and was caused by the second etalon, which was observed in the spectrum baseline. For plot (5), the maximum QF occurred at N = 947 and was about 80 000. (1) and (2) of panels (a) and (b), respectively]. In Fig. 3 this effect is manifest as a small difference in QF(N ) of about 6000 between plots (1) and (2). In Fig. 4, graphs (3a) and (3b), we present the fit residuals after taking into account one etalon (denoted by the blue circles). In these cases we also do not see a significant improvement in fit quality compared to graphs (2a) and (2b) [compare also plots (2) and (3) of Fig. 3 ]. As it turned out, the etalon amplitude and especially phase, determined from the fit of N = 1040 averaged spectra, were inadequate for SDNGP fits to N = 200 and N = 350 averaged spectra. Indeed, for Fig. 4 if one compares the etalon phases from graphs (3a) and (3b) with those seen on the residuals, graphs (2a) and (2b), one can see considerable differences between them. This was the motivation for changing the etalon amplitude and phase every 100 spectra as discussed above. The optimal etalons corresponding to the N = 200 and N = 350 cases are presented in graphs (4a) and (4b) of Fig. 4 , respectively. In these, the shape of the fitted etalon function better reflects the shape of the residuals seen in graphs (2a) and (2b) of Fig. 4 . However, the difference between QF values for N = 200 and N = 350 [see graph (4) in Fig. 3 ] is about 20 000. This results from the second etalon, which remains uncompensated, and which is most clearly seen for the case of N = 350 averaged spectra [see graphs (1) - (4) in Fig. 4(b) ]. Nevertheless, this etalon is present over the entire range between N = 201 to N = 700 [see plot (4) in Fig. 3 ]. Considerable improvement in fit quality was obtained after incorporation of the second etalon to the line-shape analysis, as can be seen in the residuals given in graphs (5a) and (5b) of Fig. 4 . Under these conditions, the QF values obtained for both values of N considered are similar [compare plot (5) in Fig. 3 and graphs (5a) and (5b) of Fig. 4 ]. The second etalon presented in Fig. 4 graphs (5a) and (5b) was marked by solid green and green diamond plots. In these graphs, note that the green diamond plot differs from the solid green plot because of undersampling effects.
We note that even the best QF(N ) dependence obtained for the R7 Q8
16 O 2 line [plot (5) in Fig. 3 ] differs significantly from the 8000 √ N dependence [plot (6) of Fig. 3] , expected when the QF is random noise limited. This departure from the random noise limit is caused by additional systematic errors that were not considered in the line-shape analysis and for which detection and assignment is difficult. On the basis of plots (5) and (6) of Fig. 3 , one may say that noise-induced statistical effects dominate over systematic effects only in the range N = 1 to 20, whereas for longer averaging times the influence of drifting systematic effects on the QF becomes more noticeable. To more carefully analyze the contribution of random noise and its reduction with averaging, we computed the dependence of the standard deviation of the fit residuals S R , on the number of averaged spectra for the R7 Q8 and R41 R41 16 O 2 B-band lines, and these results are presented in Fig. 5 . Here, the black dashed line and the red solid line correspond to the power-law functions aN −0.5 and a fit N −μ respectively, where a is the noise amplitude of the first spectrum, a fit is a fitted noise amplitude, and μ is the decay exponent, which was treated as a fitted parameter. In the case of the R7 Q8 transition, a, a fit and μ are: 0.00052 × 10 −6 cm −1 , 0.00053 × 10 −6 cm −1 , and 0.45, respectively. However, we note that the power-law fit for the R7 Q8 line was realized in the range between N = 1 and N = 20. As seen in Fig. 5 , the observed behavior is accurately modeled by a S R (N = 1)/ √ N dependence. This result is consistent with our previous discussion of Fig. 3 . As we checked, power fit realizations in the range wider than N = 1-20 gave systematically smaller values of μ down to a minimum value of 0.24 corresponding to the case where the data were fit over the entire range of N .
D. Influence of systematic errors on precision of line-shape parameters
In our line-shape analysis, we constrained a S to be equal to a W and we fit the collisional shift. This was necessary because the collisional shift for the R7 Q8 transition is highly uncertain and is strongly correlated with the a S parameter. The resulting values of the R7 Q8 line area, the collisional width and shift, the line narrowing, and a W parameters obtained for the SDNGP are summarized in Table I . These results take into account speed dependence of collisional broadening and collisional shifting as well as etaloning effects.
For all line profile calculations, we fixed the Doppler broadening parameter to the value corresponding to the measured temperature of 295.5(1) K. We note that when the SDNGP is used for data analysis, the asymmetry of the measured line shape can be described by the product of a S of collisional shift and an empirical parameter describing its speed dependence a S . Assuming equality between the a W and a S parameters, we obtained = −1.244(33) MHz from the fit. Obviously, any change in the assumed value of a S will lead to a different determination of . Therefore, the parameter should not be assigned to the physical collisional shift. Moreover, the observed line asymmetry can also be caused by several other physical effects, such as correlations between velocity-and phase-changing collisions [14, 67, 84] , finite collision duration time [85] , or line mixing [86] (see also Refs. [2, 87] ).
In Table I we give only statistical uncertainties of the fitted line parameters, consistent with the random noise-limited SNR of our measured spectra. In order to investigate the influence of systematic drifts in precision of the measured line-shape parameters, we computed the Allan deviations [88] of the fitted line center, collisional width, and line area. The black dotted and red circle plots in Fig. 6 correspond to two SDNGP fits, without the speed dependence of the collisional shift and etalons, and with collisional shift and incorporation of two etaloning effects, respectively. For all three fitted parameters, the two Allan deviation curves associated with both fits are quite similar. The blue data shown on each graph represent the time dependence of the given line-shape parameter. As seen from Figs. 6(a)-6(c) any systematic drifts of temperature, pressure, or spectrum frequency axis can seriously limit the optimal number of averaged spectra. In the case of the line area [ Fig. 6(c) ], satisfactory precision can be obtained after averaging as few as 30 spectra. In the case of the collisional width parameter [ Fig. 6(b) ], the situation is more complicated because of specific irregularities observed for the Allan deviation function. For this case, more data should be acquired in order to capture the strange behavior of the Allan deviation at the end of the record. For the line center results given in Fig. 6(a) , the precision continuously increases with the number of averaged spectra up to N = 200. In this case, more spectra should be averaged in order to find the optimal value of N . The initial slope of an Allan deviation plot (on a log-log scale) is close to −1/2 when the distribution of measured values is approximately Gaussian (see, for example, Ref. [60] ). Indeed, we find that the respective Allan deviation curves for the line area and collisional width parameters 6(c)] have an initial slope that is nearly equal to −1/2. Further, we note that the histogram of measured line areas is essentially Gaussian as evidenced by the fitted distribution shown in Fig. 7(a) . We also observed a nearly Gaussian distribution for the measured collisional widths. In contrast, for the fitted line center, the Allan deviation curve exhibits corrugations and its initial slope is not close to −1/2 [see Fig. 6(a) ]. Also, the histogram of measured line centers exhibits a bimodal, non-Gaussian saddle shape. It should be noted that the nominal 1.1 MHz line center fluctuations seen in Fig. 7 (b) are associated with fluctuations in the HeNe reference laser frequency to which our ring-down cavity length and frequency axis are actively stabilized. [58, 60, 89] .
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IV. DETECTION LIMIT
To quantify the detection limit, we probed the relatively weak R41 R41
16 O 2 B-band transition, which has an intensity at room temperature equal to 2.716 × 10 −29 cm −1 /(molecule cm −2 ) [63] . In Fig. 8(a) we show a single spectrum (blue diamonds) and the average of 984 spectra (black dots) obtained at a pressure of 26.7 kPa (200 Torr). The lower panels give fit residuals for the VP, SDVP, and GP fits to the averaged spectrum in which we have incorporated one etalon (denoted by green circles) in the analysis. Comparison of the single and averaged spectra indicates that the averaging technique yields a more than fifteenfold improvement in the spectrum SNR, thus enabling quantitative analysis of the line parameters for this transition. Modeling the measured R41 R41 spectrum also required that absorption by the R7 Q8 16 O 17 O B-band line, which is 15 times stronger than the former, be taken into account. In Fig. 9 we show a spectral survey capturing both transitions in which we have averaged 44 spectra. The frequency separation between these two lines (based on the fitted line centers) is 5.182(9) GHz. For the results presented in Fig. 8(a) , the worst fits were obtained when the VP was fit to the measured spectra. In this case, the symmetric w-shape structure near the line center on VP can be seen in the fit residuals. The application of the SDVP to the R41 R41 line-shape analysis reduced the magnitude of this w-shape structure, but did not remove it completely. Finally, the best results were obtained from GP fits. The line-shape parameters and statistical uncertainties obtained for the R41 R41 16 O 2 and R7 Q8 16 O 17 O lines are given in Table I . We note that the observed difference in fit quality between the SDVP and GP models is typical for the high-pressure range (see, for example, Ref. [40] ). As was shown in Ref. [70] , for low pressures the SDVP with the quadratic speed-dependence function and the GP give a similar fit quality. Finally, the difference in baselines between the single and averaged spectra shown in Fig. 8(a) is caused by systematic drift that occurred during these long-term measurements.
In order to determine the detection limit of our PDHlocked FS-CRDS spectrometer, we reduced the O 2 pressure to 2.67 kPa (20 Torr) and remeasured the R41 R41 B-band line. Under these conditions the interrogated line was barely detectable because of the extremely low SNR value of 1.9. A single spectrum of this line is given by the blue diamonds in Fig. 8(b) . The minimum detectable absorption (MDA) calculated for this case is 3.7 × 10 −10 cm −1 (VP fit) and is comparable to the noise amplitude obtained for the single spectrum shown in Fig. 5 (see the blue diamond graph). Averaging 405 spectra improved the SNR more than elevenfold compared to the single-spectrum SNR. Ideally, this should have resulted in a MDA value that is a factor of √ 405-fold lower than the single spectrum case, equal to 1.84 × 10 −11 cm −1 (see the black dashed line for the R41 R41 16 O 2 transition in Fig. 5 ). This MDA value is consistent with our previous prediction in Ref. [60] for the present FS-CRDS system. However, because of drift in etalons and other systematic effects as described above, the reduction in noise produced by the spectrum averaging is slightly less than predicted, resulting in an actual MDA of about 2.4 × 10 −11 cm −1 (see the red line for the R41 R41
16 O 2 transition in Fig. 5 ). For measurement of O 2 , the MDA value that we achieved corresponds to a line intensity of the order of 1.3 × 10 −30 cm −1 /(molecule cm −2 ) measured at a SNR of 1 and a pressure 2.67 kPa.
V. CONCLUSION
In this study, we used the FS-CRDS technique to obtain exceptionally high signal-to-noise ratios and unprecedented spectral fidelity in line-shape measurements of the R7 Q8 16 O 2 B-band transition. The inherent stability of the FS-CRDS technique enabled long-term spectrum averaging, which reduced statistical noise. We demonstrated a signal-to-noise ratio of 220 000 and line-shape distortions less than 1 part in 80 000 by averaging 1040 spectra obtained over a 33-hr time interval. The low level of line-shape distortion also required that slowly drifting etaloning effects be accounted for in the spectrum analysis. Fitting the measured line shape with an advanced profile such as the SDNGP enabled us to quantify the observed line asymmetry, which we assigned to speed dependence of the collisional shift. We emphasize that if the SNR is too low, this kind of asymmetry is difficult to observe in the pressure range of these measurements, particularly for self-colliding systems. For these reasons, this subtle line-shape effect was not observed in our previous measurements of the R7 Q8 16 O 2 line [64, 65] . However, in the present study, application of the Pound-Drever-Hall laser-locking technique in our frequency-stabilized CRDS system and improvements in the measurement procedure (in particular the offset correction of the PDH-lock error signal [61] ) yielded improved SNR and high spectral resolution. The only other absorption technique of which we are aware that yields a comparable dynamic range is the chirped-pulse Fourier-transform spectroscopy (CP-FTS). This technique has been demonstrated in the microwave (SNR ∼ 200 000) [90] and terahertz (SNR ∼ 100 000) [91] regions. However, CP-FTS requires samples with a permanent dipole moment and in the absence of double-resonance techniques cannot be used to directly probe most vibrational or electronic transitions. Furthermore, the wide dynamic range and low detection limit demonstrated here could motivate investigations of the symmetrization postulate. The work of Mazzotti et al. [45] , which is based on high-sensitivity laser absorption spectroscopy to probe the 12 [92, 93] , which are based on the precise determination of the Doppler width, were enabled by progress in high-SNR laser absorption spectroscopy. High-SNR lineshape measurements such as those demonstrated here together with the advanced line-shape analyses [40] could lead to the determination of the Boltzmann constant with relative uncertainties at the 1 part in 100 000 or below.
We have also demonstrated a detection limit of 2.4 × 10 −11 cm −1 , which is comparable to those obtained for other CRDS systems [30, 31, 83, 94, 95] . However, it should be noted that, in most cases, the previously reported low detection limits were due mainly to the application of low-loss cavity mirrors or to advantages of working in the near-infrared region where relatively low noise detectors are available for measuring ring-down decay signals (compare Refs. [94] and [30] , see also Ref. [95] ). Except for Ref. [31] , the technique of spectrum averaging was treated as a secondary issue in these works. We estimate that the smallest measurable line intensity with our PDH-locked FS-CRDS incorporating spectrum averaging as described here is about 1.3 × 10 −30 cm −1 /(molecule cm −2 ).
