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HO¨LDER CONTINUOUS SOLUTIONS TO COMPLEX HESSIAN
EQUATIONS
NGOC CUONG NGUYEN
Abstract. We prove the Ho¨lder continuity of the solution to complex Hessian equation
with the right hand side in Lp, p > n
m
, 1 < m < n, in a m-strongly pseudoconvex domain
in C
n
under some additional conditions on the density near the boundary and on the
boundary data.
Introduction
Let Ω be an open bounded subset in Cn. For 1 ≤ m ≤ n, one considers the Dirichlet
problem with given φ ∈ C(∂Ω) and f ∈ Lp(Ω), p > n/m,
(0.1)


u ∈ SHm ∩ L
∞(Ω),
(ddcu)m ∧ βn−m = fβn in Ω,
u = φ on ∂Ω,
where SHm(Ω) is the set of m-subharmonic functions in Ω, β = dd
c‖z‖2, and d = ∂ + ∂¯,
dc = i(∂¯ − ∂). In the case m = 1 (resp. m = n) this equation is the Laplace equation for
subharmonic functions (resp. the complex Monge-Ampe`re equation for plurisubharmonic
functions).
The complex Monge-Ampe`re equations have been investigated extensively over last years.
We refer the reader to [Ce], [K1], [EGZ], [PSS], and references therein, for accounts of
recent results and more details. We would like to emphasize here that the results on
Ho¨lder continuity of solutions of complex Monge-Ampe`re equations with the right hand side
possibly degenerate (see [EGZ], [K3], [DDGKPZ]) on compact Ka¨hler manifolds turned out
to be very useful in complex dynamic and complex geometry (see e.g. [DNS], [CDS]).
On the other hand, the complex Hessian equation is a rather new subject. A major
progress has been done recently both for domains in Cn (see [Li], [Bl], [DK1]), and on
compact Ka¨hler manifolds, (see [HMW], [DK2]). In particular, the Calabi-Yau type theorem
for complex Hessian equations on a compact Ka¨hler manifold was proved in [DK2]. It is
expected to have some geometric applications, though not on the scale the complex Monge-
Ampe`re equations have.
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The weak solution to complex Hessian equations have been studied in [Bl], [DK1], [Ch1,
Ch2], [N]. It has been shown (see [Bl], [DK1], [Ch1]) that pluripotential theory can be
adapted to m-subharmonic functions, and it is a suitable tool for studying the weak solution
to complex Hessian equations with the right hand side in Lp, p > n/m. Actually, Dinew
and Ko lodziej have obtained the continuous solution to the complex Hessian equation for
domains in Cn ([DK1], Theorem 2.10) and for compact Ka¨hler manifolds ([DK2], Theorem
0.4).
In order to study the Ho¨lder continuous solutions of the complex Hessian equation on a
general Ka¨hler manifold it seems that the regularization techniques for ω− m-subharmonic
functions ([DK1], Definition 1.1) will play an important role (see [K3], [DDGKPZ]). But in
the case 1 < m < n, the problem of the regularization of non smooth ω− m-subharmonic
functions for a general Ka¨hler form ω still needs to be solved. Hence we restrict ourself to
the case of domains in Cn with the standard Ka¨hler form β. Here we wish to study Ho¨lder
continuous solutions to (0.1) in a smoothly bounded, strongly m-pseudoconvex domain.
It is also motivated by the result in [GKZ] for m = n, where the equation (0.1) becomes
the complex Monge-Ampe`re equation, now considered in a strongly pseudoconvex domain.
Given f ∈ Lp(Ω), p > 1, φ ∈ C(∂Ω) one seeks u such that
(0.2)


u ∈ PSH ∩ L∞(Ω),
(ddcu)n = fdV in Ω,
u = φ on ∂Ω,
where PSH(Ω) ≡ SHn(Ω), dV := β
n is the Lebesgue measure. It has been shown that (see
[K1]) the solution u of (0.2) is continuous. Later on, in [GKZ] the authors further showed
that the solution u belongs to Lipα(Ω¯), α = α(n, p), provided some additional assumptions
on the boundary data φ or on the Laplacian mass of u.
Our purpose is to prove the counterpart of the above result for complex Hessian equations.
More precisely, we want to show that for 1 < m < n the continuous solution u to (0.1)
obtained in [DK1] is uniformly Ho¨lder in Ω, under some extra assumptions, by using the
potential theory developed in [DK1] and suitable barrier arguments. The main theorem is
as follows.
Theorem 0.1. Let Ω be a smoothly bounded, strongly m-pseudoconvex domain, 1 < m < n.
Let 0 ≤ f ∈ Lp(Ω), p > n
m
, φ ∈ C1,1(∂Ω), and let u be the solution of (0.1).
(a) If f is bounded near the boundary ∂Ω, then u ∈ Lipα(Ω¯) for any 0 ≤ α < 2γ1;
(b) If f(z) ≤ C|ρ(z)|−mν near ∂Ω for some C > 0, 0 ≤ ν < 12 , with ρ being the defining
function of Ω as in (3.12), then u ∈ Lipα(Ω¯) for any 0 ≤ α < γ2,
where 0 < γ1, γ2 <
1
2 are uniform constants defined in (2.4).
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Recently, L.H. Chinh [Ch2] also studied the Ho¨lder continuity of the solution to (0.1) for
1 < m < n by the viscosity method. In particular, in connection with our results in the case
of a domain in Cn, he proved Ho¨lder continuity of solutions in the strongly pseudoconvex
domains with the right hand side being at least continuous in Ω¯. However, compared to
Theorem 0.1, he has put much less regularity on the boundary data φ, namely he took φ in
a Ho¨lder continuous class.
The organization of the paper is as follows, in Section 1 basic notions related to m-
subharmonic functions are recalled. Section 2 deals with stability estimates. The crucial
inequality is Proposition 2.2 due to Dinew and Ko lodziej, which fills the gap for the case
1 < m < n in order to get Theorem 2.6. In Section 3, we first prove a more general
statement in Theorem 3.1, and then we verify that under assumptions of Theorem 0.1 one
can apply this statement. In particular, Theorem 3.7 will show that any Ho¨lder continuous
function on the boundary can be extended to a m-sh Ho¨lder continuous function in the
whole domain.
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1. m-subharmonic functions
We briefly recall basic notions concerning m-subharmonic functions. We refer the reader
to [Bl], [DK1] for a more detailed account. Let Ω be a bounded open subset in Cn. Let
β := ddc‖z‖2 denote the standard Ka¨hler form in Cn, where d = ∂ + ∂¯ and dc = i(∂¯ − ∂).
1.1. m-subharmonic functions. For 1 ≤ m ≤ n one considers the positive symmetric
cone
(1.1) Γm = {λ ∈ R
n : σ1(λ) > 0, ..., σm(λ) > 0},
where σk(λ) :=
∑
1≤i1<...<ij≤n
λi1 ...λij are the k-th elementary symmetric polynomials of
λ. These symmetric cones are convex (see [Ga]).
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Definition 1.1. Let u be a subharmonic function in Ω.
(a) For smooth case, u ∈ C2(Ω) is called m-subharmonic (m-sh for short) if the eigenvalue
values of the complex Hessian matrix form a vector
λ[
∂2u
∂zj∂z¯k
(z)] ∈ Γ¯m, equivalently [dd
cu(z)]k ∧ βn−k(z) ≥ 0, 1 ≤ k ≤ m, ∀z ∈ Ω.
(b) For non-smooth case, u is called m-sh if for any collection of v1, ..., vm−1 C
2-smooth
m-sh functions (in the definition (a)) the inequality
ddcu ∧ ddcv1 ∧ ... ∧ dd
cvm−1 ∧ β
n−m ≥ 0
holds in the weak sense of currents in Ω.
The set of all m-sh functions is denoted by SHm(Ω).
Following the Bedford and Taylor construction the wedge products of currents given by
locally bounded m-sh functions are well defined (defined inductively, see also [Bl]).
Proposition 1.2. Let u1, .., um be bounded m-sh functions then the measure
ddcu1 ∧ ... ∧ dd
cum ∧ β
n−m
is nonnegative.
It can be shown (see [Bl]) that these nonnegative measures are continuous under monotone
or uniform convergence of their potentials.
1.2. m-pseudoconvex domains. Let Ω be a bounded domain with ∂Ω in the class C2.
Let ρ ∈ C2 in a neighborhood of Ω¯ be a defining function of Ω, i.e. a function such that
ρ < 0 on Ω, ρ = 0 and dρ 6= 0 on ∂Ω.
Definition 1.3. A C2 bounded domain is called strongly m-pseudoconvex if there is a
defining function ρ and some σ > 0 such that (ddcρ)k∧βn−k ≥ σβn in Ω¯ for every 1 ≤ k ≤ m.
Using the defining function ρ above together with the regularity of the boundary data
one can state the following result for subharmonic functions. This proposition seems to be
classical. Since we could not find an accurate reference (see [HL], Lemma 1.35 and [BT1],
Theorem 6.2 for example), we include its proof, which is based on [BT1], for the convenience
of the reader. This proposition will be used in the proof of Lemma 3.4.
Proposition 1.4. Let Ω be a smoothly bounded (i.e. strongly 1-pseudoconvex) domain and
φ ∈ Lip2α(Ω¯), 0 < α ≤
1
2 . Then the upper envelope
h(z) = sup{v(z) : v ∈ SH(Ω) ∩ C(Ω¯), v|∂Ω ≤ φ}
belongs to Lipτ (Ω¯) for every 0 < τ ≤ 2α < 1 (or for every 0 < τ < 1 when 2α = 1).
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Here, and in the whole note, we use the notation:
Lipα(Ω¯) = {v ∈ C(Ω¯) : ‖v‖α < +∞},
for 0 < α < 1, where the α-Ho¨lder norm is given by
(1.2) ‖v‖α := sup{|v(z)| : z ∈ Ω¯}+ sup
z 6=w
{
|v(z) − v(w)|
|z −w|α
: z, w ∈ Ω¯}.
It is also convenient if we consider in the case α = 0 the space of continuous functions in Ω¯,
and in the case α = 1 the space of Lipschitz continuous functions with uniform Lipschitz
constants in Ω¯.
Proof. It is classical fact that h is a harmonic function in Ω with the boundary value φ,
and it belongs to C(Ω¯). In the next step we will construct subharmonic and superharmonic
barriers at a given point on the boundary. Let ρ be the strictly subharmonic defining
function of Ω.
Lemma 1.5. Suppose that ‖φ‖2α = M , and 0 < τ < 1 such that τ ≤ 2α. Given ξ ∈ ∂Ω
there is a uniform constant K = K(φ,Ω) > 0 such that the function
aξ(z) = K|ρ|
τ (z) +M |z − ξ|2α + φ(ξ)
is superharmonic in Ω∩W , where W is a neighborhood of ∂Ω. Moreover, it is equal to φ(ξ)
at ξ, and aξ(z) ≥ φ(z) for every z ∈ ∂Ω.
Proof of Lemma 1.5. We have
ddc(|ρ|τ ) = −τ |ρ|τ−1ddcρ− τ(1− τ)|ρ|τ−2dρ ∧ dcρ in Ω,
and
ddc|z − ξ|2α = α|z − ξ|2(α−1)ddc|z − ξ|2 − α(1− α)|z − ξ|2(α−2)d|z − ξ|2 ∧ dc|z − ξ|2.
Hence, we have, in Ω,
ddcaξ(z) ∧ β
n−1(z) ≤ −Kτ(1− τ)|ρ|τ−2|∇ρ(z)|2βn(z) +Mα|z − ξ|2(α−1)βn(z).
Furthermore, there exists C > 0 such that
|ρ(z)| = |ρ(z) − ρ(ξ)| ≤ C|z − ξ| for every z ∈ Ω¯.
Since τ − 2 < 0, it implies that, for z ∈ Ω,
(1.3)
ddcaξ(z) ∧ β
n−1(z) ≤ −cst.K|z − ξ|τ−2|∇ρ(z)|2βn(z) +Mα|z − ξ|2(α−1)βn(z)
= |z − ξ|2(α−1)
[
Mα− cst.K|z − ξ|τ−2α|∇ρ(z)|2
]
βn(z)
≤ |z − ξ|2(α−1)
[
Mα− cst.K diam(Ω)τ−2α|∇ρ(z)|2
]
βn(z),
where cst = Cτ−2τ(1 − τ), the last inequality follows from the fact that τ ≤ 2α and
|z − ξ| ≤ diam(Ω). As ρ is a defining function of Ω, dρ 6= 0 on ∂Ω, one has |∇ρ| > ε > 0 in
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a small neighborhood W of ∂Ω. From (1.3) we get that for K > 0 big enough, independent
of ξ, aξ(z) is superharmonic in Ω ∩W . The two latter properties follow from the formula
for aξ(z) and M = ‖φ‖2α. 
End of Proof of Proposition 1.4. We may extend aξ(z) to Ω as follows. Let U ⊂⊂ W
be a neighborhood of ∂Ω, and let 0 ≤ χ ≤ 1 be a smooth cutoff function such that χ = 1
in U¯ , and suppχ ⊂⊂ W . Since in Ω \ U¯ the function χ(z)aξ(z) is smooth the function
a˜ξ(z) = χ(z)aξ(z)−K
′ρ(z) is superharmonic in Ω for K ′ = K ′(Ω, φ, ρ) > 0 big enough. It is
clear that a˜ξ ∈ Lipτ (Ω¯), a˜ξ(z) ≥ φ(z) on ∂Ω, and a˜ξ(ξ) = φ(ξ). Finally, the superharmonic
barrier is obtained by setting
a(z) := inf{a˜ξ(z) : ξ ∈ ∂Ω}.
Then −a(z) ∈ SH(Ω)∩Lipτ (Ω¯), and a(z) = φ(z) on ∂Ω. We have constructed a superhar-
monic function a(z) in Ω, and its boundary value is φ. Similarly, there is a subharmonic
function b ∈ SH(Ω) ∩ Lipτ (Ω¯) such that b ≤ h in Ω, b = φ on ∂Ω. According to the
maximum principle, we have
b(z) ≤ h(z) ≤ a(z)
in Ω¯. Therefore
(1.4) |h(z) − h(ξ)| ≤ K1|z − ξ|
τ , K1 = K(a, b),
for every z ∈ Ω¯, ξ ∈ ∂Ω. We will show that (1.4) holds for any z, ξ ∈ Ω¯. For any small
vector w ∈ Cn, define
V (z, w) =
{
max{h(z + w)−K1|w|
τ , h(z)} z, z + w ∈ Ω,
h(z) z ∈ Ω¯, z + w /∈ Ω.
Observe that for all w, the function z → V (z, w) ∈ SH(Ω) by (1.4), and V (ξ, w) = φ(ξ) on
∂Ω. It follows that for all z ∈ Ω, V (z, w) ≤ h(z). If z + w ∈ Ω¯, this yields
h(z + w)− h(z) ≤ K1|w|
τ .
Reversing the roles of z + w and z, we obtain
|h(z + w)− h(z)| ≤ K1|w|
τ .
Thus, h ∈ Lipτ (Ω¯), and the proposition follows. 
1.3. Comparison principles. In next two sections, we will need the following two com-
parison principles.
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Lemma 1.6 (Comparison principle). Let Ω be an open bounded subset in Cn. For u, v ∈
SHm ∩ L
∞(Ω) satisfying lim infζ→z(u− v)(ζ) ≥ 0 for any z ∈ ∂Ω, we have∫
{u<v}
(ddcv)m ∧ βn−m ≤
∫
{u<v}
(ddcu)m ∧ βn−m.
Consequently, if (ddcu)m ∧ βn−m ≤ (ddcv)m ∧ βn−m in Ω, then v ≤ u in Ω.
Proof. See [N], Theorem 1.14 and Corollary 1.15. 
Lemma 1.7. Let Ω be an open bounded subset in Cn. Let u, v be continuous functions on
Ω¯ and be m-sh functions in Ω. Suppose that u ≤ v in Ω and u = v on ∂Ω. Then,∫
Ω
ddcv ∧ βn−1 ≤
∫
Ω
ddcu ∧ βn−1,
∫
Ω
dv ∧ dcv ∧ βn−1 ≤
∫
Ω
du ∧ dcu ∧ βn−1.
Proof. The two inequalities are proved in the same way. We will only verify the first one.
Set vε = max{v−ε, u} for ε > 0. Since u, v are continuous and u = v on ∂Ω, one has vε = u
in a neighborhood of ∂Ω. Hence∫
Ω
ddcvε ∧ β
n−1 =
∫
Ω
ddcu ∧ βn−1.
Moreover, u ≤ v in Ω it implies that vε ր v in Ω. Applying the monotone convergence
theorem one obtains weak* convergence ddcvε ∧ β
n−1 → ddcv ∧ βn−1. This implies∫
Ω
ddcv ∧ βn−1 ≤ lim inf
ε→0
∫
Ω
ddcvε ∧ β
n−1
=
∫
Ω
ddcu ∧ βn−1.
The lemma follows. 
2. Stability estimates
In this section one considers Ω to be a bounded open set in Cn. The main goal is to
prove the stability estimate, Theorem 2.6, in the case 1 < m < n. The m-capacity, which
is the version of the relative capacity of plurisubharmonic functions for m-sh functions, will
play the analogous role in estimates as in the pluripotential case. For E a Borel set in Ω
we define
capm(E,Ω) = sup
{∫
E
(ddcv)m ∧ βn−m : v ∈ SHm(Ω), 0 ≤ v ≤ 1
}
.
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Lemma 2.1. Let ϕ,ψ ∈ SHm ∩ L
∞(Ω) be such that limζ→∂Ω(ϕ− ψ)(ζ) ≥ 0. Then for all
t, s ≥ 0,
tmcapm({ϕ− ψ < −s− t},Ω) ≤
∫
{ϕ−ψ<−s}
(ddcϕ)m ∧ βn−m.
Proof. Take −1 ≤ v ≤ 0 a m-sh function in Ω. Since {ϕ + s < ψ − t} ⊂ {ϕ + s < ψ + tv},
by the comparison principle (Lemma 1.6),
tm
∫
{ϕ−ψ<−s−t}
(ddcv)m ∧ βn−m =
∫
{ϕ+s<ψ−t}
[ddc(tv)]m ∧ βn−m
≤
∫
{ϕ+s<ψ+tv}
(ddctv + ψ)m ∧ βn−m
≤
∫
{ϕ+s<ψ+tv}
(ddcϕ)m ∧ βn−m
≤
∫
{ϕ+s<ψ}
(ddcϕ)m ∧ βn−m,
where the last inequality used {ϕ + s < ψ + tv} ⊂ {ϕ+ s < ψ}. 
The following result is an important inequality, due to Dinew and Ko lodziej (see [DK1],
Proposition 2.1), between the Euclidean volume and the m-capacity of Borel sets.
Proposition 2.2. Let Ω be a bounded open subset in Cn and 0 ≤ τ < n
n−m . Then there
exists a constant C = C(τ) > 0 such that for any Borel subset E ⊂⊂ Ω,
(2.1) V (E) ≤ C[capm(E,Ω)]
τ ,
where V := βn is the volume form.
It helps to obtain the following estimates in the case of m-subharmonic functions.
Lemma 2.3. Assume that 0 ≤ f ∈ Lp(Ω), p > n
m
and 0 < α <
p− n
m
p(n−m) . Then there exists
a constant C = C(α, ‖f‖Lp(Ω)) > 0 such that∫
E
fdV ≤ C[capm(E,Ω)]
1+αm
for every E ⊂⊂ Ω.
Proof. Applying Ho¨lder’s inequality and then using (2.1) with τ = (1+αm) p
p−1 <
n
n−m we
have ∫
E
fdV ≤ ‖f‖Lp(Ω)[V (E)]
1
q ≤ C(τ)‖f‖Lp(Ω)[capm(E,Ω)]
τ
q
≤ C(α, ‖f‖Lp(Ω))[capm(E,Ω)]
1+αm,
where 1
p
+ 1
q
= 1. Hence, the lemma follows. 
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The following lemma was proved in [EGZ].
Lemma 2.4. Let g : R+ → R+ be a decreasing right continuous function. Assume there
exists α > 0 and B > 0 such that
(2.2) tg(s + t) ≤ B[g(s)]1+α for every s, t ≥ 0.
Then g(s) = 0 for all s ≥ s∞, where s∞ :=
2B[g(0)]α
1−2−α .
Proof. See Lemma 2.4 in [EGZ]. The additional point is that the condition (2.2) holds for
every s, t ≥ 0 while in [EGZ] the assumptions are for every s ≥ 0 and for every 0 ≤ t ≤ 1.
Therefore, we may compute s∞ as in the statement. 
By combining Lemma 2.1, Lemma 2.3 and Lemma 2.4, we get
Proposition 2.5. Let ϕ,ψ ∈ SHm ∩ L
∞(Ω) be such that limζ→∂Ω(ϕ − ψ)(ζ) ≥ 0, and
0 ≤ f ∈ Lp(Ω), p > n
m
. Suppose that (ddcϕ)m ∧ βn−m = fβn in Ω and 0 < α <
p− n
m
p(n−m) .
Then there exists a constant A = A(α, ‖f‖Lp(Ω)) such that for all ε > 0,
sup
Ω
(ψ − ϕ) ≤ ε+A[capm({ϕ − ψ < −ε},Ω)]
α.
Proof. Put g(s) := [capm({ϕ − ψ < −ε − s},Ω)]
1
m . Applying in turn Lemma 2.1 and
Lemma 2.3, we obtain
tmcapm({ϕ− ψ < −ε− s− t},Ω) ≤
∫
{ϕ−ψ<−ε−s}
(ddcϕ)m ∧ βn−m
=
∫
{ϕ−ψ<−ε−s}
fβn
≤ C(α, ‖f‖Lp(Ω))[capm({ϕ− ψ < −ε− s},Ω)]
1+αm.
Now, taking the m-th root of two sides one gets that
(2.3) tg(s+ t) ≤ B[g(s)]1+αm with B = C
1
m (α, ‖f‖Lp(Ω)).
From (2.3) we see that g(s) satisfies assumptions of Lemma 2.4. It tells us that [g(s∞)]
m =
capm({ϕ−ψ < −ε− s∞},Ω) = 0, which means ψ−ϕ ≤ ε+ s∞ almost everywhere. Finally,
by inserting into formula s∞ =
2B[g(0)]αm
1−2−αm we obtain
sup
Ω
(ψ − ϕ) ≤ ε+A [capm({ϕ − ψ < −ε},Ω)]
α ,
where A = 2B1−2−αm . 
We are now in the position to prove the main stability estimate which is similar to
Theorem 1.1 in [GKZ] for m = n (see also [DK1], Theorem 2.5 in the case 1 < m < n). In
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order to simplify the notation, from now on when p > n
m
, 1 < m < n, 1
p
+ 1
q
= 1 we set
(2.4) γr :=
r
r +mq + pq(n−m)
p− n
m
, for r ≥ 1.
Theorem 2.6 (Stability estimate). Let ϕ,ψ ∈ SHm ∩ L
∞(Ω) be such that limζ→∂Ω(ϕ −
ψ)(ζ) ≥ 0, and 0 ≤ f ∈ Lp(Ω), p > n
m
. Suppose that (ddcϕ)m ∧ βn−m = fβn in Ω. Fix
r ≥ 1 and 0 < γ < γr. Then there exists a constant C = C(γ, ‖f‖Lp(Ω)) > 0 such that
sup
Ω
(ψ − ϕ) ≤ C
[
‖(ψ − ϕ)+‖Lr(Ω)
]γ
,
where (ψ − ϕ)+ = max{ψ − ϕ, 0}.
Proof. We follow the lines of the proof of Theorem 1.1 in [GKZ]. Applying Lemma 2.1 with
s = t = ε > 0 and then using Ho¨lder’s inequality, we get
capm({ϕ − ψ < −2ε},Ω) ≤ ε
−m
∫
{ϕ−ψ<−ε}
fdV
≤ ε−m−
r
q
∫
Ω
(ψ − ϕ)
r
q
+fdV
≤ ε−m−
r
q ‖f‖Lp(Ω)‖(ψ − ϕ)+‖
r
q
Lr(Ω).
Fix 0 < α <
p− n
m
p(n−m) to be chosen later. Applying Proposition 2.5 we have
(2.5) sup
Ω
(ψ − ϕ) ≤ 2ε+Aε−α(m+
r
q
)‖f‖αLp(Ω)‖(ψ − ϕ)+‖
αr
q
Lr(Ω),
where A = A(α, ‖f‖Lp(Ω)). Now, we choose ε = ‖(ψ − ϕ+)‖
γ
Lr(Ω) and α =
γq
r−γ(mq+r) which
is well defined, the condition 0 < γ < γr being equivalent to 0 < α <
p− n
m
p(n−m) . Then the
inequality (2.5) becomes
sup
Ω
(ψ − ϕ) ≤ A‖f‖αLp(Ω)‖(ψ − ϕ)+‖
γ
Lr(Ω).
Thus, the theorem is proved. 
3. Ho¨lder continuity of the solution
Let Ω be a smooth bounded, strongly m-pseudoconvex domain in Cn, 1 < m < n.
We consider the Dirichlet problem for the complex Hessian equation in the class of m-sh
functions.
(3.1)
{
(ddcu)m ∧ βn−m = fβn in Ω,
u = φ on ∂Ω.
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From the recent result of Dinew and Ko lodziej (see [DK1], Theorem 2.10) we know that
u ∈ SHm(Ω) ∩ C(Ω¯) when f ∈ L
p(Ω), p > n/m and φ ∈ C(∂Ω). After establishing the
stability estimates in Section 2, we may use the scheme of the proof in [GKZ] in order
to obtain further the Ho¨lder continuity of the solution u to (3.1) under some additional
assumptions.
Theorem 3.1. Let 0 ≤ f ∈ Lp(Ω), p > n
m
, and φ ∈ C(∂Ω). Let u be the continuous
solution to (3.1). Suppose that there exists b ∈ Lipν(Ω¯), 0 < ν < 1, such that b ≤ u in Ω,
b = u on ∂Ω.
(a) If ∇u belongs to L2(Ω), then u ∈ Lipα(Ω¯) for any 0 ≤ α < min{ν, γ2}.
(b) If the total mass of ∆u is finite, then u ∈ Lipα(Ω¯) for any 0 ≤ α < min{ν, 2γ1}.
Where γ1, γ2 are defined in (2.4).
It is not too difficult to see that when the total mass of ∆u is finite, ∇u ∈ L2(Ω).
However, the Ho¨lder exponent in Theorem 3.1-(b) is better than the one in Theorem 3.1-
(a), namely γ2 < 2γ1. If we put some extra assumptions on the growth of the density f
near the boundary and on the boundary data φ, then we may verify the assumptions of
Theorem 3.1, which is the content of the main theorem (Theorem 0.1).
Proof of Theorem 3.1. For a fixed δ > 0, we set
Ωδ := {z ∈ Ω : dist(z, ∂Ω) > δ};
(3.2) uδ(z) := sup
‖ζ‖≤δ
u(z + ζ), z ∈ Ωδ;
(3.3) uˆδ(z) :=
1
v2nδ2n
∫
|ζ−z|≤δ
u(ζ)dV2n(ζ), z ∈ Ωδ,
where v2n is the volume of the unit ball in C
n. The following lemma shows that the Ho¨lder
norm (see (1.2)) of u in Ω¯ can be computed by using either (3.2) or (3.3).
Lemma 3.2. Given 0 < α < 1, the following two conditions are equivalent.
(i) There exists δ1, A1 > 0 such that for any 0 < δ ≤ δ1,
uδ − u ≤ A1δ
α on Ωδ.
(ii) There exists δ2, A2 > 0 such that for any 0 < δ ≤ δ2,
uˆδ − u ≤ A2δ
α on Ωδ.
Proof. See Lemma 4.2 in [GKZ] where its proof used only the subharmonicity. 
The assumption ∇u ∈ L2(Ω) (resp. ‖∆u‖(Ω) < +∞) will enable us to control the growth
of ‖uδ − u‖L2(Ωδ) (resp. ‖uˆδ − u‖L1(Ωδ)).
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Lemma 3.3. For δ > 0 small enough, we have inequalities
(3.4)
∫
Ωδ
|uδ(z)− u(z)|
2dV2n(z) ≤ cn‖∇u‖
2
L2(Ω) δ
2,
(3.5)
∫
Ωδ
[uˆδ(z)− u(z)]dV2n(z) ≤ cn‖∆u‖Ω δ
2,
where cn > 0 depends only on n.
Proof. See Lemma 4.3 and the last part in the proof of Theorem 3.1 in [GKZ]. There, only
the subharmonicity was needed. 
In view of Lemma 3.2 and Lemma 3.3 we wish to apply the stability estimate, Theo-
rem 2.6, to ϕ := u and ψ := uδ. This will give us the Ho¨lder norm estimate in Ω¯ of the
solution u, in terms of L2 norm of its gradient or its Laplacian mass in Ω, using (3.4) or
(3.5). The remaining thing that we need is extending uδ to Ω (since it is only defined on
Ωδ), in such a way that after the extension the Ho¨lder norm of u is still under control. It
will be done with the help of the barrier function b ∈ Lipν(Ω¯), 0 < ν < 1.
Lemma 3.4. Under the assumptions of Theorem 3.1, there exists a constant c0 = c0(b,Ω) >
0 and δ0 small enough such that for any 0 < δ < δ0
(3.6) uδ(z) ≤ u(z) + c0δ
ν for every z ∈ ∂Ωδ,
where ν is the Ho¨lder exponent of b. Consequently, the function
(3.7) u˜δ =
{
max{uδ, u+ c0δ
ν} in Ωδ,
u+ c0δ
ν in Ω \ Ωδ
is a m-subharmonic function in Ω, and it is continuous in Ω¯.
Proof. Let h be the harmonic extension to Ω with b as the boundary value on ∂Ω. By
Proposition 1.4 h ∈ Lipν(Ω¯). It is clear that b ≤ u ≤ h in Ω. Fix a point z ∈ ∂Ωδ, there is
ζ ∈ Cn with ‖ζ‖ = δ such that z + ζ ∈ Ω¯ and uδ(z) = u(z + ζ). This yields
(3.8)
uδ(z)− u(z) = u(z + ζ)− u(z)
≤ h(z + ζ)− u(z)
≤ h(z + ζ)− b(z).
Now, choose ζ0 ∈ C
n, ‖ζ0‖ = δ, such that z+ ζ0 ∈ ∂Ω. It implies that h(z + ζ0) = b(z+ ζ0)
as b = u = h on ∂Ω. Then,
(3.9)
h(z + ζ)− b(z) = [h(z + ζ)− h(z)] + [h(z) − b(z)]
≤ ‖h‖ν δ
ν + [h(z) − h(z + ζ0)] + [b(z + ζ0)− b(z)]
≤ c0 δ
ν with c0 = 2‖h‖ν + ‖b‖ν .
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From (3.8) and (3.9) we obtain (3.6). Properties of u˜δ in (3.7) follow from the standard
gluing procedure. 
Proof of (a) in Theorem 3.1. Given 0 < γ < γ2. Applying Theorem 2.6 with ϕ := u+ c0δ
ν ,
ψ := u˜δ and r = 2 we get
sup
Ω
[u˜δ − (u+ c0δ
ν)] ≤ C‖(u˜δ − u− c0δ
ν)+‖
γ
L2(Ω)
.
Since u˜δ = u+ c0δ
ν in Ω \ Ωδ, it implies that
sup
Ωδ
(uδ − u− c0δ
ν) ≤ C‖(uδ − u− c0δ
ν)+‖
γ
L2(Ωδ)
.
As (uδ − u− c0δ
ν)+ ≤ uδ − u and using (3.4), we have
sup
Ωδ
(uδ − u) ≤ c0δ
ν + C‖uδ − u‖
γ
L2(Ωδ)
≤ c0δ
ν +C.c
γ
2
n ‖∇u‖
γ
L2(Ω)
δγ .
Hence,
(3.10) sup
Ωδ
(uδ − u) ≤ c1δ
min{ν,γ} for δ small enough,
where c1 = c0 + C.c
γ
2
n ‖∇u‖
γ
L2(Ω)
. This finishes the first part of Theorem 3.1 
Proof of (b) in Theorem 3.1. Given 0 < γ < γ1. The formula (3.6) implies uˆδ ≤ uδ ≤
u+ c0δ
ν on ∂Ωδ. Therefore, the function
u′δ =
{
max{uˆδ, u+ c0δ
ν} in Ωδ,
u+ c0δ
ν in Ω \Ωδ
is m-subharmonic in Ω, and it is continuous in Ω¯. Applying again Theorem 2.6 with
ϕ := u+ c0δ
ν , ψ := u′δ and r = 1 we get
sup
Ω
[u′δ − (u+ c0δ
ν)] ≤ C‖(u′δ − u− c0δ
ν)+‖
γ
L1(Ω)
.
Since u′δ = u+ c0δ
ν in Ω \ Ωδ, it follows that
sup
Ωδ
(uˆδ − u− c0δ
ν) ≤ C‖(uˆδ − u− c0δ
ν)+‖
γ
L1(Ωδ)
.
Since (uˆδ − u− c0δ
ν)+ ≤ uˆδ − u and using (3.5), we get
sup
Ωδ
(uˆδ − u) ≤ c0δ
ν + C‖uˆδ − u‖
γ
L1(Ωδ)
≤ c0δ
ν + C.cγn‖∆u‖
γ
Ω δ
2γ .
Hence,
sup
Ωδ
(uˆδ − u) ≤ c2δ
min{ν,2γ} for δ small enough,
where c2 = c0 + C.c
γ
n‖∆u‖
γ
Ω. Applying Lemma 3.2 one obtains
(3.11) sup
Ωδ
(uδ − u) ≤ c3δ
min{ν,2γ} for δ small enough,
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for some uniform constant c3 > 0. This proves the second part. 
Thus, we have finished the proof of Theorem 3.1. 
We proceed to prove Theorem 0.1. We fix a defining function ρ of Ω, setting
(3.12)
Ω = {ρ < 0}, ρ ∈ C2(Ω¯),
(ddcρ)k ∧ βn−k ≥ σβn on Ω¯,
1 ≤ k ≤ m, σ > 0.
We first prove the following two lemmas. The first one (cf. Proposition 1.4) was proved in
[De] (see also [BT1]) for m = n.
Lemma 3.5. If φ ∈ C1,1(∂Ω), then the upper envelope
h(z) = sup{v(z) : v ∈ SHm(Ω) ∩C(Ω¯), v ≤ φ on ∂Ω}
is a m-subharmonic function in Ω and is Lipschitz continuous in Ω¯. It satisfies h = φ on
∂Ω. Moreover,
(3.13)
∫
Ω
ddch ∧ βn−1 < +∞.
Proof. It is clear that h ∈ SHm(Ω) ∩C(Ω¯), and h = φ on ∂Ω because it coincides with the
unique continuous solution to (3.1), where f ≡ 0. We consider ρ defined in (3.12). There is
an extension φˆ of φ to a neighborhood U ⊃ Ω¯ such that ‖φˆ‖C1,1(U¯) ≤ C‖φ‖C1,1(∂Ω), where
C = C(Ω, U) > 0 (see [GT], Lemma 6.38). Hence, for A > 0 big enough, Aρ± φˆ belongs to
SHm(U). Moreover, we can take C so big that
(3.14) ‖Aρ± φˆ‖C1,1(U¯) ≤ C
(
1 + ‖φ‖C1,1(∂Ω)
)
.
The definition of h implies
(3.15) Aρ+ φˆ ≤ h ≤ φˆ−Aρ in Ω,
where the second inequality follows from the maximum principle for the subharmonic func-
tion h+Aρ− φˆ in Ω. We now extend h to U¯ by putting
(3.16) hˆ(z) =
{
h(z) for z ∈ Ω,
Aρ(z) + φˆ(z) for z ∈ U¯ \ Ω.
According to (3.15) and (3.16), hˆ ≤ max{φˆ − Aρ, φˆ + Aρ} in U¯ . For ξ ∈ ∂Ω, |w| so small
that ξ +w ∈ U , we have
hˆ(ξ + w) ≤ φ(ξ) + max{‖φˆ−Aρ‖C1(U¯ ), ‖φˆ+Aρ‖C1(U¯)}|w|
≤ φ(ξ) + C ′|w|,
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where the last inequality follows from (3.14) with C ′ = C(1 + ‖φ‖C1,1(∂Ω)). It implies that
hˆ(ξ + w)− C ′|w| ≤ φ(ξ) for every ξ ∈ ∂Ω.
Hence, from the definition of h, hˆ(z +w)−C ′|w| ≤ h(z) in Ω¯. By changing w into −w, we
get, for |w| so small that z + w ∈ Ω¯,
|h(z +w) − h(z)| ≤ C ′|w| for z ∈ Ω¯,
since hˆ(z) = h(z) in Ω¯. Thus ‖h‖C1(Ω¯) ≤ C
′ = C(1+‖φ‖C1,1(∂Ω)), in particular h is Lipschitz
continuous in Ω¯. Since h = φ on ∂Ω and Aρ+ φˆ ≤ h it implies∫
Ω
ddch ∧ βn−1 ≤
∫
Ω
ddc(Aρ+ φˆ) ∧ βn−1 < +∞,
by Lemma 1.7. This verifies (3.13). The proof is finished. 
Lemma 3.6. For 0 ≤ ν < 12 , the function ρν = −|ρ|
1−ν, ρ as in (3.12), belongs to
SHm(Ω) ∩ Lip1−ν(Ω¯) and satisfies
(3.17)
∫
Ω
dρν ∧ d
cρν ∧ β
n−1 < +∞.
Proof. It follows from formulas
(3.18) ddc[−(−ρ)1−ν ] = (1− ν)|ρ|−νddcρ+ ν(1− ν)|ρ|−1−νdρ ∧ dcρ,
and
(3.19) dρν ∧ d
cρν ∧ β
n−1 = (1− ν)2|ρ|−2νdρ ∧ dcρ ∧ βn−1.
Since −2ν > −1, the integral (3.17) converges. 
We are now in the position to prove Theorem 0.1. The proof will make use of the envelope
h in Lemma 3.5, ρν in Lemma 3.6 and ρ from (3.12). In what follows, we will use these
functions without mentioning them anymore.
Proof of (a) in Theorem 0.1. Since f is bounded near the boundary there is a compact set
F ⊂⊂ Ω and M > 0 such that 0 ≤ f ≤M in Ω \F . We may choose A > 0 big enough such
that Aρ+ h ≤ u in a neighborhood of F , as ρ < −ε in F for some ε > 0, and
[ddc(Aρ+ h)]m ∧ βn−m ≥ (ddcAρ)m ∧ βn−m ≥ fβn in Ω \ F.
Therefore, Aρ+ h ≤ u in Ω \ F by the comparison principle (Lemma 1.6). Therefore,
(3.20) b := Aρ+ h ≤ u in Ω and b is Lipschitz continuous in Ω¯.
Using Lemma 1.7, (3.13) and the fact that ρ is C2 smooth in a neighborhood of Ω¯, we get
(3.21)
∫
Ω
ddcu ∧ βn−1 ≤
∫
Ω
ddcb ∧ βn−1 < +∞.
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According to (3.20) and (3.21), the assumptions of Theorem 3.1-(b) are satisfied. The first
part of Theorem 0.1 follows. 
Proof of (b) in Theorem 0.1. From the assumption of f near the boundary, there is a com-
pact subset F ⊂⊂ Ω such that f(z) ≤ C|ρ|−mν in Ω \F . Using (3.18) and (3.12), it follows
that
(ddcρν)
m ∧ βn−m ≥ (1− ν)m(−ρ)−mνσβn
≥
σ(1− ν)m
C
fβn in Ω \ F.
Therefore, we may choose A > 0 so big that
bν := Aρν + h ≤ u in a neighborhood of F,
and
(ddcbν)
m ∧ βn−m ≥ (ddcAρν)
m ∧ βn−m ≥ fβn in Ω \ F.
Hence, by the comparison principle (Lemma 1.6), we get
bν ≤ u in Ω \ F.
So,
(3.22) bν ≤ u in Ω and bν ∈ Lip1−ν(Ω¯).
Moreover, Lemma 1.7 and (3.17) imply
(3.23)
∫
Ω
du ∧ dcu ∧ βn−1 ≤
∫
Ω
dbν ∧ d
cbν ∧ β
n−1 < +∞.
According to (3.22) and (3.23), the assumptions of Theorem 3.1-(a) are satisfied. Note that
γ2 <
1
2 < 1− ν. Thus, the second part in Theorem 0.1 follows. 
In the last part we consider the homogeneous case of the equation (3.1), i.e. the right
hand side f ≡ 0, when the boundary data is only Ho¨lder continuous. Similarly to the
classical case m = 1, Proposition 1.4 and the case m = n, Theorem 6.2 in [BT1], it says
that any Ho¨lder continuous function on the boundary ∂Ω can be extended to a Ho¨lder
continuous m-subharmonic function in Ω. For m = n, it has been shown in [BT1] that the
Ho¨lder exponent is sharp.
Theorem 3.7. Let Ω be a smoothly bounded strongly m-pseudoconvex domain and let φ
belong to Lip2α(Ω¯), 0 < α ≤
1
2 . Then the upper envelope
hm(z) = sup{v(z) : v ∈ SHm(Ω) ∩ C(Ω¯), v|∂Ω ≤ φ}
is m-subharmonic in Ω, and it belongs to Lipα(Ω¯).
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Proof. It is enough to verify the Ho¨lder continuity of hm(z) sincem-subharmonicity has been
shown in [Bl]. As in the proof of Proposition 1.4, one needs the following m-subharmonic
barrier at any given point on the boundary. Let ρ be defined in (3.12).
Lemma 3.8. Suppose that ‖φ‖2α = M . There is a uniform constant K = K(Ω, ρ) > 0
such that for any ξ ∈ ∂Ω the function
bξ(z) = −M(|z − ξ|
2 −Kρ)α + φ(ξ)
is m-subharmonic in Ω and belongs to Lipα(Ω¯). Moreover, it is equal to φ(ξ) at ξ, and
bξ(z) ≤ φ(z) for every z ∈ ∂Ω.
Proof of Lemma 3.8. We have
ddc(|z − ξ|2 −Kρ)α = α(|z − ξ|2 −Kρ(z))α−1ddc(|z − ξ|2 −Kρ)
− α(1− α)(|z − ξ|2 −Kρ(z))α−2d(|z − ξ|2 −Kρ) ∧ dc(|z − ξ|2 −Kρ).
Hence, in Ω
ddcbξ(z) =Mα(|z − ξ|
2 −Kρ(z))α−1ddc(Kρ(z) − |z|2) + Λ(z, ξ),
where
Λ(z, ξ) =Mα(1− α)(|z − ξ|2 −Kρ(z))α−2d(|z − ξ|2 −Kρ) ∧ dc(|z − ξ|2 −Kρ)
is a positive (1, 1) form for any z ∈ Ω. Thus,
ddcbξ(z) = Θ(z, ξ) + Λ(z, ξ),
where Θ(z, ξ) =Mα(|z − ξ|2 −Kρ(z))α−1ddc[Kρ(z)− |z|2]. If we choose K = K(Ω, ρ) > 0
big enough, independent of ξ, then Kρ(z)−|z|2 is a strictly m-sh function in a neighborhood
of Ω¯. It implies that Θ(z, ξ) ∈ Γm, i.e. the eigenvalues of the matrix of coefficients Θ(z, ξ)
form a vector in Γm, for every z ∈ Ω. Hence, for 1 ≤ k ≤ m
[ddcbξ(z)]
k ∧ βn−k(z) = [Θ(z, ξ) + Λ(z, ξ)]k ∧ βn−k(z) > 0
for every z ∈ Ω. Therefore bξ(z) ∈ SHm(Ω) ∩ Lipα(Ω¯) by Definition 1.1. The other
properties easily follow from the formula for bξ(z). The proof is finished. 
Set
b(z) := sup{bξ(z) : ξ ∈ ∂Ω}.
Since |bξ(z) − bξ(w)| ≤ C|z − w|
α, C = C(φ,K, ρ), one has b(z) ∈ SHm(Ω) ∩ Lipα(Ω¯).
Furthermore, from properties of bξ(z) we have b(z) = φ(z) on ∂Ω. Hence b(z) ≤ hm(z) in
Ω by the definition of hm(z).
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Let h1(z) be the harmonic extension of φ to Ω. According to Proposition 1.4 we know
that h1(z) ∈ Lipα(Ω¯), and hm(z) ≤ h1(z) in Ω. Altogether we have
b(z) ≤ hm(z) ≤ h1(z) in Ω, b(z) = hm(z) = h1(z) on ∂Ω.
Having these properties, we may repeat the last part of the proof of Proposition 1.4 in order
to get that hm(z) ∈ Lipα(Ω¯). The theorem follows. 
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