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ANALYTIC TORSION OF A BOUNDED GENERALIZED CONE
BORIS VERTMAN
Abstract. We compute the analytic torsion of a bounded generalized cone
by generalizing the computational methods of M. Spreafico and using the sym-
metry in the de Rham complex, as established by M. Lesch. We evaluate our
result in lower dimensions and further provide a separate computation of an-
alytic torsion of a bounded generalized cone over S1, since the standard cone
over the sphere is simply a flat disc.
1. Introduction
Torsion invariants for manifolds which are not simply connected were introduced
by K. Reidemeister in [Re1, Re2] and generalized to higher dimensions by W.
Franz in [Fr]. Using the introduced torsion invariants the authors obtained a full
PL-classification of lens spaces. The Reidemeister-Franz torsion, short − the Rei-
demeister torsion, was the first invariant of manifolds which was not a homotopy
invariant.
The Reidemeister-Franz definition of torsion invariants was extended later to
smooth manifolds by J. H. Whitehead in [Wh] and G. de Rham in [Rh]. With
their construction G. de Rham further proved that a spherical Clifford-Klein man-
ifold is determined up to isometry by its fundamental group and its Reidemeister
torsion.
The Reidemeister-Franz torsion is a combinatorial invariant and can be constructed
using a cell-decomposition or a triangulation of the underlying manifold. The com-
binatorial invariance under subdivisions was established by J. Milnor in [Mi], see
also [RS]. It is therefore a topological invariant of M , however not a homotopy
invariant.
There is a series of results relating combinatorial and analytic objects, among them
the Atiyah-Singer Index Theorem. In view of these results it is natural to ask for the
analytic counterpart of the combinatorial Reidemeister torsion. Such an analytic
torsion was introduced by D. B. Ray and I. M. Singer in [RS] in form of a weighted
product of zeta-regularized determinants of Laplace operators on differential forms.
The zeta-regularized determinant of a Laplace Operator is a spectral invariant which
very quickly became an object of interest on its own in differential and conformal
geometry, studied in particular as a function of metrics for appropriate geometric
operators. Further it plays a role in mathematical physics where it gives a regular-
ization procedure of functional path integrals (partition function), see [H].
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2 Analytic Torsion
In their work D.B. Ray and I. M. Singer provided some motivation why the analytic
torsion should equal the combinatorial invariant. The celebrated Cheeger-Mu¨ller
Theorem, established independently by J. Cheeger in [Ch] and W. Mu¨ller in [Mu1],
proved equality between the analytic Ray-Singer torsion and the combinatorial Rei-
demeister torsion for any smooth closed manifold with an orthogonal representation
of its fundamental group.
The proofs of J. Cheeger and W. Mu¨ller use different approaches. The first author
in principle studied the behaviour of the Ray-Singer torsion under surgery. The sec-
ond author used combinatorial parametrices and approximation theory of Dodziuk
[Do] to reduce the problem to trivial representations, treating this problem then by
surgeries.
Note a different approach of Burghelea-Friedlander-Kappeler in [BFK] and Bismut-
Zhang in [BZ1], who obtained a new proof of the result by J. Cheeger and W. Mu¨ller
using Witten deformation of the de Rham complex via a Morse function.
The study of the analytic torsion of Ray and Singer has taken the following natural
steps. The setup of a closed Riemannian manifold with its marking point − the
Cheeger Mu¨ller Theorem, was followed by the discussion of compact manifolds with
smooth boundary. In the context of smooth compact manifolds with boundary a
Cheeger-Mu¨ller type result was established in the work of W. Lu¨ck [Lu¨] and S.
Vishik [V].
While the first author reduced the discussion to the known Cheeger-Mu¨ller Theo-
rem on closed manifolds via the closed double construction, the second author gave
an independent proof of the Cheeger-Mu¨ller Theorem on smooth compact mani-
folds with and without boundary by establishing gluing property of the analytic
torsion.
Both proofs work under the assumption of product metric structures near the
boundary. However by the anomaly formula in [BM] the assumption of product
metric structures can be relaxed.
The next natural step in the study of analytic torsion is the treatment of Riemann-
ian manifolds with singularities. We are interested in the simplest case, the conical
singularity. The analysis and the geometry of spaces with conical singularities were
developped in the classical works of J. Cheeger in [Ch1] and [Ch2]. This setup is
modelled by a bounded generalized cone M = (0, 1]×N over a closed Riemannian
manifold (N, gN ) with the Riemannian metric
gM = dx2 ⊕ x2gN .
The analytic Ray-Singer Torsion is shown in [Dar] to exist on a bounded generalized
cone and the natural question arises whether one can establish a Cheeger-Mu¨ller
type theorem in the singular setup, as well. Following [L, Problem 5.3], the idea
is to reduce via the gluing formula of Vishik [V] the comparison of Ray-Singer and
p¯-Reidemeister torsion (intersection torsion, cf. [Dar]) on compact manifolds with
conical singularities to a comparison on a bounded generalized cone.
The presented computation of analytic torsion on a bounded generalized cone solves
problem posed in [L, Problem 5.3]. We have provided the general answer to the
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question in Theorems 8.1 and 8.2 and obtained as an example explicit results in
two and in three dimensions in Corollaries 8.3 and 8.4.
After the computation of the analytic torsion of a bounded generalized cone one
faces the problem of comparing it to the intersection torsion in the ”right” per-
versity p¯. However the complex form of the result for the analytic torsion at least
complicates the comparison with the topological counterpart.
In the actual computation of the analytic torsion of a bounded generalized cone, we
use the approach of M. Spreafico [S], combined with elements of [BKD], together
with an observation of symmetry in the de Rham complex by M. Lesch in [L3].
In fact J.S. Dowker and K. Kirsten provided in [DK] some explicit results for a
bounded generalized cone M = (0, 1]×N , giving formulas which related the zeta-
determinants of form-valued Laplacians, essentially self-adjoint at the cone singu-
larity and with Dirichlet or generalized Neumann conditions at the cone base, to
the spectral information on the base manifold N . So, in the manner of [Ch2], they
reduced analysis on the cone to that on its base.
Theoretically these results can be composed directly into a formula for the analytic
torsion. However this approach would disregard the subtle symmetry of the de
Rham complex of a bounded generalized cone, which was derived by M. Lesch in
[L3]. Furthermore the formulas obtained this way turn out to be rather ineffective.
We present here an approach that does make use of the symmetry of the de Rham
complex and leads to expressions that are easier to evaluate. The calculations are
performed for any dimension ≥ 2 with an overall general result for the analytic
torsion of a bounded generalized cone. Further calculations are possible only by
specifying the base manifold N . In Subsection 8 we provide explicit results in three
and in two dimensions.
The computation is performed for simplicity under an additional assumption of a
scaled metric gM , such that the form-valued Laplacians are essentially self-adjoint
at the cone singularity. This apparent gap can be considered as closed by the dis-
cussion in [BV1].
For a bounded generalized cone of dimension two, over a one-dimensional sphere,
one needs to introduce an additional parameter in the Riemannian cone metric in
order to deal with bounded generalized cone and not simply with a flat disc D1.
There is no need to evaluate the symmetry of the de Rham complex in this case.
The calculations of [S] can be generalized to this setup in a straightforward way,
which is done in Section 9.
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4 Analytic Torsion
2. The Scalar Analytic Torsion
Consider a bounded generalized cone M = (0, 1] × N over a closed oriented Rie-
mannian manifold (N, gN ) of dimension dimN = n, with the Riemannian metric
on M given by a warped product
gM = dx2 ⊕ x2gN .
Consider the exterior derivatives and their formal adjoints on differential forms with
compact support in the interior of M :
dk : Ωk0(M)→ Ωk+10 (M),
dtk : Ω
k+1
0 (M)→ Ωk0(M).
Define the minimal closed extensions dk,min and dtk,min as the graph closures in
L2(
∧∗
T ∗M, vol(gM )) of the differential operators dk and dtk respectively. The
operators dk,min and dtk,min are closed and densely defined. In particular we can
form the adjoint operators and set for the maximal extensions:
dk,max := (dtk,min)
∗, dtk,max := (dk,min)
∗.
The minimal and the maximal extensions of the exterior derivative give rise to self-
adjoint extensions of the associated Laplace operator 4k. We are interested in the
relative self-adjoint extension of 4k, defined as follows:
4relk := d∗k,mindk,min + dk−1,mind∗k−1,min =(2.1)
= dtk,maxdk,min + dk−1,mind
t
k−1,max.
We will only need the following well-known result, which is a direct application of
[L1, Proposition 1.4.7]
Theorem 2.1. The self-adjoint operator 4relk is discrete with the zeta-function
ζ(s,4relk ) =
∑
λ∈Sp(4relk )\{0}
λ−s, Re(s) > m/2,
being holomorphic for Re(s) > m/2.
The meromorphic continuation of zeta-functions for general self-adjoint extensions
of regular-singular operators is discussed in a series of sources, notably [L1, Theorem
2.4.1], [Ch2, Theorem 4.1] and [LMP, Theorem 5.7].
For a compact oriented Riemannian manifold Xm the scalar analytic torsion ([RS])
is defined by
log T (X) :=
1
2
m∑
k=0
(−1)k · k · ζ ′k(0),
where ζk(s) denotes the zeta-function of the Laplacian on k-forms of X, with rel-
ative or the absolute boundary conditions posed at ∂X. On compact Riemannian
manifolds the zeta-functions ζk(s) extend meromorphically to C with s = 0 being
regular, so the definition makes sense.
On the bounded generalized cone M the zeta-functions ζ(s,4relk ) possibly have a
simple pole at s = 0. However we have the following result of A.Dar:
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Theorem 2.2. [Dar] The meromorphic function
T (M, s) :=
1
2
m∑
k=0
(−1)k · k · ζ(s,4relk )(2.2)
is regular at s = 0. Thus the analytic torsion T rel(M) := exp(T ′(M, s = 0)) of a
bounded generalized cone exists.
Thus even though the zeta-functions ζ(s,4relk ) need not be regular at s = 0, their
residua at s = 0 cancel in the alternating weighted sum T (M, s).
The statement extends to general compact manifolds with isolated conical singu-
larities. A compact manifold with a conical singularity is a Riemannian manifold
(M1 ∪N U, g) partitioned by a compact hypersurface N , such that M1 is a compact
manifold with boundary N and U is isometric to (0, ]×N with the metric over U
being of the following form
g|U = dx2 ⊕ x2g|N .
In this article we compute for the bounded generalized cone M the analytic con-
tinuation of log T (M, s) to s = 0 by means of a decomposition of the de Rham
complex. We perform the computations under an isometric identification below.
The volume forms on M and N , associated to the Riemannian metrics gM and gN ,
are related as follows:
vol(gM ) = xndx ∧ vol(gN ).
Consider as in [BS, (5.2)] the following separation of variables map, which is linear
and bijective:
Ψk : C∞0 ((0, 1),Ω
k−1(N)⊕ Ωk(N))→ Ωk0(M)(2.3)
(φk−1, φk) 7→ xk−1−n/2φk−1 ∧ dx+ xk−n/2φk,
where φk, φk−1 are identified with their pullback to M under the natural projection
pi : (0, 1] × N → N onto the second factor, and x is the canonical coordinate on
(0, 1]. Here Ωk0(M) denotes differential forms of degree k = 0, .., n+1 with compact
support in the interior of M . The separation of variables map Ψk extends to
an isometry with respect to the L2-scalar products, induced by the volume forms
vol(gM ) and vol(gN ).
Proposition 2.3. The separation of variables map (2.3) extends to an isometric
identification of L2−Hilbert spaces
Ψk : L2([0, 1], L2(∧k−1T ∗N ⊕ ∧kT ∗N, vol(gN )), dx)→ L2(∧kT ∗M, vol(gM )).
Under this identification we obtain for the exterior derivative, as in [BS, (5.5)]
(2.4) Ψ−1k+1dkΨk =
(
0 (−1)k∂x
0 0
)
+
1
x
(
dk−1,N ck
0 dk,N
)
,
where ck = (−1)k(k − n/2) and dk,N denotes the exterior derivative on differential
forms over N of degree k. Taking adjoints we find
(2.5) Ψ−1k d
t
kΨk+1 =
(
0 0
(−1)k+1∂x 0
)
+
1
x
(
dtk−1,N 0
ck d
t
k,N
)
.
6 Analytic Torsion
Consider now the Gauss-Bonnet operator D+GB mapping forms of even degree to
forms of odd degree. The Gauss-Bonnet operator acting on forms of odd degree
is simply the formal adjoint D−GB = (D
+
GB)
t. With respect to Ψ+ := ⊕Ψ2k and
Ψ− := ⊕Ψ2k+1 the relevant operators take the following form:
Ψ−1− D
+
GBΨ+ =
d
dx
+
1
x
S0, Ψ−1+ D
−
GBΨ− = −
d
dx
+
1
x
S0,(2.6)
Ψ−1+ 4+Ψ+ = Ψ−1+ (D+GB)tΨ−Ψ−1− D+GBΨ+ = −
d2
dx2
+
1
x2
S0(S0 + 1),(2.7)
Ψ−1− 4−Ψ− = Ψ−1− (D−GB)tΨ+Ψ−1+ D−GBΨ− = −
d2
dx2
+
1
x2
S0(S0 − 1).
where S0 is a first order elliptic differential operator on Ω∗(N). The transformed
Gauss-Bonnet operators in (2.6) are regular singular in the sense of [BS] and [Br,
Section 3]. Moreover, the Laplace Operator on k-forms over M transforms to
Ψk4kΨ−1k = −
d2
dx2
+
1
x2
Ak,(2.8)
where Ak is a symmetric differential operator of order two, a restriction of S0(S0 +
(−1)k) to Ωk−1(N)⊕ Ωk(N) to Ωk−1(N)⊕ Ωk(N). The non-product situation on
the bounded generalized cone M is pushed into the x-dependence of the tangential
part of the Laplacian.
We continue below under the isometric transformation Φ. In particular the de Rham
complex and the associated Laplace operators are considered in their equivalent
form under the isometry.
3. Decomposition of the de Rham complex
Following [L3], we decompose the de Rham complex of M into a direct sum of
subcomplexes of two types. The first type of the subcomplexes is given as follows.
Let ψ ∈ Ekλ, λ ∈ Vk, k = 1, .., n be a fixed non-zero generator of Ekλ. Put
ξ1 := (0, ψ) ∈ Ωk−1(N)⊕ Ωk(N),
ξ2 := (ψ, 0) ∈ Ωk(N)⊕ Ωk+1(N),
ξ3 := (0,
1√
λ
dNψ) ∈ Ωk(N)⊕ Ωk+1(N),
ξ4 := (
1√
λ
dNψ, 0) ∈ Ωk+1(N)⊕ Ωk+2(N).
Then C∞0 ((0, 1), 〈ξ1, ξ2, ξ3, ξ4〉) is invariant under d, dt and we obtain a subcomplex
of the de Rham complex:
0→ C∞0 ((0, 1), 〈ξ1〉)
dψ0−−→ C∞0 ((0, 1), 〈ξ2, ξ3〉)
dψ1−−→ C∞0 ((0, 1), 〈ξ4〉)→ 0,(3.1)
where dψ0 , d
ψ
1 take the following form with respect to the chosen basis:
dψ0 =
(
(−1)k∂x + ckx
x−1
√
λ
)
, dψ1 =
(
x−1
√
λ, (−1)k+1∂x + ck+1
x
)
.
By [BV1, Theorem 4.10] separating out the subcomplex above is compatible with
the boundary conditions of 4relk ,4relk+1,4relk+2. In other words we have a decompo-
sition into reducing subspaces of the Laplacians, see [W2] and [BV1, Subsection
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4.2] for further details. Hence the relative boundary conditions induce self-adjoint
extensions of the Laplacians of the subcomplex:
D(4relk ) ∩ L2((0, 1), Ekλ) = D((dψ0 )tmaxdψ0,min) =: D(4k0,λ),(3.2)
D(4relk+2) ∩ L2((0, 1), dNEkλ) = D(dψ1,min(dψ1 )tmax) =: D(4k2,λ),(3.3)
D(4relk+1) ∩ L2((0, 1), E˜kλ) = D((dψ0 )tmaxdψ0,min + dψ1,min(dψ1 )tmax) =: D(4kλ).(3.4)
Next we compute the associated Laplacians
4ψ0 := (dψ0 )tdψ0 = −∂2x +
1
x2
[
η +
(
k +
1
2
− n
2
)2
− 1
4
]
= dψ1 (d
ψ
1 )
t =: 4ψ2 .(3.5)
under the identification of any φ = f · ξi ∈ C∞0 ((0, 1), 〈ξi〉), i = 1, 4 with its scalar
part f ∈ C∞0 (0, 1). We continue under this identification from here on.
The second type of the subcomplexes comes from the harmonics on the base man-
ifold N and is given as follows. Consider Hk(N) and fix an orthonormal ba-
sis {ui}, i = 1, ..,dimHk(N) of Hk(N). Observe that for any i the subspace
C∞0 ((0, 1), 〈0 ⊕ ui, ui ⊕ 0〉) is invariant under d, dt and we obtain a subcomplex
of the de Rham complex
0→ C∞0 ((0, 1), 〈0⊕uki , 〉) d−→ C∞0 ((0, 1), 〈uki ⊕ 0〉)→ 0,(3.6)
d = (−1)k∂x + ck
x
,(3.7)
where the action of d is identified with its scalar action. We continue under this
identification. As for the subcomplex (3.1), separating out the subcomplex above is
compatible with the relative boundary conditions by [BV1, Theorem 4.10]. Hence
we obtain for the induced self-adjoint extensions
D(4relk ) ∩ L2((0, 1),〈0⊕ uki 〉) = D(dtmaxdmin) =
= D
(
(−1)k+1∂x + ck
x
)
max
(
(−1)k∂x + ck
x
)
min
,(3.8)
D(4relk+1) ∩ L2((0, 1),〈uki ⊕ 0〉) = D(dmindtmax) =
= D
(
(−1)k∂x + ck
x
)
min
(
(−1)k+1∂x + ck
x
)
max
.(3.9)
By the Hodge decomposition on the base manifold N the de Rham complex
(Ω∗0(M), d) decomposes completely into subcomplexes of the two types above. This
decomposition gives in each degree k a compatible decomposition for 4relk , as ob-
served [BV1, Theorem 4.10]. In the language of [W2] we have a decomposition
into reducing subspaces of the Laplacians. Hence the Laplacians 4relk induce self-
adjoint relative extensions of the Laplacians of the subcomplexes. In particular
each subcomplex contributes to the function in (2.2) as follows.
The relative boundary conditions turn the complex (3.1) of the first type into a
Hilbert complex (see [BL1]) of the following general form:
0→ Hk D−→ Hk+1 D−→ Hk+2 → 0.
By the specific form of the subcomplex we have the following relation between the
zeta-functions corresponding to the Laplacians of the subcomplex
ζk+1(s) = ζk(s) + ζk+2(s).(3.10)
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From the spectral relation (3.10) we deduce that the contribution of the subcomplex
H to the function T (M, s) amounts to
(−1)k
2
[kζk(s)− (k + 1)ζk+1(s) + (k + 2)ζk+2(s)]
=
(−1)k
2
(ζk+2(s)− ζk(s)).(3.11)
Since there are in fact infinitely many subcomplexes of the first type, we first have
to add up the contributions for Re(s) large and then continue the sum analytically
to s = 0. Then the derivative at zero gives the contribution to T (M).
For the contribution of the subcomplexes (3.6) of the second kind to the analytic
torsion, note that the relative boundary conditions turn the complex of second type
into a Hilbert complex of the following general form:
0→ Hk D−→ Hk+1 → 0.
There are only finitely many such subcomplexes, since dimH∗(N) <∞. Hence we
obtain directly for the contribution to log T (M) from each of such subcomplexes
(−1)k+1
2
ζ ′(D∗D, s = 0).(3.12)
4. Symmetry in the Decomposition
In this section we present a symmetry of the de Rham complex on a model cone, as
elaborated by M. Lesch in [L3]. Consider the subcomplexes (3.1) of the first type
0→ C∞0 ((0, 1), 〈ξ1〉) d0−→ C∞0 ((0, 1), 〈ξ2, ξ3〉) d1−→ C∞0 ((0, 1), 〈ξ4〉)→ 0.
with the associated Laplacians (identified with their scalar action)
4ψ0 := (dψ0 )tdψ0 = −∂2x +
1
x2
[
η +
(
k +
1
2
− n
2
)2
− 1
4
]
= dψ1 (d
ψ
1 )
t =: 4ψ2 .(4.1)
By [BV1, Theorem 4.10] separating out the subcomplex above provides a decom-
position into reducing subspaces of 4relk ,4relk+1,4relk+2. Hence the relative boundary
conditions induce self-adjoint extensions of the Laplacians 4ψ0 ,4ψ2
4ψ0,rel = (dψ0 )tmaxdψ0,min, 4ψ2,rel = dψ1,min(dψ1 )tmax
Now we discuss the relative boundary conditions for 4ψ0 ,4ψ2 . Assume that the
lowest non-zero eigenvalue η of 4k,N is η > 1. This can always be achieved by an
appropriate scaling of the metric on N
gN,c := c−2gN , c > 0 large enough.(4.2)
More precisely, the Laplacian 4cN defined on Ω∗(N) with respect to gN,c is related
to the original Laplacian 4N as follows
4cN = c24N .
Hence indeed for c > 0 sufficiently large we achieve that the Laplacian 4cN has no
”small” non-zero eigenvalues.
This guarantees that 4ψ0 and 4ψ2 are in the limit point case at x = 0 and hence all
their self-adjoint extensions in L2(0, 1) coincide at x = 0. Hence we only need to
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consider the relative boundary conditions at x = 1. With [BV1, Proposition 4.5],
which is essentially the trace theorem of L. Paquet in [P], we obtain
D(4ψ0,rel) = {f ∈ D(4ψ0,max)|f(1) = 0},
D(4ψ2,rel) = {f ∈ D(4ψ2,max)|(−1)kf ′(1) + ck+1f(1) = 0}.
The values f(1), f ′(1) are well-defined since D(4ψ0,2,max)⊂ H2loc(0, 1].
Remark 4.1. The assumption on the lower bound of the non-zero eigenvalues of
4k,N can be dropped. Then the discussion of a finite direct sum of model Laplacians
in the limit circle case enters the calculations. This setup has been elaborated in
[BV1, Section 5].
Next we consider the twin-subcomplex, associated to the subcomplex discussed
above. Let φ := ∗Nψ ∈ Ωn−k(N). Put
ξ˜1 := (0,
1√
η
dtNφ) ∈ Ωn−k−2(N)⊕ Ωn−k−1(N),
ξ˜2 := (
1√
η
dtNφ, 0) ∈ Ωn−k−1(N)⊕ Ωn−k(N),
ξ˜3 := (0, φ) ∈ Ωn−k−1(N)⊕ Ωn−k(N),
ξ˜4 := (φ, 0) ∈ Ωn−k(N)⊕ Ωn−k+1(N).
Again the subspace C∞0 ((0, 1), 〈ξ˜1, ξ˜2, ξ˜3, ξ˜4〉) is invariant under the action of d and
dt and in fact we obtain a complex
0→ C∞0 ((0, 1), 〈ξ˜1〉)
dφ0−→ C∞0 ((0, 1), 〈ξ˜2, ξ˜3〉)
dφ1−→ C∞0 ((0, 1), 〈ξ˜4〉)→ 0.
By computing explicitly the action of the exterior derivative (2.4) on the basis
elements ξ˜i we obtain
dφ0 =
(
(−1)n−k−1∂x + cn−k−1x
x−1
√
η
)
, dφ1 =
(
x−1
√
η, (−1)n−k∂x + cn−k
x
)
.
As for the first subcomplex we compute the relevant Laplacians:
4φ0 = 4φ2 = −∂2x +
1
x2
[
η +
(
k +
1
2
− n
2
)2
− 1
4
]
= 4ψ0 = 4ψ2 ,(4.3)
where the operators are identified with their scalar actions. As before, separating
out the subcomplex above, we decompose 4reln−k±1,4reln−k compatibly. Hence the
relative boundary conditions induce self-adjoint extensions
4φ0,rel = (dφ0 )tmaxdφ0,min, 4φ2,rel = dφ1,min(dφ1 )tmax
of the Laplacians 4φ0 ,4φ2 respectively. Under the scaling assumption of (4.2) the
relative boundary conditions for this pair of operators are computed to
D(4φ0,rel) = {f ∈ D(4φ0,max)|f(1) = 0},
D(4φ2,rel) = {f ∈ D(4φ2,max)|(−1)n−k+1f ′(1) + cn−kf(1) = 0},
with [BV1, Proposition 4.5]. As before the values f(1), f ′(1) are well-defined since
D(4φ0,2,max) ⊂ H2loc(0, 1].
10 Analytic Torsion
So in total we obtain four self-adjoint operators, which differ only by their boundary
conditions. Unfortunately the differences in the domains do not allow to cancel the
contribution of the two twin-subcomplexes to the analytic torsion. However the
symmetry still allows us to perform explicit computations.
Recall that ψ was chosen to be a normalized coclosed η-eigenform on N of degree
k and φ = ∗Nψ. Denote the dependence of the generating forms ψ and φ on the
eigenvalue η by ψ(η) and φ(η). Introduce further the notation
D(k) :={λ ∈ Spec4ψ(η)0,rel|η ∈ Spec4k,ccl,N\{0}}
={λ ∈ Spec4φ(η)0,rel|η ∈ Spec4k,ccl,N\{0}},
N1(k) := {λ ∈ Spec4ψ(η)2,rel|η ∈ Spec4k,ccl,N\{0}},
N2(k) := {λ ∈ Spec4φ(η)2,rel|η ∈ Spec4k,ccl,N\{0}},
where all eigenvalues are counted according to their multiplicities. Using this no-
tation we now introduce the following zeta-functions for Re(s) 0
ζkD(s) :=
∑
λ∈D(k)
λ−s, ζkN1(s) :=
∑
λ∈N1(k)
λ−s, ζkN2(s) :=
∑
λ∈N2(k)
λ−s, Re(s) 0.
The D-subscript is aimed to point out that the zeta-functions in the sum are as-
sociated to Laplacians with Dirichlet boundary conditions at x = 1. Similarly the
N -subscripts point out the generalized Neumann boundary conditions at x = 1,
which are however different for 4φ2 and 4ψ2 .
The zeta-functions ζkD(s), ζ
k
N1
(s) and ζkN2(s) are by Theorem 2.1 holomorphic for
Re(s) sufficiently large, since they sum over eigenvalues of 4rel∗ but with lower mul-
tiplicities. In view of (3.11), which describes the contribution to analytic torsion
from the subcomplexes, we set for Re(s) large
Definition 4.2. ζk(s) := ζkN1(s)− ζkD(s)) + (−1)n−1(ζkN2(s)− ζkD(s)).
Remark 4.3. Note that ζkD(s) in the definition of ζk(s) cancel for m = dimM odd,
simplifying the expression for ζk(s) considerably. Further simplifications (notably
Proposition 6.8) take place throughout the discussion, so that an effective result can
be obtained in the end.
Below we provide the analytic continuation of ζk(s) to s = 0 for any fixed degree
k < dimN − 1 and compute (−1)kζ ′k(0). The contribution coming from the sub-
complexes of the second type (3.6), induced by the harmonic forms on the base N ,
is not included in ζk(s) and will be determined explicitly in a separate discussion.
Remark 4.4. The total contribution of subcomplexes (3.1) of first type to the loga-
rithmic scalar analytic torsion log T (M) of the odd-dimensional bounded generalized
cone M is given by
1
2
n/2−1∑
k=0
(−1)k · ζ ′k(0).
For an even-dimensional cone M the zeta-function ζk(s) counts in the degree
k = (n − 1)/2 each subcomplex of type (3.1) twice. Thus the total contribution
Boris Vertman 11
of subcomplexes of first type to log T (M) is given by
1
2
(n−3)/2∑
k=0
(−1)k · ζ ′k(0) +
(−1) (n−1)2
2
· ζ ′n−1
2
(0)
 ,
where the first sum is set to zero for dimM = n+ 1 = 2.
5. Some auxiliary analysis
Fix a real number ν > 1 and consider the following differential operator
lν := − d
2
dx2
+
ν2 − 1/4
x2
: C∞0 (0, 1)→ C∞0 (0, 1).
By the choice ν > 1 the operator lν is in the limit point case at x = 0 and hence
its maximal and the minimal extensions coincide at x = 0. Therefore we only need
to fix boundary conditions at x = 1 to define a self-adjoint extension of lν . Put for
α ∈ R∗:
D(Lν(α)) := {f ∈ D(lν,max)|(α− 1/2)−1f ′(1) + f(1) = 0},
where α = ∞ defines the Dirichlet boundary conditions at x = 1 and α = 1/2 −
the pure Neumann boundary conditions at x = 1.
Proposition 5.1. The self-adjoint operator Lν(α), α ∈ R∗ is discrete and bounded
from below. For α2 < ν2 and α =∞ the operator Lν(α) is positive.
Proof. The discreteness of Lν(α) is asserted in [BS2], see also [L, Theorem 1.1]
where this result is restated. For semi-boundedness of Lν(α) note that the potential
(ν2− 1/4)/x2 is positive. Hence it suffices to discuss semi-boundedness of −d2/dx2
under different boundary conditions. By [W2, Theorem 8.24] all the self-adjoint
extensions of
− d
2
dx2
: C∞0 (0, 1)→ C∞0 (0, 1)
are bounded from below, since −d2/dx2 on C∞0 (0, 1) is semi-bounded. Indeed for
any f ∈ C∞0 (0, 1)
〈−f ′′, f〉L2(0,1) = − f ′(x)f(x)
∣∣∣1
0
+
∫ 1
0
|f ′(x)|2dx ≥ 0.
Hence Lν(α) is indeed semi-bounded. It remains to identify the lower bound in
the case α2 < ν2 and α = ∞. For this consider any f ∈ D(lν,max), f 6≡ 0. Recall
D(lν,max) ⊂ H2loc(0, 1], which implies that f is continuously differentiable at (0, 1)
and f, f ′ extend continuously to x = 1. Moreover we infer from [BV1, Proposition
2.10 (iii)] the asymptotic behaviour f(x) = O(x3/2), f ′(x) = O(x1/2), as x → 0.
We compute via integration by parts for any  ∈ R with 2 < ν2:
〈lνf, f〉L2(0,1) =
∫ 1
0
[(
− d
dx
+
− 1/2
x
)(
d
dx
+
− 1/2
x
)
f(x)+
+
ν2 − 2
x2
f(x)
]
· f(x)dx = −
(
f ′(x) +
− 1/2
x
f(x)
)
f(x)
∣∣∣∣1
x→0+
+
+
∥∥∥∥f ′ + − 1/2x f
∥∥∥∥2
L2(0,1)
+
∥∥∥∥∥
√
ν2 − 2
x
f
∥∥∥∥∥
2
L2(0,1)
.
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Now the asymptotics of f(x) and f ′(x) as x→ 0 implies together with f 6≡ 0:
〈lνf, f〉L2(0,1) > −f(1) · (f ′(1) + (− 1/2)f(1)).(5.1)
Evaluation of the conditions at x = 1 for Lν(α) with α =∞ or α2 < ν2 proves the
statement. 
Corollary 5.2. Let Jν(z) denote the Bessel function of first kind and put for any
fixed α ∈ R∗
J˜αν (z) := αJν(z) + zJ
′
ν(z),
where for α =∞ we put J˜αν (z) := Jν(z). Then for ν > 1 and α =∞ or α2 < ν2, the
zeros of J˜αν (z) are real, discrete and symmetric about the origin. The eigenvalues
of the positive operator Lν(α) are simple and given by squares of positive zeros of
J˜αν (z), i.e.
SpecLν(α) = {µ2|J˜αν (µ) = 0, µ > 0}.
Proof. The general solution to lνf = µ2f, µ 6= 0 is of the following form
f(x) = c1
√
xJν(µx) + c2
√
xYν(µx),
where c1, c2 are constants and Jν , Yν denote Bessel functions of first and second
kind, respectively. For ν > 1 the asymptotic behaviour of f ∈ D(lν,max) is given by
f(x) = O(x3/2), x → 0. Hence a solution to lνf = µ2f, µ 6= 0 with f ∈ D(lν,max)
must be of the form
f(x) = c1
√
xJν(µx).
Taking in account the boundary conditions for Lν(α) with at α = ∞ or α2 < ν2,
we deduce correspondence between zeros of J˜αν (z) and eigenvalues of Lν(α). Hence
by Proposition 5.1 we deduce the statements about the zeros of J˜αν (z), up to the
statement on the symmetry of zeros, which follows simply from the standard infinite
series representation of Bessel functions.
Furthermore, Jν(−µx) = (−1)νJν(µx), µ 6= 0 and hence each eigenvalue µ2 of
Lν(α) is simple with the unique (up to a multiplicative constant) eigenfunction
f(x) =
√
xJν(µx), µ > 0 This completes the proof. 
Similar statements can be deduced for more general values of α ∈ R∗, but are not
relevant in the present discussion. Finally note as a direct application of Proposition
5.1 that the Laplacians 4ψ0,2,rel and 4φ0,2,rel, introduced in the previous section, are
positive.
Corollary 5.3. For all degrees k = 0, ..,dimN we have
D(k) ⊂ R+, Ni(k) ⊂ R+, i = 1, 2.
Next consider the zeta-function ζ(s, Lν(α)), α ∈ R∗ associated to the self-adjoint
realization Lν(α) of lν . It is well-known, see [L, Theorem 1.1] that the zeta-function
extends meromorphically to C with the analytic representation given by the Mellin
transform of the heat trace:
ζ(s, Lν(α)) =
1
Γ(s)
∫ ∞
0
ts−1TrL2(e−tLν(α)P )dt,
where P is the projection on the orthogonal complement of the null space of Lν(α).
The heat operator exp(−tLν(α)) is defined by the spectral theorem and is a bounded
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smoothing operator with finite trace TrL2(e−tLν(α)P ) of standard polylogarithmic
asymptotics as t→ 0+, see [Ch, Theorem 2.1]. We can write for t > 0
Tr(e−tLν(α)) =
1
2pii
∫
Λ
e−λtTr(λ− Lν(α))−1dλ,
where the contour Λ shall encircle all non-zero eigenvalues of the semi-bounded
Lν(α), α ∈ R∗ and be counter-clockwise oriented, in analogy to Figure 1 below.
Now, following [S], we obtain an integral representation for ζ(s, Lν(α)) in a compu-
tationally convenient form. Introduce a numbering (λn) of the eigenvalues of Lν(α)
and observe
Tr(λ− Lν(α))−1 =
∑
n
1
λ− λn =
∑
n
d
dλ
log
(
1− λ
λn
)
,
where we fix henceforth the branch of logarithm in C\R+ with 0 ≤ Im log z < 2pi.
We continue with this branch of logarithm throughout the section. Integrating now
by parts first in λ, then in t we obtain
ζ(s, Lν(α)) =
s2
Γ(s+ 1)
∫ ∞
0
ts−1
1
2pii
∫
Λ
e−λt
−λ
[
−
∑
n
log
(
1− λ
λn
)]
dλdt.(5.2)
6. Contribution from the Subcomplexes I
We continue in the setting and in the notation of Section 4 and fix any degree
k ≤ dimN − 1. We define the following contour:
Λc := {λ ∈ C||arg(λ− c)| = pi/4}(6.1)
oriented counter-clockwise, with c > 0 a fixed positive number, smaller than the
lowest non-zero eigenvalue of 4rel∗ . The contour is visualized in the Figure 1:
Figure 1. The contour Λc. The ×’s represent the eigenvalues of 4rel∗ .
In analogy to the constructions of [S] we obtain for the zeta-functions
ζkD(s), ζ
k
N1
(s), ζkN2(s) the following results.
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Proposition 6.1. Let M = (0, 1]×N, gM = dx2 ⊕ x2gN be a bounded generalized
cone. Let the metric on the base manifold N be scaled as in (4.2) such that the
non-zero eigenvalues of the form-valued Laplacians on N are bigger than 1. Denote
by 4k,ccl,N the Laplace Operator on coclosed k-forms on N . Let
Fk := {ξ ∈ R+ | ξ2 = η + (k + 1/2− n/2)2 , η ∈ Spec4k,ccl,N\{0}}.
Then we obtain with (jν,i)i∈N being the positive zeros of the Bessel function Jν(z)
ζkD(s) =
s2
Γ(s+ 1)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ T
k
D(s, λ)dλdt,(6.2)
T kD(s, λ) =
∑
ν∈Fk
tD,kν (λ) ν
−2s, tD,kν (λ) = −
∞∑
i=1
log
(
1− ν
2λ
j2ν,i
)
.(6.3)
Proof. Consider for η ∈ Spec4k,ccl,N\{0} the operators 4ψ(η)0 and 4φ(η)0 , defined
in (3.5) and (4.3). Under the identification with their scalar parts we have
4φ(η)0 = 4ψ(η)0 = −∂2x +
1
x2
[
ν2 − 1
4
]
,
where ν :=
√
η + (k + 1/2− n/2)2. By scaling of the metric on N we have ν > 1
and hence the self-adjoint extensions 4φ(η)0,rel and 4ψ(η)0,rel are determined only by their
Dirichlet boundary conditions at x = 1. By Corollary 5.2 we obtain:
ζkD(s) =
∑
ν∈Fk
∞∑
i=1
j−2sν,i =
∑
ν∈Fk
ν−2s
∞∑
i=1
(
jν,i
ν
)−2s
, Re(s) 0,
where jν,i are the positive zeros of Jν(z). This series is well-defined for Re(s) large
by Theorem 2.1, since 4φ(η)0,rel(≡ 4ψ(η)0,rel) as direct sum components of 4rel∗ have the
same spectrum as 4rel∗ , but with lower multiplicities in general.
Due to the uniform convergence of integrals and series we obtain with similar com-
putations as for (5.2) an integral representation for this sum:
ζkD(s) =
s2
Γ(s+ 1)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ T
k
D(s, λ)dλdt,(6.4)
T kD(s, λ) =
∑
ν∈Fk
tD,kν (λ) ν
−2s, tD,kν (λ) = −
∞∑
i=1
log
(
1− ν
2λ
j2ν,i
)
.(6.5)
Note that the contour Λc, defined in (6.1) encircles all eigenvalues of4φ(η)0,rel ≡ 4ψ(η)0,rel
by construction, since the operators are positive by Corollary 5.3. 
Proposition 6.2. Let M = (0, 1]×N, gM = dx2 ⊕ x2gN be a bounded generalized
cone. Let the metric on the base manifold N be scaled as in (4.2) such that the
non-zero eigenvalues of the form-valued Laplacians on N are bigger than 1. Denote
by 4k,ccl,N the Laplace Operator on coclosed k-forms on N . Let
Fk := {ξ ∈ R+ | ξ2 = η + (k + 1/2− n/2)2 , η ∈ Spec4k,ccl,N\{0}}.
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Then we obtain for l = 1, 2
ζkNl(s) =
s2
Γ(s+ 1)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ T
k
Nl
(s, λ)dλdt,(6.6)
T kNl(s, λ) =
∑
ν∈Fk
tNl,kν (λ) ν
−2s, tNl,kν (λ) = −
∞∑
i=1
log
(
1− ν
2λ
j˜2ν,l,i
)
,(6.7)
where (j˜ν,l,i)i∈N are the positive zeros of J˜Nl,kν (z) for l = 1, 2. The functions J˜
Nl
ν (z)
are defined as follows
J˜N1,kν (z) :=
(
1
2
+ (−1)kck+1
)
Jν(z) + zJ ′ν(z),
J˜N2,kν (z) :=
(
1
2
+ (−1)kck
)
Jν(z) + zJ ′ν(z).
Proof. Consider for η ∈ Spec4k,ccl,N\{0} the operators 4ψ(η)2 and 4φ(η)2 , defined
in (3.5) and (4.3), which contribute to the zeta-functions ζkN1(s) and ζ
k
N2
(s) corre-
spondingly. Under the identification with their scalar parts we have
4φ(η)2 = 4ψ(η)2 = −∂2x +
1
x2
[
ν2 − 1
4
]
,
where ν :=
√
η + (k + 1/2− n/2)2. By scaling of the metric on N we have ν > 1
and hence the self-adjoint extensions 4φ(η)2,rel and 4ψ(η)2,rel are determined only by their
generalized Neumann boundary conditions at x = 1. Recall
D(4ψ2,rel) = {f ∈ D(4ψ2,max)|f ′(1) + (−1)kck+1f(1) = 0},
D(4φ2,rel) = {f ∈ D(4φ2,max)|f ′(1) + (−1)n−k+1cn−kf(1) = 0}.
Observe (−1)n−k+1cn−k = (−1)kck and put
J˜N1,kν (µ) :=
(
1
2
+ (−1)kck+1
)
Jν(µ) + µJ ′ν(µ),
J˜N2,kν (µ) :=
(
1
2
+ (−1)kck
)
Jν(µ) + µJ ′ν(µ).
Note for any degree k and any ν ∈ Fk∣∣∣∣12 + (−1)kck+1
∣∣∣∣ = ∣∣∣∣12 + (−1)kck
∣∣∣∣ = ∣∣∣∣n2 − 12 − k
∣∣∣∣ < ν.
Hence by Corollary 5.2 we obtain for l = 1, 2:
ζkNl(s) =
∑
ν∈Fk
∞∑
i=1
j˜−2sν,l,i =
∑
ν∈Fk
ν−2s
∞∑
i=1
(
j˜ν,l,i
ν
)−2s
, Re(s) 0,
where j˜ν,l,i are the positive zeros of J˜Nl,kν (z) for l = 1, 2. This series is well-defined
for Re(s) large by Theorem 2.1, since 4φ(η)2,rel,4ψ(η)2,rel as direct sum components of
4rel∗ have the same spectrum as 4rel∗ , but with lower multiplicities in general.
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Due to the uniform convergence of integrals and series we obtain with similar com-
putations as for (5.2) an integral representation for this sum:
ζkNl(s) =
s2
Γ(s+ 1)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ T
k
Nl
(s, λ)dλdt,(6.8)
T kNl(s, λ) =
∑
ν∈Fk
tNl,kν (λ) ν
−2s, tNl,kν (λ) = −
∞∑
i=1
log
(
1− ν
2λ
j˜2ν,l,i
)
.(6.9)
Note that the contour Λc encircles all the possible eigenvalues of 4φ(η)2,rel,4ψ(η)2,rel by
construction, since the operators are positive by Corollary 5.3. 
Corollary 6.3. Let M = (0, 1] × N, gM = dx2 ⊕ x2gN be a bounded generalized
cone. Let the metric on N be scaled as in (4.2) such that the non-zero eigenvalues of
the form-valued Laplacians on N are bigger than 1. Then we obtain with Definition
4.2 in the notation of Propositions 6.1 and 6.2
ζk(s) =
s2
Γ(s+ 1)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ T
k(s, λ)dλdt,(6.10)
T k(s, λ) :=
∑
ν∈Fk
tkν(λ) ν
−2s,
tkν(λ) :=
[
tN1,kν (λ)− tD,kν (λ)) + (−1)n−1(tN2,kν (λ)− tD,kν (λ))
]
.
If dimM is odd we obtain with z :=
√−λ and αk := n/2− 1/2− k
tkν(λ) =
[
− log(αkIν(νz) + νzI ′ν(νz)) + log
(
1 +
αk
ν
)
+
+ log(−αkIν(νz) + νzI ′ν(νz))− log
(
1− αk
ν
)]
.
For dimM even we compute with z :=
√−λ
tkν(λ) =
[
− log(αkIν(νz) + νzI ′ν(νz)) + log
(
1 +
αk
ν
)
−
− log(−αkIν(νz) + νzI ′ν(νz)) + log
(
1− αk
ν
)
+
+2 log(Iν(νz)) + 2 log ν] .
Proof. Recall for convenience the definition of ζk(s) in Definition 4.2
ζk(s) := ζkN1(s)− ζkD(s)) + (−1)n−1(ζkN2(s)− ζkD(s)).
The integral representation and the definition of tkν(λ) are then a direct consequence
of Propositions 6.1 and 6.2. It remains to present tkν(λ) in terms of special functions.
In order to simplify notation we put (recall cj := (−1)j(j − n/2))
αk :=
1
2
+ (−1)kck+1 = n2 −
1
2
− k = −
(
1
2
+ (−1)kck
)
.
Now we present tD,kν (λ) and t
Nl,k
ν (λ), l = 1, 2 in terms of special functions. This can
be done by referring to tables of Bessel functions in [GRA] or [AS]. However in the
context of the paper it is more appropriate to derive the presentation from results
on zeta-regularized determinants. Here we follow the approach of [L, Section 4.2]
in a slightly different setting.
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The original setting of [L, (4.22)] provides an infinite product representation for
Iν(z). We apply its approach in order to derive the corresponding result for
I˜Nν (z) := αIν(z) + zI
′
ν(z), with α ∈ {±αk} and ν ∈ Fk.
Consider now the following regular-singular Sturm-Liouville operator and its self-
adjoint extension with α ∈ {±αk} and ν ∈ Fk
lν := − d
2
dx2
+
1
x2
(
ν2 − 1
4
)
: C∞0 (0, 1)→ C∞0 (0, 1),
D(Lν(α)) := {f ∈ D(lν,max)|f ′(1) + (α− 1/2)f(1) = 0}.
Note we have α2 < ν2 by construction and in particular α 6= −ν. Thus we find by
Proposition 5.1 that kerLν(α) = {0} and
detζ(Lν(α)) =
√
2pi
α+ ν
2νΓ(ν + 1)
.(6.11)
Denote by φ(x, z), ψ(x, z) the solutions of (lν + z2)f = 0, normalized in the sense
of [L, (1.38a), (1.38b)] at x = 0 and x = 1, respectively. The general solution to
(lν + z2)f = 0 is of the following form
f(x) = c1
√
xIν(zx) + c2
√
xKν(zx).
Applying the normalizing conditions of [L, (1.38a), (1.38b)] we obtain straightfor-
wardly
ψ(1, z) = 1, ψ′(1, z) = 1/2− α,
φ(1, z) = 2νΓ(ν + 1)z−νIν(z) with φ(1, 0) = 1,
φ′(1, z) = 2νΓ(ν + 1)z−ν(Iν(z) · 1/2 + zI ′ν(z)) with φ′(1, 0) = ν + 1/2.
Finally by [L, Proposition 4.6] we obtain with {λn}n∈N being a counting of the
eigenvalues of Lν(α):
detζ(Lν(α) + z2) = detζ(Lν(α)) ·
∞∏
n=1
(
1 +
z2
λn
)
.(6.12)
Since kerLν(α) = {0}, for all n ∈ N we have λn 6= 0. Denote the positive zeros
of J˜Nν (z) := αJν(z) + zJ
′
ν(z) by (j˜ν,i)i∈N. Note in the notation of Proposition 6.2
that for α = αk, J˜Nν (z) = J˜
N1,k
ν (z) and for α = −αk, J˜Nν (z) = J˜N2,kν (z). Observe
by Corollary 5.2:
Spec(Lν(α)) = {j˜2ν,i|i ∈ N}.
Using the product formula (6.12) and [L, Theorem 1.2] applied to Lν(α) + z2, we
compute in view of (6.11)
∞∏
i=1
(
1 +
z2
j˜2ν,i
)
=
W (φ(·, z);ψ(·, z))
α+ ν
=
2νΓ(ν)
zν(1 + α/ν)
(αIν(z) + zI ′ν(z))
⇒ I˜Nν (z) ≡ αIν(z) + zI ′ν(z) =
zν
2νΓ(ν)
(
1 +
α
ν
) ∞∏
i=1
(
1 +
z2
j˜2ν,i
)
.(6.13)
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The original computations of [L, (4.22)] provide an analogous result for Iν(z)
Iν(z) =
zν
2νΓ(ν + 1)
∞∏
i=1
(
1 +
z2
j2ν,i
)
,
where jν,i are the positive zeros of Jν(z). Finally in view of the series representations
for tD,kν (λ) and t
Nl,k
ν (λ), l = 1, 2 derived in Propositions 6.1 and 6.2 we obtain with
z =
√−λ
tD,kν (λ) = − log Iν(νz) + log
(
(νz)ν
2νΓ(ν + 1)
)
,(6.14)
tNl,kν (λ) = − log(αlIν(νz) + νzI ′ν(νz)) + log
(
(νz)ν
2νΓ(ν)
(
1 +
αl
ν
))
,(6.15)
where αl = αk if l = 1 and αl = −αk if l = 2. Putting together these two results
we obtain with Definition 4.2 the statement of the corollary. 
Now we turn to the discussion of T k(s, λ). For this we introduce the following
zeta-function for Re(s) large:
ζk,N (s) :=
∑
ν∈Fk
ν−s =
∑
ν∈Fk
(ν2)−s/2,
where ν ∈ Fk are counted with their multiplicities and the second equality is clear,
since ν ∈ Fk are positive. Recall that ν ∈ Fk solves
ν2 = η + (k + 1/2− n/2)2, η ∈ Spec4k,ccl,N\{0}
and hence ζk,N (2s) is simply the zeta-function of 4k,ccl,N + (k + 1/2− n/2)2. By
standard theory ζ(2s) extends (note that ζ(2s) can be presented by an alternating
sum of zeta functions of 4j,N + (k + 1/2 − n/2)2, j = 0, .., k) to a meromorphic
function with possible simple poles at the usual locations {(n − p)/2|p ∈ N} and
s = 0 being a regular point. Thus the 1/νr dependence in tkν(λ) causes a non-
analytic behaviour of T k(s, λ) at s = 0 for r = 1, .., n, since∑
ν∈Fk
ν−2s
1
νr
= ζk,N (2s+ r)
possesses possibly a pole at s = 0. Therefore the first n = dimN leading terms in
the asymptotic expansion of tkν(λ) for large orders ν are to be removed. We put
tkν(λ) =: p
k
ν(λ) +
n∑
r=1
1
νr
fkr (λ), P
k(s, λ) :=
∑
ν>1
pkν(λ) ν
−2s.(6.16)
In order to get explicit expressions for fkr (λ) we need following expansions of Bessel-
functions for large order ν, see [O, Section 9]:
Iν(νz) ∼ 1√
2piν
eνη
(1 + z2)1/4
[
1 +
∞∑
r=1
ur(t)
νr
]
,
I ′ν(νz) ∼
1√
2piν
eνη
z(1 + z2)−1/4
[
1 +
∞∑
r=1
vr(t)
νr
]
,
where we put z :=
√−λ, t := (1+z2)−1/2 and η := 1/t+log(z/(1+1/t)). Recall that
λ ∈ Λc, defined in (6.1). The induced z =
√−λ is contained in {z ∈ C||arg(z)| <
pi/2}∪{ix|x ∈ (−1, 1)}. This is precisely the region of validity for these asymptotic
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expansions, determined in [O, (7.18)].
Same expansions are quoted in [BKD, Section 3]. In particular we have as in [BKD,
(3.15)] the following expansion in terms of orders
log
[
1 +
∞∑
r=1
ur(t)
νr
]
∼
∞∑
r=1
Dr(t)
νr
,(6.17)
log
[(
1 +
∞∑
k=1
vr(t)
νr
)
± αk
ν
t
(
1 +
∞∑
r=1
ur(t)
νr
)]
∼
∞∑
r=1
Mr(t,±αk)
νr
,(6.18)
where Dr(t) and Mr(t,±αk) are polynomial in t. Using these series representations
we prove the following result.
Lemma 6.4. For dimM being odd we have with z :=
√−λ, t := (1 + z2)−1/2 =
1/
√
1− λ and αk = n/2− 1/2− k
fkr (λ) = Mr(t,−αk)−Mr(t,+αk) + (−1)r+1
αrk − (−αk)r
r
.
For dimM being even we have in the same notation
fkr (λ) = −Mr(t,−αk)−Mr(t,+αk) + 2Dr(t) + (−1)r+1
αrk + (−αk)r
r
.
Proof. We get by the series representation (6.17) and (6.18) the following expan-
sions for large orders ν:
log(±αkIν(νz) + νzI ′ν(νz)) ∼ log
(
ν√
2piν
eνη
z(1 + z2)−1/4
)
+
∞∑
r=1
Mr(t,±αk)
νr
,
log(Iν(νz)) ∼ log
(
1√
2piν
eνη
(1 + z2)1/4
)
+
∞∑
r=1
Dr(t)
νr
.
Furthermore, with ν > |αk| for ν ∈ Fk we obtain
log(1± αk
ν
) =
∞∑
r=1
(−1)r+1 (±αk)
r
rνr
.
Hence in total we obtain an expansion for tkν(λ) in terms of orders ν:
tkν(λ) ∼
∞∑
r=1
1
νr
(
Mr(t,−αk)−Mr(t,+αk) + (−1)r+1α
r
k − (−αk)r
r
)
,
for dimM odd,
tkν(λ) ∼
∞∑
r=1
1
νr
(
2Dr(t)−Mr(t,−αk)−Mr(t,+αk) + (−1)r+1α
r
k + (−αk)r
r
)
+ log
(
λ
λ− 1
)
, for dimM even.
From here the explicit result for fkr (λ) follows by its definition. 
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From the integral representation (6.10) we find that the singular behaviour enters
the zeta-function in form of
n∑
r=1
s2
Γ(s+ 1)
ζk,N (2s+ r)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ f
k
r (λ)dλdt.
We compute explicitly this contribution coming from fkr (λ) in terms of the poly-
nomial structure of Mr and Dr. It can be derived from (6.17) and (6.18), see also
[BKD, (3.7), (3.16)], that the polynomial structure of Mr and Dr is given by
Dr(t) =
r∑
b=0
xr,bt
r+2b, Mr(t,±αk) =
r∑
b=0
zr,b(±αk)tr+2b.
Lemma 6.5. For dimM odd we obtain∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ f
k
r (λ)dλdt =
=
r∑
b=0
(zr,b(−αk)− zr,b(αk))Γ(s+ b+ r/2)
sΓ(b+ r/2)
.
For dimM even we obtain ∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ f
k
r (λ)dλdt =
=
r∑
b=0
(2xr,b − zr,b(−αk)− zr,b(αk))Γ(s+ b+ r/2)
sΓ(b+ r/2)
.
Proof. Observe from [GRA, 8.353.3] by substituting the new variable x = λ − 1,
with a > 0:
1
2pii
∫
∧c
e−λt
−λ
1
(1− λ)a dλ =
1
2pii
e−t
∫
∧c−1
− e
−xt
x+ 1
1
(−x)a dx =
=
1
pi
sin(pia)Γ(1− a)Γ(a, t).
Using now the relation between the incomplete Gamma function and the probability
integral ∫ ∞
0
ts−1Γ(a, t)dt =
Γ(s+ a)
s
we obtain ∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ
1
(1− λ)a dλdt =
1
pi
sin (pia) Γ(1− a)Γ(s+ a)
s
=
Γ(s+ a)
sΓ(a)
.
Further note for t > 0
1
2pii
∫
∧c
e−λt
−λ dλ = 0,
since the contour Λc does not encircle the pole λ = 0 of the integrand. Hence the
λ−independent part of fkr (λ) vanishes after integration. The statement is now a
direct consequence of Lemma 6.4. 
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Next we derive asymptotics of pkν(λ) := t
k
ν(λ)−
∑n
r=1
1
νr f
k
r (λ) for large arguments
λ and fixed order ν
Proposition 6.6. For large arguments λ and fixed order ν we have the following
asymptotics
pkν(λ) = a
k
ν log(−λ) + bkν +O
(
(−λ)−1/2
)
,
where for dimM odd
akν = 0, b
k
ν =
(
(log
(
1 +
αk
ν
)
− log
(
1− αk
ν
)
−
n∑
r=1
(−1)r+1α
r
k − (−αk)r
rνr
)
,
and for dimM even
akν = −1, bkν =
(
log
(
1 +
αk
ν
)
+ log
(
1− αk
ν
)
−
n∑
r=1
(−1)r+1α
r
k + (−αk)r
rνr
)
.
Proof. For large argument λ we obtain
t =
1√
1 + z2
=
1√
1− λ = O
(
(−λ)−1/2
)
.
Therefore the polynomials Mr(t,±αk) and Dr(t), having no constant terms, are of
asymptotics O
(
(−λ)−1/2) for large λ. Hence directly from Lemma 6.4 we obtain
in odd dimensions for large λ
fkr (λ)
νr
∼ (−1)r+1 (αk)
r − (−αk)r
rνr
+O
(
(−λ)−1/2
)
.(6.19)
In even dimensions we get
fkr (λ)
νr
∼ (−1)r+1 (αk)
r + (−αk)r
rνr
+O
(
(−λ)−1/2
)
.(6.20)
It remains to identify explicitly the asymptotics of tkν(λ). Note by [AS, p. 377] the
following expansions for large arguments and fixed order:
Iν(z) =
ez√
2piz
(
1 +O
(
1
z
))
, I ′ν(z) =
ez√
2piz
(
1 +O
(
1
z
))
.
These expansions hold for |arg(z)| < pi/2 and in particular for z = √−λ with λ ∈ Λc
large, where Λc is defined in (6.1). Further observe for such z =
√−λ, λ ∈ Λc large:
log
(
1 +O
(
1
z
))
= O
(
(−λ)−1/2
)
,
⇒ log(±αk + νz) = log z + log ν + log
(
1± αk
νz
)
=
= log z + log ν +O
(
(−λ)−1/2
)
.
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Together with the expansions of the Bessel-functions we obtain for tkν(λ) defined in
Corollary 6.3
tkν(λ) = log
(
1 +
αk
ν
)
− log
(
1− αk
ν
)
+O
(
(−λ)−1/2
)
,
for dimM odd,
tkν(λ) = − log(−λ) + log
(
1 +
αk
ν
)
+ log
(
1− αk
ν
)
+O
(
(−λ)−1/2
)
,
for dimM even.
Recall the definition of pkν(λ) in (6.16). Combining this with (6.19) and (6.20) we
obtain the desired result. 
Definition 6.7. With the coefficients akν and b
k
ν defined in Proposition 6.6, we set
for Re(s) 0
Ak(s) :=
∑
ν∈Fk
akν ν
−2s, Bk(s) :=
∑
ν∈Fk
bkν ν
−2s.
Now the last step towards the evaluation of the zeta-function of Corollary 6.3 is the
discussion of
P k(s, λ) :=
∑
ν∈Fk
pkν(λ) ν
−2s, Re(s) 0.
At this point the advantage of taking in account the symmetry of the de Rham
complex is particularly visible:
Proposition 6.8.
P k(s, 0) = 0.
Proof. As λ→ 0 we find that t = (1−λ)−1/2 tends to 1. Since as in [BGKE, (4.24)]
Mr(1,±αk) = Dr(1) + (−1)r+1 (±αk)
r
r
(6.21)
we find with Lemma 6.4 that in both the even- and odd-dimensional case fkr (λ)→
0 as λ → 0. Thus we simply need to study the behaviour of tkν(λ) defined in
Corollary 6.3 for small arguments. The results follow from the asymptotic behaviour
of Bessel functions of second order for small arguments which holds without further
restrictions on z
Iν(z) ∼ 1Γ(ν + 1)
(z
2
)ν
, |z| → 0.
Using the relation I ′ν(z) =
1
2 (Iν+1(z) + Iν−1(z) we compute as |z| → 0
±αkIν(νz) + νzI ′ν(νz) ∼
ν
Γ(ν + 1)
(νz
2
)ν [
1± αk
ν
+
νz2
4(ν + 1)
]
,
νIν(νz) ∼ νΓ(ν + 1)
(νz
2
)ν
.
The result now follows from the explicit form of tkν(λ). 
Remark 6.9. The statement of Proposition 6.8 shows an obvious advantage of
taking in account the symmetry of the de Rham complex.
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Now we have all the ingredients together, since by analogous arguments as in [S,
Section 4.1] the total zeta-function of Corollary 6.3 is given as follows:
ζk(s) =
s
Γ(s+ 1)
[γAk(s)−Bk(s)− 1
s
Ak(s) + P k(s, 0)] +
+
n∑
r=1
s2
Γ(s+ 1)
ζk,N (2s+ r)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ f
k
r (λ)dλdt+
s2
Γ(s+ 1)
h(s),
where the last term vanishes with its derivative at s = 0. Simply by inserting the
results of Lemma 6.5, Proposition 6.6, Proposition 6.8 together with Definition 6.7
into the above expression we obtain the following proposition:
Proposition 6.10. Continue in the setting of Corollary 6.3. Up to a term of the
form s2h(s)/Γ(s+ 1), which vanishes with its derivative at s = 0, the zeta-function
ζk(s) from Definition 4.2 is given in odd dimensions by
s
Γ(s+ 1)
[∑
ν∈Fk
ν−2s log
(
1− αk
ν
)
−
∑
ν∈Fk
ν−2s log
(
1 +
αk
ν
)
+
+
n∑
r=1
ζk,N (2s+ r) (−1)r+1α
r
k − (−αk)r
r
]
+
+
n∑
r=1
ζk,N (2s+ r)
s
Γ(s+ 1)
[
r∑
b=0
(zr,b(−αk)− zr,b(αk))Γ(s+ b+ r/2)Γ(b+ r/2)
]
.
In even dimensions we obtain
s
Γ(s+ 1)
[
−
∑
ν∈Fk
ν−2s log
(
1− αk
ν
)
−
∑
ν∈Fk
ν−2s log
(
1 +
αk
ν
)
+
+
∑
ν∈Fk
ν−2s
(
1
s
− γ
)
+
n∑
r=1
ζk,N (2s+ r)(−1)r+1α
r
k + (−αk)r
r
]
+
+
n∑
r=1
ζk,N (2s+ r)
s
Γ(s+ 1)
[
r∑
b=0
(2xr,b − zr,b(−αk)−
−zr,b(αk))Γ(s+ b+ r/2)Γ(b+ r/2)
]
.
Corollary 6.11. With ζk,N (s, a) :=
∑
ν∈Fk(ν+a)
−s we deduce for odd dimensions
ζ ′k(0) = ζ
′
k,N (0, αk)− ζ ′k,N (0,−αk)+
+
n∑
i=1
(−1)i+1α
i
k − (−αk)i
i
Resζk,N (i)
{
γ
2
+
Γ′(i)
Γ(i)
}
+
+
n∑
i=1
1
2
Resζk,N (i)
i∑
b=0
(zi,b(−αk)− zi,b(αk)) Γ
′(b+ i/2)
Γ(b+ i/2)
.
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and for even dimensions
ζ ′k(0) = ζ
′
k,N (0, αk) + ζ
′
k,N (0,−αk)+
+
n∑
i=1
(−1)i+1α
i
k + (−αk)i
i
Resζk,N (i)
{
γ
2
+
Γ′(i)
Γ(i)
}
+
+
n∑
i=1
1
2
Resζk,N (i)
i∑
b=0
(2xi,b − zi,b(−αk)− zi,b(αk)) Γ
′(b+ i/2)
Γ(b+ i/2)
.
Proof. First we consider a major building brick of the expressions in Proposition
6.10. Here we follow the approach of [BKD, Section 11]. Put for α ∈ {±αk}
K(s) :=
∑
ν∈Fk
ν−2s
[
− log
(
1 +
α
ν
)
+
n∑
r=1
(−1)r+1 1
r
(α
ν
)r]
.
Since the zeta-function ζk,N (s) =
∑
ν∈Fk ν
−s converges absolutely for Re(s) ≥
n + 1, n = dimN , the sum above converges for s = 0. In order to evaluate K(0),
introduce a regularization parameter z as follows:
K0(z) :=
∑
ν∈Fk
∫ ∞
0
tz−1e−νt
(
e−αt +
n∑
i=0
(−1)i+1α
iti
i!
)
dt
= Γ(z) · ζk,N (z, α) +
n∑
i=0
(−1)i+1α
i
i!
Γ(z + i)ζk,N (z + i),
where we have introduced
ζk,N (z, α) :=
1
Γ(z)
∑
ν∈Fk
∫ ∞
0
tz−1e−(ν+α)t dt.
For Re(s) large enough ζk,N (z, α) =
∑
ν∈Fk(ν + α)
−z, is holomorphic and extends
meromorphically to C, since it is the zeta-function of 4k,ccl,N + α. Note that
for α ∈ {±αk} and ν ∈ Fk we have α 6= −ν, so no zero mode appears in the
zeta function ζk,N (z, α). In particular K0(z) is meromorphic in z ∈ C and by
construction
K0(0) = K(0).
With the same arguments as in [BKD, Section 11] we arrive at
K(0) =ζ ′k,N (0, α)− ζ ′k,N (0)+
+
n∑
i=1
(−1)i+1α
i
i
[
Resζk,N (i)
{
γ +
Γ′(i)
Γ(i)
}
+ PPζk,N (i)
]
,
where PPζk,N (r) denotes the constant term in the asymptotics of ζk,N (s) near the
pole singularity s = r. This result corresponds to the result obtained in [BKD,
p.388], where the factors 1/2 in front of ζ ′k,N (0) and 2 in front of Res ζk,N (i), as
present in [BKD], do not appear here because of a different notation: here we have
set ζk,N (s) =
∑
ν−s instead of
∑
ν−2s.
In fact K(0) enters the calculations twice: with α = αk and α = −αk. In the
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odd-dimensional case both expressions are subtracted from each other, in the even-
dimensional case they are added up. Furthermore we compute straightforwardly
d
ds
∣∣∣∣
s=0
ζk,N (2s+ r)
s
Γ(s+ 1)
Γ(s+ b+ r/2)
Γ(b+ r/2)
=
=
1
2
Resζk,N (r)
[
Γ′(b+ r/2)
Γ(b+ r/2)
+ γ
]
+ PPζk,N (r).
We infer from (6.21)
r∑
b=0
(zr,b(−αk)− zr,b(αk)) = (−1)rα
r
k − (−αk)r
r
,
i∑
b=0
(2xi,b − zi,b(−αk)− zi,b(αk)) = (−1)rα
r
k + (−αk)r
r
.
This leads after several cancellations to the desired result in odd dimensions. In
even dimensions the result follows by a straightforward evaluation of the derivative
at zero for the remaining component:
d
ds
∣∣∣∣
s=0
s
Γ(s+ 1)
ζk,N (2s)
(
1
s
− γ
)
= 2ζ ′k,N (0).

7. Contribution from the Subcomplexes II
It remains to identify the contribution to the analytic torsion coming from the
subcomplexes (3.6) of second type, induced by the harmonics on the base mani-
fold N . The necessary calculations are provided in [L3] and are repeated here for
completeness. Recall the explicit form of these subcomplexes
0→ C∞0 ((0, 1), 〈0 ⊕ ui〉) d−→ C∞0 ((0, 1), 〈ui ⊕ 0〉)→ 0,(7.1)
where {ui} is an orthonormal basis of dimHk(N). With respect to the generators
0⊕ ui and ui ⊕ 0 we obtain for the action of the exterior derivative
d = (−1)k∂x + ck
x
, ck = (−1)k(k − n/2).
By compatibility of the induced decomposition we have (cf. (3.8))
D(4relk ) ∩ L2((0, R),〈0⊕ ui〉) = D(dtmaxdmin) =
= D
(
(−1)k+1∂x + ck
x
)
max
(
(−1)k∂x + ck
x
)
min
.
Consider, in the notation of Section 5, for any ν ∈ R and α ∈ R∪{∞} the operator
lν = −∂2x + x−2(ν2 − 1/4) with the following self-adjoint extension:
D(Lν(α)) = {f ∈ D(lν,max)|(α− 1/2)−1f ′(1) + f(1) = 0,
f(x) = O(
√
x), x→ 0}.
Here Lν(α = 1/2) denotes the self-adjoint extension of lν with pure Neumann
boundary conditions at x = 1. Furthermore Lν(∞) is the extension with Dirichlet
boundary conditions at x = 1. As a consequence of [BV1, Proposition 2.7] we have(
(−1)k+1∂x + ck
x
)
max
(
(−1)k∂x + ck
x
)
min
= L|k−(n−1)/2|(∞).
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It is well-known, see also [L, Theorem 1.1] and [L, (1.37)], that the zeta-function of
Lν(α) extends meromorphically to C and is regular at the origin. We abbreviate
T (Lν(α)) := log detLν(α) = −ζ ′(s = 0, Lν(α)).
Put bk := dimHk(N). Then the contribution to the analytic torsion coming from
harmonics on the base manifold is given due to the formula (3.12) as follows:
1
2
dimM∑
k=0
(−1)kbk T (L|k−(n−1)/2|(∞))(7.2)
Proposition 7.1.
For ν ≥ 0 we have Spec(Lν(∞)) ∪ {0} = Spec(Lν+1(ν + 1)) ∪ {0}.
Proof. Put dp := ∂x + x−1p. We get
lp+1/2 = dtpdp, lp−1/2 = dpd
t
p.
By a combination of [BV1, Proposition 2.5, 2.7], which determine the maximal and
the minimal domains of dp, we obtain for ν ≥ 0
D(dν+1/2,maxdtν+1/2,min) = {f ∈ D(lν,max)|f(x) = O(
√
x), x→ 0, f(1) = 0},
D(dtν+1/2,mindν+1/2,max) = {f ∈ D(lν+1,max)|f(x) = O(
√
x), x→ 0,
f ′(1) + (ν + 1/2)f(1) = 0}.
Hence we find
Lν(∞) = dν+1/2,maxdtν+1/2,min = dν+1/2,max(dν+1/2,max)∗,
Lν+1(ν + 1) = dtν+1/2,mindν+1/2,max = (dν+1/2,max)
∗dν+1/2,max.
Comparing both operators we deduce the statement on the spectrum, since all non-
zero eigenvalues of the operators are simple by similar arguments as in Corollary
5.2. 
Proposition 7.2. Let α+ ν 6= 0. Then
T (Lν(∞)) = T (Lν(α))− log(α+ ν).
Proof. The assumption α + ν 6= 0 implies with [BV1, Corollary 3.11], which is a
consequence of [L, Theorem 1.2]
detζ(Lν(α)) =
√
2pi
α+ ν
2νΓ(1 + ν)
.
Moreover we have by [BV1, Corollary 3.12], which in the present setup is a conse-
quence of [L, Theorem 1.2]
detζ(Lν(∞)) =
√
2pi
Γ(1 + ν)2ν
.
Consequently we obtain for α+ ν 6= 0
detζ(Lν(∞))
detζ(Lν(α))
=
1
α+ ν
.
Taking logarithms we get the result. 
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Proposition 7.3.
T (Lk+1/2(∞)) = log 2−
k∑
l=0
log(2l + 1).
Proof. Apply Proposition 7.2 to Lν+1(ν + 1), ν ≥ 0. We obtain
T (Lν+1(∞)) = T (Lν+1(ν + 1))− log(2ν + 2) = T (Lν(∞))− log(2ν + 2),
where for the second equality we used Proposition 7.1. We iterate the equality with
ν = k − 1/2 and obtain
T (Lk+1/2(∞)) = T (L1/2(∞))−
k∑
l=0
log(2l + 1).
The operator L1/2(∞) is simply −∂2x on [0,1] with Dirichlet boundary conditions.
Its spectrum is given by (n2pi2)n∈N. Thus we obtain with ζR(0) = −1/2 and
ζ ′R(0) = −1/2 log 2pi
ζL1/2(∞)(s) =
∞∑
n=1
pi−2sn−2s
⇒ ζ ′L1/2(∞)(0) = −2(log pi)ζR(0) + 2ζ ′R(0) = − log 2.

Now we finally compute the contribution from harmonics on the base:
Theorem 7.4. Let M be a bounded generalized cone of length one over a closed
oriented Riemannian manifold N of dimension n. Let χ(N) denote the Euler char-
acteristic of N and bk := dimHk(N) be the Betti numbers.
Then the contribution to the analytic torsion coming from harmonics on the base
manifold is given as follows. For dimM odd the contribution amounts to
log 2
2
χ(N)−
n/2−1∑
k=0
(−1)kbk
n/2−k−1∑
l=0
log(2l + 1)−
−1
2
n/2−1∑
k=0
(−1)kbk log(n− 2k + 1).
For dimM even the contribution amounts to
1
2
(n−1)/2∑
k=0
(−1)kbk log(n− 2k + 1).
Proof. We infer from (7.2) for the contribution of the harmonics on the base man-
ifold
1
2
dimM∑
k=0
(−1)kbk T (L|k−(n−1)/2|(∞)).
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We obtain by Poincare duality on the base manifold N
For dimM = n+ 1 odd:
1
2
dimM∑
k=0
(−1)kbk T (L|k−(n−1)/2|(∞)) =
=
1
2
n/2−1∑
k=0
(−1)kbk (T (Ln/2−k−1/2(∞)) + T (Ln/2−k+1/2(∞))),
For dimM = n+ 1 even:
1
2
dimM∑
k=0
(−1)kbk T (L|k−(n−1)/2|(∞)) =
=
1
2
(n−1)/2∑
k=0
(−1)kbk (T (Ln/2−k−1/2(∞))− T (Ln/2−k+1/2(∞))).
Inserting the result of Proposition 7.3 into the expressions above, we obtain the
statement. 
8. Total Result and Formulas in lower Dimensions
Patching together the results of the both preceeding sections we can now provide
a complete formula for the analytic torsion of a bounded generalized cone. In fact
we simply have to add up the results of Theorem 7.4 and Corollary 6.11. In even
dimensions one has to be careful in the middle degree, as explained in Remark 4.4.
Theorem 8.1. Let M = (0, 1] × N, gM = dx2 ⊕ x2gN be an odd-dimensional
bounded generalized cone over a closed oriented Riemannian manifold (N, gN ). Let
the metric on the base manifold N be scaled such that the non-zero eigenvalues
of the form-valued Laplacians on N are bigger than one. Introduce the notation
n = dimN, αk = (n− 1)/2− k and bk = dimHk(N). Put
Fk := {ξ ∈ R+ | ξ2 = η + (k + 1/2− n/2)2 , η ∈ Spec4k,ccl,N\{0}},
ζk,N (s) =
∑
ν∈Fk
ν−s, ζk,N (s, α) :=
∑
ν∈Fk
(ν + α)−s, Re(s) 0.
Then the logarithm of the scalar analytic torsion of M is given by
log T (M) =
log 2
2
χ(N)−
n/2−1∑
k=0
(−1)kbk
n/2−k−1∑
l=0
log(2l + 1)−
−1
2
n/2−1∑
k=0
(−1)kbk log(n− 2k + 1) +
n/2−1∑
k=0
(−1)k
2
(ζ ′k,N (0, αk)− ζ ′k,N (0,−αk))+
+
n/2−1∑
k=0
(−1)k
2
n∑
i=1
(−1)i+1α
i
k − (−αk)i
i
Resζk,N (i)
{
γ
2
+
Γ′(i)
Γ(i)
}
+
+
n/2−1∑
k=0
(−1)k
2
n∑
i=1
1
2
Resζk,N (i)
i∑
b=0
(zi,b(−αk)− zi,b(αk)) Γ
′(b+ i/2)
Γ(b+ i/2)
.
Theorem 8.2. Let M = (0, 1] × N, gM = dx2 ⊕ x2gN be an even-dimensional
bounded generalized cone over a closed oriented Riemannian manifold (N, gN ). Let
the metric on the base manifold N be scaled such that the non-zero eigenvalues
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of the form-valued Laplacians on N are bigger than one. Introduce the notation
n = dimN, αk = (n− 1)/2− k and bk = dimHk(N). Put
Fk := {ξ ∈ R+ | ξ2 =η + (k + 1/2− n/2)2 , η ∈ Spec4k,ccl,N\{0}},
ζk,N (s) :=
∑
ν∈Fk
ν−s, ζk,N (s, α) :=
∑
ν∈Fk
(ν + α)−s, Re(s) 0.
δk :=
{
1/2 if k = (n− 1)/2,
1 otherwise.
Then the logarithm of the scalar analytic torsion of M is given by
log T (M) =
(n−1)/2∑
k=0
(−1)k
2
[
bk log(n− 2k + 1) + δkζ ′k,N (0, αk) + δkζ ′k,N (0,−αk)
]
+
(n−1)/2∑
k=0
(−1)k
2
δk
n∑
i=1
(−1)i+1α
i
k + (−αk)i
i
Resζk,N (i)
{
γ
2
+
Γ′(i)
Γ(i)
}
+
+
(n−1)/2∑
k=0
(−1)k
2
δk
n∑
i=1
1
2
Resζk,N (i)
i∑
b=0
(2xi,b − zi,b(−αk)−
−zi,b(αk)) Γ
′(b+ i/2)
Γ(b+ i/2)
.
The formula could not be made further explicit due to presence of coefficients xr,b
and zr,b(±αk), arising from the polynomials
Dr(t) =
r∑
b=0
xr,bt
r+2b, Mr(t,±α) =
r∑
b=0
zr,b(±α)tr+2b,
which were introduced in the expansions (6.17) and (6.18). These polynomials can
be computed explicitly for any given order r ∈ N. To point out the applicability
of the general results we pursue explicit computations in dimension two and three.
We continue in the notation of the theorems above.
Corollary 8.3. Let M be a two-dimensional bounded generalized cone of length
one over a closed oriented manifold N with a metric scaled as in Theorem 8.2.
Then the analytic torsion of M is given by
log T (M) =
1
2
dimH0(N) log 2 +
1
2
ζ ′0,N (0)−
1
4
Resζ0,N (s = 1).
In the special case of N = S1 we obtain
log T (M) =
1
2
(− log pi − 1) .
Proof. In the two-dimensional case the general formula of Theorem 8.2 reduces to
the following expression:
log T (M) =
1
2
dimH0(N) log 2 +
1
4
ζ ′0,N (0, α0) +
1
4
ζ ′0,N (0,−α0)+
+
1
8
Res ζ0,N (1)
[
1∑
b=0
(2x1,b − z1,b(−αk)− z1,b(αk)) Γ
′(b+ 1/2)
Γ(b+ 1/2)
]
.
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Now we evaluate the combinatorial factor of Res ζ0,N (1) by considering the following
formulas, encountered in [BGKE, Section 2-3]
D1(t) =
1∑
b=0
x1,bt
1+2b =
1
8
t− 5
24
t3,
M1(t, α) =
1∑
b=0
z1,b(±α)t1+2b =
(
−3
8
+ α
)
t+
7
24
t3.(8.1)
Further one needs the following values (calculated from the known properties of
Gamma functions)
Γ′(1/2)
Γ(1/2)
= −(γ + 2 log 2), Γ
′(3/2)
Γ(3/2)
= 2− (γ + 2 log 2).
Finally one observes α0 = 0 in this setting. This easily leads to the first formula in
the statement of corollary. The second formula follows from the first by
ζ0,N (s) = 2ζR(s),
where the factor 2 comes from the fact that the eigenvalues n2 of the Laplacian
4k=0,S1 are of multiplicity two for n 6= 0. The Riemann zeta function has the
following special values
ζ ′R(0) = −
1
2
log 2pi, Res ζR(1) = 1,
which gives the second formula. 
Corollary 8.4. Let M be a three-dimensional bounded generalized cone of length
one over a closed oriented manifold N with a metric scaled as in Theorem 8.1.
Then the analytic torsion of M is given by
log T (M) =
log 2
2
χ(N)− log 3
2
dimH0(N) +
1
2
ζ ′0,N (0, 1/2)−
−1
2
ζ ′0,N (0,−1/2) +
log 2
2
Res ζ0,N (1) +
1
16
Res ζ0,N (2).
Proof. In the three-dimensional case the general formula of Theorem 8.1 reduces
to the following expression:
log T (M) =
log 2
2
χ(N)− log 3
2
dimH0(N)+
+
1
2
(
ζ ′0,N (0, α0)− ζ ′0,N (0,−α0)
)
+ α0Res ζ0,N (1)
[
γ
2
+
Γ′(1)
Γ(1)
]
+
+
1
4
2∑
i=1
Res ζ0,N (i)
i∑
b=0
(zi,b(−αk)− zi,b(αk)) Γ
′(b+ i/2)
Γ(b+ i/2)
.
Now we simply evaluate the last combinatorial sum by considering formulas from
[BGKE, (3.6), (3.7)]
M1(t, α) =
1∑
b=0
z1,b(±α)t1+2b =
(
−3
8
+ α
)
t+
7
24
t3,
M2(t, α) =
2∑
b=0
z2,b(±α)t2+2b =
(
− 3
16
+
α
2
− α
2
2
)
t2 +
(
5
8
− α
2
)
t4 − 7
16
t6.
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We further need the values
Γ′(1)
Γ(1)
= −γ, Γ
′(1/2)
Γ(1/2)
= −(γ + 2 log 2),
Γ′(2)
Γ(2)
= 1− γ, Γ
′(3/2)
Γ(3/2)
= 2− (γ + 2 log 2).
This leads together with α0 = 1/2 in the three-dimensional case to the following
formula
log T (M) =
log 2
2
χ(N)− log 3
2
dimH0(N)+
+
1
2
(
ζ ′0,N (0, 1/2)− ζ ′0,N (0,−1/2)
)− γ
4
Res ζ0,N (1)+
+
1
4
(
Res ζ0,N (1)[γ + 2 log 2] +
1
4
Res ζ0,N (2)
)
.(8.2)
Obvious cancellations in the formula above prove the result. 
9. Analytic torsion of a cone over S1
The preceeding computations reduce in the two-dimensional case simply to the
computation of the analytic torsion of a disc. In order to deal with a generalized
bounded cone in two dimensions, which is not simply a flat disc, we need to intro-
duce an additional parameter in the Riemannian metric. So in two dimensions the
setup is as follows.
Let M := (0, R]× S1 with
gM = dx2 ⊕ ν−2x2gS1
be a bounded generalized cone over S1 of angle arcsec(ν) and length 1, with a fixed
orientation and with a fixed parameter ν ≥ 1.
Figure 2. A bounded cone of angle arcsec(ν), ν ≥ 1 and length R.
The main result of our discussion in this part of the presentation is then the fol-
lowing theorem:
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Theorem 9.1. The analytic torsion T (M) of a bounded generalized cone M of
length R and angle arcsec ν > 0 over S1 is given by
2 log T (M) = − log(piR2) + log ν − 1
ν
.
This result corresponds precisely to the result obtained in Corollary 8.3 for the
special case ν = 1 (for R = 1). In fact this result can also be derived from [BGKE,
Section 5]. This setup was considered by Spreafico in [S]. However [S] deals only
with Dirichlet boundary conditions at the cone base. So we extend his approach
to the Neumann boundary conditions in order to obtain an overall result for the
analytic torsion of this specific cone manifold. We proceed as follows.
Denote forms with compact support in the interior of M by Ω∗0(M). The associated
de Rham complex is given by
0→ Ω00(M) d0−→ Ω10(M) d1−→ Ω20(M)→ 0.
Consider the following maps
Ψ0 : C∞0 ((0, R),Ω
0(S1))→ Ω00(M),
φ 7→ x−1/2φ.
Ψ2 : C∞0 ((0, R),Ω
1(S1))→ Ω20(M),
φ 7→ x1/2φ ∧ dx,
where φ is identified with its pullback to M under the natural projection pi : (0, R]×
N → N onto the second factor, and x is the canonical coordinate on (0, R]. We
find
40 := Ψ−10 dt0d0Ψ0 = −
d2
dx2
+
1
x2
(
−ν2∂2θ −
1
4
)
on C∞0 ((0, R),Ω
0(S1)),
42 := Ψ−12 d1dt1Ψ2 = −
d2
dx2
+
1
x2
(
−ν2∂2θ −
1
4
)
on C∞0 ((0, R),Ω
1(S1)).
where θ is the local variable on the one-dimensional sphere. In fact both maps
Ψ0 and Ψ2 extend to isometries on the L2−completion of the spaces, by similar
arguments as behind Proposition 2.3. Now consider the minimal extensions Dk :=
dk,min of the boundary operators dk in the de Rham complex (Ω∗0(M), d). This
defines by [BL1, Lemma 3.1] a Hilbert complex
(D, D), with Dk := D(Dk).
Put
40rel := Ψ−10 D∗0D0Ψ0,
42rel := Ψ−12 D1D∗1Ψ2.
The Laplacians 40rel,42rel are spectrally equivalent to D∗0D0, D1D∗1 , respectively.
The boundary conditions for 40rel and 42rel at the cone base {1} × S1 are deter-
mined in [BV1, Proposition 4.5].
In order to identify the boundary conditions for 40rel and 42rel at the cone singu-
larity, observe that by [BL2, Theorem 3.7] the ideal boundary conditions for the
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de Rham complex are uniquely determined at the cone singularity. Further [BL2,
Lemma 3.1] shows that the corresponding extension coincides with the Friedrich’s
extension at the cone singularity. We infer from [BS3, Theorem 6.1] that the ele-
ments in the domain of the Friedrich’s extension are of the asymptotics O(
√
x) as
x→ 0. Hence we find
D(40rel) =
={φ ∈ H2loc((0, R]× S1)|φ(R) = 0, φ(x) = O(
√
x) as x→ 0},
D(42rel) =
={φ ∈ H2loc((0, R]× S1)|φ′(R)−
1
2R
φ(R) = 0, φ(x) = O(
√
x) as x→ 0}.
The first operator with Dirichlet boundary conditions at the cone base is already
elaborated in [S]. We adapt their approach to deal with the second operator with
generalized Neumann boundary conditions at the cone base. The scalar analytic
torsion of the bounded generalized cone is then given in terms of both results
2 log T (M) = ζ ′42rel(0)− ζ
′
40rel(0).
Note that the Laplacian (−∂2θ ) on S1 has a discrete spectrum n2, n ∈ Z, where the
eigenvalues n2 are of multiplicity two, up to the eigenvalue n2 = 0 of multiplicity
one.
Consider now a µ-eigenform φ of 42rel. Since eigenforms of (−∂2θ ) on S1 are smooth,
the projection of φ for any fixed x ∈ (0, R] onto some n2−eigenspace of (−∂2θ ) maps
again to H2loc((0, R]× S1), still satisfies the boundary conditions for D(422,rel) and
hence gives again an eigenform of D(422,rel).
Hence for the purpose of spectrum computation we can assume without loss of
generality the µ−eigenform φ to lie in a n2−eigenspace of (−∂2θ ) for any fixed
x ∈ (0, R]. This element φ, identified with its scalar part, is a solution to
− d
2
dx2
φ(x) +
1
x2
(
ν2n2 − 1
4
)
φ(x) = µ2φ(x),
subject to the relative boundary conditions. The general solution to the equation
above is
φ(x) = c1
√
xJνn(µx) + c2
√
xYνn(µx),
where Jνn(z) and Yνn(z) denote the Bessel functions of first and second kind.
The boundary conditions at x = 0 are given by φ(x) = O(
√
x) as x → 0 and
consequently c2 = 0. The boundary conditions at the cone base give
φ′(R)− 1
2R
φ(R) = c1µ
√
RJ ′νn(µR) = 0.
Since we are not interested in zero-eigenvalues, the relevant eigenvalues are by
Corollary 5.2 given as follows:
λn,k =
(
j˜νn,k
R
)2
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with j˜νn,k being the positive zeros of J ′νn(z). We obtain in view of the multiplicities
of the n2−eigenvalues of (−∂2θ ) on S1 for the zeta-function
ζ42rel(s) =
∞∑
k=1
λ−s0,k + 2
∞∑
n,k=1
λ−sn,k =
=
∞∑
k=1
(
j˜0,k
R
)−2s
+ 2R2s
∞∑
n,k=1
j˜−2sνn,k.
The derivative at zero for the first summand follows by a direct application of [S,
Section 3]:
Lemma 9.2.
K :=
d
ds
∣∣∣∣
0
∞∑
k=1
(
j˜0,k/R
)−2s
= −1
2
log 2pi − 3
2
logR+ log 2.
Proof. The values j˜0,k are zeros of J ′0(z). Since J
′
0(z) = −J1(z) they are also zeros
of J1(z). Using [S, Lemma 1 (b)] and its application on [S, p.361] we obtain in the
notation therein
d
ds
∣∣∣∣
0
∞∑
k=1
(
j˜0,k/R
)−2s
= −B(1) + T (0, 1)
= −1
2
log 2pi − 3
2
logR+ log 2.

Now we turn to the discussion of the second summand. We put z(s) =
∑∞
n,k=1 j˜
−2s
νn,k
for Re(s) 0. This series is well-defined for Re(s) sufficiently large by the general
result in Theorem 2.1. Due to uniform convergence of integrals and series we obtain
with computations similar to (5.2) the following integral representation
z(s) =
s2
Γ(s+ 1)
∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ T (s, λ)dλdt,(9.1)
T (s, λ) =
∞∑
n=1
(νn)−2stn(λ), tn(λ) = −
∞∑
k=1
log
(
1− (νn)
2λ
j˜2νn,k
)
,(9.2)
where Λc := {λ ∈ C||arg(λ−c)| = pi/4} with c > 0 being any fixed positive number,
smaller than the lowest non-zero eigenvalue of 42rel.
We proceed with explicit calculations by presenting tn(λ) in terms of special func-
tions. Using the infinite product expansion (6.13) we obtain the following result for
the derivative of the modified Bessel function of first kind:
I ′νn(νnz) =
(νnz)νn−1
2νnΓ(νn)
∞∏
k=1
(
1 +
(νnz)2
j˜2νn,k
)
,
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where j˜νn,k denotes the positive zeros of J ′νn(z). Putting z =
√−λ we get
tn(λ) = −
∞∑
k=1
log
(
1− (νn)
2λ
j˜2νn,k
)
= − log
[ ∞∏
k=1
(
1 +
(νnz)2
j˜2νn,k
)]
= − log I ′νn(νnz) + log(νnz)νn−1 − log 2νnΓ(νn).(9.3)
The associated function T (s, λ) from (9.2) is however not analytic at s = 0. The
1/νn-dependence in tn(λ) causes non-analytic behaviour. We put
tn(λ) =: pn(λ) +
1
νn
f(λ), P (s, λ) =
∞∑
n=1
(νn)−2spn(λ).(9.4)
To get explicit expressions for P (s, λ) and f(λ) we use asymptotic expansion of the
Bessel-functions for large order from [O], in analogy to Lemma 6.4. We obtain in
the notation of (6.18) with z =
√−λ and t = 1/√1− λ:
f(λ) = −M1(t, 0) = 38 t−
7
24
t3,
where we inferred the explicit form of M1(t, 0) from (8.1). We obtain for pn(λ)
pn(λ) = − log I ′νn(νnz) + log(νnz)νn−1 − log 2νnΓ(νn)−
− 1
νn
(
3
8
t− 7
24
t3
)
.(9.5)
As in Lemma 6.5 we compute the contribution coming from f(λ).
Lemma 9.3.∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ f(λ)dλdt =
1
12
√
pi
Γ
(
s+
1
2
)(
1
s
− 7
)
.
Proof. Observe from [GRA, 8.353.3] by substituting the new variable x = λ− 1
1
2pii
∫
∧c
e−λt
−λ
1
(1− λ)a dλ =
1
2pii
e−t
∫
∧c−1
− e
−xt
x+ 1
1
(−x)a dx =
=
1
pi
sin(pia)Γ(1− a)Γ(a, t).
Using now the relation between the incomplete Gamma function and the probability
integral ∫ ∞
0
ts−1Γ(a, t)dt =
Γ(s+ a)
s
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we finally obtain ∫ ∞
0
ts−1
1
2pii
∫
∧c
e−λt
−λ f(λ)dλdt
=
3
8pi
sin
(pi
2
)
Γ
(
1− 1
2
)
Γ (s+ 1/2)
s
−
− 7
24pi
sin
(
3pi
2
)
Γ
(
1− 3
2
)
Γ (s+ 3/2)
s
=
3
8
√
pi
Γ (s+ 1/2)
s
− 7
12
√
pi
Γ (s+ 3/2)
s
=
=
1√
pi
Γ
(
s+
1
2
){
3
8s
+
7
12s
(
s+
1
2
)}
=
=
1
12
√
pi
Γ
(
s+
1
2
)(
1
s
− 7
)
.

By classical asymptotics of Bessel functions for large arguments and fixed order
I ′νn(νnz) =
eνnz√
2piνnz
(
1 +O
(
1
z
))
,
where the region of validity is preserved (see the discussion in the higher-dimensional
case in Proposition 6.6), we obtain for pn(λ) from (9.5)
pn(λ) = −νn
√
λ+
(
1
4
+ (νn− 1)1
2
)
log(−λ) + 1
2
log 2piνn
+(νn− 1) log νn− log(2νnΓ(νn)) +O((−λ)−1/2).
Following [S, Section 4.2] we reorder the summands in the above expression to get
pn(λ) = −νn
√
λ+ an log(−λ) + bn +O((−λ)−1/2),
where the interesting terms are clear from above. We set
A(s) :=
∞∑
n=1
(νn)−2san =
1
2
ν−2s+1ζR(2s− 1)− 14ν
−2sζR(2s),
B(s) :=
∞∑
n=1
(νn)−2sbn =
1
2
ν−2s log
(
2pi
ν
)
ζR(2s)+
+ν−2s+1 log
(ν
2
)
ζR(2s− 1)− ν−2s+1ζ ′R(2s− 1)+
+
1
2
ν−2sζ ′R(2s)−
∞∑
n=1
(νn)−2s log Γ(νn).
Following the approach of M. Spreafico it remains to evaluate P (s, 0) defined in
(9.4) in order to obtain a closed expression for the function z(s).
Lemma 9.4.
P (s, 0) = − 1
12
ν−2s−1ζR(2s+ 1).
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Proof. Recall the asymptotic behaviour of Bessel functions of second order for small
arguments
Iνn(x) ∼ 1Γ(νn+ 1)
(x
2
)νn
⇒ I ′νn(x) ∼
νn
2Γ(νn+ 1)
(x
2
)νn−1
.
Further observe that as λ→ 0 we obtain with z = √−λ and t = 1/√1 + z2
M1(t, 0) = −38 t+
7
24
t3
λ→0−−−→ −3
8
+
7
24
= − 1
12
.
Using these two facts we obtain from (9.5) for pn(0)
pn(0) = − log νn+ log Γ(νn+ 1)− log Γ(νn)− 112νn = −
1
12νn
⇒ P (s, 0) =
∞∑
n=1
(νn)−2spn(0) = − 112ν
−2s−1ζR(2s+ 1).

Now we have all the ingredients together, since by [S, p. 366] and Lemma 9.3 the
function z(s) is given as follows:
z(s) =
s
Γ(s+ 1)
[γA(s)−B(s)− 1
s
A(s) + P (s, 0)] +
+
s2
Γ(s+ 1)
ν−2s−1ζR(2s+ 1)
1
12
√
pi
Γ
(
s+
1
2
)(
1
s
− 7
)
+
s2
Γ(s+ 1)
h(s),
where the last term vanishes with its derivative at s = 0. We are interested in the
value of the function itself z(0) and its derivative z′(0). In order to compute the
value of z(0) recall the fact that close to 1 the Riemann zeta function behaves as
follows
ζR(2s+ 1) =
1
2s
+ γ + o(s), s→ 0.
This implies
s2
Γ(s+ 1)
ν−2s−1ζR(2s+ 1)
1
12
√
pi
Γ
(
s+
1
2
)(
1
s
− 7
)
→ 1
24ν
, s→ 0.
Furthermore note that the function
η(s, ν) :=
∞∑
n=1
(νn)−2s log Γ(νn+ 1)− 1
12
ν−2s−1ζR(2s+ 1),
introduced in [S, p.366] is regular at s = 0, cf. [S, Section 4.3]. Hence γA(s) −
B(s) + P (s, 0) is regular at s = 0 and we obtain straightforwardly:
z(0) = −A(0) + 1
24ν
= −1
2
νζR(−1) + 14ζR(0) +
1
24ν
.
In view of the explict values ζR(−1) = − 112 and ζR(0) = − 12 we find
z(0) =
ν
24
+
1
24ν
− 1
8
.(9.6)
Lemma 9.5.
z′(0) = η(0, ν) +
1
2
log ν − 1
4
log 2pi − 1
12
ν log 2 +
1
12ν
(γ − log 2ν − 7
2
),
where η(s, ν) =
∑∞
n=1(νn)
−2s log Γ(νn+ 1)− 112ν−2s−1ζR(2s+ 1).
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Proof. We compute z′(0) from the above expression for z(s), using
Γ′(1/2) = −√pi(γ + 2 log 2).
Straightforward computations lead to:
z′(0) = P (0, 0)−A′(0)−B(0) + 1
12ν
(γ − log 2ν − 7
2
).(9.7)
The statement follows with η(s, ν) being defined precisely as in [S, Section 4.2]. 
Now we are able to provide a result for the derivative of the zeta function ζ ′42rel(0).
Recall
ζ42rel(s) =
∞∑
k=1
(
j˜0,k
R
)−2s
+ 2R2s
∞∑
νn,k=1
j˜−2sνn,k.
With K defined in Lemma 9.2 and z(s) =
∑∞
n,k=1 j˜
−2s
νn,k we get
ζ ′42rel(0) = K + 4z(0) logR+ 2z
′(0).
It remains to compare each summand to the corresponding results for ζ ′40rel(0)
obtained in [S]. Using Lemma 9.2, (9.6) and (9.5) we finally arrive after several
cancellations at Theorem 9.1
2 log T (M) = ζ ′42rel(0)− ζ
′
40rel(0) = − log(piR
2) + log ν − 1
ν
.
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