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Abstract
In this article we develop a duality principle and concerning numerical method for a shape
optimization problem in elasticity. We consider the problem of finding the optimal shape for
an elastic solid which minimizes its structural inner energy resulting from the action of external
loads to be specified. The main results are obtained through standard tools of convex analysis
and duality theory. We emphasize our algorithm do not include a filter to process the results,
so that the result obtained is indeed a critical point for the original optimization problem.
Finally, in the last section, we present some numerical examples concerning applications of the
theoretical results established.
1 Introduction
Consider an elastic solid which the volume corresponds to an open, bounded, connected set,
denoted by Ω ⊂ R3 with a regular (Lipschitzian) boundary denoted by ∂Ω = Γ0 ∪ Γt where
Γ0 ∩ Γt = ∅. Consider also the problem of minimizing the functional Jˆ : U ×B → R where
Jˆ(u, t) =
1
2
〈ui, fi〉L2(Ω) +
1
2
〈ui, fˆi〉L2(Γt),
1
subject to 

(Hijkl(t)ekl(u)),j + fi = 0 in Ω,
Hijkl(t)ekl(u)nj − fˆi = 0, on Γt, ∀i ∈ {1, 2, 3}.
(1)
Here n = (n1, n2, n3) denotes the outward normal to ∂Ω and
U = {u = (u1, u2, u3) ∈W
1,2(Ω;R3) : u = (0, 0, 0) = 0 on Γ0},
B =
{
t : Ω→ [0, 1] measurable :
∫
Ω
t(x) dx = t1|Ω|
}
,
where
0 < t1 < 1
and |Ω| denotes the Lebesgue measure of Ω.
Moreover u = (u1, u2, u3) ∈ W
1,2(Ω;R3) is the field of displacements relating the cartesian
system (0, x1, x2, x3), resulting from the action of the external loads f ∈ L
2(Ω;R3) and fˆ ∈
L2(Γt;R
3).
We also define the stress tensor {σij} ∈ Y
∗ = Y = L2(Ω;R3×3), by
σij(u) = Hijkl(t)ekl(u),
and the strain tensor e : U → L2(Ω;R3×3) by
eij(u) =
1
2
(ui,j + uj,i), ∀i, j ∈ {1, 2, 3}.
Finally,
{Hijkl(t)} = {tH
0
ijkl + (1− t)H
1
ijkl},
where H0 corresponds to a strong material and H1 to a very soft material, intending to simulate
voids along the solid structure.
The variable t is the design one, which the optimal distribution values along the structure
are intended to minimize its inner work with a volume restriction indicated through the set B.
Remark 1.1. The duality principle obtained is developed inspired by the works in [2, 3]. Similar
theoretical results have been developed in [4], however we believe the proof here presented, which is
based on the min-max theorem is easier to follow (indeed we thank an anonymous referee for his
suggestion about applying the min-max theorem to complete the proof). We highlight throughout
this text we have used the standard Einstein sum convention of repeated indices. Related models,
among others, are addressed in [5]. A MatLab code using a filter for the numerical computation
of similar problems is presented in [6]. We emphasize in our algorithm we have not used a
filter. Moreover, details on the Sobolev spaces addressed may be found in [1]. Finally, it is
worth mentioning the numerical examples presented have been developed in a finite element
context.
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2 The main result
Our main result is summarized by the following theorem.
Theorem 2.1. Consider the statements and assumptions indicated in the last section, in par-
ticular those refereing to Ω and the functional Jˆ : U ×B → R.
Define J1 : U ×B → R by
J1(u, t) = −G(e(u), t) + 〈ui, fi〉L2(Ω) + 〈ui, fˆi〉L2(Γt),
where
G(e(u), t) =
1
2
∫
Ω
Hijkl(t)eij(u)ekl(u) dx,
and where
dx = dx1dx2dx3.
Define also J∗ : U → R by
J∗(u) = inf
t∈B
{J1(u, t)}
= inf
t∈B
{−G(e(u), t) + 〈ui, fi〉L2(Ω) + 〈ui, fˆi〉L2(Γt)}. (2)
Assume there exists c0, c1 > 0 such that
H0ijklzijzkl > c0zijzij
and
H1ijklzijzkl > c1zijzij , ∀z = {zij} ∈ R
3×3, such that z 6= 0.
Finally, define J : U ×B → R ∪ {+∞} by
J(u, t) = Jˆ(u, t) + Ind(u, t),
where
Ind(u, t) =
{
0, if (u, t) ∈ A∗,
+∞, otherwise ,
(3)
where A∗ = A1 ∩A2,
A1 = {(u, t) ∈ U ×B : (σij(u)),j + fi = 0, in Ω, ∀i ∈ {1, 2, 3}}
and
A2 = {(u, t) ∈ U ×B : σij(u)nj − fˆi = 0, on Γt, ∀i ∈ {1, 2, 3}}.
Under such hypotheses, there exists (u0, t0) ∈ U ×B such that
J(u0, t0) = inf
(u,t)∈U×B
J(u, t)
= sup
uˆ∈U
J∗(uˆ)
= J∗(u0)
= Jˆ(u0, t0)
= inf
(t,σ)∈B×C∗
G∗(σ, t)
= G∗(σ(u0), t0), (4)
3
where
G∗(σ, t) = sup
v∈Y
{〈vij , σij〉L2(Ω) −G(v, t)}
=
1
2
∫
Ω
H ijkl(t)σijσkl dx, (5)
{H ijkl(t)} = {Hijkl(t)}
−1
and C∗ = C1 ∩ C2, where
C1 = {σ ∈ Y
∗ : σij,j + fi = 0, in Ω, ∀i ∈ {1, 2, 3}}
and
C2 = {σ ∈ Y
∗ : σijnj − fˆi = 0, on Γt, ∀i ∈ {1, 2, 3}}.
Proof. Observe that
inf
(u,t)∈U×B
J(u, t) = inf
t∈B
{
inf
u∈U
J(u, t)
}
= inf
t∈B
{
sup
uˆ∈U
{
inf
u∈U
{
1
2
∫
Ω
Hijkl(t)eij(u)ekl(u) dx
+〈uˆi, (Hijkl(t)ekl(u)),j + fi〉L2(Ω)
−〈uˆi,Hijkl(t)ekl(u)nj − fˆi〉L2(Γt)
}}}
= inf
t∈B
{
sup
uˆ∈U
{
inf
u∈U
{
1
2
∫
Ω
Hijkl(t)eij(u)ekl(u) dx
−
∫
Ω
Hijkl(t)eij(uˆ)ekl(u) dx
+〈uˆi, fi〉L2(Ω) + 〈uˆi, fˆi〉L2(Γt)
}}}
= inf
t∈B
{
sup
uˆ∈U
{
−
∫
Ω
Hijkl(t)eij(uˆ)ekl(uˆ) dx
〈uˆi, fi〉L2(Ω) + 〈uˆi, fˆi〉L2(Γt)
}}
= inf
t∈B
{
inf
σ∈C∗
G∗(σ, t)
}
. (6)
Also, from this and the min-max theorem, there exist (u0, t0) ∈ U ×B such that
inf
(u,t)∈U×B
J(u, t) = inf
t∈B
{
sup
uˆ∈U
J1(u, t)
}
= sup
u∈U
{
inf
t∈B
J1(u, t)
}
= J1(u0, t0)
= inf
t∈B
J1(u0, t)
= J∗(u0). (7)
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Finally, from the extremal necessary condition
∂J1(u0, t0)
∂u
= 0
we obtain
(Hijkl(t0)ekl(u0)),j + fi = 0 in Ω,
and
Hijkl(t0)ekl(u0)nj − fˆi = 0 on Γt, ∀i ∈ {1, 2, 3},
so that
G(e(u0)) =
1
2
〈(u0)i, fi〉L2(Ω) +
1
2
〈(u0)i, fˆi〉L2(Γt).
Hence (u0, t0) ∈ A
∗ so that Ind(u0, t0) = 0 and σ(u0) ∈ C
∗.
Moreover
J∗(u0) = −G(e(u0)) + 〈(u0)i, fi〉L2(Ω) + 〈(u0)i, fˆi〉L2(Γt)
= G(e(u0))
= G(e(u0)) + Ind(u0, t0)
= J(u0, t0)
= G∗(σ(u0), t0). (8)
This completes the proof.
3 About the numerical method
To obtain numerical results, we have defined the following algorithm.
1. Set n = 1.
2. Set t1(x) = t1, in Ω.
3. Calculate un ∈ U as the solution of equation
∂J1(u, tn)
∂u
= 0,
that is 

(Hijkl(tn)ekl(un)),j + fi = 0 in Ω,
Hijkl(tn)ekl(un)nj − fˆi = 0, on Γt, ∀i ∈ {1, 2, 3}.
(9)
4. Obtain tn+1 by
tn+1 = argmin
t∈B
J1(un, t).
5. Set n := n + 1 and go to to step 3 up to the satisfaction of an appropriate convergence
criterion.
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Figure 1: Optimal shape corresponding to t0 : Ω→ {0, 1}, for t1 = 0.5, for the first example
3.1 The numerical results
We present numerical results in an analogous two-dimensional context, more specifically for a
two-dimensional beam of dimensions 1×0.3 (units refer to the international system) represented
by Ω = [0, 1] × [0, 0.3].
We consider the strain tensor as
e(u) = (ex(u), ey(u), exy(u))
T ,
where u = (u, v) ∈W 1,2(Ω;R2), ex(u) = ux, ey(u) = vy and exy(u) =
1
2(uy + vx).
Moreover the stress tensor σ(e(u)) is given by
σ(e(u)) = He(u),
where
H =
E(t)
1− ν2


1 ν 0
ν 1 0
0 0 12(1− ν)

 (10)
and
E(t) = tE0 + (1− t)E1,
where E0 = 2.18 ∗ 10
9 (the modulus of Young) and E1 ≪ E0. Moreover ν = 0.3.
We also consider for the first example, a clamped beam at x = 0 and x = 1 and a single
load f = −1000000j applied at (x0, y0) = (1/2, 0.3).
For the second example, we consider a clamped beam only at x = 0 (cantilever beam) and
a load f = −10000j applied at the point (x0, y0) = (1, 0.15).
For both examples, we set t1 = 0.5.
Please see figures 1 and 2 for the optimal shapes obtained in these first and second examples
respectively.
We emphasize to have obtained in both examples robust shapes from a structural point of
view.
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Figure 2: Optimal shape corresponding to t0 : Ω→ {0, 1}, for t1 = 0.5, for the second example
4 About an algorithm for a similar optimal shape
model with piezo-electrics
For Ω ⊂ R3 with a regular boundary ∂Ω, at this point we define
U = {u = (u1, u2, u3) ∈W
1,2(Ω;R3) : u = (0, 0, 0) = 0 on Γu},
Uφ = {φ ∈W
1,2(Ω) : φ = 0, on Γφ},
where
∂Ω = Γ0 ∪ Γt = Γφ ∪ Γq,
Γu ∩ Γt = ∅ and Γφ ∩ Γq = ∅.
Define also,
B1 =
{
t1 : Ω→ [0, 1] measurable :
∫
Ω
t1(x) dx = tˆ1|Ω|
}
,
B2 =
{
t2 : Ω→ [0, 1] measurable :
∫
Ω
t2(x) dx = tˆ2|Ω|
}
,
and J1 : U × Uφ ×B1 ×B2 → R where
J1(u, φ, t1, t2) = −G1(e(u), t1)−G2(e(u), E(u), t1, t2) +G3(E(u), t1, t2)
+〈ui, fi〉L2(Ω) + 〈ui, fˆi〉L2(Γt) − 〈φ, q〉L2(Γq), (11)
where the elastic solid inner energy G1 : U ×B1 → R is given by
G1(e(u), t1) =
1
2
∫
Ω
Hijkl(t1)eij(u)ekl(u) dx,
the strain tensor e : U → L2(Ω;R3×3) is expressed by
eij(u) =
1
2
(ui,j + uj,i),
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and
{Hijkl(t1)} = {H
0
ijkl(t1) + (1− t1)H
1
ijkl(t1)}.
Moreover, considering the electric potential φ : Ω → R and respective field Ek(φ) = −φ,k,
the elastic-electric functional energy part is given by G2 : U × Uφ ×B1 ×B2 → R, where
G2(e(u), E(φ), t1, t2) =
1
2
∫
Ω
Bijk(t1, t2)eij(u)Ek(φ) dx,
and where
{Bijk(t1, t2)} = t1(t2B
0
ijk + (1− t2)B
1
ijk).
Finally, the electric energy part, denoted by G3(E(φ), t1, t2) is given by
G3(E(φ), t1, t2) =
1
2
∫
Ω
Cij(t1, t2)Ei(φ)Ej(φ) dx,
where
{Cij(t1, t2)} = t1(t2C
0
ij + (1− t2)C
1
ij).
With such statements and definitions in mind, consider the optimization problem of evalu-
ating l ∈ R, where
l = inf
t1∈B1
{
sup
t2∈B2
{
1
2
〈ui, fi〉L2(Ω) +
1
2
〈ui, fˆi〉L2(Γt) −
1
2
〈φ, q〉L2(Γq)
}}
, (12)
subject to


(Hijkl(t1)ekl(u)),j + (Bijk(t1, t2)Ek(φ)),j + fi = 0, in Ω,
Hijkl(t1)ekl(u)nj + (Bijk(t1, t2)Ek(φ)nj − fˆi = 0, on Γt, ∀i ∈ {1, 2, 3},
(Bijk(t1, t2)ejk(u)),i − (Cij(t1, t2)Ej(φ)),i = 0, in Ω,
−Bijk(t1, t2)ejk(u)ni + Cij(t1, t2)Ej(φ)ni − q = 0, on Γq
(13)
where n = (n1, n2, n3) denotes outward normal field to ∂Ω, f ∈ L
2(Ω;R3), fˆ ∈ L2(Γt;R
3) are
the external loads and q ∈ L2(Γq) is an external electric load density.
Observe that, from the min-max theorem, we have
l = inf
t1∈B1
{
sup
t2∈B2
{
inf
φ∈Uφ
{
sup
u∈U
J1(u, φ, t1, t2)
}}}
= inf
t1∈B1
{
sup
t2∈B2
{
sup
u∈U
{
inf
φ∈Uφ
J1(u, φ, t1, t2)
}}}
= inf
t1∈B1
{
sup
u∈U
{
sup
t2∈B2
{
inf
φ∈Uφ
J1(u, φ, t1, t2)
}}}
≥ sup
u∈U
{
inf
t1∈B1
{
sup
t2∈B2
{
inf
φ∈Uφ
J1(u, φ, t1, t2)
}}}
. (14)
With such results in mind, we propose the following algorithm to find a critical point of J1.
1. Set t1 = tˆ1 and t2 = tˆ2 in Ω.
2. Set n = 1.
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3. Calculate un ∈ U and φn ∈ Uφ by solving the system
∂J1(u, φ, (t1)n, (t2)n)
∂u
= 0,
and
∂J1(u, φ, (t1)n, (t2)n)
∂φ
= 0,
that is, find un ∈ U and φn ∈ Uφ such that


(Hijkl((t1)n)ekl(un)),j + (Bijk((t1)n, (t2)n)Ek(φn)),j + fi = 0, in Ω,
Hijkl((t1)n)ekl(un)nj + (Bijk((t1)n, (t2)n)Ek(φn)nj − fˆi = 0, on Γt, ∀i ∈ {1, 2, 3},
(Bijk((t1)n, (t2)n)ejk(un)),i − (Cij((t1)n, (t2)n)Ej(φn)),i = 0, in Ω,
−Bijk((t1)n, (t2)n)ejk(un)ni + Cij((t1)n, (t2)n)Ej(φn)ni − q = 0, on Γq.
(15)
4. Obtain (t1)n+1 ∈ B1 and (t2)n+1 ∈ B2 such that
(t1)n+1 = arg min
t1∈B1
J1(un, φn, t1, (t2)n),
and
(t2)n+1 = arg max
t2∈B2
J1(un, φn, (t1)n, t2).
5. Set n := n+1 and go to step 3 up to the satisfaction of an appropriate converge criterion.
5 Conclusion
In this article we have developed a duality principle and relating numerical method for a
class of shape optimization problems in elasticity. It is worth mentioning we have not used a
filter to post-process the results, having obtained a solution t : Ω→ {0, 1} (that is, t(x, y) = 0 or
t(x, y) = 1 in Ω), by finding a critical point (u0, t0) ∈ U ×B for the functional J1 : U ×B → R.
This corresponds, in some sense, to solving the dual problem.
We highlight the results obtained may be applied to other problems, such other models of
plates, shells and elasticity.
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