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iOpsomming
Sleutelwoorde: sagteware-gedefinieerde radio, SDR, haaksfasige menging, haaksfasige mo-
dulasie, haaksfasige demodulasie, digitale kompensasie, sagteware-radio, direk-digitale sin-
tese, DDS.
'n Gewilde stelling is dat digitale seinomsetting in sagteware-gedefinieerde kommunikasie-
stelsels so na as moontlik aan die antenna moet geskied deur gebruik te maak van hoë-
spoed omsetters. Hierdie verhandeling stel alternatiewe ontwerpsbeginsels voor, en toon
aan dat hierdie beginsels die eersgenoemde stelsel se akkuraatheid verbeter, terwyl stelsel-
buigsaamheid gehandhaaf word.
Dit word eerstens voorgestel dat digitale kompensasie gebruik word om die effekte van
hardeware-onakkuraathede in die RF-koppelvlak van sagteware-gedefinieerde radio's om te
keer. Nuwe kompensasietegnieke, wat seinartefakte weens koppelvlak-onakkuraathede kan
onderdruk, word aangebied. Die mate waartoe hierdie artefakte onderdruk kan word, word
slegs beperk deur die akkuraatheid waarmee dit gemeet en digitaal voorgestel kan word. 'n
Algemene kompensasiebeginsel word neergelê waarin die voorwaardes vir optimale kompen-
sasie vasgelê word.
Tweedens word voorgestel dat 'n duidelike onderskeid getref word tussen seinverwerkings-
kompleksiteit en seinverskuiwing in RF-koppelvlakke. Daar word getoon dat konvensionele
SDR-stelsels dikwels nie hierdie beginsel handhaaf nie. 'n Alternatief, naamlik haaksfasige
menging, word voorgehou as 'n tegniek wat duidelik onderskei tussen seinverskuiwing en
seinverwerking. Akkurate kompensasietegnieke is egter nodig om effektief van sulke mengers
gebruik te maak.
Haaksfasige mengers word voorgestel as veeldoelige koppelvlakke vir sagteware-gedefini-
eerde radio's, en haaksfasige modulasie- en demodulasietegnieke word voorgestel as plaasver-
vangers vir bestaande tegnieke. Die inherente hardeware-onakkuraathede word geanaliseer
en gesimuleer, en geskikte kompensasietegnieke word afgelei en getoets. Laastens word die
teoretiese resultate met 'n praktiese prototipe bevestig.
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Abstract
Keywords: software-defined radio, SDR, quadrature mixing, quadrature modulation, quad-
rature demodulation, digital compensation, software radio, direct-digital synthesis, DDS.
An often-stated goal of software-defined transceiver systems is to perform digital signal con-
version as close to the antenna as possible by using high-rate converters. In this dissertation,
alternative design principles are proposed, and it is shown that the signal processing tech-
niques based on these principles improve on the prior system's accuracy, while maintaining
system flexibility.
Firstly, it is proposed that digital compensation can be used to reverse the effects of
hardware inaccuracies in the RF front-end of a software-defined radio. Novel compensation
techniques are introduced that suppress the signal artefacts introduced by typical front-
end hardware. The extent to which such artefacts may be suppressed, is only limited by the
accuracy by which they may be measured and digitally represented. A general compensation
principle is laid down, which formalises the conditions under which optimal compensation
may be achieved.
Secondly, it is proposed that, in the design of such RF front-ends, a clear distinction
should be drawn between signal processing complexity and frequency translation. It is
demonstrated that conventional SDR systems often neglect this principle. As an alternative,
quadrature mixing is shown to provide a clear separation between the frequency translation
and signal processing problems. However, effective use of quadrature mixing as design ap-
proach necessitates the use of accurate compensation techniques to circumvent the hardware
inaccuracies typically found in such mixers.
Quadrature mixers are proposed as general-purpose front-ends for software-defined ra-
dios, and quadrature modulation and demodulation techniques are presented as alternatives
to existing schemes. The inherent hardware inaccuracies are analysed and simulated, and
appropriate compensation techniques are derived and tested. Finally, the theory is verified
with a prototype system.
ii
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s(t) v(t) complex-valued downmixed signal after quadrature demodulation
Sd(t) v(t) desired complex-valued downmixed signal
s€(t) v(t) erroneous complex-valued downmixed signal
sp(t) v(t) quadrature-downmixed signal with amplitude deviation
S number of bits in each sine lookup table entry
SU) W power density spectrum
S", dBc spur size due to phase error
Sp dBc spur size due to amplitude error
Sp,,- dBc spur size due to combined phase and amplitude deviation
SFDR€ dB SFDR associated with offset error
SFDR", dB SFDR associated with phase error
SFDRp dB SFDR associated with amplitude deviation
SFDRsb dB total sideband SFDR
SNRq dB signal-to-quantisation noise ratio
SNRcp dB signal-to-phase noise ratio
t s continuous time
T s discrete time period
vg(t) v(t) filter input voltage
vo(t) v(t) filter output voltage
Verr V maximum INL deviation from the ideal straight line
Vrnax V maximum DAe output voltage
Vref V reference voltage
W number of bits used to index a DDS lookup table
y(t) v(t) RF signal
Yd(t) v(t) desired RF signal
Yf(t) v(t) erroneous RF signal
Y(w) Fourier transform of an RF signal
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symbol unit description
a V amplitude of a local oscillator leakthrough signal
ag % relative amplitude of SMIQ carrier leakthrough
f3 FM modulation index
{ rad phase of a local oscillator leakthrough signal
{g rad phase of SMIQ carrier leakthrough
o(w) dirac delta function
Ci V I-channel offset
cq V Q-channel offset
e(t) rad phase and frequency component of a modulating signal
8(t) rad random process: uniformly distributed angle
"" rad quadrature phase error at the I-Q channels
""1 rad phase mismatch contributed by filter
""g rad quadrature phase impairment in SMIQ modulator
A rad phase error in a quadrature mixer's local oscillator signals
Po V absolute amplitude deviation in an I-Q channel
P relative amplitude deviation in an I-Q channel
PI amplitude deviation contributed by filter
Pg relative amplitude impairment in SMIQ modulator
T s continuous time in an integrand
CPo rad phase angle at time t = 0
CPmax maximum phase accumulator value
cp(nT) value of a phase accumulator at discrete time nT
cp(t) value of a phase accumulator at continuous time t
~cP discrete phase increment
CPi rad instantaneous phase
CPt;(t) rad erroneous phase angle due to quadrature deviation
W rad/s continuous frequency
We rad/s carrier frequency of an FM signal
Wd rad/s FM deviation frequency
Wi rad/s instantaneous signal frequency
Wm rad/s frequency of a modulating input sinusoid
Wn rad/s negative baseband frequency
wp rad/s positive baseband frequency
~w rad/s DDS frequency resolution
~w rad/s local oscillator frequency mismatch
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NOMENCLATURE
Operations
F{-}
Im{x}
2(e{x}
0(·)
x
[x] max
[X]min
w
a(t)
a(t)
xix
*
Fourier transform
imaginary part of a complex value
real part of a complex value
order of complexity of an algorithm
time derivative of x
maximum value of the argument
minimum value of the argument
convolution operator
ceiling function (smallest integer 2': x)
modulo-M arithmetic
low-pass filtering
approximation of variable w
Hilbert transform of function a( t)
analytic representation of a(t): a(t) = a(t) + ja(t)
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1Chapter 1
Introduction
It is perhaps unusual for a discourse on signal theory to start by noting the importance of the
software revolution of the late twentieth century. The growth of the digital industry in the
latter half of the last century has, however, had a remarkable influence on nearly every aspect
of engineering, and on many other aspects of society. We have seen computers develop from
expensive assets to consumer items. In contrast, we have seen software products develop
into constantly maintained and updated assets that can easily outlive the hardware on which
they run. Half a century ago, software was a tool used to harness the computing power of
the hardware. Today, hardware has become a platform needed to support the capabilities of
constantly developing software.
This software revolution brought several new paradigms to engineering in general: object-
oriented design, rapid application development, object re-use, development libraries, live
updates and patches, reusable design patterns-to name just a few. These advances made
possible the explosive growth of the software industry, and have spurred the need for similar
developments in other fields of engineering. In particular, the telecommunications industry
(especially mobile communications) has been strongly affected, with a growing requirement
for continuous rapid advance in technology.
Consequently, many traditional design methodologies in telecommunications are fast be-
coming obsolete. "Soldered" analogue radios are making place for software-based systems
that serve engineers' need for quick development, and users' need for upgradability and
customisability. The research detailed in this dissertation was performed in this context of
software-defined telecommunications sytems, and will advocate new design philosophies in
this relatively young field of digital synthesis and processing of analogue signals.
The greatest hurdle to harnessing the full power of these so-called "software radio" sys-
tems, is that the signal quality in such systems is often still inferior to that of their analogue
counterparts. The purpose of the principles presented in this document is to improve the
quality of signals generated and processed by software-based communications systems, and
thus to promote the viability of software radio in general.
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1.1 Software radio
The goal of software radio is to replace traditional analogue radio functionality by software
signal processing. Such an approach offers great flexibility in radio systems, powerful signal
processing techniques and a reduced rate of hardware obsolescence in an environment of
evolving communication standards.
The software radio is often defined in its "ideal" form, consisting of a general-purpose,
reprogrammable digital processor that interfaces directly to the antenna (on the radio signal
side) and the user (on the application side) [26, 27, 4]. Such an ideal software radio is not
limited to specific frequency bands or communication modes.
There are serious practical issues in the implementation of such a radio, such as the reali-
sation of multiband antenna structures, and the direct digitisation, synthesis and processing
of signals at radio frequencies [26]. For this reason, most practical software-based radio
implementations employ some form of analogue signal processing, usually in the form of su-
perheterodyne mixing and filtering [3]. Such a system, where signal translation and filtering
is performed in the analogue front-end, but all remaining signal processing is performed by
software, is called a software-defined radio [4].
1.2 The signal frequency problem
The necessity to opt for a software-defined radio with an analogue front-end for signal trans-
lation places the SDR designer in a quandary: At what intermediate frequency (IF) should
radio signals be sampled? Selecting a low IF allows low-speed data conversion and pro-
cessing, but several stages of mixing and filtering may be required to obtain a reasonable
alias-free translation of the signal at the low IF. On the other hand, selecting a high IF allows
wide-bandwidth signals to be sampled, and minimises mixing and filtering. A high sampling
rate and signal processing rate is, however, required. This in turn exacerbates conversion
noise in the signal, lowering the signal quality (see Chapter 4).
1.3 The baseband solution
Chapter 2 will focus on an alternative technique for the frequency translation problem,
using quadrature mixing techniques to perform direct signal translation between baseband
and radio frequencies. These techniques, sometimes also called zero-IF transceivers [3] or
direct-conversion transceivers [34], sidestep the use of an intermediate frequency altogether
by representing the baseband signal using complex numbers. They allow low-speed, low-cost
data converters and digital processors to be used to perform software-defined radio functions.
Although these quadrature modulation and demodulation techniques are not novel [12,
3, 34, 10], they are less widely known than the heterodyne mixing techniques. When cited in
literature, quadrature signal conversion is usually criticised for its stringent requirement of
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high-precision hardware. An authorative text on SDR front-ends states as recently as 2002:
[3J
A significant problem with direct conversion architecture is the introduction, by
the process, of a DC offset. ... One of the predominant reasons designers of
SDR receivers or transmitters are likely to reject direct conversion architecture
has to do with the difficulty of generating a wideband quadrature local oscillator.
. .. The local oscillator . .. will have to maintain precise phase quadrature, and
precise amplitude balance over [aJ range of frequencies.
One of the main objectives of this dissertation is to present simple techniques to reverse the
effects of such non-idealities. As a result, it will be shown that quadrature conversion does
not merely present a viable alternative to the traditional heterodyne front-end, but that it
represents a generally preferable signal processing paradigm.
1.4 Digitisation versus digital compensation
As touched upon in Section 1.2 above, the use of heterodyne mixing places difficult design
constraints on the RF front-end of an SDR. The generally cited solution to this problem is
to eventually avoid the use of an IF by sampling at radio frequencies. Brannon et al. writes:
[5J
... the challenge of moving the analog-digital boundary closer to the antenna is
the critical step in establishing the foundation for increasing the content and
capability of digital signal processing (DSP) in the radio.
This assertion firstly relies on the belief that future technology will be capable of converting
and processing signals at a "high enough" rate to avoid heterodyne mixing. It further
assumes that there in fact exists a rate "high enough" to process radio signals in general.
Clearly, no reasonably foreseeable technology will allow the direct sampling and processing of
arbitrarily high parts of the frequency spectrum. Consequently, it will always be possible to
construct hardware radios that can make use of parts of the signal spectrum inaccessible to
these RF-sampling software radios. This dissertation challenges such a definition of software
radio that forces it to be perpetually inferior to hardware-based techniques.
The motivation for the direct-sampling ideal is clear: Hardware-based signal processing
(including the use of an extensive analogue front-end on an SDR) is fraught with inaccura-
cies; software-based signal processing, on the other hand, can be done with mathematical
precision. The conventional conclusion drawn from this observation is that as much of the
signal processing as possible should be performed in software-hence the ideal of digitising
directly at the antenna.
The research presented here attempts to show that the same premises can lead to an
alternative conclusion that is also more practically realisable: The use of an RF front-
end for signal translation is justified, as long as it does not compromise the flexibility and
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accuracy of the software radio. It will be shown that it is possible to compensate for hardware
deficiencies, in particular those caused by quadrature mixing, up to the point where
(a) the effects of these deficiencies can longer be measured reliably; or
(b) the parameters used to compensate for these inaccuracies are directly limited by the
numeric resolution of the digital system.
Such a system would still meet the software-radio objective of complete software reconfig-
urability. It will be argued that such a system is likely to have higher signal fidelity than
that of a system attempting to sample at radio frequencies.
1.5 Scope of the dissertation
1.5.1 Central proposition
The central proposition of the dissertation may be stated as follows:
Proposition A:
A digital processing system can always compensate for deterministic distortion
effects in its analogue front-end (limited only by the accuracy of its numeric
representation, and by the accuracy with which the distortion effects can be
measured) under the condition that all these analogue inaccuracies are cascades
of invertible transforms, and that their net effect is fully known.
This dissertation attempts to give a thorough analysis of this central proposition, its context,
its implications and its applications.
1.5.2 Preliminary observations
A new design philosophy
As was highlighted in Section 1.4 (Digitisation versus digital compensation), the conventional
approach to digital transceiver systems such as software radio has been to avoid analogue
components as much as possible, due to their inherent non-idealities. The alternative design
philosophy proposed by this dissertation relaxes this requirement by emphasising digital
control over the entire signal path, instead of placing the emphasis on digitisation. This can
make analogue front-end design much simpler, because, instead of requiring signal converters
that function as close as possible to the theoretical ideal (and often at radio frequencies),
more signal processing can be done in the analogue domain, using lower-quality components.
Separating translation and processing
Traditionally, digital signal processing has been placed in contraposition to analogue pro-
cessing. This is made manifest in the often-stated goal of the "ultimate" software radio:
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to completely replace analogue signal processing components with functionally equivalent
software. Joseph Mitola writes: [26]
The placement of the AID IA converters as close to the antenna as possible and
the definition of radio functions in software are the hallmarks of the software
radio.
He qualifies this assertion by noting the flexibility of this idealised architecture:
The key difference [between software radios and software-controlled hardware
radios] is the total programmability of software radios, including programmable
RF bands, channel access modes, and channel modulation.
This dissertation's central proposition suggests that a software radio's digital capabilities
can be better employed to complement analogue hardware. In particular, this can be done
without forfeiting the advantages associated with software radios, as defined by Mitola [26].
This approach makes the quadrature-baseband proposition of Section 1.3 not merely an
interesting alternative "hybrid" configuration, but a fundamental technique of frequency
translation. Moreover, it underlines an important distinction between signal translation and
signal processing that forms a basic principle of the research presented here:
Proposition B:
The Shannon-Hartley law implies that signal (information) processing and fre-
quency translation are distinct components of any transceiver system: Signal
processing concerns the embedding and extraction of information into and from a
signal. Signal processing complexity is a function of information rate. Frequency
translation involves the placement of a signal at a prescribed or convenient posi-
tion in the frequency spectrum. It does not affect the information content in any
way, and is thus only a function of the translation distance. This implication of
the Shannon-Hartley law should be considered in the design of SDR systems.
Developing the implications of this separation between translation and processing is perhaps
the most important contribution of the research described in this document. It will be
illustrated that it is more practical to address frequency translation in the analogue domain,
and that quadrature mixing is, in general, the best tool for this purpose.
This approach stands in stark contrast to the current software radio paradigm, where
signal processing is done at as high a sampling rate as possible in order to minimise analogue
frequency translation (consequently placing large demands on processing and conversion
requirements). The architectures proposed in this dissertation all have a digital complexity
of O(N), where N is the information rate of the received or transmitted signal. This means
that signal processing demands scale with the bandwidth and dynamic resolution of the
modulated signal, rather than with the signal's absolute frequency. After all, a signal's centre
frequency is something fairly arbitrary, dictated by spectrum allocation and convenience-it
should not affect the complexity of signal processing.
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The Shannon-Hartley law states that information capacity can be expressed as a function
of bandwidth and dynamic resolution, in the familiar relationship
C = B log2(SNR + 1), (1.1 )
where C represents a signal's information capacity, B its occupied bandwidth, and SNR
the signal-to-noise ratio-its dynamic resolution [40]. Proposition B above implies that a
software transceiver's signal processing complexity is a linear function of C. On the other
hand, B dictates the temporal complexity of the system (that is, how fast samples must be
processed) and the SNR (the signal-to-quantisation noise ratio in particular) dictates the
resolution complexity of the system-typically the word length of the digital logic and the
data converters.
1.5.3 Document outline
The rest of the dissertation is structured as follows:
• Chapter 2 briefly reviews the conventional techniques of direct-digital synthesis, and
then presents an alternative, namely quadrature modulation. The mathematical theory
of quadrature modulation is developed, and its advantages are illustrated. It is shown
how general modulation schemes can be achieved by using quadrature modulation.
The chapter then also presents the use of quadrature mixing for digital signal recep-
tion and demodulation. Quadrature demodulation is the receiver-side counterpart of
quadrature modulation, and is developed here from first principles.
• Chapter 3 focuses on software-defined radio. The chapter covers the basic principles,
the use of quadrature modulation and demodulation, and the basic types of signal
impairment that can be expected. A brief introduction to digital compensation is
given to lay the foundation for the following chapters.
Up to this point, a broad background has been given on digital modulation and demodulation
techniques, with special reference to the quadrature approach. These chapters serve to
establish the context for the main development of the dissertation, which follows in the next
two chapters. In these following chapters, the non-idealities in the hardware front-end are
carefully scrutinised, and methods are developed to compensate for their effects.
• Chapter 4 presents a study of digital-to-analogue and analogue-to-digital converters.
Converters are always present in software radios and related architectures, and typically
represent the point in the signal path where the most severe signal distortion takes
place. For this reason, a dissertation on SDR-related signal quality should make a
careful study of these devices, in order to understand the ways in which they affect the
signal, and to determine whether means can be found to minimise or even eliminate
this distortion. This chapter is mostly an overview of established signal converter
theory.
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• Chapter 5 represents a main contribution of the document, and studies the distortion
effects found in typical quadrature mixers. The chapter shows that it is possible to
fully predict the effects of the non-idealities. These effects may be measured in the
frequency domain, and the causes of the distortion are simple to deduce from the
measured effects.
• Chapter 6 demonstrates that is is possible to compensate for the non-idealities de-
scribed in the previous chapter. This is used to strengthen the assertion that quad-
rature modulation and demodulation are the techniques of choice for SDR-related
platforms. As a result, processing and conversion requirements can be relaxed.
The theory presented in this chapter represents the most significant and novel contri-
bution made by the research documented in this text.
The last two chapters (7 and 8) form a denouement to the research: The proposed compen-
sation techniques are evaluated against practical measurement in a quadrature-based SDR
system (Chapter 7), thereby illustrating that compensated signal conversion and processing
can be achieved in practice. Chapter 8 takes all the results together in conclusion, and
discusses the implications of the research, as well as possible future avenues.
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Chapter 2
Quadrature mixing
The conventional technique for digitally synthesising radio signals is called direct-digital
synthesis (DDS). This chapter will briefly look at DDS and its difficulties, and present
quadrature modulation as an attractive alternative. It will then be shown that quadrature
demodulation provides the same advantages at the receiver side.
The study of quadrature mixing presented here provides background to the understanding
of Proposition B. This chapter does not concentrate on novel techniques; rather, it gives
an original development of the theory of quadrature mixing as background for the central
thesis of the dissertation. It will be demonstrated that, when performing quadrature mixing,
the signal processing complexity is proportional to the signal's bandwidth, rather than its
intermediate or broadcast centre frequency.
2.1 Direct-digital synthesis
It is assumed that the reader is familiar with DDS as signal synthesis technique (a summary
of direct-digital synthesis is included as Appendix A). The conventional approach to using
DDS in the transmission stage of software-defined radios is to produce a modulated signal
at a conveniently chosen intermediate frequency. On the one hand, it is desirable to have
this intermediate frequency as high as possible: This reduces the need for expensive mixing
and filtering. Figure 2.1 illustrates the resulting problem. Consider a DDS output signal
generated at an intermediate frequency of 10 MHz. If this signal must be broadcast at
110 MHz, mixing must be performed by multiplying the signal in the time domain with
a carrier of 100 MHz. This produces output components at both 90 MHz and 110 MHz,
and sharp filtering is required to remove the alias component at 90 MHz. In practical DDS
systems, several stages of mixing and filtering might be required to adequately suppress
the alias signal [14]. If the DDS signal is generated at a high intermediate frequency, the
demands on the mixing and filtering circuitry are relaxed.
High frequency output, however, requires a high-speed DAC, which is more expensive and
likely to contribute significantly more noise [46]. Furthermore, there is a trade-off between
converter speed and resolution for a given unit cost. As a result, it is also advantageous to
8
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Figure 2.1: When real-valued signals are mixed, alias components are produced.
keep the intermediate frequency as low as possible. Conventional SDR receivers suffer from
the same trade-off in their downmixing and digitisation stage.
The quadrature-baseband (or "zero-IF") approach to direct digital synthesis, introduced
next, provides a solution to the output frequency dilemma: By using this technique, it
is possible to produce, for example, a modulated FM radio broadcast signal directly in
the baseband, with the sampling frequency as low as 200 kHz. Furthermore, single-stage
upmixing with minimal filtering is quite sufficient, because quadrature modulation sidesteps
the problem of alias signals.
2.2 Quadrature modulation
All real signals can be seen as having an equal negative frequency component for each
positive frequency component in the Fourier frequency domain [43]. On the other hand,
complex-valued signals of the form
(2.1)
do not share this characteristic of being reflected around w = O. Consequently, it is possible
to multiply complex-valued signals without having to deal with alias signals. What if it were
possible to digitally generate a complex signal? Such a signal could, for example, perform
frequency modulation around any centre frequency, even around zero herz. Without the
problem of aliasing, such a complex-valued signal could easily be upmixed to any desired
output frequency.
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Figure 2.2: Translation of a complex signal.
2.2.1 A complex-signal solution
It turns out that it is indeed possible to generate and upmix a complex signal, and to
transmit the real part. This approach has been successfully applied before [48, 12, 10], and
is repeated here for completeness. It is similar to the author's exposition of the subject
in [49, 50]. The technique shares similarities with single-sideband modulation [43]. The
single-frequency (sinusoidal) case will be developed first, since this presents the simplest
derivation of the technique. In Section 2.2.2 it will be shown that it is trivial to extend the
single-frequency case to general Fourier-transformable signals.
If it were possible to generate a single frequency component at Wo, without a reflection on
the opposite Fourier transform frequency axis, the signal would be represented by a single
impulse in the frequency domain,
F(w) = 27ró(w - wo). (2.2)
By taking the inverse Fourier transform of this equation, the equivalent time-domain signal
is found to be
(2.3)
which is similar to Equation 2.1. From these equations it can also be seen that, unless a
signal has identical components at both Wo and -Wo on the Fourier transform frequency axis,
the signal has both a real and an imaginary part.
Next, consider the concept of frequency translation. A complex signal with frequency Wo
(either positive or negative) can be translated to Wc + Wo by convolving it in the frequency
domain with a frequency of Wc. This is illustrated in Figure 2.2. Mathematically, this
frequency translation can be described as follows:
Ó(w - Wo) * ó(w - Wc) = ó(w - Wo - Wc) , (2.4)
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where the 271"factors were omitted for simplicity. In the time domain, this translates to
(2.5)
The goal of quadrature modulation is to easily translate the baseband signal to the centre
frequency of choice, We. After upmixing, the (complex) output signal would be
se(t) e!9(t) . e!wct
e![9(t)+wct]
cos[Wet + O(t)] + j sin [wet + O(t)] . (2.6)
Of course, a complex-valued output signal cannot be generated and transmitted. In a prac-
tical application, only the real part of this signal will be taken:
s(t) 9{.e{se(t)}
cos[wet + O(t)] . (2.7)
As a result, the output signal will once again be symmetrical around W = O. The positive
frequency axis will not, however, contain any alias signals. Consequently, no bandpass filter
is required to remove alias signals created by upmixing. By combining Equations 2.6 and 2.7,
the complete operation can be seen:
s(t) = 9{.e{[cosO(t) + jsinO(t)]
·[coswet + j sin wet]}
9{.e{[cosO(t) cos wet - sin O(t) sin wet]
+j[sin O(t) cos wet + cos O(t) sin wet]}
cosO(t) cos wet - sinO(t) sin wet . (2.8)
The result is surprisingly simple. Suppose that a complex signal, ej9(t), has to be translated
in frequency by We, and the real part of the result is all that is of interest. Equation 2.8
describes how to achieve such a frequency translation. The sine and cosine of the modulated
phase, ()(t), must be calculated, and multiplied with the sine and cosine, respectively, of
We. When the two products are subtracted, the result will be the real part of the frequency
translation. This can be used to generate a modulated signal directly from the baseband.
For an accessible introduction to complex signals and negative frequencies, the reader
is referred to the tutorial by Smith [41]. The term quadrature modulation stems from the
use of two identical baseband signals with a quadrature phase relationship to each other.
Equation 2.8 is often written in the form
s(t) = I(t) cos wet - Q(t) sin wet . (2.9)
I(t) and Q(t) are called the in-phase and quadrature components, respectively, of the complex
baseband signal.
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2.2.2 Generalisation
The analysis so far focused on the synthesis of a single sinusoidal component of a given
frequency. This is easily extended to a signal modulating in amplitude, phase, frequency or
a combination of these. Also, it can be shown that quadrature upmixing can be performed
on baseband signals that represent more than one modulating sinusoid.
Multitone signals
The frequency translation performed to upmix the complex baseband signal to a broadcast
frequency is linear. This can be seen by requiring an output signal consisting of the sum of
sinusoids of independent amplitude and phase:
N
s(t) = 2: ai COS(Wi + ePi) . (2.10)
i=l
It will later be shown that any of ai, Wi or ePi may be time-varying, so that it is possible
to synthesise modulating signals. The current proof will consist of showing that the digital
synthesis of a sum of complex exponentials,
N
f(t) = 2: aiej[(Wi-WC)t+¢i] , (2.11)
i=l
will result in the desired signal after quadrature mixing with the carrier frequency, We. On
page 11 it was shown that the process of quadrature mixing can be expressed as the real
part of the multiplication of a complex baseband signal with a complex exponential at the
carrier frequency. Applying this to Equation 2.11 yields
s'(t) = 'R.?{dwct. t aid[(Wi-WC)t+¢i]}
t=l
N2: ai 'R.?{ ej[(Wi-WC+WC)t+¢i]}
i=l
N
- 2: a; COS(Wi + ePi) ,
i=l
(2.12)
which was to be proven. Consequently, quadrature-baseband DDS can be used to synthesise
multitonal signals of independent amplitude, phase and frequency. This can be achieved by
separating the complex exponentials that must be synthesised (Equation 2.11) into their real
and imaginary parts, so that
N
I(t) = 2: a; cos [(Wi - we)t + ePi] (2.13)
i=l
and
N
Q(t) = 2: ai sin [(Wi - we)t + ePi] ,
i=l
(2.14)
which can consequently be synthesised and mixed according to Equation 2.9.
Stellenbosch University http://scholar.sun.ac.za
2.2 - QUADRATURE MODULATION 13
I(t)
y(t)m(t) SDR
Q(t)
Figure 2.3: Block diagram of a DDS-based quadrature modulator.
Dynamic signals
The use of the term "quadrature modulation" implies an interest in synthesising a signal
that is time-variant in some or other way. For this reason, it is important to show that the
techniques presented in this chapter can be applied to such dynamic signals.
This is demonstrated by noting that Equations 2.11 through 2.12 hold equally well when
ai, Wi and epi are variant in time. While it is true that an ambiguity develops between
frequency and phase when one or both are time-variant;' this does not affect the accuracy of
the frequency translation that takes place during quadrature mixing, whether the modulation
is seen to take place in phase, frequency or both. Once again, the linearity of the operation
ensures that quadrature mixing can be expressed in terms of familiar modulating expressions.
2.2.3 Quadrature modulator overview
A practical implementation of Equation 2.9 is shown in Figure 2.3. It shows the generation
of two quadrature signals in the baseband using direct-digital synthesis. As this technique
is well suited to software radio modulation techniques, it is referred to in this document
as quadrature modulation. Alternative terms are quadrature-baseband direct digital synthesis
[49]and single-sideband direct digital synthesis [10]. The main advantage of the quadrature
baseband technique is that signal synthesis is performed at much lower frequencies than
required by the conventional DDS technique. This has the following advantages:
• Only minimal low-pass filtering is required to remove the alias sampling components,
reducing the system complexity.
• Since the demands on filtering are relaxed, only a single quadrature upmixing stage is
lThe ambiguous relationship between frequency and phase, and the related concept of "instantaneous"
frequency, are touched upon again in Chapter 5.
Stellenbosch University http://scholar.sun.ac.za
2.2 - QUADRATURE MODULATION 14
required.
• As will be seen in Chapter 4, digital-to-analogue converters perform better at lower
frequencies and produce less signal distortion.
• The lower sampling frequency causes a smaller computational load on the signal pro-
cessor and better modulation schemes can be implemented on less powerful digital
technology.
• Overall, the system complexity is no longer a function of the absolute output frequency
(the RF signal), but of the signal bandwidth - as suggested by Proposition B.
These advantages provide strong encouragement to seriously consider quadrature modulation
as a viable alternative to the single-signal DDS technique. The greatest disadvantage of
quadrature modulation is that two matched signals, instead of a single output, need to be
produced. This requirement has the following repercussions:
• Two digital-to-analogue converters (DACs) are required. DACs are expensive compo-
nents in a DDS system, and this requirement could substantially affect system costs.
• The amplitudes of I(t) and Q(t) have to be matched. The quadrature local oscillator
signals must also be matched in amplitude. The effects of poorly matched amplitudes
will be investigated in Section 5.5.
• There must be no DC offset on either the I or Q channels (this is often also a require-
ment with standard DDS). The effects of DC offset will be analysed in Section 5.6.
• Quadrature mixers usually suffer from local oscillator leakthrough. This means that
an unwanted component appears at the carrier frequency in the upmixed signal. This
phenomenon will also be investigated in Section 5.6.
• In practice it is not always simple to generate signals with exactly ninety degrees phase
difference. Output filters could affect this phase accuracy, and quadrature mixers are
never completely accurate. Section 5.7 will take a closer look at this problem.
An important objective of this dissertation is to carefully consider and analyse both the
advantages and disadvantages of quadrature modulation and its counterpart, quadrature
demodulation, in order to determine whether they form viable alternatives to the single-signal
synthesis and analysis techniques. In particular, it will be shown that computationally simple
methods can be used to compensate for the most significant disadvantages of quadrature
systems.
2.2.4 An experimental prototype
Quadrature modulation using direct-digital synthesis was first proposed and tested in under-
graduate research conducted by the author in 1998 [48]. A successful quadrature modulator
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Figure 2.4: There is an ambiguity inherent in single-signal downmixing (heterodyning):
Both the desired signal at 110 Mhz and its poorly filtered reflection around the mixing fre-
quency are superimposed in the baseband.
implementing FM radio modulation/ was built with a 66-MHz Motorola DSP56002, with an
output sampling rate of only 380 kHz. Both amplitude and phase employed 16-bit resolution.
Although not suited for more sophisticated testing, this prototype confirmed that it is pos-
sible to generate broadcast-quality FM radio using quadrature modulation, by transmitting
audio in the commercial radio band.
This concludes the study of ideal quadrature modulation techniques in an SDR trans-
mitter. The focus now shifts to replicating these techniques in an ideal receiver.
2.3 Quadrature demodulation
At the turn of the twenty-first century, many software-defined radio receivers simply make
use of single-signal quantisation-sometimes at the transmission frequency, but mostly at
an intermediate frequency (IF) [45, 26, 6, 16]. This poses much the same aliasing problems
encountered in single-signal modulation-not only the desired signal is mixed down, but
also its reflection around the mixing frequency, as shown in Figure 2.4. Careful filtering
is required prior to mixing in order to combat its effects. As is the case for single-signal
2Commercial FM radio broadcasting requires a centre frequency in the range 88-108 MHz and frequency
deviation of 75 kHz.
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synthesis, several stages of mixing and filtering could be required in order to downmix a
signal to a frequency where it can be converted and processed conveniently. This increases
the overall system complexity and cost.
Once again, quadrature mixing provides an attractive alternative. Although the recep-
tion side is slightly different from the quadrature upmixing presented in Chapter 2, many of
the principles are the same. In particular, it allows alias-free frequency translation of signals.
Also, because the resulting downmixed signal is complex-valued, full knowledge of the orig-
inal signal's magnitude and phase is retained. This information can be exploited to develop
robust digital demodulation algorithms that outperform their analogue counterparts.
2.3.1 Complex downconversion
The alias-free upmixing technique of Section 2.2 encourages one to find a way to achieve
similar results in complex downmixing for signal reception. The goal here is to find a way to
translate a received RF signal to the baseband whilst avoiding the mixing ambiguities and
aliasing associated with heterodyne mixing.
Firstly, note that it is only the positive-frequency components of the received signal that
are of interest. Since a real signal is received, the negative-frequency components are complex
conjugates of their positive-frequency counterparts, and therefore contribute no additional
information to the demodulation process.
Suppose that the signal of interest is a single sinusoid at We + Wo rad/so (Of course, a
true information-bearing signal will have to be time-variant in some or other way, and may
consist of several such sinusoids. For simplicity, the following analysis will again initially
postpone these concerns for the sake of clarity. The generalisation of the theory is presented
in Section 2.3.2.) Consequently, the Fourier frequency-domain description of the signal is
F(w) = 2m5(w - Wc - wo). (2.15)
It is now desired to translate this signal to baseband, so that it again lies at Wo (the original
modulating frequency). If the signal can be convolved in the frequency domain with an
impulse at -We, the desired signal is found:
6(w - Wc - Wo) * 6(w + Wc) = 6(w - Wo) , (2.16)
where the factor 21T is omitted for simplicity. Note that it is assumed in this signal translation
that the exact carrier frequency and phase is known. Although this is true in some receivers
(e.g. pilot-tone systems), it is most often not the case. Section 2.3.2 will show that this
need not pose a problem, and that signal translation need not be impaired if only a rough
estimate of the carrier frequency is used.
Since the received RF signal is real-valued, it also contains a negative-frequency compo-
nent that will also be mixed down. This component lies at
F(w) = 21T6(w + Wc + wo). (2.17)
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Figure 2.5: Block diagram of a quadrature demodulator.
After the downmixing of Equation 2.16, this component lies at -2wc - Wo, which is much
further from the baseband than the original RF signal was. It can easily be removed by
low-pass filtering after mixing.
This means that it is possible to perform alias-free frequency translation on a real-valued
signal-if this signal can be convolved with a frequency-domain impulse at the carrier fre-
quency. As was shown on page 10, an impulse in the Fourier frequency domain corresponds
to a complex exponential in the time domain, so that
(2.18)
From this it follows that, if f(t) is the received RF signal, and s(t) the downmixed signal,
then
~{s(t)} = 2 [f(t) . coswct]LPF (2.19)
and
Im{s(t)} = -2 [f(t) . sinwct]LPF , (2.20)
where [']LPF denotes low-pass filtering. The arbitrary gain factor 2 is included simply for
mathematical convenience. The real and imaginary components of s(t) can now be converted
to digital form, and further demodulation and processing can be done on the complex-valued
signal. Equations 2.19 and 2.20 are implemented in the block diagram of Figure 2.5, and
may be written in the compact form
s(t) = 2 [f(t) . e-jWct] .LPF (2.21)
Note that complex-valued signals can distinguish between positive and negative frequencies.
For example, if the received signal is a frequency-modulating signal, the downmixed s(t)
will be seen to vary its instantaneous frequency between negative and positive values, as the
original RF signal varies around the carrier frequency.
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2.3.2 Generalisation
In the development thus far it has been assumed that the input signal is a single sinusoid, and
that the original carrier or centre frequency is known exactly. It will now be shown that the
frequency-translating properties of quadrature mixing hold-even when these assumptions
are not met.
Multitone signals
Equation 2.19 is linear, and may be applied individually to terms in the received signal s(t).
Let the input signal be expressed as the sum of sinusoids of independent amplitude and
phase, i.e.
N
f(t) = L ai cos(Wi + epi) .
i=l
(2.22)
In the next section it will be shown that any ai, Wi and epi may be time-varying (in other
words, the compound signal may be dynamically changing). Applying the complex mixing
steps of Section 2.3.1 to the compound signal now yields
N
f(t) . M(t) = dwct La, COS(Wi + epi)
i=l
N
L aidwct COS(Wi + epi) .
i=l
(2.23)
Equation 2.23 shows that the complex mixing of a sum of sinusoids can be expressed as
the sum of single-sinusoid mixing stages. As this was shown in Section 2.3.1 to result in
frequency translation, the final complex-valued received signal (after low-pass filtering) can
be derived as
N
s(t) =L aid[(wi-wC)t+<PiJ ,
i=l
(2.24)
which means that all frequency components have shifted to the baseband, with their re-
spective amplitudes, phase offsets and relative frequencies unaffected. Clearly, any signal
that can be expressed as the sum of various sinusoids (that is, any signal that has a Fourier
transform) can be translated by quadrature mixing, because each frequency component is
translated correctly. By the Dirichlet conditions, all energy signals (i.e. all physically real-
isable waveforms) have Fourier transforms, which makes the result developed here generally
applicable to physical signals.
Dynamic signals
Almost all practical signals of interest are time-variant in some or other way-modulation
may be defined as varying one or more signal parameters in time, usually based on an
information source. It is therefore important that the quadrature frequency-translation
process is valid for such dynamic signals.
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If, in the exposition of Section 2.3.1, the RF input signal is taken to be
f(t) = a(t) . cos ¢(t) , (2.25)
it can be regarded as a carrier component of which any or all of the signal parameters (am-
plitude, phase and frequency) may be time-variant. Following exactly the same derivation
as was used for the static signal, the complex-valued downmixed signal is found as
s(t) = a(t) . J[¢(t)-wctl , (2.26)
which is, once again, identical to the positive frequency component of the original signal, with
a shift of Wc in the instantaneous frequency at any moment in time. All the signal parameters,
namely the amplitude, phase and instantaneous frequency (relative to the carrier frequency)
have been retained. Consequently, quadrature downmixing may be used for time-variant
signals.
Poor carrier frequency estimate
Thus far it was assumed that a received signal was modulated onto a specific carrier or centre
frequency, and that this signal's frequency and phase are exactly known on the receiver side.
This is not generally the case, and the effect of a poorly matched receiver carrier frequency
must be investigated.
Consider a received signal component with the following instantaneous amplitude, fre-
quency and phase:
f(t) = Aej[(wc+wo)tHI , (2.27)
where Wo represents a (possibly negative) frequency deviation from the centre frequency, wc.
Of course, these parameters may be time-variant, and several such frequency components
may exist in the received signal. As has already been established, this does not affect the
quadrature frequency translation.
Ideally, the received signal would have been translated to a complex representation ex-
actly at the baseband, i.e.
s(t) = AJ(wot+¢) , (2.28)
giving a signal from which, in particular, the exact frequency deviation, Wo, can be estimated.
Suppose, however, that the carrier frequency, Wc, is not exactly known on the receiver side,
and is roughly estimated as Wc. Now the the received signal is
(2.29)
This means that the instantaneous frequency of the received signal is overestimated by
Wc - Wc· The signal amplitude and phase are not affected. The following conclusions are
drawn:
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Figure 2.6: An incorrect estimate of the carrier frequency during quadrature downmixing
causes the required minimum baseband bandwidth to increase by Iwc - wei.
• Modulation systems that do not embed information in the signal frequency (such as
amplitude or phase modulated systems) are not affected by poor frequency estimate.
The baseband bandwidth is increased somewhat (as will be demonstrated shortly), but
this is a relatively benign side effect.
• Many frequency-based modulation systems are not affected either. An example is
audio frequency modulation (as is used in commercial radio broadcasting), where a
slight frequency offset merely adds DC offset to the demodulated signal. This is easily
remedied by a DC block filter, or can even be ignored in some applications.
• Even in systems where the exact instantaneous signal frequency is important (such as in
FSK transmission), it should be emphasised that no information is lost in the frequency
translation process. If uncertainty regarding the correct downmixed frequency exists,
it is because the carrier frequency was uncertain in the first place. It is usually much
better to address this problem in the baseband digital domain than in the RF analogue
domain. Digital signal processing can be used to estimate the carrier frequency error,
and correction can be done in software. One straightforward way to achieve this is
by adding an additional software-based quadrature mixing stage, where the digitised
baseband signal is translated with a correction frequency.
An incorrect estimate of the carrier frequency causes an increase in the bandwidth require-
ments of the baseband system. This is illustrated in Figure 2.6. Because the frequency
translation error has a magnitude of Iwc - wel, the maximum absolute frequency in the
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baseband signal increases by the same amount. This could mean that digital-to-analogue
converters might have to function at somewhat higher sampling frequencies due to the fre-
quency error, although these sampling frequencies are still much lower than would have been
the case had direct sampling at the RF frequency (or even an IF frequency) been attempted.
2.4 Narrowband applications
Quadrature mixing greatly facilitates the use of extreme narrowband signals (where the ratio
between the centre frequency and bandwidth is very high). Alternative signal translation
techniques usually require sharp bandpass filtering of the RF signal, so that all out-of-
band components are sufficiently removed. Theoretically, quadrature mixing requires no
such filtering: The entire frequency spectrum is shifted up or down depending on the local
oscillator frequency-out-of-band components are removed in the baseband by using simple
low-pass filters. Practically, some form of bandpass filtering is usually required in receivers
to limit the input power to the quadrature mixer.
This frequency translation effectively means that, when using quadrature mixing, a sig-
nal's bandwidth can be considered completely independent of its centre frequency. This
greatly reduces filter complexity, since a bandpass filter's required order depends on both
its centre frequency and its bandwidth; a low-pass filter has no such restriction [44J. Even
at high centre frequencies, signals with comparatively narrow bandwidths can be addressed
in close proximity, in ways not viable with other technologies. Quadrature mixing there-
fore improves the efficient use of the spectrum without increasing system complexity. This
conclusion is directly related to Proposition B, that states that bandwidth and frequency
translated should be considered separately. The generation of such a narrowband signal will
be demonstrated using the prototype of Chapter 7.
2.5 Concluding remarks
In this chapter, it was shown that quadrature mixing in a software radio's RF front-end
allows a clear separation between signal processing and signal translation (Proposition B).
When quadrature modulation or demodulation is used, a complex-valued baseband signal
is used in the baseband, and the signal processing rate depends on the bandwidth of this
signal. The complex-valued baseband representation is a general representation compatible
with traditional analogue modulation schemes.
The quadrature mixing stage in the RF front-end is conceptually simple, and represents
signal translation without any additional signal processing. It is possible to perform single-
stage mixing from the baseband to the broadcast frequency, and vice versa.
The treatment of the subject in this chapter has assumed ideal quadrature mixing, but
under this assumption, the technique presented holds significant merit, by Proposition B.
Furthermore, it will be shown in Chapter 6 that non-idealities in physical systems may
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be removed (as per Proposition A), thus retaining the advantages of the idealised system
introduced in this chapter.
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An SDR is defined as a radio in which the receive digitization is performed at some
stage downstream from the antenna, typically after wideband filtering, low noise
amplification, and down conversion to a lower frequency in subsequent stages-
with a reverse process ocurring for the transmit digitization. Digital signal pro-
cessing in flexible and reconfigurable functional blocks defines the characteristics
of the radio.
Chapter 3
Software-defined radio
Perhaps the most direct and relevant applications of the signal translation and compensation
techniques presented in this research, lie in the field of software-defined radio (SDR). This
is certainly not to say that this is the only (or even the most important) application of
the research, or that this is a dissertation "on the topic of" SDR. Rather, SDR presents a
relevant context in which the applicability of the research may be evaluated.
For this reason, physical-layer software radio theory is briefly covered in this chapter, and
much of the research documented in later chapters will consider the SDR-related implications
of their results. In particular, the types of noise and distortion associated with SDR are
investigated. The purpose is to identify analogue inaccuracies that may be modelled as
invertible transforms, in order to show the use of software compensation in SDR-related
systems. This also lays the basis for the prototype SDR developed in Chapter 7.
3.1 Introduction to SDR
Software-defined radio (SDR), software radio (SR) and their collective technology (some-
times called "software-based radio", or SBR) are very broad fields that cover all aspects
of communications system design. These include, among others, the physical layer, soft-
ware design, network implementation, service provider functionality and user application
design. Only the physical-layer aspects of software-defined radio are directly relevant to the
quadrature-baseband compensation principles that will be developed in the later chapters
of this document. Therefore, this chapter will focus on the signal synthesis and digitisation
aspects of SDRonly.
Software-defined radio (SDR) may be defined as follows: [4]
23
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Figure 3.1: The spurious-free dynamic range (SFDR) of a signal is the ratio between the
fundamental signal power and that of the highest unwanted (spurious) component.
SDR is usually considered a compromise to the stricter definition of "true" software radio,
where the greatest possible part of the signal path lies in the digital domain: [4]
As technology progresses, an SDR can move to an almost total SR, where the dig-
itization is at (or very near to) the antenna and all of the processing required for
the radio is performed by software residing in high-speed digital signal processing
elements.
This text will generally use the term "software-defined radio"-firstly, because this is the
most general practical implementation of the technology in use today, and therefore also
the most familiar term in use. More significantly, however, the use of the term supports
the principle proposed by the dissertation that digitisation directly at the antenna does not
necessarily represent an optimal design solution, and that arbitrary-accuracy signal conver-
sion techniques can be used to rather perform signal processing in the baseband. In fact,
Proposition B (p. 5) emphasises that the complex baseband signal is a more parsimonious
representation of the modulated signal information, and should therefore often be the con-
figuration of choice.
3.2 Spurious-free dynamic range
When analysing synthesised signals, ways are needed to describe the quality of a generated
waveform. In traditional communications theory, the signal-to-noise ratio (SNR) is an im-
portant measure of transmission clarity. SNR, however, is more suited to describe systems
dominated by white-noise characteristics. In digital signal synthesis and analysis, it is pos-
sible for a processed signal to have a fairly low average SNR, but with some harmonically
related "spurs" several decibels above the average noise level. Kester [19]writes:
The assumption that the quantisation noise appears as white noise and is spread
uniformly over the Nyquist bandwidth is simply not true in a DDS system.
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Because these spurs have a serious effect on signal quality, a better measure of software-
defined radio performance is given by the size of the highest spur compared to the desired
signal (see Figure 3.1). This is called the spurious-free dynamic range (SFDR), and is a
popular measure of DDS, quadrature mixing and SDR performance [1, lO, 15J. It is possible
to refine the SFDR model by taking into account the receiver's third-order intercept point
[3, p. 40J.
3.3 Deterministic distortion effects
The use of compensation techniques to counter the effects of invertible inaccuracies (Propo-
sition A) lies central to this dissertation. Deterministic distortion effects are unwanted signal
components that are caused by inaccuracies in signal conversion, filtering and mixing. These
effects will always cause the same distortion signal in a given output signal, and generally
maintain any periodicity in the transmitted and received signals. Hence, distortion tends to
give rise to undesired harmonic components, a topic that will be explored further later in
this chapter. Such deterministic distortion effects stand in contrast to undesired stochastic
signals, such as thermal noise or quantisation effects,' which cannot be predicted.
The deterministic distortion effects considered in this research are converter non-lineari-
ties and quadrature inaccuracies. This focus stems from the identification of the quadrature
mixer and the ADC /DAC stages as the main components of the proposed RF front-end. In
general, other deterministic inaccuracies may also be identified: amplifier non-linearities, or
undesired filter roll-off and phase shift. The principles developed for converter non-linearities
and quadrature inaccuracies are intended to be general enough for extrapolation to other
forms of distortion.
Since deterministic distortion effects are predictable, one is led to believe that ways can be
found to compensate for the distortion. This possibility will be fully explored in Chapter 6.
3.3.1 Signal conversion
Probably the most significant noise sources in a software-defined radio are the signal conver-
sion stages, where digital-to-analogue and analogue-to-digital conversion takes place. Apart
from the inevitable (and irreversible) quantisation effects, converters suffer from non-linear
transfer functions, gain and offset errors, and transition glitches, to name just a few. Chap-
ter 4 will provide a detailed study of these effects, and show that these effects are reversible
by digital compensation, because they are deterministic and measurable, and can therefore
be modelled and inverted in software.
lQuantisation error is considered to be random if the signal to which it is applied is not known (i.e. if it
can also be modelled as a random process).
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3.3.2 Quadrature mixing non-idealities
It was already mentioned in Section 2.2.3 that the following effects cause distortion in a
quadrature modulated or demodulated signal:
• Amplitude mismatch between the I and Q signals or between the quadrature local
oscillator signals.
• Non-zero offset on the I and Q signals.
• A phase difference other than 90° between the I and Q signals, or between the mixer's
sine and cosine signals.
• Local oscillator leakthrough in the quadrature mixer.
If these errors are time-invariant, they should always cause the same distortion effects in
the mixer's output signal. Chapter 5 will examine each of these non-idealties in detail, and
investigate its effects on the transmitted and demodulated signals. In Chapter 6, techniques
will be developed to compensate for these distortion effects.
3.4 Digital compensation
One of the main contributions of this research is the development of compensation princi-
ples that increase the accuracy of analogue-digital signal processing to within measurement
and numeric representation accuracy. The principle is to develop models for hardware in-
accuracies, in order to develop digital compensation techniques to compensate for these
non-idealities. Proposition A (p. 4) qualifies this compensation as follows:
... under the condition that all these analogue inaccuracies are cascades of in-
vertible transforms, and that their net effect is fully known.
In this section, the above qualification will be developed further. This general development
provides motivation for deriving precise distortion models, for which specific compensation
techniques may later be found.
Consider the diagram in Figure 3.2, representing a cascade of distortion transforms.
For example, A{ x} might represent quadrature mixing distortion, and 13{x} the amplitude
distortion ("integral nonlinearity") of an ADC. If one assumes invertibility,
and (3.1)
The distorted signal is given by
f'(t) = 13{A{f(t)}} . (3.2)
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Figure 3.2: To compensate for distortion modelled as invertible transforms, compensation
transforms must be applied in reverse order on the signal flow.
To reconstruct the original signal, the inverse transforms must be applied in reverse order:
A -1 {13-1fB {A {f(t)}}}}
A -1{A{f(t)}}
f(t) . (3.3)
For example, 13-1{x} could be an inverse ADC amplitude distortion mapping, and A-1{x}
may represent quadrature compensation. In general, this compensation must be performed
in reverse order, because it cannot be assumed that the inverse transforms are commutative:
(3.4)
A notable exception is when A and 13 (and their inverses} are linear transforms, such as
s-domain transfer functions. Cascades of such types of distortion can be shown to be com-
mutative, because
A{13{F(s)}} = A(s) . B(s) . F(s) = B(s) . F(s) . A(s) (3.5)
In summary, any distortion that can be modelled as an invertible mathematical transform
may be reversed by digital compensation using its inverse. When several such distortion
transforms occur in cascade, the inverse transforms must be cascaded in reverse order. In
general, this order is a necessary condition for compensation. However, when several linear
transforms (such as s-domain transfer functions) occur in cascade, their mutual order is
interchangable.ê
In the next chapter, inaccuracies in the signal converter stages (DAC and ADC) will be
investigated, and it will be established to what extent these effects are invertible. It will
2The inversion of s-domain transfer functions finds application in the field of channel and filter equalisation
[56, 43, 33]. Inversion generally involves finding the reciprocal of that part of the distortion transfer function
with poles and zeros inside the frequency band of interest. The compensation transfer function need not
address poles and zeros outside the frequency band of interest, and may introduce its own poles outside this
band in order to meet convergence and stability constraints.
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then be shown how distortion can be inverted in the digital domain, in order to compensate
for these inaccuracies.
Chapters 5 and 6 will follow a similar approach for the quadrature mixing stages, by
investigating quadrature inaccuracies and their invertibility. Following that, specific com-
pensation techniques will be developed, and it will be shown that it is possible to suppress
spurious frequency-domain effects to within the constraints of Proposition A.
When multiple hardware inaccuracies are combined, the principle introduced in this
section will apply: Calibration and compensation must be performed in an "inside-out"
fashion. This principle illustrates the central proposition of this dissertation, namely that
it possible to digitally compensate for cascades of invertible transforms. Chapter 6 will give
a practical application of this idea in the development of an automatic SDR calibration
system.
Stellenbosch University http://scholar.sun.ac.za
Chapter 4
Inaccuracies in signal conversion
One of the main premises of this dissertation (and, indeed, of software radio), is that it is
advantageous to process analogue waveforms digitally-that greater control over the shape,
contents and interpretation of a waveform is possible when it is represented in the digital
domain. The assumption here is that a digital signal can, in fact, be accurately synthesised
into its analogue counterpart; also, that the digital representation of a signal is, in fact, an
accurate description of the analogue signal being analysed.
The failure of this assumption is possibly the most serious limitation of software-defined
radio. Inevitably, the signal is distorted when it crosses the boundary between the analogue
and digital domains. Often, it turns out that this distortion is difficult to predict. A serious
study of software-based signal synthesis and analysis must consider the signal conversion
stage very carefully, because it is necessary to thoroughly understand the limitations imposed
by signal converters.
For this reason, this chapter will present a short study of digital-to-analogue converter
(DAC) and analogue-to-digital converter (ADC) inaccuracies. In particular, the effects of
such distortion on typical SDR signals are investigated. Also, one of the purposes of this
chapter is to establish the extent to which a one-to-one mapping between the analogue
and digital domains can still be achieved. Because of the generally deterministic nature
of converter distortion, the possibility of digital compensation must be considered-a topic
that will be touched upon in Section 6.3 of this chapter, in support of Proposition A.
The chapter will therefore focus on the fundamental converter inaccuracies (usually di-
rectly attributable to architectural tolerances) with digital compensation in mind. Aggregate
parameters, such as the total unadjusted error and the signal-to-noise and distortion ratio,
are generally intended as synoptical measures of performance, rather than parametric de-
scriptions of a circuit's behaviour. Hence, such parameters are less valuable in constructing
invertible component models, and are of secondary importance in this discussion.
The limited functionality of converters, particularly at higher sampling rates, indirectly
emphasises the need for Proposition B (separation between signal translation and signal pro-
cessing). Converters process signal information by transforming it from one representation
to another. Converter complexity should therefore also be a function of signal information
29
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(a) An arbitrary signal (ideal sampling) (b) Corresponding Fourier transform
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(c) Zeroth-order sample-and-hold pulse (d) Corresponding Fourier transform
Figure 4.1: A sample-and-hold response is effectively a rectangular pulse convolved with an
ideal sampler. This causes the gain response shown in [d), which is multiplied by the ideal
sampler's output spectrum in (bj.
rate (bandwidth), rather than be influenced by the absolute broadcast frequency.
4.1 Sample-and-hold distortion
The gain response of a zeroth-order hold function ("sample-and-hold") is present even in an
ideal digital-to-analogue converter. Figure 4.1 illustrates this effect. If an ideal sampler were
used to output an arbitrary signal, the sampled signal would be a train of scaled impulses, as
is shown in Figure 4.1(a). The corresponding output spectrum is simply that of the sampled
signal, reflected around the Nyquist frequency-see Figure 4.1(b).
In a zeroth-order sample-and-hold circuit, like that used in virtually all DACs, this ideal
pulse train is convolved with a normalised rectangular pulse, similar to the one illustrated
in Figure 4.1(c). The pulse has its own Fourier transform, namely the sine function! shown
in Figure 4.1(d). Since convolution in the time domain corresponds to multiplication in the
Fourier (frequency) domain, the Fourier transform of the rectangular pulse acts like a filter
on the signal spectrum-a low-pass filter with notches at the sampling frequency and its
multiples.
Sample-and-hold distortion is typically not a serious problem in SDR transmitter design,
lsine(x) == si~;x
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but it is an effect that must be kept in mind, especially when output filters are designed. At
the half Nyquist frequency, the output signal is attenuated by about 3.92 dB. This is usually
corrected with careful analogue low-pass filter design [19]. Alternatively, it is also possible
to implement a predistortion filter in the digital domain. Sufficient oversampling minimises
this distortion effect, and could simplify filter design. To prevent undesired amplitude-
modulation effects in the synthesiser output, the amplitude response of the output channel
must be flat for all possible output frequencies. When oversampling is employed, the filter
need only compensate for sample-and-hold distortion within the designated signal band.
Sample-and-hold distortion is mostly associated only with signal synthesis, and generally
does not affect signal reception. A possible exception is when upsampling is performed by
the repetition of low-rate received samples, and a similar sample-and-hold effect is observed.
4.2 Linearity errors
An ideal digital converter should have a perfect linear response between exact minimum
and maximum values. In an ADC, well-defined mimimum and maximum input voltages (or
currents) should produce mimimum and maximum output codes. Similarly, the minimum
and maximum input codes to a DAC should produce exact corresponding voltage (or current)
levels on the DAC output.
Two different types of error compromise this ideal response. In this section, linearity
errors are considered that involve the deviation of the minima and maxima, without influ-
encing the converter's linearity between these points. These errors are generally simple to
detect and correct. Errors that cause a DAC or ADC to deviate from the ideal straight-line
response are called non-linearity errors, and are considered in the next section.
4.2.1 Offset error
Offset error measures how much the DAC output is shifted from the correct value when all
input bits are '0'. For an ADC, it indicates the magnitude of the input required to set all
output bits to '0'. Offset error can usually be minimised by adding an external trimming
resistor, or by adjusting the digital offset of an SDR system.
4.2.2 Gain error
A DAC's gain error (or "gain drift") is the measure of the output signal's accuracy when all
input bits are '1'. For an ADC, the gain error is measured by finding the input voltage (or
current) required to set all output bits to '1', and determining how much it deviates from
the desired reference input level. This gives an indication of how much the converter's gain
deviates from the ideal, and is usually expressed as a percentage of the reference voltage (or
current). It is usually simple to compensate for gain error by using an external trimming
resistor, or by adjusting the digital gain of an SDR system.
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Figure 4.2: Typical DAG integral non-linearity (INL) curves.
There is an interplay between the definitions of the two linearity errors, and a converter's
data sheet should indicate whether the specified gain error was measured before or after
offset error calibration had been performed.
4.3 Non-linearity errors
The previous section looked at inaccuracies that affected the straight-line parameters of a
converter's response. In this section, inaccuracies that cause a deviation from the straight-
line response will be investigated.
4.3.1 Differential non-linearity
Ideally, a DAC's output should change exactly 1 LSB for a corresponding increase in the input
code. Similarly, a I-LSB increase to an ADC's input should produce a single increment in the
output code. In practical converters, this does not always happen-imbalances in internal
resistances produce inaccuracies. For a DAC, its differential non-linearity (DNL) reflects the
maximum amount that a single-step change in output will deviate from the ideal.
4.3.2 Integral non-linearity
When a DAC's input code systematically sweeps from the lowest to the highest value at a
fixed sampling rate, an ideal output would closely follow a straight line. Similarly, an ADC
should produce a digitally sampled straight line when driven by a ramp function. In practical
converters, small errors in successive quantisation steps tend to accumulate until the actual
transfer function can stray significantly from the straight line (especially at midrange values).
This summation of non-linearity errors is called integral nonlinearity or INL.
Stellenbosch University http://scholar.sun.ac.za
4.4 - OTHER PARAMETERS 33
The shape of a DAC's integral non-linearity curve can have a significant influence on the
quality of a synthesised signal. Crook and Cushing [9] show that INL curve shapes can be
directly related to harmonic spurs in the output signal. Common curve shapes are shown in
Figure 4.2. It can be shown that bow-shaped error patterns produce even-order harmonics,
and S-shaped curves produce odd-order harmonics [9].
It should be noted that the harmonics produced by DAC inaccuracies are always har-
monics of the output signal frequency, independent of the sampling rate. This is because
these DAC errors are directly code-dependent, and therefore only dependent on the input
signal. Consequently, the distortion signal shares the fundamental signal's periodicity, and
harmonics of the fundamental output signal are generated [19].
An approximation to the size of the harmonic spur is [9]
H ~ 20 log ( Verr) dB,
Vmax
(4.1)
where Verr is the maximum INL deviation from the ideal straight-line transfer function. It
will be shown in Section 6.3 that the generation of these harmonics can be exploited to
compensate for converter non-linearities.
Although the work by Crook and Cushing [9]on the harmonics produced by integral non-
linearity relates specifically to digital-to-analogue conversion, it applies just as well to ADCs.
This is seen by observing that, in both cases, INL can be modelled as an undesired non-
linear, continuous-valued transfer function in the conversion signal path. Whether this non-
linear transfer function occurs during digital-to-analogue or analogue-to-digital conversion
is immaterial-its effect on the signal is to produce spurious harmonics, as described above.
It can be concluded that Crook and Cushing's results can be extended to signal reception.
4.3.3 Monotonicity
When a converter has a differential non-linearity error of greater than 1 LSB, it is possible
that a rise in the converter input produces a decrease in its output (or vice versa). This
phenomenon is called non-monotonicity, and produces high-frequency error components in
the converted signal. Furthermore, the converter's transfer function becomes a quantised
non-invertible function (a one-to-many mapping), which makes it difficult, and often im-
possible, to digitally compensate for monotonicity-a topic that will be pursued further in
Section 6.3.
4.4 Other parameters
Converter data sheets often specify a large number of other parameters to help designers eval-
uate the typical performance of a device. Examples are the total unadjusted error, absolute
accuracy, signal-to-noise and distortion ratio, effective number of bits and total harmonic
distortion. These parameters are mostly cumulative descriptions of the non-idealities de-
scribed in the previous sections, and present a higher-level representation of the converter
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inaccuracies. Since the purpose of this chapter is to identify the atomic distortion effects in
converters, the cumulative distortion parameters are of secondary concern. The interested
reader is referred to the numerous available texts on the subject [5, 9, 15, 19, 36, 39].
It is, however, possible to identify additional primary, independent distortion effects to
refine converter models. Such effects may include aperture jitter, slew rate and aperture error
[5]. Although the compensation techniques of Section 6.3 will focus on the non-idealities
introduced in the previous sections, the compensation principles may also be extended to
these additional parameters and distortion models.
4.5 Measuring converter distortion
It was stated on page 33 that the presence of nonlinear DAC and ADC effects, such as INL,
give rise to harmonics when a sinusoidal signal is converted. If the phase and magnitude
of such harmonics can be measured, it may be possible to estimate the INL itself. This
topic will be explored in more depth in Section 6.3, when the compensation of harmonics in
quadrature signals is discussed.
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Chapter 5
Inaccuracies in quadrature mixing
5.1 Overview
Chapter 2 introduced quadrature modulation and demodulation systems that cleanly sep-
arate signal translation and processing. This arrangement is strongly advocated by the
research presented here, since it reduces signal conversion and processing complexity and
allows single-stage frequency translation.
However, the idealised quadrature systems presented in the previous chapters imply sev-
eral strong assumptions about the mixing stage. During quadrature modulation, the I and
Q outputs from the DDS system were assumed to be perfectly matched in amplitude and
without DC offset; all quadrature signals were assumed to be exactly 900 out of phase, and
no leakthrough of the local oscillator into the output signal was taken into account. Like-
wise, the study of quadrature demodulation thus far assumed that the parallel signal paths
have perfectly matched amplitudes, were mixed with perfect sines and cosines, and that no
parasitic coupling occurs in any part of the mixing process. Of course, these assumptions
usually fail to be met in real-life systems. This chapter will provide an original investiga-
tion on the effect of such inaccuracies on the spectral purity of the output signal, and lay
M[(t)
I(t) X
~ y(t)DDS
X
Q(t)
MQ(t)
Figure 5.1: Block diagram of a DDS-based quadrature modulator ("upmixing").
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Figure 5.2: Block diagram of a quadrature demodulator ("downmixing").
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the groundwork for the next chapter, which introduces novel techniques to compensate for
such inaccuracies. The viability of such compensation is, in fact, the central thesis of this
dissertation.
The transmitter side of the system under investigation is shown in Figure 5.1. The
digital system performs digital-to-analogue conversion to produce two quadrature signals in
the baseband, I(t) and Q(t). Ideally, these signals are perfect sinusoids that are identical in
amplitude and instantaneous frequency,' and the Q-channel lags the I-channel with a phase
difference of exactly 90°, or 1r /2 radians.
These signals are passed to a quadrature mixer, to be translated to the carrier frequency.
The quadrature mixer multiplies I(t) and Q(t) with Mj(t) and MQ(t) respectively. Both
Mj(t) and Mdt) are sinusoidal signals at the carrier frequency, but the latter has an ideal
phase lag of exactly 1r/2 radians. The Q-product is then subtracted from the I-product to
produce the final modulated output, s(t) (referred to here as the RF signal). In an ideal
mixer, no spurious carrier-frequency component appears on the output-this phenomenon
in physical mixers is called local oscillator leakthrough (or leakage), and is usually the result
of parasitic coupling between the input and output ports.
The receiver side is very similar, as can be seen in Figure 5.2. A modulated input signal
(also called the RF signal) is received and split into two identical input paths. The paths
are mixed with the sine and cosine, respectively, of the carrier frequency.ê Once again,
the ideal demodulator assumes that these signals are in perfect quadrature relationship
1For an in-depth analysis of the concept of instantaneous frequency and its limitations, the reader is
referred to Cohen (1995) [8].
20r at least an estimate thereof. Noneof the quadrature demodulation techniques discussed in Chapter B
require a local oscillator that is coherent in either phase or frequency. Instead, the estimate of the carrier
frequencyserves only to translate the signal to a complex baseband representation, in order to minimise the
sampling rate. In most applications, the sampling frequency will be chosen well above the Nyquist limit,
and a slight error in the carrier frequency estimation can easily be tolerated.
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(equal amplitude and 7r /2 rad phase difference). After low-pass filtering, only the baseband
components I(t) and Q(t) remain. These signals can be regarded as the real and imaginary
components of a complex baseband signal, and can be sampled and demodulated by digital
signal processing techniques.
In both the modulation and demodulation systems, low-pass filtering is performed as part
of the conversion to and from the digital domain. In the idealised systems of Figures 5.1
and 5.2, these filters are assumed to have no effect on the I and Q signals' amplitude or
phase; in other words, they are assumed to have unity amplitude response and equal, uniform
group delay in the low-pass band in which the desired signal resides.
In order to clearly distinguish between the various components of a software-defined
radio, the following terminology is defined:
• Baseband modulation refers to the (digital) generation of I and Q signals which contain
modulated information.
• Quadrature upmixing refers only to the (analogue) signal multiplication stage during
modulation, where I(t) is mixed with M[(t) and Q(t) is mixed with MQ(t), and then
subtracted from each other to produce the RF signal.
• Collectively, the combined stages of baseband modulation and quadrature upmixing
will be referred to as quadrature modulation, representing the entire conversion from
modulating to modulated signal.
• Baseband demodulation refers to the digital signal processing method by which a mod-
ulated signal is recovered from I and Q signals.
• Quadrature downmixing refers only to the (analogue) signal multiplication stage during
demodulation, where a received RF signal is split into two paths, and the resulting
signals are multiplied with M[(t) and MQ(t), respectively. This produces baseband
signals I(t) and Q(t).
• Collectively, the combined stages of quadrature downmixing and baseband demodula-
tion will be referred to as quadrature demodulation, representing the entire conversion
from modulated to demodulated signal.
5.2 Phasor notation
Prior to the main development of the chapter, a useful tool in the evaluation of quadrature
errors will be introduced, namely the phasor locus.
I(t) and Q(t) contain the modulated signal's amplitude, phase and frequency information,
relative to the in-phase carrier signal M[(t). As can be seen from Sections 2.2 and 2.3, the
baseband signals always share the same amplitude and instantaneous frequency, and are
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Figure 5.3: Phasor representation of an ideal quadrature signal.
always 'If /2 radians out of phase. Consequently, the I and Q signals can be written in the
general form
I(t) = 1(e {a(t) e:i¢(t)}
Q(t) = Im{a(t)ej¢(t)},
where a(t) represents the modulated signal's amplitude modulation component, and need not
necessarily be real-valued; single-sideband modulation, in particular, has an analytic signal
a(t) = m(t). cp(t) contains the modulated phase (and, therefore, its modulated frequency).
It can be shown that, for all possible a(t) and cp(t), the quadrature signals will have the
relationship
(5.1)
If I(t) and Q(t) are interpreted as the co-ordinates of a phasor at time t, the phasor will plot
a rotating locus with radius la(t)l. This is illustrated in Figure 5.3 for constant a(t) = A.
The angle between the I-axis and the phasor is
I sin cp(t)
cp (t) = arctan "'( ) = cp(t) .cos a: t
(5.2)
The instantaneous frequency of the sinusoids I(t) and Q(t) is equal to the time derivative
of their mutual phase argument, cp(t) [8]. This can be interpreted visually as the rate of
change of the phasor angle in Figure 5.3. In other words, the speed of rotation of the phasor
corresponds to the frequency of the quadrature signals. If the time derivative ¢(t) is positive,
the phasor will rotate anti-clockwise. If ¢(t) is negative, the phasor will rotate clockwise. If
¢(t) = 0, it means that cp(t) is a constant and that the phasor will remain stationary at that
phase value.
For example, baseband frequency modulation is easily visualised in the phasor domain.
Positive values of the modulating input signal produces a positive output frequency; this is
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seen as an anti-clockwise rotation of the phasor. At the modulating signal's maxima, the
speed of rotation is at its highest. As the modulating signal approaches DC, the phasor slows
down until it stops momentarily at the modulating signal's zero crossing. When the input
signal becomes negative, the phasor starts to rotate in a clockwise direction. The highest
speed of clockwise rotation corresponds to the minima of the modulating input signal. In
an FM scheme where, for example, a maximum frequency deviation of 75 kHz is used, the
phasor will rotate at 75 000 cycles per second during maximum deviation.
In signals with modulating amplitude, the phasor locus will not be constrained to a closed
curve like the circle shown in Figure 5.3, but will rotate freely across the plane. However, the
closed-curve phasor representation will prove to be such a useful concept that this chapter will
draw phasor diagrams as if they were generated by a constant (although possibly unknown)
signal amplitude. This need not restrict the generality of the analysis: it just means that
the phasor diagram must not be interpreted as the set of points in signal space to which a
signal is limited. Rather, it should be seen as a signal's "trajectory" in signal space for the
current instantaneous amplitude. From this point of view, an amplitude-modulating signal
will be seen as a pulsating circle in the phasor domain.
5.3 Carrier-coherence as basis for study
A premise that must be established before the main development of the chapter, is the use
of phase-coherent local oscillators in the transmitter and receiver mixers.
In Chapter 2 (p. 19) the notion of imperfect estimation of the transmitter mixing fre-
quency at the receiver was investigated, and it was shown that such poor carrier frequency
estimation does not seriously handicap the demodulation of received signals. In particular,
it was shown that the mixing frequencies simply serve to translate a complex-valued signal
in the frequency domain, without affecting the information content in the modulated signal.
However, it should be noted that this analysis of Section 2.3.2 assumed ideal quadrature
upmixing and downmixing, albeit with slightly different carrier frequencies.
When investigating the effects of quadrature inaccuracies on the modulation and de-
modulation process, it can no longer be assumed that the effects of non-coherent carriers
are as benign as predicted by Section 2.3.2. This consideration will become particularly
important when studying the effect of combined quadrature inaccuracies at the transmitter
and receiver. In SDR applications, it is convenient not to maintain carrier coherence be-
tween transmitters and receivers, and therefore the non-coherent case can be considered to
be particularly important.
In this chapter, the simpler (coherent) case, where the receiving mixer's local oscillator
has exactly the same frequency as that of the transmitter, will be investigated first. Sec-
tion 6.6 will then extend the results to the more general case where the receiver uses a
carrier estimate that only approximates the transmission mixer's local oscillator frequency.
The strong focus on the coherent-carrier case may be motivated as follows:
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• By initially assumming that the transmitter and receiver employ the same local os-
cillator, the analysis can focus on the effect that quadrature inaccuracies have on the
information content of the RF signal and the demodulated signal. A difference in car-
rier frequencies does not alter the information content of any of the signals, although
it may lead to a misrepresentation of the information.
• Poor carrier frequency estimation can be viewed as an additional, separate stage of
distortion. Furthermore, carrier synchronisation is a well-developed field, both in ana-
logue and digital signal processing [56, 43, 32], and is straightforward to implement in
a software-defined radio receiver.
• It will be shown in Section 6.6 that the quadrature compensation techniques developed
for the coherent-reception case, can be extended to the noncoherent case.
This concludes the preliminary theory and remarks, and provides a foundation for the de-
velopment of the main contributions of this chapter. The effects of quadrature amplitude
mismatch, DC offset, LO leakthrough and phase mismatch on quadrature modulation and
demodulation will now be investigated.
5.4 General distortion model
In this section, the cumulative effect of all forms of quadrature distortion is modelled. It
will be shown that these effects are independent, and can be analysed separately.
5.4.1 Quadrature upmixing
For a transmission system suffering from quadrature distortion effects, the ideal upmixed
signal described in Equation 2.9 (p. 11) can be modified to
y(t) = [Ei + (l+p) .~{ai(t)eiq,(t)}] ·coswet
- [Eq + 1m {aq(t) ei[q,(t)-It]}] . sin(wet - ,X)
+ a cos (wet + ,) . (5.3)
This generalised distortion model can be used to analyse the effects of quadrature inaccura-
cies on any form of quadrature modulation. Lines one and two of the equation represent the
mixed I and Q signals, so that
I(t) ~{ai(t)eiq,(t)}
Q(t) 1m {aq(t) ei[q,(t)-It]}
M[(t) cos wet
Mdt) - sin(wet - ,X) . (5.4)
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The expressions for I(t) and Q(t) are designed to make general analysis of modulation
schemes possible. By placing specific constraints on ai(t), aq(t) and ¢(t), a variety of mod-
ulation schemes can be obtained for a modulating input signal m(t):3
• FM: ai(t) = aq(t) = A, ¢(t) = kj J~m(r) dr
• AM: ai(t) = aq(t) = m(t), ¢(t) = wot
• SSB: ai(t) = aq(t) = m(t), ¢(t) = wot 4
Note that these typical modulation schemes have ai(t) = aq(t) = a(t), and that this simplifi-
cation will be made throughout the text. The third line in Equation 5.3 contains a sinusoidal
term that models local oscillator leakthrough into the output signal. The variables and con-
stants in Equation 5.3 are as follows:
p: A constant describing the difference in amplitude between I(t)M[(t) and Q(t)MQ(t).
When p = 0, the signals are of equal magnitude. When p > 0, the I-product is larger
than the Q-product.
a: The magnitude of the carrier leakthrough component.
T The phase of the local oscillator leakthrough component, relative to that of M[(t).
C( The spurious DC offset on I(t).
Cq: The spurious DC offset on Q(t).
K,: The phase error (in radians) between I(t) and Q(t). When K, = 0, the signals should
be exactly 7r /2 rad out of phase. When K, > 0, the signals are closer in phase.
>.: The phase error (in radians) between M[(t) and Mdt). When>. = 0, the signals
should be exactly 7r /2 rad out of phase. When>. > 0, the signals are closer in phase.
These cover the most significant types of non-ideality found in the quadrature mixing process,
and may be considered a general model of the upmixing stage. Reorganisation of the terms
in Equation 5.3 highlights the interplay between the various types of distortion:
y(t) = 2(e {ai(t) ej¢(t)} . cos wet - 1m {aq(t) ei[¢(t)-Itj} . sin (wet - >')
+ p- 2(e {ai(t) ei¢(t)} . cos wet
+ a cos (wet +,) +Ci cos wet - Cq sin(wet - >') . (5.5)
3See Section B.1.4 (p. 171) for a more detailed discussion on how these quadrature modulation schemes
are derived and used.
4m(t) is the analytic representation of m(t), so that m(t) = m(t) + jm(t). Note that m(t) is the Hilbert
transform of m(t).
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The first line of the equation represents the desired upmixed signal, but with phase errors
between the two terms. No other forms of distortion remain in these terms. Line 2 contains
a modulated cosine produced by amplitude mismatch, and is also isolated from the other
distortion parameters. The last line can be collected into a single sinusoid at the local oscil-
lator frequency. Its amplitude and phase depends on the level of local oscillator leakthrough,
the DC offset on I(t) and Q(t), and its phase can be affected by the phase accuracy between
the quadrature local oscillator signals.
When analysing the effects of the various forms of quadrature distortion on the transmit-
ted and received signal spectra, the terms in Equation 5.5 may be investigated separately;
combined quadrature impairments will produce a superposition of these terms.
5.4.2 Quadrature downmixing
Although it would be possible to construct a similar distortion model for quadrature down-
mixing, it will be shown in the Sections 5.5 to 5.7 that it is always possible to model the
distortion effects in a received signal as being generated by equivalent non-idealities in the
transmitter. Therefore, a separate theory for quadrature downmixing is not required, and
the text will focus on the effects of transmitter distortion on the RF and ideally downmixed
signals.
The various parameters of Equation 5.3 will now be analysed individually.
5.5 Amplitude deviation
In a physical quadrature modulation system, it is possible that the I and Q output channels
of the direct-digital synthesiser do not produce signals with perfectly matched amplitude.
For example,
I(t) - (1+ p) ~{a(t)ei4>(t)}
Q(t) - Im{ a(t)ei4>(t)} . (5.6)
This effect can typically be caused by unmatched DACs or by low-pass filters with poorly
matched amplitude responses in the passband. Imperfections in the mixing circuit could
also produce a slight discrepancy in the amplitudes of the two local oscillator signals:
(1 + p) coswet
(5.7)
Regardless of whether the amplitude deviation is found in the I-Q output channels or in the
local oscillator signals, the resultant RF output signal can always be written in the form
y(t) = (1 + p) ~{a(t)ei4>(t)}. cos wet - Im{a(t)ei4>(t)}. sin wet . (5.8)
Without loss of generality, the rest of this section will therefore only consider the effects of
amplitude deviation at the I-Q outputs (Equation 5.6).
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Figure 5.4: The effect of amplitude deviation on the I-Q phasor locus, sketchedfora(t) = A.
When amplitude deviation occurs, a plot of the I-Q phasor locus produces an ellipse
instead of a circle, as is illustrated in Figure 5.4 (drawn for the trajectory of a(t) = A). The
ellipse's axes coincide with the I and Q axes, and the major axis of the ellipse corresponds
to the channel with the largest amplitude. Consequently, the total power transmitted after
unity-amplitude mixing is equal to a quarter of the squares of the minor and major radii."
An example of the effect of amplitude deviation on the I-Q phasor locus can be seen in
Figure 5.5, where the I-channel is 10% larger than the Q-channel. Because the FM signal is
of constant amplitude, the baseband signal phasor stays on the elliptical locus.
5.5.1 Frequency spectrum of the upmixed signal
Preliminary considerations.
Important insights into the effects of amplitude deviation on the modulated signal can be
gleaned by investigating the RF signal in the frequency domain. To do this, it is important to
realise that the spectrum of a modulated signal may be time-variant in the frequency domain:
For example, in FM the instantaneous frequency of the output signal varies according to the
modulating input signal. Therefore, the frequency-domain plots considered in this chapter
are idealised representations of the instantaneous frequency of a time-variant signal. They
are idealised, because the implicit assumption is made that the instantaneous frequency of
the signal varies very slowly in the time window from which the Fourier transform is taken.
Consequently, the instantaneous frequencies are approximated as impulses in the frequency
domain. In fact, a signal can only produce an impulse in the frequency domain when its
frequency is invariant over all time-clearly not the case for information-bearing signals.
When a finite time window is considered, or when the instantaneous frequency varies in
5See Appendix D.2.
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FM of a sine wave (amplitude deviation in transmitter)
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Figure 5.5: Simulation of frequency modulation of an input sine wave, with the transmit-
ter's I-channel amplitude amplified by 10.8%. 75 kHz frequency deviation was employed. (a)
The demodulated signal shows an undesired distortion, which is at its worst at the maxi-
mum excursions of the desired signal. (b) The received signal's phasor has become elliptical,
stretched in the direction of the I-axis. (c) Because of the symmetry of the FM signal's spec-
trum, any sideband present is obscured. (d) The error signal oscillates most rapidly and with
highest amplitude near the desired signal's points of maximum excursion; at other points it is
smaller, and oscillates slower (proportional to the speed of phasor rotation at that moment).
Simulation reference: ampdevfm
Stellenbosch University http://scholar.sun.ac.za
5.5 - AMPLITUDE DEVIATION 45
that time window, the signal energy spills over the entire range of the Fourier frequency
domain. The greater part of the energy is contained in a lobe centered around the average
frequency. This interplay between windowing in the time and frequency domains is a result
of the uncertainty principle in time-frequency analysis [8, p. 44].
This reasoning can be extended for the case of a time-varying amplitude of a (possibly
frequency-modulating) carrier. An amplitude-modulating signal occupies a frequency band
around the carrier frequency that is proportional to the bandwidth of a( t), the modulating
signal. Once more, an impulse at the carrier frequency occurs only when the signal ampli-
tude stays constant over all time-something that is impossible if amplitude modulation is
to take place. However, it will often be convenient to visualise an amplitude-modulating
signal as a Dirac delta with a time-variant weight in the frequency domain. This is a good
approximation if the modulating amplitude varies slowly in the time window from which the
Fourier transform is taken.
The use of idealised impulses in the time-frequency domain can be justified under two
conditions:
1. The idealisation must provide valid and useful information about the behaviour of the
true signal.
2. The relationship between the idealisation and the true signal must always be clear.
The second condition can be met if the idealised frequency-domain impulse is interpreted
as an indication of the power and average location of a time-variant frequency component
occurring in a signal. In other words, the idealised frequency impulses show the size and
position of signal lobes in the frequency domain. The analysis of the idealised impulses is
useful, because the general behaviour of the impulses corresponds with the behaviour of the
actual components in the time-frequency domain.
Application to amplitude deviation.
Firstly, note that Equation 5.8 can be written in the form
desired upmixed signal
y(t) = 9(e{ a(t)ej<f)(t)} coswet - Im{ a(t)d4>(t)} sin wet + p' 9(e{ a(t)ej4>(t)} cos wet . (5.9)
error signal
The frequency spectrum of the desired signal was already analysed in Figure 2.2 (p. 10), and
furthermore depends on the specific modulation scheme and information content. Assume
that, at time t = r, a(r) = A so that the desired signal produces impulses of magnitude
7rA at frequencies We+ ¢(r) and -We - ¢(r). Note that the constant A may be complex,
as is the case for single-sideband amplitude modulation. Similarly, the factor pA cos ¢(t)
in the error signal produces impulses of magnitude 7rpA at the instantaneous frequencies
¢(r) and -¢(r). The factor coswet produces two components at ±we with amplitude it .
Subsequently, the frequency transform of the complete error signal can be calculated by the
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Figure 5.6: Frequency diagram of I-Q mixing with amplitude deviation.
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convolution illustrated in Figure 5.6. By adding the spectra of the desired and the error
signal, the frequency transform of the complete RF signal with amplitude deviation can
be seen. Note that this visualisation applies equally well to a signal that is modulating in
frequency, amplitude or both: If all parameters vary slowly in the Fourier time window, the
"snapshot" of the signal can be approximated with a constant instantaneous frequency and
amplitude.
Figure 5.6 shows that amplitude deviation causes a spurious frequency component to
appear. This component has an amplitude of 7rpa(t)j2; the desired and the spurious fre-
quency components appear at positions that are symmetric around the carrier frequency. A
component of amplitude 7rpa(t)j2 is also added to the desired component. This means that
the desired component is somewhat amplified for positive p (but attenuated for negative p).
The ratio between the desired component and the largest spurious component, or spurious
free dynamic range, is:
(5.10)
This equation gives a direct relationship between the size of amplitude mismatch, and a
sideband component at a predictable frequency. Note that there is a one-to-one relationship
between the quadrature error in the spur size--this means that, if it is necessary to estimate
the level of amplitude distortion in a system, it would be possible to obtain it by measuring
the signal spectrum. This concept will be further explored in the quadrature compensation
theory of Chapter 6.
For example, consider Figure 5.7(c) on page 48. In this simulation, frequency modulation
was performed on a input DC signal, which ideally should have generated a single frequency
component above the centre frequency. However, due to amplitude mismatch of 10.8%
(p = 0.108), a spurious sideband appears, exactly symmetrical to the desired component.
Equation 5.10 predicts that the spur will lie 25.8 dB below the desired component, and this is
exactly what is seen in the simulation. The spur's position and magnitude can be predicted
precisely by the theory presented thus far.
The result of this section is generalised, and applies equally to multitone as to single-tone
signals. Figure 5.8(c) shows the spectrum of an upmixed DSB-AM signal, which consists
of three tones (one of them below the oscillator frequency). Each of the three large (de-
sired) spurs produces an attenuated sideband spur, reflected around the oscillator frequency.
Equation 5.10 predicts that, for p = 1.08, each of the sideband tones should be 25.8 dB lower
than its desired counterpart. This corresponds to the simulation result, further confirming
the validity of the theory.
The discussion thus far has focused on the effect of amplitude mismatch on the trans-
mitted RF signal. The analysis now turns to the characteristics of the received signal.
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FM of a DC signal (amplitude deviation in transmitter)
Figure 5.7: Simulation of frequency modulation of an input DC signal, with the transmit-
ter's I-channel amplitude amplified by 10.8%. 75 kHz frequency deviation was employed. (a)
The demodulated signal shows an undesired 150-kHz oscillation. (b) The received signal's
phasor has become elliptical, stretched in the direction of the I -axis. (c) A spurious sideband
has appeared, symmetric around the centre frequency from the desired signal, and 25.8 dB
below it. (d) The 150-kHz error signal can be seen as phasor rotation "leaking through" due
to the amplitude error.
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nSB-AM of a sine wave (amplitude deviation in transmitter)
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Figure 5.8: Simulation of a DSB amplitude-modulated sine wave, with the transmitter's I-
channel amplitude increased by 10.8%. In this simulation, the carrier frequency was chosen to
be 18.75 kHz above the mixing frequency of 10MHz. The modulating sinusoid has a frequency
of 100 kHz. (a) The demodulated signal is no longer a single tone of constant amplitude.
(b) The flower-like phasor of Figure B.3 has been stretched horizontally, proportional to the
amount of amplitude deviation. (c) An attenuated version of the ideal signal spectrum (see
Figure B.3) is reflected around the mixing frequency of 10 Mhz. The SFDR is 25.8 dB, which
is the same as for the single-tone case (Figure 5.7). (d) The points of maximum excursion
of the error signal is exactly proportional to the level of amplitude deviation.
1.02
X 107
49
(b)
0.5
~ 00
-0.5
-1
-1 -0.5 0 0.5
I(t)
(d)
0.04
~
Q) 0.02
"0
.~ 0\c..
E
~ -0.02g
w -0.04
v
-0.06 - Error signal (0.4877 mW)
2 2.5
Time [sj
3
Stellenbosch University http://scholar.sun.ac.za
5.5 - AMPLITUDE DEVIATION 50
5.5.2 Combined transmitter-receiver distortion
On the receiver side, unmatched amplitudes in both the transmitter and the receiver must
be taken into account. For this analysis, coherent demodulation is first assumed-an inter-
pretation for the non-coherent case will be presented at the end of the section.
Assume a complex-baseband modulated signal
s(t) = a(t) . efp(t) . (5.11)
After quadrature upmixing with amplitude deviation, Equation 5.9 (p. 45) yields
y(t) 2(e{a(t) . ej[4>(t)+wctJ} + Ptx· 2(e{a(t) . ei4>(t)} cos wet
Yd(t) + Yf(t) .
(5.12)
(5.13)
Next, the signal is transmitted and downmixed at the receiver. Because the downmixing
is distributive, the desired and error terms may be considered separately. In the presence
of amplitude deviation at the receiving mixer, the first part of the received signal may be
written as
2 [(1 + Prx) . Yd(t) cos wet - i- Yd(t) sinwetlLPF
s(t) + 2Prx· 2(e {a(t) . ei4>(t)}LPF. (5.14)
Similarly, the downmixed version of Yf(t) is
Sf (t) = 2 [(1+ Prx) . Ptx . 2(e{ a( t) ei4>(t)} cos2 wet
- jPtx . 2(e{ a( t) ei4>(t)} cos wet sin wet] .LPF (5.15)
After trigonometric simplification and removal of double-frequency components (assuming
that ¢(t) has a bandwidth smaller than We, as is usual in a communications system),
(5.16)
The superposition s(t) = Sd(t) + Sf(t) yields the complete received signal
s'(t) = s(t) + (Ptx + PtxPrx + Prx) . 2(e {a(t) ei4>(t)} . (5.17)
The first term in this equation is the desired downmixed signal. The second term represents
a real-valued error component that will have a frequency spectrum that is symmetric around
zero herz. Consequently, it will introduce a reflected sideband component in the baseband.
Its magnitude depends on both the transmitter and receiver amplitude deviation constants.
If follows that combined amplitude deviation in a transmitter-receiver system (with coherent
carriers) can be modelled as an amplitude-mismatched transmitter in cascade with an ideal
receiver. The transmitter has an equivalent normalised amplitude deviation
,
P = Ptx + PtxPrx + Prx , (5.18)
which combines the deviation constants of the transmitter and the receiver.
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Figure 5.9: Downmixed spectrum of a quadrature signal with amplitude mismatch. In this
example, the desired signal is s( t) = ejwot. Receiver or coherent transmitter mismatch causes
a spurious sideband to appear, proportional to the mismatch coefficient p and reflected around
zero herz.
This result implies that it is not necessary to consider receiver distortion as a separate
case: Its effects on the received signal are similar to the transmitter case.
It will be seen in Section 6.6 that the coherent-carrier assumption (we = We) is strictly
necessary for this simplification to hold. Under this assumption it is always possible to
"collect" total quadrature distortion effects at either the transmitter or receiver. In the
more general case where the mixer frequencies differ, transmitter and receiver distortion
effects must be modelled and compensated for separately. Even then, the result presented
here provides a way to model receiver distortion as if it were generated by a fictional phase-
coherent transmitter.
5.5.3 Frequency spectrum of the downmixed signal
It was shown in the previous section that amplitude mismatch in the transmitter or receiver
causes the received complex baseband signal to take the form
s(t) = a(t)d¢(t) + p- ~ {a(t)ej¢(t)} , (5.19)
where p is the cumulative effect of the transmitter and receiver amplitude distortion. While
a(t)ej¢(t) may uniquely address positive and negative frequencies, the real-valued error term
has symmetric positive and negative sidebands. Its practical effect is demonstrated in Fig-
ure 5.9: A spurious sideband appears in the baseband spectrum, reflected around zero herz.
This degrades the SFDR in the complex-valued baseband signal, and its effect on practical
modulation schemes will be illustrated in the next section.
The simulation results presented in Figure 5.10 confirm the theory developed so far.
In this single-tone experiment, the transmitter and receiver both had amplitude mismatch
with Ptx = Prx = 4.125%. For the transmitter distortion, Equation 5.10 predicts an SFDR
of 33.9 dB, which is exactly what is produced in Figure 5.1O(a). After downmixing with
Prx = 4.125%, Equation 5.18 states that the cumulative amplitude distortion factor is
p' = 2 . 0.04125 + 0.041252 = 0.0842 (5.20)
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Figure 5.10: Simulation of combined amplitude error in a quadrature transmitter and re-
eenier. In this experiment, Ptx = Prx = 4.125%. (a) Frequency spectrum of the upmixed
signal. (b) Frequency spectrum of the downmixed signal, showing the effect of both transmit-
ter and receiver amplitude mismatch.
which, according to Equation 5.10, should produce a spur 27.9 dB below the desired signal.
This prediction is confirmed by the downmixed signal spectrum in Figure 5.10. The frequency
spectrum of the downmixed signal contains its error component at a negative frequency,
and is a reflection of the desired signal component. This agrees with the prediction of
Equation 5.19.
5.5.4 Case studies
The general analysis presented above for amplitude deviation in quadrature mixers will now
be applied to three practical analogue modulation schemes.
Frequency modulation
Let the phase angle of the phasor in Figure 5.4 be ¢~(t). From Equation 5.6 it follows that
this (presumably erroneous) phase angle can be written in terms of the desired phase angle,
¢(t), as follows:
Asin¢(t)
¢~(t) = arctan (1 + p)A cos ¢(t) . (5.21)
In this case, it makes sense to assume that a(t) = A, because the amplitude of an ideal
frequency-modulated signal is usually constant. Because the frequency information rele-
vant to FM is contained in the rate of change of the phase angle, the time derivative of
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Figure 5.11: The distortion wave ¢e(t)/¢(t) for various values of the deviation factor p
during quadrature frequency modulation. Note that the "distortion wave" represents the
factor by which the demodulated signal varies from its ideal value.
Equation 5.21 must be taken to find the instantaneous frequency. This is given by
_ ( A2(1 + p) ) d¢(t)
2A2pCOS2¢(t) + A2p2 cos'' ¢(t) + A2 dt
_ ( 1+ P ) d¢(t)
pcos2¢(t)+2pcos2¢(t)+1 dt'
The distorted frequency is at its lowest when ¢(t) = 0 rad; at that point
dt
(5.22)
[
d¢e(t)]
dt .mm
= _1_. _d¢_(t)
p+ 1 dt
(5.23)
This corresponds to the speed of the phasor when it crosses the I-axis in Figure 5.4. Similarly,
the distorted frequency reaches its zenith when ¢(t) = Jr /2 radians:
[
d¢e(t)] = ( + 1) . d¢(t) .
dt P dt
max
(5.24)
This expression also gives the speed of the phasor when it crosses the Q-axis in Figure 5.4.
Note that the minimum frequency always corresponds to the major axis of the phasor ellipse,
and the maximum frequency to the minor axis. A plot of the distortion factor is given
in Figure 5.11. Equation 5.22 gives an expression for the actual phasor frequency when
amplitude deviation occurs, in terms of the desired phasor frequency. This expression may
be manipulated into a desired signal component and an error signal, in order to find the
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relative magnitude of the error:
desired demodulated signal___...._.._
d¢>(t)
dt + ( 1+ p _ 1) d¢>(t)2pcos2 ¢>(t)+ p2 cos2 ¢>(t)+ 1 dt' (5.25)
error signal
Equation 5.25 can be evaluated (e.g. numerically) to predict the distortion that amplitude
deviation causes in a known signal. This is effectively what is done in the simulations
presented in Figure 5.5 on page 44, where the power of both the desired signal and the
error signal is calculated. From this, the signal-to-noise-and-distortion ratio (SINAD) can
be calculated to determine the fidelity of the demodulated signal.
The DC-input FM signal simulation on page 48 produces a phasor rotating at a con-
stant rate of 75 kHz (the maximum frequency deviation). The simulation shows that the
subsequent distortion signal does oscillate at double the phasor frequency (i.e. 150 kHz), as
predicted by Equation 5.22. For the sinusoidal input signal (p. 44), the phase rate of change
depends on the instantaneous amplitude of the modulating input signal. This leads to a
distortion signal with a frequency that varies correspondingly.
The error signal in the sinusoidal-input simulation (p. 44) is largest when the demodulated
signal is largest, and goes to zero during the signal's zero crossings. This stems from the
fact that the distortion factor of Equation 5.22 is multiplied with the desired output signal,
thus effectively amplitude-modulating the error signal.
In summary, the simulations confirm and illustrate the theory presented thus far. Now
that the effect of amplitude mismatch on an FM signal's spectrum has been investigated, a
similar analysis will be done for amplitude modulation.
Double-sideband AM
The effect of imperfect quadrature mixing on an upmixed AM signal can, just as for FM, be
derived from Equation 5.9. For an AM signal, ¢>(t) = wot + ¢>oto produce a centre frequency
at We+wo:
y(t) = m(t)[l + p] cos(wot + ¢» cos wet - m(t) sin(wot + ¢» sin wet , (5.26)
where a(t) = m(t) is the modulating signal. Equation 5.26 can be written in the form
desired upmixed signal
y(t) = m(t) cos [(We+ wo)t + ¢>o]+ m(t)pcos(wot + ¢>o)cos wet . (5.27)
error signal
The result is identical to that of Equation 5.9, and the spectral diagram of Figure 5.6
applies-except that the frequency impulses representing the FM signal's instantaneous fre-
quency are now replaced by the double-sided spectrum of the modulating signal. If Iwol is
smaller than the bandwidth of the modulating signal, spectral overlap (aliasing) may occur.
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Figure 5.12: Amplitude deviation in quadrature mixing also produces a sideband image of
the desired signal. The magnitude of the desired and spurious spectra are indicated, relative
to a maximum amplitude A.
A special case is where Wo = 0 (no frequency offset or channel selection). Here,
y(t) m(t) cos (wet + <Po)+ m(t)pcos <Pocos wet
m(t)& + m(t)pcos<PolJr. (5.28)
It is the magnitude of the phasor addition in Equation 5.28 that is of interest in amplitude
modulation, and it can be calculated to be
ly(t)1 = m(th!(p2 + 2p) cos- <Po+ 1. (5.29)
The modulated amplitude is multiplied by a constant gain that depends on the amplitude
deviation constant, p, and the relative angle <Po. When <Po= 0, I(t) = m(t) and Q(t) = O.
This produces an undistorted modulated signal with the gain increased by p, the I-channel
amplitude deviation factor. When <Po= ~,m(t) appears on the Q-channel, and the I-channel
is zero. Equation 5.29 shows that, for other values of <Po, the resulting modulated signal is
not distorted by p, but just multiplied by a constant gain factor. It can be concluded that,
when no digital channel selection is performed (wo = 0), the modulation process is unaffected
by amplitude deviation.
In the analysis of distortion in the demodulated signal, it can safely be assumed that out-
of-band frequency components do not affect the signal fidelity. This is a fair assumption:
Demodulators regard frequency components outside the desired signal's band as unwanted,
and filter these out as carefully as practically possible to improve the demodulated signal-
to-noise ratio. Consequently, only in-band distortion effects due to amplitude imbalance in
the modulation process need to be considered here.
It should be noted, however, that out-of-band distortion is not necessarily less problematic
than the in-band effects. When a modulated signal produces signals outside its allocated
spectral range, it interferes with other transmissions. The extent to which this is permissible
may depend on relevant frequency spectrum regulations, or the extent to which "crosstalk"
and other interference-related noise effects can be tolerated in a system.
Define the bandwidth of the modulating signal as B. Inspection of Figure 5.12 shows
that overlap (and therefore distortion) will occur when amplitude deviation is present, and
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Figure 5.13: Spurious sideband component caused by amplitude deviation in a single-
sideband AM system, relative to a maximum amplitude A.
Iwol< B. The exact form of distortion depends on the modulating signal's spectrum, since
it is signal overlapping (aliasing) that is taking place. A simulated example of overlapped
distortion is shown on page 49.
Single-sideband AM
A quadrature modulator can be used to synthesise single-sideband AM signals by letting
a(t) = m(t) = m(t)+jm(t). After quadrature mixing with amplitude deviation, Equation 5.8
(p. 42) produces
y(t) = (1 + p) [m(t) coswot - m(t) sinwot] cos wet
- [m(t) sinwot + m(t) coswot] sin wet . (5.30)
In this case, upper-sideband SSB has been assumed. Trigonometric expansion yields
y(t) = m(t) cos(we + wo)t - m(t) sin(we + wo)t
+~pm(t) cos (we + wo)t - ~pm(t) sin(we + wo)t
+~pm(t) cos (We - wo)t + ~prh(t) sin (we - wo)t.
(5.31)
(5.32)
(5.33)
Term 5.31 represents the desired upper-sideband SSB signal-see, for example, [56, p. 149].
Term 5.32 is additive to the first term, and represents the amplitude increase (or decrease)
produced by the amplitude error p.
The last term produces a spurious sideband signal due to the amplitude imbalance. It also
has the form of a SSB signal, but is centred around Wc-Wo. The positive sign of m(t) indicates
lower-sideband SSB, in contrast to the upper-sideband desired signal. Consequently, the error
signal of Term 5.33 represents an error signal that is completely symmetrical around We, but
attenuated by p. This is illustrated in Figure 5.13. Once again, this result confirms that
amplitude deviation produces a spurious sideband symmetric around the carrier frequency.
Similarly to the analysis that was done for double-sideband AM demodulation, Fig-
ure 5.13 (p. 56) indicates that an upper-sideband SSB signal will only overlap with its spuri-
ous sideband when Wo is negative and has a magnitude smaller than B. When this happens,
both the desired and spurious sideband cross over We, allowing them to overlap. Analogously,
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a lower-sideband SSB signal will overlap with a spurious sideband caused by amplitude de-
viation when Wo is positive and smaller than B. As is the case for double-sideband AM, the
distortion caused by this overlap depends only on the contents of the modulating signal-in
contrast to FM, where the distortion was a more predictable "leakthrough" of the phasor
rotation.
Figure 5.14 on page 58 simulates the effect of amplitude mismatch on a demodulated
SSB signal. In the simulation, the error component was interpreted as if it lay within the
demodulated signal bandwidth. The error appears as a spurious tone in the demodulated
signal, that varies with the desired signal's amplitude. As was seen in all the previous
simulations with an amplitude mismatch of p = 10.8%, the spur is symmetrical to the
desired signal, and lies exactly 25.8 dB below it, as predicted by Equation 5.10.
This concludes the analysis of the effect of amplitude imbalance on the transmitted
and demodulated signals. The discussion now turns to DC offset error and local oscillator
leakthrough in quadrature systems.
5.6 DC offset and oscillator leakthrough
In Equation 5.5 (p. 41) it was seen that DC offset and oscillator leakthrough cause a spurious
component to appear at the transmitted oscillator frequency. In this section, the effects
that these non-idealities have on the transmitted and received frequency spectra will be
investigated.
In a physical quadrature transmitter or receiver, it is possible that the baseband I and Q
channels have a DC offset relative to signal ground. This might be the result of imperfections
in the digital-to-analogue conversion, or it might be generated purposely by the digital system
(as will be seen later). When this happens, the I-Q channels' output can be written as follows:
I(t)
Q(t)
- e, + ~ {a(t) d</>(t)}
cq + Jm {a(t) d</>(t)} . (5.34)
The effect of this DC offset is a displacement of the circular phasor locus, as can be seen in
Figure 5.15.
5.6.1 Frequency spectrum of the upmixed signal
When these displaced signals are up converted by the quadrature mixer of Figure 5.1, the
RF output can be calculated as
y(t) [~{ a(t) d</>(t)} + Ci] . cos wet - [Jm {a(t) d</>(t)} + Cq] • sin wet
~ {a(t) d</>(t)} COS wet - Jm {a(t) d</>(t)} sin wet + Ci cos wet - cq sin wet
- ~ {a(t) d[</>(t)+wctJ} + a cos(wet +,) , (5.35)
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Figure 5.14: Simulation of SSB amplitude modulation, with the transmitter's I -channel
amplitude amplified by 10.8%. The carrier frequency offset is 25 kHz above the mixing
frequency. (a) A decaying sine wave was used as modulating input signal. The output shows
the greatest modulation errors near the signal peaks. (b) The inwardly-spiralling phasor is
stretched horizontally due to the amplitude mismatch. (c) The amplitude mismatch causes a
spurious sideband to appear. (d) The error signal shows both positive and negative excursions,
and is proportional in magnitude both to the amount of amplitude mismatch and to the
instantaneous amplitude of the modulating signal.
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Q
1
Figure 5.15: The effect of DG offset and oscillator leakthrough on the 1-Q pluisor's locus,
drawn for a(t) = A.
We We + ¢(r) W
Figure 5.16: LO leakthrough and DG offset both cause a frequency component to appear at
the carrier frequency.
with
a - Vc~+c2t q
C,- arctan _.!j_ •
Ci
(5.36)
(5.37)
This leads to a very interesting result: When DC offset occurs on one or both of the I-Q
channels, a spurious signal of constant amplitude and frequency is added to the RF output.
This signal's frequency is exactly the carrier frequency, and its amplitude is equal to the
displacement in the phasor diagram. Its phase, relative to the 1-axis, is determined by
the direction in which the locus is displaced from the origin." Local oscillator leakthrough
effectively takes place. Stated otherwise, local oscillator leakthrough and DC offset on the
I-Q channels have exactly the same type of effect on the output signal.
6Note that Equations 5.35 and 5.37 assume no quadrature phase error in the quadrature mixing process.
If quadrature phase error is present, it also affects the magnitude and phase of any carrier leakthrough
component caused by DC offset. In such a case, acos(wet +,) must be calculated by the full vector sum
Ci coswet - Cq sin(wet - A).
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The frequency spectrum of a quadrature signal modulated with an I or Q offset follows
directly from Equation 5.35. A single frequency component, with amplitude and phase as
given by Equations 5.36 and 5.37, appears at the centre frequency. The SFDR is simply the
ratio between the signal's maximum amplitude A, and this component's amplitude:
SFDR: = 20 log (~) . (5.38)
A simulation of a single transmitted tone with DC offset is shown in Figure 5.17. In
this experiment, éi = 0.15 and éq = 0.05. This should produce a carrier component with
amplitude a = 0.158. According to Equation 5.38, this corresponds to an SFDR of 16.0 dB,
which is exactly what is seen in the simulation. Although the spur is caused by DC offset, it
is indistinguishable for oscillator leakthrough, as it lies precisely at the oscillator frequency.
5.6.2 Combined transmitter-receiver distortion
A downmixed receiver signal is likely to see a combination of DC offsets on the transmitter
and receiver baseband signals, and oscillator leakthrough at both the transmit and receive
mixer. In this section, it will be shown that, assuming coherent reception, all these non-
idealities can be seen as a single DC offset on each baseband receiver channel. Even for non-
coherent reception, the theory presented here makes it possible to model receiver distortion
as if it originated in a coherent transmitter, allowing the reuse of transmitter distortion
theory for the non-ideal receiver case.
When LO leakthrough (or I-Q DC offset) occurs in the transmission stage as well as in
the reception stage, the received RF signal, prior to quadrature downmixing, is of the form
(5.39)
where the oscillator leakthrough in the receiver has already been included. After downmixing,
with the inclusion of I-Q DC offset in the receiver stage, the complex baseband signal can
be written as
s(t) - a(t)d4>(t) + atxd"Ytx + s;«>
- a(t)d¢(t) + (éitx + éirJ + j(éqtx + éqrJ . (5.40)
From Equation 5.40, it can be seen that the total DC offset and LO leakthrough in the
system manifests as a net DC offset in the receiver I and Q channels.
Once again, it will be shown in Section 6.6 that the coherent-carrier assumption (we = We)
is strictly necessary for this simplification to hold. As was the case for amplitude deviation,
it is always possible to combine total quadrature distortion effects at either the transmitter
or receiver. In the more general case where the mixer frequencies differ, transmitter and
receiver distortion effects must be modelled (and compensated for) separately. Even then,
the result presented here provides a way to reuse transmitter distortion analyses, even when
the distortion takes place in the receiver.
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FM of a DC signal (I-Q offset errors in transmitter)
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Figure 5.17: Simulation of frequency modulation of an input DC signal, with DC offset
on the transmitted baseband I and Q channels. 75 kHz frequency deviation was employed.
(aJ The demodulated signal shows an undesired 75-kHz oscillation, which is at its worst at
the maximum excursions of the desired signal. (bj The received signal's phasor has shifted
proportional to the DC offsets on the channels, but remains circular. (cj The DC offsets
produce a spur at the carrier, indistinguishable from LO leakthrough. The spur lies 16 dB
below the desired signal. (dJ The error signal is not completely sinusoidal.
Simulation reference: of serrdc
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5.6.3 Frequency spectrum of the downmixed signal
Equation 5.40 shows that LO leakthrough and DC offset cause a complex-valued DC offset
to appear in the baseband receiver signal. This spurious component reduces the received
SFDR of the system, and its effect on various modulation schemes will be investigated next.
5.6.4 Case studies
The general analysis presented above for baseband DC offset and RF oscillator leakthrough
in quadrature mixers will now be applied to three practical analogue modulation schemes.
Frequency modulation
To investigate the effect of DC offset and oscillator leakthrough on the information in an FM
signal, the distortion of the modulated signal's instantaneous frequency, as caused by the
spurious carrier component, must be established. For this analysis, let the signal amplitude
a(t) = 1. In Figure 5.15, the distorted phasor's phase angle is given by
sin¢(t) + Eq
¢f(t) = arctan ¢( ) . (5.41)
cos t + Ei
As was done in Equation 5.22, the time derivative of Equation 5.41 can be taken to find the
distorted phasor's frequency in terms of the desired frequency:
d¢f(t) ( EiCOS¢(t) +Eqsin¢(t) + 1 ) d¢(t)
~ = E~ + 2Ei cos ¢(t) + 2Eq sin ¢(t) + E~ + 1 . ---;It . (5.42)
The factor in brackets in Equation 5.42 is best interpreted visually. Figure 5.18 shows a
plot of Equation 5.42 for various values of the displacement factor Cl (in each case, the
displacement angle was , = 0 rad). For small offset errors, the error factor can be approx-
imated by a sine wave. Larger displacements cause a decrease in demodulated amplitude
near ¢( t) = , rad, and a sudden increase in frequency in the region near ¢( t) = , + 7r rad.
As Cl approaches one, the demodulated amplitude is halved over a large region, with a sharp
output spike at ¢(t) = ,+ 7r rad. For Cl greater than one (an unlikely scenario in a practical
system), the error factor approaches an impulse function.
To determine distortion of the demodulated FM signal due to offset errors and LO leak-
through, Equation 5.42 must first be written in terms of the desired signal component and
the error signal. To simplify the analysis, assume that Eq is zero.? It then follows that
desired demodulated signal
~
d¢(t)
dt dt
(5.43)
error signal
7This is equivalent to ignoring the phase of the error signal, and defining Ei as the geometric mean of
the I and Q offsets. It is a fair assumption, since the carrier phase can be assumed to be independent of the
modulating signal information.
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Figure 5.18: The distortion wave ¢E(t)j¢(t) for various values of the offset amplitude a
(the x-axis was normalised by dividing by 27r)
For small Ei, the term Ei1 dominates the denominator in this equation. This leads to the
approximation
d¢E(t) ~ d¢(t) _ [E2 + E. cos A.(t)] d¢(t) .
dt dt t t If' dt (5.44)
If the offset errors are small, the following happens to the demodulated output signal:
• The output signal is attenuated to 1 - E; of its full strength.
• A sinusoidal error signal is added to the output signal.
• The error signal has a frequency equal to the speed of phasor rotation-the phasor
rotation "leaks" into the demodulated signal.
• The maximum amplitude of this sinusoidal error signal is equal to Ei,
• The error signal is amplitude-modulated with the desired output signal. In other
words, it is at its largest at the peaks and troughs of the modulating signal, m(t), and
zero when m(t) = O.
Consequently, the error signal observed in the presence of offset error or quadrature leak-
through has the same basic form as that produced by amplitude deviation (Figure 5.7,
p. 48). However, it produces an error signal at the rate of phasor oscillation, whereas the
amplitude-deviation error signal oscillates at double the phasor frequency.
The simulation on page 61 has already shown part of the effect of LO leakthrough on
the demodulated signal. In this simulation, the error signal does oscillate at the phasor
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frequency of 75 kHz, and remains at constant amplitude. This result reinforces the idea that
quadrature errors produce phasor "leakthrough" into the demodulated FM signal.
Figure 5.19 shows another simulation of the effects of DC offset and oscillator leakthrough
on an FM signal. In this experiment, a sinusoidal signal is used as modulating input. It
further illustrates the effect of Equation 5.42: Since the error factor is multiplied with
the modulating signal, the difference signal in Figure 5.19 appears modulated in amplitude.
When Figure 5.19 is compared to a similar experiment with amplitude deviation (Figure 5.5,
p. 44), it is observed that the latter has a double-frequency error signal, as expected.
Double-sideband AM
Next, the effect of DC offset and LO leakthrough on double-sideband amplitude modulated
signals will be considered. Such signals form a special case of the analysis presented thus
far, with a(t) = m(t), the real-valued modulating signal.
It was shown above that DC offset and LO leakthrough both inject a carrier frequency
into the modulated RF signal. Whilst this has a fairly complex effect on the instantaneous
frequency of the signal, as defined for FM, the possible effects on AM signals are as follows:
1. If no channel selection or digital carrier frequency adjustment is performed (wo = ° in
Equations B.8 and B.9 on page 171), the carrier component changes the AM signal's
modulation index, without affecting the SFDR.
2. If Wo =I 0, but We still lies within the signal band, a spurious frequency is induced that
distorts the signal information. The resulting SFDR is
SFD~ = 20 log ( a~) ) (5.45)
from Equation 5.38.
3. If Iwol is greater than the signal bandwidth, the spurious component does not interfere
with the generated signal. However, it could interfere with adjacent channels. In this
case, the SFDR is as given in Equation 5.45.
After imperfect transmission with LO leakthrough, DC offset, or both, the upmixed DSB-AM
signal is of the form predicted by Equation 5.35:
y(t) = a(t) . cos [(We + wo)t + 4>ol + a cos(wet + /,).
Quadrature downmixing is performed as per Equation 2.21 (p. 17):
s(t) = 2 [y(t) . e-jWct]LPF '
(5.46)
(5.47)
Where coherent downmixing has again been assumed." This produces the complex baseband
signal
s(t) = a(t) . ej[wot+¢oJ + ad'Y . (5.48)
8See Section 5.3 on page 39.
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FM of a sine wave (I-Q offset errors in transmitter)
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Figure 5.19: Simulation of frequency modulation of an input sine wave, with DC offset on
the transmitter's baseband I and Q channels (15% and 5%, respectively). 75 kHz frequency
deviation was employed. (a) The demodulated signal shows an undesired 75-kHz oscillation,
which is at its worst at the maximum excursions of the desired signal. (b) The received sig-
nal's phasor has shifted proportional to the DC offsets on the channels, but remains circular.
(c) Because of the symmetry of the FM signal's spectrum, any spurious carrier component
is obscured. (d) The error signal oscillates most rapidly and with highest amplitude near the
desired signal's points of maximum excursion; at other points it is smaller, and oscillates
slower (exactly equal to the speed of phasor rotation at that moment).
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Simulation reference: of serrfm
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The real and imaginary components of this complex-valued signal are
a(t) COS(Wot+ </>0) + o cos-r
a(t) cos(wot + </>0) + Ei
Q(t) - a(t) sin(wot + </>0) + a siri-j
I(t)
(5.49)
a(t) sin(wot + </>0) + Eq. (5.50)
It is shown in Section B.2.3 that a double-sideband AM signal can be demodulated by taking
the magnitude of the complex-valued baseband signal.
m'(t) = J 12(t) + Q2(t) . (5.51)
When a carrier-leakthrough (or DC-offset) error is present, substitution of Equations 5.49
and 5.50 yields
(5.52)
This expression is best evaluated numerically, as in the simulation presented in Figure 5.20.
The error signal is proportional in amplitude to a, and contains a strong 18.75-kHz com-
ponent caused by the difference between the leakthrough carrier and the modulation carrier
frequency offset. Also, the simulation again confirms the theorised relationship between DC
offset and LO leakthrough. As per Equation 5.45, the vector magnitude of the offset is
a = 0.1581. The modulation carrier is A = 0.5, yielding
SFDR~ = 20log (0.~~581) = 10.0 dB,
which corresponds perfectly with the simulated SFDR.
A special case occurs when coherent demodulation of the AM signal is performed, with
Wo = 0 and </>0 = ,. Then Equation 5.52 becomes
(5.53)
(5.54)
so that
m'(t) = a(t) + a. (5.55)
This means that for a coherent receiver without digital channel selection (wo = 0), LO
leakthrough and DC offset simply produce DC offset in the received DSB-AM signal.
Single-sideband AM
A received single-sideband AM signal with transmitter LO leakthrough or DC offset is given
by Equation 5.35 with a(t) = m(t), which can be simplified to
f(t) = m(t)· cos [(wc + wo)t + </>01 - m(t) . sin [(wc + wo)t + </>01
+ a cos(wet + ,) . (5.56)
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Figure 5.20: Simulation of a DSB amplitude-modulated sine wave, with DC offset on the
transmitter's baseband I and Q channels (15% and 5%, respectively). In this simulation, the
carrier frequency was chosen to be 18.75 kHz above the mixing frequency of 10MHz. (a)
The demodulated signal shows considerable distortion, and the 18.75 kHz difference between
the carrier frequency and the spurious component, translates into a 18.75-kHz "drift" in the
demodulated signal. (b) The flower-shaped phasor of Figure B.3 has been shifted propor-
tional to the DC offset. (c) After quadrature mixing, the DC offset in the baseband channels
produces a strong spurious component at the mixing frequency. (d) The error signal shows
a 18.75-kHz base component, with sharp spikes superimposed at the modulating signal fre-
quency. The points of maximum excursion are equal to the magnitude of the complex-valued
offset vector.
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This predicted spectrum may be verified by the simulation presented in Figure 5.21 (p. 69).
A spurious component appears at the carrier frequency, with magnitude
a = JEr + E~= VO.152 + 0.052 = 0.1581, (5.57)
which, by Equation 5.45, corresponds to a carrier leakthrough component 16.0 dB below the
fundamental. This is exactly what is observed in the simulation.
After quadrature downmixing (Equation 2.21) with a coherent carrier, the complex-
valued baseband signal is
s(t) = m(t) . d[wot+4>o]- m(t) . d[wotHo-~l + ad'Y . (5.58)
It is shown in Equation B.24 (p. 178) that an SSB signal can be demodulated by phase-
locking onto its carrier, and performing complex coherent demodulation:
m'(t) = ~{s(t) . e-i[wot+4>o]} . (5.59)
In this case, ideal phase locking has been assumed. Because the demodulation process
described by Equation 5.59 is linear, the desired signal and LO leakthrough component can
be considered separately. Ideal phase locking produces perfect reconstruction of the desired
signal component. The error signal component then is
~{ae-j(wot+4>o-'Y) }
a cos (wot + CPo - ,). (5.60)
It can be concluded that LO leakthrough (or DC offset in the transmitter I and Q signals)
produce an error tone in the demodulated signal equal to Wo (the difference between the
receiver oscillator frequency and the SSB carrier offset). This is seen, for example, in the
error signal from the simulation shown on page 69. In the special case where the receiver
oscillator is exactly equal to the SSB carrier, a DC offset is produced in the demodulated
signal.
5.7 Error in phase angle
The signal and spectral distortion of quadrature amplitude mismatch, DC offset and LO
leakthrough have been investigated in some detail. The last type of quadrature non-ideality
that must be investigated, is I-Q phase error.
The term quadrature implies that a system utilises two sinusoidal signals exactly 7r /2 ra-
dians out of phase. In a physical system, such a perfect phase relationship is virtually
impossible to achieve. It is quite likely that a phase error could occur at either the I-Q input
or output channels, or in the quadrature local oscillator signals. The phase accuracy of out-
put I-Q channels is generally determined by the accuracy of the accumulator and the sine
approximation, and is usually relatively accurate. It is more likely for a fairly large phase
error to be present in the quadrature local oscillator signals. It is reasonable to suspect,
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SSB-AM of a sine wave (I-Q offset errors in transmitter)
Figure 5.21: Simulation of SSB amplitude modulation, with DC offset on the transmitter's
baseband I and Q channels. The carrier frequency offset is 25 kHz above the mixing fre-
quency. (a) The demodulated signal shows significant distortion. (b) The inwardly-spiralling
phasor is shifted proportional to the DC offset. (c) The DC offset on the I-Q channels causes
a spurious frequency component to appear at the mixing frequency. (d) Since the mixing fre-
quency differs from the SSB carrier offset frequency by 25 kHz, the error signal manifests
itself as a pure 25-kHz tone that is induced in the demodulated signal.
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Q
I
Figure 5.22: The effect of phase error on the I-Q phasor's locus, drawn for a(t) = A.
however, that a purposely generated phase error in the I-Q channels could in some way be
used to compensate for an unwanted phase error in the mixing circuit.
Of the two types of quadrature phase error, baseband I-Q phase error may be defined as
follows:
I(t)
Q(t)
~ {a(t) ej4>(t)}
Jm { a( t) ej[4>(t)-,,;]} . (5.61)
Here the quadrature-phase signal of the baseband system lags the in-phase signal by K,
radians. An equivalent definition (that will be used in the next section) is
I(t) ~{a(t)e1[4>(t)+,,;]}
Q(t) - Jm{a(t)e14>(t)}. (5.62)
A similar phase error in the quadrature mixer may be defined as
M[(t) cos wet
Mdt) - sin(wet - .x) (5.63)
or, equivalently,
(5.64)
In some analyses, it will also prove convenient to divide the phase error equally between the
I and Q signals. The relationship between phase error in the baseband signals and phase
error in the local oscillator will be investigated next.
Figure 5.22 demonstrates the effect of phase error on the quadrature phasor's locus.
As was the case for amplitude deviation, the locus turns into an ellipse, but for phase
error, the ellipse's major axis is rotated anticlockwise through 7r/4 radians (for K".x < 0) or
-7r/4 radians (for n. ). > 0). Stated differently, the major axis of the ellipse lies either on
the line Q(t) = I(t), or on the line Q(t) = -I(t). The larger the phase error, the greater the
ellipse's eccentricity; at K" .x = ±7r/2 radians, the ellipse collapses to a straight line.
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5.7.1 Baseband and oscillator phase error
Before the effects of the phase error on different signals are investigated, it is necessary to
investigate the relationship between phase error in the baseband I-Q signals on the one hand,
and the quadrature LO signals on the other. It will be shown that these two types of phase
error cause identical effects in the RF and demodulated signals.
Firstly, assume that a quadrature phase error of K radians occurs at the in-phase output
of a quadrature transmitter, I(t). Also, the quadrature mixer has a phase inaccuracy of
A radians at the quadrature output, MQ(t). Because the mixer is of the multiply-and-
subtract type, the resultant RF signal is
y(t) = 1V- {a(t) ej[cP(t)+It]} coswet - 1m {a(t) ejcf>(t)} sin (wet - A) . (5.65)
But
sin (wet - A) = sin wet cos A - coswet sin A (5.66)
and
(5.67)
Substitution and simplification produces
y(t) = cos K .1V- {a(t) ejcP(t)} cos wet - cos A . 1m {a(t) dcP(t)} sin(wet)
- (sinK-sinA)' Im{a(t)dcP(t)}coswet.
This can be compared to the desired (error-free) RF output of
Yo( t) = 1V- { a( t) ejcf>(t)} cos wet - 1m { a( t) ejcf>(t)} sin(wet) .
(5.68)
(5.69)
It may be observed that phase error in the baseband I-Q signals, and phase error in the
quadrature LO signals, cause similar effects and their effects are cumulative. In particular,
by selecting K = A, it would seem to be possible to use phase error in the baseband signals
to negate the effects of phase error in the quadrature mixer-a topic that will be pursued
further in Chapter 6.
In the remainder of the section, phase error in the baseband signals and mixer will mostly
be treated interchangably, since they cause identical effects in the RF signal. The quadrature
demodulation case may be analysed by a similar argument.
5.7.2 Frequency spectrum of the upmixed signal
To analyse the frequency spectrum of the modulated signal, first write out the upmixed
signal:
y( t) = 1V- { a( t) ejcf>(t)} cos wet - 1m { a( t) d[cP(t)-It]} sin wet. (5.70)
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Figure 5.23: Frequency diagram of I-Q mixing with small angular error.
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For small 1'\" sin I'\, ~ I'\, and cos K, ~ 1 so that
y(t)~Yd(t) + 1'\,.~{a(t)ei4>(t)}sinwct,
where Yd(t) denotes the desired upmixed signal.
Figure 5.23 shows an analysis of this signal in the frequency domain (similar to the
analysis done for amplitude deviation on page 46). In this figure, the (possibly complex-
valued) amplitude a(t) varies slowly enough to make the approximation a(t) = A in the
(5.71)
Fourier time window.
The spectral magnitude shown in the bottom graph is the magnitude of the phasor sum
of the previous graphs. The desired signal peak is somewhat larger than would have been
the case if I'\, were zero. A small sideband peak appears at a frequency symmetrical to the
desired signal, with the carrier frequency as reflection point. This is a similar effect to what
was found with amplitude deviation-this is to be expected, because the phasor locus has a
similar (although rotated) shape.
The ratio between the desired signal peak and the spurious component, assuming a small
phase error, is
(5.72)
I'\, must be measured in radians for this equation to hold.
Figure 5.24 (p. 74) illustrates the effect of quadrature phase error on single-tone syn-
thesis. In this experiment, a phase error of 10° (0.1745 rad) occurred in the transmitter
oscillator signals. As expected, a spur appears in the upmixed signal spectrum, symmetrical
to the desired signal. According to Equation 5.72, the spur should lie 21.2 dB below the
fundamental signal. This is what is observed in Figure 5.24, which supports the presented
theory. Also, the baseband phasor takes on the shape of a tilted ellipse, as was hypothesised.
It was stated in Section 5.7.1 that baseband and oscillator phase error cause similar
effects in the frequency spectrum. This is verified by the simulation shown in Figure 5.25
(p. 75). In this experiment, a 5° (87.27 mrad) phase error was generated in the I-Q baseband
signals. According to the theory developed in this section, this should correspond to a spur
with magnitude
11'\,11s.; = J = 4.36%
I'\,~ + 4
of the fundamental. The negative sideband caused by this phase error is indistinguishable
from negative-frequency components in the desired signal, hence any additional spurious
components caused by further non-idealities may be considered independent and cumulative
to this spur. Therefore, the 5° phase error in the quadrature oscillators produce an additional
spurious component at 4.36% of the fundamental signal amplitude. The total sideband spur
(5.73)
must then be
SFDR~ = -20Iog(8.72j100) = 21.2 dB. (5.74)
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FM of a DC signal (I-Q phase deviation in transmitter)
Figure 5.24: Simulation of frequency modulation of an input DG signal, with the phase of
Q(t) lagging I(t) by 10° in the quadrature upmixer. 75 kHz frequency deviation was employed.
(a) The demodulated signal shows an undesired 150-kHz oscillation, which is at its worst at
the maximum excursions of the desired signal. (b) Phase deviation produces an elliptical
phasor locus in the received signal, rotated through 45°. (c) Like amplitude deviation, phase
deviation produces a sideband component in the RF spectrum. In this case, the SFDR is
21 dB. (d) The 150-kHz sinusoidal error signal can be viewed as a "leakthrough" of the
phasor rotation into the transmitted signal.
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FM of a DC signal (cumulative phase error)
Figure 5.25: Simulation of frequency modulation of an input DG signal with cumulative
phase error. A 5° phase error existed in both the I-Q signals and the local oscillator signals
of the transmitter. 75 kHz frequency deviation was employed. (a) The demodulated signal
shows strong distortion. (b) The received signal's phasor is perfectly elliptical due to the trans-
mitted phase error. (c) The RF spectrum shows a strong spurious sideband equivalent to that
produced by a 10° phase error (see Figure 5.24, p. 74). (d) The error signal due to com-
bined 50-errors is identical to the error produced by a single 10° phase error (Figure 5.24)·
This strengthens the hypothesis that baseband and LO phase errors are produce equivalent,
cumulative effects in the resultant signal.
5.7 - ERROR IN PHASE ANGLE
(a)
1.5..---.----~-----.----._,
~ 0.5
Q)
-0
:::I 0"=ëi
E -0.5«
-1 Reference signal (1007 mW)
- Demodulated output
-1.5
1.2 1.4 1.6
Time [sj x 10-4
(c)
iD 0
-0
C'! -10....
C\J
II
II: -20 '"'".:....:.;_.:. .;.: :....:...;_.
o
IL
~ -30
..................------
(ij'
:Q. -40 .
E
2t5 -50 .
Q)
c.
00 -60L_--~-~~~-L-~--~
0.96 0.98 1 1.02
Frequency [Hz]
1.04
X 107
Simulation reference: comptxphi
75
(b)
0.5 . . '.' . . . . . '.' . .
-- 00
-0.5 .. ,', ..... ,........ ',
-1
-1 -0.5 0 0.5
I(t)
(d)
0.1
~ 0.05
Q)
-0
~ 0ëi
E
ca.... -0.050........
UJ V V V v v V V V V v v V
-0.1
- Error signal (3.89 mW)
1.2 1.4 1.6
Time [sj x 10-4
Stellenbosch University http://scholar.sun.ac.za
5.7 - ERROR IN PHASE ANGLE 76
This agrees with the spur observed in Figure 5.25(c). This result confirms that baseband
and oscillator phase errors may be treated independently and equivalently, and that their
cumulative contribution may be seen as a single phase error. In Chapter 6, it will be
demonstrated that it is possible to use this idea to correct hardware phase inaccuracies, by
causing a deliberate opposite phase error in the digitised signal.
5.7.3 Combined transmitter-receiver distortion
A quadrature baseband receiver signal may suffer from phase error effects originating in
both the transmitter and the receiver. In this section, it will be demonstrated that these
effects are cumulative for coherent demodulation. Also, it will be shown that quadrature
phase error in the receiver can always be modelled as an equivalent phase error in a coherent
transmitter, regardless of whether the true transceiver is coherent or not. This result allows
the study of phase error effects to focus on transmitter non-idealities, because all results
directly apply to the receiver as well.
For simplicity, it is assumed that all phase errors occur in the local oscillators of the
quadrature mixers.? Also, the analysis is somewhat simpler if the phase error is split equally
between the quadrature oscillators. The transmitter has quadrature local oscillators
cos (Wet + ~)
sin (Wet - ~) (5.75)
and the receiver has
cos (Wet + ~)
- sin (wet - ~) . (5.76)
The transmitted baseband signal
s(t) = a(t) eN(t) = Itx(t) + jQtx(t) (5.77)
becomes, after quadrature upmixing with phase error Atx,
y(t) = Itx(t) cos (Wet + ~) - Qtx(t) sin (Wet - ~) . (5.78)
After trigonometric manipulation, this RF signal can be written in the form
y(t) = cos (~) . Yd(t) + sin (~) . Ye(t) , (5.79)
where the first term contains the desired signal,
(5.80)
9This does not affect the generality of the result-see page 71.
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and the second term has an error component,
(5.81)
The downmixed baseband channels at the receiver are given by
2 [y(t) cos (wct+ ~)]LPF
-2 [y(t)sin(wct- ~)]LPF'
(5.82)
(5.83)
Substituting Equation 5.79 into Equations 5.82 and 5.83 yields the quadrature baseband
receiver signals in terms of their transmitted counterparts:
cos(~ -~). Itx(t) + sin(~ +~). Qtx(t)
cos(~ -~). Qtx(t) + sin(~ +~). Itx(t).
(5.84)
(5.85)
Each baseband signal shows a desired component, plus undesired crosstalk from the other
component. The result shows that combined transmitter-receiver phase error is indeed cumu-
lative. Combined phase error may attenuate the desired signal, amplify the spurious signal,
or both. For example, if Atx = Arx, the desired signal is not attenuated, but the crosstalk
component is large. However, if Atx = -Arx, no error signal is present, but the desired signal
is slightly attenuated. This last condition may be used to compensate for transmitter phase
error by adding a deliberate phase error in a coherent-oscillator receiver, an idea that will
be pursued further in Chapter 6.
The fact that receiver-transmitter phase error is cumulative means that their effects are
identical in the demodulated signal. Hence, it is not necessary to investigate phase error
in the receiver separately-all transmitter-related results apply. In a coherent transceiver,
transmitter I-Q error, transmitter LO error, receiver LO error and receiver I-Q error may
be modelled as a single parameter (e.g. as an equivalent transmitter LO error). Even in a
non-coherent system, phase error in the receiver can be treated as if it were caused by an
equivalent error in a fictional coherent transmitter, once again allowing the reuse of developed
theory.
5.7.4 Frequency spectrum of the downmixed signal
The distorted baseband signals of Equations 5.84 and 5.85 show spurious crosstalk. The
complex-valued baseband signal is
s'(t) - Irx(t) + jQrx(t)
cos(~ - ~)s(t) + jsin(~ + ~)s*(t).
By substituting the desired signal s(t) = a(t) ei</J(t),
s'(t) = cos(~ -~). a(t)d</J(t) + jsin(~ +~). a*(t)e-i<P(t).
(5.86)
(5.87)
In terms of the frequency spectrum, this can be interpreted as follows: Quadrature phase
error attenuates the desired signal slightly. Furthermore, a spurious sideband component
Stellenbosch University http://scholar.sun.ac.za
5.7 - ERROR IN PHASE ANGLE 78
(a)o . (b)o .
-10 .. . -10
lil
"0
C\I -20 .
,...:
C\III I- _ -: __ _;_ -:- _ __;-
Il: -30 . .
o
LLen
:::;-40ca
~
-50 . . -50
-60~--~~~--~----~~~--~
0.985 0.99 0.995 1 1.005 1.01 1.015
Frequency [Hz] x 107
Figure 5.26: Simulation of combined phase error in a quadrature transmitter and receiver.
In this experiment, Atx = Arx = 5°. (a) Frequency spectrum of the upmixed signal. (b)
Frequency spectrum of the downmixed signal, showing the effect of both transmitter and
receiver phase error.
appears, reflected around zero herz. Its envelope is the complex conjugate of the desired
signal, shifted by 11'/2radians (through the multiplication by j).
Many transmission schemes (such as FM and DSB-AM) employ real-valued a(t); in such
cases, the spurious signal would simply be a frequency- and phase-reflected sideband, shifted
by 90 degrees. In this regard, phase error is very similar to amplitude mismatch, which
also causes a negative sideband in the downmixed spectrum. The spurious sideband due to
phase error, however, is orthogonal in phase to the one produced by amplitude mismatch.
To calculate the total spur size, the vector sum of the two sidebands must be calculated.
Figure 5.26 shows the results of a simulation done to confirm that combined transmitter-
receiver phase error is indeed cumulative. In this experiment, the transmitter had a phase
error of Atx = 5° (87.27 mrad). By Equation 5.72, this should cause a spur in the transmitted
RF spectrum, 27.21 dB below the fundamental. This is precisely what is observed in the
simulation. As expected, the spur forms an exact sideband to the desired signal.
According to the theory developed in this section, the receiver phase error of Arx= 5°
(87.27 mrad) should be cumulative to the transmitter phase error, producing a total received
phase error of 10°. Equation 5.72 predicts an SFDR for 21.1 dB for this phase error, which
also agrees with the simulation. This supports the theory that transmitter-receiver phase
error is cumulative.
Note that the downmixed signal shows a negative-frequency reflection of the desired
signal component, as expected.
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5.7.5 Case studies
In this section, practical interpretation will be given for the results derived thus far, through
the investigation of typical modulation schemes in the presence of phase error.
Frequency modulation
The effect of transmitter phase inaccuracy on a transmitted FM signal is considered first.
Define the phase deviation as per Equation 5.61. For frequency modulation, the amplitude
a(t) = A.
If the phasor locus in Figure 5.22 (p. 70) is compared with that of Figure 5.4 (p. 43),
it can be seen that the former is a scaled rotation of the latter. Since the disturbance of
the generated signal is affected by the shape of the phasor locus rather than by the scaled
size, it can be deduced that amplitude and angular deviation cause similar disturbances to
the demodulated signal. More specifically, for any given error in phase angle, an equivalent
amplitude deviation can be found that will cause a demodulated disturbance of similar shape
and amplitude, differing only in phase.
Firstly, write the erroneous phase angle in terms of the desired phase angle:
sin [¢(t) - KJ¢€(t) = arctan .
cos ¢(t)
(5.88)
FM information is contained in the rate of change of this angle, found by differentiating
d¢€(t) ( cos K ) d¢(t)
~ = cos2 ¢(t) + sin2 [¢(t) - KJ ~. (5.89)
By noting that the rotation of the phasor ellipse from the amplitude deviation case does not
change the size or shape of these oscillations (apart from a phase shift), it may be deduced
that the demodulated error signal caused by phase deviation will be very similar to that
caused by amplitude mismatch. The phasor is rotated by 45°, and causes two error signal
oscillations per rotation (because it has two maximum and two minimum excursions from
the origin). This double-frequency error signal oscillation was observed in the amplitude-
deviation error signals.'? The 45° phase shift of the phasor translates to a 90° phase shift in
the frequency-doubled error signal.
This informal deduction would predict an error signal that is similar to that caused
by amplitude mismatch, but shifted by 90° in phase. The simulation shown on page 80
confirms this theory. In this experiment, the 10° phase error in the transmitter causes the
expected elliptic phasor locus for the received baseband signals. The demodulated signal
shows distortion that is emphasised at the peaks of the modulating signal, as was found
for amplitude deviation (compare Figure 5.5, p. 44). In fact, phase error and amplitude
deviation produce very similar error signals, differing only by a 90° phase shift, as predicted.
As was the case for amplitude mismatch, the analysis of demodulation artefacts intro-
duced by phase deviation is best done numerically, as in the simulation of Figure 5.27.
lOSee, for example, the simulations on pages 48 and 44.
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FM of a sine wave (I-Q phase deviation in transmitter)
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Figure 5.27: Simulation of frequency modulation of an input sine wave, with the phase
of Q(t) lagging I(t) by 10° in the quadrature upmixer. 75 kHz frequency deviation was
employed. (a) The demodulated signal shows an undesired l50-kHz oscillation, which is at
its worst at the maximum excursions of the desired signal. (b) Phase deviation produces an
elliptical phasor locus in the received signal, rotated through 45°. (c) Because of the symmetry
of the FM signal's spectrum, any spurious carrier component is obscured. (d) The error
signal oscillates most rapidly and with highest amplitude near the desired signal's points of
maximum excursion; at other points it is smaller, and oscillates slower (proportional to the
speed of phasor rotation at that moment). It can be thought of as a "leakthrough" of the
phasor rotation into the transmitted signal.
Simulation reference: phierrfm
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Double-sideband AM
The effect of quadrature phase error on the upmixed AM signal can, just as for FM, be
derived from the general result presented in Equation 5.71 (where the assumption is made
that K,« 1 rad). It is instructive to compare the development presented here to that
performed for the amplitude-deviation case on page 54. For an AM signal, <p(t) = wat + CPo
to produce a centre frequency at We + Wo, and a(t) = m(t) (the real-valued modulating
signal). Then,
desired upmixed signal
y(t) ~ m(t) cos [(We + wo)t + <PoJ+ m(t)K,cos(wot + <PO)sin wet . (5.90)
error signal
Apart from a phase change, the result is identical to that obtained for amplitude deviation in
Equation 5.27 (p. 54). It produces a similar spectrum to that of the single-tone case shown
in Figure 5.23 (p. 72), except that the frequency impulses representing the FM signal's
instantaneous frequency are now replaced by the double-sided spectrum of the modulating
signal. As for the amplitude deviation case (p. 54), if Iwol is smaller than the modulating
signal bandwidth, the spectra of the desired and error signals may overlap, causing signal
distortion.
A simulation of an error signal that overlaps the desired AM signal is shown in Figure 5.28
(p. 82). In this experiment, the modulating signal is a sinusoid, and is DSB-modulated with
a modulation index of 1 [43, p. 241J. A phase lag of 10° (0.1745 rad) in Q(t) should produce
spurs 21.2 dB below the desired signal component, according to Equation 5.72.
Examination of Figure 5.28(c) shows that this is exactly what happens: The three strong
frequency components constitute the desired RF signal. Each desired component exhibits
a sideband reflection around 10 MHz (the mixing frequency). Each spurious sideband is
exactly 21.2 dB smaller than its desired counterpart, as is expected.
By comparing the demodulated error signal due to phase inaccuracy (Figure 5.28(d),
p. 82), to the one caused by amplitude mismatch (Figure 5.8(d), p. 49), it can be seen
that they are similar in shape. This can be attributed to the fact that the two forms
of distortion both cause spurious sideband components in the downmixed complex-valued
baseband signal, that differ only in phase.
A special case occurs when Wo = 0 so that the LO frequency becomes the AM carrier
frequency. For this case, Equation 5.90 reduces to
y(t) ~ m(t) cos (wet + <Po)+ K,m(t) cos <Posin wet
m(t)j<po + m(t)K,cos<poj90°. (5.91)
As was done for amplitude deviation in Section 5.5, the magnitude of the phasor sum can
be calculated to determine the effect of phase mismatch on the modulated AM signal's
amplitude:
(5.92)
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DSB-AM of a sine wave (I-Q phase deviation in transmitter)
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Figure 5.28: Simulation of a DSB amplitude-modulated sine wave, with the phase of Q(t)
lagging I(t) by 10° in the quadrature upmixer. In this simulation, the carrier frequency
was chosen to be 18.15 kHz above the mixing frequency of 10 MHz. (a) The demodulated
signal is unevenly distorted near its peaks. (b) The received AM signal's flower-like phasor
is stretched diagonally, as is typical of the effect of phase error (see Figure 5.21, p. 80). (c)
The frequency-domain distortion effect is similar to that seen in DSB-AM with amplitude
deviation (Figure 5.8, p. 49): sidebands, symmetrical around the mixing frequency, appear
to all the expected signal components. (d) The error signal due to phase error is similar to
the one produced by amplitude deviation (Figure 5.8, p. 49), but differs in phase.
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In the interpretation of the above equation, it should be kept in mind that the approximation
is accurate for small /'i,. As for amplitude deviation, the modulated amplitude is multiplied
by a constant gain. The gain is dependent on the phase deviation, /'i" and the relative angle
CPo. Apart from this gain, the DSB-AM signal information is not affected.
Single-sideband AM
Section B.1.4 shows that upper-sideband SSB modulation at an offset frequency of Wo may
be achieved by selecting a(t) = m(t) and cp(t) = wot in Equation 5.3 (p. 40). Then
I(t)
Q(t)
'.f?,f- {m(t) eiwot} = m(t) coswot - m(t) sinwot
Jm {m(t) dwot} = m(t) sinwot + m(t) sinwot.
(5.93)
(5.94)
These baseband signals may be substituted into the equations for an upmixed signal with
transmitter phase error (Equations 5.80 and 5.81). This produces a desired RF component
y~(t) = cos ~ [m(t) coswot - m(t) sinwot] coswet
- cos ~ [m(t) sinwot + m(t) coswot] sin wet . (5.95)
This represents an upper-sideband SSB signal (see Equation B.12, p. 173). Similarly, the
error component in the RF signal is calculated to be
y~(t) = sin ~ [m(t) coswot + m(t) sinwot] coswet
+ sin ~ [m(t) sinwot - m(t) coswot] coswet . (5.96)
The error signal also has a single-sideband characteristic, but the positive sign between the
two main terms indicates that it resides in the lower sideband. Furthermore, all terms inside
square brackets have shifted by exactly ninety degrees in phase: m(t) has been replaced by
m(t), and m(t) by -m(t). The error term is therefore a spurious sideband, reflected around
the oscillator frequency and orthogonal in phase to the desired signal. This corresponds to
the nature of the phase-deviation spur found for other modulation schemes.
It is useful to compare this result with the corresponding case for amplitude deviation
(p. 56). Amplitude deviation also produces a spurious opposite sideband (see Figure 5.13),
which is equal to the LSB-modulation of the original signal m(t). In the phase-deviation
case, the spurious sideband represents the LSB-modulation of m(t).
In Section 5.5.4 the effect of amplitude mismatch on a demodulated AM signal was
considered. The similarities between amplitude mismatch and phase error observed so far
would suggest that AM demodulation in the presence of phase error can also be analysed
from previously developed theory.
The desired frequency component will be demodulated to the original modulated signal.
The spurious component (if demodulated at all-it may lie completely out of the signal band)
will produce an error signal superimposed on the desired signal. This error signal is similar
to that caused by amplitude mismatch, except that it is shifted by 90°. The comments in
Section 5.5.4 apply.
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SSB-AM of a sine wave (I-Q phase deviation in transmitter)
Figure 5.29: Simulation of SSB amplitude modulation, with the phase of Q(t) lagging
l(t) by 10° in the quadrature upmixer. The carrier frequency offset is 25 kHz above the
mixing frequency. (a) Distortion is most evident at the peaks and troughs of the demodulated
signal (b) The inwardly-spiralling phasor of the decaying-amplitude SSB signal is stretched
diagonally, as is typical of a phasor's shape during l-Q phase error. (c) Phase error causes
a spurious sideband to appear in the SSB-modulated signal's spectrum. The sideband is
symmetrical around the mixing frequency, rather than around the SSB centre frequency,
25 kHz above the mixing frequency. (d) Apart from relative phase shift, the SSB error signal
during phase error is similar to that found in an SSB signal during amplitude deviation
(Figure 5.14, p. 58).
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A simulation of SSB transmission with mixer phase error is shown in Figure 5.29 on
page 84. The spurious sideband lies 21.2 dB below the desired signal, as predicted by
Equation 5.72. The spur is symmetrical around the mixing frequency, rather than the SSB
centre frequency. Since phase error, like amplitude error, causes a spurious sideband to
appear (differing only in phase), the error signal in Figure 5.29(d) has the same frequency
and relative amplitude as the error signal caused by amplitude mismatch (Figure 5.14(d),
p.58).
5.8 Combined quadrature errors
Thus far, only the individual effects of amplitude deviation, offset error, LO leakthrough
and phase inaccuracies have been considered. In a practical system, all these effects are
likely to be compounded. To analyse the compound effects, the general distortion model of
Equation 5.5 (p. 41) must again be considered, and the following observations are made:
• The parameters a, i, éi and éq, representing carrier leakthrough and DC offset, only
appear in terms generating coswet or sin wet. Consequently, these parameters can only
affect the spur at the carrier frequency.
• The parameter p, representing amplitude mismatch, only appears as coefficient of
the double-sideband term ~ {ai(t)ej¢(t)} . coswet. It therefore affects the sideband
component, but can have no effect on the carrier leakthrough component.
• The phase error in the baseband signal, K" only affects the term Im {aq(t)ej¢(t)} ·sinwet.
As this is also a double-sideband term, it follows that the baseband phase error only
influences the sideband spur, and can have no effect on the carrier spur.
• The phase error in the quadrature mixer, A, has an influence on both the Im {aq(t)ej¢(t)}.
sin wet term and on the éq sin wet term. It is therefore the only parameter that can
affect the both the sideband and the carrier spur.
The calculation of the exact spur sizes caused by combined quadrature impairments can
now be done, subject to the above considerations. As was done for the study of isolated
quadrature inaccuracies, the analysis will focus on upmixing errors. Since all the quadrature
inaccuracies in the downmixer may be modelled as equivalent upmixing inaccuracies, the
downmixing case follows directly.
5.8.1 Carrier spur
From Eq. 5.5, Line 3, the total carrier spur can be calculated by the phasor sum
a'Li'=aLi+éiLO-éqL(~+A) . (5.97)
It follows that when a phase error exists in a quadrature upmixer, the DC offset contribution
to the carrier spur can no longer be calculated by the orthogonal summation of Equation 5.36
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(p. 59). Instead, the quadrature phase error must be taken into account using the above
vector sum.
The calculation produces an equivalent effective carrier leakthrough magnitude, ei, and
phase, ,', that may further be analysed in a similar way to the isolated carrier leakthrough
.case of Section 5.6. The carrier spur then lies
SFDRe = 20 log (:,) dB
below the desired signal.
(5.98)
5.8.2 Sideband spur
The error signal due to amplitude inaccuracy has been shown on page 45 to be of the form
(5.99)
Equation 5.5 shows this error term not to be dependent on phase error (i.e. the respective
contributions to the total sideband error term may be calculated independently).
Phase error, on the other hand, causes an error term
(5.100)
for small phase errors, where ("" - >') is the total effective phase error caused by I-Q and
local oscillator phase inaccuracy (Section 5.7.1).
Comparison of Equations 5.99 and 5.100 above shows that both error signals produce
a double-sided (real-valued) spectrum, but with a 90-degree phase difference. From Equa-
tion 5.10 (p. 47), the relative spur magnitude due to amplitude deviation is
S - JeL
P-2+p'
and Equation 5.72 gives the same for phase error:
(5.101)
(5.102)
The sideband SFDR, in terms of the orthogonal vector sum of these two contributions, is
then
SFDRsb - -201og JS~+ S~
2 2 _ [p2 ("" - >.)2 1
- -10log (Sp + SK) - -10log (2 + p)2 + (""_ >.)2 + 4 (5.103)
FM of a DC signal (combined quadrature errors in transmitter)
Figure 5.30: Simulation of quadrature frequency modulation of an input DC signal, with
combined quadrature distortion effects on the transmitter side. (a) The demodulated signal
is distorted more strongly than for any of the individual non-idealities. (b) The received
signal's phasor is elliptical, but none of the ellipse's axes lie on the I-axis or the ±45° -line
any more. This confirms a combination of amplitude and phase distortion. (c) Two spurious
components are visible. The carrier component is of the same strength as the one produced
only by DC offset (Figure 5.17). The component at the sideband frequency is the vector
sum of the spurs produced by amplitude deviation (Figure 5.7) and phase error (Figure 5.24)
individually. (d) The error signal contains both the 75-kHz oscillation caused by DC offset,
and the iSO-kHz oscillation caused by amplitude deviation and phase error.
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DSB-AM of a sine wave (combined quadrature errors in transmitter)
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Figure 5.31: Simulation of DSB amplitude modulation of an input sine wave, with com-
bined quadrature distortion effects on the transmitter side. In this simulation, the carrier
frequency was chosen to be 18.75 kHz above the mixing frequency of 10 MHz. (a) The de-
modulated signal is distorted more strongly than for any of the individual non-idealities.
(b) The received signal's flower-shaped phasor is stretched, but not along either the 1- or
Q-axes, or the ±45° -line. This confirms a combination of amplitude and phase distortion.
(c) Two sets of spurious components are visible. The component at the mixing frequency is
of the same strenth as the one produced just by DC offset (Figure 5.20). The component
at the sideband frequency is the vector sum of the spurs produced by amplitude deviation
(Figure 5.8) and phase error (Figure 5.28) individually. (d) The error signal consists of
an 18.75-kHz component (resulting from the strong peak at the mixing frequency, 18.75 kHz
below the AM carrier), and a component at the signal frequency (indicating amplitude error
in the demodulated signal).
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5.8.3 Simulations
The simulations shown in Figure 5.30 (p. 87) and Figure 5.31 (p. 88) demonstrate the effects
of combined quadrature inaccuracies. In the simulation of Figure 5.30, a single positive
baseband tone is synthesised, and upmixed with the following quadrature errors:
• 23.75% amplitude mismatch (p = 0.2375).
• DC offset on the baseband I-Q output (Ci = 0.055 and Cq = -0.0889).
• Carrier leakthrough with a = 0.1581 and, = 2.82 rad.
• 10° phase error in the quadrature mixer (>' = 0.1745).
• No phase error in the baseband signals (~ = 0).
Substituting the relevant parameters into Equation 5.98 predicts a carrier leakthrough com-
ponent of
SFDR€ = 16.0 dB. (5.104)
This is confirmed by the simulation result in Figure 5.30. Directly substituting the values
of ~ and p into Equation 5.103 yields
SFDRsb = 17.25 dB, (5.105)
which agrees with the sideband spur observed in the simulation.
A next simulation was done to confirm that, even in the presence of multiple quadrature
impairments, a multitone signal still generates spurs only at the expected positions. This is
demonstrated in Figure 5.31. The following parameters were used for this experiment:
• 23.75% amplitude mismatch (p = 0.2375).
• No DC offset on the baseband I-Q output.
• Carrier leakthrough with a = 0.1581 and, = 2.82 rad.
• 10° phase error in the quadrature mixer (>' = 0.1745).
• No phase error in the baseband signals (~ = 0).
The generated signal is an AM signal with a modulation index of unity, so that 50% of the
signal power lies in the modulation carrier. Baseband channel selection is performed, so
that, after upmixing, the AM carrier lies at 10 MHz + 25 kHz. The modulating input signal
is a 100-kHz maximum-amplitude sinusoid.'!
llSee Appendix B.1.3 (p. 171) for an overview of quadrature AM, including baseband channel selection.
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The spectrum in Figure 5.3l(c) shows the modulation carrier at 10 MHz + 25 kHz,
and the desired signal components 100 kHz to either side. 50% of the signal power lies
in the carrier, and 25% in each sideband component, therefore the double sidebands lie
6.02 dB below the modulation carrier, as is observed in the simulated spectrum. Note that
the modulation carrier is positioned 25 kHz above the local oscillator (mixer) frequency of
10 MHz, and that a spur lies at 10 MHz. Each of the three desired signal components also
has its own sideband, reflected around the mixer frequency of 10 MHz. No other spurs
appear.
Equation 5.98 predicts that the carrier spur should be 16.0 dB weaker than the desired
signal. When compared to the modulation carrier at 10 MHz + 25 kHz, which already lies
6.02 dB below the total signal power, an SFDR of 10.0 dB can be predicted, and is also
observed in the simulation.
Simarly, Equation 5.103 may be used to predict that all sidebands should lie 17.25 dB
below their corresponding desired signal components (as in the previous experiment). This
also corresponds to the simulated results.
5.9 Concluding remarks
This concludes the theoretical analysis of quadrature mixing non-idealities. It was shown
that their effects in the time and frequency domain, for both the baseband and RF signals,
are entirely deterministic. Furthermore, the resultant spurs are either single-frequency com-
ponents (as is the case for DC offset or La oscillator leakthrough), or frequency-reflected
images of the desired signal (as is found for amplitude mismatch or quadrature phase error).
In particular, the magnitude of the spurious components are precisely predictable. In
each case, there is a simple monotonic relationship between the magnitude of the quadrature
error and the magnitude of the resultant spur (Equations 5.10, 5.38 and 5.72).
Digital compensation for deterministic hardware inaccuracies lies central to this disserta-
tion. In the next chapter, it will be shown that all of the presented quadrature inaccuracies
may be reversed by employing simple digital processing techniques with low computational
overhead. The fundamental limitation in compensation accuracy will be shown to lie in the
quantisation accuracy of the digital system, and the accuracy with which spurious artefacts
can be measured.
Chapter 6
Digital Compensation
At the end of Chapter 3, a brief theory of compensation was presented, in order to motivate
the study of hardware inaccuracies. It was stated that it is possible to compensate for
hardware inaccuracies that are cascades of invertible transforms. The dissertation proceeded
to analyse the distortion effects of SDR front-ends, in particular during quadrature mixing.
In this chapter it will be shown that these hardware models can be used to compensate
for the hardware inaccuracies in the digital domain, as per Proposition A. Techniques to
make the application of these principles practically feasible will then be presented.
6.1 Quadrature compensation
This section develops a compensation theory for quadrature mixer inaccuracies. Reversing
individual impairments will be considered first, and it will then be shown how the principles
may be applied to systems with a combination of quadrature inaccuracies.
The use of quadrature modulation using a physical mixer introduces many potential
problems, and Chapter 5 analysed amplitude deviation, DC offset and phase angle error. In
spite of these inaccuracies, quadrature modulation has the important advantage that it can
employ software techniques to attempt to compensate for these hardware inaccuracies. This
is possible because signal processing is performed at baseband frequencies which are more
accessible to digital signal processing, by virtue of Proposition B. Digital compensation is a
cheap, simple and efficient way of dealing with the quadrature inaccuracies.
I(t) - (1+ p) ~{a(t)d<PCt)}
Q(t) - Im{ a(t)d<PCt)} .
6.1.1 Amplitude compensation
Quadrature mixing with amplitude mismatch is defined by Equation 5.6 on page 42:
(6.1)
The SDR transmitter uses digital synthesis to create the I and Q signals, and can fully control
the modulation process. Similarly, the SDR receiver can digitally process the received I and
Q signals in an attempt to remove hardware distortion effects.
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To compensate for amplitude deviation in an SDR transmitter, the synthesis software
must scale the output of the I or Q output channel by multiplying the synthesised signal
with a scaling factor before the result is passed to the DAC. For example:
I'(t) = /~)p, Q'(t) = Q(t) . (6.2)
Similarly, an SDR receiver may compensate for amplitude mismatch by applying Equa-
tion 6.2 to the I and Q signals obtained from the ADC.
To measure amplitude mismatch in a transmitter or a receiver, a test RF signal of the
form cos[(wc + wo)t] may be transmitted or received. The exact frequency offset, Wo, is
not important-as long as it allows the sideband to be easily measured. Equation 5.10
(p. 47) gives the relationship between p and the resultant sideband spur size. By making p
the subject of the equation, it is possible to measure the level of amplitude distortion in a
quadrature signal, by first measuring the relative sideband spur size, Sp:1
2Sp
p = ±1- S 'p
(6.3)
where the sign is chosen to make p positive or negative as needed. If the phase relationship
between the sideband spur and the desired signal can be measured (e.g. by an FFT calculation
in a quadrature receiver), the sign of p can be chosen directly: From Equation 5.9 (p. 45), if
the sideband is in phase with the desired signal, p > OJ if the sideband is 1800 out of phase,
p < O.
Once p has been calculated from the spur measurement, Equation 6.2 can be applied to
remove the spur.
In cases where the phase of the sideband cannot be measured (e.g. when using a spectrum
analyser to measure transmitter distortion), the correct sign of p is quickly found by trial
and error.
The extra multiplication required by the software compensation is a computational over-
head that sometimes cannot be neglected. If the SDR hardware is capable of producing I
and Q channels that are sufficiently matched in amplitude, it would be preferable to com-
pletely dispense of the software compensation. Section 5.5 provides an in-depth analysis of
the effects of amplitude deviation that can be very valuable in determining the level of hard-
ware accuracy required to achieve "sufficiently matched" amplitudes. To determine whether
a certain degree of amplitude deviation can be tolerated, it is important to realise exactly
what its effect will be on both the modulated and demodulated signals.
Figure 6.1 on page 93 shows a simulation in which a large amplitude mismatch in the
transmitter was corrected in the coherent receiver. This is possible because, in coherent sys-
tems, it is possible to treat transmitter and receiver inaccuracies completely interchangably.
Section 6.6 will show how non-coherent systems impose limitations on such inter-system
compensation.
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FM of a DC signal (compensated amplitude deviation)
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Figure 6.1: Simulation of compensated frequency modulation of an input DC signal. A
10.8% error on the transmitter's I-channel amplitude was corrected in the receiver. 75 kHz
frequency deviation was employed. (aJ The modulating and demodulated signals are simi-
lar, suggesting that distortion caused by amplitude mismatch has successfully been cancelled.
(bj The received signal's phasor is perfectly circular-no evidence of amplitude mismatch
remains after compensation. (cj The RF spectrum shows a strong spurious sideband due
to the amplitude error in the transmitter. [d} The error signal has the same level of post-
filtering carrier residues seen in the completely un distorted simulation on page 169. It can
be concluded that the distortion spur has been maximally suppressed.
Simulation reference: compamp
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6.1.2 Offset and oscillator compensation
Consider a transmitter with DC offset, as defined by Equation 5.34 on page 57:
I(t)
Q(t)
Ei + ~ {a(t) d</>(t)}
- Eq + Im{a(t)d</>(t)} . (6.4)
It was shown in Section 5.6 that it is always possible to model a local oscillator leakage
component in the RF signal as if it had been generated by an equivalent baseband DC offset
in the above equation. It follows that it must be possible to compensate for the combined
effects of baseband DC offset and RF carrier leakage by subtracting the cumulative effective
DC offset in the digital domain:
I'(t) = I(t) - E~ , Q'(t) = Q(t) - E~. (6.5)
The above equation holds for both the transmission and the reception case, since they were
shown to be symmetrical.
In a practical system, E~ and E~ must somehow be measured. In a receiver, this amounts
to measuring the mean values of the received I and Q signals when a test tone is received.
This technique will be further explored in Section 6.7. For a transmitter, the carrier spur
must be measured, and converted into the equivalent DC offset values. From Equations 5.36
and 5.37 (p. 59):
(6.6)
Where a is the spur size, and, is the phase difference between the spur and a generated test
signal cos[(wc + wo)t]. It is seldom practical to measure the phase of a transmitted signal; in
such cases, a can be measured, but, must be found by iteration. Such iterative calibration
techniques will be studied later in this chapter.
Figure 6.2 shows a simulation that was performed to verify that a carrier spur can be
removed. A +1 DC input signal was modulated without any amplitude, offset or phase
errors. A sine wave with amplitude 0.12 and lagging the mixer's cosine signal with 19.80 was
added to this modulated signal, producing the spur at the carrier frequency depicted by the
dashed line in Figure 6.2. This corresponds to a (relatively poor) quadrature mixer with LO
leakthrough of -18 dEc.
Next, the simulation was repeated, but this time an offset of -0.11 was added to the I
signal, and an offset of -0.04 to the Q signal. This should induce an oscillator component
with amplitude a = 0.117 and phase, = -1600, which is reasonably close to a 1800-shift of
the LO leakthrough signal. The solid line in Figure 6.2 shows the simulation results: The
LO spur is suppressed by the deliberate offset error.
The simulation on page 96 shows a transceiver system with an identical reference carrier,
Wc, in the transmitter and receiver. LO leakthrough in the transmitter was cancelled in the
receiver by adding the corresponding DC offset to the received I-Q channels.
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Figure 6.2: Simulation to illustrate how deliberate I and Q offsets can be added to compen-
sate for local oscillator leakthrough. The dashed line shows a modulated +1 DC input signal,
to which a sine wave of -18 dEc was added, 19.8° lagging to the quadrature mixer's cosine
signal. By adding I and Q offset errors, the spurious component at the carrier frequency
was suppressed (solid line).
In general, however, it cannot be assumed that transmitter leakthrough is easily compen-
sated in the receiver, and vice versa. Transmitters and receivers seldom employ synchronous
local oscillators, hence We and We may differ. In such a system, it is still possible for the trans-
mitter to compensate for transmitter leakthrough, and the receiver for the receiver effects,
but cross-compensation becomes a more difficult problem which can no longer be solved by
the simple addition of DC levels. It may be concluded that DC offset and LO leakthrough
compensation is best performed at each stage where it occurs (transmission and reception).
This idea is taken up again in Section 6.6.
6.1.3 Phase compensation
For a transmitter that has a phase error of K, radians in the baseband I-Q signals, and a
phase error of A radians in the quadrature mixing oscillator, Equation 5.68 (p. 71) predicts
an RF signal of
y(t) = cos K, .1(e {a(t) ei4>(t)} cos wet - cos A . 1m {a(t) ei4>(t)} sin (wet)
- (sin K, - sin A) . 1m {a(t) ei4>(t)} cos wet. (6.7)
The third term represents the error signal (an undesired sideband in the upmixed signal).
This term can be forced to zero by letting K, = A. In a typical SDR transmitter, K, can easily
be adjusted as part of the signal synthesis process; A is usually a mixer characteristic that
is out of the SDR designer's control.
FM of a DC signal (compensated carrier leakthrough)
Reference signal (1000 mW)
- Demodulated output -1
Figure 6.3: Simulation of compensated frequency modulation of an input DC signal. Trans-
mitter carrier leakthrough was corrected in the receiver. 15 kHz frequency deviation was em-
ployed. (a) The modulating and demodulated signals are similar, suggesting that distortion
caused by carrier leakthrough has successfully been cancelled. (b) The received signal's phasor
is perfectly centred-no evidence of carrier leakthrough or DC offset remains after compen-
sation. (c) The RF spectrum shows a strong spur at the carrier. (d) The error signal has
the same level of post-filtering carrier residues seen in the completely un distorted simulation
on page 169. It can be concluded that the distortion spur has been maximally suppressed.
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Section 5.7 demonstrated the symmetry between transmitter and receiver phase error. It
follows that it is possible to perform similar phase compensation in a quadrature receiver by
adjusting the phase relationship between the received I and Q signals.
This is illustrated in the simulation shown on page 98: A 10° phase error in the trans-
mitter produces a strong sideband spur 21 dB below the desired signal. An error of equal
magnitude in the coherent-carrier receiver serves to completely negate the transmitter phase
error, so that the received signal's phasor is again perfectly circular. The error signal, which
is the difference between the modulating and demodulated signals in Figure 6.4(a), contains
only post-filtering residues similar to the distortion-free simulation shown on page 169.
Although this simulation illustrates the validity of the theory, its implementation is some-
what different from how phase compensation would be applied in a practical system. Prac-
tically, LO phase mismatch in a quadrature mixer would be measured, and an equal phase
error would be induced in the synthesised I and Q signals. Such a phase adjustment could ei-
ther be performed by all-pass filtering, or by transforming the phase error into an equivalent
amplitude mismatch. Both these techniques will now be studied in more detail.
Hilbert filtering
Receiver phase compensation can be achieved by using a digital filter with a uniform phase
response in the baseband. The simplest filter of this type is the Hilbert transformer. The
ideal Hilbert transform induces a 90° phase shift over all frequencies. Practical FIR-filter
Hilbert transformers are effective over a limited frequency band, and may induce some signal
latency [32, pp. 657-662].
Assume a signal, m(t), is passed through a Hilbert transformer to produce the signal
m(t). From these two signals, any phase shift of the original signal can be obtained by
calculating
m'(t) = cosO· m(t) + sinO· m(t). (6.8)
This approach can be used to induce a phase shift of 0 in one of the receiver I-Q signals to
perform quadrature phase compensation.
The accuracy of the receiver compensation depends on how accurately the Hilbert trans-
former can be implemented in FIR filter form. In turn, the accuracy of the FIR filter
ultimately depends on the numeric resolution of the digital system.
Phasor rotation and scaling
The study of quadrature phase error in Section 5.7 emphasised the similarity between the
effects of quadrature amplitude mismatch, and the effects of quadrature phase inaccuracy. In
particular, it was shown that, from a phasor-locus point of view, the two effects are identical
except for a 45-degree rotation of the phasor. Hence, it should be possible to transform a
phase error into amplitude mismatch by performing rotation in the complex plane, and then
FM of a DC signal (compensated phase error)
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Figure 6.4: Simulation of compensated frequency modulation of an input DC signal. A
10° phase error existed in the transmitter's local oscillator signals, but was cancelled by a
compensation phase error in the receiver. 75 kHz frequency deviation was employed. (a)
The modulating and demodulated signals are similar, suggesting that distortion caused by
the phase error has successfully been cancelled. (b) The received signal's phasor is perfectly
circular-no evidence of phase error remains after compensation. Note that the radius has
dropped slightly below unity, indicating a slight loss of signal power due to the phase error. (c)
The RF spectrum shows a strong spurious sideband due to the phase error in the transmitter.
(d) The error signal has the same level of post-filtering carrier residues seen in the completely
undistorted simulation on page 169. It can be concluded that the distortion spur has been
maximally suppressed.
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Figure 6.5: Receiver phase error compensation by phasor rotation and scaling. (aJ The
original, elliptical phasor is rotated and scaled through two complex transformations. The
resultant phasor is circular. (bj After compensation, the demodulated FM signal is received
error-free. The dashed line shows the demodulated signal when no phase compensation is
performed.
scaling one of the axes (i.e. the I or the Q signal) as was done to compensate for amplitude
mismatch. Complex rotation by 45° can be achieved by calculating
s'(t) = s(t) . d~, (6.9)
where s(t) = I(t) + jQ(t) is the received complex-valued baseband signal.
The phase rotation of the phasor represents the phase difference between the amplitude
mismatch error signal; it follows that the size of the elliptical eccentricity corresponds to
the magnitude of the error signal. The rotation transforms the phase-inaccurate baseband
signal into a signal with an equivalent amplitude inaccuracy, and it must now be established
what the magnitude of this error signal will be for a given phase error.
If pand 1'1,is chosen to produce error signals of equal magnitude, Equation 5.10 (p. 47)
and Equation 5.72 (p. 73) may be equated:
Ipl 11'1,1
2 + p yl1'1,2+ 4 .
Since both denominators are always positive, the absolute value signs may be dropped.
Solving for p yields
(6.10)
21'1,
p = ----r=;;<==::::;:---yl1'1,2+ 4 - 1'1,.
This equivalent p can be used to scale the real part of the rotated baseband signal, s'(t), as
(6.11)
per Equation 6.2.
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The simulation shown in Figure 6.5 demonstrates the use of phase compensation by
rotation and scaling. An I-Q signal containing phase error is corrected by the following
three lines of MATLAB code:
rho = 2*kappa / ( sqrt(kappa~2+4) - kappa );
IQr = IQ*exp(j*pi/4);
IQc = real(IQr)/(l+rho) + j*imag(IQr);
% Equivalence
% Rotation
% Scaling
The compensated phasor is again circular, and the signal is demodulated without distortion.
The advantage of this technique is that it may be performed on a sample-by-sample basis,
as opposed to the long group delay associated with the FIR filtering of the Hilbert trans-
formation technique. Phasor rotation and scaling will be employed in the SDR prototype of
Chapter 7.
Measuring phase error
Measuring phase error is very similar to measuring amplitude mismatch, in that a test tone
is transmitted or received, and the size of the sideband spur is measured. In this case, the
sideband spur is 90° out of phase with the desired signal cos[(wc+wo)t]. Equation 5.72 gives
the relationship between the total phase error, n; and the resultant sideband spur size. By
making /\, the subject of the equation, it is possible to measure the quadrature phase error
by first measuring the sideband spur size, SK}
2SK,/\,= --;===±Jl- S~' (6.12)
where the sign is chosen to make /\,positive or negative as needed. As is the case when mea-
suring amplitude mismatch, the phase relationship between the desired signal components
and its sideband determines the sign of n. From Equation 5.69: If the Fourier transform
phase of the sideband is 90° below the phase of the desired signal, /\, > OJ if the sideband
phase is 90° above the phase of the desired signal, /\,< O.
Once /\,has been calculated from the spur measurement, any of the above phase correction
techniques may be applied to remove the spur. If the relative sideband phase cannot be
measured, the correct sign of /\, is easily found by trial and error.
Of course, measuring the value of /\, (or p) becomes more problematic when a system
contains both phase inaccuracy and amplitude mismatch. The following section will consider
quadrature compensation in this general case.
6.1.4 Combined compensation
Section 5.8 investigated the interaction between the various quadrature impairments when
they appear in combination. In particular, it was shown that the presence of phase mismatch
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in the quadrature mixer may affect the relationship between the LO leakthrough spur and
the baseband DC offsets. On the other hand, DC offset or LO leakthrough has no effect
on the sideband spur. This suggests that LO leakthrough compensation should not be
performed prior to sideband compensation, lest later phase adjustments re-introduce a LO
spur. Once phase compensation has been performed, LO spur compensation can be done as
per Section 6.1.2.
Direct measurement
Itwas shown on page 86 that the sideband spur is the orthogonal vector sum of the amplitude
mismatch and phase error spur contributions:
(6.13)
giving the sideband spur magnitude and phase, relative to the desired signal component. If
both the magnitude and phase of the sideband spur can be measured (as is usually the case
in a quadrature receiver), the relative spur contributions must then be
Sp = SSb cos (), SK. = SSb sin (). (6.14)
Once the individual spur contributions have been measured, amplitude compensation may
be performed as per Section 6.1.1, and phase compensation as per Section 6.1.3. If the
sideband spur phase is not measurable (e.g. in a transmitted RF signal), the amplitude and
phase contributions cannot be separated directly. In such a case, an iterative compensation
technique must be used, as will be developed below.
Combined quadrature compensation was tested in the simulation shown in Figure 6.6
(p. 102). In this simulation, various quadrature inaccuracies were introduced in the trans-
mitter, and compensation was then performed for each individual inaccuracy in the coherent
receiver, using the individual compensation techniques that were discussed in the previous
sections. The resultant error signal (Figure 6.6(d), the difference between the modulating
and demodulated signals) shows that the effects of the transmitted spurs have been com-
pletely removed.
Iterative techniques
In cases where the calibration setup does not make measurement of the spur phases possible
(e.g. when using a spectrum analyser), the various compensation parameters can no longer
be measured directly. For example, it might be known that the carrier spur has a magnitude
of a, but the value of'Y would be unknown. In such a case, the value of'Y may be found by
adjusting it on the range [-1T',1T'), compensating for the estimated values of Ei and Eq, and
measuring the effect on the spur.
Figure 6.7 illustrates the search space for such an iterative adjustment. For this graph,
it is assumed that a normalised error vector of 1ej7l" = -1 is present in a system. The
magnitude of this vector, A = 1 is known, but its phase is unknown. The graph shows the
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Figure 6.6: Simulation of compensated frequency modulation of an input DC signal. Trans-
mitter amplitude mismatch, carrier leakthrough and phase error were corrected in the re-
ceiver. 75 kHz frequency deviation was employed. (a) The modulating and demodulated
signals are similar, suggesting that all the distortion effects caused by transmitter quadrature
errors have been cancelled successfully. (b) The received signal's phasor is circular-no evi-
dence of quadrature errors remains after compensation. (c) The RF spectrum shows a strong
spurious sideband and carrier component due to the quadrature errors in the transmitter. (d)
The error signal has the same level of post-filtering carrier residues seen in the completely
undistorted simulation on page 169. It can be concluded that the distortion spurs have been
maximally suppressed.
Simulation reference: compbine
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Figure 6.7: Search space when estimating compensation phase. The search space is a graph
of 1-1 + eF11, where 0 = 0 will fully compensate for the vector of-1.
magnitude of the resultant sum vector when the compensation vector ej8 is added to the
error vector -l. Exact compensation is achieved when 0 = 0, for which the error magnitude
drops to zero. In the worst case, when 0 = Jr, the compensation vector adds constructively
to the error vector, and the total vector magnitude is doubled.
It can be shown by trigonometric manipulation that
(6.15)
so that, for a measured normalised vector sum magnitude, V,
0= ±2 sin-l (~) . (6.16)
The smooth shape of the search space lends itself well to gradient-based algorithms to find an
optimal value of 0 within a few iterations. Figure 6.7 contains only a single local and global
minimum, which guarantees that a gradient-based search will converge. One such algorithm,
based on a steepest-descent search, is demonstrated by the MAT LAB source code shown in
Figure 6.8. An initial error magnitude measurement is taken (A), after which compensation
is attempted with an initial phase of zero radians, and the error magnitude is measured again
(al)' The ratio V = adA is used in Equation 6.16 to find the required angle adjustment,
±O. The sign ambiguity in ±O is resolved by first using +0 for compensation, and measuring
whether an improvement in compensation results. If not, -0 is used.
Equation 6.16 represents a direct relationship between a measured error magnitude and
compensation phase values. The algorithm described above will converge to the correct value
of 0 in a single iteration, assuming that all magnitude measurements are accurate (as in the
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% DESCENT
%
%
%
%
%
%
function [Vc, err] = descent(error, tolerance)
Gradient search demonstration for vector compensation
Syntax: [Vc, err] = descent(error, tolerance)
This function demonstrates the use of a gradient-based algorithm to find
a compensation vector. The error vector is given by "error", and
"tolerance" specifies the maximum remaining error that may be present
after compensation. The function returns the total compensation vector,
"Vc", and the magnitude of the remaining error, "err".
disp(sprintf('%d measurements performed.', i))j
done = OJ
Vc = OJ
i = 0;
while "done
A = abs(error+Vc)j
gl OJ
vi = -A*exp(j*gl)j
al = abs(error+Vc+vl)j
i = i+l j
relA = al/Aj
g2 = 2*asin(reIA/2)j
v2p = -A*exp(j*g2)j
a2p = abs(error+Vc+v2p)j
i = i+l;
if (a2p < al)
Vc = Vc+v2pj
err abs (a2p) j
else
v2n = -A*exp(-j*g2)j
a2n = abs(error+Vc+v2n);
i = i+lj
Vc = Vc+v2nj
err = abs(a2n)j
endj
done
endj
(err < tolerance)j
% Measure the remaining error magnitude
% Initial compensation angle estimate
% Corresponding compensation vector
% Measure error magnitude after further compensation
% Count measurement
% Calculate relative error magnitude improvement
% Estimate remaining angular error
% Calculate new compensation vector estimate (positive angle)
% Measure error magnitude after further compensation
% Count measurement
% Has error improved?
% Add compensation iteration to total compensation vector
% Log remaining error size
% If not, we adjusted in the wrong direction
% Resolve angle ambiguity by measure negative angle
% Measure error magnitude with negative angle compensation
% Count measurement
% Add compensation iteration to total compensation vector
% Log remaining error size
% Stop iterations when required tolerance has been reached
Figure 6.8: MATLAB source code demonstrating a gradient-based compensation algorithm.
Only the error magnitude is used to calculate the compensation vector; the error phase is
first guessed, and the change in total error magnitude allows a re-estimate of the phase error
from Figure 6.7. The sign of the phase error is unknown, and is also found by trial. Because
all "measurements" are ideal, only one iteration is performed when this program is run.
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INL mx+c
digital input ---.!-I-k -I -Ik-I r---- analogue output
Figure 6.9: Simplified model of a digital-to-analogue converter, containing integral nonlin-
earity and offset and gain error. An analogue-to-digital converter model would be identical
to the diagram depicted here, with the direction of signal flow reversed.
MATLAB simulation). In practice, more than one iteration may be needed to accommodate
less accurate magnitude estimations.
The algorithm described here is equally suitable for sideband spur compensation (simul-
taneous amplitude and phase error) as for LO spur compensation (unknown LO leakthrough
phase).
6.2 Linear compensation
Filters playa critical role in quadrature mixing, and non-idealities in the filter transfer func-
tions could have a negative impact on quadrature compensation performance. In particular,
if the I and Q low-pass filters do not have identical transfer functions, they may contribute
to amplitude and phase mismatch in the quadrature signals. Such non-idealities are likely
to be dependent on signal frequency, and it follows that any compensation function should
also be frequency-dependent.
To compensate for a non-ideal filter transfer function, H(s), an approximated inverse
filter, G(s) ~ H-1(s) should be implemented in the digital domain. The approximation
should be accurate within the significant frequency band of the signal. Any number of poles
may be placed outside this frequency band. The nett effect of G(s) . H(s) should be an
all-pass filter with a linear phase response within the frequency band of interest.
This process is called filter equalisation, and extensive literature is available on the sub-
ject. Su [44, p. 69] provides a useful frequency-domain approach, with particular reference
to phase equalisation. Ziemer and Tranter [56] consider both frequency and time-domain
approaches to designing equalisation filters. An overview of several techniques, specifically
considering filter impulse responses, is given by Qureshi [33].
6.3 Harmonic compensation
Quadrature mixing is not the only contributor the spurious component in the signal spec-
trum: Signal converters, amplifiers and other non-ideal devices may induce signal distortion
that manifests as undesired harmonics.
Consider, for example, the DAC model shown in Figure 6.9. It contains the main types of
DAC
mix + c' Inv.INL INL mx + c
dir)tJI/-I~·I-v-1~ ·I-k-I ·Iklan&o~,
input output
Figure 6.10: Digital compensation for the DAG model shown in Figure 6.9. Compensa-
tion is performed in reverse order using the inverse INL mapping, and an inverted linear
distortion.
Figure 6.11: (a) INL of the DAC used in the simulation. (b) Inverse INL.
converter non-ideality discussed in Chapter 4: The input signal is first distorted in amplitude
by an INL mapping, after which it is multiplied by a gain of m, and an offset of c is added-
a linear transformation. By Proposition A, the blocks in Figure 6.9 must be invertible if
compensation is to be performed.
The linear distortion is always invertible, because it is a one-to-one mapping. It is always
possible to make x the subject of the equation to obtain an inverse mapping. Integral non-
linearity, on the other hand, may not be invertible. It can only be invertible when it is
a one-to-one mapping, which is only true if the converter is monotonic. Monotonicity is
therefore a necessary condition for converter compensation.
Figure 6.10 shows a block diagram of a compensated converter. The inverse transforma-
tions are applied in reverse order, as was discussed in Section 3.4. Effective compensation
requires that a converter's gain, offset and INL errors are measured. The latter may be
measured by spectral analysis [9J.
The compensation technique of Figure 6.10 is now demonstrated by simulation. Consider
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Figure 6.12: (aJ Output signal of the DAG model prior to compensation. The dotted line
shows the input signal. (bj Output signal of the DAG after the input signal has been passed
through the compensation transforms.
a DAe with INL as illustrated in Figure 6.11(a). The DAe also has a gain error of 0.85, and
an offset error (after gain) of 0.1. The gain and offset errors can be modelled by the linear
distortion
y = 0.85x + 0.1 . (6.17)
To perform converter compensation, the inverse distortion models must be calculated. If
the INL is measured as in Figure 6.11(a), the inverse INL transform can be obtained by
swapping the x and y axes. This inverse INL is shown in Figure 6.11(b). Similarly, the
inverse linear distortion can be obtained by making x the subject of Equation 6.17:
x = 1.1765y - 0.1176. (6.18)
Figure 6.12 shows the effect of converter inaccuracies and compensation. In Figure 6.12(a),
a sine wave was provided as input to the uncompensated system, producing the severely
distorted signal shown as the solid line. When the same signal was predistorted by passing
it through the inverse linear distortion of Equation 6.18, and then through the inverse INL
of Figure 6.11(b), the output was the signal in Figure 6.12(b). All distortion effects have
disappeared, and the output signal is identical to the input signal again.
It can be concluded that the developed compensation techniques function correctly, and
that they can be used to remove deterministic distortion effects in monotonic signal convert-
ers. The indirect DAe effect of sample-and-hold distortion (Section 4.1) can be negated in
a similar way, by implementing an inverse digital filter prior to conversion.
The same compensation techniques may be applied to any devices that induce harmonics
in the transmitted or received signals. Examples include amplifier and mixer compression.
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6.4 Compensation accuracy
The compensation theory that was developed so far has made two significant assumptions:
that distortion effects (such as spur sizes) can be measured with perfect accuracy, and that
the compensation parameters (such as amplitude or phase correction) can be applied with
perfect accuracy. Neither of these assumptions hold in a practical system, and the implication
of finite-accuracy compensation will be studied in this section.
6.4.1 Measurement accuracy
In a practical system, it is possible that a spur with size S (either real or complex) is
measured inaccurately, so that the measured value is
S' = S + Se. (6.19)
If compensation is performed using -S', a residual spur with size -Se remains. This means
that compensation can only be performed up to the accuracy with which the frequency-
domain effects can be measured.
Tolerances on p, K" Ci and Cq may be calculated by substituting a practical system's
measurement tolerance, -Se, into Equations 6.3,6.6 and 6.12. In this way, residual distortion
effects due to measurement inaccuracies may be calculated using the theory of Chapter 5.
6.4.2 Numeric accuracy
A fundamental limit on the accuracy of a software-defined radio is imposed by numeric
quantisation, both during signal conversion and during signal processing. Consider an SDR
system that uses N bits in its numeric representation.ê Realisable quantisation levels lie
2
q = 2N (6.20)
apart on a normalised signal that spans [-1, +1).When attempting to represent an arbitrary
signal value, the worst-case error would be
(6.21)
which occurs when the correct signal value falls midway between two quantisation levels.
This worst-case error could occur when attempting to represent a DC value, or a signal of
a particular amplitude. Due to quantisation, the amplitudes of two quadrature signals may
3If an SDR uses a different number of bits per sample during processing than during signal conversion, N
corresponds to the smaller of the two. Also note that this text uses the convention that any signal converter,
including oversampling devices (e.g. A~ converters), can be modelled in terms of an equivalent Nyquist-rate
converter, that has an effective N-bit quantisation accuracy within its corresponding Nyquist band [7]. It is
therefore possible to focus on Nyquist-rate converters without loss of generality.
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still differ by ~, even after compensation. For p = ~, Equation 5.10 predicts a remaining
worst-case spur size
SFDRp = 20log(2· 2N) = (N + 1) ·6.02 dB (6.22)
below the fundamental signal.
Similarly, quantisation error would cause worst-case remaining DC offsets after compen-
sation of Ei = Eq = ~. That corresponds to
(6.23)
Equation 5.38 predicts a worst-case spur size of
SFDRe = 20log (~) = N· 6.02 - 3.01 dB
below the fundamental signal.
Lastly, numeric accuracy also has an impact on how accurately phase differences can be
represented within a digital system (see Appendix A.3.2, p. 164). For example, if a DDS-
based SDR transmitter uses N bits as phase accumulator, a phase quantisation error of as
large as
(6.24)
q
r;,=-.7r
2
can be made. Equation 5.72 relates this to an SFDR of
(6.25)
SFDRII: = 10 log(r;,2+ 4) - 20 log «, (6.26)
For small r: the first term can be simplified so that
SFDRII: = 6.02 - 20log (2:) = N· 6.02 - 3.92. (6.27)
Once again, it is seen that the system's quantisation accuracy has a direct effect on the
worst-case remaining spur after compensation.
In general, residual spur sizes due to quantisation effects can be improved by 6.02 dB for
each bit by which the numeric accuracy is increased.
6.4.3 Remarks
This section has demonstrated that compensation accuracy is limited by the precision with
which spurs can be measured, and by the numeric accuracy of the digital system, includ-
ing its converters (Proposition A). It is therefore possible to greatly increase the effective
accuracy of mixer hardware by selecting an adequate numeric resolution for the SDR. In self-
calibrating systems like those proposed in Section 6.7, the numeric accuracy also determines
the measurement accuracy of the system.
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6.5 Multistage compensation
In a practical system, quadrature compensation would most likely be combined with compen-
sation for non-idealities in other parts of the transmission path. Such multistage compensa-
tion should preferably be performed according to the invertible-cascade model of Section 3.4
(p. 26) and of Proposition A.
For example, a typical transmitter would consist of DACs, followed by LPFs, followed
by the quadrature mixer. Compensation must be performed in the opposite order, as was
illustrated in Figure 3.2 (p. 27). Therefore the signal will be generated with compensated
phase error in the phase accumulators, I-Q amplitude adjustment will be performed, and
DC offsets added. Next, the inverse LPF will be applied to the generated signal. Lastly,
the inverse DAC effects (such as inverse INL) will be added. If the hardware was modelled
correctly, the compensated signal can be accurate to within the numeric or measurement
accuracy of the system, as asserted by Proposition A (p. 4).
6.6 Non-coherent oscillators
In the development of much of the quadrature mixing theory thus far, it was assumed that
the receiver local oscillator is coherent to the transmitter oscillator. Under this assump-
tion, signal distortion caused by quadrature non-idealities was analysed, and compensation
techniques were derived. In general, however, it cannot be assumed that the receiver is per-
fectly phase-coherent with the transmitter, since this would place demands on the front-end
complexity that could be unacceptable in many systems.
This section investigates the non-coherent case, and its effect on the downmixed signals.
It will be shown that non-coherent mixing produces more complex forms of signal distortion
than the coherent case. However, it will also be shown that the compensation techniques
derived in the chapter thus far still hold, under the limitation that transmitter inaccuracies
can only be corrected at the transmitter, and vice versa.
6.6.1 Transmitter errors in an ideal receiver
. A more general development for downmixed transmitter inaccuracies will now be done, with
fj.we = We - We =I O. Receiver inaccuracies need not be analysed again, since they do not
depend on the frequency or phase of the transmitter LO, neither therefore on fj.we.
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Amplitude deviation
It was shown in Equation 5.9 (p, 45) that an RF signal produced by a transmitter with
quadrature amplitude deviation can be written in the form
desired upmixed signal
y(t) = ~{a(t)eit/>(t)} cos wet - Im{ a(t)eit/>(t)} sin wet + p' ~{a(t)eit/>(t)} cos wet . (6.28)
error signal
Quadrature downmixing by an estimated LO frequency is given by the equation
s(t) 2 [y(t) . e-jWct] LPF
a(t)ej[t/>(t)+Awct] + p' ~ {a(t)eit/>(t)} . eiAwct . (6.29)
The first term represents the desired down mixed signal, translated in frequency by ~we. It
was already motivated on page 19 why this frequency translation is acceptable in the digitised
signal. The second term is the error term. Compare this to the coherent-demodulation case
of Equation 5.19 (p. 51). The error term is now multiplied with the complex exponential
ejAwct, which translates it in frequency, so that it no longer just produces a sideband of the
desired signal. This spurious signal cannot be removed by simple amplitude adjustment in
the receiver.
DC offset and LO leakthrough
A similar analysis can be done for DC offset and LO leakthrough at a transmitter, which is
then downmixed with a non-coherent oscillator. In this case, Equation 5.35 predicts an RF
signal of
y(t) = ~ {a(t)ei[t/>(t)+wct]} + a cos (wet +,,). (6.30)
In the coherent-reception case, the transmitter inaccuracy translated to a simple DC offset
in the received I(t) and Q(t) signals. For non-coherent reception, however,
s(t) _ 2 [y(t) . e-jWct] LPF
a(t) . ei[t/>(t)+Awct] + aei(Awct+-y) . (6.31)
The error term is no longer a constant signal offset, but a complex-valued oscillation at ~we.
DC offset and LO leakthrough in the transmitter can no longer be corrected in the receiver
by just adding an appropriate compensation offset.
Phase error
The analysis for quadrature phase error in the transmitter, with non-coherent reception, is
very similar to the one for amplitude deviation given above. An upmixed signal with phase
error can be written in the form of Equation 5.71:
(6.32)
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Non-coherent downmixing produces
s(t) - 2 [y(t) . e-jWct]LPF
a(t)ei[.p(t)+~wctJ + K. ~ {a(t)ej.p(t)} . ei(~-~wct) . (6.33)
By the same argument as for amplitude deviation above, it can be concluded that nonco-
herent downmixing causes a spurious double-sideband signal to appear in the downmixed
signal. In contrast to the coherent-downmixing case, this signal is not centred around 0 Hz,
but shifted by !:1wc. Hence it cannot be cancelled by the compensation techniques developed
thus far in this chapter.
6.6.2 Implication to compensation
The analyses above have shown that non-coherent downmixing in the presence of quadrature
errors causes more complex artefacts in the received baseband signal. Although it would be
possible to predict corresponding error signals for the various modulation schemes, little
would be gained by such an exercise. Rather, the compensation techniques developed in
Sections 5.5-5.7 should be revised for the non-coherent reception case.
It was shown in the earlier sections that, if coherent downmixing is performed, it is
possible for a quadrature receiver to compensate for transmitter errors, and vice versa. This
was exactly what was done in the simulations on pages 93 to 102. However, the analysis of
the non-coherent case presented here shows that such simple forms of compensation can no
longer be performed across the receiver-transmitter boundary.
In practice, this means that the transmitter can only compensate for quadrature errors
originating at the transmitter, and the receiver for receiver errors. In a practical system,
this may be a small cost to pay for the considerable simplification of allowing independent
LO signals. It is still computationally simple to maximally suppress all quadrature-mixing
spurs (originating at both the transmitter and the receiver) in the received signal, within
the constraints of Proposition A.
Non-coherent mixing does not render compensation across the RX-TX boundary impos-
sible, however, but it does make it considerably more involved. It would be possible to
perform digital carrier estimation on the received signal, and use this information to esti-
mate the transmitter sidebands. Such compensation techniques are not considered in the
scope of this text, since (as will be shown in the next section) the issues of quadrature errors
in non-coherent systems may be avoided if the receiver compensation is applied prior to
calibrating the transmitter.
6.7 Calibration techniques
Before reception and transmission can take place, the software radio must be calibrated in
order to compensate for hardware inaccuracies. Manual calibration can be a time-consuming
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Figure 6.13: Self-calibration system for quadrature-baseband software-defined radios.
process that is particularly undesirable in devices that must be produced commercially. For
this reason, a system was developed to help automate the compensation techniques presented
in this chapter [51].
6.7.1 Single-reference calibration
Figure 6.13 shows a block diagram of this self-calibrating system: It is designed to perform
calibration on a quadrature-baseband SDR transceiver, to compensate for non-idealities
in the data conversion and quadrature mixing stages. The calibration method requires
no external signal sources or measuring equipment. A single internal oscillator is used to
calibrate the input stage, after which the corrected input can be used to calibrate the output
stage.
During normal operation, the input and output stages of the SDR are switched to their
respective amplifiers and antennas. When the system is to be calibrated, the input stage is
first switched to position 2, from where it receives a signal generated by a reference oscillator.
This signal may have a fairly arbitrary constant frequency within the allowed RF range of
the receiver. The local oscillator is set to a frequency slightly below or above this reference
frequency, and quadrature downmixing is performed.
Calibration is performed by analysis of the quantised complex baseband signal. The
Fourier transform of the complex-valued signal is not symmetrical around zero. Assum-
ing that the reference frequency is somewhat higher than the local oscillator frequency, the
fundamental signal component will appear in the positive frequency spectrum. From here
the signal harmonics can be analysed to determine the conversion non-linearities (see Sec-
tion 6.3), and the signal sidebands and DC level can be analysed to determine the quadrature
mixing inaccuracies (see Section 6.1).
Once the receiver stage has been calibrated, the receiver switch in Figure 6.13 switches
to position 3, and the transmitter switches to position 2. The transmitter can now generate
a test component, and the feedback to the calibrated receiver stage can be used to obtain
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Figure 6.14: A self-calibration system for SDR, with independent mixer and converter
references. Only one of the input-output pairs is shown in the diagram, but the other pair is
configured in an identical fashion.
a reliable measurement of the transmitted signal spurs. After using this measurement to
calculate the transmitter compensation parameters, the system switches back to normal
operation (both switches in position 1).
6.7.2 Double-reference calibration
As an alternative to the single-reference calibration technique of the previous section, it may
be possible to use two reference oscillators: a high-frequency oscillator (within the RF band)
used to calibrate the quadrature mixer, and a low-frequency oscillator (frequency an order
of magnitude lower than the ADC sampling rate) used to calibrate the digital converters.
This approach isolates converter calibration from mixer calibration, and is illustrated in
Figure 6.14. For this system, the calibration steps would be:
1. Connect both input ADCs to the low-frequency oscillator, and compensate for any
harmonic distortion observed in the input signal.
2. Connect the output DACs to the input DACs, generate a test tone on the DACs, and
compensate for any harmonic distortion observed in the output signal.
3. Switch the ADC inputs back to their respective quadrature downmixer outputs.
4. Switch the DAC outputs back to their respective quadrature upmixer inputs.
5. Connect the quadrature downmixer input to the high-frequency oscillator, and com-
pensate for any quadrature errors observed in the complex baseband signal.
6. Connect the quadrature upmixer output to the quadrature downmixer input, and
generate a test signal on the system output. Compensate for any quadrature errors
observed in the output signal.
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7. Switch the quadrature downmixer input back to the antenna for normal reception.
8. Switch the quadrature upmixer output back to the antenna for normal transmission.
Although this approach requires an additional reference oscillator, it has the advantage that
it better characterises the hardware inaccuracies by completely separating error contributions
of the converters from error contributions of the mixers.
6.8 Remarks
This chapter showed that it is possible to compensate for hardware non-idealities, in partic-
ular those associated with the quadrature mixer, and this result forms a central contribution
of this dissertation. The fact that it is possible to counteract the non-idealities of a quadra-
ture mixer makes its use in practical systems viable. Since quadrature mixing allows clear
separation between signal translation and processing (Proposition B), which has significant
advantages in terms of system complexity, the compensation of quadrature impairments is
an important contribution.
In the next chapter, the developed theory is put into practice in the development and
calibration of a simple SDR prototype.
Chapter 7
Practical results
The dissertation thus far has developed a theory of quadrature modulation and demodula-
tion techniques, analysed their typical inaccuracies, and derived compensation techniques to
ensure accurate signal transception. Numerous simulations were used to verify the theories
presented throughout the text. The current chapter rounds off this research by describing the
development of an experimental quadrature-based transceiver. The goals of the experiments
described here are as follows:
1. To illustrate the development of a quadrature-based software-defined radio.
2. To demonstrate that quadrature mixing can be used to modulate and demodulate
typical communications signals.
3. To compare observed artefacts with the theoretical predictions and simulations.
4. To verify the compensation theory, and to demonstrate that it is possible to suppress
mixing artefacts to the point where they are no longer measurable (because they are
obscured by noise) or adjustable (because the accuracy of the compensation factors
have reached the numeric resolution of the SDR).
5. To confirm that it is possible to significantly improve the signal quality obtainable
using low-cost mixers, by applying digital compensation.
7.1 General experimental setup
In this section the software, instrumentation and other hardware that make up the experi-
mental setup, are described. In each experiment in Sections 7.2 and 7.3, the configuration
of these components specific to that experiment will be documented.
7.1.1 Quadrature upmixer
The Rohde & Schwarz SMIQ-04B Vector Signal Generator supports quadrature upmixing of
baseband I and Q signals to carrier frequencies of up to 4.4 GHz. The -3-dB modulation
116
7.1 - GENERAL EXPERIMENTAL SETUP 117
Figure 7.1: The SMIQ-04B signal generator, with quadrature upmixing functionality.
bandwidth is 30 MHz, and deliberate quadrature mixing errors (referred to as "quadrature
impairments") can be set, making this instrument ideal for measuring and compensating for
quadrature non- idealities.
Spectral purity during signal generation is specified to an SFDR of 70 dB for non-
harmonic spurs, and 30 dB for harmonic spurs. The rated carrier-leakthrough SFDR is
45 dB, and the sideband spur size is not specified. Three "quadrature impairments" may be
adjusted:
• Carrier leakage, as a percentage of the signal voltage (0% to 50%), at a resolution of
0.5%. The carrier leakage phase is not specified. The desired signal strength is lowered
by an equal amount.
• Amplitude deviation, as a percentage of the full-scale voltage (-12% to +12%), at a
resolution of 0.1%. The output power of the signal is maintained, so if the Q-signal's
amplitude is increased, the I-signal's amplitude is decreased. This principle was also
applied in all simulations, and is discussed in Appendix D. The ratio by which the
I-channel amplitude must then adjust when the Q-channel amplitude changes, is given
by Equation D.8 (p. 188).
• Quadrature phase offset, in degrees (-100 to + 100), at a resolution of 0.10• The
relationship between the phase error and the carrier leakage phase is not specified.
Although the adjustment resolution for each of these parameters is quoted in the product
specifications [38], the tolerances on these parameter settings are not specified. It is therefore
necessary to make the assumption that the accuracy of these quadrature impairments are
approximately within the same order of magnitude as the specified adjustment resolutions.
From these specifications, and from the observed behaviour of the device, the SMIQ
quadrature upmixing block diagram illustrated in Figure 7.2 may be deduced. The parameter
Pg represents the percentage amplitude mismatch, "'g is the quadrature phase error, ag is the
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Figure 7.2: Block diagram of the quadrature upmixing ("vector modulation") function of
the Rohde fj Schwarz SMIQ signal generator.
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Figure 7.3: Sereenshot of the adjustable I-Q impairment settings on the Rohde fj Schwarz
SMIQ signal generator [31].
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Figure 7.4: Circuit diagram of the RF2713 quadrature mixer in a downmixing configuration
[35]. In this diagram, R = 51 kO, Cl = 10 nF and C2 = 100 nF.
Table 7.1: Some specifications of the RF2713 quadrature mixer [35].
I Parameter Typical I Worst-case I
RF frequency range 0.1 to 250 MHz
Baseband frequency range DC to 50 MHz
Noise figure 35 dB
I-Q amplitude balance 0.1 dB (1.2%) 0.5 dB (5.9%)
Quadrature phase error 1°
DC offset < 10 mV 100 mV
carrier leakage percentage, and ,g is the unknown carrier leakage phase. Figure 7.3 shows
a block diagram of the SMIQ signal generator dialog by which the impairments may be
adjusted.
7.1.2 Quadrature downmixer
Whilst a high-precision signal generator is used for the quadrature upmixing stage, the down-
mixing stage of the software-defined radio prototype employs a low-cost quadrature mixing
IC: the RF2713 from RF Micro Devices [35]. The RF2713 is intended for general-purpose
quadrature mixing, including zero-IF mixing (i.e. for quadrature-baseband modulation and
demodulation of digital or analogue signals). The device may be connected in a modulating
(upmixing) or demodulating (downmixing) configuration.
Figure 7.4 shows how the RF2713 can be configured as a quadrature downmixer [35].
This design was implemented on a printed circuit board. Table 7.1 lists a few relevant
specifications of the mixer, including its typical quadrature inaccuracies.
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7.1.3 Data acquisition card
In order to accurately synthesise and digitise analogue signals, a high-speed analogue-digital-
analogue (ADA) device with a suitable software interface is required. The DAQ-201O data
acquisition card from Adlink is used for this purpose. It is capable of sampling four 14-bit
input channels at 2 MSjs each, and two 12-bit output channels at 1 MSjs each [2]. This
makes it well-suited for an SDR implementation with a bandwidth of up to approximately
1.4 MHz (reception) and 700 kHz (transmission).
Furthermore, all input and output channels have worst-case integral non-linearity errors
(INL) of ±1 LSB, which means that any spurious harmonics caused by deviation from the
straight-line response must lie more than 12·6.02 ~ 72 dB (transmission) or 14·6.02 ~ 84 dB
(reception) below the full-strength desired signal. This effectively eliminates the need for
any further INL compensation, since any compensation distortion can be no more accurate
than 1 LSB itself.
The DAQ-201O interface that was developed for the SDR architecture is given in Ap-
pendix E. Dual-channel input and dual-channel output (for I-Q modulation) were supported
in the software implementation.
7.1.4 Low-pass filters
Since the accuracy of quadrature modulation and demodulation depends on how well the
I and Q channels are balanced, the channels' low-pass filters should be matched as closely
as possible. For this purpose, two minimum-sensitivity Sallen-Key low-pass biquads are
designed, and the difference between their frequency responses are measured in order to
characterise the remaining imbalance. Active filtering is preferred in this application, since
the output of the RF2713 quadrature mixer should be connected to a high-impedance load.
Also, the Sallen-Key biquad contains no inductors; the poor tolerance on inductor values
would make the design of well-matched low-pass filters more problematic.
The purpose of the low-pass filters is to remove sampling artefacts prior to upmixing,
and to remove out-of-band noise and mixing images after downmixing. The bandwidth of
the experimental system can be chosen so that its sampling artefacts may be adequately
suppressed by a reasonably simple low-pass filter.
Filter design
The block diagram of the Sallen-Key biquad used for this design is shown in Figure 7.5. To
ensure high input impedance, an operational amplifier in a voltage-follower configuration is
used as input buffer. If it is assumed that the filter cut-off frequency will be at least an order
of magnitude lower than the 100-kHz sampling rate of the data acquisition card, then the
4-MHz gain-bandwidth product of the LF351 operational amplifier makes it well suited as a
filter component.
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Figure 7.5: Circuit diagram of a minimum-sensitivity, unity-gain Sallen-Key low-pass bi-
quad.
The design equations for a minimum-sensitivity Sallen-Key LPF is given by [44]:
R i; n (7.1)
Cl 2Q F (7.2)
kzwQ
C2
1
F, (7.3)-
2kzQwQ
where k, represents an impedance scaling factor. A high quality factor (Q) produces a
sharp cut-off between the passbands and stopbands (i.e. a relatively short transition region).
However, it could produce a large gain peak near the corner frequency, and may require a
large capacitance spread.
If the system is designed in such a way that the filter's transition region (including the
resonant peak) falls within the "guard band" between the maximum signal frequency and
the half Nyquist frequency, then the presence of a large gain peak is acceptable. After
digital-to-analogue conversion, there is no signal content in the guard band, and the peak
in the post-converter LPF's magnitude response will therefore not cause signal distortion.
Similarly, any noise that is amplified by the filter prior to analogue-to-digital conversion may
later be removed by digital filtering; the LPF here serves its primary purpose as anti-aliasing
filter.
For these reasons, the filter is designed with as large a Q as produces a reasonable spread
in capacitance values, in order to obtain a maximally flat passband and a short transition
band.
To design the filter, two capacitance values with a reasonably large spread is chosen. By
combining Equations 7.2 and 7.3, the quality factor may be calculated as
Q= fC;.V4C;
The next step is to calculate the impedance scaling factor, kz, from these equations by
including the desired cut-off frequency. The resistors' value, R, then follows directly.
(7.4)
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Table 7.2: Prototype filter design summary.
I Parameter Value
Maximum signal frequency 1.5 kHz
Sampling frequency 100 kHz
LPF cut-off frequency 10 kHz
Filter attenuation of 98.5-kHz image 40log 9~05= 39.7 dB
Sample-and-hold attenuation at 98.5 kHz 20 log[sinc(0.985)] = 36.4 dB
Total worst-case image attenuation 76.1 dB
Cut-off frequency. The choice of filter cut-off frequency affects the maximum signal band-
width, and the magnitude of alias spurs in the filtered spectra; acceptable specifications for
the spur sizes should first be chosen. The SMIQ signal generator specifies 30-dBc harmonic
spurs and 70-dBc non-harmonic spurs (Section 7.1.l)-a sensible specification for filter per-
formance should therefore be that it suppresses in-band spurs and noise by at least 70 dB.
By choosing a maximum signal frequency of 1.5 kHz, a filter cut-off frequency of 10 kHz and
a sampling rate of 100 kHz, this constraint is met, as is summarised in Table 7.2.
The wide margin between the maximum signal frequency and the filter cut-off frequency
also ensures that the signal is located within that slow-changing range of the passband that
is least sensitive to component tolerances. This should ensure a better transfer function
match between the I and Q filters.
Component choices. Choosing Cl = 470 nF and C2 = 1 nF allows the implementation
of the filter using low-tolerance polycarbonate and polystyrene capacitors, respectively. The
l-nF capacitor is still more than an order of magnitude higher than parasitic capacitances
that could be anticipated in the printed circuit board prototype [17]. These capacitor choices
produce Q = 10.84. Substituting the capacitor values and the lO-kHz cut-off frequency into
Equations 7.1 to 7.3 allows one to solve for the remaining component value, R = 734 n.
Simulated filter response
The predicted magnitude and phase responses of the filter is given in Figure 7.6. The filter
has a fiat, ripple-free passband with unity gain, that rises to a strong amplification peak
at the cut-off frequency (caused by the choice of quality factor). The response then drops
at 40 dB per decade in the stopband. The phase response varies little in the passband
and stopband, but changes rapidly near the cut-off frequency-also as a result of the size
of Q [44]. The fiat, almost linear filter response in the passband ensures that component
tolerances will have minimum impact on how well the I and Q filters match.
Figure 7.6: Predicted Sallen-Key low-pass biquad frequency response. (a) Magnitude re-
sponse. (b) Phase response.
Figure 7.7: A constructed Sallen-Key low-pass filter.
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Figure 1.8: Graph of the filters' common-mode rejection over baseband frequencies. The
magnitude of the error phasor is approximately constant between -28 and -26.5 dB from
1 kHz to 3 kHz. At higher frequencies the filters approach their sensitive region near the
cut-oiJ frequency, and the mismatch becomes progressively worse.
Filter construction
The block diagram of Figure 7.5 was implemented using the chosen component values. A
fully constructed filter on a printed circuit board is shown in Figure 7.7.
Measurement of filter accuracy
To test whether the filters are well matched, a common-mode test was performed, in which
a sinusoid of variable frequency was connected to the inputs of both filters. The difference
between the two filter outputs was then measured. Note that both amplitude mismatch
and phase mismatch at the test frequency would cause an error sinusoid to appear in the
difference signal. The magnitude of this error phasor was then measured.
The results of the filter measurements are shown in Figure 7.8. Very little mismatch
occurs at DC (the amplitude of the error signal is about 77.5 dB below the input signal),
and the mismatch in the 1-3 kHz range is approximately constant around -27 dB. Above
3 kHz, the filters' transfer functions enter a range of rapid change in both magnitude and
phase, indicative of the Sallen-Key biquad's low damping ratio. In this range the filters
exhibit high sensitivity to component tolerances, and are poorly matched.
If the reliable passband of the filters is chosen to lie below 3 kHz, the worst-case error of
-26.5 dB (140-mV error signal for a 3-V signal, or 4.467%) occurs exactly at 3 kHz. If only
the magnitude of this error signal is considered, Equation 5.10 (p. 47) predicts a sideband
SFDD = -20 I ( 0.0467 ) = 32.8 dB
.l'-sb og 2 _ 0.0467 (7.5)
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Figure 7.9: Sereenshot of the SDR calibration application that was written to compensate
for quadrature mixing errors.
-
spur size in the upmixed signal, due to filter mismatch in the baseband, of
Filter mismatch produces a dependence on frequency in the quadrature errors. Even if the
system is perfectly compensated by using a specific test frequency, the relative filter responses
may differ at another frequency, and cause slightly different quadrature errors. Equation 7.5
places an upper bound on the magnitude of such post-compensation spurs.
7.1.5 Software
The software for the SDR transceivers used in the practical measurements was written within
the Software Defined Radio Architecture developed in the Digital Signal Processing and
Telecommunications Group of the University of Stellenbosch. The SDR Research Project
started as an extension of the Ph.D. research of this dissertation. It consists of a software
architecture that allows the rapid development of new SDR configurations by using a li-
brary of SDR components. The library consists of modulators, demodulators, filters, coders,
decoders, hardware interfaces, etc. For more information on the SDR Architecture and
Component Library, see Appendix E.
One of the SDR applications that was developed specifically for these experiments, is
the quadrature calibration tool shown in Figure 7.9. It allows the various quadrature DDS
parameters to be adjusted, while the effects that the adjustments have on the RF signal may
be monitored on a spectrum analyser.
RF
Oscillator
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Figure 7.10: Block diagram of the experimental setup.
7.1.6 Measurement setup
The general measurement setup used in all the following experiments, is illustrated in Fig-
ure 7.10. In addition to the hardware and software components that were already discussed,
the measurement setup makes use of a Hewlett-Packard 8590L spectrum analyser and a Mar-
coni 2019 communications signal synthesiser (capable of generating FM and AM signals).
7.2 Transmission tests
The first set of experiments will test the transmission quality of a software-defined radio
that uses quadrature upmixing. The system will be tested prior to any compensation,
to measure the inherent quadrature inaccuracies of the system (Section 7.2.1). An initial
calibration will then be performed to suppress the observed quadrature spurs to the RF
signal's noise floor (Section 7.2.2). This calibrated system will then form the basis for further
tests, in which deliberate errors are introduced to the quadrature mixing process (using
the programmable impairments capability of the SMIQ quadrature upmixer, Section 7.2.3).
Quadrature compensation is then applied to these known errors (Section 7.2.4), after which
the transmitter is tested with multi-tone and dynamic signals (Sections 7.2.6 to 7.2.8).
7.2.1 Pre-compensation tests
Firstly, the transmission will be tested with no deliberate distortion. This test gives an
indication of the absolute accuracy of the experimental system.
Experimental setup
A baseband tone of + 1.5 kHz is generated without any predistortion, and sampled at 100 kHz.
The quadrature baseband signals are filtered using second-order Sallen-Key low-pass filters
with a cut-off frequency of 10 kHz. The resulting I and Q signals are then upmixed by
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Figure 7.11: Spectrum of the upmixed signal prior to any compensation. The rightmost
spur is the desired signal. A carrier leakthrough component may be observed at -31.9 dBc,
and a sideband component (due to amplitude mismatch and phase inaccuracy) at -49.5 dBc.2
100 MHz using the SMIQ signal generator's "vector modulation" capability, with "quadra-
ture impairments" set to zero. The resultant RF spectrum is then measured.
Expected results
Since a positive baseband frequency is used, quadrature upmixing should produce a desired
component at 100 MHz + 1.5 kHz. Since no compensation is performed, it is to be expected
that the system could include all types of quadrature inaccuracies. According to the theory
developed in Chapter 5, these inaccuracies should produce a sideband component at 100 MHz
- 1.5 kHz (due to amplitude mismatch and phase inaccuracy), and a carrier leakthrough
component at 100 MHz.
Measurements
The measured RF signal spectrum is shown in Figure 7.11. Although the desired signal
at 100 MHz + 1.5 kHz produces the strongest peak, the carrier and sideband spurs are
also clearly visible. The SMIQ data sheet specifies a typical carrier leakthrough component
of -45 dBc; the stronger observed spur of -31.9 dB suggests that the DACs and filters
may contribute some DC offset. Although the SMIQ data sheet does not specify how large
the sideband spur may be during quadrature mixing, the observed spur of -49.5 dBc does
indicate that some amplitude mismatch and phase inaccuracy occur in the converters, filters
and mixer.
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Table 7.3: Quadrature compensation parameters for the initial transmission calibration.
Amplitude I Offset Q Offset Phase
p = 2.239. 10-3 Ei = -22.92· 10-3 e, = -19.26.10-3 K, = 3.462. 10-3
Conclusion
The uncompensated system shows spurs at the expected frequencies. These spurs are the
net effect of inaccuracies in all the subsystems of the analogue front-end. Regardless of
how these inaccuracies are distributed between the subsystems, Proposition A, on which
the compensation principles of Chapter 6 was built, only requires knowledge of their net
effect. If this proposition is correct, it should be possible to compensate for these spurs in
the experiments that follow.
7.2.2 Initial calibration
In the next experiment, the software radio's amplitude mismatch, DC offset and quadrature
phase inaccuracy are adjusted, according to the compensation algorithm proposed in Sec-
tion 6.1.4, until the sideband and carrier spurs are optimally suppressed. This calibration
point will then form a basis for further tests, in which deliberate quadrature errors will be
introduced.
Experimental setup
The basic experimental setup is identical to that of the previous experiment (Section 7.2.1).
The compensation algorithm is executed using the manual calibrator shown in Figure 7.9
(p. 125), while observing the spur changes on the spectrum analyser.
Expected results
The compensation algorithm of Section 6.1.4 is simple enough to execute manually, and it
should be possible to compensate for the quadrature spurs up to the point where the spurs
are obscured by the noise floor of the synthesised signal. When the spur heights can no
longer be measured, further compensation becomes impossible, and the synthesised signal is
sufficiently compensated.
Measurements
Figure 7.12 shows the results of the initial calibration. The exact parameters required to
compensate the system are listed in Table 7.3.
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Figure 7.12: RF spectrum after of the transmitted signal after initial calibration.
Conclusion
Although the accuracy of quadrature compensation will only be accurately tested in Sec-
tion 7.2.4, this experiment already shows the effectiveness of the quadrature compensation
techniques. The carrier and sideband spurs have been suppressed so that they are completely
indistinguishable from the transmission noise floor. The transmission system is now free from
the effects of quadrature upmixing errors, and can be used in further experiments as a basis
for the introduction of, and compensation for, various deliberate quadrature errors.
7.2.3 Deliberate quadrature errors
The calibrated system can now be used as basis for the next set of experiments, in which
individual and compound quadrature errors are deliberately introduced in the upmixing
stage. The resultant spurs in the RF spectrum can then be measured to verify that the
theory of quadrature inaccuracies, as presented in Chapter 5, is accurate.
Experimental setup
The calibrated system of Section 7.2.2 is re-used for this experiment. The SMIQ signal
generator, which is used as quadrature upmixing stage, supports the generation of deliberate
quadrature errors (see Section 7.1.1, p. 116). Using this functionality, the following tests are
to be performed:
1. 1% amplitude mismatch; no other quadrature impairments.
2. 5% amplitude mismatch; no other quadrature impairments.
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Table 7.4: Predicted and measured quadrature upmixing spurs
Nr Leakage Amplitude Phase Predicted [dB] Measured [dB]
SMIQ Q SMIQ p SMIQ "- Spur Err Spur Err
1 - - 1% 0.02031 - - -40.0 ±3.56 -40.2 +0.2
2 - - 5% 0.10830 - - -25.8 ±1.58 -26.0 +0.2
3 - - - - 1° 0.01745 -41.2 ±0.84 -41.4 +0.2
4 - - - - 5° 0.08727 -27.2 ±0.17 -27.2 +0.0
5 1% 0.0101 - - - - -39.9 ±0.83 -39.7 -0.2
6 5% 0.0526 - - - - -25.6 ±0.18 -25.0 -0.6
7 1% 0.0101 1% 0.02031 1° 0.01745 -37.5 - -37.5 +0.0
8 1% 0.0101 1% 0.02031 1° 0.01745 -39.9 - -36.3 -3.6
3. 1° quadrature phase error; no other quadrature impairments.
4. 5° quadrature phase error; no other quadrature impairments.
5. 1% carrier leakthrough; no other quadrature impairments.
6. 5% carrier leakthrough; no other quadrature impairments.
7. Combined quadrature impairments of 1% amplitude mismatch, 10 quadrature phase
error and 1% carrier leakthrough. In this experiment, only the sideband spur size is
measured.
8. Combined quadrature impairments as in Test 7, except that the carrier spur is now
measured.
For each test, the resultant spur sizes will be measured and compared with the theoretical
predictions. Hereby, the theory regarding the effects of quadrature inaccuracies (Chapter 5)
can be experimentally verified.
Expected results
The expected spurs due to the individual quadrature errors may be calculated using the
theory presented in Chapter 5. The predicted results for the various experiments are sum-
marised in Table 7.4. The various columns represent the following:
• Nr.: The experiment number, as described above .
• Leakage: The carrier leakthrough component, as specified on the SMIQ "Impair-
ments" dialog'' (ag), and in terms of the equivalent leakthrough amplitude (a) as
3Figure 7.3, p. 118
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described in Section 5.6. The SMIQ signal generator expresses this leakthrough ampli-
tude as a percentage of the total output amplitude [37], therefore the signal amplitude
decreases by an equal amount. This is different from the way a was defined on page 59,
so that
(7.6)
The predicted spur size then follows from Equation 5.38 (p. 60), with A = 1.
• Amplitude: The amplitude mismatch, as specified on the SMIQ "Impairments" dialog
(Pg), and in terms of the equivalent parameter P defined in Section sec:QComp:Amp.
By comparing the way the SMIQ Signal Generator implements amplitude mismatch
(see Figure 7.2, p. 118) with the definition of P on page 42, their relationship may
written as
(7.7)
This value of p allows the spur size to be predicted using Equation 5.10 (p. 47) .
• Phase: The phase values on the SMIQ "Impairments" dialog (~g) must first be con-
verted to radians,
(7.8)
before it can be substituted in Equation 5.72 (p. 73) to calculate the predicted spur
size.
In order to confirm the theory of quadrature spurs developed in Chapter 5, the measure-
ments in experiments 1 to 6 should agree closely with the predicted values. If it is assumed
that the tolerances on the SMIQ signal generator's quadrature impairment parameters are
approximately equal to their adjustment resolutions (see p. 117), error estimates may be
made by calculating the difference between the spur sizes caused by the nominal error and
its worst-case deviation. These error estimates are also listed in the "Predicted" column of
Table 7.4.
The pre-calibrated system of Section 7.2.2 forms a good starting point for introduc-
ing quadrature errors and predicting their effects, but it should be noted that there is one
measurement where the precompensation in the SDR could affect the current experiment:
Introducing deliberate phase error in the mixer will affect the precompensation of the carrier
leakthrough spur. Recall that Section 6.1.4 recommends that phase and amplitude com-
pensation be done prior to carrier leakthrough compensation, because the phase accuracy
of the system affects the way in which the compensation DC offsets combine to form the
compensation carrier. Consequently, when an SMIQ phase impairment is set, the carrier
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leakthrough compensation of Section 7.2.2 is invalidated, and the uncompensated carrier
spur of Figure 7.11 (p. 127) may start to re-appear. Since the SMIQ data sheets do not
specify the phase of its deliberate carrier leakage impairment, it is impossible to predict the
exact size of this spur.
Fortunately, this will not affect the compensation experiments in Section 7.2.4, provided
that phase compensation is performed prior to carrier leakthrough compensation, as per the
principles of Chapter 6.
As expected, the introduction of phase error counteracts the carrier spur compensation
that was performed in Section 7.2.2's initial calibration. The spur size lies 53.4 dB below
the desired signal, which is considerably smaller than the original carrier spur of -31.9 dBc.
This reinforces the notion that this is just a partial reappearance of the original carrier spur,
because the original compensation was compromised.
Measurements
Figure 7.13 shows the measured RF spectra for the smaller errors, and the observed spurs
are summarised in Table 7.4, together with the spur measurements for the larger quadra-
ture errors. The measured spurs agree very well with the predictions, and the prediction
errors are generally below the assumed tolerances of the SMIQ signal generator's impair-
ment settings. The single exception is for the 5% leakage error experiment, which seems
to exhibit a somewhat larger inaccuracy than predicted just by the tolerance assumption.
Nevertheless, the 0.6 dB (7.2%) prediction error still represents fair accuracy, in particular
when considering that the SMIQ leakage tolerance is not specified in the datasheet [37, 38].
Conclusion
The theory of how quadrature inaccuracies affect a transmitted signal's RF spectrum, devel-
oped in Chapter 5, has now been verified both by simulation and by practical measurement.
When specific quadrature inaccuracies are introduced, the measured spurs lie at exactly the
expected frequencies, and their sizes are very close to the predicted values-to within a range
that can reasonably be attributed to the instrumentation inaccuracies.
7.2.4 Quadrature compensation
In the last experiment, a combination of quadrature errors were introduced to a precalibrated
system, producing sideband and carrier spurs of predictable magnitudes. In the current
experiment, it will be shown that it is possible to fully compensate for a combination of
such quadrature errors: 1% amplitude mismatch, 1% carrier leakthrough and l°phase error.
According to the theory developed in Chapter 6, the compensation errors should be inverses
of the mixing errors.
Figure 7.13: The effect of deliberate quadrature errors on the frequency spectrum of a
transmitted signal. (a) 1% amplitude mismatch; (b) 1° phase error; (c) 1% local oscillator
leakthrough; (d) combined quadrature errors.
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Figure 7.14: RF spectrum of the transmitted signal, after compensating for the quadrature
errors illustrated in Figure 7.13 (d).
Experimental setup
The experimental setup from the previous experiment (Section 7.2.3) is re-used for this
experiment. As in the experiment of Section 7.2.2, compensation is performed using the
manual calibrator shown in Figure 7.9 (p. 125).
Starting from the deliberately-impaired setup of the previous experiment, manual cali-
bration is again performed using the algorithm of Section 6.1.4. After the spurs have been
suppressed to the level of the noise floor, the compensator's amplitude, offset and phase
adjustments are compared to the quadrature impairment settings on the SMIQ Signal Gen-
erator.
Expected results
To verify the theory presented in Chapter 6, the compensation parameters should be inverses
of the signal generator impairments, to within the adjustment tolerance of the SMIQ Signal
Generator (0.1% amplitude, 0.5% carrier leakthrough and 0.10 phase tolerance).
Measurements
After performing the calibration routine of Section 6.1.4, the quadrature spurs are again
suppressed to the point where they become indistinguishable from the system noise floor
(Figure 7.14). In itself, this result demonstrates that quadrature compensation is indeed
effective. Furthermore, it will be useful to verify that the size of the compensation errors in
the SDR are in fact inverses of the quadrature mixing errors in the signal generator.
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Table 1.5: Comparison of compensation parameters to known quadrature inaccuracies.
Parameter II Initial I Compensated I Adjustment II SMIQ II Error I Tolerance I
Amplitude 0.2239% -0.8034% -1.027% 1% 0.027% 0.1%
Offset / Carrier 2.994 %L-140° 1.498%L-117.5° 1.566%L38° 1% 0.566% 0.5%
Phase 0.1984° 1.2198° 1.0214° 1° 0.0214° 0.1°
Table 7.5 compares the parameters that produced minimum spur sizes during calibration,
with the known mixer errors. The "Initial" column of the table lists the initial calibration
parameters (from Section 7.2.2), and the "Compensated" column shows the values of the
same parameters, after compensating for the combined quadrature errors introduced in the
mixer. The difference is listed in the "Adjustment" column, which indicates the parameter
changes that were needed to return to the optimal compensation point. The size of these
adjustments should be the inverses of the mixer errors (which are listed in the "SMIQ"
column).
The compensation parameters correspond very well to the nominal values of the quad-
rature impairments introduced by the SMIQ mixer. The listed error values lie below the
assumed tolerance of the signal generator settings, except for the carrier adjustment, which
is slightly higher. This again suggests that the actual carrier leakage inserted by the signal
generator might differ slightly from the nominal value on the "Impairments" dialog. Note
that even under normal "impairment-free" operation, the SMIQ specifies carrier suppression
of only -45 dBc (Section 7.1.1), which corresponds to 0.56% of the full signal strength.
Conclusion
Not only is it possible to suppress multiple quadrature errors to the level of the transmitted
signal's noise floor, but these required adjustment sizes correspond very well to the theo-
retical predictions. This confirms that the theory developed in Chapter 6 is reliable. This
experiment demonstrates that quadrature compensation (Proposition A) allows a quadra-
ture mixer to perform far better than its specified rating-as is illustrated by the carrier
spur that has been suppressed well below its rated level of -45 dBc.
7.2.5 Filter effects
Since no filter equalisation is performed in this prototype, and the filters exhibit non-zero
common-mode rejection (Figure 7.8, p. 124), it is to be expected that the calibration accuracy
(in particular the sideband compensation accuracy, which is affected by the filters' relative
magnitude and phase responses) will deteriorate somewhat for output frequency components
remote from the calibration point.
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Figure 7.15: Sideband spur measurements away from the calibration frequency.
The compensated quadrature transmitter of Section 7.2.4 is used, but the transmitted tone is
varied from +500 Hz to +2000 Hz (relative to the carrier)." The relative size of the sideband
spur is then measured.
Exactly at the calibration frequency of 1500 Hz, the system from Section 7.2.4 is fully
compensated, and no sideband should be visible. As the output frequency is adjusted away
from 1500 Hz in either direction, the sideband spur is expected to reappear and grow due
to the slight mismatch in filter transfer functions. The spur should never be larger than
the worst-case predicted by the common-mode rejection ratio test of Section 7.1.4 (p. 124),
namely 32.8 dB below the desired signal component.
Sideband spur measurements are shown in Figure 7.15. No spur is measured at +1500 Hz, but
away from the calibration frequency, a sideband spur reappears, and grows as the distance
from + 1500 Hz increases. A worst-case spur of -53.2 dB is measured.
No carrier leakthrough component was observed in any of the measurements.
4Measuring at a smaller offset than about +500 Hz is not practical, since the spectrum analyser has a
minimum frequency resolution bandwidth of 300 Hz. For small frequency offsets, the desired signal lobe
obscures the sideband.
Experimental setup
Expected results
Measurements
1000 1500
Frequency offset from 100 MHz [Hz]
2000
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Conclusions
Filter mismatch has a demonstrable effect on the accuracy of quadrature compensation.
The extent to which filter matching is achieved, diminishes the worst-case sideband spur.
Analogue filter matching may be complemented by digital filter equalisation, to further
improve the magnitude and phase accuracy of the I and Q channels, in order to ensure
reliability of compensation over a wide range of output frequencies [56, p. 507], [33, 43].
7.2.6 Multi-tone transmission
In all the previous tests, a single RF tone was transmitted, and its sidebands and carrier leak-
through were investigated and removed by compensation. For the theory presented in this
dissertation to apply to information-bearing signals, it must be shown that the compensation
techniques also apply to multitone signals. In this experiment, a multitone SSB-AM signal
is subjected to quadrature inaccuracies in the upmixing, and its spectrum is investigated
prior to and after quadrature compensation.
Experimental setup
The baseband signal
f(t) = ~ei7r750t + ~ei7r1500t (7.9)
is first generated by the uncompensated system with deliberate error used in the experi-
ment of Section 7.2.3, and then by the compensated system of Section 7.2.4. Exactly the
same quadrature impairments are set, and the quadrature compensation parameters of the
previous experiment are re-used, without any additional adjustments.
Expected results
Chapter 5 predicts that each desired frequency in the multitone signal should produce its own
sideband frequency in the uncompensated signal. Each sideband spur should be proportional
to its corresponding desired frequency, with spur sizes as predicted by Equations 5.10 (p. 47)
and 5.72 (p. 47). Besides sideband spurs and the carrier spur, no other spurs are predicted.
After compensation, all spurs should be suppressed. While it is possible that the slight
differences in the filter transfer functions could re-introduce quadrature errors at frequencies
away from the calibration point, the filter mismatch measurements of Section 7.1.4 place an
upper bound on the expected spur residues.
Measurements
The experiment's results are shown in Figure 7.16(a). The quadrature errors produce side
band spurs, and a sideband tone is observed for each desired SSB tone. After compensation
is switched on, all these sidebands collapse flush with the noise floor. In the wider spectrum
Figure 7.16: Spectrum of a multitone SSB-AM signal before and after quadrature compen-
sation. (a) Spectrum around the carrier. The uncompensated signal shows a carrier spur,
and sideband spurs corresponding to both the desired tones. These spurs are suppressed to
the noise floor after compensation. (b) A wideband view of the signal. No out-of-band spurs
appear either before or after compensation. The bulges in the noise spectrum near ±1O kHz
follow the baseband LP Fs' magnitude responses.
of Figure 7.16(b), it can be seen that, even for the multitone case, no spurs occur outside
the allocated signal bandwidth.
The compensation techniques generalise to multi-frequency signals, as expected. This experi-
ment demonstrates that, even without additional filter equalisation, the quadrature transmis-
sion system can produce an SSB signal that is virtually indistinguishable from one produced
by heterodyne upmixing: All the spurs that characterise the quadrature mixing process have
successfully been suppressed, using exactly the same parameters as for the single-tone case.
To demonstrate the synthesis of an information-bearing signal, the next experiment investi-
gates the spectrum of a frequency-modulating signal. For this purpose, a sine wave is used
as modulating signal, so that the Bessel-shaped spectrum of the resulting signal may be
verified [56, 43].
The compensated system of Section 7.2.4 is re-used in this experiment. In this case, the
software-defined radio generates an FM signal with 200 Hz frequency deviation. This system
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Figure 7.17: Spectrum of a transmitted frequency-modulated signal. 200-Hz frequency de-
viation was employed, and a 50-Hz sine wave was used as modulating signal.
is used to frequency-modulate a a 100-MHz carrier with an input sinusoid of 50 Hz. The
resultant RF spectrum is then measured.
Expected results
When a sinusoid is frequency-modulated, the resultant spectrum consists of discrete fre-
quency components, spaced Wm apart, where Wm is the frequency of the modulating sinusoid
[56, 43]. The significant bandwidth of the modulated signal may be approximated by Car-
son's rule as [56, 43]
(7.10)
where Wd is the frequency deviation (200 Hz in this case). The measured FM spectrum
should therefore have a -3-dB bandwidth of approximately 500 Hz.
Measurements
The observed signal spectrum after frequency modulation is shown in Figure 7.17. The
discrete Bessel components, spaced at exactly 50 Hz, are clearly visible in the spectrum.
Components -4 and +4 lie 1.7 dB below the signal maximum, 500 Hz apart. Components
-4 and +4 lie 5.5 dB below the signal maximum, 600 Hz apart. This corresponds well with
the -3-dB signal bandwidth approximation by Carson's rule.
No anomalous components can be observed in the signal spectrum.
In a related FM experiment, the lO-kHz Sallen-Key low-pass filters were replaced by 100-
kHz RC filters. A recorded music signal was used as modulating input, and used to frequency-
modulate a quadrature-baseband carrier. The signal was then upmixed to 110 Mhz, and
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transmitted at 0 dBm, with 75 kHz frequency deviation. The music could clearly be received
using a conventional radio receiver. Although such a music test does not provide a strong
quantatitive measurement of the system's performance, it does confirm that a quadrature
modulator can be used effectively in the synthesis of useful modulated signals.
Conclusion
This experiment demonstrates that the compensated quadrature system performs as ex-
pected when used to synthesise a dynamic signal. In the observed spectrum, no anomalous
spurs or out-of-band components can be measured. A modulated signal can also be reliably
demodulated with a test receiver.
7.2.8 Noise transmission
The study of quadrature transmission indicated that the transmitted signal bandwidth is
exactly equal to the bandwidth of the complex baseband signal. Furthermore, it is possible to
limit any out-of-band transmissions by employing low-pass filters on the quadrature baseband
signals (as opposed to the significantly more difficult problem of controlling the bandwidth
of an RF signal, especially when the desired signal bandwidth is narrow compared to the
transmission frequency).
In this experiment, it will be verified that the RF signal bandwidth can be controlled
by the use of low-pass filters on the baseband outputs prior to mixing. This is done by
generating a white-noise signal in the baseband, and demonstrating that the bandwidth of
the resulting RF signal can be controlled by using low-pass filters in the baseband.
Experimental setup
A software-defined radio is used to generate uniformly distributed phase samples in the range
e = [0, 27r), (7.11)
which is then used to generate the complex-valued white noise signal
f(t) = eie. (7.12)
The signal is sampled at 100 kSjs on both channels, which results in a total double-sided
baseband bandwidth of 100 kHz. The noise signal is then upmixed using the SMIQ signal
generator as quadrature mixer. No deliberate quadrature impairments are introduced, and
no compensation is performed.
In the first part of the experiment, the noise signal is not filtered prior to its connection
to the mixer. Next, the Sallen-Key low-pass biquads of Section 7.1.4 are connected to the
baseband output signals. In both cases, the spectral magnitude of the resultant RF signal
is measured.
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Figure 7.18: The effect of baseband filtering on a transmitted noise spectrum. With no
baseband filters, the transmitted white noise signal has a uniformly fiat spectrum within its
sampling bandwidth. However, when the signal is first low-pass filtered in the baseband, the
resultant RF spectrum follows the filters' magnitude response. This demonstrates that the
RF bandwidth can be controlled from the baseband.
Expected results
The experiment without low-pass filtering should produce a signal with relatively broad
bandwidth and a uniform power density within that band. On the other hand, when filters
are used in the baseband, the resulting RF power density should no longer be flat, but will
follow the magnitude response of the filters.
Measurements
The spectra observed for the tests with and without filters are shown in Figure 7.18. The
spectrum corresponding to the unfiltered baseband signals has the expected white-noise char-
acteristic. As soon as the filter is added, the RF spectrum takes on the filter characteristic-it
is as if the origin of the filter's magnitude response (Figure 7.6) has moved to the carrier
frequency. Out-of-band components (in this case, outside 100 MHz ± 10 kHz) are suppressed
by the baseband filters, while the desired frequency band is unaffected.
Conclusion
This experiment illustrates baseband control over the RF spectrum. No bandpass filtering
is required at the transmission frequency, nor at any other intermediate frequency-the low-
pass filters control the contents of the transmitted signal. In this way, it becomes possible
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to accurately obtain a very narrow-spectrum signal (in this case, Q = l~g~~z = 5000) using
only two second-order low-pass filters.
7.3 Reception tests
In the next set of experiments, the quadrature compensation techniques will be verified on
a software radio receiver prototype. For these experiments, a COTS quadrature downmixer
is used, with initially unknown quadrature impairments. The quadrature inaccuracies are
characterised, and compensation parameters are calculated. The fidelity of the compensation
is then tested for various transmitted signals.
7.3.1 Pre-compensation tests
In the first experiment, the quadrature inaccuracies of the downmixing circuit is measured,
and compared to the typical values specified in the RF2713 datasheet. Other artefacts in
the received spectrum are also investigated.
Experimental setup
Firstly, 110 MHz was identified as a potential carrier frequency in a reasonably quiet part
of the RF spectrum. The SMIQ signal generator is used to provide a reference oscillator of
220 Mhz to the RF2713 quadrature mixer, which in turn produces the 110-MHz quadrature
references (see Figure 7.10, p. 126). The input RF signal is provided by the Marconi 2019
signal generator; for this experiment, it is a stable -29-dBm sinusoid of frequency 110 MHz
+ 1.5 kHz. The RF2713 produces two quadrature-baseband output signals, which are passed
through the Sallen-Key low-pass biquads of Section 7.1.4 and then digitised using the Adlink
DAQ-201O data acquisition card.
The received signals are recorded using the rx.Logger SDR program (see Appendix E).
The baseband signal spectrum can then be visualised in Matlab.
Expected results
The specified quadrature inaccuracies for the RF2713 quadrature mixer are listed in Table 7.1
on page 119. From the typical inaccuracy ratings, the sideband spur may be calculated to
have a size of
SFD~b - -201og VS;+ S~
- -10 log [(5.964. 10-3)2 + (8.726 . 10-3)2]
- 39.5 dB (7.13)
Since this is lower than the pre-compensation filter mismatch (see Figure 7.1.4, p. 124), the
filter's sideband contribution can be expected to dominate.
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Figure 7.19: Baseband spectrum of a received +1.5-kHz frequency, prior to quadrature
compensation. The sideband spur is 22 dB below the desired signal, and the second harmonic
lies at -30 dBc. Several higher-order harmonics are present.
The carrier spur is less predictable: The I and Q signals have a DC bias of about Vcc/2, so
a very large initial DC spur can be predicted. The estimated bias of 2.5 V will be removed
prior to more accurate DC compensation. However, the RF2713 data sheet additionally
specifies a typical DC mismatch (IIde - Qdel) of up to 100 mV [35]; for a 25-mV output
signal (as in this experiment), this means that, even after removing the nominal DC bias,
the carrier spur may still be 12 dB higher than the desired component.
Furthermore, the internal Gilbert cell transistor configuration of the mixer cannot be
expected to have a completely linear response: It is very likely that some harmonics will
be introduced in the downmixed signals. The RF2713 data sheet does not specify typical
distortion levels-in practice it was found to be strongly dependent on the input signal
strength.
Just as the desired signal is expected to produce a sideband component in the presence
of quadrature inaccuracies, so the harmonics of the desired signal will also produce sideband
components. Consequently, the baseband signal spectrum can be expected to contain a
picket-fence of spurs, separated by the fundamental frequency.
Measurements
The baseband signal spectrum is shown in Figure 7.19. The spectrum illustrates why quad-
rature mixers are generally considered to be inferior to heterodyne mixing solutions: The
spectrum is rife with spurs, and the SFDR is only 17 dB. The sideband spur is consider-
ably larger than predicted by the "typical" inaccuracy, indicating that further amplitude
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and phase errors are being introduced by the filter mismatch. Spurs are observed at all the
harmonic frequencies, and at their sideband frequencies.
Conclusion
The quadrature downmixing process shows significant impairment. However, all spurs occur
at expected frequencies, and it should be possible to compensate for the spurs due to quad-
rature inaccuracies. Harmonic distortion is not specific to quadrature mixing, but it should
also be possible to improve the signal's harmonic accuracy by using the appropriate inverse
digital transform.
7.3.2 Quadrature compensation
Next, the quadrature compensation parameters must be determined. This is done by per-
forming the phasor-rotation algorithm described in Section 6.1.3. The compensation param-
eters are then tested on several input signals, to assess the reliability of the compensation
techniques.
Experimental setup
All input signals are obtained using the same hardware as described in the previous experi-
ment. The experiment consists of the following steps:
1. Input: a -29-dBm signal of +1.5 kHz.
2. Obtain quadrature compensation parameters using the phasor-rotation algorithm with
seven iterations (qparams. h, Appendix E).
3. Obtain harmonic compensation curve by using analysing the received signal distortion
(hparams .h, Appendix E).
4. Discard the training sequence, and apply the compensation parameters to a new input
signal (qcomp.m and hcomp.h, Appendix E).
5. Investigate the compensated signal's phasor and spectrum.
6. Using the same compensation parameters, measure the spectra of -29-dBm input
signals with frequencies +2.0 kHz and -1.5 kHz, to establish whether the compensation
parameters are applicable at frequencies removed from the calibration point.
Expected results
At the calibration frequency, it should be possible to optimally compensate for quadrature
errors, so that they are no longer distinguishable in the signal spectrum. It should also be
possible to reduce the harmonic spurs produced in the mixing process.
Figure 7.20: The effect of baseband quadrature compensation on a received signal's pha-
sor and spectrum. (a) Prior to compensation, the received phasor is a rotated, translated
ellipse, indicative of all types of quadrature impairment in the receiver. After compensation
is performed, the phasor becomes a circle centred at the origin. (b) The signal spectrum of
the received signal after compensation. The pre-compensation spur heights are indicated with
circles and labels. Quadrature compensation has optimally suppressed the formerly dominant
carrier and sideband spurs.
The compensation accuracy is expected to deteriorate slightly at frequencies removed
from the calibration point, due to slight mismatches in the filter responses.
The results of the quadrature compensation process is shown in Figure 7.20. The phasor
in Figure 7.20(a) is no longer an off-centre ellipse, but has been transformed into a circle
centred at the origin-the phasor which is typical of two equal-amplitude sinusoids in the
correct quadrature relation. Figure 7.20(b) shows the compensated signal's spectrum, with
the initial spur sizes indicated as circles. No visible residue of the carrier (0 Hz) or sideband
(-1.4 kHz) spurs remain. The harmonic distortion spurs, typical of any mixer (not just
quadrature mixers), now dominate, although the harmonic inversion has also served to reduce
their size.
Figure 7.21 shows the received spectrum for input signals at frequencies away from the
calibration frequency of +1.5 kHz. As expected, the slight differences in filter responses
cause small quadrature spurs to reappear. However, these spurs are still far below the initial
quadrature spurs of the uncompensated system (Figure 7.19). The harmonic spur sizes are
unaffected by the specific input frequency, and continue to dominate the spectrum.
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Figure 7.21: Spectra of received frequencies away from the calibration point. (a) +2 kHz.
(b) -1.5 kHz.
The reception-side quadrature compensation techniques of Chapter 6 have been demon-
strated to reliably suppress the quadrature mixing spurs. Compensation is best at the
frequency where the quadrature inaccuracies are measured-filter mismatch at other fre-
quencies could diminish the compensation accuracy. It should be noted, however, that it
was opted (for this prototype) to implement two reasonably well-matched filters, and not
perform filter equalisation in the digital domain. The compensation accuracy may be fur-
ther improved by measuring the magnitude and phase of the sideband spur at various input
frequencies, and then use that to synthesise digital equalisation filters to reduce the filter
mismatch.
The compensation techniques allow the quadrature mixer to operate far beyond its ac-
curacy ratings: The analysis in Section 7.3.1 indicated that the sideband spur, for example,
can at best be expected to lie 39.5 dB below the desired component; in practice, the mixing
setup was found to perform much worse prior to compensation (Figure 7.19 showed an a
carrier spur of -22 dBc). Also, it was shown in Section 7.3.1 that a carrier spur of +12 dBc
may be expected even if the nominal DC bias is subtracted. The experiments shown in
Figure 7.21, however, show that the mixer now operates at -53 dB (sideband) and -45 dB
(carrier) even away from the calibration frequency. Software compensation makes it possible
to reverse fundamental hardware inaccuracies (Proposition A).
7.3.3 FM reception
Conclusion
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In the final reception test, a frequency-modulated signal is generated using a reference FM
exciter. This FM signal is then downmixed from the VHF band using the RF2713 quadrature
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mixer, and then filtered and digitised. Software compensation and demodulation is then
performed, and the received signal's time-domain and frequency-domain representations are
analysed, in order to establish whether quadrature downmixing can reliably demodulate a
dynamic, multi-frequency waveform such as an FM signal.
Experimental setup
The Marconi 2019 is used to generate an FM signal at 110 Mhz, with l-kllz frequency
deviation and a signal strength of -29 dBm. A l-kllz modulating signal bandwidth is
allocated, and for this test a 300-kHz sinusoid is generated as modulating signal.
The downmixing, digitisation and compensation setup of the previous experiment (Sec-
tion 7.3.2) is re-used here. The compensated signal is demodulated by numerically differenti-
ating the complex-valued baseband signal's instantaneous phase (fmdemod.m, Appendix E).
The demodulated signal is then downsampled to a 20-kHz sampling rate, which is better
suited to representing the demodulated signal. Lastly, out-of-band noise is removed by
passing the signal through an 8th-order Butterworth low-pass filter with a l-klfz cut-off
frequency.
Expected results
A 300-Hz sinusoid should be observed after demodulation. If the quadrature compensa-
tion and demodulation techniques are reliable and practical, the signal should exhibit very
little demodulated distortion, since the modulated SFDR has been shown in the previous
experiment to be around 40-dB, which should induce very little observable distortion after
quadrature demodulation.
Measurements
As can be seen in Figure 7.22, the 300-kHz modulating sinusoid is demodulated correctly.
The spectrum is shown on the right-hand side: The desired demodulated signal's spurs
dominate. The mismatch between the RF signal's true centre frequency, and the local
oscillator of the mixer, causes a frequency offset in the baseband modulated signal, which
in turn produces a DC offset in the demodulated FM signal. In a system where such a DC
offset would have been undesirable, it can be removed by digitally shifting the downmixed
signal to the correct frequency offset (for example, by using a digital frequency translation
stage).
From the demodulated signal, and the knowledge that the desired signal is a pure sinusoid,
the received signal-to-noise ratio may be calculated to be approximately 24 dB.
Conclusion
In this last experiment, it was shown that after quadrature demodulation and compensation,
a modulated signal which continuously varies in instantaneous frequency can be received and
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Figure 7.22: Results of the FM demodulation test. (a) Time-domain representation of the
demodulated 3DD-kHz sinusoid. (b) Spectrum of the demodulated signal.
demodulated reliably. This is a significant test, because it requires correct compensation over
a range of frequencies. However, the compensation procedure is just as simple as for the
single-tone case: The complex-valued downmixed signal is rotated and scaled on the complex
plane.
7.4 Remarks
The practical experiments performed in this chapter firstly serve to verify the theory de-
veloped in Chapter 5, regarding the nature of quadrature mixing errors. Furthermore, it
demonstrates that the techniques used to compensate for these errors, as developed in Chap-
ter 6, are indeed practical to implement, and deliver a considerable improvement in both the
transmitted RF and received baseband signal spectra.
The experimental prototype uses single-stage quadrature mixing, and confirms that it
is possible to obtain a clean separation between signal translation and signal processing.
Although RF signals of 100 and 110 MHz was used, digital signal conversion was done at
only 1 MHz, and the signal information was processed at this lower rate.
The transmitted signal bandwidth was shown to be completely controllable by the low-
pass filters in the baseband: By using two lO-kHz LPFs, it was possible to obtain a signal
bandwidth of 20 kHz at 100 MHz (Q = 5000), and out-of-band components were tightly
controlled by the filter roll-off. The choice of centre frequency was fairly arbitrary: Using
the same filters and mixer, a 20-kHz wide signal could have been produced at 250 MHz
(Q = 12500); another filter could have placed the signal at 1.4 GHz (Q = 7.104) or higher.
This level of reliability in the production of extremely narrowband signals would have been
prohibitively difficult to achieve using heterodyne mixing with bandpass filters.
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In summary, the theoretical claims of this dissertation are supported by the practical
measurements. While the prototype may certainly be further improved (for example, by
better filter matching or filter equalisation), the prediction and compensation of quadrature
spurs will still proceed in a similar fashion.
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Chapter 8
Conclusions
The preceding chapters presented the theoretical development and practical verification of
baseband compensation principles for defects in quadrature signal conversion and processing.
In this last part of the dissertation, the specific results will again be related to the central
goals of the research. The relevance of these results to the broader research community will
be estimated, and avenues for related future research will be identified.
8.1 Research results and contributions
8.1.1 Compensation as design principle
Chapter 1 introduced two propositions central to the research presented here. Consider again
the first proposition:
Proposition A:
A digital processing system can always compensate for deterministic distortion
effects in its analogue front-end (limited only by the accuracy of its numeric
representation, and by the accuracy with which the distortion effects can be
measured) under the condition that all these analogue inaccuracies are cascades
of invertible transforms, and that their net effect is fully known.
Chapters 4 and 5 were devoted to identifying these "analogue inaccuracies" typically found
in SDR systems, and to analyse their effects on signal accuracy. The primary contribu-
tion, however, was to show that these effects can all be modelled as invertible transforms
susceptible to compensation. This allowed the derivation of signal processing principles in
Chapter 6 that allow compensation for effects such as converter INL, amplifier non-linearities,
and quadrature amplitude, offset and phase errors. To this end, automatic calibration tech-
niques were developed (Section 6.7). The theoretical compensation theories were tested by
simulation throughout the text, and finally verified by practical measurement (Chapter 7).
Proposition A requires not only that individual distortion effects be known and modelled,
but that their net effect also be characterised. The dissertation demonstrated that the most
significant accuracies found in the typical front-end of an SDR (in particular those employing
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quadrature mixing) are individually invertible, and can be compensated for individually.
Furthermore, it was shown that, when individually invertible distortion effects occur in
cascade, it is possible to compensate for their net effect by applying the respective inverse
transforms in reverse order. It can be concluded that, if individual distortion effects are
invertible and known, and the order in which they occur are known, the net distortion effect
is also known and invertible.
The numerical accuracy of the digital processing places bounds on the accuracy of any
compensation performed. Furthermore, since the compensation transform is the inverse of a
model of some hardware inaccuracy, the quality of compensation also depends on how accu-
rately the distortion effects are measured and modelled. The distortion models developed in
Chapters 4 and 5 were simple enough to allow compensation with low computational cost,
yet provided a significant improvement in the performance of a sample system (Chapter 7).
Further refinement of compensation models will be addressed in Section 8.2 below.
Although the text focused on a specific (though significant) selection of distortion effects,
Proposition A lays down a principle that has much wider application than these particular
non-idealities: Hardware limitations should not dictate the complexity of the entire sig-
nal processor or SDR-complexity is an information-theoretical consideration, as stated by
Proposition B. Rather, hardware non-idealities should be modelled, and cancelled in the
digital domain.
This principle diverges from the SDR truism that system flexibility is improved by moving
"digitisation closer to the antenna" [26, 27, 4]. Rather, this research demonstrated that it is
more desirable to extend the "range of influence" of the digital signal processing over as large
a part of the signal path as possible. The use of a hardware front-end need not compromise
the flexibility and accuracy of an SDR, nor should compensating for it increase the digital
processing complexity. Instead, designing by this principle may turn otherwise disregarded
components into viable options to reduce digital processing complexity. For example, the use
of quadrature instead of heterodyne mixing allows digitisation and processing at baseband
rates, rather than a frequency dictated by the chosen IF.
8.1.2 Quadrature mixing as front-end of choice
In addition to the central proposition above, a supporting proposition was stated on page 5:
Proposition B:
Signal processing and frequency translation are distinct components of any trans-
ceiver system. Signal processing concerns the embedding and extraction of in-
formation into and from a signal. Signal processing complexity is a function of
information rate. Frequency translation involves the placement of a signal at a
prescribed or convenient position in the frequency spectrum. It does not affect
the information content in any way, and is thus only a function of the translation
distance.
8.1 - RESEARCH RESULTS AND CONTRIBUTIONS 152
Proposition B stands in support of the central proposition, because it is based on the ob-
servation that the use of a hardware front-end (instead of signal conversion directly at the
antenna) may allow the use of lower sampling rates and fewer computational resources. The
proposition is an attempt to formalise this observation, and to lay a theoretical basis for the
separation of frequency translation (mixing) and signal processing (conversion, modulation
and demodulation).
This dissertation presented the quadrature mixer, in both modulating and demodulating
configuration, as the frequency translation device that best embodies this principle. As was
shown in Chapter 2, the quadrature mixer allows the signal bandwidth to be divided between
the in-phase and quadrature channels. Signal processing can be performed at this baseband
rate by using, for example, the quadrature modulation and demodulation techniques de-
scribed in Appendix B. Since the I and Q channels each contain frequency information no
higher than half the total bandwidth of the signal (because the signal band can be spread
equally over both positive and negative frequencies), signal conversion can be performed at
a rate equal to the bandwidth, by Nyquist's criterion [30].
Chapter 4 showed that converter performance deteriorates at higher sampling rates, pos-
sibly lowering the effective quantisation accuracy of a system. Also, a trade-off exists between
high precision and high speed in DACs and ADCs, so obtaining a desired SQNR at a high
sampling rate may be costly or even impossible. Quadrature frequency translation places
the lowest possible constraint on converter rate, and therefore allows a more cost-effective
front-end solution, with a greater selection of high-accuracy devices. High-accuracy sig-
nal conversion is important in an SDR-like system, because, by Proposition A, the signal
quantisation represents a fundamental limit on obtainable signal accuracy.
Furthermore, since a digitally compensated quadrature mixer avoids the aliasing that
plagues heterodyne mixing, frequency translation can be implemented in a single stage.
Filtering is theoretically limited to low-pass filtering in the baseband (although some form
of bandpass filtering may be required at a receiving antenna to limit the input signal power).
The entire frequency translation stage is simpler and more cost-effective than the multiple
mix-and-filter approach typical to heterodyne front-ends [45].
Besides the cost-effectiveness of such a simplified hardware front-end, it has a second
advantage that a simpler hardware configuration leads to less complex compensation re-
quirements. In this regard, Proposition B stand in further support of Proposition A.
Lastly, an important principle stated by Proposition B is that a modulated signal's
centre frequency should not be related to the signal content. In particular, the choice of
centre frequency should not affect the choice of signal bandwidth, which is in the first
place an information-theoretical (and therefore content-related) consideration. Section 2.4
illustrated this principle by showing that compensated quadrature techniques can be used
to produce extremely narrowband systems at arbitrarily high centre frequencies. In this
regard, the quadrature-mixing approach allows finer channel selectivity than its heterodyne
counterparts, because channel selection filtering in receivers is only done after translation to
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the baseband.
8.1.3 Future applicability of the propositions
It may be argued that the principles advocated by the above propositions will gradually
become obsolete as signal conversion technology improves. To quote a typical source: [4]
As technology progresses, an SDR can move to an almost total SR, where digi-
tization is at (or very near to) the antenna and all of the processing required for
the radio is performed by software residing in high-speed digital signal processing
elements.
Such a statement makes the implicit assumption that radio communication will always occur
at a fixed range of broadcast frequencies that will eventually be overtaken by signal conversion
and processing rates. Although this may be true for specific technologies (e.g. GSM cellular
communication that has a fixed frequency allocation), it cannot be held true in general. With
currently conceivable future technologies, there will always be parts of the radio spectrum
beyond the reach of the state of the art in signal conversion and processing. Consequently,
software radio can never be a general communications solution if it relies on digitisation at
the antenna.
In contrast, this dissertation proposes a configuration that is limited by signal bandwidth
rather than centre frequency. This approach combines the frequency reach of an analogue
front-end with the flexibility of digital signal processing. It remains applicable to communi-
cation frequencies beyond the reach of current or future signal converters and processors.
8.1.4 Practical results and contributions
The propositions above represent the main theoretical contribution of this dissertation. In
addition, several more practical contributions were made in support of these theses, confirm-
ing their usefulness as design principles.
Compensation techniques
Proposition A theorised that it is possible to compensate for hardware inaccuracies insofar
as such inaccuracies can be measured, and insofar as the numeric resolution of the system
allows the inaccuracies to be corrected. The development of novel compensation techniques
formed a central part of the research described in this dissertation. Chapter 6 developed
computationally efficient techniques to compensate for the most significant quadrature mixer
and signal conversion inaccuracies. Simulation and practical testing confirmed the deriva-
tions, and the simulation software and prototype system contribute to the experimental tools
available for SDR research.
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Self-calibration system
The effectiveness of the compensation techniques depends on the accuracy and ease with
which hardware inaccuracies can be modelled. In Section 6.7 a novel technique for automat-
ing SDR calibration was described. The self-calibration scheme allowed compensation for
converter and quadrature mixer inaccuracies, using only switching techniques and one or
two stable reference oscillators. Although the switching and the parameter extraction was
performed manually in Chapter 7, the techniques are simple enough to easily be automated.
The simple self-calibration technique demonstrates that the compensation principles ad-
vocated by Propositions A and B are not merely theoretical niceties, but practical enough
to be implemented in even a very basic prototype.
The quadrature demodulation techniques of Appendix B demonstrate this simplicity.
Although the techniques were developed as part of this research, they are simple enough to
make novelty unlikely. However, within the context of quadrature compensation they gain
new relevance as signal processing techniques.
8.1.5 Theoretical contributions
In support of the main propositions of the dissertation, in-depth theoretical studies of signifi-
cant forms of front-end distortion were presented. The first of these, on the topic of DAC and
ADC non-linearities, consisted of a study of related research. The second study, however,
concerning the effects of quadrature non-idealities on signal modulation and demodulation
(specifically in the context of quadrature mixing as SDR front-end frequency translation
mechanism), represents an original research contribution. Chapter 6 studied the artefacts
caused by quadrature non-idealities on the modulated signal spectrum and the demodulated
received signal. Deviation from a circular phasor locus was used as analytic tool in the study
of these effects, and it was shown that such phasor loci can be used to quickly identify the
types of distortion present in a received I-Q signal.
The characterisation of distortion effects, as presented by Chapter 6, formed the basis for
the development of the compensation techniques. The distorted signals provided references
for the evaluation of the effectiveness of compensation.
8.2 Current research and further work
Moving SDR signal processing to the baseband facilitates the use of relatively low-speed
platforms (such as desktop PCs) in the study of radio telecommunications. Such "virtual
radios" can be used to combine the ease of development, use and reconfigurement that
characterise PCs, with seamlessly integrated radio applications. The PC already allows an
enormous level of integration between wire-based networking, multimedia, sound (and more
general signal) processing, peripheral hardware and the user interface. This environment
would make the computer an attractive choice for integrated SDR applications.
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The practical results of Chapter 7 show the ease with which complex baseband radio
applications can be developed on a PC, and how radio signals can be processed by us-
ing general-purpose data acquisition hardware and simple external quadrature mixers. The
Software-Defined Radio Research Project of the University of Stellenbosch was founded
with the development of such virtual radios in mind [47]. The research of the SDR Group is
strongly focused on firstly developing the theories of this dissertation into specific applica-
tions, and secondly on further extending the theory of quadrature baseband processing.
Current research projects include the development of an SDR software architecture for
the rapid development of software radios, the implementation of automated calibration sys-
tems, the study of front-end emulation techniques for modelling hardware inaccuracies, the
development of radio transceiver applications using quadrature front-ends, the design of low-
cost front-end circuits, the development of more robust quadrature demodulation techniques,
and the application of this theory on non-radio applications such as modems.
Some immediate opportunities arise for the further development of the principles, theory
and studies set out in this dissertation:
• Many other hardware non-idealities remain to be modelled, in order to find possible
compensation techniques. In particular, preliminary investigation has shown inter-
modulation distortion to possibly be invertible [54]. Such hardware models could be
used to improve not just quadrature mixing front-ends, but also more general mixer
solutions .
• By Proposition B, signal processing rates (and, by implication, signal conversion rates)
should be a function of a signal's information content. However, spread-spectrum mod-
ulation techniques such as CDMA spread a relatively small amount of information over
a wide bandwidth, and the simple front-end used in this document would not be able
to sample at the much lower information rate. This apparent contradiction of Propo-
sition B arises from the fact that a pseudorandom signal (such as the spreading signal
used in CDMA) is fully deterministic, and therefore cannot contain any information
[31]. However, if the simple front-end of Chapter 3 were used to receive a CDMA signal,
the pseudorandom sequence would effectively be unknown prior to digitisation-and a
sampling rate proportional to the signal bandwidth would be required.
FUrther research is required on techniques that would allow despreading to become
part of the frequency translation stage, so that signal conversion can occur at the
information rate.
8.3 Summary
The research presented in this dissertation presented a case for applying hardware com-
pensation techniques in software, in order to allow a greater choice of front-end technolo-
gies in software-defined radio systems. In particular, quadrature mixing was proposed as
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a technique that could benefit greatly from such compensation techniques. The disserta-
tion further proposes that, when adequately compensated, quadrature mixing becomes the
frequency translation technique of choice: It allows a system to clearly separate frequency
translation and signal processing-a distinction motivated by information theory that places
signal processing requirements at a theoretical minimum.
Although these compensation techniques were thoroughly developed, and tested both in
simulation and by practical prototype, the techniques in themselves do not form the central
thesis of this dissertation. What is more fundamental is the principles that underlie these
compensation techniques.
The first principle is that a well-designed signal processing system should combat hard-
ware inaccuracies by inverting them in the digital domain. This principle influences hardware
design: It becomes less important to design a highly accurate front-end, and more important
to design for invertibility. In practice it was found that typical SDR front-end components
can be represented by simple models, and compensation can be performed efficiently. When
invertibility is a weaker constraint than hardware accuracy, it becomes possible to make use
of lower-cost hardware.
The second principle is that digital processing complexity should be dictated by the
information complexity of the signal being processed. Since half of a DAC or ADC lies in
the digital domain, it also participates in digital signal processing. Consequently, signal
conversion should be a function of signal information. Frequency translation is not an
information-related problem, and should, by this principle, not form part of the digital
signal processing. It should rather be performed in a hardware front-end-in this regard,
it was shown that quadrature mixing allows a very effective baseband representation of the
signal, in the sense that a minimum sampling rate can be used.
With this in mind, one may reconsider the comment quoted on page 3, namely that
designers would be "likely to reject" quadrature mixing front-ends, because their hardware
inaccuracy is a "significant problem". By addressing such inaccuracies using simple, efficient
forms of compensation, this powerful signal translation technique can indeed come to its
right.
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Appendix A
Direct-digital synthesis
The primary aim of this dissertation is to present a detailed analysis of quadrature-baseband
modulation and demodulation techniques, and their use for arbitrary-accuracy signal pro-
cessing. In order to understand quadrature modulation in particular, its prerequisite tech-
nology is summarised here: the standard technique of performing single-signal direct-digital
synthesis (DDS), by which arbitrary waveforms can be generated from a fixed reference
frequency.
A.I Single-signal DDS
The idea behind direct-digital synthesis is to digitally "sculpt" a desired analogue signal.
To do this, a digital-to-analogue converter (DAe) operating at a fixed sampling frequency
is employed. Different output frequencies are obtained by sampling a sine wave at various
intervals. For example, to obtain a higher output frequency, the sine wave is sampled at larger
phase increments. Likewise, to generate a lower output frequency, smaller phase increments
are used when sampling the sine wave. In short, the rate of phase change (effectively the
phase derivative) determines the resultant output frequency.
A schematic representation of a DDS system is shown in Figure A.l. The heart of
.,1 I11111111111111
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clock
Figure A.I: Schematic overview of a single-signal direct-digital synthesiser.
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the system is the phase accumulator-an R-bit number that represents the current phase
(0 ~ </> < 27r rad) of the output sine wave. During each clock cycle the phase accumulator
is incremented with 6:.</>; the size of this increment is directly proportional to the output
frequency. Phase wrap from 27r to 0 rad is accomplished by simply ignoring the phase
accumulator overflow. The phase accumulator is used as an index to a phase lookup table,
which produces a sampled sine wave. Finally, digital-to-analogue conversion and low-pass
filtering are applied to produce the output sine wave.
Although a lookup table is used in this diagram (and in most practical DDS systems), it
is not the only technique that can be used to map phase values to wave amplitudes. Various
alternatives have been developed, such as sine compression [53], Taylor series approximation
[13], ROM-less DDS [29, 28], and digital oscillators [32, p. 352], [22].
If 6:.</> were constant, the phase would increase in a linear fashion and the output frequency
would be constant. Manassewitsch [23] shows that an output frequency of Jo can be produced
if the phase increment is
6:.</> = 27r (~:) rad, (A.1)
with Js being the sampling frequency (also called the reference clock frequency). A digital
phase accumulator with R bits represents 27r rad. This means that the previous equation
can also be expressed as
(A.2)
By dynamically adapting the phase increment, it is possible to implement a wide range of
modulation schemes. Phase modulation, for example, can easily be achieved by using an
input signal as offset to the phase accumulator during sine lookup:
</>(nT) = 6:.</> • nT + kt/>m(nT) , (A.3)
where kt/>m(nT) is the (scaled) modulating input signal and </>(nT) is the phase to use during
the sine lookup (both at discrete time nT). The carrier frequency is determined by the
phase increment, 6:.</>. Frequency modulation is quite similar, and will be considered in the
next section. Amplitude modulation can be achieved by generating a constant frequency (by
setting kt/>= 0 in Equation A.3) and multiplying this carrier with the modulating signal on
a sample-by-sample basis.
A.2 A typical application: frequency modulation
Direct-digital synthesis can be used for the generation of any arbitrary band-limited wave,
provided that the sampling rate is above the Nyquist frequency. In this dissertation the focus
will mostly fall on sinusoidal signal synthesis, because most existing modulation schemes use
sinusoidal basis functions. In general, however, DDS can synthesise any periodic waveform
A.3 - DESIGN CONSIDERATIONS 163
carrier offset
R M
analogue
phase sine
analogue
input M W S output
ADC ~ L accu- lookup DAC
mulator table
Figure A.2: Block diagram of a DDS system showing each component's number of bits.
(when using a lookup table) and any aperiodic waveform (when using algorithm-based sample
calculation) .
A DDS system capable of generating a sine wave of arbitrary amplitude, phase offset
and frequency can easily be employed to generate a variety of analogue and digital modu-
lation schemes. In this section, a typical application of DDS is analysed, namely frequency
modulation (FM).
In analogue FM, the phase angle at any instant t is given by
(AA)
where We is the carrier frequency, kt is the deviation constant, m(t) is the modulating signal,
and CPo represents the phase angle at time t = O. To perform modulation in discrete time, as
is required in a DDS system, Equation AA must be rewritten as
n
cp(nT) = -at; + ktTL m(kT) + CPo.
k=l
(A.5)
In this equation, T is the sampling interval and n is the sample number. Fe is a constant that
determines the carrier frequency of the discrete-time output signal. Each sample produced
by this equation can be used as the phase index to a sine lookup table, to obtain a sampled
FM signal. If all significant frequency components are below the half-Nyquist frequency, an
analogue FM signal can be generated by low-pass filtering the sampled FM signal. If ideal
components were used, the resultant analogue signal would be identical to the one produced
by the ideal analogue FM modulator of Equation AA (within the signal bandwidth).
The DDS FM exciter can generate an FM signal directly at the desired broadcast fre-
quency, or an intermediate frequency can be employed. When the signal is generated directly
at the broadcast frequency, only minimal filtering is required. The use of an intermediate
frequency requires one or several stages of filtering and mixing [14].
A.3 Design considerations
In a direct-digital synthesiser, the designer must choose the number of bits in the phase
accumulator, the number of entries in the sine lookup table, and the bit accuracy of the sine
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information and the DAC. These parameters directly affect the spurious noise levels in the
modulated frequency spectrum. The effect that various design parameters have on a DDS
FM exciter will be investigated next.
A.3.1 Number of ADC bits
A DDS FM exciter performs frequency modulation by using a sampled and quantised rep-
resentation of the input signal. In an FM signal, each possible amplitude level of the input
signal is represented as a unique frequency in the output signal. For each possible output
frequency, the phase increment, D.¢, must have a unique value-in other words, D.¢ must be
able to take on as many values as there are quantisation levels on the input signal.
For example, if the modulating input signal is sampled with M-bit resolution, it has
2M quantisation levels. Since each amplitude level must translate to a unique frequency,
determined by the size of the phase increment per clock cycle, D.¢ must also take on 2M
different values. As the frequency deviation is in the range -Wd to +Wd, the frequency
resolution of the DDS system is
2Wd
D.w = 2M rad. (A.6)
For example, in a commercial radio broadcasting application the deviation frequency is
Wd = 75 kHz. For 16-bit input quantisation, the corresponding DDS frequency resolution is
about 2.29 Hz.
The fact that the modulating input signal is sampled (therefore discretised both in am-
plitude and in time) accounts for many of the spurious components in the DDS output.
This arises from the fact that a sampled signal has an infinite number of reflected (alias)
components that also affect the synthesis. For a detailed analysis of the effects of sampling
the modulating signal, see Dominguez and Salis [11].
A.3.2 Number of accumulator bits
Although the phase increment has only 2M possible values, an M-bit value is too small to
represent the actual phase in the phase accumulator. This is because the phase increment
must be offset by a value that produces the centre frequency. Suppose that the 16-bit input
signal must be frequency modulated (Wd = 75 kHz) at a centre frequency of 5 MHz. If the
phase resolution is 2.29 Hz, the accumulator must have enough bits to represent
(A.7)
where the factor two is necessary to satisfy the Nyquist sampling criterion. Consequently,
the accumulator must have at least 23 bits to satisfy the required frequency resolution. The
higher the centre frequency, the more bits are required (roughly one extra bit for each octave
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that the centre frequency rises). In general, the required number of bits is'
(A.8)
This effect is one of the most serious shortcomings of single-signal DDS. A high centre
frequency places demands on the bit and memory requirements of the DDS system. A low
output centre frequency can only be converted to a higher frequency through (often several
stages of) mixing and filtering.
To summarise, the size of the phase accumulator is dictated by the required centre fre-
quency and the acceptable quantisation of the input signal. It has no effect on the noise
floor of the modulated RF signal.
A.3.3 Number of lookup table entries
It is not strictly necessary for each value of the phase accumulator to address a unique
value in the sine lookup table. Instead, the phase accumulator can be kept at the resolution
dictated by Equation A.8, (R bits) as the internal representation of the phase, while only the
W most significant bits are used as index to the sine lookup table. The extreme case is the
l-bit lookup table: The MSB of an R-bit accumulator selects the output level, and a square
wave is generated. Only two output values are possible, but the square wave frequency and
phase are generated with R-bit accuracy.
This technique has the advantage that it can significantly save on memory requirements
for the lookup table. However, it leads to spurious noise: The quantisation of phase bits
in the DDS process causes phase noise in the modulated signal. This phase noise appears
as spurs in the RF spectrum (in the extreme case, the large harmonics of a square wave).
Jenq [18] shows that the spurs in the modulated signal's spectrum will generally lie between
6.02W - 3.92 dBc and 6.02W - 5.17 dBc. This can deteriorate a modulated signal's spurious
free dynamic range, or SFDR (introduced in Section 3.2).
Phase truncation can be very useful when good output frequency resolution is required,
but a comparatively high RF noise floor can be tolerated. For example, if a commercial FM
signal is generated at a high output frequency (such as 108 MHz), at least 26 accumulator
bits are required for 16-bit sound quality. A sine lookup table with a 26-bit phase index
would contain 67.1 million entries.
A.3.4 Number of sine data and DAe bits
The choice of word length for the sine data words and the digital-to-analogue converter
(DAe) is simply dependent on the allowable quantisation noise in the modulated signal. For
example, if the noise must be kept lower than 90 dB below the carrier, 15-bit (or preferrably
1rx1 is the ceiling function, which rounds its argument to the nearest integer towards plus infinity.
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16-bit) resolution is required. This follows from the rule of thumb that each output bit
produces a 6-dB improvement in quantisation noise. A more detailed analysis is given by
Jenq [18].
B.I Quadrature modulation techniques
Appendix B
Quadrature modulation and
demodulation techniques
Chapter 2 has given a very generic interpretation of quadrature modulation and demod-
ulation. This appendix describes some practical techniques to achieve the modulation of
analogue and digital signals in quadrature-based signals.
As was described in Chapter 2, Equation 2.8 (or its generalised expressions, Equations 2.13
and 2.14) can be implemented in the block diagram of Figure 2.3 (p. 13). The sine and
cosine of O(t) can be generated by using the single-signal DDS technique of Appendix A.1
These components are then multiplied by the carrier frequency's corresponding sine and
cosine waves, and the difference is used as RF output.
The quadrature modulation techniques are developed here to show that it is possible
to reproduce the most important analogue modulation schemes using quadrature-baseband
DDS. Propositions A and B are not limited to these modulation schemes, but the techniques
described here do illustrate the field of the propositions' application. The quadrature signal
theory forms an important part of the analysis of quadrature non-idealities in Chapter 5,
and the modulation schemes are used extensively in simulations and in the practical system
of Chapter 7.
B.l.l Quadrature frequency modulation
The synthesis of an analogue FM signal at a carrier frequency We is considered first. An FM
signal (as is used in commercial radio broadcasting, for example) consists of a single sinusoid
of which the instantaneous frequency modulates in time, proportional to the amplitude of
lOr, in the case of multitonal synthesis, (}i(t) for each of the component tones can be used to look up the
sine and cosine of the respective angle from the table. The calculated amplitudes are than added together,
as per Equations 2.13 and 2.14, prior to analogue conversion and mixing.
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a modulating input signal. In terms of Section 2.2.2, this description categorises it as a
single-tone RF signal with time-variant frequency but constant amplitude and phase offset.
From this, Equation 2.8 can be written as
y(t) = cos [¢(t) . tl cos wet - sin [¢(t) . tl sin wet , (B.1)
where ¢(t) represents the time-varying phase argument of Equation A.5 (p. 163), so that
O(t) = ¢(t) . t. To generate the two modulated baseband signals, I(t) = cos O(t) and Q(t) =
sin O(t), Equation A.5 must be applied for baseband FM. In this equation, Fe is the carrier
frequency; for baseband FM, Fe = O. The discrete modulating signal is m(kT), and can be
positive or negative. Therefore, the two modulated baseband signals can be generated in the
following way:
I(nT) - cos [ktË m(kT)]
Q(nT) = sin[kttm(kT)].
(B.2)
(B.3)
The deviation factor kt is calculated from the desired maximum frequency deviation so that
tl.¢max = kt . [m(kT)lmax . (B.4)
This maximum phase increment can be calculated by substituting the maximum frequency
deviation and the sample frequency in Equation A.l (p. 162), and then solving for kt in
Equation B.4 above.
Digital-to-analogue conversion and low-pass filtering is performed to obtain I(t) and Q(t)
from their discrete-time counterparts.
FM of an input DC signal is simulated in Figure B.1 on page 169. FM of an input sine
wave is simulated in Figure B.2 on page 170.
B.1.2 Quadrature phase modulation
Assume that the carrier at frequency We+ Wo is to be modulated in phase, where We is the
local oscillator (LO) frequency, and Wo is the frequency offset between the LO frequency and
the desired carrier frequency. Note that Wo can be negative, and can be zero in cases where
the LO frequency represents the exact carrier frequency (this is not assumed to be the case
here, for purposes of generality). Then the phase argument of the synthesised I-Q signals is
O(nT) = wonT + k¢Jm(nT). (B.5)
Using the same DDS lookup table technique as for frequency modulation, Equations B.2
and B.3 can be modified for phase modulation to
I(nT)
Q(nT)
- cos [wonT + k¢Jm( nT) 1
± cos [wonT + k¢Jm(nT) - ~]
(B.6)
(B.7)
Ideal FM using an input DC signal
Figure B.I: Simulation of ideal frequency modulation of an input DC signal. (a) The modu-
lating and demodulated signals are visually identical. (b) The phasors of both the transmitted
and received signals are perfectly circular, indicating zero quadrature impairment. (c) The
frequency spectrum of the modulated signal shows a single component at maximum frequency
deviation (75 kHz above 10 MHz). (d) The error signal mostly contains post-filtering carrier
residues.
B.1 - QUADRATURE MODULATION TECHNIQUES
(a)
1.5r----,....----....,----...----,.......,
~ 0.5
Q)
"0E 0
ëi
~ -0.5
Reference signal (1000 mW)
- Demodulated output
-1
-1.5 '----'-----'----_...._---"---'
1.2 1.4
Time[s]
1.6
X 10-4
(c)
Or---~--~-~-~---,
-20
iD -40~
E
2 -60
~
c% -80
-100
0.98 1 1.02 1.04
Frequency [Hz] x 107
Simulation reference: cleandc
169
(b)
0.5
so o
-0.5
-1
-1 -0.5 0 0.5
I(t)
1
(d)
6
4
Q) 2
"0
::::J~ 0
ëi
~ -2....eW -4
-6
- Error signal (2.6ge-09 mW)-8~--~--~--~---~
1.2 1.4 1.6
Time [sj x 10-4
B.1 - QUADRATURE MODULATION TECHNIQUES 170
Ideal frequency modulation of an input sine wave
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Figure B.2: Simulation of ideal frequency modulation of an input sine wave. (a) The modu-
lating and demodulated signals are visually identical. (b) The phasors of both the transmitted
and received signals are perfectly circular, indicating zero quadrature impairment. (c) The
frequency spectrum of the modulated signal shows the range of frequency modulation. (d)
The error signal mostly contains post-filtering carrier residues.
Simulation reference: cleanfm
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The sign of Q(nT) is chosen to be the same as the sign of Wo, producing the lead-lag phase
relationship between I(nT) and Q(nT) that distinguishes between positive and negative
frequencies in the baseband signal. The signals are synthesised by the lookup-table DDS
technique of Chapter A. The quadrature phase-modulated I(nT) and Q(nT) are then con-
verted and filtered to produce I(t) and Q(t), and then mixed as illustrated in Figure 2.3.
The phase deviation constant kef> is easily calculated by dividing the desired maximum
phase deviation by [m(nT)Jrnax.
B.1.3 Quadrature amplitude modulation (DSB)
Double-sideband amplitude modulation is achieved by synthesising two carrier signals in
quadrature relationship at a carrier frequency Wc+Wo, where Wc once again represents the
local oscillator frequency, and Wo the offset of the centre frequency. Following a similar
analysis as in the previous paragraphs,
I(nT) - m(nT) cos (wonT)
Q(nT) - ±m(nT) cos (WonT - ~)
(B.8)
(B.9)
where the modulating input signal m( nT) is assumed to have the correct scaling and offset
to produce the desired modulation index, and the sign of Q( nT) is equal to the sign of Wo.
The signal is then also synthesised using DDS and subsequently converted to continuous
analogue signals, and mixed according to Figure 2.3.
If Wo= 0, no quadrature mixing is required, and I(nT) = m(nT) whilst Q(nT) = O. For
non-zero Wo, it may be more efficient to use a digital oscillator than a lookup table, since the
feedback coefficients need only be calculated for possible carrier frequencies.
Figure B.3 shows a simulation of an DSB-AM signal.
B.1.4 Quadrature amplitude modulation (SSB)
Single-sideband amplitude modulation (SSB) can be accommodated without any alteration
of the system hardware of Figure 2.3. Equation 2.9 is easily adapted to the equation for SSB
[56, p. 148J by letting
I(nT) = m(nT) and Q(nT) = ±m(nT), (B.lO)
where m(nT) represents the Hilbert transform of m(nT), and the sign of Q(nT) determines
whether upper-sideband SSB (positive sign) or lower-sideband SSB (negative sign) is pro-
duced. For Equation B.10 these sidebands will be symmetrical around the mixer's local
oscillator frequency, Wc. To implement such a system digitally, a digital Hilbert transform
filter [32J must be implemented, but no sinusoidal synthesis or lookup is required.
In systems where software-based channel selection is to be performed, the SSB centre
frequency can be adjusted to wc+wo (where Wo is a positive or negative frequency offset). To
achieve this, time-domain multiplication by a complex exponential (resulting in frequency
Ideal AM using an input sine wave at an offset carrier frequency
Figure B.3: Simulation of ideal DSB amplitude modulation of an input sine wave, with
a carrier frequency above the mixing frequency. In this simulation, the carrier frequency
was chosen to be 18.15 kHz above the mixing frequency of 10MHz. (a) The modulating and
demodulated signals are visually identical. (b) Because the phasor is modulating in amplitude
whilst it is rotating at a constant frequency, it produces this attractive flower-like graph. (c)
The large-carrier AM signal produces a strong frequency component at 10.025 Mhz. The
double-sideband modulation is clearly visible, as are the small sidebands produced by the
windowing of the modulating signal. (d) The error signal mostly contains post-filtering carrier
residues.
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Figure B.4: Block diagram of an SSB modulator with channel selection. The sign of the an-
alytic transform determines whether an USB (negative) or LSB (positive) signal is produced.
Note that Wo may also carry its own sign.
translation-see Section 2.2) must be performed while the signals are still in the digital
domain, as is illustrated by Figure B.4. The modulating signal is first converted to its
single-sided representation by the analytic transform [56, p. 98]
m(nT) = m(nT) ± jm(nT) . (B.ll)
The conjugation sign in Equation B.ll is negative for upper-sideband SSB, and positive
for lower-sideband SSB. Instead of directly performing quadrature mixing on the real and,
imaginary components of the analytic signal (as is done in the conventional implementation
of SSB), the complex-valued analytic signal can be translated in frequency by multiplying
it with a complex exponential. This represents the first stage of upmixing, and is performed
in the digital domain-typically to achieve channel selection. The real and imaginary com-
ponents of this signal can be further translated to the actual band centre frequency by using
the quadrature mixing techniques of Section 2.2 in the analogue front-end.
For the practical realisation of Figure B.4, a Hilbert transform filter must be implemented.
Digital mixing with the complex exponential is achieved by noting that the translated signal
is
mp(nT) - [m(nT) coswonT - m(nT) sin wonT]
+i [m(nT) sin wonT +m(nT) coswonT] , (B.12)
where the complex exponential was decomposed into its trigonometric form by Euler's iden-
tity. The sine and cosine of wonT can be created by lookup-table DDS. However, if wonT
is limited to a small set of frequencies (as is typically the case for channel selection), or if
a slight delay is permissible while new loop coefficients are calculated when Wo changes, a
coupled-form oscillator might be better suited to the task [32, p. 354].
B.1.5 Extension to digital modulation schemes
The modulation techniques described thus far assume an analogue input signal. By modu-
lating frequency, phase and amplitude, they represent a general starting point for developing
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Figure B.5: Digital modulation can be implemented ui terms of analogue modulation
schemes. The binary data is grouped into data words, and each word is treated as a sym-
bol that maps to a corresponding amplitude level. The resulting pulse-amplitude modulated
(PAM) signal has as many amplitude quantisation levels as there are digital symbols, and is
used as input to an analogue modulator.
other modulation schemes. This section briefly illustrates how to extend the developed
theory to digital modulation schemes.
Parameter-based digital modulation schemes such as amplitude-shift keying (ASK), fre-
quency-shift keying (FSK) and phase-shift keying (PSK) transmit information by using a
set of N symbols (i.e. discrete amplitudes, frequencies or phases) that can be transmitted
at a rate of 1fT, where T is the symbol length. A convenient intermediate waveform that
encapsulates the commonality between these digital modulation schemes, is pulse amplitude
modulation (PAM),2 which is illustrated in Figure B.5. A useful technique in digital software-
defined radios, is to translate an information stream into a PAM representation (each data
word or symbol produces a quantisation level), and to use this wave as input to one of the
quadrature analogue modulators described in Sections B.l.l to B.l.3.
Because a PAM signal takes on only predetermined (quantised) amplitude levels, and
maintains them for a period T, which is often long compared to the carrier period, the
modulation techniques may in certain cases be simplified as described further in this section.
To maintain its general applicability, this dissertation will mostly present modulation
from the analogue point of view, since digital modulation schemes can often be seen as
special cases of their analogue counterparts.
2The use of the term "PAM" here is somewhat unconventional. It is intended to convey the observation
that any digital signal can be represented as a PAM-like signal that can take on only discrete amplitude
values. Each amplitude represents a digital symbol. Using this discrete-valued, non-return-to-zero PAM as
the modulating input to an AM, FM or PM system, results in ASK, FSK or BPSK respectively. Therefore
this specialised PAM signal is a useful intermediate representation of digital data, and is helpful to build
digital modulation schemes from their analogue counterparts.
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Frequency-shift keying
For FSK, the number of symbols, N, is usually relatively low, and the requirements on
DDS frequency resolution may be relaxed accordingly. It may be impractical to use a digital
oscillator instead of lookup-table DDS, since phase continuity is usually a requirement during
symbol transitions. Unless an integral relationship exists between the sampling rate, symbol
rate and symbol frequency positions, it would be necessary to re-calculate the oscillator
coefficients at each symbol transition.ê
Phase-shift keying
PSK (including all its derivatives, such as QPSK and QAM) require very accurate phase
synthesis, and digital oscillation may be unpractical for such purposes. The lookup table
can be greatly optimised by choosing Wo = 0 in Equation B.5, with the disadvantage that
channel selection must be done by adjusting the local oscillator frequency of the quadrature
mixer. In this case, only the symbol phase shifts, (!>ï, and the associated symbol amplitudes
need to be stored or calculated. In fact, this means that the DDS technique just simplifies
to the traditional I-Q method of generating QPSK or QAM. The quadrature compensation
techniques that will be developed in Chapter 6 still hold and can be used to impove the bit
error rate of such a system.
In software-defined radio systems, software channel selection and adjustable symbol con-
stellations are often priorities. If so, a full lookup table that minimises phase and amplitude
quantisation noise (Section A.3) may be required.
Amplitude-shift keying
Given an amplitude-modulating PAM signal representing digital symbols, generating an
amplitude-shift keyed signal is almost trivial. A digitally generated complex sub carrier is
multiplied by the PAM amplitude values and synthesised as I and Q signals. Since only a
limited number of subcarriers need to be generated (of which Wo = 0 may be one), ASK is
well suited to the use of a digital oscillator.
B.2 Quadrature demodulation techniques
It can now be demonstrated how the quadrature downconversion technique of Equation 2.21,
and its practical realisation depicted in Figure 2.5, can be used to perform baseband demod-
3Digital sinusoidal oscillators require recalculation of the loop parameters to produce a continuous-phase
change in frequency. Knowledgeof the current phase position is required at the frequency transition, and
the sine of the phase at the new frequency must be determined. A frequency-modulating oscillator would
therefore also require a lookup table (or a similar technique), and a simpler solution would be to use only a
lookup table to generate the sinusoid, eliminating the need for a feedback loop.
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ulation of received modulated signals. These demodulation techniques make use of the
derivation on page 19 that a received signal of the form
f(t) = a(t) . cos ¢(t) (B.13)
becomes
s(t) = a(t) . ei[<I>(t)-wctj (B.14)
after quadrature frequency translation. These demodulation techniques are used in the
simulations and practical system of Chapters 5, 6 and 7 to verify the developed theory.
B.2.1 Quadrature phase demodulation
Although the baseband signal of Equation B.14 shows frequency translation, the signal's
original phase argument, ¢(t), stays intact and may be demodulated.
Coherent reception
First, consider the case where the carrier frequency is estimated precisely. In such a scenario,
the received signal may be
f(t) = A· [Wet+ ¢(t)] , (B.15)
representing a constant-amplitude signal at carrier frequency We, with the modulated phase
information in ¢(t). After quadrature downmixing by Equation B.14 with a coherent carrier
signal, the complex-valued baseband signal to be processed digitally is
s(t) = Aei<l>(t) . (B.16)
Usually the downmixed signal is digitised as two quadrature baseband signals, I(t) =
1(e{s(t)}, and Q(t) = Im{s(t)}. Then the desired phase argument is
[
Q(t)]¢(t) = arctan I(t) . (B.17)
Non-coherent reception
In general, it cannot be assumed that the local oscillator of the quadrature mixer is exactly
phase coherent with the modulated signal carrier-indeed, such an assumption would imply
that the receiver is not a fully software-defined radio. In such a case, the downmixed signal
becomes
s(t) = Aei[<I>(t)+(wc-wc)tj . (B.18)
Taking the arctangent produces a linear phase drift due to the frequency error We - We. How-
ever, high-pass filtering can be used to remove this phase drift, as illustrated in Figure B.6.
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Figure B.6: Phase drift caused by imperfect carrier estimation during quadrature phase
demodulation can be cancelled by filtering out the drifting DC component. The top diagram
shows the phase of a received quadrature siqtial; the average rate of increase represents the
frequency difference between the signal carrier and the receiver carrier estimate. The lower
diagram shows the same signal after high-pass filtering to remove the DC drift component.
Apart from group delay caused by the filtering, the demodulated signal is identical to the
modulating signal (shown as a dotted line).
B.2.2 Quadrature frequency demodulation
Frequency demodulation may be achieved by differentiating the complex phase of Equa-
tion B.18. This produces the instantaneous frequency
(B.19)
The frequency error term represents a DC offset that is easily removed by high-pass filtering.
A simple digital differentiator may be realised by calculating the difference between
successive samples. During frequency demodulation, it is particularly important to again
perform low-pass filtering after demodulation (with a cut-off frequency just above the highest
signal frequency), in order to minimise the quadratically-rising noise power density spectrum
caused by this differentiation process [56]. Preemphasis and deemphasis may also be used
as part of the modulation scheme to whiten the demodulated noise spectrum [43].
B.2.3 Quadrature amplitude demodulation: AM
After quadrature downmixing, a received DSB-AM signal has the form
s(t) = a(t)ei<wc-wc+wo)t+j4>o • (B.20)
The real and imaginary components of this complex-valued signal are I(t) and Q(t) respec-
tively. For amplitude demodulation, the magnitude of this complex signal is of interest, and
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thus
m(t) = V]2(t) + Q2(t) (B.21)
regardless of the exact frequency and phase of the downmixed signal. In particular, Equa-
tion B.21 holds when Wo = 0 and We = We (coherent demodulation).
B.2.4 Quadrature amplitude demodulation: SSB
A received single-sideband AM signal (as generated in Section B.1.4 on page 171) with an
unknown carrier frequency offset Wo from the local oscillator frequency, and an unknown
phase offset of CPo,can be written in the form [56, p. 151]
f(t) = m(t) . cos [(wc + wo)t + CPo]- m(t) . sin [(wc + wo)t + CPo]. (B.22)
In this case, upper-sideband SSB has been assumed. The derivation for lower-sideband SSB
is identical, with the exception of a sign change between the two terms of f(t) above. After
quadrature downmixing by -We, the complex-valued baseband signal is of the form
s(t) = m(t) . d(wot+<!>o) - m(t) . d(wot+<!>o-~) , (B.23)
where the identity sin(A) = cos(A -~) was used to write the translated version of the second
term of Equation B.22. It will now be demonstrated that the modulating signal m(t) can
be retrieved through the operation
m'(t) = ~{s(t) . e-j(wot-¢o)} , (B.24)
where wat and 4>0 are estimates of the exact signal parameters of Equation B.22. By substi-
tuting Equation B.23 in Equation B.24,
m'(t) = ~{m(t) . ej[(wo-wo)t+(<!>o-¢o)] - m(t) . d[(wo-wo)t+(<!>o-¢o)-~]} . (B.25)
For convenience, let
.6.wo Wo - Wo and .6.CPo= CPo- CPo. (B.26)
Then,
m'(t) m(t) . cos(.6.wot + .6.CPo) - m(t) . cos(.6.wot + .6.cpo - ~)
m(t) . cos(.6.wot + .6.CPo) - m(t) . sin(.6.wot + .6.cpo) . (B.27)
Depending on the values of .6.wo and .6.cpo, three demodulation cases can be identified:
1. In the ideal case, .6.wo = 0 and .6.cpo = O. Then Equation B.27 reduces to
m'(t) = m(t) (B.28)
and the modulating signal is perfectly reconstructed.
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2. If the offset frequency is correctly estimated, but a phase error remains, ~wo = 0 but
~¢o =I O. When this happens,
m'(t) = m(t) cos(~¢o) - m(t) sin(~1>o) . (B.29)
The Hilbert-transformed modulating signal leaks through into the demodulated signal.
This crosstalk term can produce serious signal distortion if ~1>0 is not small. This
is similar to the distortion caused by poor demodulation carrier estimation in non-
quadrature systems [56, p. 151].
3. If the offset frequency is incorrectly estimated (~wo =I 0), Equation B.27 shows that
both m(t) and m'(t) will be present in the recovered signal, and that the output will
oscillate between them at a rate of ~wo. This represents an unacceptable level of
distortion.
From the observations above, it can be concluded that some form of frequency and phase
estimation is required in the demodulator to recover Wo and 1>0from the received signal. A
complex digital phase-locked loop can be applied for this purpose [42].
B.2.5 Extension to digital modulation schemes
The analogue quadrature demodulation techniques described thus far are equally well suited
to digital demodulation. All the above techniques generate a demodulated waveform that
can be interpreted as a PAM signal. A typical digital demodulator then proceeds to perform
symbol synchronisation, noise integration and threshold detection to identify the received
symbols. Once the symbol stream is extracted, the symbols can be decoded into their binary
representations, word synchronisation can be performed, and the data can be processed.
Extensive processing of the demodulated PAM waveform is possible in software, making
flexible and robust demodulators possible. Such signal processing is beyond the scope of this
text, however.
B.2.6 Practical implementation
The quadrature demodulation techniques described in this section have been implemented
and tested as part of the Software-Defined Radio Project of the Digital Signal Processing and
Telecommunications Group of the University of Stellenbosch [47]. This research confirmed
that quadrature demodulation is a simple, flexible technique that can be used to robustly
demodulate a wide variety of demodulation schemes [42]. Furthermore, advanced digital
processing tools such as adaptive filtering may be employed to use a priori knowledge of a
modulating signal's statistical properties to further improve the fidelity of the demodulation
process.
These quadrature demodulation techniques were also implemented as part of the SDR
Architecture developed by the SDR Group [47]. Appendix E contains references to the
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source code, and the practical measurements of Chapter 7 show how quadrature modulation
can be used very effectively in practice.
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Appendix C
Simulations
To aid the analysis of quadrature mixing inaccuracies in software-defined radio systems,
an SDR simulation system was developed in MATLAB. Figure C.1 on page 182 gives a
graphical overview of the various simulation modules, and how they interact. This chapter
will summarise the operation of the simulation modules. For in-depth documentation on the
use of the software, the reader is referred to the help provided with the source code. See
Appendix E for details on how to obtain the simulation source.
C.l Overview of the simulation modules
The simulation modules attempt to mimic the behaviour of analogue signals by representing
them as vectors of signal samples. At the very least, signals must be sampled at twice the
maximum frequency component of the signal. If signal visualisation (especially in the fre-
quency domain) is important-and in a simulation it most often is-the sampling frequency
is best chosen much higher.
When a transceiver is simulated, there is a large difference in the frequency content of
signals at various stages of transmission. However, to avoid the added complexity (and subse-
quent additional measurement uncertainty) of sampling rate conversion, a uniform sampling
rate is used throughout a given simulation. Most of the simulation modules described below
take the sampling rate (in Herz) as one of their parameters. Other modules, such as the one
performing amplitude demodulation, can perform its task without knowledge of the exact
sampling rate. This is possible because the same input and output sampling rate is assumed.
All full-page simulation results contained in the text were produced using the simulate.m
program, with the "simulation reference" listed at the bottom of the page used as argu-
ment. For example, to replicate the simulation shown on page 169, the command simulate
cleandc may be executed under MATLAB.
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C.l.I Baseband modulation
dds.rn performs quadrature-baseband direct-digital synthesis. It takes an amplitude-mod-
ulating and frequency-modulating signal as input, and produces a complex-valued out-
put baseband signal, I(t) + jQ(t). It can add a deliberate phase error between the I
and Q signals. The DDS technique used is identical to the one discussed in Chapter 2.
ssbmod.m performs single-sideband amplitude modulation at a specified offset frequency
in the baseband. It produces a complex-valued output signal of the same form as the
one produced by dds.m.
C.l.2 Quadrature mixing
qrnod.m performs quadrature upmixing on a complex-valued baseband input signal, and
produces an RF output signal at the specified mixing frequency. It can add deliberate
amplitude, offset and phase errors, and can introduce LO leakthrough in the output
signal.
qdem.m is qmod.m's downmixing counterpart. It takes a real-valued RF signal as input,
and multiplies it with the sine and the cosine of a specified mixing frequency, to
produce a complex-valued output signal. It supports the same quadrature inaccuracies
as qmod.m. Note that qdem.m performs no output filtering, and therefore contains a
double-frequency image component.
C.l.3 Baseband demodulation
fmdemod.m is a very simple quadrature FM demodulator that calculates the time deriva-
tive of the input signal's instantaneous phase. The instantaneous phase is approxi-
mated by subtracting successive samples. The entire demodulation process is contained
in the code lines
phi = angle(IQ);
dPhi = wrap([phi 0] - [0 phi]);
Fi = dPhi(1:1ength(IQ»*Fs/(2*pi*dF);
where IQ is the complex-valued input signal vector, Fs is the sampling frequency and
dF is the FM frequency deviation. Fi is the output.
amdernod.rn is an even simpler quadrature DSB-AM demodulator. It simply calculates
the magnitude of the complex-valued input signal:
Ai = abs(IQ);
ssbdemod.m is a single-sideband demodulator based on the theory of Section B.2.4. In
addition to the complex-valued baseband signal, it requires the sampling frequency,
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the offset frequency (wo in Equation B.24) and the starting phase (typically zero). Its
algorithm is a direct implementation of Equation B.24:
Here, IQ is the complex-valued input signal, Fo is the offset frequency in Herz, t is the
signal's time axis and PhiO is the starting phase.
C.2 Simulation premises
• The simulations were run under MATLAB Version 5, but should be compatible with
any later MATLAB version.
• MATLAB uses IEEE-754 double-precision floating point numbers. For the simulations,
this implies a precision (mantissa) of 53 bits and an exponent of 11 bits.
• The modulating input signal was assumed to always be in the range -1 to +1 V.
• A simulation sampling frequency of 100 MHz was used throughout.
• A quadrature mixing frequency of 10 MHz was used throughout.
• For simulations where the signal carrier was offset from the mixing frequency, an offset
frequency of 25 kHz was used.
• For FM modulation, 75 kHz/V frequency deviation was used.
• Simulation runs consisted of 16384 samples for FM, and 32768 samples for AM and
SSB.
• A Blackman window function was used to precondition the RF signal prior to calcu-
lating its spectrum.
• An 8th-order Butterworth low-pass filter, with a cut-off frequency of 1.5 MHz was
experimentally found to produce the best results in distortion-free simulations when
placed after the output of the qdem.m function. The non-ideality of the filter results in
a small error signal even in the "ideal" simulation runs, because a small RF component
remains in the signal output.
• The error signal displayed in the simulations represents the difference between the de-
modulated received signal and a reference signal. The reference signal was obtained
by performing the same demodulation on the transmitted I-Q signal, without quad-
rature impairments. The error signal therefore only exposes errors produced by the
quadrature upmixing and downmixing process.
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• Amplitude deviation (qmod.m) is applied in such a way that the total signal power of
the baseband signal stays constant. If one axis is scaled by a factor kp, the other axis
must be scaled by J2 - k; (see Equation D.8 on page 188).
C.3 Observations
The simulation results are discussed throughout the main text of the document, in the
sections to which they apply. A few comments are, however, appropriate here-specifically
with regard to the "ideal" simulation runs without quadrature distortion.
Since Matlab uses double-precision floating point numbers for its calculation, it has an
effective 52 bits of numeric accuracy. Consequently, quantisation error is not likely to place
a fundamental bound on the simulation accuracy. Rather, the effects of non-ideal filtering
will play a larger role in establishing the maximum achievable simulation accuracy.
A point in case is the simulation shown in Figure B.1 on page 169. In this simulation, a
DC signal is frequency modulated and demodulated again, without any quadrature distor-
tion. The resultant signal error in Figure B.1(d) should give an indication of the simulation
accuracy.
The error signal has an average power of about 2.4· 10-12 W, which lies approximately
116 dB below the original signal power. This error signal consists of remnants of the RF
signal that are not fully removed by the 8th-order Butterworth low-pass filter.
During the quadrature-distortion simulations, the resultant signal error completely dom-
inates this accuracy error. During the quadrature compensation simulations, maximum
compensation is achieved when the error signal is again suppressed to below 116 dB and
below.
A rational representation of a real number x can be found by writing it as a continued
fraction of the form
n 1
x ~ d = dl + (d + I )
2 (d3+'+}k)
(D.1)
Appendix D
Further derivations and proofs
D.I Finding ratios by continued fraction expansion
The values di are found by repeatedly taking the integer part of the fraction, and by then
taking the reciprocal of the remaining fractional part. If x has a rational representation,
the continued fraction will eventually terminate. If x is not a rational number, the fraction
continues indefinitely, but can be truncated after k terms to approximate x by a rational
representation. For example, truncating the continued fraction representation of 7r after two
terms, yields the familiar rational approximation of 22/7.
The Matlab User's Guide [24] states:
The accuracy of the approximation increases exponentially with the number of
terms and is worst when x = y'2. For x = y'2, the error with k terms is about
2.68· (O.173)k, so each additional term increases the accuracy by less than one
decimal digit.
D.2 Power transmitted by an elliptical phasor locus
This section shows a simple derivation for the total power transmitted after quadrature
modulation, in the general case where the phasor locus is elliptical and centered at the
origin. The derivation is done for the specific case where the ellipse's axes coincide with
the I-Q axes (amplitude deviation, see Section 5.5). Since an offset in the phasor's phase
angle represents a shift in phase in the output signal, and therefore does not influence the
transmitted power, the proof will also hold for the general case where the ellipse's axes may
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be rotated. This may, for example, occur when the quadrature mixing process suffers from
poor phase separation (Section 5.7).
Let the I-Q channels of the quadrature modulator of Figure 2.3 on page 13 be
I(t)
Q(t)
Ai cos ¢(t)
Aq sin ¢(t) . (D.2)
These two equations conform to the standard parametrisation of an ellipse [13, p. 654]. The
phasor locus is similar to that of Figure 5.4 on page 43. Without loss of generality, it can be
assumed that the total amplitude of the output signal is determined by the amplitude of the
I-Q channels, so that quadrature mixing is performed by using the following unity-amplitude
sinusoids:
Mi(t) - cos wet
Mq(t) - sin wet . (D.3)
The ellipse traced by Equation D.2 has a radius of Ai along the one axis, and a radius of Aq
along the other axis. Let the greater of these be the major radius, and the other the minor
radius. Next, let us calculate the power of the transmitted signal. According to Pareeval's
theorem, the total transmitted power of a signal is equal to the power contained in the
signal's Fourier components. The transmitted signal is
y(t) = A cos¢(t) cos wet - Aq sin¢(t) sin wet . (D.4)
The Fourier transform of this signal, at time t = T in the joint time-frequency domain,
produces
A-{. . } 1F{y(t)}lt=r - T 8[w - ¢(T)] + 8[-w + ¢(T)] * 2 {8[w - we] + 8[-w +We]} -
A {. . } 12} 8[W-¢(T)]-8[-w+¢(T)] * 2j {8[w-we]-8[-w+we]}
A-+A {. . }- '4 q 8[w+We+¢(T)]+8[w-we-¢(T)] +
Ai ~ Aq {8[w +We - ¢(T)] + 8[w - We+ ¢(T)]} . (D.5)
A plot of Equation D.5 is given in Figure D.1, showing the frequency positions and amplitudes
of the impulses at time t = T. It can easily be seen that, if A = A = Aq, the outer impulses
have an amplitude of A/2, and the inner impulses disappear completely. This corresponds
to having a circular phasor locus, and is the ideal condition for frequency synthesis.
Using Equation D.5 and Pareeval's theorem, the signal power can be calculated as
P = 2 [ ( ~i _ ~q)2 + ( ~i + ~q) 2]
1 (2 2)- 4 Ai + Aq .
From this result, the following conclusion can be drawn:
(D.6)
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Y(w)
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Figure D.l: Frequency domain plot of a quadrature signal that has an elliptical phasor
locus.
Consider a quadrature signal that describes an elliptical phasor locus centered
at the origin. When this signal is upmixed with a unity-amplitude quadrature
carrier frequency, the power of the resultant signal is equal to a quarter of the
sum of the squares of the elliptical phasor locus's major and minor axes [i.e. P =
(A~ + A~)/4]. In the special case of a circular locus, the power is equal to half
the square of the radius [i.e. P = A2/2].
During simulation, it is often useful to keep the total power in the complex baseband signal
constant when one of Ai or Aq change. If unity amplitude is taken as the norm, the constant
output power must be
P - ~ (A; + A~)
1+ 1 1--4 2 (D.7)
When the amplitude of one of the baseband signals changes, and the total power must remain
constant, the expression above can be solved for the dependent parameter:
1 (2 2) 14 Ai + Aq -2
A~+A2 2t q
Aq - J2 - Af· (D.8)
http://www.dsp.sun.ac.za/-gvrooyen/phdsrc.zip
Appendix E
Source code
Distribution copies of this dissertation should have a CD inside the back cover. The CD
contains full source code for the simulation modules and the practical SDR prototype, plus
additional documentation related to the research. If the CD is missing or unreadable, please
do not hesitate to contact the author at g-j<Dieee.org.
Source code can also be downloaded from the following website:
In the event that the source code cannot be retrieved from the above address, please contact
the author at g-j<Dieee.org to have a copy of the source sent by email.
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