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1 Introduction
It is predicted by the Federal Aviation Association (FAA) that air travel will double by 50%
within the next 20 years [1]. To protect the environment in the light of these developments,
the Advisory Council for Aeronautical Research in Europe (ACARE) recommends a 50%
reduction of carbon dioxide emissions by 2020 compared to the year 2000 [52]. With the fall
of national regulations, the liberation of airline markets and the advent of low-cost airlines,
a strong competition between the airlines has developed [11]. The recent developments and
future trends drive the need for more fuel-efficient aircraft. Since an airplane will spend the
largest part of its operation cycle in cruise flight, the drag generated by the wing in cruise con-
figuration have a large influence on the necessary thrust delivered by the engines and in turn
on the consumption of fuel. In addition, requirements such as range, cruise altitude, climb
capability and buffet boundaries influence the design parameters of the wing such as sweep,
area, aspect ratio, twist and thickness. These requirements cannot be fulfilled all together in
an optimum way, but the wing design should be a well-suited compromise between them.
For the purpose of illustration, the different constraints in cruise flight and at take-off are
described. In cruise flight, the weight of the aircraft has to be compensated by its lift, where
the lift created by the wing is proportional to the square of the velocity multiplied by the
wing area. Due to the high cruise speed of modern airplanes in the transonic regime, only a
small area is necessary to create the necessary lift. At take-off and at landing the situation
is essentially different. At a typical airport, the aircraft must be able to take off from a run-
way of approximately three kilometers [106]. Consequently, the take-off velocity has to be
relatively low and therefore a large wing area is required. To bridge the gap between these
two contrary requirements, multisection high-lift devices are applied to the wing, in order to
reduce take-off and landing speed of the airplane.
Many different ways exist to design the leading and trailing edges of a wing, but the most
popular version of a high-lift configuration for commercial planes consists of a slat arrange-
ment at the leading edge and flaps at the trailing edge. The slats as part of the leading edge,
extend the chord length about 8-15%, and the flaps as part of the trailing edge, extend the
chord length by 25-35% [101]. As an example, the BAC 3-11 airfoil is considered, which
has been developed as a high-lift test case and for cruise flight with transonic speed in the
AGARD Advisory report No. 303 [96]. In Fig. 1.1, the airfoil is displayed in the upper part
with the slat and flap in the location for the cruise configuration and in the lower part as a
three-element airfoil with the slat and flap set for the high-lift configuration. Both elements
are driven along so-called tracks to a new angle and a new position relative to the wing, thus
forming a gap and increasing the wing area, as indicated in Fig. 1.2.
Similar to the wing, the high-lift system itself is also a compromise between aerodynamic
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Main wingSlat Flap
Figure 1.1: BAC-311 airfoil. a: cruise configuration. b: high-lift configuration.
Track
Rollers
Figure 1.2: Drive mechanism of slat and flap of high lift configuration reproduced from [101].
2
Main wing
Fore flap
Mid flap
Aft flap
Figure 1.3: Example of triple-slotted flap reproduced from [101].
performance and system complexity. More advanced solutions, such as a triple-slotted flap
shown in Fig. 1.3 deliver a very good lift performance but for the price of a high weight and
high system complexity, which require in turn a high maintenance effort. Another reason for
using only a single or double-slotted flap lies in the shape of modern airfoils, like the BAC
3-11 airfoil, in cruise configuration, which have a relatively thin rear end. A multi-element
flap for such an airfoil might result in single elements which are too thin for production. Ad-
ditionally, the smaller stiffness of a relatively thin flap has to be counter-balanced by a heavier
structure and more support stations [46]. In many cases, a well-balanced overall solution in
combination with a less complex high-lift system gives an absolute advantage for the aircraft,
since the weight and the cost for maintenance are reduced. Today, the tendency of the man-
ufacturers of high-capacity aircraft is to use single or double-slotted flaps [46]. A further
reduction of weight and complexity is achieved by the use of a smaller number of flaps along
the wing span, which reduces the necessary number of tracks. Due to the slender structure of
the flap, aeroelasticity effects can become important [106].
The weight of an aircraft can be further reduced by relying on lightweight construction. As
a consequence, at the same cruise speed a smaller wing area is necessary, which creates less
drag requiring less powerful engines to compensate it. Since these engines should be in gen-
eral lighter and require less fuel, the overall weight of the aircraft is reduced which requires a
smaller wing. Thus, the design process can be considered as iterative. In aircraft design it is
assumed that, due to the iterative process, the difference between planned initial weight and
initial weight will influence the final weight by a factor of four [62].
The landing speed of an aircraft depends on the weight and consequently the distance required
to come to a stop on the runway is decreased by a reduced weight. The required landing dis-
tance varies with the airport, the length of the runway vary due to the landscape, e.g., on
islands. Also, the landing distance of an airplane increases with greater altitude. Therefore,
an aircraft which only needs a short landing distance becomes more attractive to airlines since
more airports can be used. On the downside, the lightweight construction involves a reduced
3
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Elastic flapFlap
Figure 1.4: Effect of an elastic flap. Left: Generic high-lift configuration reproduced from [101].
Right: Deformations due to an elastic flap.
stiffness of the wing. During the cruise of an airliner, the wing can bend upwards, and due to
positive sweep angle, a reduction of the effective angle of incidence is the consequence. By
this mechanism, the generated lift decreases while the drag increases.
The elastic properties of the wing components also influences the performance of the high-lift
configuration, since it depends crucially on the rigging of the slat and the flap. In case of an
elastic wing in high-lift configuration, the rigging of flap and slat can change due to the defor-
mation of the wing. In addition, the flap might also exhibit deformations caused by its more
slender construction. This situation is depicted in Fig. 1.4, where in the left part a generic
high-lift configuration is displayed. When the flap is elastic, it bends upwards between the
support stations, as shown in the right part of Fig. 1.4. Balaji et al. [6] showed that changes
in the slat and flap gaps as well as the changes in the deviations of both components strongly
influence the generated lift and drag. Therefore, it is desirable for aircraft manufacturers to
account for these deformations already during the design process.
In this thesis, a numerical tool is developed, which enables the designer to predict the flow
about elastic high-lift configurations and thus to take into account the influence of deforma-
tion on the lift and drag performance for optimization.
1.1 High-lift flows
The flow about a high-lift configuration is difficult to predict because of the complex physics
involved, even without considering aeroelasticity. The most important flow features are de-
scribed in this section.
In his now famous paper, Smith [128] states that to develop a wing generating high-lift, the
focus should be on two points. First, the boundary layer has to be investigated with the
special aim to predict and prevent flow separation. Second, the inviscid flow about a given
configuration has to be analyzed to find the configuration which puts the least stress on the
boundary layer. In modern transport aircraft, these demands have been met by adding a slat
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and a flap to the wing. As an example the BAC-3-11 airfoils in a three-element high-lift con-
figuration is considered. As described by Smith [128], the gaps between main wing, flap and
slat are crucial to obtain high-lift. The principle of the operation of a high-lift configuration
as described by Smith is summarized in the following paragraphs.
Due to the circulation of the forward element, the pressure peak on the downstream element
is reduced. This is called the "slat effect". Due to the "circulation effect", the trailing edge of
the upstream element is in a region of high velocity inclined to the mean line caused by the
downstream element. Linked to the same phenomenon is the "dumping effect". The boundary
layer of the upstream element leaves the trailing edge at a velocity higher than the free-stream
velocity and therefore the pressure has not yet reincreased to the free-stream level. By this
mechanism, the possibility of flow separation due to an adverse pressure gradient is reduced.
The deceleration of this wake to free-stream velocity and the increase to free-stream pressure
occurs without contact to any wall. This "off-the-surface pressure recovery" is much more
efficient than the pressure recovery in a boundary layer. In practical applications, wakes
can withstand larger pressure rises than boundary layers. At each element a new boundary
layer develops at their leading edges. These thin boundary layers can endure a higher adverse
pressure gradient compared to thick boundary layers. Accordingly, this phenomenon is called
"fresh-boundary-layer effect".
Apart from the "off-the-surface pressure recovery" and the "fresh-boundary-layer effect",
the mentioned mechanisms affect the inviscid flow field. Additionally, flows about high-lift
configurations contain a multitude of phenomena. Especially viscous effects can be crucial
as pointed out by several authors [94, 154]. Meredith [94] specifies the following important
viscous effects affecting a multi-element lifting system:
• transition of boundary layers from laminar to turbulent,
• attachment line transition,
• relaminarisation of turbulent boundary layers,
• shock-boundary layer interaction,
• confluent wakes and boundary layers,
• flow separation.
In Fig. 1.5, the flow about a high-lift configuration is shown and the occurrence of the men-
tioned characteristics are specified. Flow solvers have to take these viscous effects into ac-
count in order to achieve an accurate prediction of the performance of high-lift configurations.
These effects are discussed in the following subsections.
1.1.1 Laminar-turbulent transition and relaminarisation
As has been shown by Rumsey et al. [88], a very significant influence of the transition location
on viscous drag could be observed. Turbulent boundary layers can endure higher adverse
5
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Figure 1.5: General phenomena of a flow about a high-lift airfoil configuration.
pressure gradients without flow separation, but the drag caused by friction is higher compared
to a laminar boundary layer. Meredith [94] points out, that it is beneficial for the maximum
lift coefficient to have a laminar boundary layer up to the point of pressure recovery. A
turbulent boundary layer can become "laminar" again in case of a strong acceleration of the
flow. This process is called "relaminarisation".
The transition from laminar to turbulent flow will be explained in detail in Chapter 4.
1.1.2 Shock-boundary layer interaction
Compressibility effects have to be taken into account, since the flow about the slat can be
accelerated up to supersonic speed even for low free-stream Mach numbers as Ma = 0.2 [46,
99]. At high angles of attack a laminar separation bubble on the upper side can form, at
which transition from laminar to turbulent flow takes place. Due to the supersonic velocity
of the flow, an interaction between the separation bubble and a shock is possible. A shock-
boundary layer interaction introduces unsteadiness into the flow caused by the expansion and
contraction of the separation bubble [36]. The transition process over the separation bubble
increases the complexity of the flow.
1.1.3 Confluent wakes and boundary layers
On each of the three elements — main wing, slat and flap — a separate boundary layer
develops. When the boundary layer leaves the slat it will be decelerated to the free-stream
velocity above the main wing and the flap. Looking at the velocity profiles of the flow about
the main wing, three different states can be identified. The wake of the slat and the boundary
layer on the main wing are separated by a potential core, they are unmerged. In the second
state an initial merging takes place and in the third state the wake and the boundary layer are
merged. No features of the wake can be recognized in the velocity profiles. This is also called
confluent wakes or confluent boundary layers. The different states of the merging process are
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Figure 1.6: Velocity profiles demonstrating different states of the development of a confluent boundary
layer.
shown in Fig. 1.6, where the boundary layer over the flap has not yet reached the merged
state.
Confluent boundary layers about a high-lift configuration can extend up to 20% of the chord
length into the far-field. This means that a high grid resolution is required not only near the
walls but also away from the wall. The importance of considering this merging has been
shown by Murayama et al. [99].
1.1.4 Separated flow
Flow separation occurs due to an adverse pressure gradient imposed on a boundary layer or
due to abrupt changes in the geometry such as a backward facing step. Separated flow can be
unsteady and it might not be appropriate to model such a flow using a steady state computa-
tion. E.g., Ying et al. [153] observed unsteadiness in the flow over a high-lift configuration
close to maximum lift.
1.1.5 Adverse Reynolds number effect
The following paragraph is a summary of the article written by Meredith [94]. In general, it is
thought that a higher Reynolds number leads to a higher generated lift. But for real flows the
lift first increases, then decreases and finally increases again for growing Reynolds numbers.
This phenomenon is called the adverse Reynolds number effect and one possible explanation
lies in the interaction between wakes and boundary layers. The proximity of the wing wake
to the upper surface of the flap can damp or suppress the development of a suction peak there,
even when the viscous layers are not confluent. The displacement effect of the wing wake
can suppress the flap pressure distribution.
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The thickness of the wing wake can also be changed by the Reynolds number in the free-
stream. Increasing the Reynolds number will reduce the thickness of the wake and thus
causes an increasing flap load. This can lead to separation of the flow on the flap and thus
decrease the lift.
Relaminarisation is a second possible explanation for the adverse Reynolds number effect. A
laminar boundary layer up to the point of pressure recovery is beneficial for the maximum
lift, since a thin turbulent boundary layer can withstand longer an adverse pressure gradient.
This behavior could be caused by the combination of attachment line transition and relam-
inarisation. Adverse Reynolds effects on the lift coefficient are not uncommon and can be
large.
As a summary of the flow about high-lift configuration it can be said with Meredith [94]:
"Designing and testing at less than flight Reynolds number is not in general conservative
and may result in expensive airplane modifications during flight testing and an airplane with
poorer than expected performance throughout its economic life".
1.2 Wing design
When designing a wing, the aerodynamic loads acting on the wing in real flight have to
be predicted. In the past, wind tunnel tests have been used intensively for this purpose.
Exploiting the fact, that the flow about a wing or an aircraft can be characterized by the
dimensionless numbers such as Mach and Reynolds number, smaller models of the aircraft
have been examined in wind tunnels, keeping at least the Mach number at the levels occurring
in the real flight.
For large aircraft flying in the transonic regime, the second characteristic figure, the Reynolds
number, can only be maintained by expensive measurement conditions and tools, e.g., by us-
ing nitrogen as flow medium instead of air in the wind tunnel, cooling this down to cryogenic
conditions and raising the total pressure up to several bar. This procedure is, e.g., applied in
the European Transonic Windtunnel (ETW) in Cologne, Germany, which is one of the two
facilities in the world where those conditions are possible [23]. Those experiments are very
expensive and not feasible in the early phases of the design or in an optimization of a wing.
Therefore, during the development of next-generation fuel-efficient aircraft, engineers rely
more and more on numerical simulation as a design tool for reducing the number of expensive
wind tunnel experiments. But these tools need to be validated on the basis of good wind
tunnel data in the right parameter range.
1.3 Numerical methods
Starting in the 1980’s, Computational Fluid Dynamics (CFD) has been more and more in-
tensively applied as a tool for aircraft design. Nowadays, in the framework of aircraft design
CFD is concerned with the approximate solution of the Navier-Stokes equations for turbulent
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flows. For industrial applications, the direct solution of the Navier-Stokes equations by nu-
merical methods — the so called Direct Numerical Simulation (DNS) — is so far prohibitive
due to the huge computational cost [103]. The only feasible approach to predict the flow
about a complex structure like an airplane or a wing is the use of the Reynolds Averaged
Navier-Stokes (RANS) equations as the governing system of equations. To close the RANS
equations, turbulence models have to be introduced, and in order to take the influence of tran-
sitional flows into account, additional models for transition and relaminarisation prediction
are required. So far, a finite volume discretization is the most common approach to solve
the Navier-Stokes equations for compressible fluid flows [90]. For the solution of the prob-
lems described above, an accurate computation of the force distribution generated by the flow
around the wing is necessary. While a relatively accurate prediction of the lift distribution on
a wing can be achieved by most codes, the prediction of the drag is still a topic of current
research [138].
General comparisons of the prediction of turbulence models for different kinds of flows rele-
vant for aerospace applications have been done by several authors [12,26,47]. For a given test
case, different turbulence models turned out to be suited best. But nonlinear eddy-viscosity
models and differential Reynolds-stress models yielded the best results for the most test cases.
Rumsey et al. [116] and Rumsey and Gatski [115] simulated the turbulent flow about two
different high-lift configurations using a structured finite volume code. Only two-equation
models have been applied and no large differences were observed. The best results have been
obtained using a nonlinear eddy viscosity model. Spalart and Rumsey [132] have computed
the turbulent flow about a high-lift configuration and have shown a sensitivity of the solution
to the chosen values for turbulent inflow quantities.
Transitional flow about high-lift configurations has been computed by several authors. Rum-
sey et al. [116] have pointed out the influence of considering the measured points of transition
onset in their computations. Malik and Lin [88] as well as Krumbein [76] have used struc-
tured solvers to compute the transitional flow about two different high-lift configurations.
Krumbein et al. [78, 79] transfer the transition prediction method developed in the frame-
work of a structured solver to an unstructured solver to compute the transitional flow about a
three-dimensional high-lift configuration. All computed results show clearly the importance
of taking transitional effects into account when considering high-lift flows. So far, only em-
pirical or semi-empirical approaches exist to include transitional effects into solvers for the
RANS equations. Those will be described in Chapter 4.
A key issue in the application of unstructured solvers is the generation of suitable grids [90].
The grid resolution still remains one of the most important factors in achieving accurate and
reliable solutions of the RANS equations. The grid has to be fine enough to resolve all
the relevant flow physics and to ensure a small discretization error. For simple flows, the
drag due to skin friction is sensitive to the grid resolution within the boundary layer. For
complicated flows as the flow about a high-lift configuration also the pressure coefficient
is influenced [90, 99]. The multitude of different flow phenomena which is present in such
flows has to be resolved properly by the flow solver. Murayama et al. [99] computed the
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flow about different high-lift configurations using structured and unstructured solvers and
obtained similar results. The importance of a high grid resolution not only near the walls but
also away from the wall to take the confluent boundary layers into account is pointed out.
But fully grid-converged RANS solutions are not feasible in an industrial environment and
a globally refined mesh would result in very high computational costs. Therefore schemes,
which adapt the grid according to the solution, are of interest.
Another important issue is the computational time needed by the numerical solver to achieve
a solution. A popular way to accelerate the speed of the computation is the use of an implicit
time integration. This requires the solution of nonlinear systems of equations, which is often
done by Newton-Krylov methods [24]. However, to achieve superlinear or quadratic con-
vergence in the final stage of the computation, an exact Jacobian matrix would be required,
which is prohibitive due to memory considerations, at least for large test cases [20]. There-
fore, Jacobian-free Newton-Krylov methods have been developed and successfully applied
for different kind of flow problems [70].
In general, a partitioned field approach is preferred for the solution of aeroelastic problems
over monolithic approaches [21]. The advantage of this approach is the use of single field
solvers, which are well validated and tested and specialized for the particular demands of the
respective field [110]. The single fields are the flow solution, the solution of the structural
mechanics problem and the deformation of the computational grid.
1.4 Scope of the thesis
The aim of the present thesis is the enhancement of the adaptive flow solver QUADFLOW,
developed in the framework of the collaborative research center, SFB 401 [123], to simulate
the behavior of an elastic high-lift configuration.
To achieve this goal, the turbulence modeling had to be improved. In Chapter 2 the underlying
physical model is presented. Chapter 3 is concerned with the description of turbulent flow and
ways to model this kind of flow. The only way to take turbulence effects into account using
QUADFLOW was to apply the Spalart-Allmaras (SA) turbulence model developed by Spalart
and Allmaras. A literature review is given and the new turbulence models implemented into
QUADFLOW are described.
The influence of transitional effects on the performance of a high-lift configuration has been
pointed out in the previous section. Chapter 4 deals with transitional flows and the ways
to take transitional effects into account during the flow simulation. A literature review is
presented and the transition model chosen and implemented by the author is described.
In Chapter 5 the applied numerical methods are presented. In the first part, the integrated
concept of QUADFLOW is described. In the second part, the new developments in different
areas in the context of this thesis are described. The implementation of the turbulence models
and the implementation of the transition model are described in detail. To decrease the time
to achieve converged solutions, a new variant of a Jacobian-free Newton-Krylov method has
been validated and its performance has been investigated. A literature review is given and
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the theory is explained. Also, the integration of QUADFLOW into the aeroelastic solver
SOFIA [21], allowing the solution of aeroelastic problems, is explained.
In Chapter 6 the validation of QUADFLOW for turbulent and transitional flows is described.
Results of the application of QUADFLOW for aeroelastic problems are shown and the per-
formance of the implemented Jacobian-free Newton-Krylov method is demonstrated.
Chapter 7 is concerned with the results of the simulation of the flow about the high-lift config-
uration. The turbulent and transitional flows about the high-lift configuration are investigated
and the results interpreted. As a last result, the investigation of the elastic high-lift configura-
tion is described.
Chapter 8 summarizes the presented content and gives recommendations for future research.
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In this chapter the physical model used in this work is presented.
2.1 Governing equations of compressible flow
In the present work, compressible viscous fluid flow is described by the Navier-Stokes equa-
tions. The conservation laws for any control volume V with boundary ∂V and outward unit
normal vector n on the surface element dS ⊂ ∂V can be written in Arbitrary Lagrangian-
Eulerian (ALE) formulation as
∂
∂t
∫
V (t)
u dV +
∮
∂V (t)
(
Fc(u)− Fd(u))n dS = 0. (2.1)
Here, u = (ρ, ρvT , ρetot)T denotes the vector of the unknown conserved quantities, where ρ
refers to the density, v to the vector of velocity and etot is the total specific energy. The total
specific energy is the sum of the macroscopic kinetic energy and of the internal energy of the
fluid etot = e+ 12vv.
The variables Fc and Fd represent the convective flux including pressure and the diffusive
flux function, respectively,
Fc =
 ρvrρv ◦ vr + p I
ρetotvr + pv
 , Fd =
 0Tv
vTv − q
 . (2.2)
The static pressure is designated as p and I is the identity tensor. The velocity relative to the
mesh vr is defined as vr = v − x˙ where x˙ is the velocity of the faces of the control volume
V (t). The symbol ◦ denotes the dyadic product. In the description of the viscous fluxes, Tv
denotes the tensor of the viscous stresses and q is the vector of heat flux.
The system of equations Eq. (2.1) is not yet closed. Additional constitutive equations for the
pressure, for the tensor of the viscous stresses and for the heat flux have to be formulated. In
this work, air is considered to be a perfect gas. Therefore, the following relations are applied
for the pressure, the internal energy and the internal enthalpy h:
p = ρRT , (2.3)
e = cvT , (2.4)
h = cpT . (2.5)
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Here, T denotes the absolute temperature and R is the specific gas constant of air R =
287.058 J
kg·K
. The constants cv and cp refer to the specific heat capacity at a constant specific
volume and at a constant pressure and are given by
cv =
1
γ − 1R , (2.6)
cp =
γ
γ − 1R , (2.7)
where γ is the ratio of specific heats, which is 1.4 for the diatomic gas air. By combining
Eq. (2.5) and Eq. (2.7) the additional relation
p = (γ − 1)ρe , (2.8)
can be obtained.
The viscous stress tensor Tv for an isotropic Newtonian fluid is defined as:
Tv = µ
(
gradv + (gradv)T
)
− 2
3
µ (div v) I . (2.9)
The laminar viscosity µ is modeled exploiting the Sutherland formula:
µ(T ) = µ0 · T0 + TS
T + Ts
(
T
T0
) 3
2
. (2.10)
In this formula, T0 = 273.15K and µ0 refers to the viscosity at this temperature µ0 = 1.716 ·
10−5 kg
(m·s)
. The variable Ts designates the Sutherland constant and is equal to Ts = 110.4K.
Heat conduction is modeled by Fourier’s law:
q = −λ grad T , (2.11)
where the thermal conductivity is assumed as λ = cpµ/Pr. For the flows considered in this
work, the Prandtl number is assumed to be constant and equal to Pr = 0.72. Employing the
equations Eq. (2.2) up to Eq. (2.11), the system of conservation laws in Eq. (2.1) is closed.
When neglecting viscous effects and heat conduction in Eq. (2.1), the Euler equations are
obtained.
2.2 Boundary conditions
To complete the problem formulation, initial values u (x, t0) = u0 (x), x ∈ V and boundary
conditions u (x, t)|∂V = B (x, t), x ∈ ∂V are to be prescribed. For inviscid flows, the
kinematic condition
vr · n = 0 ,vr = v − vwall , (2.12)
has to be fulfilled at impermeable walls. In case of viscous flows the no-slip condition re-
quires v = vwall. In QUADFLOW, isothermal walls are considered and the temperature at
the wall is prescribed. For the inviscid part of the governing equations, far-field boundary
conditions are imposed by employing the theory of characteristics. For the solution of the
Navier-Stokes equations, additional Neumann conditions for the flow gradients are required.
For further details please refer to Bramkamp [19].
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The flow around engineering objects like aircraft or ships is mostly turbulent. Also the mixing
of fuel and air in, e.g., engines occurs in turbulent flows. Already these two different kinds of
turbulent flows demonstrate, that the definition of turbulence has to be applicable to a large
number of different flows. Rotta defined four characteristics of turbulent flows [114]:
• turbulent flows are irregular, so that a single measurement will yield only random re-
sults,
• turbulent flows consist of eddies,
• turbulent flows are three-dimensional flows,
• turbulent flows are unsteady flows.
Turbulent flows contain a large number of motions ranging in size from the width of the flow
to much smaller scales [103]. These motions are called “eddies” and are loosely defined as
a region of size l, where the flow is at least moderately coherent. Beside the length scale l
these eddies are characterized by a velocity scale u(l) and a time scale τ(l) = l
u(l)
; see also
Fig. 3.1 for illustration.
In Fig. 3.1 it can be seen, that the edge of the boundary layer undergoes permanent change
due to the movement of the turbulent eddies. The dashed line represents the edge of the
boundary layer averaged over time. The thickness of the boundary layer edge δ refers to the
distance from the solid wall to this averaged edge of the boundary layer.
The mean flow strain-rate stretches the largest eddies and causes them to break up and to
transfer their energy to smaller eddies. This process continues towards smaller length-scales
until the Reynolds number associated with the eddies Re(l) = u(l)l
ν
becomes so small that
friction damps out the motion and dissipates the energy into heat [58, 103]. The rate of the
dissipation of kinetic energy into internal energy per time unit is denoted by ε.
The behavior of the eddies of different sizes is quite different. The large eddies interact with
the mean flow and do not show any significant viscous dissipation. By contrast, the smallest
eddies are responsible for viscous dissipation but have no direct interaction with the mean
flow. For large enough Reynolds numbers, there exists a range of eddy sizes between the
large energy containing ones and the small dissipative ones. For the latter ones, the inertial
transfer of energy dominates and therefore they are identified as belonging to the “inertial
subrange” [150]. Based on dimensional analysis, Kolmogorov postulated that the statistics of
the smallest scales of turbulence depend only on the kinematic viscosity ν and the dissipation
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Figure 3.1: Sketch of a turbulent flow reproduced from Wilcox [103].
rate ε. Therefore the scales of length, time and velocity associated with ν and ε are called the
Kolmogorov scales of length η, time τ and velocity v [150]:
η =
(
ν3
ε
) 1
4
, τ =
(ν
ε
) 1
2
, v = (νε)
1
4 . (3.1)
Several approaches exist to simulate turbulent flows, see e.g. [103]. They can be distinguished
by the range of different sizes of eddies which is either simulated or modeled. The approaches
reach from simulating the behavior of every eddy up to modeling the impact of every eddy
on the flow. In the following sections, the most popular ways to simulate turbulent flows are
described and the approaches implemented in QUADFLOW are introduced.
3.1 Direct Numerical Simulation
The Direct Numerical Simulation (DNS) is conceptually the simplest approach and at the
same time unrivaled in accuracy and in the provided level of description [103]. A DNS solves
the Navier-Stokes equations in Eq. (2.1) in a time-accurate manner under consideration of all
scales. DNS has proven to be valuable in supplementing the knowledge from experiments
of turbulence. However, the huge computational cost forbid the use of DNS for industrial
applications so far. The grid spacing is specified by the smallest dissipative motions, which
are determined by the Kolmogorov length scale η, see Eq. (3.1). As has been shown, e.g., by
Wilcox [150], the necessary number of grid points N to simulate a three-dimensional flow
for a given Reynolds number can be estimated with N ≈ Re 94 . Considering the necessary
time step, Pope stated [103] that the number of floating operations Nfloat even increases with
Nfloat ≈ Re3.
These numbers demonstrate that a simulation of the flow around a commercial airplane at
high Reynolds numbers Re = 107 − 108 using DNS will not be possible for a long time.
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3.2 RANS equations
The preceding section has shown that, for the simulation of complex aerodynamic flows of en-
gineering interest, applying DNS lies far beyond the capacity of current computer resources.
One approach to deal with the problem of the large extent of different scales is to decompose
the variables of a turbulent flow into a mean flow and a turbulent fluctuation. An instantaneous
random variable φ(xi, t) can be decomposed:
φ(xi, t) = Φ(xi) + φ
′(xi, t) , (3.2)
where Φ characterizes the mean flow and φ′(xi, t) is the fluctuating part of the flow. The
component of the mean flow is obtained by applying an averaging procedure, the so-called
“Reynolds-averaging”, where the time averaging is the most popular one:
Φ(x) = lim
T→∞
1
T
∫ t+T
t
φ(x, t)dt . (3.3)
For compressible fluid flow this way of averaging results in a very complicated form due
to the fluctuation of the density. Therefore, an alternative averaging procedure, a density-
weighted averaging procedure proposed by Favre, see e.g. [150], is applied. A mass-averaged
velocity u˜i is defined
u˜i =
1
ρ
lim
T→∞
∫ t+T
t
ρ(x, τ)ui(x, τ)dτ , (3.4)
where ρ denotes the conventional Reynolds-averaged density. Similar to the Reynolds-averaging
procedure, the variable φ is expressed using Favre-averaging by
φ = φ˜+ φ′′ . (3.5)
The Favre-averaging uses the following relations:
φ˜ =
ρφ
ρ¯
, (3.6)
ρφ′′ = 0 , (3.7)
φ′′ = −ρ
′φ′
ρ¯
= −ρ
′′φ′′
ρ¯
6= 0 . (3.8)
The Favre-averaged Navier-Stokes equations are established in many books. Here, the de-
scription of Wilcox [150] is given:
∂ρ¯
∂t
+
∂
∂xi
(ρ¯u˜i) = 0 ,
∂
∂t
(ρ¯u˜i) +
∂
∂xj
(ρ¯u˜iu˜j) = − ∂p
∂xi
+
∂
∂xj
[t¯ji + τji] , (3.9)
∂
∂t
(ρ¯E˜) +
∂
∂xj
(ρ¯u˜jH˜) =
∂
∂xj
[
−qLj − qTj + tjiu′′i − ρu′′j
1
2
u′′i u
′′
i
]
+
∂
∂xj
[u˜i(t¯ij + τij)] .
In Eq. (3.9) several new unknowns appear in comparison to the Navier-Stokes equations:
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• the Reynolds stress tensor τij = ρu′′i u′′j ,
• the turbulent transport of heat qTj = ρu′′i h′′,
• molecular diffusion tjiu′′i ,
• transport of the turbulent kinetic energy ρu′′j 12u′′i u′′i .
To close the Favre-averaged Navier-Stokes equations, these unknowns have to be determined
or approximated. In the following, the Favre-averaged equations will be called RANS equa-
tions.
3.3 Turbulence closure
The largest influence on the mean motion is exerted by the Reynolds-stress tensor. Accord-
ingly, most work has been undertaken to find closure approximation for it. The form of the
Reynolds-stress tensor indicates that it contains nine components in three-dimensional flows.
Due to symmetry reasons these nine components are reduced to six independent ones. There-
fore, six additional equations have to be derived to close the system Eq. (3.9). This task is
fulfilled by turbulence models. In general, turbulence models can be divided in two differ-
ent groups. These are Reynolds-stress models (RSMs) and eddy-viscosity models. They are
described in the following.
3.3.1 Reynolds-Stress models
Since the Reynolds-stresses are products of velocity fluctuations, the Favre-averaged momen-
tum equations have been used as a starting point to derive additional equations. By multiply-
ing the momentum equations by a fluctuating velocity and using averaging with respect to
time for the resulting product, the exact Reynolds-stress equation is obtained [14, 150].
∂
∂t
(ρu′′i u
′′
j ) +
∂
∂xk
(u˜kρu′′i u
′′
j ) = ρ¯Pij + ρ¯Πij − ρ¯εij + ρ¯Tij + ρ¯Mij . (3.10)
Due to the resistance of the Reynolds stresses against deformation by the mean velocity
gradient of the flow, energy is transferred between the mean flow and the fluctuating velocity
field [49]. This process is called production and is described by the production tensor
Pij = ρu′′i u
′′
j
∂u˜k
∂xj
+ ρu′′ku
′′
j
∂u˜i
∂xj
. (3.11)
The components of the production tensor can also be negative, meaning an energy transfer
from the fluctuating field to the mean flow. The production tensor is the only term on the
right hand side in Eq. (3.10) which can be expressed in an exact way. All other terms require
modeling [14]. The turbulent transport tensor Tij characterizes the way energy is distributed
between the different scales of turbulence. So can the acceleration of adjacent fluid due to
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pressure and viscous stresses, and by the physical transport of fluctuating kinetic energy by
the turbulence itself cause the movement of energy. It is often assumed, that turbulence energy
is only transported from the larger to the smaller scales, but as stated by George [49] there is
no reason why this should always be the case. The work of the fluctuating velocity gradients
against the fluctuating strain rates transforms kinetic energy into internal energy [103]. It is
modeled by the dissipation tensor εij and can only reduce the energy of the flow. The pres-
sure strain rate tensor Πij describes the transfer of energy between the different components
of turbulence. This term can also be thought of distributing energy from the different com-
ponents towards isotropic turbulence. The last term in the exact Reynolds-stress equation is
defined as turbulent mass flux [41]. It is usually neglected due to the difficulties to model it.
By the inspection of Eq. (3.10) it can be seen that RSMs can account for convection and
diffusion of the Reynolds stresses and thus include effects of the flow history. Another ad-
vantage is the ability to incorporate the effects of sudden changes in the strain rate occur-
ring e.g. in separated flows [150]. In QUADFLOW, the SSG/LRR-ω model developed by
Eisfeld [42] has been implemented by Bosco et al. [14]. This turbulence model employs
the Speziale-Sarkar-Gatski (SSG) model [133] in the far-field and the Launder-Reece-Rodi
(LRR) model [82] near boundaries. As length-scale equation, the ω-equation developed by
Menter is employed. The blending between the SSG-model and the LRR model is achieved
by applying the function also developed by Menter. For a detailed description of the model
and its implementation see Bosco et al. [14].
3.3.2 Eddy viscosity models
While the RSMs give the most complete description of the turbulence, they are at the same
time the most expensive and the numerically stiffest models. Therefore, in industrial ap-
plications, eddy viscosity models based on the turbulent-viscosity hypothesis introduced by
Boussinesq in 1877, also called Boussinesq hypothesis, are employed. It establishes a re-
lationship between the mean rate of strain and the stress, similar to the stress-rate-of-strain
relation for Newtonian fluids see Eq. (2.9).
− ρu′′i u′′j = 2µtSij −
2
3
ρ¯kδij . (3.12)
Here, Sij denotes the components of the strain-rate tensor Sij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
. The scalar
coefficient µt is the turbulent viscosity or eddy viscosity. The last term in Eq. (3.12) assures
that the trace of the original Reynolds-stress tensor ρu′′i u′′j is conserved as ρu′′i u′′i = 2ρ¯k; see
Eq. (3.27) and Wilcox [150].
For compressible fluid flows, a modified version of the strain-rate tensor is used
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 1
3
∂u˜k
∂xk
δij , (3.13)
which assures that the trace of S˜ij is zero. The Reynolds-stress tensor for compressible
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turbulent fluid flow is thus computed by
− ρu′′i u′′j = 2µtS˜ij −
2
3
ρkδij . (3.14)
According to the turbulent viscosity hypothesis and by inspection of Eq. (3.14), it can be
seen that the turbulent viscosity can be defined as the product of the length-scale l and the
velocity-scale u(l)
µt = l · u(l) . (3.15)
It is the task of the turbulence model to compute this viscosity or the length- and velocity-
scale, respectively.
Algebraic models
The simplest eddy viscosity models are the algebraic turbulence models. A popular class of
algebraic turbulence models are the mixing-length models. In case of two-dimensional flows,
a length scale lm is prescribed and the necessary velocity scale is specified by u∗ = lm·
∣∣∣∣ ∂U∂nW
∣∣∣∣.
Here, U denotes the component of the velocity vector tangential to the wall and nW defines
the direction normal to the wall. The turbulent viscosity is computed using Eq. (3.15). The
mixing length is specified on the basis of the geometry of the flow [103]. As pointed out by
Wilcox [150], applying algebraic turbulence models will only yield good results for test cases
they have been tuned for. In general, they are not reliable for separated flows.
Turbulence kinetic energy models
To include the effects of the flow history, turbulence energy equation models have been devel-
oped [150]. By contracting the exact equation for the Reynolds-stresses given in Eq. (3.10),
the k-equation is obtained [49]:
∂ρk
∂t
+ u˜j
∂ρk
∂xj
= Pk − ρε+D(p) +Dmol +Dturb . (3.16)
Similar to Eq. (3.10), the k-equation also contains a production-term denoted by Pk and a
dissipation term ε. Both terms describe the transfer of energy from the mean flow to the fluc-
tuating motions and the dissipation of energy from the fluctuating motion to internal energy,
respectively. Analogous to the Reynolds-stress models, the production term can be written
without modeling
Pk = ρu′′i u
′′
j
∂u˜i
∂xj
. (3.17)
The diffusion of k by the natural molecular transport is modeled as
Dmol =
∂
∂xj
µ
∂k
∂xj
. (3.18)
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The transport of kinetic energy due to pressure fluctuations and due to turbulent fluctuations
are denoted by Dp and Dturb, respectively. The gradient diffusion hypothesis is used to model
Dturb:
Dturb =
∂
∂xj
µt
σk
∂k
∂xj
. (3.19)
No approach exists so far which accounts for the influence of Dp according to Wilcox [150].
Therefore, the transport of turbulent kinetic energy due to pressure fluctuations is neglected.
Inserting the approximations in Eq. (3.17) – Eq. (3.19) into Eq. (3.16) yields the transport
equation of turbulence kinetic energy:
∂k
∂t
+ u˜j
∂k
∂xj
= ρu′′i u
′′
j
∂u˜i
∂xj
− ε+ ∂
∂xj
[
(µ+
µt
σk
)
∂k
∂xj
]
. (3.20)
One-equation models based on the k-equation compute the turbulent viscosity by:
µt = c · ρ
√
kl (3.21)
where c is a constant and l denotes a length scale, which has to be specified. Therefore, these
models are also considered as incomplete. Their main advantage is that they are numerically
easy to handle [150].
Spalart and Allmaras developed a turbulence model which should inherit the numerical ro-
bustness of one-equation models [130]. Their turbulence model solves one equation for the
turbulent viscosity νt and thus circumvents the necessity to specify a length scale. Although
this model seems to be complete, it still inherits the disadvantages of incomplete turbulence
models [58]. The Spalart-Allmaras (SA) turbulence model is the most popular turbulence
model today for aerodynamic applications. It provides very good results for wall-bounded
flows; its main disadvantage is the prediction of separation. For a detailed description of the
Spalart-Allmaras (SA) turbulence model and its implementation into QUADFLOW please
refer to Bramkamp [19].
Two-equation models give a formulation for the turbulent kinetic energy k and the turbulent
length scale or some equivalent quantity, and are therefore complete [150]. The most common
turbulence models employ as second variable the dissipation rate ε or the specific dissipation
rate ω =
ε
k
.
For aerodynamic applications, models based upon the k-ω formulation are more popular,
since they offer two main advantages. They can be easily integrated through the viscous
sublayer and they are very accurate for two-dimensional boundary layer flows with variable
pressure gradient [150]. The basis for the development of k-ω models is the k-equation in
Eq. (3.16). On dimensional arguments, the relations µt ≈ ρk
ω
, l ≈
√
k
ω
and ε ≈ ωk can be
established. To complete the formulation of the turbulence model an equation for ω has to
be proposed. The exact equation for the dissipation rate is rather not used as a starting point,
because the obstacles in the term by term modeling are considered to be too high [58]. An
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alternate way is to model general physical effects like production, diffusion, dissipation and
convection [58, 150]. As an example, the ω equation proposed by Wilcox is presented:
ρ
∂ω
∂t
+ ρu˜j
∂ω
∂xj︸ ︷︷ ︸ = α
ω
k
τij
∂u˜i
∂xj︸ ︷︷ ︸ − βω2︸︷︷︸ +
∂
∂xj
[
(µ+ σµt)
∂ω
∂xj
]
︸ ︷︷ ︸ .
Convection Production Destruction Diffusion
(3.22)
One disadvantage of k-ω models is the sensitivity to inflow conditions. To cure this behavior,
two-equation models have been developed, which employ a k-ω model in the boundary layer
and a k-ε model, which does not suffer from this disadvantage, in the free-stream. The most
famous of these models is the Shear-Stress-Transport (SST) model developed by Menter [92].
Other difficulties of flow simulations employing two-equation models can be traced back
to the Boussinesq approximation. By contrast to the molecular viscosity, which is a fluid
property, the eddy viscosity depends upon many details of the flow under consideration [150].
The eddy viscosity is affected by:
• shape and nature (surface roughness) of solid boundaries,
• free-stream turbulence intensity,
• flow history effects.
The free-stream turbulence intensity Tu is computed by [150]:
Tu = 100
√
2
3
k
U2
. (3.23)
In Eq. (3.23), U and k denote the absolute value of the velocity and the turbulent kinetic
energy outside of the boundary layer. Since flow history effects on the Reynolds-stress tensor
often persist for long distances in turbulent flows, the assumption of a linear relationship
between ρu′′i u′′j and the strain-rate tensor is doubtful [150].
When using two-equation models, problems might appear for flows with sudden changes in
mean-strain rate and flows with an extra rate of strain, e.g., for
• flow over curved surfaces,
• three-dimensional flows,
• flows including boundary layer separation.
3.3.2.1 Nonlinear eddy-viscosity models
An alternative way was developed to circumvent the disadvantages of the Boussinesq hy-
pothesis but avoiding the complexity of Reynolds-stress models. In general, these alternative
models are referred to as nonlinear eddy-viscosity models. Three different approaches can
be recognized. The first approach can be considered as nonlinear extensions of the ordinary
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eddy-viscosity two-equation models [58]. It is assumed, that the Boussinesq hypothesis can
be regarded as the leading term within an expansion series of functionals [150]. Especially
quadratic and cubic expressions have been derived, but this approach is used only by few
authors.
The nonlinear eddy-viscosity models of the second class can be considered as truncations of
RSMs and are subdivided in Algebraic Reynolds-stress models (ARSM) and Explicit Alge-
braic Reynolds-stress models (EARSM). When using an ARSM, the Reynolds-stresses are
decomposed into an isotropic part and into an anisotropic part:
aij =
u′′i u
′′
j
k
− 2
3
δij . (3.24)
Starting from the exact equation for the Reynolds-stresses the equation for the anisotropic
part can be derived [148]:
k
ε
Daij
Dt
− 1
ε
(
∂u′′i u
′′
j u˜l
∂xl
− u
′′
i u
′′
j
k
∂ku˜l
∂xl
)
= −u
′′
i u
′′
j
k
(Pk− ε)+Pij− εij+Πij+ εC(a)ij . (3.25)
To develop the algebraic stress model, the weak equilibrium assumption is exploited so that
convection and diffusion terms can be neglected. Therefore, the left hand side of Eq. (3.25)
is set equal to zero.
By modeling the terms on the right hand side, an implicit algebraic relation for the Reynolds-
stresses is obtained, where the Reynolds-stresses are functions of k, ε and the velocity gradi-
ent tensor. In many applications the computational effort to solve this system of equations has
been found to be excessively large [148] and by this way the advantage compared to RSMs
has been lost.
The third approach of nonlinear eddy-viscosity models is based on the property, that an ex-
plicit solution can be found for basically all ARSM [58]. By the use of an EARSM the
Reynolds-stresses can be directly related to the mean flow field. These models are much
more robust and the computational effort is comparable to linear two-equation models.
So far, only the approximation of the Reynolds-stress tensor has been considered. The re-
maining closure approximations are described now. The turbulent heat transfer is assumed to
be proportional to the mean temperature gradient and thus can be approximated by
ρu′′i h
′′ = −µTCp
PrT
∂T˜
∂xj
, (3.26)
where PrT is the turbulent Prandtl number. This resembles the formula already given for the
laminar heat flux q in Eq. (2.11). The molecular diffusion and the transport of the turbulent
kinetic energy appearing in the mean energy equation can be neglected for flows up to the
supersonic regime [150]. This is accepted as a good practice, since the turbulent kinetic
energy defined as the half of the trace of the Reynolds-stress tensor:
k =
1
2
ρu′′i u
′′
i
ρ
, (3.27)
23
3 Turbulent flows and turbulence modeling
is small compared to the pressure p in most non-hypersonic flows. If these contributions have
to be taken into account, the most commonly used approximation is according to Wilcox [150]
tjiu′′i − ρu′′j
1
2
u′′i u
′′
i =
(
µ+
µT
σk
)
∂k
∂xj
. (3.28)
3.4 Alternative Approaches
Due to the limitation of RANS models especially for separated flows, alternative ways to
model and simulate turbulent flows are searched for. The most well-known of these ap-
proaches is the Large Eddy Simulation (LES).
3.4.1 LES
In turbulent flows the energy and anisotropy are mostly contained in the larger scales of
motion, whereas the smaller eddies contribute to dissipation into internal energy. The idea
behind LES, to compute the motion of the large scales and to model the influence of the
small scales [103]. For this purpose, the velocity u(x, t) is decomposed into a filtered or
resolved component u(x, t), which describes the motion of the large scales, and residual or
subgrid component u′(x, t). In general, the filter width is chosen to be proportional to the
grid spacing [103]. The equation for the evolution of the filtered velocity components is
derived from the Navier-Stokes equations, where the momentum equations contain the so-
called residual stress tensor describing the small eddies. The residual stress tensor has to be
modeled by a so-called subgrid scale model. A LES requires four different steps:
• filtering,
• solution of the equations for the evolution of the filtered velocity,
• closure by modeling the residual stress tensor, e.g., by using an eddy viscosity model,
• solution of the filtered equations.
Since LES does not have to resolve the motion of the smallest scales, the demands on grid
resolution are less severe compared to applying a DNS. Wilcox [150] estimated the number
of grid points necessary for the simulation of a turbulent channel flow for DNS and LES to
be NLES ≈
(
0.4
Re0.25τ
)
· NDNS with Reτ = uτL
ν
. Here, uτ denotes the friction velocity and
L is the channel height. One possibility for the choice of a subgrid scale model is the use of
transport equations. These models are similar to RANS turbulence models but no turbulent
length scale has to be specified. The filter width is chosen as length scale.
The use of LES comes along with some disadvantages. In general, LES requires a priori
knowledge of the flow, so that the grid and the filter width can be specified. The compu-
tational cost for LES compared to RANS is higher due to the demands in grid resolution.
Additionally, for steady flows several time accurate computations have to be performed and
the results are then time averaged to obtain the mean values.
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3.4.2 Hybrid RANS-LES
As stated by Hanjalic [57], the high demands in grid resolution deem LES an impractical
tool for aeronautical applications at high Reynolds numbers. Considering the good results
for attached flows, which can be obtained using RANS models, hybrid approaches between
RANS and LES are investigated. Two approaches can be distinguished. The first one is the
zonal approach, which applies RANS in the near wall region and LES away from wall. The
main difficulty consists in finding proper matching conditions at the interface between both
zones.
The second approach is the continuous or non-zonal one. Here, the same model is used as
turbulence model in the RANS region and as subgrid model in the LES region. The switching
is accomplished by changing the length scale. In the RANS region the distance from the wall
acts as length scale where in the LES region a representative cell width is applied. The most
famous of the non-zonal approaches is the Detached Eddy Simulation (DES) developed by
Spalart et al. [131] with the SA model as turbulence and subgrid scale model. According to
Hanjalic [57], the main difficulty lies in the grid dependency of the switching between RANS
and LES.
3.5 Turbulence models implemented in QUADFLOW
Despite their shortcomings, two-equation models have turned out to provide an adequate
level of modeling for many applications [58]. In the framework of this thesis, three different
two-equation models have been implemented into QUADFLOW and are described in the
following subsections.
3.5.1 LLR k-ω model
The Local Linear Realizable k-ω model developed by Rung is a local linear two-equation
model, based upon realizability and non-equilibrium conditions. Conventional two-equation
models can exhibit e.g. u′′2i < 0 for large strain rates, which is unphysical. Fulfilling the
realizibility constraints assures that positive turbulent quantities stay positive [25]:
u′′2i ≥ 0 u′′2i u′′2j ≥
(
u′′i u
′′
j
)2
. (3.29)
The development has been done in a similar way as for the k-ǫ model by Shih. In QUAD-
FLOW, the formulation of the LLR model according to Franke [47] has been implemented.
The model is formulated as follows:
∂(ρ¯k)
∂t
+ u˜j
∂ρ¯k
∂xj
= Pk − βkρ¯ωk + ∂
∂xj
[(
µ+
µt
σk
)
∂k
∂xj
]
, (3.30)
∂(ρ¯ω)
∂t
+ u˜j
∂ρ¯ω
∂xj
= Pω − βωρ¯ω2 + ∂
∂xj
[(
µ+
µt
σk
)
∂ω
∂xj
]
. (3.31)
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The eddy viscosity is defined as:
µt = Cµρ¯
k
ω
, (3.32)
Cµ =
fµ
(BS + AS)U˜
, (3.33)
U˜ =
√
0.5(S2 + Ω2)
ω
, (3.34)
fµ =
1
80
+Rµ
1 +Rµ
. (3.35)
To evaluate the equations in Eq. (3.35) the following auxiliary functions are used:
Rµ =
(
Rt
70
)α
with α = 0.5 + 1.6
(
3
(
Rt
150
)2
− 2
(
Rt
150
)3)
, (3.36)
AS = 3 cos
[
1
2
arccos
(√
6SijSjkSki
(SijSij)1.5
)]
, (3.37)
BS = max
CS
U˜
,
181
140 + (
S
ω
)
 , CS = 8− 4.1 tanh( S
1.8ω
)
, (3.38)
Rt =
k
ων
, S =
√
2S˜ijS˜ij , Ω =
√
2ΩijΩij with Ωij =
1
2
(
∂u˜i
∂x˜j
− ∂u˜j
∂x˜i
)
. (3.39)
The source terms and coefficients in the transport equations are defined as:
Pk = µtS
2 , Pω = ρS
2
√
Cµf1
[
c1 − CµS
ω
]
, (3.40)
c1 = max
0.43, SωS
ω
+ 4.265
 , βk =
0.83
3
+Rk
1 +Rk
, (3.41)
βω =
1.83
1 +
√
Cµµ/(µ+ µt)
− 1 , f1 = 1/90 + (Rt/70)
2
1 + (Rt/70)2
, (3.42)
Rk =
[
A∗(Rt/100)
2.5
]
+
[
(1− A∗)(Rt/100)0.5
]
, A∗ = tanh
(
4
√
Rt/100
)
, (3.43)
σk = 2.0 , σω = 2.0 . (3.44)
The non-constant parameter Cµ assures that the realizability conditions of Eq. (3.29) hold.
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3.5.2 Revisited Wilcox k-ω model
Wilcox presented an improved version of the well-known k-ω model in [151]. The new model
has got the following formulation:
∂(ρ¯k)
∂t
+ ui
∂ρ¯k
∂xi
= ρ¯τij
∂ui
∂xi
− β∗ρ¯kω + ∂
∂xj
[
(µ+ σ∗
ρ¯k
ω
)
∂k
∂xj
]
, (3.45)
∂(ρ¯ω)
∂t
+ ui
∂ρ¯ω
∂xi
= α
ω
k
ρ¯τij
∂ui
∂xj
− βρ¯ω2 + σd ρ¯
ω
∂k
∂xj
∂ω
∂xj
+
∂
∂xj
[
(µ+ σ
ρ¯ω
ω
)
∂ω
∂xj
]
. (3.46)
In addition to the original k-ω model the ω equation of the new model contains a cross-
diffusion term σd
ρ
ω
∂k
∂xj
∂ω
∂xj
to reduce the sensitivity to the free-stream values of ω. The
Reynolds-stress tensor is expressed employing the Boussinesq approximation generalized
for compressible fluid flows shown in Eq. (3.14).
A stress-limiter modification has been introduced which limits the magnitude of the eddy
viscosity µt. This limiter relates the eddy viscosity to k, ω and the ratio of turbulence-energy
production to turbulence-energy dissipation:
µt =
ρ¯k
ω˜
ω˜ = max
ω ,Clim
√
2S˜ijS˜ij
β∗
 with Clim = 7
8
.
(3.47)
According to Wilcox this limitation improves the prediction of incompressible as well as
transonic fluid flows. The cross-diffusion term is switched off near solid walls exploiting the
property that k is increasing and ω is decreasing in the viscous sublayer:
σd =

0,
∂k
∂xj
∂ω
∂xj
≤ 0
σdo,
∂k
∂xj
∂ω
∂xj
> 0 .
(3.48)
Here, σdo is a constant equal to σdo =
1
8
.
The remaining closure coefficients are computed as follows:
β = β0fβ β0 = 0.0708 fβ =
1 + 85χω
1 + 100χω
,
χω =
∣∣∣∣∣ΩijΩjkSˆki(β∗ω)3
∣∣∣∣∣ , Sˆki = Ski − 12 ∂um∂xm δki .
(3.49)
The remaining constants of the model are:
α =
13
25
, β∗ =
9
100
, σ =
1
2
, σ∗ =
3
5
, P rT =
8
9
. (3.50)
For a more detailed description of the model please refer to the article by Wilcox [151].
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3.5.3 Hellsten’s k-ω EARSM model
Hellsten assumes that the linear dependence of the Reynolds stresses on the strain rate tensor
as modeled by the Boussinesq hypothesis in Eq. (3.14) is a too restrictive assumption for high-
lift aerodynamics. He proposed a new k-ω model especially developed for the flow around
high-lift configurations [59]. The k-ω EARSM model developed by Hellsten uses a new
calibrated scale-determining model similar to the SST-model [92]. The transport equations
of the scale-determining model suited for compressible fluid flows are presented in Eq. (3.51)
– Eq. (3.52).
∂(ρ¯k)
∂t
+ uj
∂ρ¯k
∂xj
= Pk − β∗ρωk + ∂
∂xj
[
(µ+ σkµt)
∂k
∂xj
]
, (3.51)
∂(ρ¯ω)
∂t
+ uj
∂ρ¯ω
∂xj
= γ
ω
k
Pk − βρ¯ω2 + ∂
∂xj
[
(µ+ σωµt)
∂ω
xj
]
+ σd
ρ
ω
max
[
∂k
∂xk
∂ω
∂xk
, 0
]
.
(3.52)
The production term P is determined by Eq. (3.17). The constitutive relation for the Reynolds-
stress tensor ρu′′i u
′′
j is modeled by the EARSM developed by Wallin et al. [148]. In this model
the Reynolds-stress tensor is split into an isotropic part as in the Boussinesq hypothesis and in
the Reynolds-stress anisotropy tensor aij , which is approximated by a tensor polynomial. As
suggested by Hellsten, the Reynolds-stress tensor is formulated by applying the Boussinesq
approximation from Eq. (3.14) and adding the corrective extra-anisotropy tensor a(ex)ij :
− ρu′′i u′′j = 2µt
(
Sij − 1
3
∂u˜k
∂xk
δij
)
− 2
3
ρ¯kδij − ρ¯ka(ex)ij . (3.53)
The effective eddy viscosity is defined as
µt = Cµρ¯kτ ,
τ =
1
β∗ω
,
Cµ = −1
2
(β1 + IIΩβ6) ,
IIΩ = Ω
∗
ijΩ
∗
ji ,
Ω∗ij = Ωij −
τ
A0
Ω
(r)
ij .
(3.54)
Here, τ denotes the turbulent timescale and Ω∗ij is the effective non-dimensional vorticity ten-
sor. The first part ofΩ∗ij represents the non-dimensional vorticity tensorΩij =
τ
2
(
∂u˜i
∂xj
− ∂u˜j
∂xi
)
.
The second term τ
A0
Ω
(r)
ij is an optional part, which could offer advantages in flows with
streamline-curvature effects. The corrective extra-anisotropy tensor a(ex)ij is determined by
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the EARSM via the evaluation of the following tensor polynomial:
a
(ex)
ij = β3
(
Ω∗ikΩ
∗
kj −
1
3
IIΩδij
)
+ β4
(
S˜ijΩ
∗
kj − Ω∗ikSkj
)
+ β6
(
S˜ikΩ
∗
klΩ
∗
lj + Ω
∗
ikΩ
∗
klS˜lj − IIΩS˜ij −
2
3
IV δij
)
+ β9
(
Ω∗ikS˜klΩ
∗
lmΩ
∗
mj − Ω∗ikΩ∗klS˜lmΩ∗mj
)
.
(3.55)
The coefficients β1, ..., β9 in Eq. 3.54 and Eq. 3.55 belong to a set of coefficients in the explicit
tensor expression for the Reynolds-stress anisotropy. IV is the invariant IV = S˜ijΩ∗jkΩ∗ki.
Since compressible fluid flow is considered, the normalized strain rate tensor has been modi-
fied to S˜ij =
τ
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− τ
3
∂u˜k
∂xk
δij , as suggested by Wallin et al. [148].
This formulation assures that the trace of S˜ij is zero and therefore allows to use the solution
process applied for the incompressible fluid case.
Like the SST-model, the k-ω EARSM model also employs two sets of model coefficients,
which have been calibrated on different test cases. The blending of the sets of model coef-
ficients is achieved by applying a new mixing function φ = fmixφ1 + (1− fmix)φ2 where
fmix can take values between 0 and 1. Here the constants φ1 and φ2 correspond to one of the
model coefficients in Tab. 3.1.
Set β σk σω σd β∗ γ
1 0.0747 1.1 0.53 1.0 0.09 0.518
2 0.0828 1.1 1.0 0.4 0.09 0.44
Table 3.1: Model coefficients of the k-ω EARSM model
For a complete description of the k-ω EARSM model the reader is referred to Hellsten [58,
59].
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The transition of laminar to turbulent flow remains of primary interest for an accurate pre-
diction of the performance of aircraft in high-lift configuration. In a recent study, Moens et
al. [95] showed that the evaluation of the maximum lift of a high lift configuration could be
significantly improved by the inclusion of transitional effects. Rumsey et al. [116] showed
that the location of the transition point influences the boundary layer thickness, skin friction
and wake profile shape.
4.1 Laminar-turbulent transition
The first systematic investigations concerning the fundamental states of water flow, laminar
or turbulent, have been conducted by Reynolds in 1883 [112]. He used a physical thread
of color to make the flow visible and noticed that, in the case of laminar flow, the particles
of the color stayed inside of the thread, whereas in the case of a turbulent flow the color
was distributed through the whole flow field. As it is known today, transition is a multifold
process that evolves in many different ways depending on numerous parameters such as,
e.g., mean flow, free-stream turbulence or surface roughness [44]. Most research activities
in this area have been spent on the transition from laminar to turbulent flows caused by the
growth of instabilities, and therefore, this transition process will be in the focus of this chapter.
Other causes of laminar to turbulent transition such as attachment line contamination will be
described in the Chapters 4.1.3-4.1.5.
The growth from instabilities can be considered as a nonlinear response of a very complicated
oscillator - the laminar boundary layer - to a random forcing function with infinitesimal am-
plitude compared with appropriate laminar flow quantities [111]. Following Morkovin [97],
roughly five different main paths leading from a laminar boundary layer to a turbulent one
can be identified. These paths are shown in Fig. 4.1.
Amplitude and spectral characteristics of the disturbances inside the laminar viscous layer
strongly influence which type of transition occurs. The problem of determining these initial
disturbances leads to the concept of receptivity.
4.1.1 Receptivity
Receptivity is concerned with the generation of instability waves, rather than their evolution.
In a low-disturbance environment, initial disturbances excite the normal modes (Tollmien-
Schlichting waves) of a laminar boundary layer and these are amplified until transition occurs.
However, it is still unknown, how these modes are excited by the disturbance environment.
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Figure 4.1: The paths from receptivity to transition, caused by the growth from instabilities, repro-
duced from [97].
And more to the point, by which means free-stream turbulence, sound waves, surface rough-
ness, etc. trigger the growing modes [3, 111]? These problems are addressed under the term
receptivity introduced by Morkovin [97]. The receptivity problem differs from the stability
problem both physically and mathematically [111]. It is not an eigenvalue problem, but con-
sists of non-homogeneous equations with homogeneous boundary conditions or vice versa.
There are only few known facts concerning receptivity. But it is now assumed, that vortical
parts of free-stream disturbances (turbulence) influence the three-dimensional breakdown. In
contrast, the irrotational parts of the disturbances (sound) contribute to the development of
the initial amplitude of the two-dimensional Tollmien-Schlichting (T-S) waves [120]. Early
attempts to model receptivity applying the Orr-Sommerfeld equations failed. The parallel
flow assumption precludes the transfer of energy from the wavelength of the free-stream dis-
turbance to that of the instability waves. In case of the so-called natural receptivity the mean
flow changes rapidly in the stream-wise direction, which is in contradiction to the parallel
flow assumption. Two different cases are distinguished. Natural receptivity can occur at the
leading edge, where the boundary layer is thin and growing quickly. The other sources of
receptivity are local features which cause the mean flow to adjust on a short stream-wise
length scale [120]. The different instabilities can occur independently or together. The par-
ticular type depends on influences as Reynolds number, wall curvature, wing sweep, surface
roughness and initial conditions.
To the author’s knowledge there exists no solution to the receptivity problem so far.
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4.1.2 Growth from instabilities
The path to transition marked by “A” in Fig. (4.1), has been investigated for a long time
both in experiments as well as by applying numerical methods. Experimental investigations
have been conducted by J. M. Burgers in 1924 and by H. L. Dryden (1934, 1936, 1938)
for air flow over flat plates. They used smoke to make the structures of the flow visible.
According to these and similar experiments, the change from the laminar to the turbulent
state in a low disturbance environment can be described as depicted in Fig. 4.2. The flow
over the plate starts as a laminar flow. Small initial amplitudes experience a weak growth
over a long stream-wise length scale. Downstream of the so-called critical Reynolds num-
ber two-dimensional waves, the Tollmien-Schlichting waves, start to develop. With growing
amplitudes, three-dimensional effects and nonlinear interactions occur in the form of sec-
ondary instabilities [121]. Due to secondary instabilities, three-dimensional disturbances and
Λ-structures appear. The final phase of the transition is the induction of turbulent spots which
will develop into a fully turbulent boundary layer. In the case of the flow displayed in Fig. 4.2,
linear amplification of the instability waves occurs for 70%-85% of the transition process.
Figure 4.2: Sketch of a transitional flow over a flat plate reproduced from Schlichting [121].
For the other paths to transition according to Fig. (4.1), the extent of the linear region becomes
smaller with growing initial amplitudes of the disturbances. Large initial amplitudes can
be achieved through transient growth when the boundary layer is provided with appropriate
initial conditions.
In the case of path “B”, span-wise modulations of two-dimensional waves occur. With larger
initial amplitudes as in case “C”, the basic state is directly distorted leading to secondary
or sub-critical instabilities. With even higher initial amplitudes, the direct distortion of the
basic state leads to direct bypass transition. In case of strong initial disturbances, the phase of
linear amplification is bypassed and turbulent spots or sub-critical instabilities appear. This
last path is not understood, but occurs in case of rough surfaces and high values of the free-
stream turbulence.
Beside the described amplification of instabilities, transition from laminar to turbulent or vice
versa in high-lift configuration can be caused by the following phenomena as stated by Moens
et al. [95]:
• Attachment-line contamination
• Relaminarisation
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• Short-bubble transition
These additional mechanisms leading to transition will be described in the following para-
graphs.
4.1.3 Attachment-Line Contamination
The attachment line is a particular streamline which divides the flow into one branch fol-
lowing the upper side and another branch following the lower branch [108]. It has been
recognized that the attachment line becomes turbulent for sub-critical Reynolds numbers. A
possible explanation might be that turbulent structures coming from the wall where the wing
is fixed enter the streamline. When attachment line contamination occurs, the whole flow
about the wing becomes turbulent without a laminar region [95].
4.1.4 Relaminarisation
In case of strong acceleration of a turbulent flow, e.g., about the slat of a high-lift config-
uration, the turbulent production term can experience such a strong damping, that the flow
returns to a seemingly laminar state [95]. This phenomenon is called relaminarisation. For
two-dimensional flow, relaminarisation can be detected by the acceleration parameter
K =
ν
U2e
∂Ue
∂x
. (4.1)
In a three-dimensional flow, K should be evaluated along the streamlines. For values K >
5 × 10−6 over a certain distance, the relaminarisation of a turbulent boundary layer can be
expected [95]. According to Arnal and Jullien [5] this state is called laminarescent. As soon
as K decreases, the boundary layer returns to the turbulent state without going through a
linear phase and thus proceeds as in bypass transition [95].
4.1.5 Short-bubble transition
Depending on pressure gradient and Reynolds number, the laminar flow can separate and
build a small separation bubble in which the flow changes over from laminar to turbulent.
The physics behind short bubble transition is still not understood and is mostly investigated
by DNS [126]. Empirical criteria exist to take this way of transition into account [95].
4.2 Transition modeling
Several approaches exist to simulate transitional flows. The most common ones are presented
in the following Sections 4.2.1-4.2.2.5.
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4.2.1 Direct Numerical Simulation / Large Eddy Simulation
Since Direct Numerical Simulation (DNS) solves the time-dependent Navier-Stokes equa-
tions under considerations of all scales, it is also suited to simulate transitional flows; see also
Chapter 3.1. But also for transitional flows, the huge computational cost forbid the use of
DNS for industrial applications. Nonetheless, with the increasing speed of modern comput-
ers DNS has been successfully applied, e.g., by Shan et al. [126], to simulate the separated
flow about a three-dimensional segment of a NACA 0012 airfoil. Details of vortex shedding
and breakdown to turbulence could be captured. Klioutchnikov and Ballmann [69] as well
as Hermes et al. [61] simulated the transitional, transonic flow over the BAC3-11/RES/30/21
airfoil [96] using DNS and compared their results to experimental data. A close agreement
between numerical results and experimental data was found. Also the Large Eddy Simula-
tion (LES) has been considered to simulate transitional flows. Germano et al. [50] applied a
LES to predict the transitional flow through a channel and obtained results in good agreement
to those achieved by using DNS. But due to the computational cost, also the use of LES to
compute the flow about configurations of industrial relevance is out of question in the near
future.
4.2.2 RANS
The only approach used for industrial configurations is to incorporate transitional effects into
RANS solvers. One class of approaches applies turbulence models or turbulence/transition
closure models. These models can be implemented into existing flow solvers without much
effort, since they are based on transport equations. A second class of approaches for the
modeling of transition is based on linear or nonlinear stability theory to model the physics of
natural transition. Arnal and Casalis present a survey of transition prediction methods based
on stability theory [3].
Because it forms the foundation of transition modeling, the linear stability theory is explained
in the following subsection.
4.2.2.1 Linear stability theory
In order to explain the phenomena observed in the flow about flat plates, the theory of bound-
ary layer instability has been developed by W. Tollmien in 1929 and the total amplification
rate of the most unstable waves has been calculated by H. Schlichting in 1933, see [2]. The
method received little attention until a successful experimental validation had been conducted
by G. B. Schubauer and H. K. Skramstad in 1948 [125].
Linear stability theory can only be applied for the path “A”, where small initial disturbances
are amplified, and cannot account for the nonlinear region and the breakdown to turbulence.
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To outline the transition process, the incompressible Navier-Stokes equations are considered.
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The general approach is the following: decompose each flow quantity q into a specified basic
flow Q and a disturbance component q′, see e.g. [2, 87]. Here, q satisfies the time dependent
conservations laws in Eq. (4.2) and Q denotes the solution of the steady, laminar boundary
layer equations. By subtracting the basic flow equations from the time dependent conserva-
tion laws the conservation equations for the disturbances are obtained. The disturbances are
assumed to be small compared to the mean flow and therefore second order terms and higher
order terms are neglected.
In an incompressible fluid flow, the mean flow can be described by the variables U, V,W, P .
The corresponding disturbances are given by u′, v′, w′, p′. Thus, the resulting flow solution is
given by:
u = U + u′ , v = V + v′ , w = W + w′ ,
p = P + p′ .
(4.3)
4.2.2.2 Local stability theory
By introducing the assumption of a parallel flow, Eq. (4.2) can be simplified. Accordingly,
the velocity components parallel to the wall are only functions of the wall normal coordinate
and can be described via:
U = U(y) , V = 0 , W = W (y) . (4.4)
The streamlines in boundary layer flows are not parallel, but non parallel effects become only
pronounced for flows with adverse pressure gradient, see Reshotko [111]. The relations of
Eq. (4.3) are inserted in the Navier-Stokes equations. Keeping in mind that the mean flow
variables U, V,W, P satisfy the boundary layer equation, the following system of equations
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in its dimensionless form can be obtained [85]:
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For a detailed derivation please refer to Mack [85]. The velocity fluctuations must vanish at
the wall due to the no slip condition and all fluctuation vanish outside of the boundary layer,
as y →∞. Thus, the following boundary conditions can be formulated:
u′(y = 0) = u′(y →∞) = 0 , v′(y = 0) = v′(y →∞) = 0 ,
w′(y = 0) = w′(y →∞) = 0 , p′(y →∞) = 0 . (4.6)
The final form of the system of differential equations, where the coefficients are functions
only of y, while x, z, t appear only as derivatives, suggests that the disturbances take the
following form:
q′ = q(y) exp [i(αx+ βz − ωt)] . (4.7)
In Eq. (4.7), q′ denotes one of the variables u′, v′, w′, p′. α and β are the wave numbers in x-
and z-direction and ω denotes the radian frequency.
To demonstrate the principles of transition and linear stability theory the so-called spatial
theory is used. Here, α is a complex number: α = αr+ iαi. Applying this in Eq. (4.7), yields
q′ = q(y) exp (−αix) exp [i(αrx+ βz − ωt)] . (4.8)
To further simplify the problem, a two-dimensional flow is assumed, thus β = 0, W = 0,
w′ = 0.
When inserting the relations of Eq. (4.8) into Eq. (4.5) the system of equations can be re-
duced to one ordinary differential equation of fourth order, the well-known Orr-Sommerfeld
equation [85]. In its dimensionless form it is written as:
(U − c)(φ′′ − α2φ)− U ′′φ = i
αRe
(φIV − 2α2φ′′ + α4φ) . (4.9)
This equation has been named after W. M. F. Orr and A. Sommerfeld and is the foundation
of the investigations of the stability of laminar boundary layers [121]. Using the boundary
conditions given by Eq. (4.6) an eigenvalue problem has to be solved. Therefore, nontrivial
solutions to the Orr-Sommerfeld equation only exist for certain combinations of α, β, ω and
Re. One important result is depicted in the stability diagram Fig. (4.3), where the wave
number α is plotted over the Reynolds number Re for a constant frequency ω. Only the
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Figure 4.3: Stability diagram reproduced from Reshotko [111].
solution for αi = 0 is shown, which means, that the disturbances are neither amplified nor
decreased. Inside the curve lies the set of amplified disturbances, whereas the decreasing
disturbances are lying outside the curve. It can be seen, that there exists a Reynolds number
below which all disturbances are damped: the critical Reynolds number Recr.
Fig. 4.3 shows, that a single frequency wave traveling in the laminar boundary layer is at first
damped, then amplified, and again damped as it leaves the unstable region.
For a given frequency ω, the total amplification rate can be defined as:
A
A0
= exp
[∫ x
x0
−αidx
]
. (4.10)
Here, A denotes the wave amplitude and the index 0 refers to the position where the unstable
region is entered. Fig. (4.4) displays the total amplification rates for various frequencies for
the case of a Blasius profile. The dashed line is the envelope of these curves and is defined
using the so-called n-Factor defined by:
n = max
ω
[
ln
(
A
A0
)]
. (4.11)
The most famous of the methods applying linear stability theory is the so called en-method,
which has been developed independently by Smith and Gamberoni [127] and by van In-
gen [144]. By computing the amplification rate for different frequencies the envelope curve
was generated. These results were compared to transition points measured in experiments
and it was observed, that transition occurred for n = 7 , ..., 9. The flow transitions from the
laminar to the turbulent state, when the most unstable frequency is amplified by a factor e7,..,9.
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Figure 4.4: Envelope curve reproduced from Arnal [111].
In this context, Mack suggested an empirical correlation, which relates the turbulence inten-
sity in the free-stream to the transitional n-factor
nT = −8.43− 2.4 ln (Tu) . (4.12)
Here, the subscript "T" refers to the onset of transition and Tu denotes the turbulence inten-
sity in the free-stream, given by Eq. (3.23). The transition prediction process for a steady
state flow solution by the en method can be summarized as follows: a preliminary laminar
flow solution is computed and the solution is inserted into the disturbance equations (e.g. the
Orr-Sommerfeld equation). The Orr-Sommerfeld equation is solved for different values of
the frequency ω and the amplification of the most unstable frequency is determined. Tran-
sition is assumed to occur where the amplification rate equals the transitional n-factor and
this information is passed to the flow solver. The breakdown to turbulence includes the for-
mation of turbulent spots, which grow and finally form the turbulent boundary layer [87].
The successive appearance of turbulent spots is called the intermittency phenomenon and the
region is referred to as the transition region. By definition, the intermittency factor γ˜ assumes
values 0 ≤ γ˜ ≤ 1 and characterizes the fraction of time, in which the flow at a given location
is turbulent. Thus, γ˜ = 0 defines a laminar flow and γ˜ = 1 refers to fully turbulent flow.
The linear stability theory does not cover the transition region. Therefore, at the point of
transition onset, a model for the transitional region in combination with a turbulence model
is activated. Some authors do not bother to use a transition region model, but activate the
turbulence model at a prescribed distance downstream of the transition onset, e.g. Malik and
Lin [88].
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The updated flow solution is transferred to the transition prediction method and the calculated
point of transition onset is given back to the flow solver. This process is repeated until a steady
state is reached.
The en method cannot account for the influences of the disturbance level but only represents
a ratio of amplitudes. The initial disturbances control, by the receptivity process, which kind
of transition will occur [108]. Thus, the en method has to rely on empirical correlations to
include this influence. It is also impossible to account for the nonlinear processes occurring
in the later phases of the transition process [60]. Nonetheless, for two-dimensional flow in
low disturbance environments linear theory yields good agreement with experiment, because
the linear phase covers a large part of the transition process [3].
4.2.2.3 Non-local stability theory
In general, boundary layers are not parallel as assumed for the local stability theory. The
components of the velocity in stream-wise and span-wise directions may exhibit variations
and the normal component of the velocity is in general not zero. To remedy this problem,
a different approach was suggested by Herbert [60]. In the Parabolized Stability Equations
(PSE) the disturbances are expressed via:
q′ = q(x, y) exp [i(θ(x) + βz − ωt)]with dθ
dx
= α(x) . (4.13)
The resulting system of equations is parabolic and can be solved using a marching proce-
dure with prescribed boundary conditions and initial conditions. Also, initial values of the
disturbances have to be specified at some stream-wise location [107]. Since the result at a
certain x-distance depends on the upstream history of the disturbances, the approach is called
non-local [3].
In practical applications, the main difficulty lies in finding the right input for the PSE com-
putations. The sensitivity of the transition analysis to small changes requires a basic flow of
high quality, which cannot always be delivered by the flow solver. Beside the basic flow, the
external environment, which defines initial and boundary conditions has to be known.
The improvements compared to the local linear stability theory are the inclusion of nonpar-
allel effects as well as wall curvature effects [3]. Another advantage is the possible inclusion
of nonlinear terms. The PSE accounts for the history of disturbances and stream-wise vari-
ation of the mean flow. The PSE can be solved with inhomogeneous boundary conditions
including free-stream disturbances or surface roughness, which do not influence the mean
flow [60]. Therefore the PSE could benefit from the development of receptivity-models, see
Chapter 4.1.1, which could convert, e.g., the turbulence level into the corresponding ampli-
tudes of T-S waves or unsteady cross-flow vortices [60]. The combination of a PSE with a
receptivity model has been performed, e.g., by Mughal [98].
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4.2.2.4 Linear stability theory for three-dimensional flows
When simulating a three-dimensional flow, additional sources of instabilities have to be con-
sidered. In the case of swept wings, the cross-flow instability occurs in regions of pressure
gradient where the surface is curved. In contrast to Tollmien-Schlichting waves, cross-flow
instabilities include stationary as well as traveling disturbances which are amplified. No
straightforward way to apply the en-method for three-dimensional flows exists. The first
problem is that βi, see Eq. (4.7) and Eq. (4.8), is not necessarily equal to zero. Several
approaches to compute βi have been published, see Arnal and Casalis [3] for an overview.
After determining βi, the local growth rates have to be integrated to compute the n-factor,
see Eq. (4.11). Where in two-dimensional flows only one possibility exists to compute the
amplification factor n, there is a multitude of possible paths in three-dimensional flows. Two
possibilities will be mentioned here:
• envelope method
• stream-wise n-factor / cross-flow n-factor method
In the case of the envelope method, the amplitude ratio is maximized at each stream-wise
position, and no distinction is made regarding stream-wise and cross-flow instability. For the
stream-wise n-factor/ cross-flow n-factor method, stream-wise and cross-flow disturbances
are treated separately [108]. The n-factors of the stream-wise and cross-flow instability do not
need to be the same, especially in flows dominated by cross-flow instability the n-factor can
reach very high values [108]. Linear stability theory fails completely when applied to model
bypass transition. Nonetheless, it is a common approach to assume that transition follows
this linear path. For external flows, this can be justified due to the weak initial disturbances
and to the large extent of the linear region compared to the nonlinear region. Simulations of
boundary layer transition applying linear stability theory have been successfully conducted
for many different geometries and test cases, like airplanes [78, 79] or high-lift configura-
tions [88, 95]. Linear stability has also been successfully applied in the regime of hypersonic
flow [65].
4.2.2.5 Nonlinear stability theory
Possible alternatives are based on the secondary instability theory [121]. For practical appli-
cations, nonlinear PSE (NPSE) are considered, although they describe only weakly non-linear
phenomena [60]. As stated by Reed et al. [107], comparisons of the results achieved by DNS
and NPSE showed a close agreement, but the NPSE needed significantly less computational
resources.
4.2.2.6 Practical concerns
A common concern of coupling a RANS solver to a stability analysis method is the accuracy
of the mean flow solution which is delivered to the stability solver [30,91,134]. As stated by
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Mayda and van Dam [91] this problem could be caused by excessive dissipation of the RANS
solver. The computed velocity profiles inherit a more turbulent shape even in the laminar
region and cause too low values of the shape factors. The shape factor Hi in boundary layer
flows determines its nature [103]:
Hi =
δ∗
θ
with (4.14)
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∫ δ
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ρ
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ue
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)]
dη .
Here, δ∗ and θ denote the displacement thickness and the momentum thickness, respectively.
Another contribution pointed out by the same authors is the use of high aspect ratio cells in
the boundary layer which creates high dissipation.
One way to circumvent this problem is the use of highly resolved grids in the boundary
layer as followed by Stock and Haase [134]. To avoid the generation of adapted or very
fine grids, other authors use the pressure distribution computed by the RANS solver as input
for a higher order accurate solution of the boundary layer equations. The corresponding
velocity profiles are used as the mean flow solution by the stability analysis [78]. Stock and
Haase [134] compared both approaches and found them to yield similar results. Cliquet et
al. [30] propose a modification of the computation of the shape factors to take the influence
of the RANS solver into account.
The grid adaptation in the QUADFLOW code offers an automated way of creating highly
resolved grids in the boundary layer while keeping a moderate overall number of cells.
Nonetheless, the modifications proposed by Cliquet et al. [30] have been implemented. At
the end of Chapter 4.3.2, the consequences of the grid adaptation in QUADFLOW and its
influence on the velocity profiles as well as the chosen solution are addressed.
4.2.2.7 Turbulence and transition closure models
Turbulence models have been applied to calculate the downstream consequences of a dis-
turbance introduced into the laminar boundary layer. Turbulence models are basically non-
linear and thus could account for the nonlinear region in the transition process [2]. One of
the main problems related to the use of turbulence models is the tuning of the constants.
The other problem is that, in spite of their nonlinear nature, they do not describe the evo-
lution of non-linearity. Nonetheless, especially for transition prediction in engineering, tur-
bulence/transition models have been applied. Two different approaches have been followed.
Low-Reynolds number turbulence models have been used to simulate transition. Wilcox used
the k-ω turbulence model with low-Reynolds-number modifications to compute transition for
an incompressible fluid flow over a flat plate. Although his results were encouraging, it is
generally accepted that this approach lacks general applicability since the closure coefficients
are assumed to be constant [150]. Despite some successful numerical results, this approach
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is considered unreliable, since it cannot be expected that wall damping functions designed to
damp turbulence in the viscous sublayer are able to predict such complex physics as the one
occurring in transition.
The second approach relies on empirical correlations. In general, correlation based models
link an experimental data base to a transport equation for the intermittency γ. Classical
models as listed by Langtry [81] compare the actual momentum thickness Reynolds number
Reθ to the value obtained from correlations, ReθT .
For using this approach, wall-normal lines have to be identified, in order to compute global
boundary layer parameters like momentum thickness or shape parameter. Especially for
unstructured solvers this can be difficult to implement. The problem increases for parallel
solvers, when the boundary layer is split between different processors. Beside the two major
classes, other approaches have also been published. Czerviec et al. [33] present a new two-
equation model for the prediction of transitional flow. Walters and Leylek [149] introduce
a transport equation for a laminar kinetic energy in addition to a two-equation model. The
laminar kinetic energy describes the fluctuations in the pretransitional flow.
4.3 Transition models implemented into QUADFLOW
In addition to the difficulties in modeling the transition process described in Chapter 4.1, the
simulation of the transitional flow about a high-lift configuration poses additional challenges.
For flows about multi-element configurations, the upstream wakes can increase the overall
turbulence level in the flow and thus contaminate the downstream laminar boundary layer.
In the case of strong pressure gradients this turbulent contamination might be followed by
relaminarisation [88].
To model the transition process in case of high-lift configurations, various transition predic-
tion modules have to be available to take all the different scenarios into account.
The approaches available in QUADFLOW are described in the following paragraphs.
4.3.1 γ-Reθ-model
To circumvent the problems linked to access non-local data in transition/turbulence models,
Menter and Langtry [93] proposed an approach based on two transport equations. A trans-
port equation for the intermittency is applied to trigger the transition process. The second
transport equation avoids the need to perform non-local operations to obtain the parameters
needed by the experimental correlations. The equation is formulated in terms of the transition
onset Reynolds number ReθT . Outside of the boundary layer, the transport variable follows
the values provided by the experimental correlations. It is important to notice, that no attempt
is done to model the physics of the transition process. The physics are solely contained in the
experimental data provided to the model. The advantage of this approach is that using this
framework, all mechanisms of transition can be considered, as long as they are contained in
the experimental data base. The γ-Reθ-model has been calibrated for the use with the SST
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turbulence model and is based on two transport equations for the intermittency γ and the tran-
sition onset Reynolds number Reθ. It requires only local variables and is therefore especially
suited for the incorporation into parallelized CFD solvers operating on unstructured grids.
The physics of the transition process is not modeled by the proposed transport equations but
entirely contained in experimental correlations. This γ-Reθ-model has been implemented
into QUADFLOW by Krause [71] in the framework of the GRK 1095 [48]. Two different
sets of correlations are available in QUADFLOW. The first one is the set generated by Menter
et al. [93] which has been not yet published. The second set has been created by Krause on the
basis of Menter’s ansatz to gain a transition model suited for the computation of hypersonic
flows [71, 72].
4.3.2 Transition criteria (AHD-GH)
To reduce the computational cost of en methods, simplified stability methods have been in-
vestigated. One possibility is the use of analytical transition criteria as followed by Cliquet
et al. [30] in a recent work. They presented a new approach using a combination of pre-
viously proposed transition criteria, the Arnal-Habiballah-Delcourt criterion (AHD) and the
Gleyzes-Habiballah criterion (GH). In this thesis, AHD-GH criterion has been implemented
in QUADFLOW as an alternative to the γ-Reθ-models.
The development of the AHD criterion is described by Arnal [2] to obtain a criterion involv-
ing the two parameters which have been previously introduced by Granville [2]. Granville
concluded that a difference in Reynolds numbers Reθ, which are based on the momentum
thickness θ, can be used to measure the stability of a boundary layer, where Reθ is computed
via:
Reθ =
ρeUeθ
µe
. (4.15)
The subscript e refers to values taken at the boundary layer edge. Granville based his tran-
sition criterion on ReθT at the transition location ”T” and on Reθ,cr at the neutral stability
point ”cr”, see also Fig. (4.3).
The second important parameter takes the flow history into account. The amplification of
the disturbances depends on the cumulative effect of the pressure gradient, which can be
considered by averaging the Pohlhausen parameter λ2:
¯λ2T =
1
sT − scr
∫ sT
scr
λ2 ds (4.16)
with λ2 =
θ2
νe
dUe
ds
. (4.17)
Here, s denotes the run length starting from the stagnation point along a wall line. The de-
velopment of the AHD-criterion starts by investigating the stability of boundary layer flows
of the Falkner-Skan profiles, which are velocity profiles belonging to the family of similarity
solutions. In this context similarity means, that velocity profiles taken at different positions
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in the flow are similar. In the case of the Falkner-Skan family, a flow over a wedge is consid-
ered. Based on the angle of the wedge a non-dimensional pressure gradient is chosen, which
characterizes the flow [86, 121].
For the Falkner-Skan profiles the envelope curve of the amplitude ratios is determined simi-
larly to the one shown in Fig. (4.4). Each curve can be characterized by a similarity parameter
as e.g. λ2 or H and give a relationship such as
n =
(
ln
A
A0
)
max
= n (Reθ, λ2) . (4.18)
The critical Reynolds number itself can be expressed as a function of λ2. Thus, a criterion
could be developed of the form n = n (Reθ −Reθcr). Applying Mack’s relationship in
Eq. (4.12), the AHD criterion can be proposed as follows:
ReθT −Reθcr = −106 exp(25.7λ¯2T )[ln(16.8Tu)− 2.77λ¯2T ] , (4.19)
with
Reθcrf = exp
[
52
Hi
− 14.8
]
. (4.20)
Tu denotes the free-stream turbulence intensity. Reθcr andReθT are Reynolds-numbers based
on the momentum thickness θ at the critical point and at the transition point. scr and Reθcr
are obtained when Reθ = Reθcrf . The computation of Reθcrf is very sensitive to the value
of the shape parameter Hi. Cliquet et al. [30] expressed Hi as a function of the Pohlhausen
parameter λ2 to solve this problem:
Hi = 4.02923
−
√
−8838.4λ42 + 1105.1λ32 − 67.962λ22 + 17.574λ2 + 2.0593 . (4.21)
For highly positive pressure gradients the GH criterion is applied. It was observed that the
envelope curves obtained for similarity profiles could be matched by straight lines [2]:
dn
dReθ
(H,Reθ) = S(H) . (4.22)
The total amplification is then computed by
n =
∫ Reθ
Reθcr
S(H)dReθ . (4.23)
For a separated boundary layer flow, which is characterized by H > 4.03, Gleyzes et al. [51]
obtained values for S(H) and assumed that transition occurs when n reaches the critical value
given in Eq. (4.12).
This criterion has been refined by Granville [53] and Habiballah [55] to yield the following
expression:
n(s)− n(s1) =
∫ Reθ
Reθ1
−2.4
B(Hi)
dReθ , (4.24)
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where B is expressed as
B =

−162.11093
H1.1i
if 3.336 < Hi
−73 exp[−1.56486(Hi − 3.02)] if 2.8 < Hi < 3.36
−103 exp[−4.12633(Hi − 2.8)] if Hi < 2.8
. (4.25)
Here, n denotes the amplification factor. The amplification factor n(s1) is determined by an
inversion of Eq. (4.19). For values of the shape factor Hi ≈ 2.8 both criteria give similar
results. When Hi exceeds the value of 2.8 the point s1 is found.
One problem when using velocity profiles from RANS computations is the overestimation of
the momentum thickness [30]. To deal with this problem, Cliquet proposes to move the pre-
dicted transition point downstream by a distance ∆s which is determined by an extrapolation
of Reθ. The onset of transition sT2 is assumed at the point where the following relation is
fulfilled:
Reθ(s)−ReθT
ReθT
= 0.1 . (4.26)
Accordingly, the Reynolds number at the transition point is referred to as ReT2.
When the intermittency is changed at the transition point from zero to one in one step, the
computation might become unstable. To solve this problem, Cliquet decided to use the fol-
lowing parabolic intermittency function:
γ =
1
0.152
[
R˜eθ −ReθT2
ReθT2
]2
. (4.27)
To improve the stability of the iterations not the actual value of Reθ is used in Eq. (4.27) but
R˜eθ, a value extrapolated from the laminar region. In QUADFLOW, a linear extrapolation
according to
R˜eθ(s) = ReθT2 +
ReθT2 −ReθT
sT2 − sT (s− sT2) , (4.28)
is used. It should be remembered that Eq. (4.27) does not attempt to model the physics of the
transitional region. The AHD-GH criterion can be used with any eddy viscosity model. In
QUADFLOW, the coupling between the transition module and the flow solver is achieved by
multiplying the production term P of, e.g., Eq. (3.17) with the intermittency γ˜.
It has been mentioned in Chapter 4.2.2.6 that using a RANS solver for simulations on meshes
featuring high aspect ratio cells leads to an over-prediction of the momentum thickness.
Therefore, the transition location is predicted to be too far upstream. The problem of high
aspect ratio cells should be less severe when using QUADFLOW on adaptive grids. The
grid adaptation embedded into the QUADFLOW code, see Chapter 5.1.1, is able to gener-
ate highly resolved grids with a moderate aspect ratio in the vicinity of the boundary layer
while keeping a moderate overall number of cells. The lower aspect ratio of the cells located
in the boundary layer can lead to more accurate velocity profiles and thus a more accurate
shape parameter should be predicted by exploiting Eq. 4.15. However, on the other hand the
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grid adaptation creates hanging nodes in the boundary layer and its influence on the velocity
profiles has not yet been investigated.
In this thesis, both modifications introduced by Cliquet et al. [30] to balance the effects of
the overestimated momentum thickness have been applied. Thus, the shape parameter is
computed by Eq. 4.21 and the predicted transition location is shifted downstream according to
Eq. 4.26. However, the influence of the grid on the velocity profiles and the shape parameter
should be topics of future research activities.
Details of the implementation of the AHD-GH criterion are presented in Chapter 5.4.
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5.1 QUADFLOW
The computations within this thesis are performed using the QUADFLOW code, which ap-
proximates the solution of the Euler and Navier-Stokes equations in two or three space di-
mensions. As it has been mentioned in Chapter 1.1, in transitional or turbulent flows like
the flow about high-lift configurations, a multitude of different flow phenomena is present.
To resolve these phenomena properly, a suitable grid has to be generated. A key issue in
this context is the resolution of the grid. To resolve all physically relevant phenomena at the
expense of as few as possible additional degrees of freedom and correspondingly low storage
demands, adaptively generated discretizations are the central objective.
This requires a careful coordination of the core components, namely the discretization of
the underlying system of partial differential equations, the generation and management of
suitable meshes and the grid adaptation mechanism [18].
The mesh is locally adapted according to the concept of h-adaptation. In this context, h-
adaptation refers to the refinement of cells in contrast to, e.g., r-refinement, where the mesh
is moved and the number of cells remains constant [28]. The adaptation strategy allows
local refinement of quadtree- respectively octree-type grids. A key role is played by reliable
and efficient refinement strategies. Here, adaptation criteria are based on multiresolution
techniques. Finally, a finite volume scheme that uses the adaptive technique concludes the
concept. It is designed to approximate solutions using fairly general cell partitions and allows,
in particular, to treat hanging nodes in a unified manner [19].
5.1.1 Grid adaptation
The mesh adaptation is based on a multiscale analysis and uses techniques similar to the ones
employed in data compression. A significant feature is the independence of error indicators
or error estimators, as, e.g., the gradient of the density or the gradient of the pressure, which
drive the refinement criterion. The starting point is a sequence of nested grids {Gj}j=0,...,L
composed of cells, i. e. Gj = {Vj,k}∈Ij . Here, j = 0 refers to the coarsest grid and j = L to
the finest grid. The sequence of grids has to be nested for the employed grid adaptation, which
means Gj+1 ⊂ Gj , j = 0, ..., L− 1. Thus, the cell Vj,k is composed of cells on the next finer
level Vj+1,k. The cell averages on level j − 1 can be obtained as a linear combination of the
cell averages on level j. The differences between cell averages on two successive refinement
levels as j and j − 1 are called detail coefficients dj−1, where the index j − 1 refers to the
coarser level. Thus, the array uj can be decomposed into sequences of cell averages uj−1
and of detail coefficients dj−1. By applying this procedure recursively the sequences u0
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and d0, ...,dL−1 are obtained. This decomposition is realized by a multiscale analysis using
bi-orthogonal wavelets [18].
The detail coefficients become negligibly small in regions where the solution is sufficiently
smooth. The idea of the multiscale analysis is to discard all detail coefficients that fall in
absolute value below a certain threshold. An index set of significant details is defined
Dε = {(l, i) : |dl,i| > εl} where εl = 2l−LεG .
Here, εl refers to the level dependent threshold and εG is a parameter defined by the user. All
detail coefficients which fall below the threshold εl are neglected. For time-dependent prob-
lems, the adaptive grid has to be defined on the new time level. Therefore, the cell averages
and detail coefficients have to be predicted on the new time level. A heuristic approach is
applied, which takes two aspects into account:
• The details in a local neighborhood of a significant detail may become significant
within one time step due to the finite speed of propagation.
• The gradients may become steeper causing significant details on a higher refinement
level.
By using the set of significant details Dε, a locally refined grid with hanging nodes is deter-
mined by proceeding from coarse to fine. If there exists a significant detail, the corresponding
cell is refined. For the considered flow fields, the number of significant details ND is much
smaller than the number of averages NL corresponding to the uniform finest scale. Thus, the
computational time and memory requirements is significantly reduced.
5.1.2 Grid generation
A necessary prerequisite for the employed grid adaptation is a hierarchy of nested grids. The
concept followed here to satisfy this demand is the use of parametric multi-block grids. The
demand for a hierarchy of nested grids can be fulfilled by describing the grid as invertible
parametric mapping from a so-called logical space to the physical domain. A discrete adap-
tive grid can be generated by the evaluation of this mapping, so that a grid refinement can be
interpreted as function evaluation [80].
Boundary conforming meshes have been chosen, since they facilitate the best generation of
anisotropic cells necessary for a stable and accurate resolution of boundary layers. Patches
of tensor-product B-Splines have been chosen to represent the curvilinear coordinate system.
B-Splines are especially suited for this task, since they possess excellent approximation prop-
erties and the evaluation of B-Splines is fast and numerically stable [16]. B-Splines can be
characterized by so-called control points or de Boor points. These points are not points on
the curve, but they can be used to model the curve. To ease the users burden to create suitable
grids, a multi-block concept, which allows geometrically non-conforming block partitions,
is followed. Grid adaptation and grid parametrization are considered independently for each
block.
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The grid generator gnagg developed by Lamby [80] within the frame of SFB401 offers a
graphical user interface to create grid mappings for each block function of a multi-block
topology. During the simulation, these mappings are evaluated and a discrete adaptive grid is
generated.
The grid generation process is independent from the discretization of the system of governing
equations, because the grid generator provides only a representation of the grid function.
QUADFLOW also supports the use of multi-block structured grids with conforming block
partitions in POPINDA format.
5.1.3 Flow solver
The flow solver is based on a finite volume scheme, which is based on the integral form of
the RANS equations, see Eq. (2.1):
∂
∂t
∫
V (t)
u dV +
∮
∂V (t)
(
Fc(u)− Fd(u))n dS = ∫
V (t)
Q dV. (5.1)
Here, the vector of conservative variables, when applying a two-equation model for turbu-
lence closure, is denoted by u = (̺, ̺vT , ̺etot, ̺k, ̺ω)T . Fc denotes the tensor of the con-
vective fluxes
Fcx =

̺u
̺u2 + p
̺uv
̺uw
u(̺etot + p)
̺ku
̺ωu

, Fcy =

̺v
̺uv
̺v2 + p
̺vw
v(̺etot + p)
̺kv
̺ωv

, Fcz =

̺w
̺uw
̺vw
̺w2 + p
w(̺etot + p)
̺kw
̺ωw

. (5.2)
In Eq. (5.2), the components of the velocity vector in the three spatial directions are used
v = (u, , v , w)T . The tensor of the diffusive fluxes is described by
Fdx =

0
τ effxx
τ effyx
τ effxz
ψx
(µ+ µt)
∂k
∂x
(µ+ µt)
∂ω
∂x

, Fdy =

0
τ effxy
τ effyy
τ effyz
ψy
(µ+ µt)
∂k
∂y
(µ+ µt)
∂ω
∂y

, Fdz =

0
τ effxz
τ effyz
τ effzz
ψz
(µ+ µt)
∂k
∂z
(µ+ µt)
∂ω
∂z

. (5.3)
The components of the viscous stress tensor τ effxx , ..., τ effzz are computed by the sum of laminar
viscous fluxes in Eq. 2.9 and the Reynolds-stresses in Eq. 3.12.
The vector of the source terms Q on the right hand side of Eq. (5.1) contains only entries
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from the applied turbulence models
Q =

0
0
0
0
0
Qk
Qω

, (5.4)
where Qk and Qω denote the source terms of the k- and the ω-equation of the applied turbu-
lence model, respectively. These source terms are described in the Chapters 3.5.1–3.5.3.
The domain V (t) is subdivided into a set of N non-overlapping control volumes Ωi.
A cell-centered approach is used, meaning that the components of the vector u are stored at
the center of gravity of the cells.
The grid is fully unstructured, meaning that the mesh is composed of simply connected ele-
ments with otherwise arbitrary topology. A face based data structure is used, which allows
any number of faces to be connected to a cell. The fluxes are evaluated by sweeps over the
faces of the different element types. The grid objects are related to each other via connectivity
lists:
• a link between faces and their adjacent cells,
• a link between faces and adjacent nodes.
This approach is also called “grid-independent” [19].
5.1.3.1 Discretization of convective and viscous fluxes
When neglecting the viscous terms in Eq. (5.1) the Euler equations are obtained, which repre-
sent a system of non-linear hyperbolic conservation laws. In QUADFLOW, upwind methods
are utilized to discretize the convective fluxes. Two different classes of upwind methods
can be distinguished [139], the flux-vector splitting scheme and the flux-difference splitting
scheme:
Flux-vector splitting
The vector of the convective fluxes has to be split into two components F (U) = F+(U) +
F−(U) in such a way that the eigenvalues of the corresponding Jacobian matrices A+ =
∂F+
∂U
and A− = ∂F−
∂U
have only non-negative and non-positive eigenvalues, respectively. In
QUADFLOW several flux-vector splitting schemes have been implemented as the van-Leer
scheme [145] or the Haenel-Schwane scheme [56].
Flux-difference splitting
The flux over a cell boundary is computed by solving a one-dimensional Riemann-problem.
To reduce the computational effort, it is common not to solve the Riemann problem exactly,
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but to use approximate Riemann solvers. Several flux-difference splitting schemes are imple-
mented in QUADFLOW. In this work, the HLLC scheme [34] and the AUSMDV [147] have
been mainly used. Also, the AUSMDV(P) scheme [40], which is a variant of the AUSMDV
scheme preconditioned for low Mach number flows has been applied.
Higher order accuracy in space
The higher-order extension of the scheme is crucial to obtain accurate solutions of the gov-
erning equations. To obtain second-order accuracy in space, a linear reconstruction of the
primitive flow variables w ∈ {̺,v, p} is defined as follows:
w (x)|Vi := wi + φi (x− xi)
T · ∇wi , x ∈ Vi .
Here, wi represents the discrete solution at the centroid xi of Vi, and φi denotes a limiter
function, with φi ∈ [0, 1]. To approximate the gradient∇wi of the quantity in question, either
a least-squares technique or the Green-Gauss method may be employed. At local extrema
and discontinuities, the reconstruction polynomial may generate new extrema and therefore
cause oscillations in the numerical solution. In order to circumvent this phenomenon, the
slope limiter by Venkatakrishnan [146] is employed.
To summarize the ideas from [146], let wmaxi and wmini denote the maximum respectively
minimum values of wi in the cell centers of all surrounding cells, and let wg denote the
reconstructed value on a Gauss point of the cell i. With w˜ ∈ {wmaxi , wmini } , ∆+ := w˜ − wi,
and ∆− := wg − wi an auxiliary function φ is defined as follows:
φ
(
∆+
∆−
)
:=
∆2+ + 2∆−∆+ + εV
∆2+ + 2∆
2
−
+∆−∆+ + εV
with εV ∈ [10−6, 10−3] .
Defining
φi,g :=

φ
(
∆+
∆
−
)
with w˜ := wmaxi , if ∆− > 0
φ
(
∆+
∆
−
)
with w˜ := wmini , if ∆− < 0 ,
1, if ∆− = 0
(5.5)
the Venkatakrishnan limiter can be written as:
φi = min
g
(φi,g) . (5.6)
Within the definition of the auxiliary function φ, εV represents the threshold below which
oscillations are allowed to exist in the solution and are not treated by the limiter. Venkatakr-
ishnan suggests in his publication [146] not to use a threshold εV based on a global average
grid size, but proposes the use of a local grid size:
ε2V = (K∆¯)
3 . (5.7)
Here, ∆¯ denotes the local grid size and K refers to a tunable constant parameter, which
has to be specified by the user. This change of the threshold has been implemented into
QUADFLOW in the frame of this work. The diameter of the circumcircle of a cell is used as
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local grid size in case of a 2D grid. For a 3D grid, the diameter of the surrounding sphere is
taken.
The turbulent flow variables k and ω are not reconstructed and therefore the approximation
of those quantities is only first order accurate in space. Two reasons can be given for this
approach. First, the stability of the numerical scheme can be reduced by the reconstruction.
The second argument is, that the source term of the turbulent quantities is much larger than
the sum of convective and viscous fluxes and the higher order reconstruction has a negligible
effect [43].
The viscous fluxes are discretized by modified central differences described by Bramkamp [19].
5.1.3.2 Discretization of source terms
The volume integral of the source term is approximated as
∫
V (t)
Q dV ≈ ∑iQi∆Vi. Two-
equation models can predict large values of the production term of the k-equation near stag-
nation points which is followed by an unphysical rise of turbulence kinetic energy [39]. To
prevent this behavior, the production term of the k-equation, see Eq. (3.17), is limited. In
QUADFLOW, a limitation of the form
Pk ≤ 10 ·Dk , (5.8)
is chosen.
5.1.3.3 Implicit Time Integration
After applying the spatial discretization, a system of ordinary differential equations is ob-
tained in semi-discrete form:
d
dt
∫
V (t)
u dV +R (u) = 0 , (5.9)
where R (u) denotes the residual vector defined by the sum of the discretized fluxes.
The time integration in QUADFLOW relies on, in addition to an explicit Runge-Kutta scheme,
an implicit two parameter family scheme, which can be used for steady and unsteady flow
simulations. The resulting system of nonlinear equations is expressed as follows.
R̂ :=
(
(1 + φ)un+1 − un
1−φ
+ φun−1
)
V
∆t
+ ϑR(un+1) + (1− ϑ)R(un) = 0 . (5.10)
Table 5.1 summarizes the different possible combinations of the parameters φ and ϑ.
The solution un+1 of the nonlinear system Eq. (5.10) is determined by a Newton iteration
within each physical time step:
Ĵ(u(ℓ))∆u(ℓ) = −R̂(u(ℓ)) , (5.11)
with
lim
ℓ→∞
u(ℓ) = un+1. (5.12)
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Type Accuracy φ ϑ
Implicit Euler O(∆t) 0 1
Backward Difference (BDF) O(∆t2) 1/2 1
Trapezoidal O(∆t2) 0 1/2
Table 5.1: Coefficients of implicit two-parameter family time integration schemes.
Here, ∆u(ℓ) := u(ℓ+1) − u(ℓ) denotes the change of the solution within each Newton step,
indicated by the superscript (ℓ). The Jacobian of the system of equations, Ĵ(u(ℓ)), contains
contributions of the temporal discretization and the spatial discretization, i.e.,
Ĵ(u(ℓ)) =
∂R̂(u(ℓ))
∂u(ℓ)
= Jt(u
(ℓ)) + J(u(ℓ)) , (5.13)
with
Jt(u
(ℓ)) =
|V |
∆t
I and J(u(ℓ)) = ∂R(u
(ℓ))
∂u(ℓ)
. (5.14)
The initial guess is u(0) = un. For stationary flows, one Newton iteration to solve Eq. (5.11)
is sufficient since convergence to steady state is enforced by the nonlinear (time) iteration. In
this case, the Newton scheme for the implicit Euler time integration reduces to:( |V |
∆t
+
∂R(u(ℓ))
∂u(ℓ)
)
·∆u(ℓ) = −R(u(ℓ)) . (5.15)
Note that, for time step sizes approaching infinity, this results in a pure Newton scheme.
To enhance convergence to steady state, a local time step within each cell is chosen with a
constant CFL number within the whole domain.
A more robust version of the implicit Euler scheme, the so-called B2 scheme, has been pro-
posed by Batten et al. [10]. The implementation is described by Bramkamp [19]. It is pre-
ferred for the computations performed in this thesis.
Implicit time integration schemes, based on Newton’s method, require the solution of the
linear system of equations according to Eq. (5.11). The linear system is solved by a Krylov
subspace (KSP) method.
The linearization of the higher order accurate flux function R = Rhigh is usually prohibitive
due to memory limitations. To reduce the number of non-zero entries in the Jacobian matrix
J(u) only an approximation to the exact Jacobian Jhigh(u) is computed. Neglecting the
reconstruction procedure and the enforcement of monotonicity yields a first-order-accurate
flux function Rlow.
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To linearize the flux, the automatic differentiation tool ADIFOR [104] is employed in QUAD-
FLOW to compute the first order accurate approximation to the exact Jacobian Jlow(u). This
procedure is described in detail in [20].
Employing Rhigh on the right hand side and Jlow on the left hand side of Eq. (5.11) yields an
approximate Newton method:
Ĵlow(u
(ℓ))∆u(ℓ) = −R̂high(u(ℓ)) . (5.16)
The linear system is solved using Krylov subspace methods like GMRES [119] or
BiCGSTAB [143]. To enhance the convergence of these methods, left preconditioning is
employed. The preconditioning matrix is based on an incomplete LU factorization ILU(p) of
the Jacobian Jlow where p is the level of fill-in. The implementation of the Newton-Krylov
method is based on the PETSc [7] library developed at Argonne National Laboratory.
The use of an approximate Newton method leads to a more robust and faster convergence at
the early stages of the computation. But at the final stages of the computation, exact derivative
information is required in order to achieve quadratic convergence of Newton’s method.
5.1.4 Boundary conditions at solid walls
At solid walls, turbulent quantities as µt, ν˜∗ and k are zero. The same applies for the ad-
ditional variables introduced by the γ-Reθ-model. The only difference is the value for the
specific dissipation rate ω, which is prescribed according to boundary conditions proposed
by Menter [92] and Hellsten [59]. The boundary condition proposed by Menter can be writ-
ten as follows:
ωw = CM
6µw
̺wβ1d21
. (5.17)
Here, CM is a constant and has been chosen in this study to values 1.5 ≤ CM ≤ 10. The
subscript w denotes values at the wall, d1 is the distance to the cell center next to the wall.
Hellsten modified Wilcox’s rough-wall boundary condition method [150] by introducing a
minimum scaled sand grain roughness k+S,min:
ωw =
u2τ ·̺w
µw
SR SR =

(
50
max(k+S , k
+
Smin)
)2
if k+S < 25
.(
100
k+
S
)
if k+S > 25
(5.18)
The scaled sand roughness is computed by k+S =
ρwkSuτ
µw
. uτ =
√
τw
̺w
denotes the friction
velocity and τw is the wall shear stress. The minimum sand-roughness k+Smin is determined
as a function of the inner-scaled dimensionless distance of the cell center next to the wall
d+1 =
ρwd1uτ
µw
:
kS,min = min
[
4.3
(
d+1
)0.85
, 8
]
. (5.19)
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There are two ways to enforce the boundary conditions described below.
5.1.4.1 Strong formulation
When using the strong formulation of the boundary condition, the center of the cells neigh-
boring a solid wall are moved to the boundary face itself. The RANS equations at these cells
have to be modified. For the details of the implementation please refer to [19].
5.1.4.2 Weak formulation
In the case of the weak formulation, the boundary conditions are enforced by modifying the
fluxes at the solid walls. For the convective fluxes, this is done using the Riemann solver. To
calculate the parabolic part of the problem, the gradients of the velocity, of the temperature
and of the turbulence variables at the wall faces have to be known. This computation of the
gradients has been implemented in the framework of this thesis. The gradient is computed by
the difference between the value at the cell center and the value at boundary face center. The
vector of the primitive variables at the boundary face center is:
u = (ρw, uw, vw, ww, Tw, 0, ωw)
T . (5.20)
The gradient of the density at the wall is not required and is therefore not computed. The
vector of velocity is specified by the movement of the structure as a boundary condition. In
case of an isothermal wall the value of the temperature at the wall is prescribed. The turbu-
lence kinetic energy is zero at the wall and the value of ω at the wall is given by Eq. (5.17) or
Eq. (5.18). The gradient is computed in a rotated coordinate system, in which the e1-vector
is pointing into the direction tangential with respect to the boundary face and the e2-vector is
pointing into the wall-normal direction. The component in tangential direction of the gradient
is set to zero. The gradient is then rotated back to the global coordinate system.
5.2 Matrix-Free Newton-Krylov Method
Newton-Krylov methods require only the product of the Jacobian matrix with a given vector,
rather than explicit access to the elements of the Jacobian [22]. Krylov subspace methods do
not require the system matrix Ĵ(u) in an explicit form but only the product of Ĵ(u) with a
Krylov subspace vector v. Newton methods which avoide the explicit storage of the Jacobian,
are called Jacobian-free Newton-Krylov (JFNK) methods. For a recent survey on Jacobian-
free Newton-Krylov methods the reader is referred to [70].
A popular way to approximate this product with first-order accuracy in the framework of a
Newton-Krylov method is to apply a forward finite difference [22, 54]:
Ĵhigh(u) · v ≈ R̂high(u+ εh · v)− R̂high(u)
εh
. (5.21)
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Luo et al. [84] solve the Navier-Stokes equations for viscous laminar flow applying the JFNK
approach in an unstructured finite volume scheme. The Lower Upper Symmetric Gauss Sei-
del (LUSGS) preconditioner is applied. This approach has been used by many authors. Nejat
and Ollivier-Gooch [100] use divided differences in the context of a higher-order finite vol-
ume scheme for the solution of the Euler equations. Newton’s method will only converge, if
the initial guess is already in the neighborhood of the solution, which is not the case for most
applications in aerodynamics. Therefore, they propose the use of a hybrid scheme, which ap-
plies a low-order Jacobian matrix in an Euler-backward time integration to provide a starting
solution, from which the inexact Newton method can converge. As Krylov solver, GMRES
is applied and the use of an ILU preconditioner is preferred over the LUSGS preconditioner.
Vaassen et al. [141] use a similar approach in a high-order finite volume scheme for the
solution of the Euler equations for inviscid fluid flow and the Navier-Stokes equations for
viscous laminar fluid flow. The Jacobian-vector products are also approximated by Eq. 5.21.
At the start of the computation the Euler-backward scheme is applied and with converging
solution the time-step is increased until an inexact Newton method is obtained, as described
in Chapter 5.1.3.3. Lucas et al. [83] apply a Jacobian-free Newton-Krylov method to solve
the unsteady RANS equations. As preconditioner, ILU is recommended. They achieve a
significant acceleration of the convergence compared to nonlinear multigrid.
Wong and Zingg [152] as well as Chisholm and Zingg [27] apply a Jacobian-free Newton-
Krylov method in second-order accurate finite volume scheme for turbulent flow problems
to be solved on structured grids. The Jacobian-vector products are approximated by divided
differences. The importance of choosing a suitable time step for the turbulence equations and
an appropriate scaling of the linear system of equations is pointed out. Also here, the use
of the ILU preconditioner is recommended. In [27] the potential benefit of a more than first
order accurate approximation of the Jacobian-vector is pointed out.
Higher-order-accurate approximations to the Jacobian-vector product are possible as well by
applying the divided differences approach, e.g.
Ĵhigh(u) · v ≈ R̂high(u+ εh · v)− R̂high(u− εh · v)
2εh
(5.22)
for a second order accurate approximation. The efficient usage of higher order approxima-
tions is described by Turner and Walker [140]. However, the divided differencing method has
the conceptual disadvantage that it involves the choice of a suitable step size that is typically
not known a priori.
An alternative approach by Barth and Linton [9], also followed in [102], is based on analytic
derivation of the Jacobian, except for the limiter functions.
A second alternative is provided by a technique called automatic differentiation, which al-
lows the computation of derivatives without truncation error. In this work, automatic dif-
ferentiation is employed to obtain the matrix-free evaluation of Jacobian-vector products in
an efficient and accurate fashion. The second order accurate flux R̂high is linearized which
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yields according to Eq. (5.11) the following system of linear equations:
Ĵhigh(u
(ℓ))∆u(ℓ) = −R̂high(u(ℓ)) . (5.23)
The matrix-free Newton-Krylov method represents an inexact Newton method.
The function φi in Eq. (5.6) is only partially differentiable due to the use of min/max func-
tions. A fully differentiable alternative to the Venkatakrishnan limiter has been introduced
by van Rosendale [113]. Van Rosendale proposes a generalized formulation of van Albada’s
limiter [142] that circumvents the use of min(·) and max(·) functions. Kemath et al. [64] and
Casteleiro et al. [32] propose two limiters which are based on van Rosendale’s development.
However, a comparison between Venkatakrishnan’s and van Albada’s limiter, done by the
author in [17], shows that the latter results in a more diffusive scheme.
Also in this work, a hybrid scheme is proposed. The approximate Newton method is applied
to generate a solution as initial values for the inexact Newton method. This phase of the
computation is called "start-up phase". The switch to the inexact Newton scheme occurs when
the relative residual of the density R has decreased below a prescribed threshold Rswitch.
The main work of the implementation has been done by F. Bramkamp and A. Rasch as de-
scribed in Bramkamp et al. [17]. For further information on this method please refer to this
publication.
5.3 Fluid-Structure Interaction
For the solution of aeroelastic problems, a partitioned approach is followed which has been
developed in the framework of the collaborative research center SFB 401, see Braun [21].
The aeroelastic problem is considered as a three-field problem. The single fields are the struc-
tural deformation, the flow solution and the grid deformation. In this context, the structural
deformation and its interaction with the in general unsteady flow field has to be computed
on a deforming grid. Here, separate programs are called in an alternating way to solve the
three-field problem. The main difficulty of partitioned approaches lies in the coupling of the
different solvers. The temporal and the spatial coupling problem have to be solved.
5.3.1 Aeroelastic Coupling Module
The spatial coupling has to assure that the sum of the loads and the sum of the mechanical
work are equal on both sides of the coupling interface. The same has to be valid for the
transfer of the computed deformations to the grid of the flow solver. In this work two different
grid deformers, depending on the format of the grid, are applied. Grids in POPINDA format
are deformed by a tool developed by Boucke [15] and Hesse [63]. Here, a very coarse grid
is extracted from the grid of the flow solver. This coarse grid is considered as a framework
of massless beams. It is assumed that these beams are clamped to the elastic structure and
welded at the crossing points. The movement of the structure is transported into the frame
of beams. By means of algebraic interpolation the positions of the remaining nodes are
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determined. Grids in B-Spline format are deformed using a tool developed by Lamby [80]in
the framework of the collaborative research center SFB 401.
At first, the displacements of the multi-block topology are interpolated from the surface de-
formation with radial basis functions. Afterward, the B-spline control points within each
block are moved by means of transfinite interpolation.
The temporal coupling controls the calls to the different solvers. In combination with spatial
coupling an energy-conservative coupling is assured. Two different families of the temporal
coupling are available: loose and strong coupling. For stationary solutions, the loose coupling
method, a predictor-corrector scheme, is chosen. For transient solutions, the strong coupling
is preferred, where in a fixed-point iteration the flow solver and the structural solver are called
iteratively several times before proceeding to the next time step.
The tasks described above are solved using the Aeroelastic Coupling Module (ACM) devel-
oped by Braun [21]. For the studies within this thesis, the flow solver QUADFLOW and the
in house structural solver FEAFA are applied.
5.3.2 Structural solver FEAFA
The structural solver FEAFA (Finite Element Analysis for Aeroelasticity) is based on a finite
element method applied to the structural theory of small strains and linear elastic isotropic
material behavior. In FEAFA the full range of structural FE types comparable to commercial
CSD codes is available. In this work, only the multi-axial Timoshenko beam has been used
to create the structural models. In this context, multi-axial means that the mass, bending and
shear center lines do not have to coincide. Therefore, the structural coupling between bending
and torsional vibrations of aircraft wings can be resolved. The beam model can not provide
a complete stress distribution of the structure, but the deformation state of slender aircraft
wings can be sufficiently accurate predicted.
The system of structural dynamics equations resulting from the geometrical assumptions can
be discretized by different schemes. One option in FEAFA is to apply a Newmark-like time
integrator as, e.g., the Bossak scheme. The second option, also employed in this work, is
to use the modal scheme. Here, the equations are transformed exploiting the vacuum eigen-
modes of the structure, so that the equations of motion can be decoupled. By this procedure,
each of the resulting modal equations can be integrated in time separately. For a detailed
description of FEAFA please refer to [21, 110].
5.4 Transition modeling
The flow-chart of QUADFLOW when applying the AHD-GH criterion for transition model-
ing, described in Chapter 4.3.2, is displayed in Fig. 5.1. The intermittency, the fraction of
time in which the flow is turbulent, is set to zero in the initial solution, to ensure the devel-
opment of a laminar flow field. The transition prediction module is called every 20th or 50th
time-step. When all data has been transferred to the data structures of the transition module,
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the point of transition onset is computed according to Eq. (4.19) and Eq. (4.24). and the val-
ues of the intermittency in the flow field are calculated. This intermittency is transferred back
to the flow solver. Because the intermittency is not a conservative variable, it is not treated
by the grid adaptation. After a grid adaptation has been performed, the intermittency is set to
zero in every cell and the computation is continued.
Figure 5.1: Flow chart of flow solver and the transition module.
Before the computation of the transitional flow, all wall cells have to be marked, where an
investigation of the transition shall be performed. All relevant wall cells, of, e.g., an airfoil,
are specified by a group number. In case of a multi-element configurations like a high-lift
configuration, different group numbers for different elements are used. In all regions which
have not been specified, e.g., the cove of the slat of a high-lift configuration, a fully turbulent
flow is assumed later. This assumption has also been made in [35, 88].
The first task, the user of the AHD-GH transition criteria has to face, is the division of the
airfoil(s) into an upper and a lower side. In order to do this, the stagnation point has to
be identified. Following Krumbein [76], there are two main possibilities to perform this
division. The most natural possibility would be to search for the point where two streamlines
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diverge into two different directions. According to Krumbein, this method fails in the early
phases of the computation and converges during the computation to the stagnation point.
The alternative is to search for the point which exhibits the maximum pressure coefficient.
Since for a converged computation both methods show the same result, the latter, more stable
method is applied. Fig. 5.2 displays the division of the surface of the AGARD A-2 L1/T2
high-lift configuration for an angle of attack α = 20.18◦ into an upper and a lower side, as
well as the region at the cove, where fully turbulent flow is prescribed.
Figure 5.2: AGARD A-2 L1/T2 high-lift configuration: Division in lower and upper side and areas of
fully turbulent flow.
In general, in an unstructured flow solver the wall cells are ordered in a random fashion. But
to perform the necessary integrations along stream- or wall lines in Eq. (4.17), Eq. (4.19) and
Eq. (4.24) the wall cells have to be ordered. Therefore, the vector in tangential direction with
respect to the boundary face at the stagnation point is computed and two search directions are
selected: one going into the direction of the tangential vector, which the other one going into
the opposite direction. Starting from the stagnation point, neighboring boundary faces are
identified exploiting the fact, that they have to share exactly one node. The boundary faces
which are found following the direction of the tangential vector belong to the upper side, the
rest of the boundary faces belongs to the lower side.
One of the main difficulties when determining global boundary layer parameters, lies in the
identification of the cells in the direction of the normal vector of a boundary face. These cells
are referred to as wall-normal lines and are necessary to perform two main key-tasks:
• estimation of the boundary layer thickness,
• calculation of the boundary layer momentum thickness.
The detection of cells along wall-normal lines starts at the wall cells. Instead of searching the
whole flow field for the next neighbor, only the stencil of the cells, which has been used for
the reconstruction, is searched. This procedure is illustrated in Fig. (5.3).
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(a) step 1 (b) step 2
(c) step 3 (d) step 4
Figure 5.3: Illustration of the search for wall-normal lines in an adaptive grid.
The vectors combining the central cell and the neighboring cells are built; see the left part
of Fig. (5.4), and the scalar product between the normal vector of the wall cell and the con-
nection vectors of central and neighboring cells is computed. In the following, only the cells
where the scalar product yielded positive values are considered. The vectors combining the
neighboring cells, for which the scalar product yielded positive values, and the center of the
boundary face are calculated. These vectors are normalized and the scalar-products with the
normal vector of the boundary face are determined; see the right part of Fig. (5.4). The scalar
product yielding the highest value marks the next cell along the wall-normal line. This pro-
cedure has been chosen for two reasons. On the one hand it prevents stepping backwards
along the wall-normal line during the search of the next neighbor. On the other hand, in the
case of fairly general grids which exhibit large differences in cell sizes it assures that the final
wall-normal line follows the normal vector of the boundary face as closely as possible.
The search is continued until the wall distance ∆ prescribed by the user has been reached.
The wall distance ∆ has to be larger than the boundary layer thickness. For small cases, as
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Figure 5.4: Detail of the search procedure for the next cell along a wall-normal line.
e.g. a flow about an airfoil or over a flat plate, the far-field boundary has been chosen to limit
∆. For cases as the flow about the high-lift configuration this setting would require a large
amount of memory. Therefore, the user-prescribed wall distance has been chosen larger than
the smallest distance between two elements in the geometry as, e.g., main wing and flap.
So far, two cases have been identified where it was not possible to detect wall normal lines of
the prescribed length. The first case manifests using irregular unstructured grids with large
differences in the cell sizes. It can occur that the scalar product of all neighboring cells yields
only non-positive values; see Fig. (5.5). In this case, the search for wall normal cells is
considered to be finished and a warning is written to the screen. This procedure is justified
since these occurrences only happen for coarse grids. As soon as the adaptation has refined
the grid, the wall-normal lines can be identified in the described way.
Another possible scenario is that the prescribed length of the wall normal lines has been
chosen larger than, e.g., the smallest distance between slat and main wing of the high lift
configuration, see Fig. 5.7. As before, the search for wall normal cells is considered to be
finished and a warning is written to the screen. In both cases the transition prediction is
continued.
As soon as the wall-normal lines have been identified, the boundary-layer thickness δ is
searched along wall normal lines starting from the wall. In the case of boundary layer
flows, the boundary layer thickness is determined when the velocity along a wall-normal line
reaches for the first time the velocity outside of the boundary layer. But in flows governed by
the Navier-Stokes equations, the velocity outside of the boundary layer is not known, due to
presence of pressure gradients in the direction normal to the wall [30]. Therefore, Cliquet et
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Figure 5.5: Computational coarse grid of the AGARD A-2 L1/T2 high-lift configuration.
al. [30] proposed the following way to identify δ:
|Ω|δ
|Ω|max = εΩ gives δΩ ,
|τ |δ
|τ | max
= ε˜τ gives δτ ,
δ = min (δΩ , δτ ) . (5.24)
In Eq. (5.24), |Ωmax| and |τmax| denote the absolute maximum value of the vorticity and of the
total shear stress found along one wall-normal line, respectively. Starting from a boundary
cell, the relations in Eq. (5.24) are computed. As soon as one of both criteria is fulfilled,
the cell at the boundary-layer edge is found and the boundary-layer thickness is determined.
Following Cliquet et al. [30], the values εΩ = 0.001 and ετ = 0.015 have been chosen and
the parameter ε˜τ is computed via
ε˜τ = γετ + (1− γ)εΩ . (5.25)
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This use of ε˜τ is recommended so that ετ does not mask εΩ in the laminar regions of the flow.
In case of a flow separation, determining the boundary-layer thickness using Eq. (5.24) will
yield too small values. To circumvent this problem, Cliquet et al. [30] propose to compute
first a mean momentum:
|̺U | = 1
∆
∫ ∆
0
̺|U |dη . (5.26)
The search for δΩ and δτ is done in the regions with ̺U > 0.4|̺U | to avoid the near-wall
region and the back-flow region.
Once the boundary-layer thickness has been determined, the boundary layer momentum
thickness θ is computed using the following expression:
θ =
∫ δ
0
(
̺u
̺eue
)[
1−
(
u
ue
)]
dη . (5.27)
Eq. (5.27) is approximated using the trapezoidal rule.
It is not known in advance, how many cells a wall-normal line has to contain. To avoid ex-
pensive counting and allocating, the data-structure of the transition module is based on a type
of the Standard Template Library (STL) container classes of the C++ standard library, called
vector. A vector can be considered as a generalization of arrays. Thus, vectors feature ran-
dom access to its elements like arrays, but also allow a fast insertion or removal of elements
at the end of the vector. The memory management is done automatically and releases the
programmer of this burden [135]. For the purpose of illustration the data-structure is shown
in Fig. (5.6).
Figure 5.6: Illustration of the data-structures of the transition module.
Handling of intermittency The handling of the intermittency requires special care in case
of multi-element configurations as a high-lift configuration. Here, a fully turbulent flow must
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only be changed back into a laminar or transitional flow by relaminarisation. But there are
two situations where this can happen due to the handling of the intermittency:
• a turbulent boundary layer leaving slat or main wing,
• turbulent flow inside of the cove of slat or main wing.
In both cases, this problem is connected to the question of where to prescribe the computed
intermittency. The development of the intermittency is not governed by a transport equa-
tion, but determined by the AHD-GH criterion for a certain position on a surface. Thus, the
question arises, how to determine the intermittency in the flow field. One possibility consists
in setting the value of the intermittency along the whole wall-normal line of one boundary
cell and to zero in the remaining parts of the flow field. Unfortunately, the accuracy of the
detection of the boundary layer edge increases with the test distance up to which cells along
wall-normal lines are searched. Thus, the intermittency of a turbulent boundary layer em-
anating from the slat can be changed when crossing the boundary layer of the laminar or
transitional part of the main wing, if the search distance is large enough, see the point marked
by "B" in Fig. (5.7). The second possibility concerns the flow in the cove of slat and main
wing. Here, the flow is separated and therefore prescribed as turbulent, see also [35,88]. The
boundary layer over the main wing opposite to the slat is laminar for all considered angles
of attack, see the point marked by "A" in Fig. (5.7). Even for a moderate value of the search
distance, the intermittency in the cove will be changed from turbulent to laminar. To solve
this problem, the computed intermittency is prescribed along the wall-normal line up to the
edge of the boundary layer.
A second problem arises in this case also when the distance ∆ is chosen so that no overlapping
occurs. This situation is depicted in Fig. (5.8). A turbulent streamline, marked by "C" is
emanating from the main wing. When it enters the region above the slat at the point marked
by "D", the value of the intermittency is not handled by the transition prediction, since the
point "D" lies outside of the investigated region characterized by the distance ∆ away from
the structure surface. Therefore, the value of the intermittency is changed to zero as described
at the start of the discussion. But there is no physical reason, why the turbulent boundary layer
should return to the laminar state. In the present thesis only the transition within boundary
layers is considered. Possible transition in shear layers is disregarded.
Therefore the value of the intermittency in the flow field outside of boundary layers is set
to one. It is assumed, that in the laminar regions outside of boundary layers, the value of
the strain-rate tensor is too small to activate the production term of the turbulence kinetic
equation in Eq. (3.17). To summarize the discussion from above, the following procedure is
chosen in QUADFLOW to achieve the details mentioned above
• copy intermittency to the transition prediction module,
• set intermittency to one in the data structures of the flow solver in the whole field,
• compute the transition onset and intermittency in the transition prediction module,
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flow
Figure 5.7: Example of a high-lift configuration: Difficulties appearing in the handling of the inter-
mittency due to overwriting the previously determined intermittency.
• copy intermittency back to the data structures of the flow solver and overwrite the old
values where necessary.
Aspects of parallelisation
Due to the search of wall-normal lines and the ordering of the wall cells, a parallelized ver-
sion of the transition prediction module using distributed memory via MPI was beyond the
scope of this work. The difficulty of parallel transition prediction employing stability meth-
ods especially in the framework of unstructured flow solvers has been recognized by many
authors, e.g., [73,93]. The most important contribution to the overall computation time is due
to the flow solver. The computational time used by the transition prediction is low in com-
parison for the considered test cases. Therefore, for computations using transition prediction
by applying the AHD-GH criterion, the flow solver is run in parallel and the transition pre-
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D∆
∆
C
turbulent streamline
Figure 5.8: Example of a high-lift configuration: Difficulties in determining the intermittency in the
far-field.
diction module runs on one processor. Before each call of the transition prediction module,
the necessary data is collected on the master process and the onset of transition is computed
on one processor. The resulting intermittency is communicated to all processors.
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6 Results
All results presented in this chapter have been computed using QUADFLOW described in
Chapter 5. Several parameters have to be prescribed by the user as additional input for
the grid adaptation. As default, all conservative variables are used for the multiscale anal-
ysis. However, this leads to a very large number of cells when using two-equation models or
Reynolds-stress models on grids where the far-field boundaries are far away from the solid
wall. For the simulations described in this chapter, it has been shown to be advantageous not
to take the turbulent dissipation rate ω into account by the adaptation. The sensitivity of the
adaptation is controlled by the threshold value ε and by the number of possible refinements
L as described in Chapter 5.1.1.
In QUADFLOW, the rate of convergence is determined by the relative residual of the density,
which will be called R. This quantity is computed by dividing the residual of the density at a
given time step t by the residual of the density at the first time step. If a steady-state solution is
searched for, the adaptation is called after R has decreased below a user-prescribed threshold.
For the simulation of viscous flows, this threshold is chosen to be 10−3. This procedure is
repeated until the prescribed maximum number of refinements is reached. On the final grid,
the solution process is continued until R has been reduced by six orders of magnitude.
6.1 Turbulent flows
In this section, the test cases used to validate the implemented turbulence models are pre-
sented. The subsonic flow about a flat plate and the supersonic flow about a flat plate with
and without impinging shock are considered. As transonic test cases, the flow about the
RAE2822 airfoil and the flow about the ONERA-M6 wing have been studied.
6.1.1 Subsonic turbulent flow over flat plate
This subsection is concerned with the subsonic turbulent flow over a flat plate. The free-
stream conditions of the test case have been chosen similar to the ones in [19]: M = 0.2,
Re = 3.5 · 106, T = 273K. The plate is chosen to be isothermal with Twall = 273K.
A fully turbulent flow is assumed. An adaptive grid, consisting of two blocks, is used; see
Fig. 6.1. The first block is located upstream of the plate and consists of 10 × 10 cells. The
second block is located above the plate and consists of 20 × 10 cells. The distance of the cell
nearest to the wall on the coarse grid is specified as y = 2.5 · 10−5. Characteristic boundary
conditions are specified at the inflow boundary, and a pressure-based boundary condition is
prescribed at the outflow boundary. The upper boundary is treated as a subsonic outflow.
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Figure 6.1: Subsonic flow over flat plate: Initial computational grid for the flat plate.
Figure 6.2: Subsonic flow over flat plate: Details of the computational grid near the leading edge of
the flat plate. Left: Initial grid. Right: Grid after 8 adaptations.
The convective fluxes have been discretized using the HLLC scheme. A stationary solution
is computed and the B2 scheme is used for time integration. For turbulence closure, three
different turbulence models, the LLR model, the k-ω EARSM model and the revisited k-ω
model of Wilcox have been applied. Menter’s boundary condition for ω has been employed.
Fig. 6.2 displays the details of the initial grid and the grid after 8 adaptations near the leading
edge of the flat plate from a computation using the k-ω EARSM model. It can be observed,
that the adaptation adds the majority of the new cells in the developing boundary layer.
To study the influence of the grid resolution, three different numbers of maximum grid refine-
ment levels L = 6, 7, 8 have been used. The distribution of the skin friction over the plate
length using the k-ω EARSM model and these different values of L, is shown in the left part
of Fig. 6.3. Only a slight variation of the skin friction can be seen when increasing the number
of possible refinements from L = 6 to 8. On the right-hand side, the predicted distribution
of the skin friction using the revisited k-ω model of Wilcox is shown for the same choices of
L. Also here, the influence of grid resolution is negligible. Therefore, it is concluded that the
grid-converged solution is achieved when using L = 7. After 7 adaptations, the grid contains
21726 cells. The distance of the first cell center from the wall is y = 6 ·10−7 m corresponding
to a dimensionless distance y+ ≈ 0.05.
In Fig. 6.4, the skin friction distribution using L = 7 for the LLR-model, the revisited Wilcox
k-ω model and the k-ω EARSM model are displayed. As turbulent reference solution, the
values given by the Schultz-Grunow law [121] are assumed. Also shown are the values for the
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Figure 6.3: Subsonic flow over flat plate: Distribution of the friction coefficient over the plate length.
The influence of grid resolution on the prediction of friction is investigated.
Left: Hellsten’s k-ω EARSM model. Right: Wilcox k-ω model revisited.
skin friction for a laminar boundary layer given by the Blasius solution. From Fig. 6.4 it can
be observed, that all numerical solutions have a small laminar region near the leading edge
where the predicted skin friction follows the Blasius solution. After the transition, the skin
friction increases and follows the Schultz-Grunow law. This so-called numerical transition
does not have a physical source but is influenced by the chosen turbulence model, grid reso-
lution and initial conditions. This topic has been investigated by Spalart and Rumsey [132].
It can be seen that the Wilcox k-ω model and the k-ω EARSM model yield very similar
results, which are very close to the ones given by the Schultz-Grunow-law. The LLR model
predicts slightly lower values for the skin friction coefficient over the considered plate length.
6.1.2 Supersonic turbulent flow over a flat plate
In this subsection, two test cases concerned with supersonic viscous flows over flat plates are
considered. The test cases 5501-01 and 5501-05 taken from Fernholz and Finley [45] have
been chosen for the validation of supersonic turbulent flow. Walls are treated as adiabatic and
the stream-wise component of the pressure gradient is zero. The free-stream conditions of
test case 5501-01 are M = 1.75, Re = 2.5 · 107, T = 210K. The computation is performed
on an adaptive grid. The initial grid is discretized using 10 cells in the direction normal to
the wall as depicted in the upper grid in Fig. 6.5. In the flow direction, the domain contains
60 cells, of which 50 cells are located on the plate. The first grid spacing off the wall is
about 1.72 · 10−3 of the plate length. The inflow is treated as supersonic and also the outflow
is considered as supersonic. Strictly speaking, this is the wrong condition in the subsonic
region of the boundary layer. However, no differences could be observed when applying a
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Figure 6.4: Subsonic flow over flat plate: Friction coefficient as function of the plate length. The
influence of different turbulence models is investigated.
boundary condition switching between subsonic and supersonic outflow depending on the
Mach number at the outflow boundary. The remaining boundaries, beside the solid wall, are
symmetry walls.
The convective fluxes have been discretized using the HLLC scheme. A stationary solution
is computed and the B2 scheme is used for time integration. In both cases, the flow in the
experiment was tripped to enforce a turbulent boundary layer. For the computational investi-
gation, a turbulence intensity of Tu = 0.5% is assumed in the free-stream. The k-ω EARSM
model and Menter’s boundary condition for ω are employed. To investigate the influence of
the grid resolution four different values for L = 7, 8, 9, 10 are set.
The influence of the grid resolution on the distribution of the friction coefficient compared to
experimental data is displayed in the left part of Fig. 6.6. A grid-converged solution can be
achieved with L = 9 possible refinements. In this case, the first grid spacing off the wall is
reduced to 4.73·10−7 m which corresponds to an average dimensionless distance of y+ ≈ 0.1.
The computational grid after 9 adaptations is displayed in the lower part of Fig. 6.5. From
the final grid it can be seen that most cells are added in the boundary layer and in the vicinity
of the stagnation point.
The only differences between test case 5501-1 and test case 5501-5 are the free-stream con-
ditions. For test case 5501-5 these are M = 2.24, Re = 2.5 · 107 and T = 170K. The
computations have been performed on the same adaptive grid. As before, a grid convergence
study has been conducted with L = 7, 8, 9, 10. The right part of Fig. 6.6 compares the com-
puted values of the friction coefficient to the measured ones. As in the previous test case, the
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Figure 6.5: Supersonic flow over flat plate (AGARDOgraph No.223 test case 5501-1): Computational
grids.
Top: Initial grid. Bottom: Grid after nine adaptations.
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Figure 6.6: Supersonic flow over flat plate (AGARDOgraph No. 223 test cases 5501-1 and 5501-
5): Comparison of computed and experimental distributions of friction coefficient. The
influence of grid resolution to the prediction of friction is investigated. Hellsten’s k-ω
EARSM model has been applied.
Left: Test case 5501-1. Right: Test case 5501-5.
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Figure 6.7: Supersonic flow over flat plate (AGARDOgraph No. 223 test case 5501-5): Comparison of
computed and measured distribution of the friction coefficient. Applied turbulence models:
SA, revisited Wilcox k-ω model, k-ω EARSM, RSM.
same number of possible adaptations L = 9 is required to achieve a grid converged solution.
For the final grid the first grid spacing off the wall is about 4.73 · 10−7 m which corresponds
to an average dimensionless distance y+ ≈ 0.075.
For both test cases, computed and measured values of the friction coefficient are in excellent
agreement.
For a comparison of different turbulence models, test case 5501-5 has been simulated using
the SA model, the revisited Wilcox k-ω model, the k-ω EARSM model and the RSM. Fig. 6.7
shows the results computed on the adaptive grid using L = 9 refinement levels in comparison
to the experimental data. All predicted distributions of the skin friction are in very good
agreement to the measured data, with the k-ω EARSM model and the RSM yielding an
excellent agreement.
Beside the skin friction, also the velocity and temperature profiles at two different down-
stream locations are given for this test case. Fig. 6.8 shows the velocity profiles at the first
measurement point located at x = 0.2m in the left picture and the velocity profiles at the
third measurement point located at x = 0.4m in the right picture. All turbulence models
show an excellent agreement with the measured velocities, where the RSM predicts the most
turbulent velocity profiles. In Fig. 6.9, the measured and predicted temperature profiles at the
same points are compared. Also here, an excellent agreement can be observed.
It can be concluded that the newly implemented turbulence models are suitable for supersonic
boundary layer flow problems with zero pressure gradient.
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Figure 6.8: Supersonic flow over flat plate (AGARDOgraph No. 223 test case 5501-5): Comparison
of computed and experimentally measured velocity profiles. Left: x = 0.2m. Right:
x = 0.4m.
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Figure 6.9: Supersonic flow over flat plate (AGARDOgraph No. 223 Test case 5501-5): Comparison
of computed and experimentally temperature profiles distributions. Left: x = 0.2m. Right:
x = 0.4m.
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6.1.3 Turbulent flow over a flat plate with impinging shock
An interaction between a turbulent boundary layer and a shock can occur on the suction side
of the slat of a high-lift configuration for high angles of attack α > 20◦. To ensure the
correct prediction of the flow for such a shock-wave boundary layer interaction (SWBLI), an
experiment conducted by Dupont et al. [38] has been simulated.
In this test case, an oblique shock impinges on a supersonic turbulent boundary layer about
a flat plate, where the flow deflection angle is Θ = 8◦. This corresponds to a shock angle
ΘShock ≈ 32◦. Upstream of the interaction point the conditions listed in Tab. 6.1 are mea-
sured. In the focus of interest is the question, whether a computation simulating the RANS
M U0 δ0 Reθ Tt θ
2.3 550m
s
11mm 6.9 · 103 300K 1.28mm
Table 6.1: Aerodynamic conditions upstream of the interaction point.
equations can predict the pressure rise over the created separation bubble. The computational
setup is described in the following. A parallel supersonic flow is prescribed at the inflow
boundary. A turbulent boundary layer develops about the flat plate. At the point, where the
conditions specified in Tab. 6.1 occur, the shock wave hits the plate. At the outflow of the
computational domain, a supersonic outflow condition is set. The computations have been
performed on an adaptive grid. The coarse grid consists of 1000 cells and is depicted in
Fig. 6.10 together with the specified boundary conditions. The distance of the cells nearest
to the wall is equal to y = 3.5 · 10−4 m. The convective fluxes have been discretized by the
HLLC scheme and for turbulence closure the k-ω EARSM model with Menter’s boundary
condition for ω has been employed. The upper figure in Fig. 6.11 shows the computational
grid after eight adaptations. It can be seen that the grid is refined at the impinging shock
and near the impingement region. The two lower figures in Fig. 6.11 show the region in the
vicinity of the separation bubble caused by the impinging shock wave. The flow phenomena
typical for a shock wave boundary layer interaction including seperated flow caused by an
impinging shock, as described in [4,13], can be recognized. The pressure rise induced by the
impinging shock, marked by (A), creates a region of separated flow (B) upstream of the im-
pingement. Compression waves (C) build and are combined to the separation shock (D). The
reflected shock (E) turns the flow into a direction parallel to the wall again. Downstream of
the separation bubble a complex flow pattern arises of expansion waves (F) and compression
waves (G). It can be seen, that the areas in the vicinity of the separation bubble and in the
vicinity of the shocks are highly resolved by the grid adaptation.
To determine the necessary resolution of the grid, a grid convergence study has been con-
ducted. The test case has been simulated applying three different possible levels of refine-
ment L = 6 , 8 , 10. The predicted pressure is shown as a function of the plate length in the
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Figure 6.10: Supersonic flow over flat plate with impinging shock: Initial computational grid.
region of the separation bubble in Fig. 6.12. Only small differences can be observed when
comparing the pressure distributions. From these results it has been concluded, that using
L = 8 possible refinement levels is sufficient to obtain a grid converged solution. In this
case the distance of the cell nearest to the wall is y = 2.3 · 10−6 m, which corresponds to a
y+ ≈ 0.25.
Four different turbulence models, the SA-model, the k-ω EARSM model, the revisited k-
ω model proposed by Wilcox and the RSM, have been applied. The pressure distributions
predicted by the different turbulence models over the length of the plate are displayed in
Fig. 6.13. The coordinate system of the experiment and of the computations do not coin-
cide. Especially, the plate length to create a turbulent boundary layer with the characteristics
specified in Tab. 6.1 was larger in the case of the simulation. But in the focus of interest is
the prediction of the pressure rise over the separation bubble. In the experiment and in the
simulation, the increase of the pressure starts with the reflected shock visible in the middle
and bottom figures in Fig. 6.11. Therefore, all computed results have been moved so that
the earliest computed pressure rise, predicted using the RSM, and the measured pressure rise
coincide. It can be observed, that the results applying the RSM and the k-ω EARSM model
yield the best agreement to the experimental data. The computations employing the revisited
k-ω model and the SA model predict the onset of separation later than measured in the ex-
periment. Also, the computed length of the separation bubble is shorter than the one in the
experiment. Therefore, even moving the numerical data so that the pressure rise of the com-
putation employing the revisited k-ω model or the SA model coincide, would not give a better
agreement with the experimental due to the underestimated length of the separation bubble.
In Fig. 6.14, the predicted Mach number distribution in the vicinity of the separation bubble
using the RSM is shown. The coordinate system has been adjusted to match the experimental
data. It can be seen that the region of separated flow extends from 285mm ≥ X ≥ 310mm.
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Figure 6.11: Supersonic flow over flat plate with impinging shock: Computational grid after 8 adapta-
tions. The RSM has been applied.
Upper: Whole grid.
Middle: Computational grid near the separation bubble.
Bottom: Mach number distribution near the separation bubble.
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Figure 6.12: Supersonic flow over flat plate with impinging shock: Grid convergence study.
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Figure 6.13: Supersonic flow over flat plate with impinging shock: Comparison of computed and ex-
perimentally measured pressure distribution for impinging shock test case.
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Figure 6.14: Supersonic flow over flat plate with impinging shock: Mach number distribution in the
vicinity of the separation bubble. Coordinate system transferred to match experimental
data.
Comparing this to the results presented in Fig. 6.13 it is concluded that the pressure increase
upstream and downstream is created by compression waves.
It can be concluded, that the pressure rise over a shock-boundary layer interaction is ac-
curately predicted applying Reynolds-stress-based turbulence model, either a nonlinear eddy
viscosity model like the k-ω EARSM model or a RSM. The solver QUADFLOW is able to
detect the different flow phenomena as the shock, the separation bubble and the developing
boundary layer even from a very coarse grid.
6.1.4 Turbulent flow about RAE2822 airfoil
In this subsection, the transonic flow over the RAE2822 profile is considered. Experimental
data for this test case were published by Cook et al. [31]. In this thesis, the test case number
9 from Cook’s work has been simulated. For the computational investigation a turbulent flow
has been assumed with a turbulence intensity in the free-stream of Tu = 0.5%. Transition
has been prescribed at 3% of the chord length as suggested by Franke [47]. Flow parameters
in the free-stream are M = 0.73, Re = 6.5 · 106, α = 2.79◦.
The computation has been performed on an adaptive grid. The initial grid is depicted in
Fig. 6.15. It consists of 98 × 10 cells where 78 cells are located on the airfoil. The first
grid spacing off the wall is about 1.0 · 10−4 chord length. The C-type grid extends 20 chords
away from the airfoil in upstream and downstream direction. Far-field boundary conditions
are specified by the circulation correction technique [19].
In this work, three different maximum refinement levels L = 4, 6, 8 have been set. Details
near the airfoil of the computational grid after 8 refinements and the corresponding distri-
bution of the Mach number are presented in Fig. 6.16. The k-ω EARSM model and Hell-
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Figure 6.15: Transonic flow over RAE2822 airfoil:
Left: Initial computational grid. Right: Detail.
Figure 6.16: Transonic flow over RAE2822 airfoil: Results using the k-ω EARSM model and Hell-
sten’s boundary condition for ω.
Left: Details of the computational grid after 8 adaptations. Right: Mach number distribu-
tion.
sten’s boundary condition for ω described by Eq. (5.18) have been employed. Compared to
Fig. 6.15, most of the grid refinements have been performed near the shock, in the boundary
layer and in the shear layer behind the airfoil.
The influence of the grid resolution on the distribution of pressure and friction coefficient is
depicted in Fig. 6.17. Already for a number of maximum refinements L = 4 the computed
pressure distribution matches the measured one closely. With increasing refinement level,
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Figure 6.17: Transonic flow over RAE2822 airfoil: Comparison of computed and experimental dis-
tributions of pressure and friction coefficient. Results using the k-ω EARSM model to-
gether with Hellsten’s boundary condition for ω. The influence of grid resolution on the
prediction of pressure and friction is presented.
Left: Distribution of pressure coefficient. Right: Distribution of friction coefficient.
and thus increasing number of cells, the prediction of the suction peak is improved. Even so,
the computed position of the shock is a bit upstream of the measured position, independently
of the grid resolution. The right part of Fig. 6.17 shows that the friction coefficient is over-
predicted. As Fig. 6.17 indicates, a grid-converged solution can be achieved with a number of
maximum refinements L = 6. In this case, the first grid spacing off the wall is about 2.0·10−6
chord length which corresponds to an average dimensionless distance y+ = 0.25.
Fig. 6.18 displays the comparison of computed pressure and friction coefficient by using the
k-ω EARSM model as well as the SST model. In both cases, Hellsten’s boundary condition
for ω has been employed. It can be seen that the SST model yields a more accurate location of
the shock and slightly higher values for the friction coefficient compared to the k-ω EARSM
model. These findings are also valid when applying Menter’s boundary condition for ω, as
displayed in Fig. 6.19.
6.1.5 ONERA-M6 wing
In this subsection, the transonic flow around the ONERA M6 wing is considered. Experimen-
tal data for this test case has been published by Schmitt et al. [122]. For the computational
investigation, a fully turbulent flow has been assumed with a turbulence intensity in the free-
stream of Tu = 0.5%. Flow parameters are M = 0.84, Re = 11.72 · 106 and α = 3.06◦. The
computation has been performed on a non-adaptive multi-block structured grid with 798000
cells. The grid extends 5 wing spans away from the wing. The convective fluxes have been
discretized by the HLLC scheme and the B2 scheme has been used for the time integration.
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Figure 6.18: Transonic flow over RAE2822 airfoil: Comparison of computed and experimental distri-
butions of pressure and friction coefficient. Results using the k-ω EARSM model and the
SST model together with Hellsten’s boundary condition for ω. L = 8 grid adaptations
have been performed.
Left: Distribution of pressure coefficient. Right: Distribution of friction coefficient.
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Figure 6.19: Transonic flow over RAE2822 airfoil: Comparison of computed and experimental dis-
tributions of pressure and friction coefficient. Results using the k-ω EARSM model and
the SST model together with Menter’s boundary condition for ω. L = 8 grid adaptations
have been performed.
Left: Distribution of pressure coefficient. Right: Distribution of friction coefficient.
For turbulence closure, the k-ω EARSM model and the SST model have been employed.
Hellsten’s and Menter’s boundary conditions have been applied. Fig. 6.20 shows the pressure
distribution on the upper surface of the wing. The main characteristics of the flow field on the
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upper surface are two shock waves which proceed from the root of the wing to the tip. Both
shocks merge into a single shock which splits again in two distinct shocks near the wing tip.
Figure 6.20: Transonic flow over ONERA-M6 wing: Left: Computational grid on upper surface.
Right: Pressure distribution on upper surface.
In Fig. 6.21 the computed surface pressure distribution for selected sections of the wing
employing both turbulence models and both boundary conditions are compared with the ex-
perimentally measured data. In general, the computed pressure distributions are in good
agreement with the experimental results. When Hellsten’s boundary condition for ω is ap-
plied, the influence of the turbulence model can be neglected. As already observed for the
flow over the RAE2822 airfoil, computations employing the SST model predict the shock
location on the upper surface slightly further downstream. The distribution of the pressure on
the lower side matches the experimental one closely. At 65% span width, the computations do
not accurately resolve the shock on the upper side downstream of the suction peak, whereas
the second shock is accurately predicted. At 80% span width, the computations fail to resolve
both shocks, which are visible in the experimental data. Instead, the two distinct shocks are
merged into one. At 90% span width, the agreement between the predicted and the measured
pressure distribution is excellent. When Menter’s boundary conditions for ω is applied, the
results are very similar to the previous ones. However, at 90% span width the SST model
predicts a stronger increase in pressure after the shock compared to the experiment and the
computations using the k-ω EARSM model.
The failure to predict the two shocks on the upper side at 80% could be a consequence of
an insufficient grid resolution as suspected by Franke [47]. To support this assumption, in
Fig. 6.22 a detail of the computational grid at 80% span width is compared to the correspond-
ing detail of the grid used for the simulation of the flow over the RAE2822 airfoil after 6
adaptations. The higher resolution of the adaptive grid especially in the vicinity of the shock
is clearly visible. It is assumed, that a higher grid resolutions for the ONERA-M6 wing would
improve the detection of the shocks at 80% span width.
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(b) 80% span width
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(c) 90% span width
Figure 6.21: Transonic flow over ONERA-M6 wing: Pressure distributions for selected sections. Left
column: Hellsten’s boundary condition for ω applied. Right column: Menter’s boundary
condition for ω applied.
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Figure 6.22: Transonic flow over ONERA-M6 wing: Comparison of grid resolution.
Left: ONERA-M6 wing at 80% span width. Right: Mesh for RAE2822 airfoil after 6
refinements.
The results presented in the first part of this chapter show the validation of QUADFLOW
for turbulent flows applying different turbulence models. Two-equation models are a suitable
closure for the RANS equation able to capture most phenomena in turbulent flows. For test
cases involving flow separation, the application of a nonlinear eddy viscosity model as the
k-ω EARSM model or the RSM is necessary.
6.2 Transitional flow
In this section, the applied transition models are validated against two different test cases.
In QUADFLOW, a uniform parallel flow is used as initial solution. To reduce the huge
difference in the velocity at solid walls in the first time step, it is common practice in the
computation of stationary solutions of viscous flow to initialize an approximate boundary
layer. As the numerical experiments in Chapter 6.2.1 show, this practice leads to wrong
predictions of the point where laminar to turbulent transition will occur. Therefore, in all
computations concerned with transitional flow, the boundary layers are not initialized.
The used transition models are the γ-Reθ model with the correlation sets from Krause and
ANSYS and the AHD-GH transition criterion with different turbulence models.
6.2.1 Flat plate
As a first test case to validate the different prediction methods for laminar-turbulent transition,
a fundamental flow has been considered. The Schubauer-Klebanoff experiment, a viscous
subsonic fluid flow without adverse pressure gradient over a flat plate [124], has been simu-
lated using QUADFLOW. The free-stream turbulence intensity Tu is low and corresponds to
natural transition. The flow parameters are M = 0.14, Re = 3.3 × 106 and Tu = 0.18%.
The temperature in the free-stream is T∞ = 285K. An isothermal wall has been assumed
with the same temperature Twall = 285K.
The computation has been performed on an adaptive grid consisting of two blocks. On the
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Figure 6.23: Subsonic flow over flat plate (Schubauer/Klebanoff test case): Predicted distribution of
the skin fiction coefficient for different grid resolutions. The boundary layer has been
initialized. Left: γ-Reθ model. Right: AHD-GH criterion and SA turbulence model.
initial grid, each of the blocks is discretized by 44 cells in the direction normal to the wall.
In the tangential direction each block has 100 cells and 200 cells, respectively. The distance
of the first cell off the wall is y = 10−5 m which assures a dimensionless wall distance of
y+ < 1 over the plate. The convective fluxes have been discretized using the HLLC scheme.
The computation has also been conducted using the γ-Reθ-model with the set of correlations
developed by Krause [72]. In case of the AHD-GH criterion the SA model is applied for
turbulence closure.
To investigate the influence of the grid resolution, uniformly refined grids with L = 1, 2, 3, 4
have been used. On these grids, the γ-Reθ-model and the AHD-GH criterion have been
applied. The default behavior has been chosen to initialize boundary layer profiles.
Fig. 6.23 compares the predicted friction coefficient for the different grid resolutions to the
one measured in the experiment as a function of the Reynolds number. The left diagram
in Fig. 6.23 displays the results computed using the γ-Reθ model with the correlations de-
veloped by Krause. On the initial grid, L = 1, the onset of transition is predicted too far
upstream. Applying two refinement levels, the onset of transition moves downstream of the
experimentally measured point. When further increasing the refinement level, the onset of
transition moves too far upstream. Only three refinement levels have been used in case of the
AHD-GH criterion. Also here, the point of the onset of transition is predicted far upstream
of the one observed in the experiment as shown in the right part of Fig. 6.23. The distribution
of skin friction resembles more a fully turbulent flow instead of a transitional one.
In Fig. 6.24 the computations have been repeated without initializing the boundary layer pro-
files. In the left figure the skin friction predicted by the γ-Reθ model is compared to the
distribution measured in the experiment. For L = 1 a very good agreement between numer-
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Figure 6.24: Subsonic flow over flat plate (Schubauer/Klebanoff test case): Predicted distribution of
the skin fiction coefficient for different grid resolutions. The boundary layer is not ini-
tialized.
Left: γ-Reθ model. Right: AHD-GH criterion and SA turbulence model.
ical and experimental data is achieved. For a higher grid resolution, the point of transition
onset moves downstream until a grid converged solution is established for L = 4. In the right
part of Fig. 6.24 the skin friction yielded by applying the AHD-GH criterion for different
grid resolutions is compared to the experimental data. Also here, for L = 1 an excellent
agreement between experimental and numerical data can be observed. The point of transition
onset is not influenced by the grid resolution, but the length of the transitional region is under-
estimated for L = 2, 3 and 4. A possible explanation for this behavior lies in the very simple
way the intermittency in the transition region is computed, see Eq. (4.27). A more advanced
model for the transitional region as used by Krumbein [77] might remove the dependency of
the grid resolution.
The numerical data of the grid-converged solution matches the experimental data very closely.
Therefore it is concluded, that for the simulation of transitional flow the boundary layers must
not be prescribed during the initialization. The grid converged solution computed using the
AHD-GH criterion yields a better agreement with the experimental data than the solution
applying the γ-Reθ model.
6.2.2 Somers airfoil
The Somers airfoil, officially referred to as NLF (1)-0416 airfoil, has been designed for lam-
inar flow about airfoils for general aviation applications [129]. It features a long natural
laminar flow over a large part of the airfoil, up to 30% of the chord length. The goal is to
achieve small values for the drag coefficients while maintaining lift coefficients as large as
possible.
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Figure 6.25: Subsonic flow over Somers airfoil: Initial computational grid. Left: Grid. Right: Detail.
It has become a popular test case for the validation of transition models [30]. The inflow
conditions are M = 0.1 and T∞ = 293K. The wall temperature has been assumed to be
Twall = T∞. The turbulent intensity in the free-stream has been estimated Tu = 0.12%. In
this work, the flow at two different Reynolds numbers, Re = 2.0 · 106 and Re = 4.0 · 106, for
angles of attack −10◦ ≤ α ≤ 15◦ has been investigated. Due to the low Mach number, the
AUSMDV(P) scheme has been used to discretize the convective fluxes.
The computations have been performed on an adaptive grid. To diminish the influence of
reflections at the boundaries on the flow about the airfoil, the far-field boundaries are located
16 chord lengths up- and downstream of the airfoil. Pressure-based boundary conditions are
applied necessary by the use of preconditioning for low Mach numbers. The initial compu-
tational grid and details near the airfoil are displayed in Fig. 6.25. The initial grid consists
of 15400 cells, where 180 cells are located on the airfoil. The first distance off the wall is
y = 3.0 · 10−4.
In Fig. 6.26, the computational grid after 8 adaptations for α = 10.1◦ is shown. In the right
part of the figure, it can be observed that most cells are inserted near the airfoil and in the
wake. The final grid consists of 80000 cells, where 1300 cells are located on the airfoil. The
first distance off the wall y = 3.2 · 10−6 which corresponds to an average dimensionless wall
distance y+ ≈ 0.3. These settings of the grid adaptation yield a highly resolved grid and have
been used for all following computations concerned with the Somers airfoil.
In Fig. 6.27, the computed lift and drag coefficients as function of the angle of attack are
compared to the ones measured in the experiment for Re = 2.0 · 106. The left part of
Fig. 6.27 shows an excellent agreement between computed and measured lift coefficients for
the γ-Reθ model and the AHD-GH criterion in combination with the SA model. Also for the
drag coefficient, a very good agreement between computational and experimental data can be
seen in the right part of Fig. 6.27.
In Fig. 6.28 the transition onset as function of the lift coefficient is shown. The left part dis-
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Figure 6.26: Subsonic flow over Somers airfoil: Computational grid for α = 10.1◦ after 8 adaptations.
Left: Grid. Right: Details.
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Figure 6.27: Subsonic flow over Somers airfoil: Lift and drag coefficient as function of angle of attack
for Re = 2.0 · 106.
Left Figure: Lift coefficient. Right Figure: Drag coefficient.
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Figure 6.28: Subsonic flow over Somers airfoil: Comparison of measured and predicted transition
locations for Re = 2.0 · 106.
Left: Upper side. Right: Lower side.
plays the transition onset on the upper side and the right one the transition onset on the lower
side. The squares characterize the start of the transitional region and the diamonds mark its
end. A very good agreement between numerical and experimental data can be observed. On
the upper side, all predicted transition locations are slightly downstream of the ones measured
in the experiment. On the lower side, for −0.3 ≤ CL ≤ 0.15 the computations locate the
onset of transition clearly downstream of the measured positions, where the computations
employing the AHD-GH criterion give the more accurate results. An excellent match be-
tween numerical and experimental data is achieved for 0.4 ≤ CL ≤ 1.1. For higher values of
CL, the simulations determine the onset of transition upstream compared to the experiment.
For α ≥ 1.01◦ the computations employing the AHD-GH criterion predict a separation bub-
ble on the lower side of the airfoil. The transition process starts with this separation bubble.
On the upper side, only at α = 5.09◦ a separation bubble is predicted. In contrast, the γ-Reθ
model predicts on the upper and on the lower side separation bubbles for all angles of attack,
which trigger the transition process. An example for this transition due to a separation bubble
is depicted in Fig. 6.29.
In Fig. 6.30, the computed lift and drag coefficients as function of the angle of attack are
compared to the ones measured in the experiment for Re = 4.0 · 106. As for the lower
Reynolds number, the agreement between computed and measured lift coefficient is excel-
lent as can be seen in the left part of Fig. 6.30. The predicted drag coefficient matches the
experimental results very closely for α ≤ −1.0◦ by both transition models. For higher angles
of attack, a significantly higher drag coefficient is computed for both transition models. In
Fig. 6.31, the transition onset as function of the lift coefficient is shown. Also here, the left
part compares the predicted and measured transition onset on the upper side and the right
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Figure 6.29: Subsonic flow over Somers airfoil: Mach number distribution predicted by the γ-Reθ
model for α = 6.1◦ and Re = 2.0 · 106.
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Figure 6.30: Subsonic flow over Somers airfoil: Lift and drag coefficient as function of angle of attack
for Re = 4.0 · 106.
Left: Lift coefficient. Right: Drag coefficient.
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Figure 6.31: Subsonic flow over Somers airfoil: Comparison of measured and predicted transition
locations for Re = 4.0 · 106.
Left: Upper side. Right: Lower side.
part on the lower side. On the upper side, the predicted transition onsets are located slightly
downstream compared to the experiment. On the lower side, an excellent agreement between
simulations and experiment is observed for 0.6 ≤ CL ≤ 1.7. For lower values for CL, the
transition location is predicted downstream of the measured position. Computations apply-
ing the AHD-GH criterion detect a separation bubble on the lower side for α ≥ 0.01◦. On
the upper side, only at four angles of attack α = −3.06◦, −2.04◦, −1.02◦, 1.01◦ separation
bubbles start the transition process. The γ-Reθ model shows a similar behavior. On the lower
side for α > −1.02◦, a separation bubble triggers the transition process. On the upper side
only for α = 1.01◦ and 9.16◦, a separation bubble is detected. The sudden increase in the
drag coefficient for α > −1.0◦ and CL > 0.4 is in a region where a very good agreement
between predicted and measured transition locations is observed. Therefore, the difference in
the drag coefficient cannot be caused by errors in the transition modeling. For the purpose of
comparison, a fully turbulent flow has been simulated using the SA model. In Fig. 6.32, the
lift- and drag coefficients of the transitional and fully turbulent computations are compared
to the experimental data. The drag coefficient is decomposed in the drag due to pressure in
the left part of Fig. 6.32 and the drag due to friction in the right part of Fig. 6.32. The drag
caused by the friction is approximately constant for the different values of α. The applied
turbulence and transition model sets only the size of the value. The γ-Reθ model and the
AHD-GH criterion yield very similar values for the friction coefficient, where the SA model
predicts a significantly higher value. The agreement of the drag coefficient due to pressure
between the different models is good. The SA model yields a slightly higher value compared
to the transition models.
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Figure 6.32: Subsonic flow over Somers airfoil: Predicted drag coefficient as function of angle of
attack for Re = 4.0 · 106 compared to experimental data. The predicted drag is split
between pressure and friction.
Left: Drag due to pressure. Right: Drag due to friction.
These findings indicate that the differences between the experimental and numerical data
for the drag coefficient are neither caused by the transition prediction nor by the turbulence
model. The predicted locations of the transition onset are in close agreement to the ones
measured in the experiment. The main influence of the transition prediction is the size of the
value of the friction coefficient, which is independent from the angle of attack. The strong
increase of the drag coefficient is caused by the drag due to pressure. The behavior of this
component is very similar for the different turbulence and transition models. In the range of
the investigated angles of attack, no large flow separation appeared. Thus, even a simulation
of inviscid fluid flow should be able to predict the drag due to pressure. It appears that the
discretisation of the convective fluxes is the source of the differences between numerical and
experimental data. However, this seems unlikely since the application of upwind methods
yielded good results in general.
In future research, different upwind methods should be applied for the test case. Additional
cases of low speed transitional flow should be simulated to investigate to get a broader data
base. Another possibility to reduce the differences could be the specification of the far-
field boundary conditions by the circulation correction technique, as has been done in Chap-
ter 6.1.4.
6.3 Aeroelastic results
In this section, the embedding of QUADFLOW into the aeroelastic solver SOFIA — see also
Chapter 5.3 — is validated against two test cases concerned with viscous fluid flow about
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M T Re q/E α
0.19− 0.22 273 1.55 · 106 − 1.75 · 106 5 · 10−8 −3.5◦ ≤ α ≤ 10.5◦
Table 6.2: Free-stream conditions to determine the aeroelastic equilibrium configuration.
elastic wings. The predicted results are compared to experimental and numerical data.
6.3.1 Swept wing
A swept untapered wing has been built by the department of Aerospace and Lightweight
Structures (ILB) at RWTH Aachen in the framework of the SFB 401 [123]. The goal was to
investigate its aeroelastic behavior and to gather data for the validation of numerical aeroe-
lastic solvers. The wing is swept back by an angle φ = 34◦ and the aspect ratio has a value
Λ = 9. The profile of the wing parallel to the inflow direction is the BAC-3-11 profile. The
main characteristics are:
• large elastic deformations in bending and torsion modes allowed,
• low eigenfrequencies,
• only minor structural damping.
The experiments have been performed in the low-speed wind tunnel of the German-Dutch
Wind Tunnels (DNW-LST). Two kinds of experiments have been performed. The first one
determines the steady aeroelastic equilibrium configuration. In order to do this, the local
displacement of the beam axis along the y-direction of the coordinate system is measured. In
Fig. 6.33, the computational mesh on the surface of the wing and the coordinate system are
displayed. The free-stream conditions applied in the wind tunnel are summarized in Tab. 6.2.
The structural model has been generated by Braun [21]. For a detailed description of the
experiments, please refer to [67].
The computations have been performed using an structured, non-adaptive H-grid in POPINDA
format. The grid has been created by Reimer et al. [109] and consists of 900,000 cells. The
distance of the far-field boundaries to the wing is 20 profile lengths in every direction. Char-
acteristic boundary condition are specified in the far-field. The convective fluxes have been
discretized by the AUSMDV scheme and turbulence closure has been achieved by the SST
turbulence model.
The left part of Fig. 6.34 shows the deformation of the wing in y-direction as function of the
wing span. At three different angles of attack the predicted and the measured deformations are
compared and a close agreement between numerical and experimental data can be observed.
The right part of Fig. 6.34 displays the angle of torsion as function of the wing span with
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Figure 6.33: Subsonic flow over swept wing: Computational mesh and coordinate system on the swept
wing.
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Figure 6.34: Subsonic flow over swept wing: Aeroelastic equilibrium configuration of the swept wing.
Left: Deformation. Right: Aeroelastic twist.
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the same angles of attack as parameter. Also here, a close agreement between numerical and
experimental data is visible. The best agreement between numerical and experimental results
concerning deformation and angle of torsion is achieved for α = 0.64◦. For the remaining
angles of attack, the deformation and the angle of torsion are overestimated. From these
results, it can be concluded that QUADFLOW slightly over-predicts the forces acting upon
the wing.
To validate the unsteady coupling, the unsteady behavior of the swept wing has been investi-
gated. The experiment had been conducted as follows. A thread force orthogonal to the wing
plane has been applied to the wing tip to deform the wing out of its aeroelastic equilibrium
configuration. When the wing had reached the new aeroelastic equilibrium configuration,
the thread has been burned. Following this, the wing performed damped oscillations until it
reached the original aeroelastic equilibrium configuration. For a more detailed description
please refer to Reimer et al. [109].
The simulation has been conducted in the same way as the experiment. While considering the
thread force, the new aeroelastic equilibrium configuration has been computed. At the start
of the unsteady computation, the thread force has been removed, and the computed steady
state solution has been taken as initial solution. For the time integration of the flow solution
the second order accurate BDF2 scheme has been applied. The time step has been chosen to
be ∆t = 7 · 10−4 s, so that the 12 highest eigenmodes of the structure are resolved by five
points.
The deformation of the wing at the wing tip as a function of time is displayed in the left part
of Fig. 6.35. Numerical results and experimental data are compared. The numerical results
applying two different flow solvers, QUADFLOW and FLOWer, are shown. The flow solver
FLOWer has been developed at DLR [74]. The results obtained using FLOWer have been
taken from Reimer et al. [109]. An excellent agreement between measured and predicted
data, independent of the flow solver, can be observed. The amplitude and the frequency of
the oscillation are reproduced accurately. The angle of torsion of the wing at the wing tip
is shown in the right part of Fig. 6.35. The simulation over-predicts the amplitude of the
oscillation at the start, but the computed and measured frequencies match closely. In the
later part of the oscillations when lower frequencies occur, both frequency and amplitude are
accurately predicted.
Since both flow solvers predict the same behavior, it is concluded that the differences between
simulation and experiment might be related to the initial conditions. Especially the thread
force is reduced gradually by the burning thread, whereas it has been removed suddenly in
the simulation.
6.3.2 HIRENASD wing
In this section, the simulation of the viscous, transonic fluid flow around the elastic HIRE-
NASD (High Reynolds Number Aero- Structural Dynamics) configuration is described. This
configuration has been developed and built in the framework of the collaborative research
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Figure 6.35: Subsonic flow over swept wing: Displacement and aeroelastic twist of the wing at the
wing tip. Numerical and experimental data are compared. Left: Displacement. Right:
Aeroelastic twist.
center SFB 401. The aim of the HIRENASD project is to gain new insight in the physics of
transonic aero-structural dynamics at realistic Mach and Reynolds numbers and to obtain ex-
perimental data to validate aeroelastic solvers. The experimental investigation of the HIRE-
NASD configuration has been conducted in the European Transonic Wind Tunnel (ETW)
under cryogenic conditions.
An extensive computational investigation has been conducted using the structured flow solver
FLOWer. Further information can be found in [8, 21, 110].
Predictive simulations for the wind tunnel experiments have been performed by Braun using
SOFIA and employing FLOWer as flow solver. As an additional test case to validate the
aeroelastic coupling described in Chapter 5.3 and to compare to results obtained by different
solver, these computations have been conducted using QUADFLOW within SOFIA.
The inflow conditions of the test case are M = 0.80, Re = 35 × 106, T∞ = 136.5K
and a loading factor q
E
= 0.48 · 10−6, which is the ratio of dynamic pressure and Young’s
modulus of the wing model material. The angle of attack varies between −1◦ < α < 5◦. The
computations have been performed on the same computational grid, which has been used for
the computations applying FLOWer. This non-adaptive, multi-block structured grid consists
of 46 blocks and 3.5 million cells. The grid on the surface of the configuration as well as the
corresponding pressure distribution are depicted in Fig. 6.36.
The convective fluxes have been discretized by the AUSMDV scheme, turbulence closure
has been achieved by applying the SA model. For the FLOWer computations, the LEA tur-
bulence model [117] has been applied. The wing structure is modeled by Timoshenko beam
elements [137].
Figure 6.37 shows the computed deformation and the aeroelastic twist for three different
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Figure 6.36: Transonic flow over HIRENASD wing: α = 0◦ without deformation. Left: Computa-
tional grid on the wing, every 4th grid line is shown. Right: Corresponding distribution
of pressure coefficient.
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Figure 6.37: Transonic flow over HIRENASD wing: Comparison of computed beam axis displace-
ment and aeroelastic twist of the elastic wing over span for three different angles of
attack. QUADFLOW and FLOWer have been employed in the SOFIA code. The SA
model and the LEA model have been applied. Left: Wing axis displacement as function
of span. Right: Aeroelastic twist of the wing as function of span.
angles of attack α = −1◦, 2◦, 5◦. On the left hand side, the comparison of the computed de-
formations of the wing as function of span is depicted. The computations applying QUAD-
FLOW predict higher deformations compared to the ones applying FLOWer. On the right
hand side of Fig. 6.37 the aeroelastic twist as function of span is displayed. Again, com-
putations using QUADFLOW yield higher aeroelastic twist compared to computations using
FLOWer. QUADFLOW predicts higher deformations as well as a higher aeroelastic twist,
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independent of the angle of attack.
To compare the results of QUADFLOW with results obtained using another unstructured
flow solver and with data from the HIRENASD experiment, a further computation has been
performed by Reimer [110] using the solver TAU [75] developed at the DLR. For turbulence
closure, the LEA turbulence model has been applied. The inflow conditions are M = 0.83,
Re = 23.5 × 106, T∞ = 180K and qE = 0.48 · 10−6. The angle of attack is α = −1.0◦.
Both simulations, using TAU and QUADFLOW have been computed on the same structured
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Figure 6.38: Transonic flow over HIRENASD wing: Comparison of computed beam axis displace-
ment and aeroelastic twists of the elastic wing over span for α = −1.0◦. QUADFLOW
and TAU have been employed. The SA-model and the LEA-model have been applied.
Left: Beam axis displacement of the wing as function of span. Right: Aeroelastic twist
of the wing as function of span.
multi-block grid as in the previous test case. Figure 6.38 shows an excellent agreement for
the computed deformation and the aeroelastic twist between these two solvers.
In the experiment, the pressure distribution along the local chord length has been measured
in seven different section from relative wing span η = 0.14 to η = 0.95; see Fig. 6.39.
In Fig. 6.40, the predicted and measured distributions of the mean pressure coefficient for
selected sections are presented. The error bars denote the standard deviations of the root
mean square (RMS) and quantify the unsteady fluctuations for the nominally steady flow
conditions. In general, a good agreement between numerical and experimental data can be
observed, and especially in the outer sections of the wing η ≥ 0.59 an excellent prediction of
the measured values is achieved. In all sections, the results computed by TAU show a higher
suction peak compared to QUADFLOW, and for η = 0.46 and η = 0.66 this higher suction
peak resembles the measured data more closely. In the inner section of the wing η ≤ 0.46,
the locations of the shocks on the lower and on the upper side predicted by QUADFLOW and
TAU differ. In all three sections, QUADFLOW predicts on the upper side a shock location
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Figure 6.39: Transonic flow over HIRENASD wing: Areas of measured pressure distribution.
further upstream compared to TAU. On the lower side, the opposite situation can be observed,
QUADFLOW gives a shock location further downstream. In general, the computations em-
ploying TAU give more accurate positions of the shock, whereas at η = 0.14 both solver
predict the shock location too far downstream. The differences between the numerical results
can be most likely traced back to the applied turbulence models. The Spalart-Allmaras model
is less well suited for flows including adverse pressure gradients and shock boundary layer
interactions and has been chosen mainly for stability reasons. Considering the fluctuations
observed in the experiment a time-accurate simulation might give an even better agreement
with the experimental data.
The integration of QUADFLOW into the aeroelastic solver SOFIA has been validated by
simulating the flow around two different elastic wings in cruise configuration, one concerned
with subsonic flow, the other one concerned with transonic flow. The results have been com-
pared to experimental data and/or to numerical data computed by applying different flow
solvers within SOFIA. In general, there is a close agreement between numerical and experi-
mental data. As a tendency, applying QUADFLOW as flow solver instead of FLOWer yields
higher aerodynamic loads and thus higher deformations and aeroelastic twists. A comparison
between numerical results achieved by applying QUADFLOW and TAU for the HIRENASD
test case showed an excellent agreement in terms of deformations and aeroelastic twist. The
predicted pressure distribution is also in close agreement to the experimental data.
Therefore it is concluded, that the higher loads predicted by QUADFLOW in comparison to
FLOWer are a characteristic of unstructured solvers operating on multi-block structured grids.
The reason for this assumption are given in the following. The differences in the solution can
not be traced back to the different turbulence models, because the agreement between the
results obtained by QUADFLOW and TAU is very close. But the computation of gradients
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Figure 6.40: Transonic flow over HIRENASD wing: Pressure distributions for selected sections.
on unstructured meshes is still a topic in current research [90]. In contrast to structured grids,
where gradients are computed using finite differences, on unstructured grids, approaches
based on the least-squares method or Green-Gauss surface integrals are applied [89].
The problems arise especially for cells with high aspect ratio in the presence of curvature.
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Investigations in this direction have been performed by Bosco [13]. It was found that a very
high grid resolution is necessary for a grid converged solution. The same accounts for the
computations presented in Chapter 6.1 – Chapter 6.2. The grid-converged solutions have
been obtained for a dimensionless wall distance y+ < 1.
6.4 Matrix-free time integration
In this section, the performance of the matrix-free Newton-Krylov method described in Chap-
ter 5.2 is investigated. The number of iterations and the computational time needed by ap-
plying the matrix-free Newton-Krylov method and the matrix-based version are compared.
The matrix-free Newton Krylov method is not really matrix-free since the Jacobian is still
necessary for the application of the ILU preconditioner. Therefore, the potential of reducing
the size of the storage cannot be exploited. But it is possible for the matrix-free Newton-
Krylov method to achieve a faster convergence in comparison to the ordinary Newton-Krylov
method. As already mentioned in Chapter 5.1.3.3, the version with matrix resembles an ap-
proximate Newton method due to the inconsistency of the left-hand side and right-hand side
of Eq. (5.16). As has been stated by Kelley, from an approximate Newton method, only linear
convergence behavior can be expected [68].
On the contrary, in case of the matrix-free Newton-Krylov method, the left- and right-hand
side of linear system are consistent; see Eq. (5.23). An inexact Newton method can achieve
super-linear or quadratic convergence behavior [68]. The advantage of the matrix-free scheme
concerning memory consumption is a disadvantage concerning computational time. For the
scheme with an explicitly stored Jacobian matrix, the computation of the Jacobian-vector
product involves only a matrix-vector multiplication. On the contrary, for the matrix-free
scheme, the computation of the Jacobian-vector product requires two to three times as many
arithmetic operations as one evaluation of the residual [17]. This additional cost may out-
weigh the benefit of super-linear or quadratic convergence behavior. In all test cases, the
Krylov subspace solver BiCGSTAB is applied.
6.4.1 Inviscid fluid flow about a swept wing
The first application to test the matrix-free Newton-Krylov is the swept wing, see Fig. 6.41,
which has already been described in the context of aeroelasticity in Chap. 6.3.1. Here, the de-
formation of the wing and viscous effects are neglected and thus the steady inviscid subsonic
flow about the wing without deformation is considered. This configuration has been designed
and experimentally investigated within the collaborative research center SFB 401 [66, 109].
The flow parameters are M = 0.22 and α = 4.64◦. The implicit Euler scheme is used for the
time integration. The non-adaptive, multi-block structured grid consists of 425984 cells. The
computation is performed in parallel using 4 MPI tasks.
The number of time steps and the execution time of the first-order method and the hybrid
methods are compared. In case of the hybrid method, the switch between the approximate
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Figure 6.41: Subsonic inviscid flow over swept wing: Upper: Contour plot of pressure distribution.
Lower: Details at the wing tip.
and the inexact Newton method takes place as soon as R has been decreased below Rswitch =
10−2. Since the start-up phase is identical for all investigated methods, the focus lies on the
final phase of the computation, i.e., t > tswitch. The solution is considered to be converged
when the relative residual R is less than 10−4.
For all computations, constant CFL numbers, CFL ∈ {102, 104, 106}, have been chosen. For
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each CFL number the level of fill-in p ∈ {1, 2, 3} of the ILU-preconditioner is varied; see
also Chapter 5.1.3.3. In Tab. 6.3, the number of time steps Nt, the total number of iterations
of the Krylov solver NKSP and the computation time for the chosen parameters are listed. In
the following two subsections, the results will be described in detail.
approx. Newton inexact Newton
CFL p Nt NKSP CPU [s] Nt NKSP CPU [s]
102
1 517 128 974.0 98 679 2292.3
2 381 127 1180.9 97 582 2303.0
3 381 127 1658.8 98 489 2446.9
104
1 59 597 724.9 4 229 498.3
2 59 385 722.1 5 204 517.7
3 59 340 929.3 5 162 468.3
106
1 59 620 743.0 4 183 447.7
2 59 398 742.7 4 163 465.2
3 59 356 949.0 5 132 385.5
Table 6.3: Subsonic inviscid flow about swept wing. Number of time steps Nt, total number of iter-
ations of the Krylov solver NKSP and CPU time for different values of CFL number and
different ILU(p) preconditioners are displayed. The start-up phase is disregarded.
6.4.1.1 Approximate Newton method
From Tab. 6.3 it can be observed that, when considering the approximate Newton method, an
increase in the CFL numbers leads to a reduction of the number of time steps. Comparing the
CPU time for CFL = 102 and CFL = 104 using fixed values of p, a decreasing CPU time
can be observed. Using an even larger CFL number and keeping p fixed does not lead to a
further reduction of the computational run time.
107
6 Results
Eq. (5.15) shows that for large time steps the temporal part of the Jacobian vanishes which
leads to a reduction of diagonal dominance. The resulting linear systems need more KSP
iterations for the solution and thus more arithmetic operations have to be performed. This
effect can be clearly recognized when comparing the number of time steps and computational
time for CFL = 104 , p = 1 and CFL = 106 , p = 1. While the number of time steps stays
the same, the total number of iterations of the BiCGSTAB solver increases with the CFL
number. Accordingly, also the CPU time increases with the CFL number.
From the linear system in Eq. (5.15), it can also be seen that in the case of a vanishing
temporal part of the Jacobian, an inexact Newton scheme for the steady state is approached.
As mentioned in Chapter 5.1.3.3 the Jacobian is based on a first-order accurate discretization
whereas the fluxes R are evaluated second-order accurate. Therefore, Eq. (5.15) must be
regarded as an approximate Newton scheme for which only linear convergence behavior can
be expected [68]. This is reflected in the left part of Fig. 6.42, where the residual history for
two different CFL numbers, CFL = 102 and 106, and p = 2, is displayed. Both curves show
linear convergence behavior as predicted by the theory.
When applying a higher level of fill p, BiCGSTAB needs less iterations to solve the linear
system, as can be observed from Tab. 6.3. For a constant CFL number, e.g., CFL = 104 and
increasing p, the total number of Krylov iterations decreases. But choosing a high value for
p does not necessarily decrease the computational time. The number of Krylov iterations is
reduced, when changing from p = 1 to p = 3 for CFL = 104. Here it can be observed,
that the computational cost for building this preconditioner outweigh the gain in reducing the
number of Krylov iterations. In this test case, the largest CPU time for a fixed CFL number
is observed using a level of fill p = 3, independent from the CFL number.
It can be concluded that in order to minimize the execution time applying the approximate
Newton method, a moderate CFL number and a small level of fill p should be used.
Figure 6.42: Subsonic inviscid flow about swept wing: Residual history in terms of time steps t for the
parameters CFL = 102, 106 and p = 2 is shown, disregarding the start-up phase. Left:
Approximate Newton method. Right: Hybrid method.
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6.4.1.2 Hybrid method
In case of the hybrid method, the Jacobian-vector product includes the influence of the spatial
reconstruction. This leads to linear systems which need more KSP iterations to be solved
compared to the approximate Newton method. This effect can be clearly recognized when
comparing the total number of Krylov iterations of the approximate Newton method and the
hybrid method for the setting CFL = 100, p = 1 in Tab. 6.3. The total number of Krylov
iterations is considerably higher for the hybrid method. The larger effort to solve the linear
system of equations is even more evident when taking into account that the number of time
steps decreases for the hybrid method. Accordingly, although the hybrid method requires
about two third of the number of time steps, compared to the approximate Newton method,
the overall execution time of the first one is significantly higher.
For the larger CFL numbers, i.e., CFL = 104 and CFL = 106, the number of time steps and
the execution time are smaller when using the hybrid method. Since Eq. (5.15) approaches
an inexact Newton method for large CFL numbers, when the hybrid method is applied, the
convergence behavior changes from linear to super-linear. This can be recognized in the right
plot in Fig. 6.42.
In contrast to the approximate Newton method, the hybrid method benefits from levels of
fill as high as p = 3 when large CFL numbers are used. In this case, the cost for building
the preconditioner is compensated by the reduced number of Krylov iterations and the CPU
time is reduced, as can be seen in Tab. 6.3 e.g. for CFL = 106, p = 2, 3. In case of small
CFL numbers, as CFL = 100 the solution of the nonlinear system resembles an approxi-
mate Newton method and, as for the first order method, the reduction of the number of KSP
iterations is outweighed by the higher cost for building the preconditioner for high levels of
fill.
6.4.2 Laminar flow over a flat plate
The second test case for the comparison of approximate and hybrid Newton method is con-
cerned with the laminar viscous fluid flow over a flat plate. The free-stream parameters
are M = 0.2, Re = 104, and T∞ = 273K. The wall is considered to be isothermal and
Twall = 273K.
The non-adaptive multi-block structured grid consists of two blocks with 64 cells each in the
direction normal to the wall. In the flow direction, the domain is discretized with 200 and 100
cells in the block containing the plate and the block upstream of the plate,respectively.
The spatial discretization of the convective fluxes is based on the HLLC flux difference split-
ting, and for the time integration, the implicit Euler scheme is chosen. In case of the hy-
brid method, the switch from the approximate Newton method to the inexact one occurs for
R < 10−1. As in Chapter 6.4.1, the focus lies on the final part of the computation, neglecting
the start-up phase. The solution is considered to be converged when R ≤ 10−6. The number
of time steps and the corresponding CPU times for different constant values for CFL and p
are listed in Tab. 6.4.
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approx. Newton hybrid Newton
CFL p Nt NKSP CPU [s] Nt NKSP CPU [s]
102
2 920 3393 356.2 697 3844 1334.0
4 920 2775 423.9 697 3469 1304.0
6 920 2031 370.3 696 3428 1343.0
104
2 410 7219 465.3 140 824 234.0
4 410 5619 533.8 140 680 200.2
6 410 4185 431.8 140 589 179.7
106
2 411 8000 521.8 6 661 164.6
4 411 5753 480.3 6 345 85.4
6 412 4398 440.7 6 267 71.2
Table 6.4: Subsonic flow over flat plate: Number of time steps Nt, total number of iterations of Krylov
solver NKSP and CPU time for different values for CFL and different ILU(p) precondi-
tioners are shown, neglecting the start-up phase.
When increasing the value for CFL from 102 to 106, the number of time steps for the approx-
imate Newton method is reduced by a factor of two, independently from the chosen level of
fill in p. At the same time, the number of total Krylov iterations increases by a similar factor.
It can also be noticed, that a larger CFL number than CFL = 104 does not lead to a further
reduction of the number of time steps, as was also observed in the previous Chapter 6.4.1.
On the contrary, the only consequence was a larger number of total Krylov iterations.
It can be concluded that also in this test case the inconsistency of left- and right-hand side of
Eq. (5.16) prevents a reduction of the computational time for increasing CFL numbers. The
only effect is the reduction of the diagonal dominance of the Jacobian matrix which leads
to linear systems of equations which are more difficult to solve, as indicated by the growing
number of total Krylov iterations. In contrast to the previous test case, a higher level of fill p
reduces the computation time for high CFL numbers, e.g., for CFL = 106 and p = 2 , 4 , 6.
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However, the “best” configuration in terms of CPU time is characterized by the parameter
setting p = 2 and CFL = 102, as could also be recognized in the previous test case.
In case of the hybrid method, increasing the value of CFL from 102 to 106 produces a re-
duction of the number of time steps by a factor of 100. At the same time, the total number
of Krylov iterations decreases by a factor up to 10. This leads to a significant decrease of the
corresponding CPU time, independently of the level of fill p.
As could also be observed in the previous section, larger values of p can further decrease
the total number of Krylov iterations and the CPU time. For very large CFL numbers, the
vanishing temporal part in Eq. (5.16) creates an inexact Newton method due to the consistent
left- and right-hand side; see also Eq. (5.23). This change explains the reduction of the time
steps and of the computation time.
Comparing the approximate and the hybrid Newton method, the latter one is faster by a factor
of 5, when the parameter setting p = 6 andCFL = 106 is chosen. In general, using an ILU(p)
preconditioner requires additional memory. The larger the value of p is, the more memory is
needed [118]. When using the parameter setting p = 2 and CFL = 106, the hybrid method
is faster by a factor of 2. This smaller value of p would also be appropriate for test cases
involving larger computational grids.
The use of tools for automatic differentiation to compute the Jacobian-vector product in the
framework of a Newton-Krylov method, can lead to a significant reduction of the computa-
tional time compared to the ordinary Newton-Krylov method. A high level of fill p has been
shown to reduce the execution time of the program even further. Since large values of p can
lead to an extremely high consumption of memory, the implementation or development of
a matrix-free preconditioner seems attractive. By the application of a matrix-free precondi-
tioner, a fast implicit method with the memory consumption of an explicit scheme could be
obtained.
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7 High-lift configuration
The thus validated numerical solver QUADFLOW is now applied to simulate the complex
flow about a high-lift configuration. Therefore, a more advanced modeling for the turbulence
closure and the inclusion of transitional effects had to be added. Also, QUADFLOW has been
embedded into the aeroelastic solver SOFIA to be able to simulate the flow about deforming
structures. An especially interesting feature of the resulting aeroelastic solver is the ability of
the grid adaptation to adjust the mesh to changes which have been caused by the deformation
of the structure.
The simulation of the subsonic, compressible viscous fluid flow around the AGARD A-2
L1/T2 high-lift configuration is described. Experimental data for this test case have been pub-
lished by Moir [96]. Flow parameters are M = 0.197, Re = 3.52 · 106 1
m
and 0◦ < α < 23◦.
The temperature in the free-stream has been assumed to be T∞ = 285K. The same value
has been chosen for the isothermal wall. The experimental data consists of lift coefficients
and the drag coefficients measured over the whole range of angles of attack. At two different
angles of attack, α = 4.01◦ and α = 20.18◦, the pressure distribution over the high-lift con-
figuration is also available. Transition is enforced on the upper and lower side of the main
wing at 12.5% of the chord length.
An adaptive grid has been used. The grid features blunt trailing edges to allow a more accurate
reproduction of the real flow physics. The initial grid is displayed in Fig. 7.1. It consists of
25,000 cells, where 726 cells discretize the solid walls. The first grid spacing off the wall is
about y = 5 · 10−5 chord length. The H-type grid extends 25 chords away in the upstream
and downstream directions. Far-field boundary conditions are specified by the circulation
correction technique [136]. The solution is iterated in time by the B2 scheme.
7.1 Turbulent flow
As a first test, the fully turbulent flow about the high-lift configuration at different angles of
attack has been computed. The turbulence intensity in the free-stream has been assumed as
Tu = 0.5%. To study the influence of the grid resolution, three different levels of refinement
have been chosen, L = 6, 7, 8. The SA model and the k-ω EARSM model are applied for
turbulence closure. The predicted results are presented in the next two sections.
7.1.1 SA turbulence model
For the discretization of the convective fluxes, the AUSMDV(P) method and for turbulence
closure the SA model have been applied. In Fig. 7.2, the predicted lift- and drag coefficients
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Figure 7.1: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration:
Left: Initial computational grid. Right: Details.
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Figure 7.2: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted lift- and drag coefficients as function of α. The SA
model has been applied.
Left: Lift coefficient. Right: Drag coefficient.
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Figure 7.3: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison of
the pressure coefficient as function of the chord length for α = 23◦ and α = 24◦. The
number of possible refinements is L = 6.
are compared for the different grid resolutions with the experimental results. In the left part of
Fig. 7.2, it can be seen, that the computed lift coefficients for L = 6 are already in very good
agreement with the experimental data. The lift coefficients are only slightly underestimated
for angles of attack α < 21◦. Values for L = 7 and L = 8 yield higher lift coefficients
and thus match the experimental results even better. For α > 21.5◦, the stall observed in the
experiment could not be reproduced by the simulations. But for L = 6 a phenomenon similar
to stall can be seen for α > 23◦. In the right part of Fig. 7.2, it can be recognized that for
L = 7 and L = 8 the measured and the predicted drag coefficients match closely for α < 21◦.
A number of possible refinements L = 6 leads to an overestimation of the drag coefficients
for α < 23◦, but for α > 23◦ a better agreement with the experiment than for L > 6 can be
observed.
Although L = 6 does not produce a grid-converged solution, a closer look is given to the
results to detect the mechanism causing the stall. In Fig. 7.4, the distribution of the Mach
number near the trailing edge of the main wing is shown for L = 6 at α = 23◦ and α = 24◦.
It can be seen that, for the lower angle of attack, a small separation bubble starts to build. For
the latter angle of attack, a large separation bubble has appeared. In Fig. 7.3, the pressure
coefficient as function of the chord length is displayed for both angles of attack. At α = 24◦,
lower values of the pressure coefficient can be observed on the slat and on the main wing;
especially the suction peak on the slat and the main wing is lower than for α = 23◦. It is
concluded that the separation bubble causes the stall of the lift at α = 24◦; see also Fig. 7.2.
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Figure 7.4: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Predicted
Mach number distribution for L = 6 at different angles of attack.
Left: α = 23.0◦. Right: α = 24.0◦.
This phenomenon does not occur for the higher grid resolutions, even for angles of attack
α > 23◦. It is concluded that the grid is too coarse to resolve the relevant flow phenomena, al-
though an average dimensionless wall distance y+ = 1.8 is maintained on the grid. A second
conclusion is that the stall behavior in the experiment is probably also caused by a separation.
From the results in Fig. 7.2, it can be concluded that a number of possible grid refinements
L = 7 yields a sufficiently accurate solution. In the following, the results obtained using
L = 7 are investigated. In the upper part of Fig. 7.5, the computational grid after 7 refine-
ments for α = 21◦ is shown. The streamlines in the picture characterize the direction of the
flow. In comparison with the initial grid shown in Fig. 7.1, it can be seen that most cells are
inserted near the high-lift configuration in the wake downstream of the airfoil. In the region
upstream of the high-lift configuration the computational mesh has even been coarsened. In
the lower part of Fig. 7.5 details of the adapted grid near the airfoil are shown. Especially
on the upper part of slat, main wing and flap additional cells are inserted, so that the accel-
eration of the flow and the confluent boundary layers can be captured. After 7 refinements,
the grid consists of 250,000 cells where the first distance off the wall is y = 5.5 · 10−6 which
corresponds to an average dimensionless wall distance y+ = 0.5.
In Fig. 7.6, the distribution of the predicted pressure coefficient over the chord length is
compared to experimental data for α = 4.01◦ and α = 20.18◦. For both angles of attack, a
very good agreement between numerical and experimental data can be observed. However,
in both cases, the suction peak on the main wing at x = 0.0375 is under-predicted. At
α = 20.18◦, the suction peak on the slat at x = −0.068 is over-predicted.
The maximum lift coefficient CL = 4.171 is achieved for α = 23◦. For even higher angles of
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Figure 7.5: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: α = 21◦.
Top: Computational grid after 7 adaptations. Bottom: Details.
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Figure 7.6: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted pressure coefficient. The SA model has been applied.
Left: α = 4.01◦. Right: α = 20.18◦.
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Figure 7.7: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison of
the predicted pressure coefficient as function of the chord length for α = 23◦ and α = 24◦.
The number of possible refinements is L = 7.
attack, the predicted lift coefficient decreases gradually. In Fig. 7.7, the distributions of the
pressure coefficient at α = 23◦ and α = 24◦ are compared. The suction peak increases at the
slat and at the main wing for the higher angle of attack. Although the maximum value of the
pressure coefficient on the main wing occurs for the higher angle of attack, downstream of
the suction peak the pressure coefficient assumes lower values than for α = 23◦. The values
of Cp are lower for α = 23◦ on the whole flap. In a comparison of the distribution of the
Mach number both angles of attack, no significant differences could be noticed. A closer
look at the flow about the slat in Fig. 7.8 reveals the occurrence of a small separation bubble
at the higher angle of attack. Additionally, the boundary layer thickens for α = 24◦.
The reduction of the pressure coefficient occurs only on the main wing and on the flap, but no
flow phenomena on these two elements could be identified which could cause this decrease.
The suction peak on the main wing forms at x = 0.048m and the −Cp value is larger for
α = 24◦. Downstream of the suction peak at x = 0.2m, the −Cp value is lower for the
same angle of attack. In Fig. 7.9, the velocity profiles in the wall normal direction at these
positions on the main wing are compared for α = 21◦, 22◦, 23◦ and 24◦. When comparing
the velocity profiles at the suction peak and downstream of the suction peak, a deficit in the
momentum can be noticed which is caused by the boundary layer emanating from the slat.
At the station x = 0.048, it can be seen that the velocity increases with the angle of attack, as
does the wake deficit. This situation changes at the downstream location. Here, the highest
velocity is reached for α = 23◦, while the largest wake deficit still occurs for α = 24◦. It
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Figure 7.8: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Predicted
Mach number distribution around the slat for L = 7.
Left: α = 22.0◦. Right: α = 24.0◦.
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Figure 7.9: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Mach number
profiles on the upper surface of the main wing for L = 7 at two different positions on the
upper side of the main wing.
Left: x
c
= 0.048. Right: x
c
= 0.2.
119
7 High-lift configuration
α
C L
0 5 10 15 20 25
0
0.5
1
1.5
2
2.5
3
3.5
4
L = 6
L = 7
L = 8
Exp. data [96]
α
C D
0 5 10 15 20 25
0
0.05
0.1
0.15
0.2
0.25
0.3
L = 6
L = 7
L = 8
Exp. data [96]
Figure 7.10: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted lift- and drag coefficients as function of α. The k-ω
EARSM model has been applied.
Left: Lift coefficient. Right: Drag coefficient.
is concluded that for a fully turbulent flow, the gain in lift is limited by the thickened slat
wake, which prevents the main wing and the flap from generating additional lift. The same
phenomena have been observed by Ying et al. [153] for the 30P-30N high-lift configuration.
7.1.2 k-ω EARSM turbulence model
The same test case assuming fully turbulent flow has been simulated applying the k-ω EARSM
model for turbulence closure and the HLLC scheme for the discretization of the convective
fluxes. Menter’s boundary condition for ω has been applied. The predicted lift and drag
coefficients as function of the angle of attack are compared with the experimental data in
Fig. 7.10. The same setting for the grid adaptation as for the SA model has been used.
In contrast to the results obtained by the SA model, the influence of the grid refinement is
smaller for the k-ω EARSM model. But also here, the grid independent solution is achieved
for L = 7, as can be seen from the drag coefficient in the right part of Fig. 7.10. The first
distance off the wall is the same as for the SA model and corresponds to a dimensionless wall
distance of y+ = 0.8. Applying the k-ω EARSM model yields an underestimation of the
computed lift coefficient. In addition, as could be seen already for the results employing the
SA model, the stall of the lift cannot be reproduced. The agreement between the computed
and measured drag coefficient is very good up to an angle of attack α = 23◦. For higher
values of α the drag coefficient is significantly under-predicted. For L = 7, the comparison
between the measured and the predicted distribution of the pressure coefficient is displayed
in Fig. 7.11 for α = 4.01◦ and α = 20.18◦. Especially for the lower angle of attack, an
excellent agreement between numerical and measured data can be observed. As for the SA
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Figure 7.11: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted pressure coefficient. The k-ω EARSM model has been
applied.
Left: α = 4.01◦. Right: α = 20.18◦.
model, the suction peak on the main wing is under-predicted but the difference is smaller, see
also Fig. 7.6. For α = 20.18◦, the suction peak on the slat is over-predicted and the suction
peak on the main wing is under-predicted, similar to the results achieved using the SA model.
To sum up the results for fully turbulent flow, both turbulence models underestimate the lift
coefficient, where the computations applying the SA model yield the closer agreement. Both
turbulence models give a good prediction of the drag coefficient for angles of attack α < 20◦.
Neither of the computations employing the turbulence models were able to predict the correct
stall behavior, as can be seen in Fig. 7.2 and Fig. 7.10. According to the simulations assum-
ing fully turbulent flow, the mechanism preventing a further gain in lift, is the appearance of
a small separation bubble on the upper surface of the slat. This causes a thickening of the
slat boundary layer and a momentum deficit on the main wing, as shown in Fig. 7.9. This
phenomenon also appears for the k-ω EARSM model. The strong lift stall observed in the
experiment can only be caused by a massive flow separation.
7.2 Transitional flow about HLC
The γ-Reθ model and the ADH-GH criterion in combination with the k-ω EARSM model
have been applied to simulate the transitional flow about the high-lift configuration. The tur-
bulence intensity in the free-stream is a critical factor in these computations. Unfortunately,
for the wind tunnel used for the experimental investigations, the value of Tu∞ could not be
obtained. After numerical tests, a value of Tu∞ = 0.05% has been assumed.
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Figure 7.12: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted data. The γ-Reθ model with correlations developed by
Krause has been applied.
Left: Lift coefficient. Right: Drag coefficient.
7.2.1 γ-Reθ model
The first computations have been conducted using the γ-Reθ model, which is described in
Chapter 4.3.1. As necessary correlations, the one developed by Krause and the one developed
by Menter [93] have been used. The simulations have been performed on the same grid as the
fully turbulent computations. The HLLC scheme has been used to discretize the convective
fluxes. To study the influence of the grid resolution, three different levels of refinement
L = 6, 7, 8 have been chosen here as well. In Fig. 7.12, the lift- and drag coefficient as
function of α in dependence of the levels of refinement L is compared to the experimental
data. For angles of attack α < 21◦, a close agreement between measured and predicted lift
coefficient is observed independent of the grid resolution. At higher angles of attack, the
solutions differ. For L = 6 and L = 8 a stall-like behavior is predicted, where L = 6 yields
a maximum lift coefficient CL = 4.135 at α = 21.0◦ and L = 8 gives CL = 4.04 at α = 21◦.
Also in case of L = 7, the maximum lift CL = 4.02 occurs at α = 21◦, but instead of stall, a
more gradual decrease of the lift with increasing angle of attack is predicted. The comparison
between computed and measured drag coefficients reveals a good agreement for α < 17◦ for
all grid resolutions. At higher angles of attack, the refinement limit L = 6 matches the
experimental values closer. It is concluded from the results in Fig. 7.12 that choosing L = 8
is necessary to resolve the flow physics. The reason for the lift stall at α > 22◦ is the
separation of the flow on the slat, as shown in Fig. 7.14. The distribution of the Mach number
about the slat at four different angles of attack α = 20◦, 21◦, 22◦ and 23◦ is depicted. At
α = 22◦, the first angle of attack after maximum lift, flow separation is clearly visible. At
the trailing edge of the slat the flow reattaches. At α = 23◦, a large separation bubble has
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Figure 7.13: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted pressure coefficient. The γ-Reθ model with correlations
developed by Krause has been applied.
Left: α = 4.01◦. Right: α = 20.18◦.
formed, but also in this case the flow reattaches at the trailing edge of the slat. The flow
separation prevents the acceleration of the flow about the slat, which can be seen comparing
the figures for α = 21◦, 22◦, 23◦ and Tab. 7.1. The second effect causing the stall is the large
momentum deficit of the wake emanating from the slat, which prevents the main wing and
the flap from generating more lift. A closer look at the flow about the slat reveals, that already
at α = 20◦ a small separation bubble appears. In Fig. 7.15, the structure of the separation
bubbles for α ≥ 22◦ is presented. Here, jumps are visible in the contour lines, which can
also be seen in Fig. 7.14. These jumps are caused by the visualization and occur for cells
with hanging nodes. A possible solution for this problem would be to interpolate the values
of the flow variables from the cell center to the nodes and then to apply the visualization. At
α = 22◦, several separation bubbles appear and finally at α = 23◦, a large separation bubble
has formed. The separation bubble marked by "1" in the left part of Fig. 7.15 is also present
for α = 20◦ and α = 21◦. The flow upstream of this small separation bubble is laminar and
changes its state to turbulent over the separation. This can be seen by looking at the values of
the turbulent kinetic energy in Fig. 7.16. The growth of the turbulent kinetic energy is caused
by the production term in Eq. (3.17). When a transition model is used, this production term
is multiplied by the intermittency γ, which is zero in laminar regions and one in turbulent
ones; see also Chapter 4.2.2.2. Therefore, the rise of the turbulent kinetic energy can be taken
as evidence of the laminar-turbulent transition. As Fig. 7.16 reveals, the flow upstream of
the separation is laminar and the transition process starts within the separation bubble. The
separation bubble itself moves upstream with increasing angle of attack.
When the γ-Reθ model is applied, the onset of transition is independent of the turbulence
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(a) α = 20◦ (b) α = 21◦
(c) α = 22◦ (d) α = 23◦
Figure 7.14: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Distribution
of the Mach number in the vicinity of the slat near maximum lift.
intensity in the free-stream, which is specified by the user. The γ-Reθ model uses the local
value of Tu for the transition prediction, which depends on the local value k. The free-stream
is a uniform, parallel flow. Since the gradient of the velocity is zero, only the destruction term
in the k-equation has a non-zero value. This leads in turn to a decrease of the turbulent kinetic
energy on the way from the inflow boundary to the airfoil. Due to the large distance between
inflow boundary and airfoil — see Fig. 7.1 — the value of k, and consequently Tu, drops
almost to zero, regardless of the specified Tu∞. This phenomenon is shown in Fig. 7.17.
The value of k along the line y = 0 between the inflow boundary and the airfoil is displayed.
Therefore, the γ-Reθ model cannot be used to investigate the influence of the free-stream
turbulence intensity for the used grid due to the large distance between far-field and airfoil.
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α CL CD
20 4.02 0.0833
21 4.04 0.0969
22 4.0 0.135
23 3.26 0.148
Table 7.1: Lift and drag at the different angles of attack.
Figure 7.15: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Separation
bubble on the slat for high angles of attack.
Left: α = 22◦. Right: α = 23◦.
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Figure 7.16: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Distribution
of turbulence kinetic energy about the slat for high angles of attack.
Left: α = 20◦. Right: α = 23◦.
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Figure 7.17: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Decay of tur-
bulent kinetic energy in the free-stream.
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Figure 7.18: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted data. The γ-Reθ model with correlations proposed by
Menter has been applied.
Left: Lift coefficient. Right: Drag coefficient.
7.2.2 Transitional flow about HLC - ANSYS
The computations described in the previous chapter have also been performed using the γ-
Reθ model with the correlations obtained by Menter [93]. The parameters of the computation
and the computational grid are the same. In Fig. 7.18, the predicted lift and drag coefficient
are compared to the experimental data in dependence of the grid resolution. As a consequence
from the results obtained using the correlations developed by Krause, two levels of maximum
refinements L = 7 and 8 have been applied. As could be observed in the results in the
previous chapter, choosing L = 8 yields the grid converged solution. The agreement between
numerical and experimental data is excellent for the lift coefficient as well as for the drag
coefficient.
Considering the lift coefficient, the angle of maximum lift is predicted as α = 21.0◦ and
CL = 4.066, which is close to the experimental value α = 21.5◦ and CL = 4.16. The lift
stall is predicted for α > 21.0◦ and is caused by separated flow on the upper side of the slat.
In the right half of Fig. 7.18, the drag coefficient in comparison to the experimental values is
shown. The rise of the drag coefficient after stall is accurately predicted.
7.2.3 AHD-GH criterion
The second set of computations has been performed using the AHD-GH criterion in combi-
nation with the k-ω EARSM model. For the flow around the slat and the flap, free transition
from the laminar to the turbulent state is allowed. On the main wing, free transition is allowed
as well, but if the flow is still laminar at 12.5% chord length on the upper or the lower side,
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Figure 7.19: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted data. The AHD-GH criterion in combination with the
k-ω EARSM model has been applied.
Left: Lift coefficient. Right: Drag coefficient.
the transition is enforced. This handling corresponds to the situation in the experiment. The
turbulence intensity in the experiment is unknown. Czerwiec et al. [33] have chosen a turbu-
lence intensity in the free-stream Tu = 0.05% in their investigation of the 30P-30N landing
configuration. The same value has been chosen by Cliquet et al. [30] in their simulation
of the flow about the A310 profile (TC11) in take-off configuration. To study the influence
of the turbulence intensity in the free-stream, computations employing Tu = 0.05% and
Tu = 0.2% for 0◦ ≤ α ≤ 24◦ have been performed.
In Fig. 7.19, the predicted lift and drag coefficient are compared to the measured ones. In ad-
dition, also the results of a simulation of fully turbulent flow are shown. For all computations,
L = 6 has been applied as refinement level.
For 0◦ ≤ α ≤ 22◦, the numerical results are in close agreement to the experimental ones.
The simulations of transitional flow yield higher lift coefficients and lower drag coefficients
compared to the simulation of fully turbulent flow. Only the simulation of transitional flow
with Tu = 0.05% reproduce the stall observed in the experiment. In Fig. 7.20, the Mach
number distributions on the slat for α = 24◦ and Tu = 0.05% as well as Tu = 0.2% one
are displayed. The region of separated only occurs for the lower turbulence intensity in the
free-stream. The simulations using the AHD-GH criterion also show a flow separation on the
slat as reason for the stall.
Therefore, a turbulence intensity in the free-stream Tu = 0.05% has been chosen in the fol-
lowing computations. Due to the computational effort, the sensitivity of the prediction to the
grid resolution has been investigated with L = 6 and L = 7 as maximum refinement levels.
In Fig. 7.21 the lift and drag coefficients as function of the angle of attack are displayed. A
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Figure 7.20: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Mach number
distribution at α = 24◦ for different values of Tu. The AHD-GH criterion in combination
with the k-ω EARSM model has been applied.
Left: Tu = 0.2%. Right: Tu = 0.05%.
very close agreement with the experimental data for lift and drag coefficients is observed.
The results also indicate, that L = 6 is not sufficient for the grid resolution, but a setting of
at least L = 7 is necessary for this kind of simulation. The maximum lift is predicted for
α = 22◦. For higher angles of attack, a strong decrease of the lift is observed instead of the
abrupt stall, which occurs in the experiment. One possible reason is that, strictly speaking,
the AHD-GH criterion in the implemented form can only be applied to subsonic flows and
Mach numbers M < 0.6. Cliquet et al. [29] proposed an extension of the criterion for com-
pressible fluid flows and achieved improvements in their simulations. But the exact form of
this extended criterion is not yet published. A second explanation might be the unsteadiness
appearing in the flow for high angles of attack, which is discussed at the end of this section.
In Fig. 7.22, the distribution of the pressure coefficients at α = 4.01◦ and α = 20.18◦ is
displayed. At α = 4.01◦, an excellent agreement between the measured and the predicted
pressure distributions can be observed. For α = 20.18◦, the numerical and experimental data
match very closely. The suction peak on the slat is slightly over-predicted and the suction
peak on the main element is underestimated.
In Fig. 7.23, the results obtained by simulating transitional and turbulent flow are compared to
the experimental data. The inclusion of transitional effects improves the prediction of the lift
coefficient and of the lift stall. The transitional computations yield higher drag coefficients
for α ≥ 18◦ up to the angle of attack, where stall occurs.
An explanation for this outcome might be that for angles of attack α ≥ 18◦ a steady state
solution could not be obtained. The unsteadiness in the flow is caused by the the flow about
the upper side of the slat of the high-lift configuration and is therefore examined more closely.
The flow about the slat is laminar for small angles of attack, e.g. α = 4.01◦. For higher angles
of attack, the flow changes its state from laminar to turbulent and the onset of transition moves
upstream with increasing angle of attack. At the high angles of attack α ≥ 16◦, the transi-
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Figure 7.21: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted data. The AHD-GH criterion in combination with the
k-ω EARSM model has been applied.
Left: Lift coefficient. Right: Drag coefficient.
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Figure 7.22: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
between measured and predicted pressure coefficient. The AHD-GH criterion in combi-
nation with the k-ω EARSM model has been applied.
Left: α = 4.01◦. Right: α = 20.18◦.
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Figure 7.23: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Compari-
son between lift and drag coefficients for fully turbulent and transitional flow. The k-ω
EARSM model and the AHD-GH criterion in combination with the k-ω EARSM model
have been applied.
Left: Lift coefficient. Right: Drag coefficient.
tion process on the slat is triggered by a laminar separation bubble. For flows at still higher
angles of attack α ≥ 23◦, a fully converged steady state solution could not be obtained. This
means, that the convergence criterion mentioned at the beginning of Chapter 6 could not be
fulfilled. In addition, neither the lift coefficient nor the drag coefficient converged to a steady
state. The reason for this behavior lies in the transitional flow about the slat of the high-lift
configuration. For α ≥ 23◦, a high acceleration of the laminar flow occurs. Downstream of
the suction peak, the flow has to work against an adverse pressure gradient, which increases
with the angle of attack. The following behavior has been noticed. The flow about the slat
accelerates until the laminar or rather transitional boundary layer separates due to the adverse
pressure gradient and a large bubble is created. Accordingly, stall occurs and the lift and con-
sequently the flow acceleration about the slat decreases until a non-separated flow has been
established again. This behavior is repeated. These phenomena have also been observed for
the simulations using the γ-Reθ model, but for the computations using the AHD-GH criterion
and the k-ω EARSM model, the effects become stronger.
In the following, the results of the simulations of transitional flow about high-lift configu-
rations are summarized. The agreement between the simulation and the experiment clearly
improves, when transitional effects are taken into account. Especially the lift stall could in
this thesis only be reproduced by a simulation of transitional flow. Very good agreement
with experiments has been achieved. The simulations indicate, that unsteady effects appear
for high angles of attack. A transient simulation approach would be appropriate for these
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Elastic flap
Flap
Figure 7.24: Approximation of a three-dimensional high-lift configuration.
Black: Reference configuration. Red: Deformed configuration.
simulations. But a simulation for a flow with large areas of separated flow based on an un-
steady RANS (URANS) would require first a validation against simpler test cases. It is also
possible, that a more sophisticated approach like Large Eddy Simulations (LES) or Detached
Eddy Simulation (DES), as has been used by Deck [35] as well as by Ray [105], might be
necessary.
7.3 Elastic high-lift configuration
In reality, the flap of a high-lift configuration is fixed at its ends to the main wing by the
tracks, as shown in Fig. 1.2 and Fig. 7.24. A thin, elastic flap will deform between the
tracks as sketched in Fig. 7.24 and change the size of the gap between the flap and the main
wing, which in turn influences the generated lift and drag. In this thesis, a parameter study
is conducted, to investigate the influence of different stiffnesses of an elastic flap. Only two-
dimensional flows about high-lift configurations are considered. The real deformation of the
flap can therefore only be approximated. The three-dimensional configuration is cut between
the two tracks, as displayed in the right part of Fig. 7.24. The figure indicates how the
behavior in the middle of the flap can be approximated for a two-dimensional configuration
by the deformation of an elastic track. This approach has been proposed by Drews [37] and
the following assumptions are made:
• the deformation of the flap is approximated by an elastic track,
• the slat and the main wing do not show any deformations.
The stiffness of the track connecting the main wing and the flap is chosen to be equivalent to
the stiffness of the flap of an Airbus A320. Considering that the chord length of the airfoil is
132
7.3 Elastic high-lift configuration
track EI
1 0.073 · (EI)model
2 0.2 · (EI)model
3 (EI)model
Table 7.2: Track stiffness.
l = 1m, Drews [37] computed the following vertical bending stiffness of the track:
(EI)model = 6.19 · 109 Nmm2 . (7.1)
In Eq. (7.1), E denotes Young’s modulus and I corresponds to the cross-section area moment
of inertia. The stiffness of the track fixing the slat to the main wing was chosen so high,
that the slat is not displaced from its original position. A simple structural model has been
generated on the basis of Timoshenko beam elements to simulate the described behavior; see
Fig. 7.25 for illustration. The structural model of the high-lift configuration consists of 7
Figure 7.25: Structural model of the high-lift configuration.
nodes and 6 Timoshenko-beam elements. The only elastic beam is the track combining the
main wing and the flap and has the stiffness given in Eq. (7.1). All other beam elements
are assumed to have a very high stiffness, so that no deformation takes place. The nodes at
the end of the beam modeling the flap have two translational and one rotational degrees of
freedom. To investigate the influence of the stiffness of the beam on the position of the flap
and the forces acting upon the high-lift configuration three different track stiffness values,
listed in Tab. 7.2 have been chosen.
All computations are performed on the adaptive grid described at the beginning of Chapter 7.
A fully turbulent flow has been assumed and the SA model has been applied for turbulence
closure. To illustrate the general phenomena occurring in case of an elastic track, Fig. 7.26
compares the distribution of the pressure coefficient and the position of the flap of the elastic
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high-lift configuration to the rigid one. The chosen angle of attack is α = 4.0◦ and the
most flexible track, referred to as track 1, has been applied. It can be seen that due to the
aerodynamic forces the flap moves upwards and rotates to a smaller angle of attack. As a
consequence, the created pressure coefficient on the flap is decreased. The movement of
the flap also has an upstream influence. The lift generated by the main wing and by the
slat is reduced significantly. To investigate the influence of the stiffness of the track on the
Figure 7.26: Comparison of elastic and rigid high-lift configuration.
Top: Pressure coefficient as function of chord length. Bottom: Deformation.
generated lift and drag, the flow about the elastic high-lift configuration has been simulated
for 0◦ ≤ α ≤ 25◦ and for the track stiffnesses in Tab. 7.2. In the left part of Fig. 7.27, the lift
coefficient as a function of the angle of attack is shown with the track stiffness as parameter.
Also displayed in Fig. 7.27 is the distribution of the lift coefficient for the rigid configuration
as reference solution. It can be seen that the generated lift is reduced for all angles of attack
for a decreasing track stiffness. Furthermore, the angle of attack which yields the maximum
lift coefficient increases for decreased track stiffness. In the right part of Fig. 7.27, the drag
coefficient as a function of the angle of attack is displayed. For all angles of attack, the drag
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Figure 7.27: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Comparison
of predicted lift- and drag coefficients as function of α for different track stiffness values.
Left: Lift coefficient. Right: Drag coefficient.
coefficient is reduced with decreasing track stiffness. Angle of attack and drag obtained at
maximum lift are summarized in Tab. 7.3.
The main consequence is the rotation of the flap to a lower angle of attack αflap. As has
already been shown in Fig. 7.26, this causes a loss in generated pressure coefficient. The
increasing lift with raising angle of attack is caused by the pressure distribution on the main
wing and even more by the pressure distribution on the slat, which can be recognized for the
rigid high-lift configuration in Fig. 7.6. In contrast, the pressure distribution on the flap is
not influenced strongly by the angle of attack. Therefore, the change in flap angle of attack
αflap remains almost constant. This statement is clarified in Fig. 7.28, where the position of
the flap for α = 4.0◦ and α = 20.0◦ is displayed. The difference in the position of the flap
is almost negligible. This phenomenon also explains the parallel trend of the lift coefficient
for different values of the track stiffness. In Fig. 7.29, the distribution of the Mach number
about the flap of the rigid and of the elastic high-lift configuration is shown. Due to the lower
angle of attack of the flap αflap, the acceleration of the flow about the elastic flap is lower
than in the rigid case and therefore the created pressure coefficient is lower as can also been
seen from Fig. 7.26.
The acceleration of the flow about the slat is also decreased in the case of the elastic high-
lift configuration, as indicated in Fig. 7.26 and shown in Fig. 7.30. The maximum velocity
of the flow about the slat is lower in the elastic case, as seen in the right part of Fig. 7.30
in comparison to the left part. This phenomenon also explains the higher angle of attack
at which the maximum lift is generated. The small separation bubble and the following
thickening of the boundary layer occur as soon as the flow is accelerated to M ≈ 1.33.
Especially for the high-lift configuration using the most flexible track, this point moves to
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track α cL cD
1 25 4.01 0.1113
2 24 4.11 0.1055
3 24 4.15 0.1117
- 23 4.17 0.09653
Table 7.3: Angle of attack, drag corresponding to maximum lift.
Figure 7.28: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Position of
the elastic flap for α = 4.0◦ and α = 20.0◦.
α = 25◦. To sum up, it can be said that an elastic flap leads to a decreased lift coefficient and
to decreased drag coefficients. However, the real three-dimensional deformation of the flap
has been only approximated by choosing an elastic track. Further investigations on three-
dimensional configurations are necessary to see whether these effects also occur for the real
high-lift configurations.
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Figure 7.29: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Predicted dis-
tribution of the Mach number about the flap for α = 4.0◦.
Left: Rigid configuration. Right: Elastic configuration (track 1).
Figure 7.30: Subsonic/transonic flow about AGARD A-2 L1/T2 high-lift configuration: Predicted dis-
tribution of the Mach number about the slat for α = 4.0◦.
Left: Rigid configuration. Right: Elastic configuration (track 1).
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The accurate prediction of the flow about high-lift configurations is still a challenge for nu-
merical methods. Such flows are characterized by complex physics, which involve the in-
teraction of boundary layers and wakes as well as the still unresolved problem of laminar to
turbulent transition prediction. The need for large and fuel-efficient aircraft gives rise to the
use of lightweight constructions. The reduced stiffness of the structure increases the defor-
mation of the wing, and as a result, the elements of the high-lift configuration can deform and
thus change its performance. To reduce the number of time- and cost-intensive wind tunnel
experiments, a numerical tool has been developed to allow the prediction of the behavior of
such an elastic high-lift configuration. For the simulation of industrial applications, only the
approximation of the solution of the Reynolds-Averaged Navier-Stokes (RANS) equations
is feasible for now. To solve this problem, the turbulence modeling in QUADFLOW had
to be extended to improve the simulation of flow separation. At the beginning of the work
on this thesis, there existed no possibility to take transitional effects into account, which are
important to simulate the flow about high-lift configurations. Aeroelastic problems should
be solved applying a partitioned field approach. The time necessary to achieve a numerical
solution is especially interesting for its application in the industry. A possibility to accelerate
the convergence of the applied Newton-Krylov method and to open the possibility to reduce
the required memory has been investigated.
Following a literature research, three different two-equation models have been implemented
into the flow solver QUADFLOW, specifically: the LLR k-ω model, the revisited Wilcox
k-ω model and the k-ω EARSM model. These models have been validated using different
test cases concerned with turbulent flow, ranging from subsonic to supersonic flow regime.
The numerical results matched the experimental ones closely, with only small differences be-
tween the use of different turbulence models. However, in case of separated flows, the use of
the nonlinear eddy-viscosity model proved to be superior. There exist mainly two different
ways for RANS solvers to take transitional effects into account. These are empirical transi-
tion and turbulence models and semi-empirical transition models based on stability theory.
As a compromise between accuracy and computational cost, the AHD-GH criterion based on
stability theory has been implemented into QUADFLOW. This model has been validated for
two different test cases concerned with transitional flows in the subsonic regime. The results
have been compared to experimental data and to numerical results obtained applying the γ-
Reθ model already available in QUADFLOW. The sensitivity concerning grid refinement has
been investigated in particular. The results of both models are influenced by the grid refine-
ment. In case of the γ-Reθ model, the onset of transition and the length of the transitional
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region vary with the grid resolution. For the AHD-GH criterion, the onset of transition is in-
dependent of the grid resolution. Only the length of the transitional region is underestimated
for increasing numbers of cells.
The reduction of the computational cost to achieve converged solutions is still a major issue
in CFD. In this thesis, a Newton-Krylov algorithm is applied to benefit from the possibility
of quadratic convergence behavior of Newton’s method. Since the storage requirements of
the exact Jacobian matrix are prohibitive for realistic test cases, the performance of a new
variant of a Jacobian-free Newton-Krylov (JFNK) method has been investigated. The neces-
sary derivatives of the flux function are computed by automatic differentiation. For two test
cases concerned with inviscid and viscous laminar fluid flow, significant accelerations of the
computation time could be achieved.
To be able to compute the flow about elastic configurations, the solver QUADFLOW has
been embedded into the aeroelastic solver SOFIA. A partitioned field approach is used to
approximate the solution of aeroelastic problems. The coupling of the different solvers —
flow solver, structural solver and grid deformation method — has been validated against two
test cases concerned with the flow about elastic wings. The predicted deformations of the
wing have been compared to experimental data and to numerical results obtained using two
other flow solvers, FLOWer and TAU, in the framework of SOFIA. As a first test case, the
steady and unsteady behavior of an elastic wing in subsonic flow has been investigated. A
good agreement with the experimental and numerical data has been observed. In the second
test case, an elastic wing in transonic flow in a realistic Mach and Reynolds number regime
has been studied and compared to numerical data. The agreement to the results obtained
using TAU has been especially excellent.
As the main application in this thesis, the flow about the AGARD A-2 L1/T2 high-lift con-
figuration has been simulated using an adaptive grid. As a first test case, a fully turbulent
flow solution has been computed. The SA model and the k-ω EARSM model have been ap-
plied for turbulence closure. Both models yield a close agreement to the experimental data,
but fail to predict the lift stall. As a second test case, the transitional flow about the high-
lift configuration has been simulated applying the γ-Reθ model and the k-ω EARSM model
in combination with the AHD-GH criterion. The numerical and experimental data match
closely. The stall is predicted at a slightly higher angle of attack than in the experiment.
The reason for the lift stall, as identified by the simulations, is the appearance of a laminar
separation bubble on the upper side of the slat. Furthermore, in case of the elastic high-lift
configuration, the aeroelastic behavior of the three-dimensional high-lift configuration has
been simulated by a two-dimensional model. To achieve this, the behavior of the elastic flap
has been approximated by an elastic track. The investigation revealed that the generated lift
and drag coefficients of the elastic high-lift configuration are reduced due the rotation of the
flap to lower angles of attack.
By now, QUADFLOW has been developed to a point where it can be considered a numer-
ical tool able to deal with a variety of flow problems. Laminar, turbulent and transitional
140
flows with large variations in Mach and Reynolds numbers can be simulated accurately. By
the successful embedding of QUADFLOW into the aeroelastic solver SOFIA, the flow about
elastic configurations can be simulated. By the use of exact derivatives in the context of a
Newton-Krylov method a large decrease of the computation time could be achieved. For all
simulations, the necessary mesh resolution can be controlled by the grid adaptation. The ef-
fort of the generation of several meshes with different resolutions can therefore be avoided.
Future research should extend the implementation of the AHD-GH criterion to three-dimen-
sional flows. Furthermore, the behavior of a three-dimensional aeroelastic configuration has
to be studied, to see whether the findings of the two-dimensional configuration are still valid.
The application of the Jacobian-free Newton-Krylov method showed a large potential to re-
duce the computational run time. It is recommended to enhance this method for the applica-
tion to turbulent flows.
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