PACS. 87.10 -General, theoretical, and mathematical biophysics (inc. logic of biosystems, quantum biology and relevant aspects of thermodynamics, information theory, cybernetics, and bionics).
Neural networks deserve attention for their capability to learn from examples. Superuised learning is based on the presentation of training inputs together with their corresponding correct outputs, which are available from a .teacher>>. The aim is to efficiently extract the unknown rule, which assigns an output to any possible input, from these classified examples. This is termed generalization. Supervised learning techniques and their generalization properties have been thoroughly studied by means of statistical mechanics (e.g., [l-31).
On the contrary, in unsupervised learning only unclassified training inputs are provided by the environment and the task is to implement a classification of these, which is chosen according to some optimality criterion. Unsupervised learning might be useful in the construction of multilayer networks (e.g., [41). It is closely related to the problems of feature detection and clustering, where inputs are grouped into certain similarity classes [1,51.
An illustrative example is a little child that might sort all animals it meets into classes, even without being told their names. In an unsupervised (or self-organizing) manner the child will learn to recognize the relevant features and distinguish cats from dogs, for instance. Of course this is only possible if there are indeed features which more or less uniquely separate the classes.
In the following we study a simple model in which a single vector B E RN defines two classes of inputs in N-space. An example t;" E RN is classified according to its overlap with this vector such that the value of
where h i = ( l / f l ) 2 Bj 5; ,indicates to which class it belongs. In the following we take the vector B to be normalized: ( l/N)C(Bj)' = 1.
We assume that the examples the environment provides are more or less typical for their classes. This is modelled by presenting random patterns { 5" E RN}" = 1, .,., with a distribution of overlaps hh, which has a double-peak structure:
The input vectors are taken to consist of independent random components with zero mean and unit variance, such that 4 . 4 = N is satisfied exactly in the thermodynamic limit. The effect of this normalization is non-trivial and will be discussed elsewhere.
In the case of a binary B E { + 1, -l}N, for instance, these properties can be realized by drawing a variable 0" for each pattern according to the distribution 1 2
and then the binary components of the pattern according to
Obviously we could consider Bj = 1 for a l l j without loss of generality in the following. Note that Q" is a dummy variable, only indicating which peak in (2) the pattern contributes to. It does not necessarily coincide with the output of classification (1).
In contrast to the case of biased patterns (e.g., [SI) , where ( l / N ) C 1 .€; = O(l), the correlations considered here are much weaker: (1 /fl)
The parameter F is a measure of the separability of the clusters, the width of the single peaks is chosen to be 1 in the following. Note that the peaks are indistinguishable in every direction perpendicular to B.
Given a number p of examples, the normalized weight vector
of a single-layer perceptron [7, 8] is chosen, which itself defines a classification scheme in input space S'j = sign(@) analogous to (1).
How well the perceptron J has inferred the underlying structure B from the given examples is measured by the quantity l N R = -ZJ,B,.
N j
This overlap will be calculated for two different unsupervised learning strategies:
A ) Minimization of the cost function
In a geometric interpretation this corresponds to maximizing the mean-square distance of the input patterns from the hyperplane perpendicular to the vector J , which separates the two output classes. In our case of zero mean data this means maximizing the variance [l] of the quantities hj , or equivalently, finding the normalized eigenvector J corresponding to the largest eigenvalue of the correlation matrix C = 2 ev. .=myin{ l h j l } (8) of the perceptron. A cost function associated with this criterion is and the optimal stability is the largest value of IC for which H B can be made to zero. Such a classification can be shown to be very robust against input noise [ll] . The geometric interpretation is to maximize the distance of the pattern closest to the separating plane. This strategy has proven to yield very good generalization in the case of supervised learning of a linearly separable rule [3, 12] . Although there exist algorithms which find the vector of optimal stability for a given, fxed input-output relation [ll, 13,141, it is not clear how to deal with the additional degrees of freedom (the outputs) in the unsupervised problem. Methods similar to simulated annealing, as well as more sophisticated strategies, are currently under investigation [ 151.
We study the properties of the corresponding solutions in the thermodynamic limit Assuming that the free energy F = -(l/p) In 2 is self-averaging with respect to the distribution of inputs given in eq. (4), the order parameter R can be obtained by means of a saddle-point integration using the replica method [6]. We assume replica symmetry in the following. The calculation is similar to the ones related to supervised learning with a perceptron [2,3,12] and will be outlined in detail elsewhere. Case A ) For this choice of cost function the saddle point equations can be solved analytically. Given a separation p of the peaks in P( h i ) we find the following dependence of R on the number of patterns presented:
Up to a critical number of examples a, = l / p 4 the system does not at all detect the relevant direction B in feature space. For a > a , the symmetry is broken, and the perceptron vector has a finite overlap with the concept vector. Note that the two solution ? R are equivalent in this context, because they correspond to the same classification schemes with only the labels exchanged.
In the limit p + 03 the perceptron vector J approaches B as I R I = 1 -1/2p2 a , perfectly recognizing the underlying structure. Thus, the typical number needed for successful learning scales like 1/p2, which coincides with a recent result [17] for supervised learning from similar data in the large separation limit. In this limit a teacher provides no additional information, because the structure in the data is self-evident.
For a specific value of p, fig. 1 shows I R I vs. a according to eq. (11) together with the results of simulations. A careful finite-size scaling confirms our result very well.
Case B ) Following closely the work of [12] , we obtain the replica-symmetric saddle-point equations
which have to be solved numerically and yield the optimal stability and the overlap R for given a. The results for IC will be discussed elsewhere. In fig. 2 This result has two remarkable implications:
Even for a + CO the student vector does not approach the concept vector B( I R I S 1).
Obviously B itself is not the best vector with respect to the stability. Only for an infinite separation p + Another surprising result is the existence of a critical separation p, = lh, below which the structure in pattern space cannot be detected, no matter how many examples are presented. This is also reflected in the fact that a, resulting from (14) diverges at p,. Preliminary simulations, yielding high (yet suboptimal) values of IC, confirm qualitatively that indeed the resulting overlap R(a) is smaller than the one obtained by minimizing H A . We expect, however, that the volume of solutions will be disconnected and that replica symmetry breakingLl61 must be considered here in order to obtain exact results. the weights of optimal stability coincide with B. 
1/G.
It is also not obvious that our results will still hold qualitatively if the patterns provided by the environment result in a different distribution P&).
The maximal variance strategy seems to be the natural tool for learning from data distributed according to (4). Yet, in any practical problem, the form of this distribution will be unknown in general. For instance, if the data is not normalized, the direction of largest variance might not coincide with B anymore. This effect will be studied in a forthcoming publication.
Our result does not indicate that the maximum stability criterion is not appropriate for unsupervised learning in general. It might be a useful concept indeed, for example in the case of a separating gap between the two <clouds of data,,.
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