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I. INTRODUCTION
U NSUPERVISED probabilistic topic modelling is one of the most widely applied information retrieval techniques, in particular in researches on large-scale corpora. Its main assumption states that text documents are mixtures of topics which may be treated as a multinomial probability distribution over words. These distributions might be created with the use of a couple of methods [1] , [2] , [3] .
In this paper we present the results of experiments in which we attempted to extract deeper semantic information from postprocessed results of unsupervised probabilistic topic modelling methods. It is worth emphasizing that unsupervised methods-despite their utility in information retrieval-cannot directly retrieve semantical relations from texts [4] , [5] . Some introductory premises were presented by the authors in [6] , such as the hypothesis, that although unsupervised topic modelling does not reflect directly semantic prototypes, those prototypes can be inferred from the extracted topics. This paper provides additional research in the discussed subject and presents new results that prove our hypothesis.
The size of the corpus we operated on was millions of documents. Moreover, it possessed an additional temporal structure.
The framework of the experiments presented in this paper is an integral part of a large scale project related to security and intelligence analysis. The suggested approach permits to find in an analyzed text elements related to the specific semantic prototypes (i.e. mental models) of the events described within and to discern them from pure factual information, given that a sufficiently large corpus is available. Discussed technique may be a first step towards creation of a method for automatic semantic prototype identification. Such methods are essential in a security and intelligence analysis as they can be applied in an automatic identification of objects and their properties in full-text sources.
We start our paper with a short overview of works related to the presented subject -it is included in Section II. Section III introduces and explains the concept of semantic prototypes, firstly described in [7] . Subsequent Sections focus on the experiments of unsupervised topic extraction performed in order to present a method of discerning semantic prototypes from factual information: Section IV introduces corpus used in our experiments, Section V describes the method itself. Results of the experiments are presented and discussed in Section VI. We conclude our paper in Section VII. At the end of the paper, in Section VIII, suggestions of future work are discoursed.
II. RELATED WORK
Latent Semantic Analysis (LSA) is an original word/document matrix rank reduction algorithm which extracts word co-occurrences in the frame of a text. As a result, each word in the corpus is related to all co-occurring words and to all texts in which it occurs. The LSA algorithm may be applied in various domains-from a text content comparison [8] to an analysis of human association norm [9] . Unfortunately, there is still little interest in studying the linguistic significance of LSA-made associations.
Latent Dirichlet Allocation (LDA), presented by David Blei, Andrew Ng, and Michael Jordan in 2003, is one of the best known generative model used for topic extraction. It assumes that a collection of documents may be represented by a mixture of latent topics, however words creating each topic are chosen according to a multinomial Dirichlet distribution of fixed dimensionality over the whole corpus. LDA is a technique based on the "bag of words" paradigm and it can infer distributions of topics e.g. with the use of variational Bayes approximation [10] , [11] , Gibbs sampling [2] or expectation propagation [12] .
Some recent research was focusing on finding if the relationships coming from the unsupervised topic extraction methods reflect semantic relationship reflected in human association norms. A comparison of human association norm and LSAmade association lists can be found in [4] and it should be the base of the study. Results of the other preliminary studies based on such a comparison: [5] , [13] , [14] , show that the problem needs further investigation. It is worth noticing that all the types of research referred to, used a stimulus-response association strength to make a comparison. The results of the aforementioned research have shown that using unsupervised topic extraction methods one is able to create associations between words that are strongly divergent from the ones obtained by analysing the human generated associations.
As it has been already noticed, the methods mentioned above are not able to retrieve additional semantic information, however in this paper we introduce some postprocessing methods that may be useful in a semantic text classification.
III. SEMANTIC PROTOTYPES
The notion of a semantic prototype comes from cognitive theory [7] where a notion is represented by its elements with their features. So, according to this model, a notion of a "bird" would be "composed" of such elements and features as "feathers", "beak" and "ability to fly". Semantic prototypes can also be discussed in the context of event descriptions that occur in texts. Prototype theory has also been applied in linguistics for mapping from phonological structure to semantics.
In a domain of natural language processing, this approach is reflected in so-called content theories. A content theory is used to determine a meaning of phrases and information they carry. One of the classic and most known elements of content theory is the Conceptual Dependency theory that was invented and developed by Robert Schank [15] . His main goal was to create a conceptual theory consistent in every natural language. The theory's main assumptions were: the generalization of representation language and inference about implicitly stated information. The first assumption means that two synonymous sentences should have identical conceptual representations. The second one states that all the implicit information has to be stated explicitly by inferring it from explicit information. Each sentence can be then represented in a form of conceptual dependency graph built of three types of elements: primitives, states and dependencies. Primitives are predicates that represent a type of an action, states specify the preconditions and results of actions and dependencies define conceptual relations between primitives, states and other objects [16] . Accordingly to the Conceptual Dependency theory we may represent the event of "tea drinking" by a sequence of events: "tea making", "cup operating", "tea sipping" and so on, that are composed of action, object etc. The described event model proved itself to be very useful in many applications [17] and we found it very suitable to quantifiable comparisons to unsupervised topic modelling methods [18] .
From that theory we deduce our model of an event -its prototype -a compound structure of actions, actors, states, and dependencies but also composed of preconditions and results, being events themselves. This event model reflects also very well the semantic structure of a text. If a document describes an event, it is almost always presented in the context of the causes of the event and the resulting consequences. This will be reflected in various topic models that will tend to reflect that most texts are represented as a linear combination of multiple topics. Determining from such combination which topic (event) can be classified as a cause and which is an effect would be very interesting, but that issue is beyond the scope of this paper.
On the other hand, the modelled text is composed not only of events, but also features of those events specific only to that instance of the event. As such, a text can be seen as having two aspects -the main event of the text intermingled with the elements of cause and result events and factual features that are specific to that single event. The latter aspect would relate to places, actors and contextual information. The former aspect would relate to generic elements that are common to similar events that occur in the corpus. This paper focuses on unsupervised identification and retrieval of those two different event model aspects of texts.
IV. CORPUS
The experiment was conducted on a subset of a 30-year worldwide news archive coming from the New York Times. That corpus has been chosen as it is interesting for a number of reasons:
• it is freely available, • some interesting research results have been obtained based on it [19] , • it is quite comprehensive in terms of vocabulary and range of described event types, • its relatively large size (approximately 90.000 documents per year, for a total of 2.092.828 documents spanning the years 1981-2012) gives an ample opportunity to experiment with various document time spans without impacting noticeably its event scope representiveness and lexicon balance. After a set of trials with various time spans ranging from months to 15 years, the most pronounced effects of the experiment described below could be obtained by comparing two time spans -one covering 6 months and the other covering 4 years. Those sub-corpora contain over 45.000 and 350.000 documents, respectively.
V. METHOD
We based the data of our experiment on the term/document matrix populated with Log-Entropy weights [20] . More precisely, the value a ij in the matrix corresponding to the i-th word and j-th document can be expressed as the usual ratio of a local and a global weight:
where:
for n -the total number of documents, t ij is the number of times the i-th word occurs in the j-th document and p ij = tij gi , with g i the total number of times the term i occurs in the whole corpus.
After building an LDA model (with d dimensions), we obtain a matrix v of size n × d composed of elements v j k describing how much the topic k impacts the document j. The v jk matrix contains per design only non-negative values.
Each topic is in turn represented by a vector of probabilities describing how much a single word participates in this topic, in the form of a N × d matrix w (for N -the size of the lexicon).
As all the values in the matrices v and w are non-negative, their product contains the cumulative impact of each word for each document, summed over the range of all topics. For each document j and word i, what we will call the word model matrix m of size n × N composed of elements m ji , is obtained by multiplying the document weights with the topic model m = vw ⊤ . For a given document j we will now analyze the rank of words in the sorted vector m ji , for each word i.
VI. EXPERIMENT
We based our experiment on a subset of the New York Times corpus described above. The two compared subsets were spanning 6 months and 4 years, respectively. We focused on the representation of the news item related to the accident of Kursk, the Russian submarine that sank on 12th August 2000. In order to affirm the results of our experiments, additional tests were performed, focusing on the information about the terrorist attacks launched upon New York City on the 11th September 2001. Their outcome is discussed in the second part of this Section.
The experiments were performed using 2 methods of topic modelling: LDA based on a term/document matrix populated with Log-Entropy weights and the pure Log-Entropy model based on the mentioned matrix. These models were computed basing on texts from a 4-year article span. Additionally, the Log-Entropy model was built on texts from a 6-month range in order to observe the changes resulting in considering different time windows. Finally, a ratio of Log-Entropy results from the 6-month and 4-year ranges was calculated so that we could better analyze changes that took place in models built in different time windows.
A. The accident of Kursk
Below is a fragment of the input text used for the primary experiments focusing on the accident of the Russian submarine Kursk: Results presented below are very similar to the ones described in [6] , with the exception of unnecessary terms that carry no importance and that we were able to exclude.
In order to properly understand the results of LDA-based modelling, one has to look at the analyzed event -the sinking of the Kursk submarine -in a more general way as an accident of a naval vehicle that happened in Russia.
After analysing which words are the highest ranked in our model (30 words with the highest score are presented in Table I ), it may be observed that LDA model distinguished words that may be somehow connected with: (14th, 0.00201), naval (27th, 0.00164), shipping (29th, 0.00153), water (49th, 0.00121), sailor (54th, 0.00119) • accidents: besides many of the words already mentioned, the word crash (33rd, 0.00139) is significant. These words are very general and are common terms used while describing some event. It has to be emphasized that there is no word specific for a given event. They were filtered out in accordance with the nature of LDA that rejects words characteristic for just a narrow set of documents and promotes words that are specific to extracted topics. Therefore, we cannot expect highly ranked terms that would be strictly connected with the accident of the Kursk submarine but rather words related generally to accidents or vehicles, transport, sea and Russia.
These words are very general and descriptive. Using them, it is not possible to state anything specific ("factual") about the nature of a given event, its causes or consequences.
Analysing the results of the Log-Entropy model calculations, we are able to see that the highest ranked words are more specific than in the case of the LDA model. Table II presents the 30 highest ranked words according to the Log-Entropy model in 4-year time window. Among them there are ones that are related to the causes of the main event:
• reactor (6th, 0.13190), nuclear (13th, 0.10490), radioactive (26th, 0.07876): despite the fact that in case of Kursk accident reactors shutting down is rather a consequence, many news described also some previous submarine accidents caused by malfunction of nuclear reactors • accident (16th, 0.09975): some "accident" as a reason of submarine sinking • pressurized (18th, 0.09732): media reported that the lack of pressurized escape chambers was the reason why the crew was not able to get out of a submarine • sank (23rd, 0.08470): "the submarine sank" as a the central event • stricken (30th, 0.07292): "submarine was stricken" as a reason of the accident Words that can also be found as related to the consequences of the discussed accident: researcher that wrote a report on Russian fleet. He was also interviewed by media after the accident • Komsomolet (29th, 0.07437): K-278 Komsomolet was a Soviet nuclear-power submarine that was mentioned frequently in many reports on Soviet/Russian fleet after the accident of Kursk • stricken (30th, 0.07292): "stricken submarine" as a consequence of the accident These words are much more specific than in the case of those extracted by the LDA model. They strictly concern this event and describe its causes and consequences.
At first sight, the results of Log-Entropy model calculations in 6-month time window are very similar to the previous ones. We can see the same elements that we identified as the cause of the accident (sank, stricken, reactor, nuclear) and its consequences (eg.: minisub, Thresher, rescue, crew, Kuroyedov). However, the results yielded in these two time windows differ in scores. In order to analyze how the rank of particular words changed, we calculated a ratio of each word's score in two time span windows -spanning 4 years and 6 months. Having in mind that changing the time window practically does not change the local weight of a given term but changes its global weight, this ratio would emphasize these changes as a comparison of each word's global weights while similar local weights would become irrelevant.
As the Table III presents, it turned out that the words that could be used in describing causes and consequences of the Kursk sinking are now much more emphasized. Moreover, the most specific for this particular event words are stressed, while terms that could be used in descriptions of other, similar accidents (e.g. reactor, nuclear, radioactive, rescue, crew) have lower rank. Besides, new interesting words appeared when considering a ratio-based ranked list of words:
• Kuroyedov (ranked 3rd), minisub (ranked 4th), Nilsen (ranked 6th): they are still high ranked as the most specific words for this particular event • seabed (ranked 5th): as a consequence of the accident, the submarine was plunged to the seabed • torpedo (ranked 8th), torpedoes (ranked 22nd): an explosion of one of torpedoes that the Kursk was carrying, has been recognized as the main reason of the accident • Ivanov (ranked 23rd): in time of the Kursk sinking Sergei Ivanov was the head of the Russian Security Council, therefore was highly involved in this case, so his name was often mentioned as a consequence of this accident • hull (ranked 25th): after the accident, the rescue crew tried to get into the submarine through its hull • slim (ranked 35th): day after day the chances of saving sailors were slimmer It seems very interesting how calculating of the ratio helped with finding new words describing causes and consequences and how it distinguished terms that are specific for a given event. It also emphasized changes that occurred in different time windows.
B. September 11 terrorist attacks
Some additional tests needed to be launched in order to affirm results obtained in the previously performed experiments.
A fragment below exemplifies the input text used in the subsequent experiments, focused on the September 11 terrorist attacks on New York City: terms are general and cannot be linked with any factual information. As one can see, there are no words that are characteristic for the September 11 terrorist attacks but rather words that could be related to any document focused on the subject of war, terrorism, United States of America and so on. These conclusions are very similar to the ones drawn in case of the previous experiments.
The results of Log-Entropy model calculations are also analogous to the case of documents related to Kursk accident, including the possibility of distinguishing causes and consequences of a given event, however we decided not to present them for the reason of shortening the paper.
Bigger expressiveness might be attributed to the ratio of each word's Log-Entropy model score in two time span windows -spanning, as previously, 4 years and 6 months.
Table V presents 30 words with the highest ratio of LogEntropy model score in two forementioned time span windows. As it might be noticed, there are much more terms that are related to the particular event -September 11 terrorist attacks. In this case, more general words that could be used in any other description of attack, war, etc. are less stressed. Moreover, we are able to distinguish words that could be considered as causes and consequences of the given event:
• Osama (ranked 4th with score 1.40325), bin (7th, 
VII. CONCLUSION
In this paper we extended our work introduced in [6] where we introduced the concept of the text being a structure consisting of a mixture of event descriptions and factual information. Additional experiments performed on the second subset of the large-scale corpus proved again that some methods of postprocessing the results of unsupervised methods could help model an event in a semantically meaningful way, reflecting its semantic structure. Moreover, by comparing the results of Latent Dirichlet Allocation (LDA) and Vector Space Model methods we were able once more to observe how the former distinguished descriptive and general information, while the latter emphasized more specific terms. This specific information could be useful in description of event's causes and consequences.
However, it has to be stressed that the method of discerning causes and consequences of a given event is not a subject of our work and would be an interesting topic of future work. In our paper we tried to distinguish causes and consequences more or less accurately without any advanced method.
VIII. FUTURE WORK
This paper presents the new experiments and affirms the authors' hypothesis discussed already in [6] that by comparing the results of topic modelling and vector modelling coming from different subsets of a corpus, varying by time scope and size, the obtained information can be additionally graded by the level of its generality or specificity. That in turn can show us a way to create a method for discerning semantic prototypes (general description of events) from factual information (specific to events).
However, as seen in the preliminary results above, this hypothesis is supported by manually verified examples that do not scale to a more generic case. Thus, the current ongoing research focuses on creating a metric being able to assess automatically the level of generality or the amount of facts in a specific result. Such a metric takes into consideration factors related to the relative amount of Named Entities in the results, the distance from various text clusters obtained via topic modelling etc. By defining such a metric, crucial parameters for a correct fact versus semantic prototype extraction method can be automatically determined. Some of the parameters currently considered are: the chosen time window relative and absolute sizes (the analyzed corpus covers over 30 years of press notes), the time shift of the window time frame relative to the analyzed event (preceding, succinct or just surrounding), the topic modelling methods settings.
The long term goal of this research is the creation of a method for automatic semantic prototype identification. Pure unsupervised methods, as those presented in this paper, are not the only venue of approach considered. A parallel research is conducted, based on human based association networks, as presented in [4] . We expect to obtain valuable results coming from the convergence of both approaches.
