In this paper, we present lower and upper bounds for the independence number α(G) and the clique number ω(G) involving the Laplacian eigenvalues of the graph G.
Introduction

Let G = (V (G), E(G)
Given a graph G, define ω(G) and α(G), the clique number and independence number of G to be the numbers of vertices of the largest clique and the largest independent set in G, respectively. Obviously, ω(G) = α(G c ).
Let A(G) be the adjacency matrix of G and
is a real symmetric matrix. From this fact and Geršgorin's Theorem, it follows that its eigenvalues are nonnegative real numbers. The eigenvalues of an n × n matrix M are denoted by λ 1 (M), λ 2 (M), . . . , λ n (M) and assume that λ 1 (M) λ 2 (M) · · · λ n (M), while for a graph G, we will use λ i = λ i (G) to denote λ i (L(G)), i = 1, 2, . . . , n. Then λ 1 λ 2 · · · λ n−1 λ n = 0 and the corresponding eigenvector for λ n is e = (1, 1, . . . , 1) .
The knowledge of the spectrum of a graph is important as spectral results are relevant for the estimation of some parameters of graphs. In particular, the spectrum of the adjacency matrix of a graph gives direct bounds on the diameter and the isoperimetric number (see [1, 8] ), among other properties. The Laplacian spectrum, in particular, the second-smallest eigenvalue, contains information on the connectivity, diameter, expanding properties, maximum cut, independence number, genus, bisection width, etc. (see [2, 4, 9] ).
In this paper, we obtain lower and upper bounds for the independence number α(G) and the clique number ω(G) of a graph G. They involve the Laplacian eigenvalues of the graph G and extend some previous results. Note that λ i (L(G c )) = n − λ n−i , i = 1, 2, . . . , n − 1, and hence the bounds on the independence number give bounds on the clique number, and vice versa.
Some lower bounds
Let G be a graph with the degree diagonal matrix D(G) and adjacency matrix A(G). Denote
where J is the matrix whose every entry is one. In this section, we always assume that u 1 , u 2 , . . . , u n are the normalized eigenvectors corresponding to λ 1 (G), λ 2 (G), . . . , λ n (G), respectively. Then u n = e/ √ n, where e = (1, 1, . . . , 1). [13] .) Let G be a graph. Then
Lemma 2.1. (See
λ 1 (G) λ 1 (Q).
Moreover, if G is connected, then the equality holds if and only if G is a bipartite graph.
Lemma 2.2. (See [11].) If G is a connected graph of order n, then the spectrum of K(G) is
and the corresponding normalized eigenvectors are
respectively. [6] .) Let G be a graph with at least one edge. Then
Lemma 2.3. (See
λ 1 (G) Δ + 1.
Moreover, if G is connected, then the equality holds if and only if
The following theorem, due to Motzkin and Straus, links the spectrum of graphs to its structure. [10] .
Theorem 2.4. (See
The following theorem is one of our main results.
Theorem 2.5. Let G be a graph with n vertices, m edges and maximum degree Δ. Then
Proof. Let (y 1 , y 2 , . . . , y n ) be the normalized eigenvector corresponding to λ 1 (Q). Then
By Lemmas 2.1 and 2.3,
Then by the Cauchy inequality, we have
Since (y 2 1 , y 2 2 , . . . , y 2 n ) 0 and y 2 1 + y 2 2 + · · · + y 2 n = 1, by Theorem 2.4, we have
. (2) is strictly weaker. On the other hand, for the path P 7 , the bound (2) is 1.371 and better than Wilf's bound 1.359 in numeral, but the bounds are in practice equivalent (both bounds imply that the clique number is at least 2). We think maybe these two bounds are incomparable and we leave it as a topic for future work.
Wilf [12] further uses the Motzkin-Straus Theorem to obtain a lower bound on the independence number of a regular graph. We show that by adapting his technique to the matrix K(G) we obtain essentially the same result for all graphs.
for 1 j n, where u j is the normalized eigenvector corresponding to λ j (G) and (u j ) i is the i-entry of u j . Theorem 2.6. Let G be a graph of order n with maximum degree Δ, minimum degree δ. Then
Proof. 
. . , n, and thus x 0. Since e, u * 2 = 0, we have
.
On the other hand,
Note that for a d-regular graph G, the second largest and the least eigenvalues of A(G) are d − λ n−1 , d − λ 1 , and the corresponding normalized eigenvectors are u n−1 , u 1 , respectively. Hence, by Theorem 2.6, in the special case of regular graphs, we have the following result. [12] .) Let G be a d-regular graph of order n. Then
Corollary 2.7. (See
where μ n is the least eigenvalue of A(G).
Some upper bounds
Here, we will give an upper bound of α(G). It involves the Laplacian spectrum and extends some previous results.
Consider two sequences of real numbers: ξ 1 ξ 2 · · · ξ n and η 1 η 2 · · · η m with m < n. The second sequence is said to interlace the first one whenever The following is the key lemma in the proof of our main result in this section. Haemers [7] applies this theory to the adjacency matrix of a graph and obtains a bound on the independence number in regular graphs. This is in fact the Hoffman bound [3, p. 115] . We show that by using the Laplacian matrix the result can be extended to all graphs. 
and if there exists an independent set I of G such that the equality of (4) holds, then G is
Proof. Let G be a graph with order n and a partition , 2) be the subgraph of G induced by V i with n i < n vertices and average degree r i (n 1 + n 2 = n).
where
Thus by Lemma 3.1(i), we have
Note that
Let V (G 1 ) be the largest independent set of G, then r 1 = 0 and α(G) = n 1 . Since G has at least one edge, n 1 < n. Thus by (6) ,
Note that d 1 δ, and hence
If there exists an independent set I such that |I | = n(λ 1 − δ)/λ 1 , then d 1 = δ, i.e., d(v) = δ for all v ∈ I . Also, the left equality of (6) holds which implies the right equality of (5) Note. Recently, Godsil and Newman also obtained the same bound as (4) in [5] .
Note that for a d-regular graph G, the second largest and the least eigenvalues of A(G) are d − λ n−1 , d − λ 1 , respectively. Hence, by Theorem 3.2, in the special case of regular graphs, we have the following result. [3, 7] .) Let G be a d-regular graph of order n. Then
Corollary 3.3. (See
and if an independent set I of G meets this bound, then every vertex not in I is adjacent to precisely −μ n vertices of I , where μ n is the least eigenvalue of A(G).
