The latent semantic indexing (LSI) method was applied for the retrieval of similar samples (those samples with a similar composition) in a dataset of groundwater samples. The LSI procedure was based on two steps: (i) reduction of the data dimensionality by principal component analysis (PCA) and (ii) calculation of a similarity between selected samples (queries) and other samples.
INTRODUCTION
Water quality is mostly characterized by many parameters forming an n-dimensional data space where each point represents the composition of a water sample taken at a specific locality at a specific time. Real hydrochemical data are mostly noisy, which means that they are not normally distributed, are often co-linear or autocorrelated, and containing outliers or errors. Retrieval of similarities among such data, in the case of water quality assessment, etc., can lead to incorrect findings. Principal component analysis is often applied for removal of the data noise by reduction of their dimensionality.
Latent semantic indexing is the method that has been successfully used for the semantic analysis of large amounts of text documents (Berry et al. 1995 (Berry et al. , 1999 . The LSI retrieval algorithm consists of two procedures: (i) reduction of the data dimensionality by PCA and (ii) computation of the similarity measures between the transformed vectors of the jth document and a query document. The query is a term or the set of terms presented in the document. Besides the text retrieval, the LSI approach has been successfully used for image retrieval by Praks et al. (2003 Praks et al. ( , 2006 Latent semantic indexing LSI can be viewed as a variant of the vector space model with a low-rank approximation of the original data matrices. That is, the original matrix is replaced by another matrix which is as close as possible to the original matrix but whose column space is a subspace of the column space of the original matrix. Rank reduction is performed by PCA.
These t £ d (term-by-document) matrices are composed Each matrix element is a weighted frequency at which the term i occurs in the document j. The details of this vector space construction are given in, for instance, the review of Berry et al. (1999) . Numerical experiments pointed out that some kind of dimensionality reduction brings automatic noise filtering of the data.
The semantic similarity between a query document and the jth document of the reduced-rank matrices (vector spaces), as the second step of the LSI procedure, has been mostly interpreted as a cosine similarity (CS), i.e. the cosine of an angle between two vectors in the vector space:
where q and D j are the query and the document vector, respectively, 1 # j # n. The geometrical meaning of the cosine similarity is demonstrated in the 2D vector space model shown in Figure 1 . Increasing the absolute value of cos f j (decreasing absolute value of the angle f j between vectors) indicates increasing the similarity between the query and the document. Computation of the similarity thus reveals some hidden (latent) structures of data.
In multivariate analysis the commonly used metrics of similarity between any points (x k , x l ) in the n-dimensional space are the Euclidean distance
and the Manhattan distance
where n is the number of dimensions, e.g. variables characterising the water composition. All these metrics can be correctly used supposing that the coordinate system is orthogonal. In this work, they were tested for the retrieval of samples with proximity composition in the groundwater database.
Multivariate computations
Principal 
APPLICATION Hydrochemical data collection
The groundwater samples providing a regular monitoring of water quality were taken from five different localities on the region of Ostrava (Figure 2 ). The water quality in these localities has been very similar for a long time.
Ostrava is an industrial city of about 300 000 inhabitants located in North Moravia, the Czech Republic. This region is located in the Odra River basin, whose area is about 6252 km 2 and the total watercourse is about 1360 km in length.
Water analyses, including sampling and sample handling, were carried out according to the actual standard ISO methods: pH, ammonium, nitrate, chloride, sulfate, hardness, electric conductivity (EC), alkalinity, acidity, chemical oxygen demand by permanganate (COD-Mn), iron, manganese, dissolved oxygen and aggressive carbon dioxide. Summary statistics of these samples are given in Table 1 .
RESULTS AND DISCUSSION
LSI of the hydrochemical data PCA, performed in the first step of LSI, creates a new coordinate system of the independent (orthogonal) transformed variables. In particular, real hydrochemical parameters are often co-linear because they correlate to each other (see Table 1 ), such as electric conductivity and salt concentrations, ammonia and nitrate, hardness and sulfate, pH and alkalinity, etc. In order to remove the data noise the data dimensionality has to be reduced by determination of the number of principal components.
For this purpose the Cattel scree plot (Figure 3 ) and the Kaiser criterion of eigenvalue greater or equal 1 were used.
All eigenvalues and their variances were summarised in Table 2 . The three largest principal components explaining nearly 79.7% of the data variance, were evaluated. These
PCs define the reduced (3D) data space for the retrieval of proximity samples. According to the cosine similarity (CS), the Euclidean (ED) and Manhattan distances (MD), the five most similar samples (to each query) were selected and summarised in Table 3 Table 3 . This disagreement is caused by the approximative 2D projection of the 3D data structure. However, queries 53 and 91 are also well indicated as the outliers.
Similarity computations in the non-reduced and the standardised original data space
In order to verify the LSI results, the direct computations of CS, ED and MD corresponding to the same queries were performed in the systems of all transformed (Table 4 ) and all standardised original variables (Table 5 ). The former system of orthogonal axes contains 100% of the data variance along with the data noise. The latter one is also noisy including the co-linearity of some standardised variables.
In general, the similarities summarised in Tables 4 and 5 are worse in comparison with those of Table 3 . It is likely 
CONCLUSION
The LSI approach was tested for the retrieval of similar groundwater samples in the hydrochemical database. The original space composed from the 14 measured parameters was reduced by PCA to the space consisting of the three principal components. Using the cosine similarity, Euclidean and Manhattan distances the five most proximity samples to the selected queries were arranged.
The LSI findings were compared with the retrievals found in the system of all transformed variables (explaining 100% of the variance) and of all standardised variables. The obtained results mostly did not correspond to the LSI ones because of the interfering data noise which was not removed by the dimensionality reduction.
Unlike the commonly used multivariate methods, such as hierarchical clustering analysis, the benefits of LSI are (i) filtration of the noisy data, (ii) direct similarity calculation independent of any clustering mechanism, (iii) treatment of the large data sets, and (iv) easy implementation for the automated pattern recognition. It can be concluded that the LSI strategy is suitable for information retrieval not only in text documents but also in hydrochemical/chemical data.
