McNair Journal

McNair Scholars Institute

2017

UNLV Title III AANAPISI & McNair Scholars Institute Research
Journal
Nir Herscovici
University of Nevada, Las Vegas

Joyce Hsu
University of Nevada, Las Vegas

Matthew Khumnark
University
Nevada,
Las Vegas
Follow
thisofand
additional
works at: https://digitalscholarship.unlv.edu/mcnair_journal
of the Arts and Humanities Commons, Education Commons, Engineering Commons, Life
JoyPart
Lamug

University
of Nevada,Medicine
Las Vegas
Sciences Commons,
and Health Sciences Commons, Physical Sciences and Mathematics
Commons, and the Social and Behavioral Sciences Commons

Jeong Lim Lee

University of Nevada, Las Vegas

Repository Citation
Herscovici, N., Hsu, J., Khumnark, M., Lamug, J., Lee, J. L., Lyons, K., Mandril, A., Moodley, N., Ng, E.,
See next page for additional authors
Ogburn, T., Ortiz, A. A., Pham, E. K., Sam, N. T., Scarpati, D., Tsang, O., Turner, T. A., Vang, P. K., Wilson, K.,
Zayas, S., Chiang-Lopez, C., Copeland, V., Darby, A., Giordmaina, B., Hernandez-Toledo, B., LaRubio, M.,
Lesquives, A., Madrigal, Y., Millwood, S., Mims, A., Pennock, B., Randolph, K., Stephens, A. K., Werman, S.,
Arias-Garcia, E., Bedoy, E. H., Cannon, R., De Santiago, I., Francisco, L. L., Gayden, I. A., Gonzalez, J., Henry,
I. S., Lee, A. C., Leo, M., Ochoa, E., Palisoc, B., Tanzey, S., Yanxon, H. (2017). UNLV Title III AANAPISI &
McNair Scholars Institute Research Journal. UNLV Title III AANAPISI & McNair Scholars Institute
Research Journal, 8 1-412.
Available at: https://digitalscholarship.unlv.edu/mcnair_journal/5

This Journal is protected by copyright and/or related rights. It has been brought to you by Digital
Scholarship@UNLV with permission from the rights-holder(s). You are free to use this Journal in any way that is
permitted by the copyright and related rights legislation that applies to your use. For other uses you need to obtain
permission from the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license
in the record and/or on the work itself.
This Journal has been accepted for inclusion in McNair Journal by an authorized administrator of Digital
Scholarship@UNLV. For more information, please contact digitalscholarship@unlv.edu.

Authors
Nir Herscovici, Joyce Hsu, Matthew Khumnark, Joy Lamug, Jeong Lim Lee, Kendall Lyons, Andrea Mandril,
Niroshini Moodley, Eric Ng, Timothy Ogburn, Andrew A. Ortiz, Emily Khanh Pham, Nha Trang Vivian Sam,
Devlynn Scarpati, Olivia Tsang, Termaine Antonio Turner II, Pang Kou Vang, Kanisha Wilson, Shannon
Zayas, Claudia Chiang-Lopez, Victoria Copeland, Andrea Darby, Bridgett Giordmaina, Briceida HernandezToledo, Mark LaRubio, Ana Lesquives, Yessenia Madrigal, Summer Millwood, Angel Mims, Blaine
Pennock, Katie Randolph, Amber K. Stephens, Sarah Werman, Eben-Ezer Arias-Garcia, Ernesto H. Bedoy,
Royale Cannon, Irma De Santiago, Lorraine Louise K. Francisco, Imani A. Gayden, Jeffrey Gonzalez, Isaiah
Shornell Henry, Ashley C. Lee, Marielle Leo, Elizabeth Ochoa, Bernajane Palisoc, Sean Tanzey, and Howard
Yanxon

This journal is available at Digital Scholarship@UNLV: https://digitalscholarship.unlv.edu/mcnair_journal/5

UNLV Title III
AANAPISI & McNair
Scholars Institute
Research Journal
2017

Eighth Edition

UNLV Title III AANAPISI and McNair Scholars institute

Research Journal
2017								

Eighth Edition

1

UNLV Title III AANAPISI & McNair Scholars Research Journal

Table of Contents
About AANAPISI .................................................................................................................................................................................4
Biography of Dr. Ronald E. McNair....................................................................................................................................................5
Statements
Dr. Len Jessup, UNLV President....................................................................................................................................................6
Dr. Juanita P. Fain, Vice President for Student Affairs.................................................................................................................7
Dr. William W. Sullivan, Associate Vice President for Retention and Outreach.......................................................................8
Mr. Keith Rogers, Deputy Executive Director of the Center for Academic Enrichment and Outreach...............................9
Title III AANAPISI and McNair Scholars Institute Staff................................................................................................................. 10
   Ms. Terri Bernstein, Director for College Programs..................................................................................................................10
   Dr. Matthew Della Sala, Assistant Director for Undergraduate Research .............................................................................10

2016-2017 AANAPISI Scholar Articles
Computational Simulation of Single-Junction Solar Cell using SCAPS............................................................................... 13
Nir Herscovici
Yelp: Future of Online Digital & Mobile Advertising. A Survey of Las Vegas Small-business Owners............................ 17
Joyce Hsu
Pharmacological Modulation of TSPO Affects Brain Oscillations in C57BL6 Mice............................................................. 26
Matthew Khumnark
System-on-Chips Analysis of Cyber Physical Systems: A Smart City Prototype................................................................. 37
Joy Lamug
Spontaneous Seizure Analysis In The Brains Of GABAAa2 Wildtype, Heterozygous, And Homozygous Mice................ 48
Jeong Lim Lee
Tempo Perception Across Cultures: The Beat is all it Takes................................................................................................... 54
Kendall Lyons
The Use of Smartphone Applications for Intervention and Relapse Prevention Associated with Bipolar Disorder: A Systematic Review of the Literature..... 60
Andrea Mandril
The Teshik-Tash Child Evolutionary Montage During the Middle Paleolithic..................................................................... 70
Niroshini Moodley
Analyzing Data of Thin-Film Photovoltaic Cells..................................................................................................................... 78
Eric Ng
Cancer-Related Fatigue Trajectory and Biological Correlates of Acute Lymphoblastic Leukemia Patients During Chemotherapy....... 85
Timothy Ogburn
Construction and Assembly of a Hyperdrive Recording Implant........................................................................................ 94
Andrew A. Ortiz
Regulation of Cancer Stem Cells by Protein Post-Translational Modifications................................................................. 102
Emily Khanh Pham
Improving Germination Rates For Select Native Perennial Seeds Of The Sonoran Desert............................................. 106
Nha Trang Vivian Sam
A Paradigm Shift Polarizes the United States The Generational and Demographic Divide............................................. 117
Devlynn Scarpati
Presence Of Platelet Activating Factor-receptor And Platelet Activating Factoracetylhydrolase In Control
And Melatonin Treated Oral Squamous Cell Carcinoma Lines.......................................................................................... 130
Olivia Tsang
Homelessness in the Valley.................................................................................................................................................... 139
Termaine Antonio Turner II
Naturally Occurring Asbestos in Southern Nevada............................................................................................................. 147
Pang Kou Vang
Examining Differences Between Asian Americans and Whites for Gambling and Drinking........................................... 151
Kanisha Wilson
Increases in Theta Coherence Between Anterior Cingulate Cortex and Hippocampus for Delayed Spatial Recall........ 156
Shannon Zayas

2

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

2016-2017 McNair Scholar Articles

You Need The Words?: Portrayals of Romantic Anxiety In Film.......................................................................................... 163
Claudia Chiang-Lopez
Coping With The Psychological Effects of Racial Microaggressions In College................................................................. 176
Victoria Copeland
Effect Of Gut Microbiota On Starvation Resistant Drosophila Melanogaster......................................................................... 186
Andrea Darby
Native American Identity: A Review of Twenty-first Century Research.............................................................................. 195
Bridgett Giordmaina
”There is no such thing as single issue struggles”: Undocuqueer Students in Higher Education.................................. 208
Briceida Hernandez-Toledo
Hamlet, the Price of Denmark: Socioeconomic Change in Shakespeare’s Hamlet.......................................................... 217
Mark LaRubio
Lack Of Gender Influences In Dynamic Risk-Taking And Loss Aversion.......................................................................... 224
Ana Lesquives
Health Care Limitations Available to Transgender Teenagers: A Systematic Review of the Literature............................ 231
Yessenia Madrigal
An Evaluation Of Perceived Ideal Body Types and Their Respective Impact on Self-Esteem and Attitudes Towards Eating Among Women.... 243
Summer Millwood
Racial-Coping Among African American Students in Academia......................................................................................... 255
Angel Mims
Please Select One: Availability and Accessibility of University Services And Facilities For Genderqueer Individuals..... 261
Blaine Pennock
Investigating Mechanisms of Neurodevelopmental Disorder Genesism.......................................................................... 270
Katie Randolph
Advantage or obstacle? Associations between women’s romantic relationship and their academic outcomes in STEM....... 277
Amber K. Stephens
Homeless Community: Las Vegas Strip................................................................................................................................. 286
s Sarah Werman

2015-2016 McNair Scholar Articles

Addressing the Critical Shortage of Latinos in Music Education: Pre-Service Latino Music Education Student
Perspectives on Recruitment and Retention Strategies....................................................................................................... 297
Eben-Ezer Arias-Garcia
Decoding The Neural Circuitry of Reward Behavior............................................................................................................ 303
Ernesto H. Bedoy
Alzheimer’s in America: Effective Physical Activity Methods for Brain Health Reviewed................................................ 312
Royale Cannon
Quality of Life In Maltreated Children And Adolescents With Bipolar Disorder.............................................................. 321
Irma De Santiago
From Paper to Practice: Implementation of Best Practices and Partnerships in Community-Based Settings................ 334
Lorraine Louise K. Francisco
Let’s talk about it: Caregivers’ perspective on communication about sexuality with foster youth............................... 343
Imani A. Gayden
What is driving immigrants from El Salvador to Las Vegas? (2000-2010).......................................................................... 352
Jeffrey Gonzalez
Propagation of Lightning Through Thick Thunderclouds.................................................................................................... 357
Isaiah Shornell Henry
Mrs. Agentic: Perceptions of Women Who Sustain Their Birth Surname After Marriage................................................. 366
Ashley C. Lee
Examining the Relationship between Emotion Perception and Bullying: A Proposal...................................................... 373
Marielle Leo
Stress and Coping Among Women of Color........................................................................................................................ 376
Elizabeth Ochoa
The Effects of Cocaine Exposure and Exercise on the Hippocampal BDNF Content of Maternally Separated Rats... 385
Bernajane Palisoc
Alternate Germinants Of Clostridium Difficile, A Leading Pathogen of Hospital Disease............................................... 395
Sean Tanzey
Study Of Cuinte2 Quantum Dots Under Extreme Condition............................................................................................ 405
Howard Yanxon
University of Nevada, Las Vegas

3

UNLV Title III AANAPISI & McNair Scholars Research Journal

About AANAPISI
The UNLV Center for Academic Enrichment and Outreach was awarded two Title
III, Asian American And Native American Pacific Islander-Serving Institutions
(AANAPISI) Projects to improve and expand UNLV’s capacity to serve Asian
Americans and Native American Pacific Islanders and low-income individuals. With
the full support of the UNLV administration and of institutional units across the
UNLV campus, the program provides students with an array of services, including
academic tutoring, counseling (i.e., academic; undergraduate financial-aid; career;
and graduate/professional-school admissions and financial-aid), support for
undergraduate research, and frequent, ongoing academic-progress monitoring. In
turn, the AANAPISI program plays a role in students’ academic careers as they:
•

Persist from year-to-year in their respective degree programs;

•

Graduate from the institution in five and six-year time frames; and

•

Enroll in postbaccalaureate studies.

AANAPISI SCHOLARS
The 2016-2017 AANAPISI Scholars represent the first cohort of students to
participate in the Summer Research Institute. These 19 scholars, whose majors range
from Sociology to Mechanical Engineering, pursued the Summer Research Institute
as an opportunity to support either their first-time research experience with a
faculty mentor or the continuation of a research project over the summer.
Nonetheless, all scholars were able to elevate their academic experiences at UNLV
through the AANAPISI Program.
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About the McNair
Scholars Institute
Funded by a TRiO McNair Postbaccalaureate Achievement Program grant
from the U.S. Department of Education, the McNair Scholars Institute at
UNLV serves undergraduates who are low-income and first-generation-college, as well as undergraduates who are members of groups traditionally
underrepresented in graduate education. The Institute’s goal is to encourage
and prepare these students to pursue doctoral (Ph.D.) studies. By delivering
services such as academic counseling for graduate-program admissions, paid
undergraduate research opportunities, faculty mentoring, and funding to
attend academic conferences in students’ respective disciplines, the McNair
Scholars Institute plays a role in increasing the rate at which students:
•

Enroll in graduate school in fall term of the academic year immediately

   following completion of the baccalaureate;
•

Persist to the second year of graduate school; and

• Attain a doctoral degree within 10 years of earning a bachelor’s degree.

MCNAIR SCHOLARS
The 2015-2016 and 2016-2017 McNair scholars represent the seventeenth and
eighteenth cohort of UNLV students to participate in the Summer Research
Institute. These 28 scholars, whose majors range from English to Physics, participated in the Summer Research Institute in order to work in close coordination with seasoned investigators in the discovery and construction of new
knowledge. Consequently, the McNair scholars developed, expanded, and
refined their repertoire of research skills, as well as made early attempts to
contribute to the scholarly literature in their respective fields.

University of Nevada, Las Vegas
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Biography of

Dr. Ronald E. McNair
He overcame obstacles.
Dr. Ronald Erwin McNair, Physicist & Astronaut, dared
to dream. As an African-American growing up in a poor
community in the South, he encountered discrimination
early in his youth. Yet this did not stop him from
pursuing his dream of becoming a scientist.

He achieved academic
excellence.
In 1971, he graduated magna cum laude from North
Carolina AT&T State University with a B.S. in physics.
Ronald McNair then enrolled in the Massachusetts
Institute of Technology. In 1976, at the age of 26, he
earned his Ph.D. in laser physics.

He became a leader in his
field.
Dr. McNair soon became a recognized expert in laser
physics while working as a staff physicist with Hughes
Research Laboratory. He was selected by NASA for
the space shuttle program in 1978 and was a mission
specialist aboard the 1984 flight of the shuttle
Challenger.

He was respected and
commended.
For his achievements, Ronald McNair received three
honorary doctorate degrees and many fellowships
and commendations. These distinctions include:
Presidential Scholar, 1967-71; Ford Foundation Fellow,
1971-74; National Fellowship Fund Fellow, 1974-75,
Omega Psi Phi Scholar of the Year, 1975; Distinguished
National Scientist, National Society of Black
Professional Engineers, 1979; and the Friend of
Freedom Award, 1981.
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He excelled in many aspects
of life.
Ronald McNair also held a fifth degree black belt in
karate and was an accomplished jazz saxophonist. He
was married and was the dedicated father of a daughter
and a son.
After his death in the Challenger explosion in January
1986, members of Congress provided funding for the
Ronald E. McNair Post-Baccalaureate Achievement
Program to encourage college students with similar
backgrounds to Dr. McNair to enroll in graduate studies.
Thus, the program targets students of color and lowincome, first-generation college students. This program is
dedicated to the high standards of achievement inspired
by Dr. McNair’s life.

University of Nevada, Las Vegas
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UNLV
President
Dr. LEN JESSUP

I am delighted to share with you the eighth edition of the UNLV AANAPISI & McNair Scholars
Journal. It contains articles researched and written by our undergraduate students in the AANAPISI &
McNair Scholars program at UNLV. The relevance of their work is truly impressive. The articles
explore timely topics such as race, gender, sexual orientation, and neurological development, to name
just a few. The results exemplify both the rigor these students applied to their research and the
commitment of the faculty who mentored them. Each article represents countless hours of study,
experimentation, and analysis.
We anticipate our AANAPISI & McNair Scholars will be at the top of their respective fields in the
future. Students participating in the UNLV McNair Scholars Institute have gained an extraordinary
opportunity to learn how to design, implement, and report research. These talented undergraduates now
have the foundation to continue their education with graduate studies, which may one day put them on
the path to being a university professor. We are honored to have such committed students and
dedicated faculty at our university, and we are proud to share this publication as a testament to their
outstanding work.
Cordially,

Len Jessup, Ph.D.
President

University of Nevada, Las Vegas
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VICE
PRESIDENT
FOR STUDENT
AFFAIRS
DR. JUANITA P. FAIN

The UNLV AANAPISI & McNair Scholars Program personifies the mission of our Division of
Student Affairs. Our mission is to provide quality services and programs that create educational
opportunities, foster collegiate success, enhance continuous learning and promote a just and
inclusive campus.
Within a broader context, UNLV seeks to create a campus environment that promotes the
performance of superior research and scholarly endeavors at all levels of study. A unique
framework to engage under-represented undergraduate and graduate students in exciting and
enriching research opportunities is provided by the McNair Scholars Program. This eighth
publication of UNLV’s McNair Scholars Journal is an affirmation and amplification of those
endeavors and accomplishments.
Perhaps the most important aspect of the AANAPISI & McNair Scholars Program is that of
relationship between the faculty mentor and scholar. For the scholar, the benefit of participating
in the program depends to a large extent on this relationship. The relationship is designed to
encourage, motivate and prepare McNair scholars for doctoral studies. Based on the research
reported in this journal, the program has been a resounding success. It provides an undeniable
testament to the hard work and commitment of the students and their faculty mentors.
I extend my sincere commendations and congratulations to the AANAPISI & McNair scholars,
faculty mentors, program staff, and the Center for Academic Enrichment and Outreach for a job
well done. This edition of the UNLV AANAPISI and McNair Scholars Journal is a fine tribute to
their success.
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Associate Vice
President for
Retention
and Outreach
and Executive
director
Dr. William W. Sullivan
This eighth publication of UNLV’s AANAPISI & McNair Scholars Journal is the culmination of extremely
hard work by many talented and dedicated individuals. The triumphs of the AANAPISI & McNair
Scholars and the commitment of their faculty mentors are highlighted within these pages and are
exemplary examples of the academic excellence at UNLV.
Over 30 years ago I began my career in higher education, working with high school and college officials
to attract young minority students towards postsecondary education. At the time, few universities
employed faculty members who could personally identify with the economic and/or social backgrounds
of disadvantaged students. There was an urgent need to diversify the ranks of college faculty in order to
create academic environments where nontraditional and under-represented students could succeed.
To meet this need, the U.S. Department of Education established the Ronald E. McNair Post Baccalaureate
Program. Named for one of the astronauts who perished in the 1986 Challenger explosion, the McNair
Program sought to prepare a cadre of under-represented college students to become university
professors and role models for others from similar backgrounds. Since its inception, McNair has become
the most prestigious federal education program, helping to diversify the faculties at universities and
colleges across the country. It is an honor for the Center for Academic Enrichment and Outreach to host
UNLV’s McNair Program.
I commend the AANAPISI & McNair Scholars and their mentors for their hard work and dedication.
These scholars displayed outstanding academic excellence in conducting their research; I have no doubt
they will develop into topnotch educators. I also applaud President Neal Smatresk, Vice President Juanita
Fain, Deputy Executive Director Keith Rogers, the Graduate College, and many other university units for
their resolute support of the McNair Program. This journal, displaying the fruit of the AANAPISI & McNair
Scholars toil, reinforces our legacy and continues a tradition of excellence for future scholars.

University of Nevada, Las Vegas
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Deputy
Executive
director
    Mr. Keith Rogers

It gives me immense pride to recognize the inimitable research profiled in the eighth UNLV
AANAPISI & McNair Scholars Institute Journal. Each year scholars are challenged to participate in
research that is relevant, engaging, unique and consistent with their interests while under the careful
watch of a faculty mentor. The broad scope of research topics and quality of articles always exceed
expectations; this year’s journal publication is no exception.
UNLV operates one of 200 prestigious McNair programs designed to increase attainment of Ph.D.
degrees by students from under-represented groups. Since receiving the Ronald E. McNair PostBaccalaureate Achievement Program in 1999, UNLV has assisted over 250 talented undergraduate
students who have demonstrated strong academic potential and has provided them an opportunity
to conduct research and participate in other scholarly activities.
This publication reflects not only the dedication and hard work that resulted in the research journal
presented here, but also the extraordinary support and expertise offered by the faculty mentors. I
congratulate the AANAPISI & McNair Scholars, applaud all participating faculty, and extend my
sincere appreciation to the Graduate College and UNLV’s leadership for supporting and encouraging
the outstanding accomplishments of our students.
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staff
MS. Terri Bernstein
Director FOR COLLEGE PROGRAMS

DR. MATTHEW DELLA SALA
ASSISTANT Director FOR
UNDERGRADUATE RESEARCH

University of Nevada, Las Vegas
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Computational
Simulation of
Perovskite SingleJunction Solar Cell
using SCAPS
By Nir Herscovici

Abstract:
In this research, computational analysis was
performed for a simple homogenous/ singlejunction p-i-n device structure. Inspection was
performed using SCAPS 1-D software to model
materials potential as an electron transport layer
(ETL) for CH3NH3PbI3 perovskite solar cell, p-type
Spiro-OMeTAD as a hole Transport Layer (HTL).
While perovskite solar cells have shown a lot of
promise, other materials need to be thoroughly
examined in the search of the optimal solar cell.
Introduction:
1.1 SOCIETY’S DEPENDENCE ON ENERGY
Centuries of individual research and questioning

Faculty Mentor
Dr. Shubhra Bansal

traditional scientific establishments led to the
greatest innovation - the utilization of energy (in
concentration). It is energy in bulk that paved the
path for the start of the Industrial revolution that
set forth a drastically different and more
comfortable life style for billions. For this reason,
energy is the only true currency that exists for
civilization. The machinery we operate, the food we
grow, the access to light during nighttime, are all
products of consumption and utilization of energy.
The issue arises when the extraction process of
energy becomes detrimental to the planet we all
inhabit, and therefore innovations in material
science and renewable energies must occur to
quench our need for reliable energy. Society’s most
urgent and perplexing issues stem from lack of
feasible energy sources. Renewable energy would
heal the planet from the intoxicating effects of
byproduct emissions and some statistics show a
significant decrease in global terrorism.

Professor
Department of Mechanical Engineering
College of Engineering
University of Nevada, Las Vegas

University of Nevada, Las Vegas
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1.2 CURRENT WORLD ENERGY SOURCES
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The single junction solar cell used in this paper involves an N-I-P solar device. N-type
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layer consists of the perovskite material CH3NH3PbI3 of thickness 0.35 micrometers. P-
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Figure 3: The N-I-P solar device is modeled as follows: TiO2 in the front
contact, with perovskite and HTL layer in the back.
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Results:
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)

Figure 4: Input parameters for SCAPS 1-D simulation.

Figure 5: Quantum efficiency as function of wavelength in nanometers.
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Figure 5 shows Quantum efficiency as a function of wavelength (in nanometers).

of wavelength (in nanometers).
According to the results, photons
with wavelengths of 300 - 425
nanometers are inefficiently utilized
by the solar cell. The band gap of the
different materials is unable to
absorb photons with smaller
wavelengths. Wavelengths greater
than 775 nanometers are not fully
utilized by the solar cell either, as the
exhibited energy provided by these
photons is well above the band gap
of the solar cell and therefore only
goes into heating the solar cell.
Considering Quantum efficiency as
the ratio of photons utilized versus
photons that strike the diode per
second, those that contribute only to
heating the solar cell compromise the
ratio and, thus, reduce overall
quantum efficiency.

the solar cell. Considering Quantum efficiency as the ratio of photons utilized versus
the solar cell. Considering Quantum efficiency as the ratio of photons utilized versus
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photons that strike the diode per second, those
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cell compromise the ratio and, thus, reduce overall quantum efficiency.

FF, Voc , Jsc , efficiency: Fill factor was
also analyzed on SCAPS. Fill factor, is a
parameter, which in conjunction with
voltage and current, determines the
maximum power from a cell. The fill
factor essentially determines the quality
of the solar cell. Ideal fill factor would be
the complete (100%) area under the short
circuit current and open-circuit voltage
curve (see figure 7), however in real
application that is impossible as there
are too many factors that can not be
controlled that affect overall fill factor.
SCAPS identifies the fill factor to be in
range of approximately 83%. The open
circuit voltage (Voc) is always at the
maximum where the current is equal to
zero. In this n-i-p solar cell, voltage was
measured at a maximum at 1.15 Volts.
This measurement seems legitimate as
the readings are well below the band gap
of the perovskite (1.55 eV).

Figure 6: Current density (mA/cm2) as a function of Voltage in
illumination.
Figure 6: Current density (mA/cm2) as a function of Voltage in
illumination.
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shown potential for further investigation as well,

the point where the graph takes a change in slope
is the point in which a current in the opposite
direction is generated in compensation to the
photocurrent produced.

Efficient solar cells are still too expensive and many
are too toxic to mass-produce for general
application. While TiO2 and Spiro-OMetad show
potential, other ETL and HTL layers need to be
tested to guarantee better results.

opposite
direction is to
generated
in compensation
the photocurrent
although many issues remain in the long-term.
corresponding
a reverse
current isto produced.
At produced.

Figure 7: Maximum fill factor lies on the largest area under the Isc -Voc curve. Ideal fill factor would
contain 100% of the area under the curve, however, too many extraneous factors that cant be
reasonably controlled take an effect on open circuit voltage and short circuit current.

FF, Voc , Jsc , efficiency: Fill factor was also analyzed on SCAPS. Fill factor, is a
parameter, which in conjunction with voltage and current, determines the maximum
power from a cell. The fill factor essentially determines the quality of the solar cell. Ideal
fill factor would be the complete (100%) area underUniversity
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openof Nevada,
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circuit voltage curve (see figure 7), however in real application that is impossible as there
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Yelp: Future of
Online Digital &
Mobile Advertising.
A survey of Las
Vegas smallbusiness owners
By Joyce Hsu

ABSTRACT
After conducting a scale of 8 small-business owner
surveys, the correlation between owner’s
understanding of Yelp and satisfaction level toward
Yelp’s services and influence show direct impact
on their willingness to advertise on Yelp. The higher
the satisfaction and comprehension level, the
more small-business owners are willing to invest
in a digital advertising platform, such as Yelp. As
statistic show the significant value is 0.211 when
the correlation is compared between
comprehension levels vs. willingness to try Yelp’s
advertisement service. Anything above 0.05 is
considered significant.
INTRODUCTION AND PURPOSE OF THE
STUDY
As a leading trendsetter in the world of online
review platforms, Yelp has forever transformed the
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relationship between consumer and businesses.
Consumers are no longer reactive; instead they are
proactive about sharing their experiences instantly
with the rest of world. As a result many businesses
struggle to put their best foot forward. As our
world transition more and more into the digital
age, the importance and influence of digital
advertising cannot be stressed upon more.
This research examines the correlation between
small-business owners’ comprehension and
satisfaction level toward Yelp directly influences
owners’ willingness to advertise on Yelp.
Surprisingly there has not been any previous study
similar to this, nor has been there many literatures
and scholarly journals. Background information,
trends, market analysis and business reviews were
collected through credible news sources and
number of scholarly articles. To understand Brand
Development Index (BDI) and Category
Development Index (CDI) percentages, statistic
were gathered through Oneview by Simmons
research and MRI Smart System by University
Reporter. Specifically this research cross-referenced
user’s demographic and psychographic profile,
patterns of how people use social media websites,
frequency of visits, search engines used.
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Just understanding the numbers are not enough;
we also need to take a deeper look into
segmentation, specifically consumer lifestyle
segmentation. Nielsen PRIZM under the Nielsen
Segmentation was utilized to reveal consumer
insights and consumption behaviors. This tool was
especially helpful targeting the primary market
when designing the survey.
This research begins by overviewing the company
itself; outlining its position in the industry of online
review business. Followed by a thorough
walkthrough of Yelp’s primary and secondary
audience. Contradict to popular misconception;
Yelp’s primary target market (not to be confused
with audience) is actually the small-business
owners while its secondary market is the users
(also know as “Yelpers”) reason being Yelp’s main
source of revenue derives from local- paid
advertisements. Lastly research methods and data
analysis are explained along with visual summaries
of the tools and responses.
LITERATURE REVIEW
BRIDGING THE GAP: MOBILE ADVERTISING
Yelp was founded in San Francisco in 2004 by CEO
Jeremy Stoppelman. After 12 years of connecting
people with great local businesses, Yelp now has
over 140 million unique visitors per month. As a
free online review website, Yelp users submit
reviews and ratings for places they have visited
such as restaurants, barber shops, medical practices
and more.
Yelp’s profit is generated from sponsored search,
offers/deals and advertisements. Local
advertisements are the main source of Yelp’s
revenue, but business opportunities have trailed
years behind consumer opportunities. Because of
this, Yelp faces problems with reaching businesses
that don’t see the value of advertising on Yelp. A
Nielsen survey from the end of 2015 found that
unaided brand awareness reached 41 percent
among US adults online, this implies many people
are using the product than they realize.
The company’s mission aims to enrich the lives of
consumers and small business owners by bridging
the communication gap. Ratings and reviews are
persuasive tools to guide consumer spending and
Yelp ambitiously seeks to improve the user
experience. Yelp evolved to a mobile-centric
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company to capitalize on the interconnectedness of
people as a result of high smartphone penetration
rates. Yelp’s average monthly mobile unique visitors
was 86 million in quarter four in 2015 while Yelp’s
monthly desktop unique visitors was 75 million
(Yelp, 2015).
In 2015 Yelp occupied only one percent of
market share out of the total market of mobile
advertising. Total revenue of the mobile
advertising industry was $28.5 billion in the
same year (Forbes, 2015).
With the slogan, “We know just the place,” Yelp is
dedicated to connecting its users with the best
local businesses. The top three categories/types of
businesses that are most reviewed on Yelp (not to
be confused with categories that generate the most
revenue) are shopping, restaurants and home &
local services. Categories that are most reviewed
provide the highest network effect value.
“A network effect is what happens when a
product or service becomes more valuable the
more people use it” (Business Insider, 2012).
Yahoo and Yelp struck a deal to feature reviews and
ratings on Yahoo searches for businesses (Loten,
2014). This is a valuable opportunity for Yelp to
grow its business and awareness since most of
Yelp’s traffic is generated from organic searches on
search engines. Yahoo accounts for about 10
percent of all online searches behind Google and
Bing (Loten, 2014, p. 1). Although Yahoo is not the
leading platform people use for searches, merging
interests with a company that still has a fairly high
stake in the search engine market can definitely
boost visibility and use of Yelp.
Primary & Secondary Audience
Typical Yelp users are predominantly 18-54 year-old
affluent college-educated females quenching their
immediate needs for up-to-date local information.
People in urban areas are more likely to use Yelp to
find businesses because there are more options
available compared to suburban or rural areas.
Users perceive risks of poor purchase decisions to
be lessened through the use of Yelp reviews and
value reading many different customer perspectives
(Parikh, Behnke, Nelson, Vorvoreanu & Almanza,
2015). Yelp empowers consumers that rely on
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word-of-mouth to sift through the noise and find
authentic answers. Users value being able to
communicate feedback in a non-confrontational
manner and prefer the Internet as the prime
method of communication with businesses.
The “modern twist on that mantra of manners
might as well be: If you haven’t got anything
nice to say, say it online” (Conde Nast Traveler,
2015).
The Yelp community is self-expression motivated,
opinionated and resourceful. Like other social
media sites, users create profiles to express their
personality. The top reason visitors trust reviews on
Yelp is because it’s a community-driven platform
(Kuehn, 2013). When consumer-citizens offer
personal disclosure and contribute content
frequently, they gain credibility and value in the
community (Kuehn, 2013). Kuehn claims “affiliation
with a virtual community represents a social
benefit to a consumer for the reasons of
identification and social integration.”
Yelp Elite members are the tastemakers of the crew
and have a greater influence than other users
(Parikh, Behnke, Nelson, Vorvoreanu & Almanza,
2015). They are passionate about exploring, going
out and sharing experiences and opinions about
local businesses. Yelp uses hard-to-quantify metrics
of “authenticity, contribution and connection” as
determining factors to become a Yelp Elite member
(Yelp, 2016). Local businesses host Yelp events filled
with free product samples to bolster community
support and send special invites to Elite members.
Yelp’s secondary audience are 35 to 50-year-old
small business owners looking for ways to
optimize reaching customers. They are more likely
to reside in higher-value homes, enjoy golfing,
boating, fitness and tennis and have an average
income of $71,690 (Experian, 2014). Home & local,
restaurants and beauty & fitness are the top
categories of businesses that generate the most
revenue by investing in paid advertising with Yelp. A
total of 111,000 local advertising accounts currently
take advantage of Yelp’s many paid features. From
year to year, advertisers return 77 percent of the
time (Yelp, 2016).
Small business owners are motivated to advertise
because they know Yelp has a surprising level of
influence on the Internet age. Yelp advertiser and

manager of Basecamp Hotel says, “not advertising
on Yelp would mean losing business.”
Yelp’s technology forces businesses to pay
attention to what customers are saying and
they strive to diligently defend their online
reputation.
Small businesses understand the consumer’s want
for up to date and accurate information and use
Yelp as an online storefront to display hours,
photos, links and maps (Techboomers, 2016).
Businesses that advertise with Yelp get upgraded
profiles that provide additional ways to showcase
their businesses including photo slideshows, videos
and call to action buttons. “Enhanced” profiles
remove competitor advertising from the page
entirely. Owners are usually strapped for time and
look for a streamlined gateway to the feedback
economy. The performance based pay-per-click
advertising structure gives clear cut analytical tools
to prove advertising budgets are being well spent
and defines the target market.
When brands make an effort to mend
relationships, 85 percent report being happier
about it. One-third of them are so “delighted”
that they revise negative reviews or remove
them altogether (Sprinklr, 2016).
Yelp’s “treasure trove of data” show businesses the
impact reviews may have on sales as more people
are turning to Yelp as their go-to local guide
(Sprinklr, 2016). A Boston Consulting Group survey
of nearly 4,800 small businesses found that
companies that had a standard Yelp profile but did
not pay to advertise on the site reported
incremental annual revenue of $8,000 from Yelp.
Businesses that paid for Yelp ad campaigns, on the
other hand, saw an average annual revenue
increase of more than $23,000 (BCG Perspectives,
2013).
Outlets Consumer Trust
The bulk of Yelp’s revenue comes from text-based
local advertising. Display advertisements were
phased out to focus on local advertising tactics and
social aspects.
Enhanced profiles cost businesses $100 a month
which allow targeted ads to appear higher on
search results and on competitor pages. In addition
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to upgraded profiles, Yelp uses a cost-per-click
advertising model where businesses set their own
budget and only pay for ad clicks received. The
goal of Yelp’s ad program is to drive revenue
through leads. Over 60 percent of mobile visitors
clicked on ads in 2015 and the average Yelp
advertiser sees a 168 percent monthly lift in
customer leads after advertising with Yelp for 12
months (Yelp, 2016).
According to Nielsen, Yelp advertisers (on
average) reported $3 in revenue for every $1
invested in Yelp Ads.
In 2015, over 9000 new business accounts were
claimed, yet only about 450 new businesses
advertised with Yelp. As an application that is free
and only gains profit from advertisements, it is an
ongoing struggle for the company to return a
profit.
Consumers look for outlets they can trust.
However the prevalence of suspicious reviews has
grown over the years (Luca & Zervas, 2015). The
popularity and influence of Yelp make it susceptible
to malicious behavior for the benefits of the
brands, not the consumer. In the past, professional
critics were relied upon to provide ethical and
honest reviews but with online reviews that level
of trust is diminished. Yelp faces the obstacle of
regaining trust from businesses and consumers
who have experienced the backlash of
manipulated reviews. This marks an imperative
business objective for Yelp, to regain trust. To
combat this, a Yelp spokesman is quoted saying,
“Any that are fake will be swiftly filtered out.”
An article by BBC titled “Yelp Admits A Quarter
of Submitted Reviews Could Be Fake” states, “a
recent academic report found that the
proportion of fake reviews submitted to Yelp
had risen from 5 percent in 2006 to 20
percent in 2013” (BBC, 2013).
It’s a natural human instinct to judge and rate
things around us although Review Pro survey data
show more than one in five Americans have left
online reviews for items or experiences they’ve
never bought (Conde Nast, 2015).
Another threat is the balance between having an
identity on Yelp be public for verification of a
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review and private to keep identities safe (Arora,
Raisinghani, Leseane, Burkes, Martin, Whitlock, Yu,
2011). Yelp uses a combination of algorithmic
techniques, human expertise and heuristics to filter
out reviews (Luca & Zervas, 2015). The system is
not foolproof though and some real reviews get
filtered out and some fake reviews remain since
reviews can’t be truly verified. The weakness of
their business model is causing trust issues
amongst customers (Seligson, 2013).
If people can’t trust Yelp and its reviews, the
service is at risk to become completely
obsolete. When a restaurant accrues hundreds
of reviews, the authenticity factor is likely
perceived to be higher.
Customer service dictates what kind of reviews are
left although satisfactory experiences are more
likely to be shared. Most Yelp reviews are three
stars or higher, 79 percent in fact (Yelp, 2016).
Online reviews cultivate organic conversations and
attract potential customers who are seeking the
opinions from average consumers. A research
study from the Journal of Consumer Research
found that negative reviews can even be good for
business if the review is polite (Forbes, 2014). In the
world of online reviews, everybody is a critic.
Businesses are discouraged from asking reviews so
“Find Us On Yelp” stickers are prominently
displayed on storefronts instead. “People love us
on Yelp” stickers are awarded to companies with
high Yelp engagement.

SUMMARY OF LITERATURE REVIEW
Packaged as a quirky social media platform, Yelp is
an innovative way to find and rate businesses
while building common interest communities. It is
the de facto source for consumer feedback for a
wide range of daily activities and everything in
between. The information technology behemoth
aims to help businesses “harness the power of
word-of-mouth marketing to connect with our
global community” (Yelp, 2015). Before Yelp
established its essence becoming a “substitute for
traditional forms of reputation,” people relied on
Yellow Pages to discover local establishments (Luca,
2011). Yelp is a now a standard verb for consumers
who use Yelp habitually. The entire industry is
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shifting online. “Encyclopedias became Wikipedia,
classifieds became Craigslist and directories became
Yelp” (Ad Age, 2015)
METHODS & DATA ANALYSIS
QUESTIONNAIRE DESIGN AND DESCRIPTIVE
SUMMARY
I administered surveys on eight small-business
owners to learn about their understanding of digital
advertising and current advertising placement and
habit.

Independent variable: How many of Yelp’s feature
does an establishment know
Question to collect this variable: How many Yelp
features do you understand?
On a scale of 1 to 7: 1= Understand 1 feature, 6=
Understand 6 features, 7= Understand zero
features.

Dependent variable: If establishment sees value in
online advertisement
Question to collect this variable: Do you agree
there is returning value on paid online digital
Incorporating my experiences, I utilized openadvertisement?
ended questions, multiple choice and short fill-in
12
On a scale of 1 to 3: 1= Agree, 2= Disagree, 3=
the box questions. The survey was conducted
electronically over Google Form.
All participants can Mutual
Below are a few visuals showcasing SPSStatistic 22
be identified with numerical ID and the name of
Below are a few visuals showcasing SPSStatistic 22
their business. The survey data was then cleaned
up and imported
to excel. On
excel I first
identified the
nominal variable
then further
eliminated any
mistakes or
irregularity
renaming
variables that
were asked in
multiple choice
or scale format.
Last but not least
the excel
document was
downloaded to
SPSStatistics 22.
With numerical
variables I
inputted what
each number stood for.
RESULTS
RESULTS
Hypotheses and testing
As statistic show the significant value is 0.211 when
A. HYPOTHESIS COMPARINGAsCOVARIATION
the
correlation
is compared
between
comprehension
statistic show the significant value
is 0.211
when the correlation
is compared
between
(CORRELATION):
levels vs. willingness to try Yelp’s advertisement
comprehension levels vs. willingnessservice.
to try Yelp’s
advertisement
service.
above 0.05
is
Anything
above
0.05 Anything
is considered
significant.
HYPOTHESIS 1: THE MORE SMALL-BUSINESS
considered significant.
OWNERS UNDERSTAND HOW ONLINE
My hypothesis is supported as statistics show the
ADVERTISING (LIKE YELP) WORKS, THE MORE THEY
more small-business owners understand how online
ARE WILLING TO ADVERTISE.My hypothesis is supported as statistics
advertising
(likesmall-business
Yelp) works,
the more
theyhow
are willing
show the more
owners
understand
to advertise. The significance value is 0.211which is
online advertising (like Yelp) works, the more they are willing to advertise. The significance value is
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0.211which is less than 0.05 therefore very significant. The statistic I employed to test the

less than 0.05 therefore very significant. The statistic
is Bivariate
Correlation
SPSS.
Ihypothesis
employed
to test the
hypothesis
is Bivariate
Correlation SPSS.

** Correlation is significant at the 0.211 level (2-tailed).

CONCLUSION OR FUTHER STUDY
Yelp is a highly trafficked interface.
CONCLUSION OR FUTHER STUDY

13

Primary research conducted with Las Vegas
business owners show majority prefer
customers/clients to confront management in
person with issues, instead of airing grievances
publicly on review websites.

My survey results support my
hypothesis; the more small-business
owners understand how online
advertising (like Yelp) works, the more
they are willing to advertise. However
having a small pool of survey
jeopardizes the objectiveness and
diversity of results. For instance out of
eight surveyed, four are in the food &
beverage business. The background of
these Las Vegas restaurant/ bar owners
are frequently immigrants or first
generation whom typically are more
conservative in their ways of
conducting businesses. If I continue
this study, it is imperative to conduct a
second survey over a wider selection of smallbusiness owners.

Andy Ko, owner of The Sparklings, an Italian and
American fusion casual dining spot, was surveyed
on his goals and objectives for the restaurant. Ko
(Yelp, 2016).
expressed he would like “to reach out to locals
have
many
of95
them
become returning
According
to ComScore
dataa monthly
provided
by Yelp,
themillionand
In 2015
alone, Yelp had
average
of 86
unique
visitors
and
million
customers.” Currently The Sparklings does not
company has one of the top 25 mobile apps in the
(Yelp,
2016).
employ any paid advertising methods. However
marketreviews
but still
intends
to continuously improve
ass Ko is introduced to many of Yelp’s features
the user experience on mobile.
and presented statistics of mobile advertisement
he’s much
From
2014
to
2015,
there
was
a
66
percent
According to ComScore data provided by Yelp, the company hasvalue,
one ofKo
theadmits
top 25 mobile
apps inmore open in
considering investing in online digital
increase in the number of reviews submitted
advertisement
than before.
via mobile,
and
by 2015
more thanimprove
1.5 million
the market
but still
intends
to continuously
the user experience
on mobile.
businesses had more than 50 percent of their
From 2014
to 2015,
theremobile
was a 66
percent
increase in In
theanumber
reviewsof
submitted
grand of
scheme
things, via
the world of digital
reviews
coming
in from
(Yelp,
2016).
advertisement is still relatively new and positively
Currently the top three reviewed categories for
mobile, and by 2015 more than 1.5 million businesses had more than 50 percent of their
blooming. It is important for both the producer
Yelp are shopping, restaurants and home and
local services (Yelp, 2015).
and consumer to understand and be able to
analyze the relationship between businesses and
Small business owners are motivated to advertise
digital advertisers. Research like this is vital
because they know Yelp has a surprising level of
because it provides the analysis needed for both
influence on the Internet age. They are riding the
advertising company and business owners to stay
wave of the new revolution of customer service
ahead of the game. The survey conducted
and take advantage of the Yelp brand name to host
demonstrates both qualitative and quantitative
community events at their establishments. Through data through numbers and text.
these events they show off their product while
fostering relationships with its most dedicated and
vocal consumers. Thriving businesses take the time
to respond to their client base.
In 2015 alone, Yelp had a monthly average of 86

Yelpmillion
is a highly
trafficked
interface.
unique
visitors
and 95 million reviews
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Pharmacological
Modulation of TSPO
Affects Brain Oscillations
in C57BL6 Mice
By Matthew Khumnark

ABSTRACT:
The ability to react to stimuli psychologically and
physiologically is also known as an arousal state.
TSPO, also known as peripheral benzodiazepine
receptor, is an 18 kDa protein with binding sites for
modulators of arousal states such as manufactured
and endogenous benzodiazepines. The native
function of TSPO has not been clearly defined;
TSPO has been implicated in apoptosis, cholesterol
transport, steroid biosynthesis, anxiety disorders,
neurodegenerative disorders, bile acid synthesis,
and regulation of reactive oxygen species. Although
there have been many behavioral and in vitro
studies regarding TSPO, the literature that utilizes
an electroencephalography (EEG) paradigm is
lacking. Here we will investigate TSPO inverseantagonist RO5-4864 and antagonist PK11195 by
analyzing changes in EEG before and after drug
administration. Other research has observed these
drugs to have an anxiolytic effect and to stimulate
aggression respectively. We have found that the
antagonist PK11195 causes a global decrease in
delta oscillations. The inverse agonist RO5-4864
showed a decrease in gamma oscillations. These
changes implicate that TSPO could play a role in
creating synchrony in the brain, because it affects
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delta oscillations. The general decrease in these
two oscillations also implicate that these drugs
have the ability to change arousal state, and could
provide some use in the treatment of anxiety or
depression respectively.
Introduction and Purpose:
TSPO (trans locator protein 18kDa) is also known
as PBr (peripheral-type benzodiazepine receptor),
mitochondrial benzodiazepine receptor,
mitochondrial diazepam-binding inhibitor (DBI)
receptor complex, PK11195-binding sites,
isoquinoline-binding protein (IBP), benzodiazepine
receptor peripheral , pk18, ω3 receptor1 . Although
TSPO has been implicated in the transport of
cholesterol across the cytoplasm into the
mitochondrial matrix2, neurodegenerative
diseases3, neurosteroid synthesis4, energy
metabolism5, bile acid synthesis6, inflammation,
anxiety disorders, apoptosis, and stress response7,
the native function of TSPO has not been clearly
defined. TSPO is also a very useful biomarker for
detecting microglia activation in the CNS during
inflammation 8. The Bzrp gene (codes for TSPO) is
essential for mammals as an embryonic-lethal
phenotype is observed in mice that have had a
loss of function knockout in that gene1, 10.
Although previous studies have implicated that
TSPO played a role in directly transporting
cholesterol into the mitochondria1, 7, more recent
studies that included conditional TSPO knockout
mice have challenged that idea7, 9. TSPO is found
in many different tissue types throughout the
body, with up to 50 fold increase in cell tissues that
synthesize steroid hormones. In the CNS TSPO is
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generally most abundant in glia cells (specifically
microglia and astrocytes)1. TSPO is typically
localized to the outer mitochondrial membrane,
with higher specificity in sections where inner
mitochondrial membrane meets outer
mitochondrial membrane1. TSPO has also been
found to also be localized to the mitochondrial
associated ER membrane (MAM)38. In our study
we propose that TSPO drugs Ro54864 and Pk11195
will both cause decreases in brain oscillations in
C57BL6 mice.
Literature Review:
STRUCTURE AND ASSOCIATED PROTEINS: Because
TSPO is protein, it is important to examine
structure to understand its function. TSPO is a
hydrophobic protein, meaning that it does not
interact with non-hydrophobic particles or ions very
well. TSPO also contains 5 transmembrane helixes,
which are oriented to for a small channel through
the protein1. By purifying a sample of RsTSPO , via
nickel affinity (for homogeneity) and
chromatography (for size exclusion) and then
analyzing that sample with light scattering UV and
refractive index measurements, Fei Li et al were able
to determine that TSPO forms a dimer11. They
found that the interface of the dimer itself shows a
very tight channel, which suggests that TSPO is not
directly involved in transporting cholesterol, but
could work with VDAC and StAR to sequester
cholesterol into the mitochondria7. In addition, the
five transmembrane alpha helixes TSPO also
contain a CRAC (cholesterol recognition amino acid
consensus) and in mammals a cholesterol binding
enhancement motif just before the CRAC. This motif
aids in the binding of cholesterol to TSPO7. TSPO is
also part of an 800 kDa protein complex, along with
VDAC (voltage dependent anion channel), StAR,
PRAX-1, PAP7, ANT (adenine nucleotide translocator)
1, 7. Some research has also implicated TSPO in the
regulation of mitochondrial quality control; by
preventing ubiquitination of proteins downstream
of the PINK1-PARK2i to inhibit mitochondrial
autophagy12.
CELLTYPE LOCALIZATION OF RECEPTOR/LIGANDS:
Though out the 4 decades of TSPO research that
has pass, multiple ligands, synthetic and
endogenous, have been identified for TSPO. And
because TSPO has been implicated in many
different cellular functions, these ligands can also
have a wide array of effects. These effects range

from increasing glucose uptake in adipocytes14, to
Anxiolytic-like effects22, and even suppression of
inflmmasome activation37. One ligand DBI and its
derivative TTN have been found to be expressed in
astrocytes during injury to the brain.38 another
study, done by Wang et al. Reviewed the
interactions between Macroglia and microglia, also
found DBI to be localized to astrocytes but not
microglia40. Despite the extensive study of TSPO
ligands there is a scarcity of literature regarding the
source of these endogenous ligands for TSPO. Thus
it is difficult to determine the specific role of these
ligands have in the body.
POTENTIAL NATURAL FUNCTIONS: Although TSPO
has been found across many different models of
life, cell types, and tissues the native function, as
well as the specific mechanism in which it
operates remains unknown. In the central nervous
system, glia cells are the primary cell type that
TSPO is expressed in, for mammals. Furthermore,
glia cell tends to increase TSPO expression during
neuronal damage and inflammation13. TSPO has
also been found in adipocytes, as a potential
regulator of glucose levels and body weight14. In
addition to different cell type localization, multiple
variants of TSPO have been observed in rat
models, each with a different pharmacological
reactivity to different ligands16. TSPO has also
been found across a range of animal systems, and
can function differently depending on the system.
For example, TSPO in the bacterium Rhodobacter
plays a role in light and oxygen dependent changes
in respiration, as well porphyrin transport. Other
models of life that have their own version of TSPO
include Arabidopsis thaliana (plant), Physcomitrella patens
(moss), Fremyella diplosiphon (cyanobacteria), and
Synechocystis7. Even differences in ligand binding
affinity and downstream effects have been
observed, when TSPO is in different tissues16. For
example, treatment of different intestinal tissues
(duodenum, ileum and jejunum) with the TSPO
ligand Pk 11195 has been shown to cause changes
in calcium-dependent chloride section in the tissue
from the duodenum and ileum but not the
jejunum16.
CHOLESTEROL TRANSPORT: One of the proposed
functions of TSPO is to aid in Steroidogenesis by
binding to cholesterol and with the aid of proteins
such as steroidogenesis acute regulatory protein
(STAR), 14-3-3, adaptor proteins, and voltage
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dependent anion channel (VDAC) the cholesterol is
translocated into the mitochondrial membrane,
where it is converted into different steroid
hormones. Because neurosteriods locally modulate
neurodevelopment as well as excitation, atypical
TSPO expression could lead to disease. Excess
TSPO expression is associated with hypogonadism,
and reduced TPSO expression is associated with
depression and neurodegeneration. Testosterone,
being one of the products of steroidogenesis, is
also linked to TPSO expression15. And although the
proteins that are associated with TSPO are known,
the exact mechanism in which cholesterol interacts
with TSPO + associated proteins in order to move
from the cytoplasm into the mitochondrial
membrane is not known. It was previously thought
that TSPO was directly involved in transporting the
cholesterol into the mitochondrial membrane, as it
had every high binding affinity for cholesterol1, But
as mentioned earlier, investigations into the
structure of TSPO, via determined that TSPO might
function more as a cholesterol sequestering or
regulatory protein than a transporter7.
BILE ACID SYNTHESIS: Due to the role of TSPO in
cholesterol transport, another function related to it
would be in the synthesis of bile acids, as
cholesterol is a precursor of both bile acids and
steroid hormones16. When the gene for TSPO is
disrupted in Leydig cells a complete blockage in
cholesterol into the mitochondria was observed35.
This transport blockage also inhibited both steroid
formation and bile acid formation.
HEART REGULATION: The role of TSPO in the heart
is still largely unknown. But studies of infarct size in
models of ischemia and models of reperfusion
have suggested that TSPO plays a role in the
protection of the heart during times of cellular
stress, via regulation of reactive oxygen species
(ROS) and prevention of apoptosis.
IMMUNOMODULATION: Another function that is
associated with TSPO is in immunomodulation. In
instances of injury to the brain, TSPO expression in
glia cells (primarily astrocytes and microglia) have
been seen to increase. This increase in TSPO
expression is also associated with gliosis19. In the
case of microglia, binding of R-PK11195 and Ro54864 ligands have been shown to increase
proliferation and phagocytosis capabilities, without
causing migration19. Other effects on TSPO
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associated immunomodulation include: increase
levels of ROS, small increases in IL-1β, reduction in
ATP-induced COX-2 gene expression, decreased
release in TNF-α, and an increase in microglia
apoptosis19. The involvement of TSPO in these
processes also make it a good imagining marker of
neuroinflmation for indicating active disease. TSPO
is also involved in ATP induced NLRP3
Inflammasome formation.
APOPTOSIS: As mentioned above TSPO also plays a
role in apoptosis. Because apoptosis can be initiated
in various ways, it is important to differentiate the
apoptotic pathways that are specific to TSPO. In cell
assay studies, where sodium nitroprusside was
used as a nitric oxide donator, TSPO was found to
be a required protein for the apoptotic and
metabolic effects of nitric oxide. but itself was not
found to be S-nitrosylated20TSPO has also been
linked too glutamate-induced apoptosis23.
STRESS ADAPTAION: Stress adaptation is also
partially modulated by TSPO, through the
neuosteriodal regulation of GABA. Although the
exact mechanism in which TSPO modulates these
processes is unknown. In the case of anxiety
behaviors, created by hind paw injection of
complete Freund’s adjuvant, it was found that
ZBD-2 (a TSPO specific ligand) was able to attenuate
those behaviors. Further investigation via
electrophysiological recordings revealed that the
ZBD-2 ligand could also mediate the ratio of
excitatory and inhibitory signaling within the
basolateral amygdala22.
In addition to behavioral stress, there has also
been evidence to suggest that TSPO is involved in
the regulation of ROS within microglia. Under
normal conditions the levels of TSPO in glia cells,
specifically microglia and astrocytes remain
relatively low. When the brain becomes damaged,
TSPO expression is greatly increased, as well as
activation of these cells. A recent study done by
Gailarte et al. proposed a mechanism that links
TSPO to NOX2 , via interaction of gp91phox( a
subunit of NOX2), to show that TSPO may have
an ant oxidative role in maintain redox
homeostasis in astrocytes and microglia. In this
mechanism damage to neuronal cells releases
factors that activate the glia cells. This activation
then leads to ROS and NO cytokine release in
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microglia and conversion of DBI (diazepam binding
inhibitor) into TTP (a ligand for TSPO) in astrocytes.
TTP then upregulates TSPO levels in the
mitochondria for both microglia and astrocytes.
TSPO then interacts with Heme-p65 (in the ER)
which is converted to gP91phox (a subunit for
NOX2). NOX2 then promotes the release of
Cytb558 (used to form a complex that converts
NADH into oxide radicles). Increases in ROS then
allow for Nrf2 (a transcription factor for over 600
cytoprotectant genes) to be translocate into the
nucleus, where it aids in the transcription for other
proteins involved in the regulation of ROS. This
ability to regulate ROS within a cell (in this case
microglia) could be the native function of TSPO, as
one of the previously implicated functions of TSPO
(steroid synthesis) has been challenged recently.
STEROID BIOSYNTHESIS: The involvement of TSPO
in steroid biosynthesis has largely been accepted
as one its roles in mammals. Now that idea has
been challenged by the introduction of TSPO
deletion mouse models. Those mice where created
by conditionally knockout out TSPO , in order to
avoid embryo-death phenotype observed in other
knock out model1 Further investigation of
conditional TSPO knockout models have revealed
mixed results. In a study done by Kanako
Morohaku, et al , they generated TSPOfl/fl floxed
mice and saw that there were no changes
steroidogenesis of estrogen and progesterone, as
well as testosterone. They also found normal
development of testis and ovaries in these TSPOfl/
fl floxed mice. 24. Other studies using similar
models of mice found TSPO was necessary for
ACTH-stimulated steroid biosynthesis. The
inconsistencies within these studies could be due
to the methodology used to cause the absence in
TSPO protein28.
DISEASES: Increased levels of TSPO have been
found in both aggressive and common gliomas
and also in glioblastoma multiform and levels of
TSPO are correlated with the clinical of
glioblastoma multiform26. Increased TSPO
expression has also been associated with
neurodegenerative diseases, such as Alzheimer
disease, as well as microglia and astrocyte
activation30. This suggest that TSPO could be used
in the imaging of GM and common gliomas. The
TSPO ligand Ro5-4864 has observed to counteract
impaired NCV, thermal threshold, by restoring skin

innervation, P0 mRNA levels, and improve Na,
K-ATPase activity in the sciatic nerves of diabetic
rats, in a study by S. Giatti et al. 29
LIGANDS: As mentioned previously many TSPO
ligands, both endogenous and synthetic, have been
identified, and due to the multi-functional nature
of TSPO, these ligands also have a large number of
effects. The ligands Ro5-4864 (agonist) and
PK-11195 (antagonist) have been used extensively
in the study of TSPO. To summarize the effects of
Ro5-4864, it has been shown to increase
proliferation of microglia without causing
migration, increase ROS2, 40, suppression of TNFα, aid in the mitigating the symptoms of diabetic
neurodegeneration, have anxiogenic and
convulsing effects, and in low dosages
neuroprotection33. PK11195 also has similar
immunomodulation effects as Ro5-4864, but it
does not reduce TNF-α expression. It has also been
observed to have anxiolytic properties2. DBI
(another TSPO ligand) seems to be upregulated in
astrocytes fallowing activation of microglia40, 41,
and its derivative TTN (also a TSPO ligand) has
been shown to suppress the ROS production
within microglia, regardless if the microglia was
activated, via LPS, or if it was not activated. TTN
also decreases mRNA expression of TNF-α, as well
as secretion.
IMMAGINING: Increases in TSPO as well as
endogenous TSPO ligands have been associated
with neuroinflammation, as well as other
neurologic diseases33. Thus efforts have been
made to develop novel high affinity radio ligands
for TSPO, to detect these disease states.
Radiolabeled PK11195 has been the primary radio
ligand used in PET to detect microglia activation.
Recent efforts to develop better radio ligands have
been unsuccessful in improving resolution of these
images33.
Summary of Literature Review:
Although TSPO has been implicated in multiple
processes, the native function of this protein is
largely unknown. Some of the proposed functions
of TSPO are in cholesterol transport, the genesis of
steroids, neuroprotection, modulation of apoptosis,
immunomodulation, stress response, and many
more. There have been many different ligands,
both endogenous and manmade, that bind to
TSPO, but the exact mechanism of these ligands is
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derivative TTN (also a TSPO ligand) has been shown to suppress the ROS production within microglia,
regardless if the microglia was activated, via LPS, or if it was not activated. TTN also decreases mRNA
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expression of TNF-α, as well as secretion.
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PK11195: TSPO antagonist

DAA-1106

RO5-4864: TSPO inverse
agonist
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DPA-714

Isoflurane: anesthesia
commonly used on
animals
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FGIN-143
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this study were C57BL6
SSR-180,575
mice, procured form
XBD-17332.
Jackson Laboratories.
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70-72 Fahrenheit room
with 30% humidity and
still poorly understood. In the case of PK11195
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wellwell
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to develop
immunomodulation properties. TSPO expression
colony room had a 12 hour day night cycle with
affinity radio
ligandsto
forreview
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detect these disease states. Radiolabeled
hasAM
beenand lights off at 7:00PM. Mice
isnovel
alsohigh
a useful
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lights onPK11195
at 7:00
disease,
expression
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of Recent were
daily.
the primaryas
radio
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to detect microglia
activation.
efforts tochecked
develop better
radio
cancer or inflammation.
ligands have been unsuccessful in improving resolution of these images33.
EEG IMPLANT SURGERIES: A mouse would first
Methods:
be anesthetized in a chamber of isoflurane. The
The research design that was selected for this
scalp was shaved and loose hair was wiped off
study was EEG analysis of drug injections. The
with an alcohol prep pad. The mouse was then
main components of this design are, the
mounted on a steriotax. A mask that connected
conditions in which the mice are kept, the
to the vaporizer and a scavenge was placed over
procedure for putting a headmount on a mouse,
the mouse’s nose to maintain anesthesia state. A
the conditions of the collection room, and the
petroleum based gel was applied over the
manner in which injections were performed. The
mouse’s eyes to prevent them from drying out.
main objective of this research is to assess the
Then a sagittal incision was made over the scalp
effects that TSPO inverse agonist Ro5-4864 and
and the skin was pulled back with retractors,
antagonist PK11195. Through the use of EEG we
exposing the skull. A drill stationed on the
hypothesize that injections of Pk11195 will cause
steriotax was used to drill, one hole 5mm left of
a decrease in delta oscillations while injections of
bregma and one 5 mm right of bregma. Holes
Ro5-4864 will cause increases in delta oscillations.
were then drilled 5mm below (towards lambda)
the starting holes. Screws with attached silver wire
were then placed into the skull. A two part dental
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acrylic was applied over the screws, using a
spatula. The dental acrylic was allowed to solidify
before continuing on with the procedure. After the
dental acrylic has solidified, the EEG headmount
was soldered onto the silver wires in close
proximity (but not touching) and excess silver wire
was cut off with scissors. Using iris scissors
another incision was made into the back of the
neck, the EMG wires were then placed into the
incision. A layer of dental acrylic was applied over
the sharp edges of the headmount, and EMG wires
to stabilized and insulate them. The dental acrylic
was allowed to solidify. Then the initial incision
was stitched closed, while allowing the headmount
to remain accessible. The mouse was taken off the
steriotax and allowed to wake on top of a heating
pad. It was then moved to its own cage for
monitoring. Mice were closely monitored 3 days
after surgery. After 5 days the mice were available
for recording.
EEG RECORDINGS: The EEG recording room
consisted of 4 test chambers. Each test chamber
had a data collection rig (Pinnacle Technologies)
that was suspended above it. The chamber itself
contained bedding material, nesting material,
rodent food and water. Mice had free movement
throughout the test chamber. To perform a
recording, a pre-amplifier was attached to the
mouse, via EEG headmount. The other side of the
pre-amplifier was attached to the data collection
rig. The data collection rig outputted to a nearby
computer which recorded the data.
Injections: To have a constant baseline, mice were
kept awake 1 hour before drug injections. Drugs
were administered via intraparietal injections. Data
was recorded the 1 hour before and 1 hour after
injections. RO5-4864 was administered at a dosage
of 10mg/kg, PK11195 was also administered at
10mg/kg. After injection, the mice were allowed to
rest over night before another injection trial was
administered.
Data Analysis:
The data collection right consisted of a headmount
(surgically implanted on the mouse), a pre-amplifier, a commutator, a digitizer, and a computer. The
headmount is what detects the electrical fields of
the brain. The pre-amplifier amplifies the signal of
the headmount and connects it to the commutator. The commutator contains a swivel, which

allows mouse to move freely around the test
chamber while recordings are in progress. The
commutator connects to the digitizer. The digitizer
receives the electrical signal from the commutator
and converts that signal into information into 1’s
and 0’s and outputs it to the computer via usb
drive. As mentioned each test chamber contained a
data collection rig.
The program that was used to collect the data was
Acquisition (Pinnacle Technology). Signals were
recorded at a frequency of 1000Hz. The signals that
were recorded include EEG1 (frontal fields) EEG2
(parietal fields) and EMG (measurement of
electrical activity in muscles). Recording periods
were a total of two hours, 1 hour before injection
and 1 hour after. Recordings were stored as a pvfs.
File.
After the data was recorded in Acquisition, it was
then exported as an EDF (European data format)
so that it could be analyzed using a program called
Sleep Sign. In sleep sign time vs power (raw text
output), average FFT, cFFT , among other metrics
were extracted from the data. This data was then
exported to excel for normalization and then
made into graphs using sigma plot. MatLab was
also used to generate spectrograms.
In the figure of PK11195 (next page) shows that
this is a global decrease in power the hour after
Pk11195 was injected. There seems to be a very
large decrease in both delta power and theta
power, with slight decrease in alpha. Gamma on
the other hand has shown an insignificant change.
Because the error bars for delta theta and alpha
did not overlap it would be safe to say that these
changes in bands are significant, although some
statistics have yet to be done on this data set.
In the injection of Ro5-4864 there seems to be an
increase in delta power the hour after injection.
Although this increase might to be significant as
the error bars are very large. There also seems to
be a slight increase in theta power. Alpha and
gamma power changes seem not to be significant.
Like the Pk11195 we have yet to do the statistics
for this data set yet.
Results:
The result shown above support the hypothesis
for Pk11195, but do not support the hypothesis for
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Conclusion:
The main question was how the TSPO inverse
agonist Ro5-4863 and antagonist Pk11195 affected
the arousal state of mice. We attempted to answer
this question by performing injections of these
drugs, and monitoring / analyzing the EEG of these
mice afterwards. There have been striking
differences in the arousal state after PK11195.
Because there was a global suppression of bands
in the Pk11195, this drug might have future
applications in treatment disorders where over
excitation is expressed, such as seizures. In the
case of Ro5-5864 the current data suggests a global
increase in bands, but with only two animals,
further trials are needed to assess the full effect of
this TSPO inverse agonist. Because TSPO has a role
in the transport of cholesterol (used to make
steroids) into the mitochondria, we believe that
TSPO drugs Ro5-4864 and Pk11195 can affect the
steroidogenesis pathway. This change in steroid
production could be the reason for the observed
changes in the EEG after drug administration. With
this experiment we have shown that TSPO drugs
In the figure of PK11195 above shows that this is a global decrease
in powerand
the PK1195
hour after
Pk11195
was
Ro5-4864
causes
large
changes in the
EEG of C59BL6 mice, but we have yet to discern
injected. There seems to be a very large decrease in both delta power
and theta
power, of
with
slight
the native
function
TSPO.
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System-on-Chips
Analysis of Cyber
Physical Systems:
A Smart City
Prototype
By Joy Lamug

ABSTRACT
Intelligent Transport Systems are the future of the
transport industry, enabling vehicles and
infrastructure to communicate data in order to
streamline traffic and reduce collisions. However,
the real life implementation of such systems is still
underway. Prototyping aspects of an ITS allows
issues and benefits to be discerned from a smaller
scale. To observe the viability of autonomous
vehicles and their interactions with a Road Side
Unit (RSU), an emulation and simulation is
performed. Raspberry Pi is used to run two cars
for the emulation. Raspberry Pi is a cheap, compact
computer that allows for the ease of programming
and running a model car. The emulation extracted
the necessary time taken by one car to
communicate with the other. The simulation was
done using Simulation of Urban MObility (SUMO)
and tested for the efficiency of RSUs and adaptive
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traffic lights. The experiments proved that ITS are
definitely viable in terms of making traffic more
efficient. However, the design of communication
between vehicles is a vital aspect that must be
made sure to avoid failure.
INTRODUCTION
The purpose of this study was to both emulate
and simulate aspects of Intelligent Transport
Systems (ITS) using a System on Chip (SoC) to
observe the viability, performance and practicality
of a future ITS implementation in a citywide
system. The simulation will utilize Simulation of
Urban Mobility (SUMO) to implement rudimentary
adaptive traffic lights that prioritize emergency
vehicles. Adaptive traffic signals use sensors at
intersections to optimize traffic light phases (9).
The emulation of autonomous cars will be run
using a Raspberry Pi 3 alongside IR break-beam
sensors. ITS utilize sensors, communications and
information technology to improve traffic safety,
traffic congestion, passenger convenience and fuel
consumption. Sensors and sensor-based
technologies aim to assist the driver or allow the
computer to take over in response to a problem in
the environment (2). Data is sent bidirectionally
using Direct Short-Range Communications (DSRC)
from Vehicle-to-Vehicle (V2V), Vehicle-to-
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Infrastructure (V2I) and Vehicle-to-Anything
(V2X) (5).
The main benefits of autonomous vehicles
include reducing mobility costs by sharing cars,
simplifying the introduction of alternative fuels,
reducing traffic accidents and fatalities, better road
utilization due to fewer roads being needed,
reducing climate change through higher
passengers per mile per gallon, allowing elderly
and physically challenged people to live more
independently and improve disaster response (12).
Autonomous vehicles will predict potential
accidents and react accordingly, thus reducing the
amount of traffic deaths in the United States. 93%
of the six million vehicular accidents in 2010 were
due to human error (5). 18% of crashes with
injuries are attributable to distractions caused by
smartphones, an issue that is more prevalent with
younger generations.
Autonomous vehicles are already being
implemented by major companies. Nissan, Tesla,
GM, Ford, Audi, Benz, Google and BMW are all
companies that expect vehicles of varying levels
of autonomy to be available for commercial use
before 2025 (13).
Tesla is attempting to build its own fully
autonomous car. Initially, cars will have features
such as adaptive cruise control, front and rear
crash sensing, blind spot detection, lane departure
warning and night vision and infrared systems
with automatic pedestrian highlighting. Moving
forward, features such as fully autonomous
driving, the ability to navigate through dense
traffic and on the highway, changing lanes,
navigating intersections and self-parking are to
expected (14).
Mercedes-Benz Intelligent Drive is a driving
assistance system that helps users avoid accidents
or minimize damages. Distronic Plus, Steering
Assist and Stop&Go Pilot will keep the car
within the lane. The Brake Assist system Bas Plus
and Cross-Traffic Assist will detect traffic and
pedestrians and can increase the braking force
of the car. Active Lane Keeping Assist determines
whether a lane is currently occupied and if the car
can cross into another lane. Adaptive Highbeam
Assist Plus controls the main-beam headlamp and
reduces glare for other drivers on the road. Night
View Assist Plus alerts the driver to pedestrians
and animals in dark areas (15).
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LITERATURE REVIEW
ITS allow cars and infrastructure to communicate
with each other and uses this data to make
driving safer and more efficient. ITS consists of a
wide variety of technologies. Some applications
may function primarily on a vehicle. For example,
Adaptive Cruise Control (ACC) is derived from
Advanced Driver Assistance Systems (ADAS) and
constantly adjusts vehicle speed and positioning
between vehicles. Obstacle warning technology
warns the driver of a potential collision. Lane
detection technology warns the driver if they
begin to stray from their lane and guides the
vehicle back to the correct position if the car’s
position is not corrected. Collision notification and
avoidance determines the severity and location of
incidents and relays this information to
emergency services to respond accordingly. ITS
can also be applied to infrastructure. Commercial
vehicle preclearance technology allows credentials
to be checked for vehicles while driving to reduce
or maintain the flow of the traffic. Transmit
management technology utilizes surveillance and
communications to improve operational efficiency
and safety. For example, corridor traffic
management informs the driver if their trip would
be subject to congestion (1).
The 2012 KMPG white paper proposes the
convergence of sensors and communications
technologies for use in autonomous vehicles.
Sensor-based technologies include cameras and
software that assist the driver or allow the
computer to take over in response to a problem
in the environment. However, sensor-based
technologies are limited due to two main factors.
The information they extract from the
environment lacks context. In short, the AI and
algorithms developed for these sensors cannot
adequately replace human intuition. In addition to
sensors, there are wireless technologies that allow
for vehicles to communicate with each other as
well as infrastructures. The most popular form of
wireless communication is DSRC. Converging
sensor and wireless technologies would offer a
multitude of benefits. DSRC would remove the
need for certain sensors, allowing for a simpler
and cheaper car. V2V communication also
provides the system with more information than
it would have obtained simply through sensors
(2).
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The 2013 KMPG paper discussed the receptivity of
potential autonomous vehicle users. Researchers
found that by communicating that autonomous
vehicles would result in shorter commutes while
also allowing for self-driving to be disabled,
people in their focus groups were likely to
convince users to accept the technology. Car
ownership may change as well. Fewer than 12% of
vehicles are on the road at the daily peak time of
vehicle usage. If smart cars are able to come to
houses on short notice the need and want to own
cars may diminish (3).
Wireless Sensor Networks (WSN) are systems that
contain many small sensor nodes that sense,
compute and communicate wirelessly. Sensor
nodes are connected to gateway nodes that
collect and process the data and send it to a
traffic management center. Fixed sensor nodes on
roadside infrastructures are limited in terms of
memory, power and computation. Fixed sensors
must be accurate, secure, reliable and long-lasting.
The goal of WSN is to be able to operate for long
periods of time with as little maintenance as
possible. Sensor nodes are usually powered by
battery, and battery life is usually one of the main
limitations of WSN. The act of communicating
data is the main cause of power consumption.
There are a variety of sensors available for use in
WSN. Sensors detect a variety of things, including
magnetic fluctuations, temperature, sound,
lighting, humidity, weight and vibration. WSN
utilizes multiple sensors at the same time. These
sensors all have their respective advantages,
disadvantages and best areas of application; it is
usually more efficient to combine two sensors
together. While some sensors such as magnetic
sensors provide the advantage of being cheap, fast
and sensitive, they are unable to detect bicycles
and pedestrians, which may be important certain
environments. They can be combined with
pyroelectric sensors to compensate for their
shortcomings (4).
Vehicular Applications and inter-Networking
Technologies (VANET) derives from Mobile Ad Hoc
Network (MANET). This ITS model contains
moving nodes that represent vehicles. (5)
proposes a scenario in which there are five lanes
on the road; the left lane is the fastest, the second
lane is slower, etc. with the last lane as a stop lane.
Using Speed-Based Lane Changing System (SBLS),
cars only change lanes if they meet certain speed

and gap distance requirements defined in the
algorithm. There is an On Board Unit (OBU) that
prompts the driver to change their speed or lane
when they are not meeting the lane’s
requirements. If a car doesn’t follow this warning,
other cars and RSUs within the vicinity are relayed
this information. The RSU will also transmit this
data to a traffic monitoring authority who may
later penalize the offending vehicle. A simulation
was done using SUMO, MOVE and NS2 to
implement the algorithm.
The application described in (6) assists merging on
a freeway lane drop, from three to two lanes.
Communication is done between vehicles and an
RSU and gives drivers individual speed limits and
merging positions displayed on a HUD. To control
traffic, early merge strategy and late merge
strategy are looked considered. In lane drops,
drivers stay too long on the closed lane, causing
breaking when forcing merges. If drivers merge
too early, freeway capacity becomes suboptimized.
This is an issue when traffic is dense. The early
merge strategy utilizes warning signs before the
lane drop. A merge point is chosen, and a no
passive zone is added after the merge point.
Dynamic early merge strategy is used when traffic
density increases and the merge point is moved
farther upstream. Early merge is good when there
is low traffic density and high speeds. Late merge
strategy has drivers stay in their lane until they
reach the merge point. Thus, all three lanes are
used optimally, most importantly when
congestion is occurring. However, this does not
allow for high speeds. The traffic simulation is
done by AIMSUN using a microscopic model. The
merging assistance application is based off
dynamic early merge, dynamic late merge as well
as dynamic gradual speed limit. The RSU analyzes
the traffic conditions and creates control
messages. Drivers upstream are also told to stay
in lane while heavy vehicles downstream are told
not to pass so that they don’t go on the lane
being merged to. Using these techniques, the
maximum flow rates were improved by 10%
which was noted to be significant.
Hybrid simulations are a combination of discrete
event simulation and mathematical modeling that
reduces computation time when compared to
models that only include simulations. For
example, beacon messages are transmitted in
these simulations at regular intervals to relay
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information about the car’s location and speed to
neighboring vehicles. The load placed on the
channel by these messages can be high and affect
other data transmissions of higher importance.
This hybrid simulation seeks to be scalable, be
able to be performed in a few minutes and be
easy to use and configure. Runtime is affected by
the number of scheduled events in
communications; this is based on the number of
vehicles, beaconing interval and the traffic density.
To determine the effects of beaconing in runtime,
wireless nodes with varying distances and traffic
density are set up in NS-2. VISSIM (a traffic
simulator), VCOM (used for inter-vehicular
communication simulation) as well as an
application module are used to implement their
hybrid simulation. VISSIM runs in time steps. The
simulation utilizes 900 m of a motorway in
Germany. Wireless messages are sent out to slow
the cars down from 120 km/hr to 60 km/hr and
the speedway is decremented at intervals of 15
km. Measurements of differing penetration rates
were taken, and lower penetration rates had a
higher average velocity. Compared to the runtime
performance of the discrete-event simulator,
VCOM outperformed when comparing 6 seconds
to up to approximately 30 minutes (7).
Congestion occurring at highway intersections or
busy roads contribute to much of today’s traffic.
In this simulation (8), cars will attempt to adjust
their speeds to fit in a gap at an early time and
will hopefully minimize slowdowns on the main
road. This information is processed and sent to
their neighbors using DSRC. Proactive merging
algorithms use position, velocity and acceleration
information to make merging decisions before the
merging point. The car reaches the decision point
and calculates where it should merge, adjusting its
velocity to make the transition smooth. To
compare the effectiveness of practice merging,
priority-based merging is used as a benchmark. In
this strategy, cars on the main road are given right
of way by cars on the ramp. Ramp cars maintain
their velocity until they arrive at the merging
point, the point where the two roads meet. There
are different methods of determining merging
order. Distance-based uses position to give right of
way to the car with the least distance to the
merging point, assuming the velocity of the
vehicles are mostly the same. The velocity-based
algorithm uses position and velocity to give
precedence to the first car at the merging point.
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Each performs well in different scenarios. The
platoon-velocity-based merging algorithm (PV)
compares the car on the ramp with a group of
cars on main road on and creates a slot between
the cars, allowing the car on the ramp to merge.
Delay, throughput and traffic flow are used to
determine performance. Delay is the total time it
takes to fill the main road with a certain number
of ramp cars. It is how fast the system takes in
incoming cars. A minimal waiting time is desired.
Throughput is the number of cars that complete
merging over a period of time. This is determined
at the end of the merging section for both main
road cars and ramp cars. Flow describes the
density and velocity of the cars. The maximum
flow is called the capacity. Overall, it was found
that, before the loop is saturated, delay in
proactive merging decreases by one-third when
compared to priority-based algorithms.
ITS seeks to solve congestion by utilizing road
capacity to its fullest potential rather than
expanding infrastructure. Traffic efficiency
applications do not require high penetration and
perform services such as traffic flow optimization
and lane management. ITS utilizes cars, RSUs,
personal devices and a Traffic Management center
that collections and processes data. This data can
be distributed through FM radio through the
Traffic Message Channel (TMC) or the Transport
Protocol Experts Group (TPEG). To reduce fuel
consumption and car emissions, cars must
minimize the stopping done and must instead
smoothly slow down and accelerate. This is done
by improving traffic signals and using Green Light
Optimal Speed Advisory (GLOSA). GLOSA advises
drivers speeds to let them drive through green
lights. Vehicles utilize Signal Phasing and Timing
(SPaT) data delivered through cellular networks.
The speed is calculated by in-vehicle systems; the
speed is either displayed or executed by adaptive
speed control mechanisms. Traffic signal
schedules are retrieved wirelessly. Adaptive traffic
signals utilize wireless nodes at intersections to
determine the amount of vehicles within the area
and calculates optimal traffic signal phases. This
must be done approximately since there are
multiple parameters to take into consideration,
thus there is no exact method for solving the
problem (9).
In (10), OSM and JOSM were used to extract
Luxenbourg’s road network data and make
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edits to road segments. Data regarding road
information, traffic lights, bus stop locations,
building shapes and miscellaneous information
were retrieved. To ensure that the simulation
ran properly in SUMO, changes were made to
the topology. ACTIVITYGEN used data from the
Luxembourg National Institute of Statistics and
Economic studies to generate traffic demand
for the simulation. SUMO’s duarouter was used
to create routes for vehicles and buses. The
traffic consists of buses, transit and local traffic.
Local vehicles stay within the city and transit
vehicles begin and end outside of the city and
mainly utilize the highway. Buildings are added
so that network simulation becomes more
realistic. The simulation contains parking lots and
general buildings which can represent housing,
construction, etc. Veins is used with SUMO and
OMNet++ to test V2X methods. The vehicles’
routing devices use the First Wardrop Principle of
equilibrium. In this approach, users are selfish and,
knowing the entirety of the traffic variables, makes
the best routing decision for itself. Clustering refers
to the number of vehicles detected on a trip. To
determine this, OMNet++ and Veins are used to
simulate an OBU with an 802.11p device that
broadcasts beacons every second to determine
how many vehicles are nearby.

METHODS
This experiment emulates and simulates
communications between autonomous vehicles
and RSUs. In the emulation, the cars send
each other data and process that data. In the
simulation, adaptive traffic lights are implemented
using SUMO to show how travel time is affected
and improved by RSUs. Table 1 presents equations
used by autonomous vehicles and RSUs.
Table 1. Shows equations that autonomous
vehicles and RSUs use to make traffic more
efficient.

The simulation scenario in (11) sought to verify
the quality of several road network conversions
of OSM data for SUMO usage. These conversion
methods seek to allow for more realistic
representations of road traffic. Trigonometric
NETCONVERT is presented as the main method.
The traffic being monitored in this simulation is
an hour of morning rush hour traffic as it is the
most difficult scenario to deal with. Gawron’s
traffic assignment algorithm is used to determine
the least expensive or fastest route for each
vehicle based on the number of cars on the road
segment. Upon each iteration, traffic is relocated
to less congested areas until equilibrium is
reached. The experiments show that the modified
NETCONVERT results in reliable representations
of intersections and the synchronization of traffic
lights.
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emulation, the cars send each other data and process that data. In the simulation, adaptive traffic lights are
implemented using SUMOUNLV
to show
how travel time is affected and improved by RSUs. Table 1 presents
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equations used by autonomous vehicles and RSUs.
Notation
FC

Description
Fuel
Consumption

Equation
𝐹𝐹𝐹𝐹 = a𝑃𝑃(𝑡𝑡)( + b𝑃𝑃(𝑡𝑡) + g
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Travel Time

,

(2)
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Speed

,
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(4)
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CF

Fuel Cost

𝐶𝐶𝐶𝐶 =

S×T
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AD

Average Delay

𝐴𝐴𝐴𝐴 =
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(11)
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𝐴𝐴𝐴𝐴 =

U
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Table 1. Shows equations that autonomous vehicles and RSUs use to make traffic more efficient.
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where FC represents fuel
consumption, P(t) is the
power consumption
function, and a, b, g are
the coefficients of the
non-linear model. Power
consumption can be a
function of solar energy,
electricity, and/or fossil
fuels.
where T is the travel time,
d is the distance travelled,
and s is the velocity.
where S is the speed, d is
the distance travelled,
and t is the time.
where D is the distance
travelled, s is the velocity,
and t is the travel time.
where WT is the waiting
time and p is the priority
of the trip.
where P is the priority of
the trip, p(x) is a
polynomial function, and
X is a set of values
denoting priority (1 being
the lowest and 10 being
the highest).
where F is traffic flow, ρ
is the density of cars and s
is the velocity.
where ρ is traffic density
and g is the center-to
center distance between
two vehicles.
where GP is GPS
position, x, y and z are the
GPS receiver’s unknown
coordinates, tc is an
unknown time correction
for the GPS receiver’s
clock, c is the speed of
light, tt,1, tt,2, tt,3, tt,4 are the
times that GPS satellites
1, 2, 3 and 4 transmitted
their signals, tr,1, tr,2, tr,3,
tr,4 are the times that the
signals from the GPS
satellites are received, x1,
y1, z1 are the coordinates
of GPS satellite 1, etc.
where CF is cost of fuel
for a trip, D is the distance
to be travelled, P is the
cost of gasoline per gallon
and E is the fuel
efficiency of the car
(miles per gallon).
where AD is the average
delay experience by a
vehicle, TD is the total
delay experienced by m
vehicles and m is the total
number
of
delayed
vehicles.
where AQ is the average
queue length, TD is the
total delay experienced by
m vehicles, t1 is the time
congestion begins and t2
is the time congestion
ends.
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it. The program also noted the time taken by the
EMULATION
client to connect with the server. Thirty iterations
The Raspberry Pi 3 is the third generation of
Raspberry Pi. It used May 2016 Raspbian Jessie OS of sensor states are sent before the client sent a
(kernel version 4.4) on a Samsung EVO 32GB Class message indicating that the last sensor state was
the final one. When prompted “final”, the server
10 Micro SDHC Card. The programming language
Emulation
determined whether there were more instances
used was Python 2.7.9. The libraries used in the
“broken”
and sent this
programs
were
socket,
time
and
RPi.GPIO.
The Raspberry Pi 3 is the third generation of Raspberry Pi. It used May 2016 of
Raspbian
Jessie or
OS “unbroken”
(kernel
information to the client. The client printed out
The car
(Raspberry
Pi Car
in Figure
wasCard. The programming language used was
version
4.4) on
a Samsung EVO
32GBAClass
10 Micro1)
SDHC
which count was larger. Figure 3 showcases the
programmed to run forwards and backwards at
experiment being run on the Raspberry Pi.
Python 2.7.9. The libraries used in the programs were socket, time and RPi.GPIO.
one speed; it could also stop. Infrared (IR) breakbeam sensors were then programmed to detect
The car (Raspberry Pi Car A in Figure 1) was programmed to run forwards and backwards at one speed; it
motion. The emitter sent out IR light to a receiver.
could
also an
stop.object
Infrared (IR)
break-beam
sensors the
were then
programmed
When
passed
between
sensors,
a to detect motion. The emitter sent
signal
was
toWhen
the an
Raspberry
The the
IR sensors,
sensora signal was sent to the Raspberry
out
IR light
to a sent
receiver.
object passedPi.
between
used in the experiment worked up to 50 cm and
Pi.
The powered
IR sensor usedwith
in the 5V
experiment
worked up to 50 cm and was powered with 5V.
was
.

Figure 2. This figure depicts the passive/active experiment. When the link
to the sensor’s state. The passive car
then counted how many instances of “broken” and “unbroken” were
between the receiver and transmitter is unbroken, the active car does not move

Figure 1. The emulation setup consists of Raspberry Pi Car A and B, the IR
receiver and transmitter.

and vice versa.

The experiment
to program
emulate twoalso
autonomous
communicating
withclient
each other
and usingwith
sent to sought
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noted vehicles
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the server. Thirty iterations
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and
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ofother
an active
car and
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were
sensor
states
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implemented
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the B
link
between
thesimilarly
sensors wasto
unbroken, the active car would stop
“unbroken” and sent this information to the client.one.
The When prompted “final”, the server determined
Car A. The experiment consisted of an active car
moving to avoid collision with the preceding vehicle. When the link between the sensors was broken, the
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whether
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clientfreeprinted
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wassentlarger.
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“broken”
active
car powered
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and
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as
a or “unbroken” to server according
client, and the passive car powered the
“unbroken”
and sent this information to the client. The
showcases the experiment being run on the Raspberry
Pi.
transmitter and acted as a server. The server and
client were implemented using sockets. When the client printed out which count was larger. Figure 3
Figure 3. The emulation experiment consists of an active car sending the passive car the
link between
the
was
state sensors
of its IR sensors.
The unbroken,
connection time is the
also noted.
active car would stop moving to avoid collision
showcases the experiment being run on the Raspberry Pi.
Simulation
with the preceding vehicle. When the link between
the sensors was broken, the active car was free to
Figure 3. The emulation experiment consists of an active car sending the passive car the
continue
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SIMULATION
Simulation of Urban MObility is an open source,
microscopic traffic simulator of road networks. It
is able to simulate vehicles, pedestrians and public
transport, traffic light scheduling and vehicle
tracing for V2X. With this, one can test of the
effectivity of vehicle routes and emissions, traffic
light algorithms. It has been used to predict traffic
during the Pope’s visit to Cologne for the Soccer
World Cup in 2006 as well as various other
projects (16).
The goal of the SUMO simulation was to
determine the efficiency of adaptive traffic signals
with regards to prioritizing emergency vehicles.
The simulation setup consisted of two
intersections as shown in Figure 4. Cars entered
the scenario at all six entrance points with a total
of 100 cars in the simulation. The intersections are
nodes, and the road segments are edges. There
were three types of vehicles: Car 1, Car 2 and
Emergency. Emergency was used to represent an
ambulance, a vehicle that has a high priority in
traffic. The parameters used for the cars in the
simulation are shown in Table 2. Car 1 and 2 were
used to represent passenger vehicles and only
differ in their sigma values. Car 1 and Emergency
have the default sigma value of 0.5. Car 2 was
given a higher sigma value to simulation
potentially reckless drivers. The Emergency vehicle
traveled slower than Car 1 and 2 to take into the
account the need to ensure safety for its
passengers. It is also given a longer length and the
color red for recognition purposes in the
simulation.

he Emergency vehicle entered the scenario at the
western point of the scenario. The randomization
of traffic was not implemented in this simulation;
all cars, with the exception of the Emergency
vehicle, have preset routes. Because of this,
induction loops were only placed on the route
heading eastward as the setup would yield similar
results travelling westward. With the exception of
the Emergency vehicle, cars in the simulation only
travelled in straight lines.
Induction loops were placed at positions 25 and
75 on the two edges preceding the traffic lights as
seen in Figure 4. This was done to ensure the
detection of the vehicle in case it made several
lane changes. When triggered, the induction loop
in the right lane changed the traffic light’s state to
allow cars to travel east and west. When the
induction loop in the left lane was triggered, all
vehicles except for those travelling east were
stopped, allowing the emergency vehicle to either
continue travelling eastward or to make a safe left
turn (Figure 5).
Twenty cars entered the scenario from the west
entrance, including the Emergency vehicle. The
Emergency vehicle was placed at the beginning
(position 1), middle (position 10) and end (position
20) of the west entrance vehicles in the various
simulation runs. The simulation was run without
the induction loops and with the induction loops
to measure the time step difference and effectivity
of the presence of an RSU.

For the experiment, 15 Emergency cars with
differing routes and positions were simulated. The
cars were divided into five groups based on their
designated route: RRD,
ID
Acceleration
Deceleration
Length
Min Gap
Max Speed
Sigma
Car 1
3.0
6.0
5.0
2.5
30.0
0.5
RRU, RRR, RU, and RD. “R”
Car 2
3.0
6.0
5.0
2.5
30.0
1.0
Emergency
3.0
6.0
5.0
2.5
20.0
0.5
refers to travelling one
Table 2. There were three types of cars in the simulation: Car 1, Car 2 and Emergency. The first two vehicles were used to represent typical passenger automobiles
while the Emergency vehicle represented an ambulance.
edge to the right, “D” is for
down and “U” is for up.

Figure 4. The scenario for the simulation consisting of two
intersections. It contained induction loops at positions 25 and 75
on the two edges preceding the traffic light intersections.

Figure 5. When the left lane’s induction loop was triggered, all but eastward traffic was
stopped to ensure that the Emergency vehicle can continue eastward or make a left turn.

The Emergency vehicle entered the scenario at the western point of the scenario. The randomization of
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traffic was not implemented in this simulation; all cars,
with the exception
of the Emergency
vehicle, have
University
of Nevada,
Las Vegas
preset routes. Because of this, induction loops were only placed on the route heading eastward as the setup

in the real world, the variables that could affect communications are greater, and we may see larger
instabilities in real time communications. Since ITS relies on communication of data at its core, this is an
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important consideration when designing ITS systems.
Iteration
1
2
3
4
5
6
7
8
9
10
11
12
13
14
17
15
18
16
19
17
20
18
21
19
22
20
23
21
24
22
25
23
26
24
27
25
28
26
29
27
30
28
29
30

17
18
19
20
21
22
23
24
25
17
26
18
27
19
28
20
29
21
30
22
23
24
25
26
27
28
29
30

Run #1
Run #1
Run #2
Run #2
Run #3
Run #3
Run #4
Run #4
Connection
Received
Connection
Received
Connection
Received
Connection
Received
Time (ms)
Time (ms)
Time (ms)
Time (ms)
206.1710358
broken
6.323099136
broken
174.093008
broken
89.854002
broken
5.409955978
unbroken
5.530834198
broken
8.772134781
broken
5.566120148
broken
6.865024567
broken
5.660057068
broken
8.529901505
broken
5.350828171
broken
5.534887314
broken
7.01212883
broken
8.895874023
broken
5.316019058
broken
6.383895874
unbroken
5.793094635
broken
5.295991898
broken
5.875110626
broken
5.547046661
unbroken
5.798101425
broken
5.392789841
broken
5.40804863
broken
8.635044098
broken
9.083032608
broken
8.880853653
broken
5.641937256
broken
5.702018738
broken
5.587816238
broken
7.710933685
broken
8.193969727
broken
5.530118942
unbroken
6.464004517
unbroken
8.925914764
broken
6.97183609
broken
7.558107376
broken
5.3191185
broken
8.211135864
broken
7.349014282
unbroken
5.570888519
broken
5.578994751
broken
7.849931717
broken
7.066965103
broken
5.479097366
broken
6.295919418
broken
5.484104156
broken
5.618810654
broken
6.318092346
broken
5.635976791
unbroken
5.270957947
broken
5.659103394
broken
5.542993546
broken broken 5.54895401
broken broken 6.15811348
unbrokenbroken 6.79898262
unbrokenbroken
16.27993584
5.483150482
7.000923157
6.179094315
16.27993584
5.483150482
7.000923157
6.179094315
broken
6.417989731
broken broken 5.353927612
broken broken 6.474971771
broken broken 5.728006363
unbroken
5.233049393
5.558013916
9.238958359
5.650043488
broken
5.233049393
5.558013916
broken
9.238958359
5.650043488
broken
5.357027054
broken unbroken 5.474805832
broken broken 7.488012314
unbroken
5.656003952
5.60593605unbrokenunbroken 5.504131317
5.289077759
5.646944046
broken
5.656003952
unbroken
5.60593605
unbroken
5.289077759
broken
5.646944046
broken
16.27993584
broken
5.483150482
broken
7.000923157
6.179094315
5.680084229
unbroken
5.549907684
broken
5.766153336
broken
5.661964417
unbroken
5.680084229
unbroken
5.549907684
broken
5.766153336
broken
5.661964417
unbroken
5.233049393
broken
5.558013916
9.238958359
5.650043488
broken
5.680084229
broken
5.378007889
broken
8.707046509
broken
5.776882172
unbroken
5.680084229
broken
5.378007889
broken
8.707046509
broken
5.776882172
unbroken
5.656003952
unbroken
5.60593605
unbroken
5.289077759
5.646944046
broken
5.524873734
broken
5.630970001
unbroken
8.29911232
broken
5.594968796
broken
5.524873734
broken
5.630970001
unbroken
8.29911232
broken
5.594968796
broken
5.680084229
unbroken
5.549907684
broken
5.766153336
5.661964417
unbroken
6.595134735
broken
5.542039871
broken
7.869005203
broken
5.631923676
broken
6.595134735
broken
5.542039871
broken
7.869005203
broken
5.631923676
broken
5.680084229
5.378007889
8.707046509
5.776882172
unbroken
5.456924438
unbroken
5.559921265
broken
6.265878677
broken
8.822202683
broken
5.456924438
unbroken
5.559921265
broken
6.265878677
broken
8.822202683
broken
5.524873734
broken
5.630970001
unbroken
8.29911232
5.594968796
5.536079407
broken
5.697011948
unbroken
15.11788368
broken
8.949041367
broken
5.536079407
broken broken
5.697011948
unbroken
15.11788368
broken broken
8.949041367
broken broken
6.595134735
5.542039871
broken
7.869005203
5.631923676
16.27993584
5.483150482
broken
7.000923157
6.179094315
5.459070206
broken
3.121852875
unbroken
7.843971252
broken
5.608081818
unbroken
5.459070206
broken
3.121852875
unbroken
7.843971252
broken
5.608081818
unbroken
5.456924438
unbroken
5.559921265
broken
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Spontaneous
Seizure Analysis in
the Brains of
GABAAa2 Wildtype,
Heterozygous, and
Homozygous Mice
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Abstract
Seizures occur when there is an abnormal
electrical activity in the brain. Based on the
behavior of the brain activity, seizures can be
divided into two main categories: generalized and
partial. Generalized seizures, which is a symptom
of epilepsy, involve both sides of the brain –
electrical impulses run throughout the entire brain.
Partial seizures start from a specific area in the
brain and may either stay in that area or may
spread to the entire brain. Mice are mutated to
become GABAAa2 wildtype (WT), heterozygous,
and homozygous which will result in some of the
mice having spontaneous seizures. These seizures
will be recorded through EEG and the EEG will be
analyzed for seizures. The analyzed seizures were
then graphed and the results were - none of the
WT mice had seizures, some of the het mice had
seizures and all of the homo mice had seizures.
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While both het and homo mice have seizures, the
difference is that homo mice show an earlier
seizure onset than het mice which led to a more
rapid progression toward death. The results of the
three type of mice will provide a model that will
be useful in studying and elucidating the type of
seizures the mice are having. This will lead to a
better understanding of how that specific type of
drug can be used therapeutically with seizures.
Introduction
1. WHAT IS A SEIZURE?
The brain is composed of thousands of neurons –
cells that carry messages between the brain and
other parts of the body by interacting with each
other. The interactions that happen in the brain can
be observed and seen through
electroencephalogram (EEG), which is a test used
to detect abnormalities related to the electrical
activity of the brain. In a typical brain, neuron
interactions occur in a chaotic but balanced and
orderly fashion with few disruptions. Occasionally,
small neuron misfires may occur with little
consequences. When multiple neurons misfire at
the same time – depending the location in the
brain and the severity – it may cause muscle
spasms and twitches. This is a seizure – a sudden,
electrical discharge in the brain which causes
changes in behavior, sensation, or consciousness.
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There are three stages in a seizure: aura, ictus, and
postictal state. The first phase, known as aura,
involves alterations in smell, taste, hearing, visual
perception, and emotional state. Aura can branch
into three different categories of seizures; simple
partial seizure, complex partial seizure, and
generalized seizure. If an individual experience just
the aura phase, then it is a simple partial seizure.
Complex partial and generalized seizures involve
more than just the aura phase. If the seizure
spreads to the point it affects the person’s
consciousness, it is known as a complex partial
seizure. If the seizure takes over the rest of the
brain, it is identified as a generalized seizure. The
second phase is ictus, which means attack or
stroke; it is another word for physical seizures. This
phase involves the muscles of the body. The third
phase is the postictal state which happens after the
attack. Postictal refers to the effects that set in after
the seizure, such as loss of consciousness, partial
paralysis, drowsiness, confusion, etc. This is where
the brain takes time to recover from the attack.
2. TYPES OF SEIZURES
Seizures are divided into two major groups
depending on where they begin in the brain. The
groups are generalized seizures and partial seizures.
Generalized seizures produces electrical impulses
throughout the entire brain, affecting both cerebral
hemispheres. It is broken down into six smaller
sub-groups which are tonic, clonic, generalized
tonic-clonic (also referred to as grand mal seizure),
absence, atonic, and myoclonic.
Tonic seizures are characterized by the muscles in
the body stiffening. During a tonic seizure, not only
does the person’s muscle stiffen, they also lose
consciousness. The eyes roll back into their head as
the muscles in the chest, arms, and legs contract
and the back arches. As muscles in the chest
tighten, it becomes harder for the person to
breathe; the lips and face may become bluish and
the person may make gargling noises.
Clonic seizures are repetitive, rhythmic jerks which
involve both sides of the body at the same time.
During this type of seizure, the muscles spasm and
jerk; the elbows, legs, and head will flex then relax
rapidly at first. The frequency of the spasms will
gradually decrease until they stop altogether. As the
movement stops, it is common for the individual
to let out a deep sign, which afterwards, normal
breathing resumes.

Generalized tonic-clonic seizure, or grand mal
seizure, is the most common and dramatic type of
seizure and is the most well-known. A tonic seizure
is usually accompanied by a clonic seizure – while
it is possible to experience only the tonic phase
without the clonic phase and vice versa, it is rare to
experience one seizure without the other. During
grand mal seizures, the individual loses
consciousness and usually collapses. The loss of
consciousness is followed by generalized body
stiffening, which is the tonic phase of the seizure,
for about thirty to sixty seconds. Body stiffening is
followed by violent jerking, which is the clonic
phase of the seizure, for another thirty to sixty
seconds. As the individual transitions from the
clonic phase to the after-seizure or post-seizure
phase, it is likely that they will remain unconscious
for a few minutes or more, depending on how
severe the seizure was. During this time, the person
goes into a deep sleep, which is also known as the
postictal period. At this phase, the brain becomes
extremely active from trying to stop the cells from
firing to bring the seizure under control. Once the
person wakes up, they may be tired or confused
and have sore muscles. During grand mal seizures,
injuries such as tongue biting and accidents such as
urinary incontinence may occur (Christiansen and
Clark).
Absence seizures, formally known as petit mal
seizure, is a very uncommon seizure that causes a
short loss of consciousness which about fifteen
seconds, with few or no symptoms. The patient,
most often a child, usually stops an activity and
stares blankly. While the patient may not remember
what happened during the seizure, they will
typically return to being instantly alert when the
seizure is finished. Patients are usually not aware
that they are having a seizure but are aware they
are losing time. Since the nature of this seizure is
so sudden, it is often mistaken for daydreaming.
Absence seizures occur without any warning signs,
begins and ends abruptly, and may occur several
times a day.
Atonic seizures consist of a sudden and general
loss of muscle tone, which cause the muscles to go
limp. This happens particularly in the arms and legs,
which often results in the patient slumping or
crumpling to the ground, causing injury. The area of
the brain stem that is responsible for decreasing
muscle tone is very close to the area that is
responsible for increasing muscle tone. This means
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that atonic seizures and myoclonic seizures
probably start in the same area. Patients that
experience an unexpected dramatic change in
muscle tone will often undergo either or both
types of seizures.
Myoclonic seizures (myo meaning “muscle” and
clonic meaning “jerk”) consist of sporadic jerks that
occur usually on both sides of the body; this is
due to an increase in muscle tone. People that
have gone through myoclonic seizure describe the
jerks as brief electrical shocks. When this seizure
becomes violent, it may result in dropping or
involuntarily throwing objects. Myoclonic seizures
are often only one indicator of a mixed seizure
disorder and they can be very serious. On a rare
case, an individual may suffer from a series of jolts,
which is a serious type of epilepsy classified as
infantile spasms.
Partial seizures are also known as focal or local
seizures; this type of seizure begins in one location
of the brain. Through identification of which area
of the body was affected by the seizure, physicians
can identify where the seizure occurred in the
brain. There are three types of partial seizures –
simple, complex, and partial seizure with
secondary generalization. Simple and complex
evolve into secondary generalized seizures. The
main difference between simple partial seizure and
complex partial seizure is that during simple
seizure, patients are able to maintain awareness
but during complex seizure, they lose awareness
(Christiansen and Clark).
Simple partial seizures start in one area and one
side of the brain, but they may spread from their
starting location. Simple seizures are divided into
four sub-categories depending on the nature of
their symptoms and location in the brain and parts
of the body affected. The sub-categories are motor,
autonomic, sensory, or psychological.
A simple partial seizure with motor symptoms
affect muscle activity, which causes jerking
movements on the foot, face, arm, or another part
of the body. Physicians can diagnose which side of
the brain is affected by looking at which side of the
body experiences the symptoms from the seizure.
Since the right hemisphere of the brain controls
the left side of the body and the left hemisphere
controls the right side of the body, if the symptoms
are displayed on the left side of the body, a
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diagnosis can be made saying that the seizure
occurred on the right hemisphere of the brain.
Autonomic symptoms of a simple seizure affect
the part of the brain that is responsible for
involuntary functions, the autonomic nervous
system, which is the group of nerves that control
the functions of our organs such as the heart,
stomach, bladder, intestines, etc. Therefore,
autonomic symptoms could be a racing heartbeat,
a rise in blood pressure, irregular bowel function,
upset stomach, etc. The most common autonomic
symptom is a peculiar sensation in the stomach
that patients with epilepsy experience, called
temporal lobe epilepsy.
Sensory symptoms caused by simple seizure
involved unusual sensations which affect the five
senses – vision, hearing, smell, taste, or touch.
These symptoms involved hearing problems,
possible hallucinations, and any other distortions
the five senses are put through.
Simple seizures that have psychological symptoms
are characterized by numerous experiences that
involve memory, emotions, and or other complex
psychological phenomena. Sensations such as
deja-vu or even feeling fear or pleasure can be a
part of the psychological symptoms.
Complex partial seizures can begin in any lobe of
the brain but it can cause change in awareness due
to seizure activity spreading around. During a
complex partial seizure, a patient seems to be “out
of touch”, “out of it”, or “staring into space”. The
complex part of this seizure are symptoms called
automatisms which are involuntary but
coordinated movements that are repetitive and
seem purposeless. Common automatisms include
lip smacking, chewing, fidgeting, and walking.
Partial seizures that secondarily generalize are two
different happenings in a seizure that were put
together. Partial comes from partial seizures which
refer to seizures that occur in one or more areas
on one side of the brain. Instead of remaining in
the original starting area, partial seizures may
spread to other areas in the brain and end up
affecting other areas of the body. When the partial
seizure spreads to the other side of the brain, it is
known to “secondarily generalize”. Some
symptoms may include spasms, convulsions, a loss
of muscle tone, or a decrease in muscle tone.
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3. TREATMENT OF SEIZURES
Treatment of seizures is different for every patient;
there is no one treatment method for any patient
with a seizure disorder. Each plan is carefully made
to fit the individual based on their symptoms and
diagnosis. Some treatment options include dietary
therapy, such as the ketogenic diet where the
patient fasts to maintain the fasting metabolism to
create ketones, medical therapy, such as finding the
right type of medication, nerve stimulation, or
surgery, such as corpus callostomy (split-brain
surgery), functional hemispherectomy, and
lesionectomy, when deemed as appropriate.
Method
There were nine mice used in total, three WT, three
Het, and three Homo. All of these mice had their
GABAA modified with the α2 subunit. These mice
then underwent EEG analysis in a quiet, dark room,
where they were left for a period of 24 hours.
Each of those nine data were analyzed for interictal
spikes and seizures and the number of each activity
that happened were then recorded.
Results
The results from the data collected were charted
and are represented by figures 1, 2, 3, and 4. Figures
1 and 2 show that none of the WT mice had any
interictal spikes, Het mice had some spikes, while
Homo mice had the most interictal spikes
recorded. Figures 3 and 4 show that WT mice did
not have any seizures, Het mice only had some
seizures, and Homo mice had recordings of many
seizures happening throughout the 24-hour period.
Discussion
The outcome of the experiment gave a result that
was expected. Wildtype mice are the control,
meaning they should not have any seizures.
Homozygous mice of a GABAAa2 had both of their
alleles modified meaning these mice would have
seizures. Compared to WT and Homo mice,
Heterozygous mice only had one allele modified;
this means that while they would have seizures
occurring in their brain just like Homo mice, they
would not have as many seizures as Homo mice
because the other allele is a WT allele.
This study is currently running and the conclusion
of what type of seizures the mice are having are
not yet known.
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Tempo Perception
Across Cultures:
The Beat is all it
Takes
By Kendall Lyons

ABSTRACT
People seem to have good ability at finding a beat
in a piece of music and that the perceived speed
(or tempo) of music is influenced by many
factors, including familiarity with the style of
music. In this study, we will examine whether
listeners’ ability to find the beat in music will
translate into their ability to accurately rate the
tempo in music from their own culture. We will
also examine how listeners will rate the tempo
of music from other, unfamiliar cultures. Using
music from five different cultures (Western/
American, Turkish, Indian, Latin, and West
African), listeners will act as judges, rating the
speed of musical excerpts along a continuum of
“slowest to fastest” across four conditions where
either culture or tempo of the music is held
constant or varied. We hypothesize three possible
outcomes: First, that regardless of culture,
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participants will be able to accurately rate the
tempo of music across all conditions, suggesting
that humans have an inherent ability to locate a
common beat percept. Another possibility is that
participants are more accurate when judging
music from their own culture suggesting that
cultural development (or enculturation) plays a
large role in how we structure and organize
events in time. Lastly, it might be possible that
some participants of particular cultures can more
accurately judge the tempo of musical excerpts
regardless of cultural familiarity, while other
culture groups are less accurate. This would
suggest that there might be devices within
certain cultural styles of music that lend to more
accurately perceiving events in time.
INTRODUCTION
Imagine you are in the grocery store walking
down the aisle, and a new song begins to play
over the intercom system. You have never heard
it before but you notice that your fingers are
tapping along to the music and your hips begin
to sway slightly. How fast are you tapping to the
music you hear? Does your body move in
rhythm to the music? As you reach the checkout
counter, the person in front of you begins
speaking to the clerk in a language you do not
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quite recognize at first. Does it seem to you that
they’re speaking faster than you do in your
language? When we perceive the speed of
grouped sounds as fast or slow, we are perceiving
the tempo.
Our familiarity with the sounds in our
environment affect how we perceive and
organize this incoming information. The
“Gabbling Foreigner Illusion” (Roach, 1998) is the
feeling that people speaking an unfamiliar
language are speaking faster than you or I would
in our native language (see also Pfitzinger &
Tamashima, 2006). While the exact reason behind
this perceptual illusion has not yet been
identified, research suggests that the inability to
properly parse the speech stream into syllables
and words contributes to this effect. Just as each
language has its own rules for segmenting
phonemes and syllables into words, each style of
music has its own rules for organizing rhythmic
information. Is there a “Gabbling Musician
Illusion” in musical perception that corresponds
to the “Gabbling Foreigner Illusion”?
Listeners tap along at faster rates to music from
unfamiliar cultures, and they tap slower to
familiar music, even when the musical pieces
are roughly equivalent in speed (Drake & El
Heni, 2003). Why is this, and what is the
underlying cause? When listening to music, the
perceived speed is affected by many things:
familiarity with the musical culture, how many
musical events occur in a short time span (event
density), and how we are dividing time in the
musical piece (Drake, Gros, & Penel, 1999).
The purpose of this study is to examine how
people perceive and rate the tempi of music from
both familiar and unfamiliar cultures. Prior
research indicates that humans are fairly accurate
when rating the speed of music, but this research
has not been able to determine exactly how and
where this sense of perceived speed is derived.
Drake and El Heni (2003) summarize Dynamic
Attending Theory quite succinctly: individuals
have an internal rhythm that processes events
(referent period) which they might hone in on at
particular places in the music that they deem as
best fitting their sense of time (referent level)
(Drake, Jones, & Baruch, 2000; Jones & Boltz,
1989). With language, perceived speed likely

depends on how we organize the sounds we are
hearing. Music from a given culture reflects the
same rhythmic pattern of the language of the
culture (Patel & Daniele, 2003). Could the
perception of unfamiliar music and speech from
unfamiliar languages as faster than normal be
based on these same perceptual mechanisms?
Music, similar to language, customs, and shared
beliefs, is one of the distinct characteristics we use
to discern between one culture and another. While
different in structure and sound, music, like
language, is also a shared commonality between
cultures; all cultures possess music and language!
In this way, music can indicate differences
between specific groups while also being an
element that we all share. Many cultures pair
music with dancing, which aids in establishing
group membership across the lifespan—school
dances, weddings, concerts, etc.
Language is similar to music in how it appears to
function across cultures as both shared within
members of a particular culture, and shared
between members of separate cultures. Our
brains are tasked with the important job of
structuring sensory information we receive from
the world around us, which allows us to create a
sense of events in time. Referring back to the
Dynamic Attending Theory, it is very possible that
listeners develop a sense of time and rules
through their natural experience and
environment, like learning their native language
and listening to popular music, that they then
apply to the unfamiliar rules and organizational
structures. What we do not know is if whether
our learned “rules” for organization helps us when
trying to analyze unfamiliar music and language.
Therefore, we must examine how the
interconnection between music and language
influences our ability to organize and perceive
novel experiences.
Using short excerpts from popular music, we will
perform the first systematic cross- cultural,
comparative study of perceived speed of music.
This study will be presented and online: this
allows us to partner with international universities
and collect a large and culturally diverse sample.
The ability to find a beat in music seems to be
widespread among people. We believe participants
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rating music in conditions where the tempo is
varied will be better at accurately determining the
speed of the songs, regardless of their culture. We
also theorize that when rating music where the
tempo is the same but the culture of the music
varies, participants will randomly assign an order
to their ratings of perceived speed.
METHODS
PARTICIPANTS
Participants will be required to be at least 18 years
old and will likely be students at a local university
where the study is being conducted in
partnership with the University of Nevada, Las
Vegas. This research design will be available to do
online as well as in a laboratory setting, making
participant recruitment less restricted to
university campuses. All participants will provide
informed consent of their participation in the
study per local and international ethics
committees and Institutional Review Boards. The
proposed sample would consist of approximately
200 participants divided evenly into five culturespecific groups (Western/American, Latin, Turkish,
Indian, and West African) consisting of 40
participants from each culture. Participants will
each be given a questionnaire aimed at
establishing their familiarity with different musical
styles and languages spoken at home.
STIMULI
All of the music selected will come from
traditional and popular music from the
represented cultures in this study;
specifically, popular dance music. West
African music encompasses selections
from Nigeria, Senegal, and the Ivory
Coast.
We will take 10 second clips from the musical
pieces to allow for a listener to attune to the
referent level information before making their
judgment in the task. All shortened clips will be
the actual recorded song, and not a MIDI/
synthesized version. Additionally, all clips of
music will be absent of lyrical content.
Excerpts will be at one of five tempos (400449ms, 450-499ms, 500-549ms, 550-599ms, 600649ms). For the purposes of our stimuli, we
organized our tempo bins by the beat rate of the
music. This study hopes to determine whether
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listeners judge the beat, and thus the tempo,
similarly, or if they use more ambiguous
information when making their judgments.
Procedure
After obtaining the participant’s informed
consent, participants will fill out a questionnaire
that looks at their preferences and familiarity
with music from within their culture and other
cultures. We will instruct participants to
complete the tasks in a quiet and secluded room
to provide the best sound quality and
concentration possible. We will instruct the
participants that they will be listening to various
kinds of music, some they will be familiar with
and some they may not be. We will encourage
participants to use headphones while listening
to music played on a computer at a comfortable
volume and use the mouse to arrange the clips
in order of “slowest to fastest.” The program will
instruct participants throughout each trial and
provide them a short break should they need it.
Music clips for each trial will be numbered 1
through 5 and the program will allow
participants to press play on a particular clip of
music and then arrange the clips in order of
“slowest to fastest,” or to rate all the clips as
“equal in speed.” Once participants have ordered
all five clips, the program will move them onto
the subsequent trial.
Each participant will be presented with four
conditions that cross the cultural variability and
tempo variability of excerpts. In the Same culture/
Same tempo condition (SCST), listeners will be
presented with five excerpts from the same
culture that have the same tempo and asked to
rate them from “slowest to fastest,” or “all equal.”
In the Same culture/Different tempo condition
(SCDT), listeners will be presented with five
excerpts from the same culture that have varied
tempos (one from each of the five tempo bins). In
the Different culture/Same tempo condition
(DCST), listeners will be presented with five
excerpts from the five various culture groups that
have the same tempo and asked to rate them
from “slowest to fastest,” or “all equal.” In the
Different culture/Different tempo condition
(DCDT), listeners will be presented with five
excerpts from the five various culture groups that
have varied tempos (one from each of the five
tempo bins). Each condition will consist of five
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different tempo groups and each participant will
complete all four conditions. Conditions where
the tempo is held constant will have excerpts
from the same tempo range, meaning participants
will rate five songs with tempos between 400449ms in one trial, and then five songs with
tempo ranges between 450-499ms, and so on.
PROPOSED ANALYSES
Participants’ rating of the musical excerpts will be
submitted to a mixed-model ANOVA (Musical
cultural variation [within culture, across culture]
x (tempo variation [within tempo, across tempo])
x (Culture of Participant [Western/American,
Indian, Latin, Turkish, West African]). Analysis of
the data will provide the opportunity to see if
patterns of perception hold across cultures, or if
they differ, all using the exact same stimuli. From
there, we can determine if a post-hoc analyses
of the stimuli itself to determine if specific
mechanisms or contributing factors can explain
how listeners organize the musical or speech
sounds they are hearing.
POSSIBLE RESULTS
There are three potential outcomes to our crosscultural design of musical perception. First,
regardless of cultural familiarity, participants will
be able to accurately rate the tempo of music
across all conditions. This would suggest that
universal mechanisms are being used to
determine the speed of music that is inherent
across culture. Another possibility is that
participants are only accurate when rating music
from their own culture, which would suggest
that enculturation plays a major role in how we
process events in time. Lastly, it might be possible
that participants in some cultures can accurately
judge musical excerpts across conditions
regardless of familiarity, while other culture
groups are less accurate. This would suggest that
there might be cues within certain cultural styles
of music that lend to more accurately perceiving
events in time.
DISCUSSION
If people are in fact good at perceiving the tempo
in music, we would expect that all participants
would be able to accurately sort the music clips
regardless of their cultural background. In trials
where culture and tempo are held constant,
participants will randomly assign the music clips

according to event density. This will be because
the speed of the music will be perceived as
similar across music samples, so participants will
attune to other cues in the music to make
distinctions attributable to the pace of the music.
In trials where culture varies but tempo is held
constant, we will expect to see the same hold
true, as participants will use event density to
guide their judgments. In trials where tempo
varies, regardless of cultural familiarity,
participants will accurately assign songs according
to tempo. This will be because participants will
pick up on the relative speed of the music by
focusing on the more prominent pulse
information that separates a slow song from a
faster song.
If, however, people use their learned musical
knowledge (through enculturation), we will
expect participants to be better at rating familiar
music than unfamiliar music. In trials where
culture and tempo are held constant, participants
will be accurate in rating music from their own
cultures, but will be inaccurate in rating the songs
from the unfamiliar culture conditions. This will
be because participants will be more acute when
anticipating certain cues found in music from
their own culture than they would be in listening
to music from unfamiliar cultures. In trials where
culture is held constant but the tempo varies, we
would expect to see a similar result, where
participants will accurately rate music in the
familiar condition, but will be inaccurate when
rating songs from the unfamiliar culture
conditions.
In trials where culture varies but tempo is held
constant, participants will randomly assign songs
along the “slow-fast” continuum, perhaps with the
song from their own culture as the most accurate
rating in the condition OR if Drake & El Heni’s
observation is replicated in our task, participants
might likely rate the songs from their own culture
as slower than songs from the other cultures,
ignoring tempo altogether in favor of familiar
referent level processing. This would be because
while participants might be able to pick up on the
closeness in tempo of the musical excerpts, they
will be better attuned to the familiar sounding
music than the unfamiliar music. In trials where
both culture and tempo vary, a similar result
could be observed, where participants will
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randomly assign songs while either rating the
familiar songs accurately OR as slower than the
unfamiliar songs.
The third possibility we may observe is that
participants in certain cultures are better at rating
tempo than participants in another culture. This
could be due to how different cultures use
musical structure to solicit the listeners’ referent
level attunement. Should we see that one culture
more accurately rates the tempo of music across
all conditions, we might want to examine what
information is present in that culture’s music that
is absent or less pronounced in another culture’s
music.
One limitation of this study is that Western/
American music is relatively familiar across the
world, which may give participants that are
categorized as “non-Western” a slight advantage in
familiarity with the music. The same could be said
of Western participants that listen to and are
familiar with music from any of the other
cultures in the study; a bilingual Spanish/English
speaking participant in either the Latin or
Western/American culture groups might be largely
familiar with music from both cultures. We will
attempt to account for this by asking participants
about what kinds of music they listen to, what
kinds of music they enjoy, and what languages
they speak, prior to their participation. After
participants have rated a musical clip, we will also
ask them to rate their familiarity with the song on
a scale of 1-7, and then ask them to name it so
we can see if they can name it correctly.
Additionally, by including music that spans
different decades, we believe the sample of
musical excerpts will be varied enough to
counterbalance the more recent popularization
and accessibility of Western/American music in
non-Western cultures.
While this study is focused primarily on musical
perception of tempo, we cannot ignore
language. A follow-up to this study would look
at perceived speed of languages in familiar and
unfamiliar cultures. The design of this study
would allow for an easy transition in examining
language differences and similarities. Would our
hypothesis in the music conditions hold true
when cross examined in the language
conditions? Or would the “Gabbling Foreigner
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Illusion” hold true? Could our design
incorporate a way to look entirely at perceived
musical tempo and language tempo, perhaps by
including musical excerpts with lyrics? The
popularity of music with lyrics gives us the
ability to examine the impact of musical tempo
on perceived speech tempo. Perhaps there may
be a middle ground where speech that is
perceived as faster may be heard as relatively
slower when set to music. Or, music may
enhance the “Gabbling Foreigner Illusion,” and
music with lyrics may be heard as even faster
than music without lyrics.
If we use similar mechanisms for organizing
speech sounds and music, it could be possible to
“boost” our skills in foreign language learning by
listening to and working to understand music
from that culture. In recent years, there has been
a worrying increase in xenophobia taking center
stage in political dialogues around the world.
Perhaps enhancing our understanding of why we
perceive the unfamiliar as intimidating will
enlighten us and encourage us to familiarize
ourselves with different cultural customs. It is
said that music is the “universal language” –
perhaps language and music have much more in
common than previously thought, and can build
a bridge toward greater cultural understanding.
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The Use of
Smartphone
Applications for
Intervention and
Relapse Prevention
Associated with
Bipolar Disorder: A
Systematic Review
of the Literature
By Andrea Mandril

ABSTRACT
The ability to use smartphone applications to offer
assistance to those with bipolar disorder, especially
for relapse prevention and intervention, is
currently a feasible option. With the prevalence of
bipolar disorder in the world and noncompliance
rates being so high, the option of smartphone
technology for supplemental guidance in treatment
plans is emerging after over a decade of being
studied. During the compilation of this paper a
systematic review was utilized. The results of this
research state that the use of smartphone
applications for intervention and relapse
prevention with patients with bipolar disorder is
being studied and with positive results. The main
conclusion shows that this is a viable option for
assistance to the treatment of bipolar disorder.
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The recommendation would be to advertise these
findings in a way that would assist in the reduction
of the stigma associated with bipolar disorder,
which in turn may encourage people to seek
treatment.
INTRODUCTION
Psychiatric conditions pervade the world with
stigma. The reality is that there is that there is a
gap between patients and treatment. Bipolar
disorder (BD), also known as manic depression, is
a psychiatric condition. Currently, approximately
1-5% of the world population is diagnosed and
being treated for this condition (Beiweinkel et.
al.,2016). Studies have shown that this number is
far below the total number of those with the
disorder due to underdiagnoses and under
treatment. In addition, those diagnosed with BD
often fall into compliance issues at a rate of 12% 64% (Leclerc et al., 2013). Compliance issues include
not taking medications as they are prescribed and
not following treatments plans. Mood stabilizers,
antidepressants, and psychotropic medications
cause several unwanted side effects even as severe
as suicide (Price and Marzani-Nissen, 2012). This
can be a reason why those living with BD choose
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different tempo groups and each participant will
complete all four conditions. Conditions where
the tempo is held constant will have excerpts
from the same tempo range, meaning participants
will rate five songs with tempos between 400449ms in one trial, and then five songs with
tempo ranges between 450-499ms, and so on.
PROPOSED ANALYSES
Participants’ rating of the musical excerpts will be
submitted to a mixed-model ANOVA (Musical
cultural variation [within culture, across culture]
x (tempo variation [within tempo, across tempo])
x (Culture of Participant [Western/American,
Indian, Latin, Turkish, West African]). Analysis of
the data will provide the opportunity to see if
patterns of perception hold across cultures, or if
they differ, all using the exact same stimuli. From
there, we can determine if a post-hoc analyses
of the stimuli itself to determine if specific
mechanisms or contributing factors can explain
how listeners organize the musical or speech
sounds they are hearing.
POSSIBLE RESULTS
There are three potential outcomes to our crosscultural design of musical perception. First,
regardless of cultural familiarity, participants will
be able to accurately rate the tempo of music
across all conditions. This would suggest that
universal mechanisms are being used to
determine the speed of music that is inherent
across culture. Another possibility is that
participants are only accurate when rating music
from their own culture, which would suggest
that enculturation plays a major role in how we
process events in time. Lastly, it might be possible
that participants in some cultures can accurately
judge musical excerpts across conditions
regardless of familiarity, while other culture
groups are less accurate. This would suggest that
there might be cues within certain cultural styles
of music that lend to more accurately perceiving
events in time.
DISCUSSION
If people are in fact good at perceiving the tempo
in music, we would expect that all participants
would be able to accurately sort the music clips
regardless of their cultural background. In trials
where culture and tempo are held constant,
participants will randomly assign the music clips

according to event density. This will be because
the speed of the music will be perceived as
similar across music samples, so participants will
attune to other cues in the music to make
distinctions attributable to the pace of the music.
In trials where culture varies but tempo is held
constant, we will expect to see the same hold
true, as participants will use event density to
guide their judgments. In trials where tempo
varies, regardless of cultural familiarity,
participants will accurately assign songs according
to tempo. This will be because participants will
pick up on the relative speed of the music by
focusing on the more prominent pulse
information that separates a slow song from a
faster song.
If, however, people use their learned musical
knowledge (through enculturation), we will
expect participants to be better at rating familiar
music than unfamiliar music. In trials where
culture and tempo are held constant, participants
will be accurate in rating music from their own
cultures, but will be inaccurate in rating the songs
from the unfamiliar culture conditions. This will
be because participants will be more acute when
anticipating certain cues found in music from
their own culture than they would be in listening
to music from unfamiliar cultures. In trials where
culture is held constant but the tempo varies, we
would expect to see a similar result, where
participants will accurately rate music in the
familiar condition, but will be inaccurate when
rating songs from the unfamiliar culture
conditions.
In trials where culture varies but tempo is held
constant, participants will randomly assign songs
along the “slow-fast” continuum, perhaps with the
song from their own culture as the most accurate
rating in the condition OR if Drake & El Heni’s
observation is replicated in our task, participants
might likely rate the songs from their own culture
as slower than songs from the other cultures,
ignoring tempo altogether in favor of familiar
referent level processing. This would be because
while participants might be able to pick up on the
closeness in tempo of the musical excerpts, they
will be better attuned to the familiar sounding
music than the unfamiliar music. In trials where
both culture and tempo vary, a similar result
could be observed, where participants will
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randomly assign songs while either rating the
familiar songs accurately OR as slower than the
unfamiliar songs.
The third possibility we may observe is that
participants in certain cultures are better at rating
tempo than participants in another culture. This
could be due to how different cultures use
musical structure to solicit the listeners’ referent
level attunement. Should we see that one culture
more accurately rates the tempo of music across
all conditions, we might want to examine what
information is present in that culture’s music that
is absent or less pronounced in another culture’s
music.
One limitation of this study is that Western/
American music is relatively familiar across the
world, which may give participants that are
categorized as “non-Western” a slight advantage in
familiarity with the music. The same could be said
of Western participants that listen to and are
familiar with music from any of the other
cultures in the study; a bilingual Spanish/English
speaking participant in either the Latin or
Western/American culture groups might be largely
familiar with music from both cultures. We will
attempt to account for this by asking participants
about what kinds of music they listen to, what
kinds of music they enjoy, and what languages
they speak, prior to their participation. After
participants have rated a musical clip, we will also
ask them to rate their familiarity with the song on
a scale of 1-7, and then ask them to name it so
we can see if they can name it correctly.
Additionally, by including music that spans
different decades, we believe the sample of
musical excerpts will be varied enough to
counterbalance the more recent popularization
and accessibility of Western/American music in
non-Western cultures.
While this study is focused primarily on musical
perception of tempo, we cannot ignore
language. A follow-up to this study would look
at perceived speed of languages in familiar and
unfamiliar cultures. The design of this study
would allow for an easy transition in examining
language differences and similarities. Would our
hypothesis in the music conditions hold true
when cross examined in the language
conditions? Or would the “Gabbling Foreigner
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Illusion” hold true? Could our design
incorporate a way to look entirely at perceived
musical tempo and language tempo, perhaps by
including musical excerpts with lyrics? The
popularity of music with lyrics gives us the
ability to examine the impact of musical tempo
on perceived speech tempo. Perhaps there may
be a middle ground where speech that is
perceived as faster may be heard as relatively
slower when set to music. Or, music may
enhance the “Gabbling Foreigner Illusion,” and
music with lyrics may be heard as even faster
than music without lyrics.
If we use similar mechanisms for organizing
speech sounds and music, it could be possible to
“boost” our skills in foreign language learning by
listening to and working to understand music
from that culture. In recent years, there has been
a worrying increase in xenophobia taking center
stage in political dialogues around the world.
Perhaps enhancing our understanding of why we
perceive the unfamiliar as intimidating will
enlighten us and encourage us to familiarize
ourselves with different cultural customs. It is
said that music is the “universal language” –
perhaps language and music have much more in
common than previously thought, and can build
a bridge toward greater cultural understanding.
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refrain from taking their medications which causes
the return of symptoms. These symptoms include
either depression or mania on different degrees of
severity depending on each individual case. These
phases can become debilitating and cause longterm disability in some cases. The amount of those
with BD who become permanently disabled has
negative impacts that can cost significant amounts
of money over a lifetime (Gravenhorst et. al.,
2014). These negative impacts include inability to
work which in turn cause the patient to live off the
system which can cost large amounts of money
over time, especially when considering medical and
pharmaceutical bills.
The use of smartphones is currently common not
only in first world countries but even as far as third
world countries. There have been studies conducted
that show the positive impact of using smartphone
applications for psychoeducation, monitoring, and
relapse prevention (Hidalgo-Mazzei et. al.,
2015). Whether it is the use of applications for
social interactions in bipolar chat rooms or an app
that reminds a patient to take their medication on
time, there are positive outcomes for patient
compliance (Faurholt-Jepsen et. al., 2013).
There is a long way to go, given that there is no cure
for BD. There is new genetic testing available where
there is the use of testing of the assay to find the
best medication and dosage for each individual
based on the results. The problem is nothing in
medicine and especially in mental health is correct
every time. There is also a lack of knowledge about
the origin of BD or the actual cause of onset. The
purpose of this paper is to address these questions:
What kind of technology innovations are there for
mental health? What is the main cause for bipolar
relapse? What ways can technology assist with
prevention of a bipolar relapse? What is the
prevalence of bipolar disorder? How useful are
smartphone applications for treatment and relapse
prevention?
LITERATURE REVIEW
The use of technology and internet-based
intervention for bipolar disorder (BD) has been
studied for the last fifteen years (Hidalgo-Mazzei, et.
al., 2016). Several applications have been created to
implement this form of bipolar intervention and
support. Technology is a platform that has been
expanding and covering more ground when it
comes to medical use. There are options and

benefits when it comes to using technology in
tandem with medication and psychological
treatment. Technology, in specific smartphones, have
become common use among the general
population including those with BD. With the
popularity of smartphones there are many
applications that have been created that are specific
to those living with BD. There have been studies and
projects where the use of smartphones for
treatment and intervention have been
considered. In general, a smartphone can be used
for telemedicine, but the use of applications for
intervention and support is an innovative way to
reach more patients with convenience and in a
timely manner.
According to Hidalgo-Mazzei et.al., (2016) The
prevalence of bipolar disorder is estimated to be 2%
in the general population in 2016. Based on a study
in 2011 the percentage was broken down where the
aggregate estimate was of BD-I being 1% and BD-II
being 1.2% and a later review based on DSM-IV
where the cross-study aggregate prevalence
estimate was 1.2% (Merikangas et.al., 2011). There
has been a growing rate of BD due to expanded
research, yet there is still an understanding that
there are undiagnosed cases due to the lack of
patients seeking mental health treatments. There is
also a lack of testing for those with less severe
forms of BD and also a gap in the identification and
treatment of comorbidity. There is a large
percentage of cases of comorbidity with BD that
exist most often with anxiety or substance
abuse. There is also the case of schizoaffective
disorder which is a combination of bipolar disorder
and schizophrenia.
Beiwinkel et. al. (2016) compared bipolar disorder
with the case of someone with high blood pressure,
stating that there is no analogous guidance such as
a certain level of blood pressure to stay below,
when it comes to bipolar disorder. Unknowingly, the
bipolar patient passes the threshold after it is too
late to control the consequences. The only way to
avoid a full relapse is to have “timely information on
upcoming phase transitions” that are available to
doctors and patients. This is where the use of
smartphone applications could come into play. After
a patient has used the application for some time,
patterns will be recognized and when any signs of
mania or depression arise health professionals can
be notified electronically and ideally intervene to
prevent a relapse.
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Bipolar disorder has severe consequences with
frequent relapses and persistent symptoms.
Current treatments include medication and
psychological intervention. The use of
psychological treatment includes individual and
group therapy as well as family therapy and
functional remediation and mindfulness
approaches. All of these treatments are based on a
face-to-face interaction with a therapist. There are
limitations here which apply whether it is financial
or transportation based. Using mobile technology
closes the gap between the patient and treatment
(Hidalgo-Mazzei et.al., 2016). The frequency of
relapses cause side effects that are the basis of
lifelong symptoms. Regardless of a number of
episodes it has not been stated whether the illness
progresses over time or if the relapses remain on a
constant continuum. The impressionable time is
during recovery when treatment occurs. Different
medication combinations are used until stability is
reached and then dosages are changed in
accordance with the effects. Compliance issues are
rampant with bipolar patients. Side effects from
medications are severe ranging from weight gain to
tardive dyskinesia (a possibly incurable disorder
that results in involuntary body movements).
Simply forgetting to take medications will cause
problems in treatment as well. Different types of
therapy complement the medication regimen. The
use of mobile technology such as smartphone
applications can be utilized to aid in reminding
patients to take medications as well as to
participate in group discussions and other types of
therapeutic interactions.
There are several effects with behavior and mood
changes as well as psychological and cognitive
impairments which all lead to impaired
functionality, questionable quality of life and
longevity and survival of those affected (HidalgoMazzei et.al., 2016). Long term side effects related
to BD may affect the livelihood and ability of a
patient to function optimally. Bipolar disorder can
be diagnosed in adolescent years as well as early
adulthood. Depending on the time it takes to find
the correct medication combination and
compliance to the medication regimen, years may
go by until the right combination is found and the
willingness to comply is adhered to. With the
severity of each relapse, the recovery process may
take longer and may lead to a low quality of life.
Unfortunately, suicide is side effect that leads to
bipolar patients’ lives prematurely ending. With the
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depths of depression, suicide can seem like a
viable option for bipolar patients.
Bipolar disorder is responsible for more disabilityadjusted years of life than all cancers combined
including lifetime costs of up to $600,000
(Gravenhorst et. al., 2014). There are still less than
40% of people with mental illnesses that actually
receive treatment for several reasons including
financial and situational barriers (Gravenhorst et.
al., 2014). After being diagnosed with BD physicians
have to find the right combination of medication
which can take time. Psychotherapy treatment and
other support for the patients is often encouraged,
but even when taking all the precautionary
measures there is still a risk for relapse. During a
relapse, the patient is more likely to become
disabled.   Either the barriers keep patients from
seeking help or because of the side effects of the
medication, bipolar patients choose not to obtain
or maintain treatment.
There are several reasons for the use of
smartphone applications as a tool to make
healthcare more accessible to people with mental
health illnesses. Smartphone ownership has
increased and in 2013 51% of people who owned
mobile phones owned smartphones. The
functionality of smartphones continues to increase
and the price of these phones continues to
decrease. Another benefit is that smartphones are
not only available in developed countries, but also
in developing countries. In addition, smartphones
are a practical platform with capabilities that prove
to be useful. Smartphones have computational
power, battery life, memory, Bluetooth and Wifi,
GPS, microphone, and proximity sensors. The fact
that the smartphone is mostly with the patient, it
can be used as a wearable sensor for automated
data collection. Since the smartphone is easily
available and accessible compliance rates are
improved (Gravenhorst et.al., 2011).
Smartphones have become commonplace among
most cellular phone users. There are new functions
for smartphones that have become more useful to
use in treatment for mental health patients.
Outside of medication and psychotherapy,
smartphones can offer feedback and instructions
to patients in real-time about behavior and offer
instructions for medication adherence and such
things. Feedback is offered to patients at integral
times when immediate feedback is necessary
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whether through text, photos, or videos. Continual
reminders to take medication can be offered
without the need of medical appointments or
clinical intervention (Gravenhorst et. al., 2014). With
the use of smartphone applications for
intervention, there is an opportunity to track
symptoms and prevent relapse as well as provide
social support with a non-invasive method at the
fingertips.
According to Depp et. al., (2014), the Personalized
Real-Time Intervention for Stabilizing Mood
(PRISM) is tailored to teach the patients how to
coach themselves out of critical situations. Depp et.
al., (2014) conducted a trial where half of the
cohort used PRISM while the other half used
pencil and paper to monitor their moods. At the
end of the trial period, those who used PRISM
rated at a 10 out of 10 while the pencil and paper
users rated at a 9 out of 10, with 0 being
unsatisfied and 10 being satisfied. Those who used
the device had high ratings of using the device in
the future and agreed that the device could help
them. Depp et. al., (2014) also states “The study
provides evidence that the mobile PRISM
intervention was highly feasible, acceptable, and
could improve efficacy of brief psychoeducational
interventions for depressive symptoms.” In this
article it was also mentioned that the participants
were mild cases. They were all living on their own,
taking medications, and college educated and
those that dropped out of the study were more
likely to have manic symptoms. This study
concluded with the authors stating that the critical
aspects of evaluating the effects of treatment are
using controlled trials that are randomized and
that assess sustainability.
The study conducted by Beiwinkel et. al. (2016) was
created to address the symptoms of depression
and mania by measuring and comparing different
data such as mood, communication that point to
clinical symptoms and physical activity considering
also that the data point to symptoms above clinical
thresholds., that was measured by the
smartphones that were used by the bipolar
patients. Another aspect that was considered was
the relevance of the smartphone data by testing
the hypothesis that the smartphone data would
actually predict the occurrence of symptoms that
were above the clinical thresholds. The study
concluded that monitoring of symptoms is very
important for those with BD and smartphone apps

are inexpensive and are an easily usable tool that
can be used for that. Also, this study was
successful in monitoring patients over a 12-month
period with positive results.
Bipolar disorder is an illness that does not have a
cure. People living with the illness have to find the
best ways to manage their symptoms using
medications and therapy. The severity of the illness
is different for each patient. The use of
smartphone applications can be an option to help
alleviate some of the suffering that can be avoided
by preventing a manic or depressive relapse.
Currently, smartphone applications are used for
several reasons, it is a feasible option to use for
them for intervention and relapse prevention for
bipolar disorder.
METHODS
To account for the generalizability this research
was conducted by a systematic search of the
literature related to the topic. Google Scholar was
used to search with the keywords “bipolar
technology intervention recovery” with the date
parameters of 2010-2016. Next PubMed was
utilized to search for “bipolar disorder intervention
or recovery and technology” with the date
parameters of 2010-2016. In addition, Scopus was
utilized to search for the keywords “Bipolar and
disorder (treatment or intervention) and (online or
internet or web based or smartphone or mobile).
Next Psychiatryonline was used to search for the
keywords “bipolar disorder intervention
technology” with the parameters of 20102016. Finally, Academic Search Premier was utilized
to search with the keywords “mobile technologies
and bipolar disorder” with the parameters of 20102016.
The definitions for these terms are as follows:
Bipolar disorder – also known as manic-depressive
illness, is a brain disorder that causes unusual
shifts in mood, energy, activity levels, and the
ability to carry out day-to-day tasks. Technologythe branch of knowledge that deals with the
creation and use of technical means and their
interrelation with life, society, and the environment,
drawing upon such subjects as industrial arts,
engineering, applied science, and pure science.
Intervention – action taken to improve a situation,
especially a medical disorder. Recovery – a return
to a normal state of health, mind, or strength.
Treatment – medical care given to a patient for an
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illness or injury. Online – controlled by or
connected to another computer or to a network.
Internet – the global communication network that
allows almost all computers worldwide to connect
and exchange information. Some of the early
impetus for such a network came from the U.S.
government network Arpanet, starting in the
1960’s. Web-based – of, relating to, or using the
World Wide Web: web-based applications. Smartphone
– a device that combines a cell phone with a
handheld computer, typically offering Internet
access, data storage, email capability, etc. Mobile –
pertaining to or noting a cell phone, usually one
with computing ability, or a portable, wireless
computing device used while held in the hand, as
in mobile tablet; mobile PDA; mobile app.
The specific questions that guided my research
were:
•

•

What is the main cause for bipolar relapse?

•

What ways can technology assist with
intervention of bipolar relapse?

•

What is the prevalence of bipolar disorder?

•

Are there smartphone applications that address
bipolar disorder?

•

How useful are smartphone applications for
intervention and relapse prevention?

The way the data was collected and analyzed was
through a systematic literature review. Initially
choosing a research question, then searching out
literature that related to the question, reviewed the
literature, created a topic, compiled information
selected applicable articles, and wrote the review.
DATA ANALYSIS

What kind of technology innovations are there
for mental health?
THE USE OF SMARTPHONE APPLICATIONS

12

DATA ANALYSIS
Unrelated to main topic (n=137)

Total amount of excluded
articles

Total number of articles based on
keyword search

Review articles (n=10)

(n=153)

(n=167)

Repeated articles (n=6)
Final selected articles
(n=14)

Smartphone application based

Mobile technology based

(n=6)

(n=8)

Figure 1. This flow chart shows the inclusion and exclusion criteria based on this systematic review
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Year Author

Title

Research Design

Topic

2016 Diego Hidalgo-Mazzei, Ainoa Mateu,
Maria Reinares, Andrea Murru,
Caterina del Mar Bonnin, Cristina
Varo, Marc Valenti, Juan Undurraga,
Sergio Strejilevich, Jose SanchezMoreno, Eduard Vieta, Francesc
Colom

Psychoeducation in
bipolar disorder with a
SIMPLe smartphone
application: Feasibility,
acceptability and
satisfaction

After designing a cellular phone application that
was able to be downloaded onto an android and
iOS, a group of bipolar patients attending an
outpatient clinic were asked to join the study that
lasted 3 months where they would accept and
download the app and use it for that time period
and then rate it based on their experience

Use of cellular phone applications
for psychoeducation for bipolar
patients to prevent episodes and
improve the long-term outcome of
the illness

2011 Kathleen R. Merikangas, Robert Jin,
Jian-Ping He, Ronald C. Kessler, Sing
Lee, Nancy A. Sampson, Maria
Carmen Viana, Laura Helena Andrade,
Chiyi Hu, Elie G. Karam, Maria
Ladea, Maria Elana Medina-Mora,
Yutaka Ono, Jose Posada-Villa,
Rajesh Sagar, Elisabeth Wells, Zahari
Zarkov

Prevalence and Correlates
of Bipolar Spectrum
Disorder in the World
Mental Health Survey
Initiative

This was the first study done that covered
international data on the DSM-IV for Bipolar
Disorder. The way the results were found was by
doing lay-administered psychiatric diagnostic
interviews in 11 countries in Asia, Europe and
the Americas

To find the prevalence rates for
Bipolar disorder type I and II. In
the process of doing this it was
discovered that co-morbidities were
prevalent as well and that the
overall illness is a spectrum that is
often untreated

2015 Colin A. Depp, Jenni Ceglowski,
Vicki C. Wang, Faraz Yaghouti, Brent
T. Mausbach, Wesley K. Thompson,
Eric L. Granholm

Augmenting
psychoeducation with a
mobile intervention for
bipolar disorder: A
randomized controlled
trial

A cohort was chosen using eligibility criteria and
then the use of Montgomery Asberg Depression
Rating Scale (MADRS), the Young Manic
Rating Scale (YMRS), which rate the severity to
depression and mania, respectively. As well as
the Illness Intrusiveness Scale (IIS) which rates
functional impairment. These tools set up the
framework for promoting self-coaching, the use
of mobile devices to monitor symptoms, and the
use of PRISM which turned out to have better
results than pen and paper
14

Implementing the use of mobile
phones for intervention for bipolar
disorder related depressive and
manic stages through
psychoeducation.

THE USE OF SMARTPHONE APPLICATIONS
Year Author

Title

Research Design

Topic

2010 Colin A. Depp,PhD, Brent
Mausbach, PhD, Eric
Granholm, PhD, Veronica
Cardenas, PhD, Dror BenZeev, PhD, Thonas L.
Patterson, PhD, Barry D.
Lebowitz, PhD, Dilip V. Jeste,
MD

Mobile Interventions
for Severe Mental
Illness: Design and
Preliminary Data
from Three
Approaches

Personalized Real-Time Intervention for Stabilizing
Mood (PRISM), which employs a PDA that keeps
data in the device without being connected to a
therapist, is used by the patient to input information
about their mood and the device will offer advice
when the patient is feeling depressed. PRISM was
also used as a pilot study where the patients would
directly respond to the suggestions and were able to
choose which suggestions they preferred, and those
were used on the PDA. Mobile Assessment and
Therapy for Schizophrenia (MATS) uses actual text
messages over a cellular phone three times a day six
days a week where the focus of communication is
auditory hallucinations, socialization and medication
adherence. All of the information is uploaded to the
Assertive Community Treatment (ACT) team. Skills
Training and Empowerment Program (STEP) is a
step up from Functional Adaptations and Skills
Training (FAST) uses a live therapist to speak with
the patient to check in with the patient an offer
guidance and encouragement to continue on the path
to recovery.

The use of cell phones and PDAs to provide
suggestions as well as direct communication
from a therapist or a team working toward
helping those with severe mental illness so
that they can overcome challenges and
everyday life situations that may get out of
control, such as forgetting to take
medications.

2016 Till Beiiwinkel, MA; Sally
Kindermann, Dipl psych;
Andreas Maier, MSc;
Christopher Kerl, BSc; Jorn
Moock, Dr rer med; Guido
Barbian, Dr. rer nat; Wulf
Rossler, Dipl psych, Dr. med

Using Smartphones
to Monitor Bipolar
Symptoms: A Pilot
Study

After choosing a cohort from those attending an
outpatient clinic each participant was lent a
smartphone to use for the following 12 months with
unlimited text, call, and data plan. Social Information
Monitoring for Patients with Bipolar Affective
Disorder (SIMBA) was pre-installed on each device.
The GPS capability was used to measure daily
activity and there were w2-item questionnaires sent
to each participant each day. During the time that the
smartphones were being utilized the patients saw a
treating clinician bi-weekly, who was blind to the
study results.

Smartphone use for monitoring activity level
and for finding results based on
questionnaires to find patient symptom
levels and symptom changes.

Table 1. This table shows descriptions of specific articles that were included in this research paper
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RESULTS
Figure 1 is a flow chart that describes how many
articles were included and excluded in the
systematic review. The five databases were
searched using keywords and specific search
criteria including dates of publication. Of the total
167 articles, 153 were excluded from the review for
the reasons for three reasons. The main reason
was that the articles were not related to the main
topic. Then the next reason was because the
articles were review articles. Finally, the articles that
were repeated were excluded.
Table 1 is a chart that reviews five of the articles
that were used in this review. The breakdown
shows the Year, Author, Title, Research Design, and
Topic. This table displays the most recent studies
that are related to the research questions that were
posed in this paper. The point of this paper was to
review the research that has already been
completed and that is related to the topic of the
use of smartphone applications for relapse
prevention and intervention related to bipolar
disorder and to identify that it is a viable option.
CONCLUSION
The purpose of this paper is to show that there are
current studies only available by certain providers.
All articles show a positive area to spend more
time studying. Moving forward, in the future, there
will need to be fine tuning of the programming
and delivery of these applications. It would be
remarkable if somehow these studies would be
publicized in a way that would reduce the stigma
around mental illness, which in turn may
encourage more bipolar patients to seek mental
health assistance.
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THE TESHIK-TASH
CHILD
evolutionary
montage during
the Middle
Paleolithic
By Niroshini Moodley

ABSTRACT
Since its discovery in 1938, the Teshik-Tash 1 fossil has
elicited controversy about its place in hominin evolution.
Placed amongst Neanderthals as a male child between
the ages of nine and eleven, it was later described as a
juvenile Upper Paleolithic modern human. The
craniofacial morphology of this hominin was examined
and compared to the morphology of a juvenile modern
human in the same age range, a recent adult modern
human, the juvenile Qafzeh 11 cranium from Israel, the
adult La Chapelle-aux-Saints 1 Neanderthal and the adult
La Ferrassie 1 Neanderthal from France. The examination
reveals that the Teshik-Tash juvenile bears a mosaic
craniofacial morphology, with most traits similar to the
Qafzeh 11 early modern human. Craniometric analyses
also indicate that Teshik-Tash 1 closely resembles the
elderly La Chapelle-aux-Saints Neanderthal and also the
recent adult modern human. Teshik-Tash 1 is an excellent
specimen to illustrate the complexity and variability of
the Late Pleistocene hominins, and underscores the need
to resist historic typecasting within hominin evolution.
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InTRODUCTION
Discovered in 1938 in the contemporary Bajsun
district (Surxondaryo Region) of Uzbekistan, TeshikTash 1 represents a juvenile male hominin, aged
between nine and eleven years old and currently
classified as Homo neanderthalensis. Two pertinent
characteristics of the find’s in situ context provided
the backdrop for this classification. Firstly, the
Teshik-Tash child was buried with associated grave
goods surrounded by a Middle Paleolithic
assemblage which has been described as
“Mousterian-like” (Glantz et al, 2009: 45). Secondly,
the very location of this find was the furthest
eastern extent of hominin discoveries outside of
the Levant. Recent research, however, challenges
this boundary by questioning whether Teshik-Tash
1 is truly a Neanderthal specimen (Glantz, 2008).
The Teshik-Tash juvenile is thus an important fossil
to understand the dynamics and possible cultural
links between the hominins of the Near East and
those of Central Asia. While research on the TeshikTash juvenile is sparse, there has been significant
debate on the classification of this find within the
Neanderthal species, even as early as 1945. Of
importance is the craniofacial morphology, with
the argument that the fossil does not
unambiguously belong to Homo neanderthalensis
(Weidenreich, 1945:159). The questions are whether
the estimated 70,000 year-old Teshik-Tash cranium
ought to be placed in the realm of anatomically
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modern humans (AMH), or classified as a
transitional species between Homo neanderthalensis
and Homo sapiens.
PURPOSE OF THE STUDY
This study examines whether the Teshik-Tash child
is aptly placed in the Homo neanderthalensis category.
A re-assessment of the Teshik-Tash Child was
undertaken in 2009 by Glantz et al. Comparisons
were made between the latter, samples of Middle
and Upper Paleolithic modern humans and recent
AMH sub-adults. In revisiting fossils, Glantz et al
(2009) point out that classification of hominins has
tended to follow historical precedent, and that
reassessment is vital to accentuate variability in
the fossil record of the Late Pleistocene (Glantz et
al, 2009: 47). Results placed the Teshik-Tash
juvenile within Upper Paleolithic AMH (for cranial
analysis) and also within more recent modern
humans (for mandibular analysis) (Glantz et al,
2009:45). In comparing Teshik-Tash 1 to the Qafzeh
11 juvenile, adult Neanderthals and recent modern
humans, this paper illustrates the anatomical
variations in Middle Paleolithic hominins, a pattern
that continued throughout the Upper Paleolithic.
LITERATURE REVIEW
Over the years the modern human fascination
with Neanderthals has vacillated between
perceptions of a primitive precursor to modern
humans (Huxley 1862), a pathologically
dysfunctional but more recent Homo sapiens
(Virchow 1872) and a brutish side branch of
human evolution (Boule 1911). The Levantine
Neanderthals provide a valuable backdrop for the
interpretation of the Teshik-Tash child as it is from
sites such as Mount Carmel and Galilee that we
see hominins with mixed anatomical traits. There
has been considerable debate on the
interpretation of chronologic and phylogenetic
relationships between the two hominin
populations of the Middle Paleolithic Levant. While
some favor a ‘coexistence’ hypothesis between
Homo neanderthalensis and Homo sapiens during a
100,000 to 45, 000-year period (Hershkovitz et al,
2015) (Freidline et al, 2012) (Hublin, 2009) others
argue against coexistence between the species
(Levy, 1998) (Shea and Bar-Yosef, 2005) (Hovers and
Belfer-Cohen, 2013). This debate becomes relevant
within the Teshik-Tash context, given the
craniofacial variations of the fossil.

Research in recent years has investigated the
possibility of mutually shared social meaning, the
evidence from cranial and postcranial morphology
and the subsequent patterns of dispersal from the
Levantine corridor into Europe. This can be seen in
a 2012 morphometric analysis of the frontal and
zygomatic bone of the Galilee Skull, which most
closely resembles the Neanderthal find from
Shanidar Cave but also bears anatomical traits of a
European Middle Pleistocene hominin as well as
an early Homo sapiens (Freidline et al, 2012:225). This
opens significant avenues for the human origin
question, and recent research seems to provide
some intriguing evidence for a coexistence
hypothesis. While Levy (1998) has argued that
Neanderthals and AMH could not have interbred,
being separated by some 30,000 years and climatic
conditions, this view is being challenged by current
research.
The Levantine region seems to have been
alternatively occupied by both Neanderthals and
AMH during the Middle Paleolithic. The Amud I
skeleton shows a transitional profile between
Neanderthal and AMH (Hovers, et al 1995: 48). The
Amud II maxilla and Amud 7 infant show definite
skull and mandible apomorphies towards Homo
neanderthalensis (Hovers, et al, 1995:51). In 1991
electron spin resonance (ESR) dating showed that
the Neanderthal from Tabun Cave was
contemporaneous with AMH from the Skhul and
Qafzeh sites (Taylor and Aitken, 1997). Certainly,
these facts raise the question of contact and
possible interbreeding.
Advances in dating methods show that AMH finds
in the Levantine predate Neanderthal occupation
in the region (Marin-Arroyo, 2013:268). This
suggests an occupation of the Levant by both
species, in alternating cycles, possibly seasonally
based. Hershkovitz et al (2015) examined the
Levantine cranium from Manot Cave in Western
Galilee, a partial calvaria dated to around 54,000
years ago (Hershkovitz et al, 2015: 217). While
displaying a combination of both archaic and
modern traits, the Manot 1 fossil exhibits marked
characteristics that place it in a modern human
classification (Hershkovitz et al, 2015: 218).
Considering that Manot Cave is closely located to
both Amud Cave and Kebara Cave, and given the
timeframe for this calvaria, it highlights that the
Manot people were not only the genetically
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proposed first wave of modern humans out of
Africa but likely contemporaneous with the Amud
and Kebara Neanderthals (Hershkovitz et al,
2015:216). Manot 1 very closely resembles the
skull morphology for the European Upper
Paleolithic, and Hershkovitz et al argue that the
Manot people could have been the progenitors of
the first European AMH (Hershkovitz, et al 2015:
217). This would mean that the current
assimilation models which advocate a European
Neanderthal-AMH admixture could be
reinterpreted as Levantine Neanderthal-AMH
interbreeding. Hence the existence of an
evolutionary mosaic from Central Asia is not a rare
occurrence for the time period.
There are several germane arguments with respect
to Teshik-Tash 1. The first pertinent issue is that
initial reports on the find did not consider the
possibility of a transitional species (Hrdlicka, 1939)
(Okladnikov, 1940). The original reconstruction of
the shattered cranium held defects (Glantz et al,
2009:47). This poses serious questions on the
correct anatomical interpretation of Teshik-Tash 1.
Secondly, despite being contemporaneous with the
mosaic Mount Carmel and Qafzeh finds the
reconstruction was not done with an examination
of these. Hence, the Teshik-Tash reconstruction
holds a predetermined bias towards classifying the
find as Neanderthal, based on its context within
Mousterian lithics. Thirdly, further finds from
Central Asia have been sparse, and there is
therefore very little evidence for comparison, or to
establish a pattern of anatomical morphology for
the region. Glantz et al (2008) have examined more
recent hominin remains from Uzbekistan, but
found no significant data to reaffirm Central Asia
as the easternmost extent of Neanderthals (Glantz
et al, 2008:235). In a 2009 study, Glantz et al
conclude that while Teshik-Tash 1 is metrically
distinct from other Neanderthal and AMH subadults, there is not sufficient evidence to classify
Teshik-Tash 1 as a modern human, and neither is
there adequate data to affirm its place as Homo
neanderthalensis (Glantz et al, 2009:57). Gunz and
Bulygina (2012) place Teshik-Tash 1 in the
Neanderthal species based on a study of the
frontal bone. But this is debatable given the
presence of several other craniofacial features
which are not typically Neanderthal.
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Data on the paleoclimate of Central Asia during
the timeframe of Teshik-Tash 1 suggests that the
Teshik-Tash site belongs within the Last Interglacial
(Vishnyatsky, 1999: 82). Faunal assemblages of the
site are dominated by Capra sibirica (goat). Hence,
while paleoclimatic data reveals a pattern of
increasing aridity over time, it is clear that the
southeastern corners of Central Asia must have
experienced periods of increased humidity and
temperature which allowed hominins and nonhominids to thrive (Vishnyatsky, 1999:79). The
cultural layers of the Teshik-Tash cave site provide
evidence of hearths and settlement over different
time periods. The lithic assemblages point towards
a poor quality industry with almost no innovation
or retouching. Teshik-Tash 1 might have belonged
to a group far removed from mainstream
Neanderthal society, but this question can only be
answered with adequate research in the
southeastern region of Uzbekistan, an area that
poses challenges given the scarcity of finds.
The Teshik-Tash juvenile is buried with pairs of
goat horns, indicating some measure of ritual
significance in burial (Weidenreich, 1945). There is
scant research on the burial itself, and this is
incongruent with the plethora of recent writings
on Neanderthal burials, social complexity and
cultural symbolism. At Dederiyah Cave in Syria, an
infant Neanderthal burial also provides clues to
the social complexity and symbolic behavior of
Homo neanderthalensis (Akazawa, et al: 1995: 79). A
similar pattern is seen in the Amud 1, Amud 7 and
Amud 9 Neanderthals from Israel, dated to around
45,000 years ago and excavated in 1961 (Hovers, et
al, 1995:50). The red deer maxilla found on the
pelvis of the Amud 7 infant represents early
evidence of an intentional Neanderthal offering.
Culturally similar and symbolic behavior occurred
in both AMH and Neanderthal populations, and
the Teshik-Tash child could have originated from
either.
SUMMARY OF LITERATURE REVIEW
From the above it is clear that Teshik-Tash 1
represents an evolutionary montage, and has not
been unanimously accepted as Neanderthal. The
Teshik-Tash juvenile’s distinction has been a
historical typecasting based on ‘Neanderthal-like’
lithic assemblages and a conviction that Central
Asia was the eastern-most extent of Neanderthal
settlement. This is not a unique occurrence in the
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mosaic patterns as exhibited in the craniofacial anatomy.

Late Pleistocene hominin
record. The sparse fossil
record of Central Asia leaves
little room for healthy
comparisons and robust
analyses of what Teshik-Tash
1 might mean to Late
Pleistocene phylogeny.
However, what emerges
from this study is that the
complexity of hominin
evolution during the Late
Pleistocene is not
completely understood.
Anatomical variability in the
early hominins is still a
fragmentary record.

Fig. 1 Cranial measurements: sagittal
plane, cranial breadth and bizygomatic
diameter (after Moore-Jansen et al,
1994)

Fig. 2 Cranial measurements: basilar
view and anterior view
(after Moore-Jansen et al, 1994)

METHODS
Thirty-three cranial
measurements were taken
Fig. 3 Measurements: orbital region
Fig. 4 Frontal, parietal and
(after Moore-Jansen et al, 1994)
occipital chord measurements
from a cast of the Teshik(after Moore-Jansen et al, 1994)
Tash juvenile, and compared
to casts of a recent modern
human juvenile aged ten
years old. In addition,
comparisons were made
with the Qafzeh 11 juvenile
(early modern human), a
recent adult modern
Fig. 6 Measurements: mandible,
human, the adult La
lateral view (after Moore-Jansen et al,
Chapelle-aux-Saints
Fig. 5 Foramen magnum length and
1994)
breadth. Mastoid length.
Neanderthal and the La
(after Moore-Jansen et al, 1994)
Ferrassie 1 Neanderthal.
These measurements
permanent incisors and first molars are in Page 9 of 17
followed recording standards for osteometry as
position. The canines and first premolars are on
outlined by Buikstra and Ubelaker (2004).
the verge of eruption while the second molars
remain deeply embedded in both jaws
Although the Teshik-Tash dentition is not a chief
(Weidenreich, 1945:158). Whether an eruption
focus in this study, comparisons were made with
sequence is so patterned in Neanderthal dental
recent modern human eruption patterns, for the
purposes of understanding the age range of Teshik- morphology would be a valuable study in the
assessment of Teshik-Tash 1. A dental study of
Tash 1. For this exercise, the study used the
Teshik-Tash 1 was limited by a lack of more
guidelines from Ubelaker (1989) and Bass (2005).
sophisticated resources and technologies such as
The dental morphology of Teshik-Tash 1 does
geometric morphometrics or CT scanning. While
warrant separate detailed study. However, it is
such technologies could shed light on the
worth noting that at first glance, the Teshik-Tash
evolutionary profile of Teshik-Tash 1, it is also
child holds the typical shovel-shaped incisors
worth noting that this juvenile’s dental
characteristic of Neanderthals. The maxillary teeth
morphology could show mosaic patterns as
are large. In the sequence of dental eruption,
exhibited in the craniofacial anatomy.
Teshik-Tash 1 exhibits a pattern similar to modern
humans in the same nine to eleven age range: the
University of Nevada, Las Vegas
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Qafzeh 11 juvenile

Qafzeh
11Qafzeh
juvenile
11 juvenile
Qafzeh
11 juvenile

Modern human dental development (Ubelaker, 1989)

La Chapelle-aux-Saints 1 (Bone C
La Chapelle-aux-Saints
1 (Bone
Clones,
2014)
La Chapelle-aux-Saints
1 (Bone
Clones,
2014)
La Chapelle-aux-Saints
1 (Bone
Clones,
2014)

Teshik-Tash 1 cranium
(courtesy of Bone Clones Osteological Reproductions, 2011)

La Ferrassie
1 (Bone
Clones,
2012)
La Ferrassie
1 (Bone
Clones,
2012)
La Ferrassie
1 (Bone
Clones,
2012)
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DATA
ANALYSIS
DATA ANALYSIS
Fig. 7 The instances of the same measurements recorded for both are circled in red. There is a
marked trend towards craniofacial similarity between these two hominins.
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Max. cranial breadth…
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modern human juvenile, in
almost all instances TeshikTash 1 bears a higher
craniofacial measurement.
In comparison to La
Ferrassie 1, Teshik-Tash 1
shows similarity in cranial,
nasal and mandibular
ramus breadth. The
question is what may be
considered ‘normal’ in a
Neanderthal developmental
trajectory, given that the
Teshik-Tash 1 juvenile has
already reached the
maximum cranial length of
an adult Neanderthal.
Overall, the specimen bears
a more gracile form but
significant questions arise if
this is a juvenile male
between the ages of nine
and eleven, whose cranial
length has already reached
the equivalent of a mature
male Neanderthal, and is
only 0.5 cm smaller than an
adult modern human.

CONCLUSION
The results of this study
reveal that Teshik-Tash 1 is
indeed a hominin with a
mosaic craniofacial anatomy.
Fig. 8 Teshik-Tash 1 does not share as many exact measurements with a recent modern sub-adult The lack of other finds from
as it does with Qafzeh 11. Pertinent measurements are circled in red.
Central Asia’s Middle
Paleolithic makes it difficult
           to
draw conclusions about a
Page 12 of 17
specific or new species. What the Teshik-Tash child
RESULTS
does highlight, however, is that Late Pleistocene
Teshik-Tash 1 bears close craniofacial similarity to
hominin variability is real. The evolutionary
the early modern human Qafzeh 11 juvenile and
montage of the Teshik-Tash child again places
the elderly La Chapelle-aux-Saints Neanderthal.
spotlight on the Neanderthal-AMH interbreeding
Weidenreich does note the former in his 1945
theme, which cannot be dismissed in the light of
paper. Whether this exact similarity warrants
more recent finds from the Near East. That such
classification as a transitional species is debatable.
complex social relationships might have also
In the comparison with Qafzeh 11, Teshik-Tash 1
existed in the northern Caucuses can only be
shows the higher cranial height and breadth.
ascertained through study of further Central Asian
When compared to the La Chapelle Neanderthal
fossils. It remains challenging to place Teshik-Tash
the overall craniofacial comparison does show
1 firmly in the early modern human arena, and
great similarity between these two specimens.
equally as a member of Homo neanderthalensis.
While there is degree of similarity to a recent
University of Nevada, Las Vegas
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Teshik-Tash 1 is thus an
excellent specimen to
illustrate the complexity and
variability of the Late
Pleistocene hominins, and
underscores the need to
resist historic typecasting
within hominin evolution.

BIBLIOGRAPHY
Akazawa, T., 1938, Aoki, K.,
1948, Bar-Yosef, O., & ebrary,
I. (2002). Neanderthals and
Fig. 9 Areas of commonality are circled in red. Teshik-Tash 1 shows close similarity to the adult Modern Humans in western Asia
Neanderthal in some respects. There is a significant distance between several cranial
Fig. 9 Areas of(see
commonality
red. Teshik-Tash
1 shows close similarity to the adult Kluwer Academic.
measurements
discussionare
in circled
Resultsin
section
below)
Neanderthal in some respects. There is a significant distance between several cranial
measurements (see discussion in Results section below)

Fig. 10 Teshik-Tash 1 bears a close similarity to the adult La Chapelle Neanderthal in terms of
basic cranial measurements.
Fig. 10 Teshik-Tash 1 bears a close similarity to the adult La Chapelle Neanderthal in terms of
basic cranial measurements.
Teshik-Tash 1 to La Chapelle Neanderthal (adult)

20

Teshik-Tash 1 to La Chapelle Neanderthal
(adult)
Teshik-Tash sub-adult

Adult Neanderthal (La Chapelle)

Teshik-Tash sub-adult

Adult Neanderthal (La Chapelle)

20
15
15
10
105
50
0

Fig. 11 Teshik-Tash 1 shows close similarity to an adult modern human. No marked differences
Page 13 of 17
observed.
Page 13 of 17

Teshik-Tash 1 to Recent Modern Human (adult)
Teshik-Tash sub-adult

Adult modern human

20
15
10

0

76

Max. cranial length…
Max. cranial…
Bizygomatic…
Basion-Bregma…
Cranial base length…
Basion-Prosthion…
Maxillo-alveolar…
Maxillo-alveolar…
Biauricular breadth…
Upper Facial height…
Minimum frontal…
Upper Facial…
Nasal height (n-ns)
Nasal breadth (al-al)
Orbital breadth (d-ec)
Orbital height
Biorbital breadth…
Interorbital breadth…
Frontal chord (n-b)
Parietal chord (b-l)
Occipital chord (l-o)
Foramen magnum…
Foramen magnum…
Mastoid length
Chin height (id-gn)
Height of…
Breadth of…
Bigonial width (go-go)
Bicondylar breadth…
Minimum ramus…
Maximum ramus…
Maximum ramus height

5

RESULTS

University of Nevada, Las Vegas

Akazawa, T., Muhesen, S.,
Dodo, Y., Kondo, O.,
Mizoguchi, Y., Abe, Y., Haydal,
J. (1995). Neanderthal infant
burial from the Dederiyeh
Cave in Syria. Paléorient, 21(2),
77-86.
Amano, H., Kikuchi, T.,
Morita, Y., Kondo, O., Suzuki,
H., Ponce de León, Marcia S.
Ogihara, N. (2015). Virtual
Reconstruction of the
Neanderthal Amud 1
Cranium. American Journal of
Physical Anthropology, 158(2),
185-197.
Bar-Yosef, O., Vandermeersch,
B., Arensburg, B., BelferCohen, A., Goldberg, P.,
Laville, H. Wilson, L. (1992).
The excavations in Kebara
Cave, Mt. Carmel [and
comments and replies].
Current Anthropology, 33(5), 497550.
Bass, W.M. 2005. Human
Osteology: A Laboratory and
Field Manual of the Human
Skeleton, 3rd edition.
Missouri Archaeological
Society, Columbia.

UNLV Title III AANAPISI & McNair Scholars Research Journal

Boule, M. (1911). Conférences de géologie, par Marcellin
Boule (classes de seconde A, B, C, D)
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Analyzing Data
of Thin-Film
Photovoltaic Cells
By Eric Ng

Abstract
This research focuses on the reliability of using
MATLAB software to analyze the efficiency of thinfilm photovoltaic cells. Experimental research was
the method used for this research. Data results
from Martin Green’s “Solar cell efficiency tables
(Version 45)” were re-analyzed with MATLAB in
particular the perovskite (thin-cell) done by Korean
Research Institute of Chemical Technology (KRICT)
and CIGS (copper indium gallium diselenide) done
by Zentrum Fur Sonnenenergie-Und WassertoffForschung (ZSW). The results from the experiment
matched very closely with Green’s results with the
efficiency of the perovskite and CIGS at 20.1% and
21.7% respectively. The findings also proved very
similar with the open-circuit voltage, short-circuit
current density, and fill factor; all the findings were
within 0.22% and 6.35% from Green’s table for
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perovskite and CIGS respectively. Using this
MATLAB program to analyze data can and should
be used in future experiments to compare Current
density and voltage readings with other variables
such as temperature, irradiance, and relative
humidity.
Introduction
The purpose of this study is to determine the basic
device characteristics from the Current-Voltage
curve of perovskite photovoltaic cells. Martin
Green’s “Solar cell efficiency tables (Version 45)”
highlighted the accomplishments in photovoltaic
cell research for the year 2015. One notable
achievement was done by KRICT using perovskites
to achieve a 20.1% efficiency. According to Wall
Street Journal article “Perovskite Offers Shot at
Cheaper Solar Energy”, Ulicia Wang (2014) reports
that perovskites have “achieved a jump in efficiency
to 20% from around 10% just two years ago.”

too much en

Photovoltaic cells are not a brand new idea. The
idea behind it was first reported around 1839 by
1.2398
Edmund Bequerel. This was called the photovoltaic
effect; an electric current was being produced
when certain metals were exposed to light.
Development of the technology continued slowly
as production costs were very high in the order of

elect

where E is th

University of Nevada, Las Vegas

light in a vac

hen certain metals were exposed to light. Development
of theto
technology
too much energy
excite the continued
electron. The sun provides light energy in the form of p
ℎ𝑐𝑐
×6.2415
𝐸𝐸"# =
oduction costs were very high in the order
of
$200
per watt &
inMcNair
the(eV).
1950s.
InResearch
the
𝜆𝜆3
1.2398
electron
volts
This
is calculated
UNLV
Title
III AANAPISI
Scholars
Journal by:

where
E light
is the
energy
in electron
volts, h is Plank’s co
the sudden shortage of oil, theretoowas
a sudden
demand
forelectron.
alternative
from
ℎ𝑐𝑐energy
much
energy to
excite the
Theenergy
sun provides
in the form12
of photons at
𝐸𝐸"#
= in×6.2415
×10 h is Plank’s
where E is the
energy
electron volts,
$200 per watt in the 1950s. In the 1970s, with the
34𝜆𝜆 J ·s), c is the speed
constant
(6.626
ofand
lightλ in
sudden
oil, there
wasuse
a sudden
vacuum
(3.00 x 108 m/s),
is the wavele
Ways to improve
onshortage
the cost of
efficiency
and
of (eV).
different
were
seeninatxa10
1.2398
electron
volts
This materials
is calculated
by:light
a vacuum (3.00 x 108 m/s), and λ is the wavelength34
demand for alternative energy from fossil fuels.
where E is the energy in electron volts, h is Plank’s constant (6.626 x 10 J ·s), c is t
(nm)ℎ𝑐𝑐which
for light
is 1 need
μm. Aa material
improve
on the
cost efficiency
usewhen
of production
material
would
band gapwould
close to but not more
otovoltaics Ways
were to
seen
as a viable
market
during theand
1990s
costs
12

𝐸𝐸"#need
= a8×6.2415
gap×10
close to but not more than that
different materials were seen at this time.
𝜆𝜆 band
m/s),
and too
λ is the wavelength
(nm)energy
which for light is 1 µ
light
in
a
vacuum
(3.00
x
10
amount extra
because
extra
Photovoltaics were seen as a viable market during
energy little
of thethen
sun34the
would
be wastedofas heat and to
with more product produced [Nelson, 2003].
would
be wasted
heatJ and
much
the 1990s when production
were in
saved
withvolts,the
where E iscosts
the energy
electron
h issun
Plank’s
constant
(6.626as
x 10
·s), ctoo
is the
speed of
material
would
need
a
band
gap
close
to
but
not
more
than
that
amount
would mean there isn’t enough energy to producebecause too l
more product produced [Nelson, 2003].
energy to produce electricity.
Review
light in a vacuum (3.00 x 108 m/s), andelectricity.
λ is the wavelength (nm) which for light is 1 µm. A
extra energy of the sun would be wasted as heat and too much would mean there isn’
Literature Review
solar cell is The
an electronic
converts
sunlight
Light
enters
solar cell device
is an electronic
device
converts
material
would
need
ainto
bandelectricity.
gap close to
but not
morethe
than that amount because too little then the
sunlight into electricity. Light enters
the
solar
cell
energy to produce electricity.
d is absorbed
byisa absorbed
layer of material.
The
the
light
excites
to would mean there isn’t enough
energy
of the from
sun
would
be wasted
as an
heatelectron
and too much
and
by extra
a layer
of energy
material.
The
energy
from the light excites an electron to a higher state
to electrical
produce
electricity.
willits
disperse
its
energy
into an
electrical
e which willwhich
disperse
energyenergy
into
an
circuit
before returning back to its
circuit before returning back to its normal state;
this mechanism
the [Honsberg,
electricity [Honsberg,
; this mechanism
creates thecreates
electricity
2016.]
2016.]

Figure 2. Band gap representatio

A range of the wavelength at the top end of a m
Figure 2. Band gap representation [Callister, 2014]

(EQE) will determine the band gap of the material. Th
A range of the wavelength at the top end of a material’s external quantum eff
electrons
to photons.
will differ as the wa
A range of the wavelength at the top endexcited
of a material’s
external
quantumThis
efficiency
theofwavelength
at the
end of
a
(EQE) will determine Atherange
bandofgap
the material.
Thetop
external
quantum
efficiency
Figure 2. Band gap representation [Callister, 2014]

Figure 1. Cross-section(EQE)
of photovoltaic
cell [Honserg,
2016] gap
will determine
the band

of material’s
the material.external
The external
quantum
efficiency
is a will
ratio of
quantum
efficiency
(EQE)

determine
band
gapasof
the
material. The
electrons
photons.
Thisthe
will
differ
the
wavelength
of light changes.
building of photovoltaic cells isexcited
based electrons
on theexcited
potential
of This
the to
material
to photons.
will differitself.
as theThe
wavelength of light changes.

The building of photovoltaic cells is based on the
first analyzed;
this is the energy difference between one material

external quantum efficiency is a ratio of excited
electrons to photons. This will differ as the
with
filled outer
wavelength
of light changes.

potential of the material itself. The band gap is first
analyzed; this is the energy difference between one
ls versus the same material without filled outer electron shells. Voltage
is the
material with filled outer electron shells versus the Using digitizer software Plot Digitizer, analysis of the
range of the far slope of the KRICT curve showed
same material without filled outer electron shells.
potential energy
between
two
states
thus
having
the
correct
band
gap is important
approximately
793toto 825 nm while the ZSW curve
Voltage is the difference in potential energy
showed approximately 1030 to 1160 nm. Then by
between two states thus having the correct band
3
formula
the energy range is
nergy: too small
of
a
gap
means
no
potential
(low
voltage),
too
high
of the
a gap
means above,
gap is important to utilize that energy: too small of using
approximately
1.565
to
1.503
eV and 1.205 to 1.070
a gap means no potential (low voltage), too high of
eV
for
KRICT
and
ZSW
respectively.
a gap
tooThe
much
to excite
the
nergy to excite
themeans
electron.
sunenergy
provides
light energy
in the form of photons at
electron. The sun provides light energy in the form
Both teams from KRICT and ZSW tested out small
of photons at 1.2398 electron volts (eV). This is
tron volts (eV).
This is calculated by:
area cells. These are in the order of 0.5 cm2 which
calculated by:
is much smaller than industrial and residential use.
ℎ𝑐𝑐
The difference between the two is the material
×6.2415 ×1012
𝐸𝐸"# =
chosen: KRICT used a perovskite, ZSW used CIGS.
𝜆𝜆

he energy in electron volts, h is Plank’s constant (6.626 x 1034 J ·s), c is the speed of
8

University of Nevada, Las Vegas

cuum (3.00 x 10 m/s), and λ is the wavelength (nm) which for light is 1 µm. A

79

UNLV Title III AANAPISI & McNair Scholars Research Journal

4
4

Figure 5. Perovskite crystal structure used by Kojim

Figure 5. Perovskite crystal structure used by Kojim

CIGS is the acronym of the elements that it is compris
CIGS is the acronym of the elements that it is compris
5
selenide. Photovoltaic cells made from this material
is famous
selenide. Photovoltaic cells made from this material
is famous
5
rigid and flexible surfaces. It is able to achieve this by layerin
rigid and flexible surfaces. It is able to achieve this by layerin
the nanometer range. This can be achieved by using an evapo
the nanometer range. This can be achieved by using an evapo
EQE% for ZSW
[Green,
Figure 3. EQE% for KRICT [Green, 2015]
coatFigure
the 4.material
onto
the 2015]
surface directly where it stays. Ther
Figure 4. EQE% for ZSW [Green, 2015]
Figure 3. EQE% for KRICT [Green, 2015]
the material
onto
theofsurface
Using digitizer software Plot Digitizer, analysis ofcoat
the range
of the far
slope
the directly where it stays. Ther
CIGS
cells
without
the
use
of
an evaporator [Powalla, 2014].
print
without
Both are
share
the fact
that the
materials
areanalysis
not
Using
digitizer
software
Plot
Digitizer,
ofway
the to
range
of CIGS
the farcells
slope
of the the use of an
evaporator
[Powalla,
2014].
made of
silicon,
the current
standard
CIGS
cellscurve
without
the
use
of an evaporator [Powalla, 2014].
KRICT
curve
showed
approximately
793ofto 825 nm while
the ZSW
showed
approximately

photovoltaics.
KRICT
curve showed approximately 793 to 825 nm while the ZSW curve showed approximately
1030 to 1160 nm. Then by Figure
using5.the
formula
above,
the energy
range[Kojima,
is approximately
1.565 to
Perovskite
crystal
structure
used by Kojima
2009]
Perovskites
are
a
name
given
to
a
material
with
a
1030 to 1160 nm. Then by using the formula above, the energy range is approximately 1.565 to
Figure
5.
crystal
structure
by Kojima [Kojima,
2009] indium, gallium, and
certain
structure.
The
perovskite
is respectively.
CIGS
is the
acronym
ofPerovskite
the
elements
that
it used
is comprised
of: copper,
1.503
eVatomic
and
1.205
to 1.070
eVactual
for
KRICT
and ZSW
composed
of
calcium
titanate,
CaTiO
.
The
first
3 and ZSW respectively.
1.503 eV and 1.205 to 1.070 eV for KRICT
CIGS
is the
acronym
of
the
elements
that it is comprised
of: copper,
indium,
gallium, and
use of Both
this
structure
for
as a photovoltaic
cell was
teams
from
KRICT
and
ZSW
out smallisarea
cells.for
These
arethin
in the
selenide. Photovoltaic cells made fromtested
this
material
famous
being
andorder
usedofin both
done in
2009
by Akihiro
Kojimaand
and
his tested
team in
Both
teams
from KRICT
ZSW
out small area cells. These are in the order of
2TheyPhotovoltaic
selenide.
cells
made
from
thisand
material
is famous
fordifference
being thin and used
both
Japan.
had
an
efficiency
of
3.81%
which
may
0.5
cm and
which
is much
smaller Itthan
industrial
residential
use. The
the in down
rigid
flexible
surfaces.
is
able
to
achieve
this by layering
the materialbetween
in thickness
to
2small, but the much higher costseem
0.5 cm which is much smaller than industrial and residential use. The difference between the
5are share
effectiveness
of processing
and
thin
size, this
rigid
andmaterial
flexible
surfaces.
It issmall
able ato
achieve
by used
layering
theBoth
material
in thickness
down to
two
isnanometer
the
chosen:
KRICT
used
perovskite,
ZSW
CIGS.
the fact
the
range.
This
can
be
achieved
by
using
an
evaporator
to
turn
the
liquid
into
Kojima
the chosen:
way forKRICT
a new way
harness ZSW used CIGS. Both are share the fact a gas to
two
is thepaved
material
used to
a perovskite,
the
sun’s
energyrange.
[Kojima,
2009].
thethe
nanometer
can
be achieved
by using
an evaporator
to turn the liquid into a gas to
that
materials
are
not This
made
of silicon,
the current
standard
of photovoltaics.
coat the material onto the surface directly where it stays. There has actually been a way to print
that the materials are not made of silicon, the current standard of photovoltaics.
Perovskites
a name
given to
a material
withitastays.
certainThere
atomic
actual
coat the
materialare
onto
the surface
directly
where
hasstructure.
actuallyThe
been
a way to print
CIGSPerovskites
cells without
the
use
of
an
evaporator
[Powalla,
2014].
are a name given to a material with a certain
atomic
The
actual
Figure
6. CIGSstructure.
on enameled
steel
[Powalla, 2014]
perovskite
is composed
of calcium
CaTiO
use of this structure for as a
3. The first
CIGS cells
without the
use of antitanate,
evaporator
[Powalla,
2014].
Figure 6. CIGS on enameled steel [Powalla, 2014]
perovskite is composed of calcium titanate, CaTiO3. The first use of this structure for as a
photovoltaic cell was done in 2009 by Akihiro Kojima and his team in Japan. They had an
photovoltaic cell was done in 2009 by Akihiro Kojima and his team in Japan. They had an
efficiency of 3.81% which may seem small, but the much higher cost-effectiveness of processing
efficiency of 3.81% which may seem small, but the much higher cost-effectiveness of processing
and 5.
small
thin size,
way[Kojima,
for a new
Figure
Perovskite
crystalKojima
structurepaved
used bythe
Kojima
2009] way to harness the sun’s energy [Kojima,
and small thin size, Kojima paved the way for a new way to harness the sun’s energy [Kojima,
S is the acronym
of the elements that it is comprised of: copper, indium, gallium, and
2009].
2009].

CIGS is the acronym of the elements that it is
comprised of: copper, indium, gallium, and
selenide. Photovoltaic cells made from this
exible surfaces.
It is able to achieve this by layering the material in thickness down to
material is famous for being thin and used in
both rigid and flexible surfaces. It is able to
ter range. Thisachieve
can bethis
achieved
by using
evaporator
to turn the liquid into a gas to
by layering
the an
material
in thickness
Figure
6.
CIGS
on
enameled
steel
[Powalla,
2014]
Figure 7. Printed CIGS process sequence [Powalla, 2014]
down to the nanometer range. This can be
terial onto theachieved
surface directly
it stays. There
has
actually
by usingwhere
an evaporator
to turn
the
liquid been a way to print
Figure 6. CIGS on enameled steel [Powalla, 2014]
Figure 7. Printed CIGS process sequence [Powalla, 2014]
into a gas to coat the material onto the surface
without the use
of an where
evaporator
[Powalla,
2014].
directly
it stays.
There has
actually been a

hotovoltaic cells made from this material is famous for being thin and used in both

80

University of Nevada, Las Vegas

Figure 7. P

Figure 7. P

Looking at the data resulting can be a daunting task, but with the use of the softw
UNLV
Title III AANAPISI
Journal
MATLAB,
analyzing&isMcNair
madeScholars
muchResearch
simpler.
For PV

cells, many parameters must be calc

forReview
to understand it’s properties:
Max Power
(MP),
at max
many parameters
must
be Voltage
calculated
for topower (Vmp), Curren
Summary of Literature
understand it’s properties: Max Power (MP),
Photovoltaic devices are chosen and processed
),
Open-Circuit
Voltage
(Voc),power
Short-Circuit
Currentat(Jmax
power
(J
mp
sc), Fill Factor (FF), Lig
Voltage
at max
(Vmp), Current
based on the material and arrangement of that
power (Jmp), Open-Circuit Voltage (Voc), Shortmaterial. The ideal band gap will allow just the
Resistance
), Shunt
Resistance
(Rshunt
), and
Efficiency.
Current
(Jsc), Fill
Factor
(FF),
Light Series
correct amount of energy to Series
be absorbed
and (LRseriesCircuit
Resistance (LRseries), Shunt Resistance (Rshunt),
converted into electricity with the least amount of
Efficiency.
The data
from
testing is calculated in MATLAB by first calculating the p
waste. There is consideration in the cost
of obtainedand
production as well. However, it is the test for the
Thecorresponding
data obtained current
from testing
is calculated
in together to get
proof of efficiency that playsThe
a bigvoltage
role inoutput
whether
with the
reading
are multiplied
a product is successful. Data is gathered from tests MATLAB by first calculating the power. The voltage
output with
corresponding
current
by reading the voltage and corresponding
current
respective power
value. MATLAB
willthe
then
search through
all thereading
power are
values for the h
multiplied
together
to
get
its
respective
power
when directing sunlight at the photovoltaic
value. MATLAB will then search through all the
devices. The characteristics for
efficiency
to max power
amount.
Thishave
is the
of the PV test. By looking at the associated voltage and c
power values for the highest amount. This is the
be calculated from that set of data.
max power of the PV test. By looking at the
values
from
the
data
at
that
point, the Vmp and
J current
are found.
These values will be used in
associated voltage
and mp
values from the
Methods
data at that point, the Vmp and Jmp are found.
Ideas, new and old, require analyzing the data
FF.
These values will be used in a later calculation, FF.
from testing. For Photovoltaiccalculation,
cells (PV), testing
them requires measuring the current produced by
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑚𝑚𝑚𝑚 = 𝑉𝑉×𝐽𝐽(𝑚𝑚𝑚𝑚)
the PV by applying a voltage. The data returned
from this test is run continuously over a wide
Findingfinding
the Jscthe
requires
at the
zerocurrent value.
Finding the Jsc requires
voltagefinding
at zerothe
andvoltage
reading
range to receive the best possible accuracy.
and reading the current value. Taking the next few
Analyzing the data and plotting the voltage against
setsand
of voltage
current
takingfor
an the slope give
the current allows researchers
get few
a nice
visual
thetonext
sets
of voltage
current and
readings
andreadings
taking anand
average
average
for
the
slope
gives
the
LR
.
representation of what is happening with the PV.
shunt

This is known as the Current-Voltage
LRshunt. Curve (I-V
similar to the Jsc, but requires, instead,
Curve).
The Voc is similar toThe
theVoc
Jsc,isbut
requires, instead, finding the current at zero and re
finding the current at zero and reading the voltage
The Voc is similar to the Jsc, but requires, instead, finding the current at zero and
value. Taking the next few sets of current and
The I-V Curve is a graph with
voltage
on the
the the
voltage
value.
Taking the next few sets of current and voltage readings and taking an a
horizontal axis and the current on the vertical axis. voltage readings and taking an average for the
the voltage value. Takingslope
the next
of current
and voltage readings and taking an
givesfew
thesets
Rseries
.
A typical curve from pveducation.org is shown below

for the slope gives the Rseries.

in figure 1. The graph is traced by sweeping a
for the slope gives the RThe
series.FF parameter is calculated by using the V
voltage range and measuring the current readings;
mp,
,
J
,
V
,
and
J
. The FF is calcul
The
FF
parameter
is
calculated
by
using
the
V
mp
mp
oc
sc
J
,
V
,
and
J
.
The
FF
is
calculated
by
one voltage reading corresponds to one current
mp oc
7sc
The FF parametermultiplying
is calculated
using
andthe
Jsc. The FF is calc
theby
Vmp
by the
the V
Jmp
dividing
mp, J
mp, Voc, by
reading.
Jmp dividing
byand
the Jproduct
of
V
and
J
:
multiplying the Vmp by theproduct
of Voc
:
oc
sc
sc

multiplying the Vmp by the Jmp dividing by the product of Voc and Jsc:
𝑉𝑉@A ×𝐽𝐽@A
𝐹𝐹𝐹𝐹 = 𝑉𝑉 ×𝐽𝐽
𝑉𝑉 @A
× 𝐽𝐽DC @A
𝐹𝐹𝐹𝐹 = BC
𝑉𝑉BC × 𝐽𝐽DC
The final parameter,The
Efficiency,
uses
the
FF
by multiplying
final parameter, Efficiency,
uses the FFFF,
byVoc, and Jsc togethe
The final parameter,
Efficiency,
uses
theJFF
by multiplying FF, Voc, and Jsc toge
multiplying
FF, Voc
, and
sc together:
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝐹𝐹𝐹𝐹×𝑉𝑉BC ×𝐽𝐽DC
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝐹𝐹𝐹𝐹×𝑉𝑉BC ×𝐽𝐽DC
The experiment is limited by the use of a digitizing software to retrieve the inheren
The
experiment
is limited
by the use
of a digitizing
The experiment is
limited
by the use
of a digitizing
software
to retrieve the inher
software
to
retrieve
the
inherent
data
from
from a graph. The graph is a graphic with its own set of errors and
axesa thus using another
Figure 8. J-V Curve [Hondel, 2016]
The graph
graphic
with
its own
from a graph. The graphgraph.
is a graphic
withisitsa own
set of
errors
and set
axesofthus using anoth
errors and axes thus using another software to
software
to grab
could attribute to some errors.
t the data resulting
can be a daunting task,
but with
themore
use ofresolution
thegrab
software
more resolution could attribute to some
Looking at the data resulting can be a daunting
software to grab more resolution could attribute to some errors.
errors.
task, but with the use of the software MATLAB,
Data
Analysis
ing is madeanalyzing
much simpler.
For
PV
cells,
many
parameters
must
be
calculated
is made much simpler. For PV cells,
Data Analysis
Using
the data
MartinatGreen’s
it’s properties: Max Power (MP), Voltage at max
power
(Vmpfrom
), Current
max 2015 publication “Solar cell efficiency tables
University of Nevada, Las Vegas
81 table
Using
the data from Martin Green’s 2015 publication “Solar cell efficiency
(Version(J45)”,
theFactor
MATLAB
n-Circuit Voltage (V ), Short-Circuit Current
), Fill
(FF),program
Light will be tested for accuracy and precision. The param

and Jsc togeth
UNLV Title III AANAPISI & McNair Scholars Research Journal

Data Analysis
Using the data from Martin Green’s 2015
publication “Solar cell efficiency tables (Version 45)”, the
MATLAB program will be tested for accuracy and
precision. The parameters of LRshunt, Rseries, MP,
Vmp, Jmp, Jsc, Voc, FF, and Efficiency will be
analyzed by comparing the JV curve of the KRICT
20.1% efficiency and ZSW 21.7% efficiency found in
Green’s article shown in Figure 4 and 5..

Figure 9. Perovskite J-V Curve in light blue [Green, 2015]
Figure 9. Perovskite J-V Curve in light blue [Green, 2015]
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Figure 10. CIGS J-V Curve in orange [Green, 2015]
Figure 10. CIGS J-V Curve in orange [Green, 2015]
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had 77% for FF and 20.04% for Efficiency. ZSW had
79% for FF and 21.7% for Efficiency.

Results
yzing Green’s
JV curve for KRICT perovskite had satisfactory

formula:

Analyzing Green’s JV curve for KRICT perovskite
had satisfactory results. By using the percent error
formula:

% 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 =

The final comparison, FF, KRICT had an
experimental value 77.0% with Green’s 77.0%. ZSW
had 79.3% compared to 79.3%. Both results were
nominal.
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Figure 11. Nominal reference values [Green, 2015]

The MATLAB program had an efficiency of 20.04% for KRICT while Green’s chart
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The final comparison, FF, KRICT had an experimental value 77.0% with Green’s 77.0%.
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Figure 12. MATLAB J-V curve for KRICT

12

Figure 13. MATLAB J-V curve for JSW

Conclusion

Voc/Eg ratio for perovskite solar cells is about 0.75
and for CIGS solar cells is 0.65, an indication of
Understanding and finding the parameters from the raw data will enhance the
theoretical limits for both materials. Future work
will include implementation of the code developed
understanding
of future
efficiency
Photovoltaic
cells have a few distinct parameters that
in MATLAB
for data
analysistesting.
and testing
both
perovskite and CIGS solar cells for long-term power
characterize
how well
it will function once the material and processing has been accomplished:
conversion
efficiency.
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Cancer-Related
Fatigue Trajectory
and Biological
Correlates Of Acute
Lymphoblastic
Leukemia Patients
During
Chemotherapy
By Timothy Ogburn

Abstract
BACKGROUND: Cancer related fatigue (CRF) is one
of the devastating symptoms experienced by
cancer patients during chemotherapy. The etiology
of this symptom is unclear. This study aims to
understand the fatigue experience and
biopsychosocial correlates of children with Acute
Lymphoblastic leukemia (ALL) during
chemotherapy.
Method:
This study is a preliminary report of an active IRB
approved research protocol. Children diagnosed
with ALL were recruited into the study. Participants
were asked to complete a Patient Reported
Outcome Measurement Information System
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(PROMIS) questionnaire before starting
chemotherapy and 1, 2, and 3 weeks after
chemotherapy. Blood samples on each visit were
collected and sent to the laboratory for analysis.
Results:
A 10 year old male participant diagnosed with ALL
was included in this preliminary report. The
participant was undergoing the chemotherapy
including Vincristine, Doxorubicin, intrathecal
Methotrexate, Dexamethasone, and Pegaspargase.
During the treatment, anxiety, depression, paininterference scores, hemoglobin (Hb) and
hematocrit (Hct) levels decreased from baseline at
1, 2 and 3 weeks of the treatment. Fatigue level
increased at 1 week (PROMIS =52.2) and 3 weeks
(PROMIS=56.5) but decreased at 2 weeks
(PROMIS=35.4) after the treatment from baseline
(PROMIS=35.4). The fatigue change pattern is
similar to the change in Mean Corpuscular
Hemoglobin Concentration (MCHC), Mean
Corpuscular Hemoglobin (MCH) and triglycerides
levels. The hemoglobin (Hb) and hematocrit (Hct)
levels were increased at 1, 2 and 3 weeks after
chemotherapy from baseline.
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Conclusion:
These preliminary results suggested self-reported
fatigue changes during chemotherapy. A similar
change in fatigue and MCHC and MCH levels
support roles of hemoglobin and nutrition in CRF.
The increasing of Hb and Hct during treatment did
not support the association between anemia and
fatigue. This result was based on one participant
but it provided unique information of fatigue and
other variables changes over time. A future study
with a larger sample size is needed.
Introduction
Leukemia is a blood cancer arising in the bone. The
bone marrow produces an abnormal amount of
myeloid or lymphoid derived white blood cells
which interferes with erythrocyte and platelet
development. Leukemia is one of the most
diagnosed pediatric cancers, with acute lymphocytic
leukemia (ALL) comprising 80% of leukemic
diagnoses (Siegal, et al., 2014). Clinical manifestations
are more prevalent in patients who have Down
syndrome, neurofibromatosis, and Shwachman
syndrome (Hasle, H., 2001). Morphological and
cytochemical diagnostic measures in the diagnosis
of ALL uses a bone marrow assessment and flow
cytometry. B-lineage ALL will express CD19, CD20,
CD22, CD24, and CD79a immunophenotype;
T-lineage ALL will express CD1a, CD2, CD3, CD4,
CD5, CD7, and CD8 immunophenotype (Chiaretti, et
al., 2014).
Chemotherapy is the standard treatment for
leukemia. This treatment regimen is divided into
three phases: remission induction, consolidation,
and maintenance. Induction is used to achieve
remission, which typically occurs within the first few
months. Consolidation, which occurs after the first
months of induction, lasts another one-to-two
months; its primary goal is to ensure that any
potential remaining leukemia cells are killed and that
those cells that have survived induction do not
become resistant to further treatment. Maintenance
is the last step to ensure that all leukemic cells are
removed from the body; this phase lasts for two-tothree years (National Cancer Inst., 2016). Major side
effects of chemotherapy include nausea, vomiting,
fatigue, anemia, infections, and pain. National Cancer
Institute reported that 14-96% of cancer patients
experienced cancer-treatment related fatigue during
the chemotherapy and 19-82% continue to
experience fatigue after treatment (2016).
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Cancer-related fatigue or cancer-treatment-related
fatigue (CRF) was defined as an ongoing exhaustion
that limits the ability to enjoy life and accomplish
activities (National Comprehensive Cancer
Network, 2016). The patient’s quality of life is
impacted, preventing him/her from returning to a
lifestyle previously enjoyed (National
Comprehensive Cancer Network, 2016). Some
healthcare providers may reduce the amount of
chemotherapy or change the protocol schedule to
help the patient manage their fatigue symptoms;
therefore, the effectiveness of the treatment may
be affected, such as ability to fight infections or
reduced effectiveness of treatment to target
cancerous cells (National Comprehensive Cancer
Network, 2016). Overall, cancer-related fatigue is a
major problem for patients undergoing
chemotherapy as well as those who have survived
cancer and are post-treatment.
Literature Review
Beyond the pathogenesis of fatigue, diagnosis of
cancer can lead to social isolation, mood
disturbances, and psychological problems (Currier
et al., 2010). Treatment requires the patient to be
hospitalized for extended periods of time,
restricting the daily activities the patient is allowed
to partake. Moreover, Currier and colleagues (2010)
investigated the contribution of cancer to
posttraumatic stress symptoms (PTSS) using
questionnaires and PTSD indexes. Although
diagnosis and the experience of cancer-treatment
resulted in stress symptoms, the intensity of PTSS
increased when pediatric patients experienced
unrelated-cancer stressors such as the death of a
loved one (Currier, et al., 2010). Stressors may be a
factor in the development of cancer-related fatigue
(Bower & Lamkin, 2014). Another study conducted
by Gordijn and colleagues (2012) demonstrated
that childhood survivors of ALL typically have
higher cortisol levels that their healthy control
counterparts. Moreover, those that were observed
to have higher cortisol levels also experienced
fatigue and poorer quality of life (Gordijn, et al.,
2012).
Although the mechanisms are unclear, evidence
suggested that cancer-related fatigue may be
associated with poor nutrition (Kiss, et al., 2016),
anemia (Cella, et al., 2002) and tumor- and cancer
treatment-activated pro-inflammatory cytokine
networks (Bower & Lamkin, 2012). In a study by
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Kiss and colleagues (2016), patients on a guided
dietary intervention maintained functional wellbeing (FWB) and physical well-being (PWB) as
determined by Quality of Life (QoL) questionnaire
scoring while those not on the intervention
declined in both scores. Furthermore, the
Interluekin (IL)-6 and Nuclear Factor Kappa-lightchain-enhancer of B cells (NF-κB) pathways that
are turned on can interfere with the central
nervous system signaling (Bower, et al., 2009),
which may attribute to the fatigue. A study by
Vallance and colleagues found a significant
association between pharmacokinetics of a
medication and cancer related fatigue. A
pharmacokinetic and pharmacogenetic analysis
was performed on children with ALL receiving
dexamethasone, a drug prescribed for
inflammation, demonstrating the relationship
between chemotherapy and fatigue (Vallance, et al.,
2014). The analysis found little association between
dexamethasone and fatigue and sleep; however,
genetic associations between Alpha-2 Heremans
Schmid glycoprotein (AHSG), a hepatic protein that
regulates inflammation and calcium levels, and
patients experiencing fatigue and sleep
abnormalities have been observed (Vallance, et al.,
2014).
Currently, there is no FDA approved medication for
CRF. Researchers investigated the effectiveness of
anti-inflammatory medication targeting proinflammatory cytokine networks on cancer
patients and found corticosteroids reduced
systemic inflammation and its associations while
nonsteroidal anti-inflammatory drugs (NSAIDs)
reduced systemic inflammation and improved
physical function. Corticosteroids are administered
empirically rather than specifically to moderate
the systemic inflammation experienced during
cancer treatment, yet results in a placebo
controlled trial concluded that administration of
dexamethasone relieved cancer related symptoms
(Roxburgh & McMillan, 2015).
Preliminary results have been published identifying
protein biomarkers that may potentially allow
healthcare professionals to quantifiably measure
fatigue. Jensen and colleagues (2014) collected
plasma samples from HIV patients experiencing
fatigue and analyzed, using mass spectrometry
and Western Blots, protein levels. Their results
suggest that Apolipoproteins A and B, out of the

113 proteins identified, may serve as potential
fatigue biomarkers. However, the researchers do
acknowledge that further studies, particularly
those involving RNA interference (RNAi), are
needed to determine the significance of their
results.
In addition to Apolipoproteins (proteins used to
transport triglycerides and cholesterol through the
body) A and B, researchers have correlated
Apolipoprotein E (ApoE) with fatigue. In a study
examining fatigue levels before and after mild
traumatic brain injury, fatigue levels increased from
16.1% of the studied population to 41.9%
(Sundström, et al., 2007). The observed increased
was more pronounced in patients who were
carriers of the APOE ε4 allele. It is suggested by the
researchers that there may be a link between the
intracellular pathways involving the APOE ε4 allele
and increased prevalence of cerebral amyloid
angiopathy or intracellular calcium levels
(Sundström, et al., 2007). Furthermore, Teasdale
and colleagues (1997) reviewed clinical data of
patients with head trauma and found evidence for
APOE genetic association with poorer clinical
outcomes such as vegetative states and impaired
cognitive function.
ApoE is synthesized, in the brain, by astrocytes
and transports lipids for neuronal regenerative
purposes. One hypothesis is the association of
ApoE with cancer-related fatigue in the similar
sense that increased ApoE levels are observed in
head-trauma patients to repair damaged tissue or
in the similar sense that ApoE is linked to
neuronal degeneration in Alzheimer’s patients. In
an APOE-/- experiment, several protein levels were
observed to be effected; in the knockout group,
metformin, a gluconeogenesis inhibitor, was able
to attenuate neurodegenerative morphologies in
the neocortex compared to the control groups
(Suski, et al., 2016). Although interpretations must
be cautious, the potential for some proteins, such
as metformin, to attenuate biological symptoms
due to APOE knockout may be pronounced.
Moreover, Ahles and colleagues (2003) performed
assessments on cancer patients undergoing
chemotherapy and found associations between
patients with the APOE4 genotype and cognitive
battery, in which they define cognitive battery as
the cognitive decline experienced from chemical
insults (from chemotherapy).
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This study aims to 1) investigate the trajectory of
fatigue during cancer treatment among ALL
children, and 2) examine the association of the
pattern of changes in plasma ApoE and pattern of
change in fatigue. Due to the slow recruitment,
data from one participant is available for the
preliminary data analysis. Therefore, the purpose
of this paper is to describe the pattern of change
in fatigue and other variables of one ALL
participant during chemotherapy.
Methods:
The data of this study is a part of an active UNLVIRB approved project “Association of proteins
expression and fatigue intensification in childhood
cancer receiving chemotherapy” (Dr. Lukkahatai: PI).
Patients aged 10-21 years diagnosed with Acute
Lymphoblastic Leukemia receiving chemotherapy
at the Children’s Specialty Center of Nevada, Las
Vegas were enrolled. Eligible participants are
diagnosed with leukemia and scheduled to receive
chemotherapy. Exclusions include active infection,
patients with medical conditions; and those
diagnosed with psychological disorders.
Participants were asked to complete
questionnaires at baseline, week 1, 2 and 3 of their
chemotherapy cycle. The information of the
routine blood test including complete blood count
and blood chemistry was obtained from
participant medical record at each visit.
Approximately 15 mL of blood was collected from
the existing vascular access device by an
experienced oncology nurse(s) at baseline
(baseline: visit 1) and one week after
chemotherapy (visit 2). Blood samples were
transferred to UNLV, prepared and stored for the
laboratory experiment in room BHS 122, UNLV.
Measurements
QUESTIONNAIRE
Participants were asked to complete a set of
questionnaires. These questionnaires consist of a
demographic and clinical information
questionnaire and Pediatric Patient Reported
Outcomes Measurement Information System
(pediatric-PROMIS) short form. The clinical
information including the height, weight and
routine blood results (e.g., CBC, blood chemistry)
were obtained from the medical record review.
Pediatric-PROMIS questionnaire was used to
measure fatigue, depression, anxiety, peer
relationships, pain intensity, pain interference,
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upper extremity function, and mobility. The scale
contains a total of 25 items. Participants are asked
to describe their symptoms based on the past
seven days using a 5-point response scale from
“never” to “almost always”.
BIOLOGICAL SAMPLES.
The original study intended to measure
Apolipoprotein E level in the plasma sample.
During the clinical visit, approximately 15 mL of
subjects’ peripheral blood was collected at baseline
(visit 1) and 1 week after starting chemotherapy
(visit 2) of the chemotherapy. The peripheral blood
then was centrifuged at 3,000 rpm for 10 min in 4
degrees Celcius to separate the plasma. The
plasma sample then stored in -70° freezer for the
further analysis. To meet the scholarship timeline,
only one participant was recruited during that
time. Data for ApoE is not available for this
preliminary report.
The questionnaire data and routine blood result
from each visit was analyzed using a Microsoft
Excel program.
Results
A ten (10) year-old male diagnosed with acute
lymphoblastic leukemia (ALL) was included in this
preliminary report. The patient received
chemotherapy treatment at the maintenant phase.
The chemotherapy medications included
Vincristine, Doxorubicin, intrathecal Methotrexate,
Dexamethasone, and Pegaspargase.
CHANGE IN SYMPTOMS DURING
CHEMOTHERAPY.
The participant’s PROMIS questionnaire scores
report changes in all categories. Physical mobility
scores (Fig. 1A) have decreased (25.1, 20, 20, and
23.1 from baseline, week 1, 2, and 3) after the first
week and increased in the last visit. Depressive
symptoms (46.7, 37.7, 37.7, and 37.7 on visits
baseline, 1, 2, and 3, respectively) decreased after
the first week and remained thereafter (Fig 1B).
Anxiety scores (Fig. 1C) followed a similar trend
(50.6, 34.5, 34.5, and 34.5) as depressive symptoms
scores. Fatigue scores (Fig. 1D) increased after
baseline and decreased the second visit only to
increase on the fourth visit (35.4, 52.2, 35.4, and
56.5). Peer-relationship scores (Fig. 1E) increased
after baseline and then decreased on the fourth
visit (51.9, 61.1, 61.1, and 46.7). Pain interference
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Fig. 2 Self-reported PROMIS scoring and blood report. (A) Anxiety T-score dropped 31.8% after the first week and remained
thereafter until week 4. (B) Depression T-score dropped 19.3% after the first week and remained thereafter until week 4. (C) Paininterference T-score dropped 22.2% after the first week and remained thereafter until week 4. (D) A 69.6% drop in lymphocytes was
observed from week 1-to-2. On week 3, a 9.15% decrease was observed.

Change in blood cell counts and fatigue.
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Fatigue levels were
observed to follow the
same trend as
hemoglobin and
hematocrit levels. The
fatigue levels were
reported to be PROMIS
score 35.4, 52.2, 35.4, and
56.5 from weeks 1-to-4
respectively (Fig. 3A).
Meanwhile, hemoglobin
levels increased the first
week, and then
decreased the second
week from 11.3g/dL, 13g/
dL, and 12.6g/dL
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lymphocyte concentrations.
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In anemicwithin
patients,
is notHowever,
enough
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Conclusion
fluctuated. It increased at week one (T2) and week three (T4) after the chemotherapy
started.
specific participant, low number of RBCs is not an
Apolipoprotein E, as a biomarker for fatigue in canindicator for fatigue severity. The similar change
cer patients, cannot be definitively linked to CRF.
pattern between fatigue and the MCH and MCHC
Although the association between inflammation,
level suggested the possible association of the
ApoE ε4, and fatigue has been noted in the
abnormality of the hemoglobin and the self-report
literature review, no hard assumptions based on
fatigue.
collected data can be made. Chemotherapy medicaMG/DL

Cholesterol

Fig. 5 PROMIS scored self-reported fatigue levels
compared to triglyceride and cholesterol levels in the
blood. (A) Fatigue levels increased the first and third
week and decreased the second week. (B) Triglyceride
levels decreased the second week and increased back to
baseline the third week. (C) Cholesterol levels
increased the second week and returned to baseline the
fourth week.

The patient experienced a decrease in depression,
anxiety, and pain after the first week and remained
at a constant level throughout the next three
weeks. This observation agrees with primary
literature that argues there is a strong correlation
between anxiety and depression. (Lovibond &
Lovibond, 1995). Lymphocyte percentages also
decreased; however, since this is a case study, hard
assumptions could not be made. However, a
decrease in the amount of lymphocytes may be

tions given have multiple side-effects including
pain, bleeding, and fatigue. Our study discounted
anemia and abnormal blood chemistry as possible
reasons for fatigue development. Positive and negative trends between cholesterol, triglycerides, and
self-reported fatigue encourages us to pursue further investigation whether ApoE may play some
role in cancer-related fatigue development.

University of Nevada, Las Vegas

91

UNLV Title III AANAPISI & McNair Scholars Research Journal

Bibliography
Ahles, T., Saykin, A., Noll, W., Fursetnberg, C.,
Guerin, S., Cole, B., & Mott, L. (2003). The
relationship of APOE genotype to
neuropsychological performance in long-term
cancer survivors treated with standard dose
chemotherapy. Psychooncology, 12(6), 612-619.
Bower, J. & Lamkin, D. (2012). Inflammation and
cancer-related fatigue: Mechanisms, contributing
factors, and treatments. Nat Rev Clin Oncol, 11(10),
597-609.
Cella, D., Eton, D., Lai, J., Peterman, A., & Merkel, D.
(2002). Combining anchor and distribution-based
methods to derive minimal clinically important
differences on the Functional Assessment of
Cancer Therapy (FACT) anemia and fatigue scales. J
Pain Symptom Manage, 24(6), 547-561.
Chiaretti, S., Zini, G. & Bassan, R. (2014). Diagnosis
and and subclassification of acute lymphoblastic
leukemia. Mediterr J Hematol Infect Dis, 6(1), e2014073.
Currier, J., Jobe-Shileds, L., & Phipps, S. (2010).
Stressful life events and posttraumatic stress
symptoms in children with cancer. J Trauma Stress,
(22)1, 28-35.
Gordijn, M., van Litsenburg, R., Gemke, R., Bierings,
M., Hoogerbrugge, P., van de Ven, P., Heiknen, C., &
Kaspers, G. (2012). Hypothalamic-pituitary-adrenal
axis function in survivors of childhood acute
lymphoblastic leukemia and healthy controls.
Psychoneuroendocrinology, 37(9), 1448-1456.
Hasle, H. (2001). Pattern of malignant disorders in
individuals with Down’s syndrome. Lancet Oncol,
2(7), 429-436.
Jensen, K., Goo, Y., Yahiaoui, A., Bajwa, S., Goodlett,
D., Russo, J., & Voss, J. (2014). Identification of
fatigue biomarkers in treated and treatment-naïve
HIV patients: Preliminary results. Biol Res Nurs,
16(3), 278-287.
Kiss, N., Isenring, E., Gough, K., Wheeler, G., Wirth,
A., Campbell, B., & Krishnasamy, M. (2016). Early
and intensive dietary counseling in lung cancer
patients receiving (chemo)radiotherapy-A pilot
randomized controlled trial. Nutr Cancer, 68(6), 958967.

92

Lovibond, P. & Lovibond, S. (1995). The structure of
negative emotional states: Comparison of the
Depression Anxiety Stress Scales (DASS) with the
Beck Depression and Anxiety Inventories.
Mayo Clinic. (2016a). Vincristine (Intravenous
Route). Retrieved from http://www.mayoclinic.org/
drugs-supplements/vincristine-intravenous-route/
side-effects/drg-20066703
Mayo Clinic. (2016b). Doxorubicin (Intravenous
Route). Retrieved from http://www.mayoclinic.org/
drugs-supplements/doxorubicin-intravenousroute/side-effects/drg-20063553
Mayo Clinic. (2016c). Methotrexate (Injection
Route, Subcutaneous Route). Retrieved from
http://www.mayoclinic.org/drugs-supplements/
methotrexate-injection-route-subcutaneousroute/side-effects/drg-20064776
Mayo Clinic. (2016d). Dexamethasone (Oral Route).
Retrieved from http://www.mayoclinic.org/drugssupplements/dexamethasone-oral-route/sideeffects/drg-20075207
Mayo Clinic. (2016e). Pegaspargase (Intramuscular
Route, Intravenous Route). Retrieved from http://
www.mayoclinic.org/drugs-supplements/
pegaspargase-intramuscular-route-intravenousroute/side-effects/drg-20067837
National Cancer Institute. (2016). Childhood acute
lymphoblastic leukemia treatment (PDQâ)-Health
professional version. Retrieved from http://www.
cancer.gov/types/leukemia/hp/child-all-treatmentpdq#section/_565
National Comprehensive Cancer Network. (2016).
Fatigue. Retrieved from https://www.nccn.org/
patients/resources/life_with_cancer/managing_
symptoms/fatigue.aspx
National Institutes of Health. (2012). What causes
anemia. Retrieved from http://www.nhbli.nih.gov/
health/health-topics/topics/anemia.
Newington, L. & Metcalfe, A. (2014). Factors
influencing recruitment to research: Qualitative
study of the experiences and perceptions of
research teams. BMC Med Res Methodol, 14(10).
Roxburgh, C. & McMillan, D. (2014). Cancer and
systemic inflammation: Treat the tumor and treat
the host. Br J Cancer, 110(6), 1409-1412.

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

Siegal D., King, J., Buchanan, N., Ajani, U., & Li, J.
(2014). Cancer incidence rates and trends among
children and adolescents in the United States, 20012009. Pediatrics, 134(4), 945-955.
Stein, E., Stein, A., Walter, R., Fathi, A., Lancet, J.,
Kovacsovics, T. . . . Erba, H. (2014). Interim analysis of
a phase 1 trial of SGN-CD33A in patients with
CD33-positive acute myeloid leukemia (AML). Blood,
124(4), 623-627.
Sundström, A., Nilsson, L., Cruts, M, Adolfsson, R.,
Broeckhoven, C., & Nyberg, L. (2007). Fatigue before
and after mild traumatic brain injury: Pre-postinjury comparisons in relation to Apolipoprotein E.
Brain Inj, 21(10), 1049-1054.

Suski, M., Olszanecki, R., Chmura, L., Stachowicz, A.,
Medej, J., Okon, K. . . . Korbut, R. (2016). Influence of
metformin on mitochondrial subproteome in the
brain of apoE knockout mice. Eur J Pharmacol, 772,
99-107.
Teasdale, G., Nicoll, J., Murray, G., & Fiddes, M.
(1997). Association of apolipoprotein E
polymorphism with outcome after head injury.
Lancet, 350(9084), 1069-1074.
Vallance, K., Liu W., Mandrell, B., Panetta, J., Gattuso,
J., Hockenberry, M. . . . Hinds, P. (2010). Mechanisms
of dexamethasone-induced disturbed sleep and
fatigue in paediatric patients receiving treatment for
ALL. Eur J Cancer, 46(10), 1848-1855.

University of Nevada, Las Vegas

93

UNLV Title III AANAPISI & McNair Scholars Research Journal

Construction and
Assembly of a
Hyperdrive
Recording Implant
By Andrew A. Ortiz

Abstract
A hyperdrive recording implant is an
electrophysiological device that allows researchers
to measure neuronal activity while animal subjects
perform behavioral tasks. The hyperdrive recording
implant is composed of 32 movable bundles of
tetrodes that record electrical activity from specific
brain areas. These tetrodes can be carefully
lowered into the proper locations within a rodent’s
brain to record activity of single neurons or
population of neurons. This paper provides
instructions on how to construct and assemble a
hyperdrive recording implant that bilaterally targets
the anterior cingulate cortex (ACC) and the
hippocampus (HP); although the implant is flexible
and can be constructed to target other brain areas.
Using this electrophysiological device to bilaterally
record these two brain areas will help us
understand primary functions of the ACC and
hippocampus.
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Construction and Assembly of a
Hyperdrive Recording Implant
This paper will cover step-by-step instructions on
how to construct and assemble a hyperdrive
recording implant that bilaterally targets the ACC
and the hippocampus. To my knowledge this is the
first hyperdrive recording implant that can
bilaterally record brain activity from these two
neural areas. The design of the hyperdrive
recording implant is flexible and can be built to
target other cortical regions. The implant consists
of 32 twisted bundles of tetrodes with a total of
128 individual recording wires. Tetrodes are made
up of extracellular recording wires that have been
twisted together (TWT) to pick up electrical signals
from neurons (Gray et al., 1995; McNaughton et al.,
1983). Interestingly, the 32 bundles of tetrodes are
movable and can be lowered to target brain
regions such as area CA1 in the hippocampus
which is approximately 200μm wide and located
~2mm from the surface of the cortex. All 128
recording wires are connected to an electrode
interface board (EIB); (Plexon Inc., Dallas, TX) which
takes information from the brain and transfers it
to an open-source acquisition software platform
running on a Windows machine. Using these
targeted tetrodes, we are able to look at the
neuronal waveforms of individual neurons or the
population-level responses in specific brain areas.
University of Nevada, Las Vegas
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Literature review:
Since the great discovery of ‘animal electricity’ in
the late 18th century by Luigi Galvani,
electrophysiology has been used to understand
how the brain functions (Galvani, 1791; Scanziani
& Hausser, 2009). The first recording of an electrical
membrane potential of a nerve cell was measured
in a giant squid axon (Hodgkin & Huxley, 1939). An
action potential is a change in membrane potential
by an electrical impulse regulated primarily by
sodium and potassium ion channels (Hodkin &
Huxley, 1939). This incredible finding allowed
scientists to study the brain by looking at voltage
change in neurons. Eventually, recording single cells
or local field potentials of neurons became
possible by using electrophysiological devices that
measured the changing concentrations of
electrically charged ions in the brain.
Various different types of electrophysiology
recording devices have been used throughout
history to make recording more efficient. Most are
typically composed of microdrives or hyperdrives
with movable parts known as ‘drivers’ which allow
one to manually control the depth of recording
wires (Gray et al. 1995; McNaughton et al. 1983;
Wilson & McNaughton, 1993). Before the creation
of movable drivers, researchers would have to
hold an animals head in order to lower or lift the
tetrodes with the driver. The creation of the
‘drivers’ alleviated stress on the animal because
scientist did not have to forcefully hold the animal
subject while adjusting the drivers. Additionally, it
reduced the chances of the implant becoming
detached from the animal’s skull that was usually
caused by the animal suddenly moving while the
researcher manipulates the implant parts. Most
importantly, the drivers were typically made as
light weight as possible to reduce the overall
weight of the device.
Tetrodes are used to look at populations of
neurons by examining the extracellular fluid
(Buzsaki, 2004). These recording wires can be
lowered down into an animal’s brain to pick up
membrane voltage from neurons. Researchers
eventually twisted individual tetrodes to make a
four bundle tetrode. This twisted wire tetrode
(TWT) was specifically defined it as “a closely
spaced tetrahedral array of recording electrodes
with tips sufficiently close together to record
signals from overlapping population of neurons”

(McNaughton et al., 1983). Researchers discovered
that the use of a tetrode detected more isolated
neurons than an electrode or stereoscopes (Gray
et al., 1995) Eventually, different number of
tetrodes were incorporated into the microdrives.
For example, some electrophysiological implant
had 16 bundles of recording wire and other had
up to 32 bundles depending on the EIB.
Eventually, researchers started using
electrophysiological devices that consisted of
microelectrodes while rodents completed a freely
moving behavioral task (Fujii and Graybiel 2005;
McCasland 1987; O’keefe and Dostrovsky 1971;
Ranck 1973 &Taube et al. 1990). Electrophysiological
devices were innovated to record cortical activity
for various types of animals. For example,
electrophysiological devices for primates with
motorized microdrives were created (Cham el al.
2005; Gray et al. 2007). Implants for smaller
animals such as mice were made constructed as
well (Luo et al. 2003). Headstage with three
micromotors were developed to record brain
activity in small animals such as singing birds (Fee
& Leonardo, 2001). The development of these
implants are being ameliorated every day. Various
new materials are being used to innovate new
electrophysiological implants as new technology
develops.
Methods:
There were several steps and components that
were required to construct and assemble a
hyperdrive recording implant (Figure 1). These
major steps included: measuring and cutting
cannula, fabricating the hyperdrive plastic disc,
machining the bundle, inserting the bundle into
the hyperdrive disc, constructing drivers, inserting
and cementing various parts, making a final
cannula cut, twisting and inserting tetrodes into
the EIB, and gold plating tetrodes.
MEASURING AND CUTTING CANNULA:
The first major step of constructing a hyperdrive
recording implant was to start measuring and
cutting cannula of different sizes. The biggest
cannula size that was used for the implant was a
19 gauge (19g) stainless steel tube. The 19g cannula
are used to hold and allow the ‘drivers’ to move up
and down. Since the 19g cannula comes in a
meter-long tube, we measured 2.6 cm and then
put a small mark. This process was repeated 32
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diamond coated blade was used to vertically cut

Figurethe
1: Hyperdrive
recording
implant.
marks of the
long piece
of 30g cannula. After
all 32 individual 30g cannula are cut, the next step
included beveling only one side of the 23g. The
final product consisted of 32 individual 30g
cannula that were exactly 3.65cm long, and
beveled on only one side. Lastly, all 30g cannula
were set on a weight boat and set off to the side.

FABRICATION OF A HYPERDRIVE PLASTIC DISC:
The circular plastic hyperdrive disc was used to
hold all the pieces of a hyperdrive recording
implant together (Figure 2). It is composed of 97
cannula holes. The 32 most outer holes were made
to hold the 19g cannula. The middle 32 holes of
the disc were made to hold the 23g cannula. The
32 most inner holes were used to hold the 30g
Figure 1: Hyperdrive recording implant.
cannula. Lastly, there is a middle hole at the center
Figure
The
circular
plastic
hyperdrive
disc is
of 2:
the
circular
disc
that holds
the electrode
to hold all
the pieces
of a hyperdrive
board
(EIB); (Plexon
Inc., Dallas, TX). Next,
times since the disc is composed of 32 19g holes. usedinterface
Figure 1: Hyp
a premade
stainless
steel mold that consistent of
The next step included using a Dremel rotary toolrecording
implant
together.
to vertically cut the marks from the meter long 19g the same dimensions as previously mentioned was
used to create the plastic version of the disc. The
cannula. Afterwards, all 32 individual 19-gauge
first step included filling a weigh boat with WD-40
cannula were beveled on both sides. The beveling
and putting all thirty-two pieces of 19g, 23g, and
allowed the cannula to easily go into the holes of
32g in it. Additionally, thirty-two hex head brass
the hyperdrive disc and the drivers. The final
product consisted of 32 individual 19g cannula that screws 00-90 x ½ and thirty-two 00-90 brass hex
nut were also put into the weigh boat. This allowed
were approximately 2.4 – 2.5 cm long, and beveled
all the pieces to become lubricated. Then, all these
on both sides. Lastly, all 32 19g cannula were set
on a weight boat and set to the side for later steps. pieces were inserted into the premade stainless
steel disc. Afterwards, “Ease Release 200” was
sprayed
the steel recording
disc to prevent
The next size of cannula that were measured and
Figure 1:on
Hyperdrive
implant.anything from
sticking to it. The thirty-two nuts were inserted
cut were the 23 gauge (23g). The 23g are used to
from the backside of the disc into the screw. The
Figure
The circular
hyperdrive
hold
and2:move
the 30g.plastic
Similarly,
the stepsdisc
on is
Figure 3: Four small bundles
of 30g were cemented
hex nuts were approximately 1.5 mm above the
cutting
23g all
were
to the steps
used the
to hold
thealmost
pieces identical
of a hyperdrive
create
unified bundle.
that
were used
to cuttogether.
the 19g.toThe
onlyone
difference
recording
implant
were the measurements. 1.5 – 1.6 were measured
Figure 2: Th
from the long 23g tube, and the final product was
used to hold
exactly 1.4 cm. An extra 1-2mm were measured to
recording im
allow room for error. The final product consisted
of 32 individual 23g cannula that were exactly 1.4
cm, and were beveled on both sides. Lastly, all 23g
cannula were set in a weight boat and set to the
side for later steps.

The last size of cannula that were used to
construct the hyperdrive recording implant were
the 30 gauge cannula (30g). The 30g cannula are
used to hold and move the polyimide which is a
3: Four smalltype
bundles
of 30g were
cemented
of thermoset
plastic
tubing that will be
ate one unified
bundle. later on. Approximately 3.8 cm were
discussed
measured from the long piece of 30g. A thin
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Figure 2: The circular plastic hyperdrive disc is

used to hold all the pieces of a hyperdrive
recording implant together.
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to create one unified bundle.
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screw. Next, liquid plastic was used to create the
plastic disc. 5ml of a two-piece liquid plastic
solution was mixed into a weigh boat. The mixed
liquid plastic solution was poured into the middle
portion of the premade metal mold, and was
allowed full day to completely dry. After the liquid
plastic was completely dried, all cannula and
screws were carefully removed. Lastly, the plastic
disc was popped out of the steel mold. The hex
nuts became part of the plastic disc for the
drivers.
MAKING THE BUNDLE:
The ‘bundle’ is composed of four smaller bundles
of eight 30g cannula that guide tetrodes to specific
brain areas. The first step included separating the
32 individual’s pieces of 30g cannula into four
bundles of eight with the bevel side facing
upwards. Next, a hammer was used to clear the
threads of a hex nut by hammering in a 19g into
the nut; the hex nuts were used to hold the eight
pieces of 30g. Afterwards, each bundle of eight 30g
were inserted into the de-threaded hex nut. The
hex nut was exactly 2.8cm away from the bevel
side of the cannula. Next, super glue was used to
glue approximately 1mm of both sides of the hex
nut to temporarily hold the cannula. Two-piece
cement was used to cement the longer cannula
side of the hex nut. The cement was gently
applied along the long cannula side from the hex
nut.
Now that all four small bundles of eight 30g have
been super glued and individually cemented, a
custom ‘bundles mold’ was made to insert each
individual bundle into it. The ‘bundles mold’
consist of four holes that were angled the four
bundles of 30g to target specific brain areas.
Intriguingly, the ‘bundles mold’ can be customized
to target other locations of the brain by acquiring
the desired brain areas coordinates. The two front
holes were specifically angled 10° inwards to
target the rodent ACC. The coordinates for these
angled holes are ± 0.5mm lateral from bregma,
and 2.5 mm anterior from bregma. The two back
holes were vertical and were made to target the
HC of a rodent. The coordinates for two back
straight holes are ± 2.5mm lateral from bregma,
and + 3.6mm posterior from bregma. Afterwards,
a small amount of petroleum jelly was applied
onto the bundles mold to prevent cement from
sticking to it. The four individual bundles of 30g

cannula were inserted into the ‘bundles mold.” The
cement was poured onto the ‘bundles mold’ and
was sculpted so that all four small bundles were
cemented together to create one unified bundle.
The unified bundle was left to dry overnight. After
the bundle was dried, the bundle was popped out
from the ‘bundles mold” (Figure 3).

Figure 2: The circular
plastic
hyperdrive
d
Figure
3: Four
small bun

used to hold all thetopieces
a hyperdrive
createof
one
unified bun
recording implant together.

Figure 3: Four small bundles of 30g were cemented
to create one unified bundle.

INSERTING THE BUNDLE INTO THE HYPERDRIVE
DISC:
First, 4-5¨ piano wires (22mm) were inserted into
all the holes of the cannula composed the bundle.
A ‘helping hand’ was used to hold the disc upside
down, and another ‘helping hand’ was used to
hover the bundle over the disc. Each of the thirtytwo 30g cannula were guided into the inner holes
of the disc (Figure 4). Secondly, the 19g that were
previously cut were inserted into the most outer
holes on the disc. Pliers were used to squeeze the
bottom of the 19g to prevent the 19g from
slipping out. Afterwards, the bundle inside the disc
was set off to the side.
[insert Figure 4]
CONSTRUCTING DRIVERS:
‘Drivers’ are used to control how deep the
tetrodes go into the brain (Figure 5). The driver
allows adjustment of tetrodes in freely moving
rats. The items that were needed to create the
‘driver’ consisted of the following: thirty-two
driver tops, thirty-two 23g, thirty-two hex screws
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Figure 4:
inserted

completely
dried,
a hex
wretch
was used to
Figure 4: The
bundle
withnut
piano
wire being
turn
the into
‘driver’
check if disc.
any glue got on the
inserted
the to
hyperdrive
nut.

Figure 4: The bundle with piano wire being
inserted into the hyperdrive disc.
(00-90 x ½), sixty-four hex nuts (00-90 brass hex),
piano wire, thread locker, a small wrench
Figure 4: The bundle with piano wire being
specifically for the 00-90 brass hex nut, 2-piece
inserted
into
thesuper
hyperdrive
epoxy
glue,
and
glue. disc.

INSERTING, COMBINING, AND CEMENTING
VARIOUS PARTS:
First, the bundle with the piano wire was
compressed into the disc until the 30g came out
approximately
1mm
from
thepiano
frontwire
sidebeing
of the
Figure 4: The
bundle
with
disc. inserted
Afterwards,
‘drivers’ were
into all
the32
hyperdrive
disc. screwed into
the disc and the 23g were also inserted into the
1mm cannula that were sticking out from the
Figure
4: all
Thethe
bundle
withwere
pianolowered
wire being
disc.
Next,
‘drivers’
down and
inserted
into
the
hyperdrive
disc.
all piano wire were removed. Petroleum Jelly was
Figure 5:
only applied to the bottom of the screws to
to contro
prevent the cement from sticking to them. 2-piece
cement was mixed and applied to the middle of
Figure
5: Thepart
finalofproduct
of (Figure
a driver6).
that
areentire
used
the
bottom
the disc
The
to controlofhow
tetrodes
go into
the brain.
bundles
30gdeep
werethe
covered
with
cement,
as well
as all the 19g. After this process has been
completely dried, a 4mm hole was drilled through
the glue and disc while avoiding drilling through
the 30g cannula. Additionally, the ‘ground wires’
were made by attaching copper wire to surgical
screws with a mechanical connection and then
Figure
5: The final product of a driver that are used
welded
together.

to control how deep the tetrodes go into the brain.

Figure 5: The final product of a driver that are used
to control how deep the tetrodes go into the brain.

Figure 5: The final product of a driver that are used
to control how deep the tetrodes go into the brain.

First, a hex nut was inserted into the screw. Both
screws were lined up with each other to create a
‘two-piece screw.’ Secondly, the ‘driver top’ was
inserted into the ‘two-piece screw,’ followed by
Figure 6: another
This figure
shows
the process of
the
inserting
hex
nut. Afterwards,
2-3
screw
implant were
after the
bundle
beenlocker
compressed
into
threads
filled
with has
thread
to prevent
the
screwing
downwards.
a
thehex
disc,nut
andfrom
the drivers
being
attached to Next,
the 23g.
23g
was
inserted
into
the
‘driver
top’
hole
and
Petroleum Jelly was applied to the bottom screws
super
and epoxied were used to glue the
beforeglue
cementing.
Figure
6: This
figure
shows
of the
very
edges
of the
23g.
Afterthe
theprocess
glue has
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Figure 5: The final product of a driver that are used
to control how deep the tetrodes go into the brain.
Figure 6: This figure shows the process of the
implant after the bundle has been compressed into
the disc, and the drivers being attached to the 23g.
Petroleum Jelly was applied to the bottom screws
before cementing.

Figure 6: This figure shows the process of the
implant after the bundle has been compressed into
the disc, and the drivers being attached to the 23g.
Petroleum
was
applied
the bottom
Figure
6: ThisJelly
figure
shows
theto
process
of thescrews
beforeafter
cementing.
implant
the bundle has been compressed into
the disc, and the drivers being attached to the 23g.
Petroleum Jelly was applied to the bottom screws
before cementing.
FINAL CANNULA CUT:
The most important part of this entire process
was to make the ‘final cut’ (Figure 7) A diamonded

implant after the bundle has been compressed into
the disc, and the drivers being attached
to the 23g.
University
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plated blade was used to precisely cut the bottom
of the 30g bundle evenly until they are all 2-3mm
in length. To test if the final cut was executed
correctly, the implant was set on top of a flat
surface and checked to see if it was tilted. If the
implant did tilt, then a small amount of the
bottom bundle was carefully cut to even the
balance. Afterwards, the entire implant was put
into a sonicating machine that was mixed half
with water and 95% alcohol. The sonicating device
removes any dust in the implant. 32 individual
pieces of polyimide (thermoset plastic tubing)
were cut approximately 4-5 inches. The polyimide
was carefully inserted into each of the 30g from
the bottom of the implant. All 32 pieces of
polyimide were sticking out from the other side
around 2 inches. The middle plastic spiraling piece
was attached from the base of the disc while
being exposed 1.5cm from the top. Lastly, the EIB
board was attached to the plastic piece and apply
epoxy underneath it.

tetrode so that it would split into 4 individual
wires. The tetrode was inserted into the polyimide
from the top of the implant. The tetrodes that are
sticking out from the bottom of the implant
should be straight. Next, the ‘drivers’ were lifted all
the way up and a cut was made at the bottom of
the tetrode so that they would stick out 1-2 mm
from the bottom. Afterwards, all 32 ‘drivers’ were
screwed down so that all the tetrodes would not
be exposed.

Figur
cut.

Figur
indiv

Figure 7: All four bundles of 30g must be equally
cut.
Figure 7: All four bundles of 30g must be equally
cut.

Figure 7: All four bundles of 30g must be equally
cut.

TWISTING AND INSERTING TETRODES INTO THE
EIB:
To twist tetrodes, 2ft of the wire was cut from the
wire bundle and then folded so that both ends
were
touching.
werehave
used
to pick up the
Figure
8 ThreeTweezers
tetrodes that
been
tetrode
from
the
closed
end
and
laid
on the metal
individually twisted together.
tube of a magnetic stirrer. All four ends of the
tetrode were clipped with a ‘spinning magnet
clipper.’ The magnetic stirrer speed was set to 160
rotations per minute. The stirrer was stopped
when there was a 3mm gap in-between the
tetrode and the metal tube. A piece of aluminum
foil was held in front of the twisted tetrode and a
heat gun was used to heat up the tetrode for 3-4
seconds. The magnet was gently pulled off from
the tetrode and then put in a case (Figure 8). A
diagonal cut was made in the “loop” of the twisted

Figure 8 Three tetrodes that have been
individually twisted together.
Figure 8 Three tetrodes that have been
individually twisted together.

F
in

Each individual tetrode was connected into the
EIB (Figure 9). First, each tetrode that
corresponded to a hole in the EIB was inserted
from the bottom of the EIB followed by attaching
a gold plated pin into the hole. This processes
prevented the tetrode from slipping out of the EIB.
All 128 individual wires were connected. Very little
super glue was used to attach the tetrode to the
polyimide. Additionally, super glue was used to
connect the polyimide to the 23g. Lastly, a minute
amount of super glue on the gold plated pins.
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Figure 9: Tetrodes being connected to the EIB by
inserting a gold plated pin into each tetrode slot.

Figure 9: Tetrodes being connected to the EIB by
inserting a gold plated pin into each tetrode slot.

GOLD PLATING TETRODES:
The last step on constructing and assembling a
hyperdrive recording implant is to gold plate the
tetrodes before surgically implanting it to our
animal subject’s skull. Gold plating the bottom of
the tetrodes make the tetrodes more sensitive to
electrical activity by decreasing the resistance to
200-300k kilo ohms. The first step it to turn the
drivers to that all 32 bundles of tetrodes are
sticking out 1mm from the bottom of the implant.
Get a candle and make a 4-5mm hole in the
middle of the candle to add the mixture of gold
plated solution. Attach a 19g cannula at the
bottom of the candle. This will serve as the
grounds of the connection. Clip a 1inch cannula
to the negative end and insert it into each
individual hole of the EIB. Clip a 1-inch cannula to
the positive end and place it into the gold solution
(Figure 10). Run electricity to make the impedance
of the tetrode to 200-300k kilo-ohms. After all 32
bundles of tetrodes have been gold plated, turn
the driver so that all the tetrodes are not exposed.
Lastly, before the day of surgically attaching the
hyperdrive recording implant, test the impedance
of all the tetrodes again to validate they are all
around 200-300k kilo-ohms.
Analysis:
The hyperdrive recording implant was connected
to a head stage while animal subjects performed a
decision making behavioral task. This allowed
information from the brain to get transferred
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Figure 10: T
recording im
the negative
the positive
solution.

Figure 10: The bottom tetrodes of a hyperdrive
recording implant being gold plated. The top wire is
the negative (-) connection and the bottom wire is
the positive (+) connection that is in the gold plated
solution.
through an electrode interface board to an open
source acquisition software. Additionally, Offline
Sorting software (Plexon Inc., Dallas, TX) was used
to distinguish and individuate action potential
waveforms in neurons. Lastly, MATLAB was used
to analyze electroencephalogram recordings (The
Math Works, Inc., Natick, MA).
Conclusion:
This paper illustrated a simple and efficient guide
on how to construct and assemble a hyperdrive
recording implant. This device is capable of
bilaterally recording neuronal activity of brain
areas and individual neurons. To my knowledge,
this is the first hyperdrive recording implant that
bilaterally targets and records activity from both
the ACC and hippocampus. The implant consists
of 32 ‘bundles’ of tetrodes with a total of 128
individual recording wire that are able to measure
changes in voltage over time in brain areas, single
neuron, or neuronal ensembles. The major steps
on constructing and assembly the implant
included: measuring and cutting cannula,
fabricating the hyperdrive plastic disc, machining
the bundle, inserting the bundle into the
hyperdrive disc, constructing drivers, inserting and
cementing various parts, making a final cannula
cut, twisting and inserting tetrodes into the EIB,
and gold plating tetrodes. Using the hyperdrive
recording implant allows researchers to study
multiple brain areas while the animal subjects are
completing a task. This give researcher the
opportunity to investigate activity in specific brain
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areas and how multiple brain areas interact during
a plethora of tasks making it an important tool for
neuroscience researchers.
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Regulation of
Cancer Stem Cells
by Protein PostTranslational
Modifications
By Emily Khanh Pham

ABSTRACT
Various diseases are caused by defective genes or
mutations within the DNA. These mutations can
cause cancer cells, which are usually treated
through chemotherapy and radiation. However,
these methods have not completely effective
towards cancer stem cells, a group of cancer cells
that possess stem cell properties and are capable
of initiating cancer. In order to discover new
methods of targeting these specific cells,
technology for genome engineering will enable
researchers to further study genetic requirements
within these cells. The method of clustered
regularly interspaced short palindromic repeats
(CRISPR)-Cas9 will help cleave and alter genomic
sequences to potentially correct the genomic
mutations caused by the cancer stem cell. Using
the technology of CRISPR-Cas9, studies of these
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cells and growth requirements can help discover
new ways to target the cancer stem cell as a new
method of therapy.
INTRODUCTION
The current research is on the roles of protein by
post-translational modifications in cancer stem
cells by generating a gene knockout mutation of
genes that encode modifying activities involved in
maintenance of cancer stem cells. This will lead to
further studies of the protein interactions in order
to learn about the pathways within cancer cells.
Due to this, researchers will be able to identify the
mechanism that control the division of cancer
cells. Based on the research, the development or
discovery of a chemical inhibitor can be made.
The approach of this research can be completed
by creating model cell lines to determine closely
related gene functions and to find a way in
correcting any genomic changes.4 Numerous
diseases, such as cancer in this case, are caused by
a defective gene which can be a result even from a
mutation in a single nucleotide.8 The development
of genomic surgery is an approach that will be
more specific to patients’ method of treatment.2 In
order to target these mutations directly, studies are
done by precisely cutting the target nucleotide
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sequence.8 The type II clustered regularly
interspaced short palindromic repeats (CRISPR)
system uses a single endonuclease, Cas9. The
enzyme cooperates with the guide RNA to
specifically cleave invading DNA at sites separated
by the proto-spacer adjacent motifs (PAMs).3 The
single guide RNA will program the Cas9 to create
double strand breaks in the targeted DNA strand,
making the specific cuts to further study the
mutated proteins in the experiment.3

and the small percentage of cancer stem cells that
may exist could multiply within the next few years.
Discovering a chemical inhibitor for treatment of
therapy could be a safer and more effective
alternative. Due to the status of this research, no
specific therapy or chemical inhibitor have been
found. In order to reach this long term goal, the
knock out cells’ protein interaction and pathways
must be closely studied in order to identify a target
of therapy.

According to John B Liao, from October 2007, 15%
of all human cancers worldwide could be related
to viruses.6 Viruses multiply mainly by taking over
the host cell or genome and prevents the cell’s
ability to dispose.6 Many bacteria and archaea use
an adaptive immune system to defend themselves
from invaders.1,5 This system is based on the
CRISPR system, in which the effector enzyme, Cas9,
is directed by the two RNAs to cleave invading
DNA.1 After cleaving, the system combines the
fragments of DNA from viruses and plasmids into
specific loci of the host cell genome to build
resistance. 1,5 The RNA of the CRISPR system is
created by the locus of the cell after transcribing
into pre-cursor RNA and cleaved in to mature
ones.1 Cleaving of the target DNA has been will
present the carrying mutations, for example in a
study of a One-Step Generation of Mice Carrying
Reporter and Conditional Alleles by CRISPR/Casmediated Genome Engineering, the type II bacterial
CRISPR system generated mice varying mutations
in multiple genes in a single step.12 Researchers
will then closely study the protein interactions
within the cell. Cleaved strands will bind together
and form a new sequence, in which researchers
can learn about the targeted areas to further
studies of developing an inhibitor.

METHODOLOGY
ASEPTIC TECHNIQUE
Sterility matters when it comes to accuracy of
methods and results. It will minimize the number
of contaminants in the laboratory.9 In order to
work in a sterile environment, all surfaces of the
work area and materials must be disinfected by
spraying alcohol such as isopropanol or 70%
ethanol while wearing proper equipment.9 A
Bunsen burner is ignited and must be adjusted so
a blue cone appears on the flame to ensure the
highest temperature is reached.9 The heat created
by the flame will rise up and cause any
microorganisms and dust particles to be forced
out of the sterile hood.9 The aseptic technique
involves heating of all materials, which includes
pipette tips, caps, bottles, and any other equipment
that may cause contamination, before and after
use. For example, before opening the broth, the
cap is heated on the Bunsen burner. Afterwards,
heat the cap once more as well as the opening of
the bottle before and after use. In addition, be sure
to heat pipette and other materials before touching
liquids and other materials to maintain a sterile
environment for the experiment.

Developing an understanding and having the ability
to assist in the process of forming a chemical
inhibitor to treat diseases; in this case, cancer stem
cell research can have a huge beneficial impact on
this world. According to the statistic study done by
Siegel, Miller, and Jemal, there has already been
1,685,210 new cancer cases and 595,690 deaths in
the United States between January and February of
2016.11 If there can be a new target of therapy
towards cancer stem cells specifically, it can
decrease the amount of damage to normal cells
when patients undergo therapy. Chemotherapy
treatment does not guarantee a complete recovery

GENERATE CRISPR GUIDE RNA INTO A PLASMID
FOR TRANSFECTION INTO CELLS
Two pairs of 20 oligonucleotides are designed and
synthesized based off the 3 base pairs NGG PAM
sequence on the DNA template sequence of the
targeted genes.10 These pairs of oligonucleotides
are made for each of the two guide RNAs (gRNA).
This process is performed twice to have a total of
four pairs of oligonucleotides. Oligo 3 and 4 will be
made for a different segment in the target gene
with the PAM sequence.
The target guide sequences are cloned into the
plasmid DNA carrier, also known as the vector,
lentiviral based recombinant vector (lentiGuide-
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process is done by cutting
vector, lentiviral based recombinant
vector (lentiGuide-Puro).10 This

10 This process
the
lentiGuide-Puro
with
BsmB1,
a restriction
by ligatingof
thethe
guide
oligonucleotides
deletion
clones are made.10
Puro).
is done
by cutting
the enzyme,verification
lentiGuide-Puro with BsmB1, a restriction enzyme,

Identification is made by the appearance of gene

along
with the
vector.10 The cloned
guide-vector
DNAsuch
in E. as
coli
Stbl3
is transformed
to 10 There
deletion
PCR
or protein
detection.
by ligating
the digested
guide oligonucleotides
along with
will be closer studies on the protein interaction
the digested vector.10 The cloned guide-vector
10
and
cell pathways
in order to further
DNA in the
E. coli
Stbl3 Large
is transformed
to the
amplify
amounts of
DNAthe
are then
purified
for the transfection
and identify the
amplify
DNA.
target of therapy.
DNA.10 Large amounts of the DNA are then
purified forprocess
the transfection
and expression
expression
in target cancer
cells. The target guide sequence cloning is represented below
process in target cancer cells. The target guide
insequence
figure1. cloning is represented below in figure1.

Figure 1: “Target Guide Sequence Cloning Protocol: In order to clone target sequence into the
lentiGuide-Puro backbone, two oligonucleotides are synthesized. All plasmids will have same
overhangs BsmBI digestion, therefore the oligonucleotides can be cloned into lentiCRISPRv2,
lentiCRISPRv1, or lentiGuide-Puro.” – ZhangLab10
Transfection Process
Using the puromycin drug for cells expressing
Puro (containing guide Oligonucleotide 1 and 2
vector and Oligonucleotide 3 and 4 vector),
transfect the guide-vectors in the cancer cells.10
The cells will then express the guide RNA 1 from
the oligonucleotide 1 and 2 vector, and the guide
RNA 2 from oligonucleotide 3 and 4 vector from
the U6 RNA polymerase III promoter.10
Further Studies
Cells will express lentiCas9-blast, selected for
blasticidin in the same cancer cell as the guide
vectors selected for puro.10 Both guide RNAs one
and two will anneal with the DNA templates at
two locations of the target gene. The Cas9
endonuclease will cut on RNA DNA loci on the
target DNA template to delete the DNA fragment
between the two guide RNAs.10 This is also
referred to as the cells with the knock out gene.
Obtaining cell clones
Afterwards, single cell clones with both deleted
copies of the gene will be marked and the single
cell clones will be obtained by serial cell dilution.
Once the cell clones are obtained and maintained,
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DATA ANALYSIS
The current research being held has not been
completed and have not been able to obtain any
data or results just yet. As of this moment, the
process of mini prep and midi-prep have been
completed for the next step of running the DNA
electrophoresis gel and western blot. Identification
of the protein and DNA segment of the cell will
help the current studies in the experiment in
obtaining more knowledge on the interaction of
the proteins and the pathways within cell.
DNA Electrophoresis Gel
Gel electrophoresis is a procedure in which DNA is
separated by their length in base pairs. The
electrophoresis uses an electrical current to move
the negatively charged DNA toward the positively
charge area within the agarose gel created. The gel
allows the shorter DNA fragments to move faster
compared to the larger DNA. This electrophoresis
gel will aid in giving the results of determining the
length of a DNA segment.
Western Blot
The western blot procedure is a technique in
which the identification of specific proteins is
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studied more closely. According to the article by
Mahmood and Yang, there are three elements to
performing the procedure. First is to separate
according to size, transfer to a solid support, and
then mark the target protein using a proper
primary and secondary antibody to view the
results.7 The results will help indicate which cell is
expressing the protein in order to focus more on
the interaction.
CONCLUSION / FUTURE STUDIES
Due to the current status of this research, further
studies must be done in order to determine
results. These results will help find a target of
therapy towards cancer stem cells specifically. It
can decrease the amount of damage to normal
cells when undergoing therapy. The discovery of
chemical inhibitors will be a safer and better
alternative. Future results will lead to long term
goals of studying the knock out cells’ protein
interaction and the cells’ pathways to understand
what specific inhibitor is required.
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IMPROVING
GERMINATION RATES
FOR SELECT NATIVE
PERENNIAL SEEDS OF
THE SONORAN DESERT
By Nha Trang Vivian Sam

Abstract
Anthropogenic influences, such as roads and
alternative energy construction, have been
negatively affecting deserts of the southwestern
United States. Disturbed lands of the deserts have
contributed to human health hazards, as well as a
decrease in resources and habitats for wildlife. One
method for restoration includes the planting of
nursery-grown perennials.To more effectively
propagate seeds in a nursery or laboratory,
treatments such as stratification and scarification
are applied. However, treatments are speciesspecific. A literature review was conducted to
identify previous treatments used on seeds from
the study area of the Colorado Desert subregion of
the Sonoran Desert. Seeds of Ambrosia dumosa,
Encelia farniosa, and Hilaria rigida are treatedwith cold
stratification, gibberellic acid (GA), or mechanical
scarification in an effort to improve germination
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rates. A. dumosa seeds were not found to be
affected by cold stratification for 5, 10, nor 30 d,
opposing previous studies that 30 d cold
stratification greatly increased germination. Seeds
of E. farinosa had higher germination percentages
when 500 ppm of GA was applied to nicked seeds.
The grass H. rigida did not show any improvements
in germination with GA applications, but fungal
infection decreased while germination increased
with a 60 s bleach solution wash. Results suggest
that effectiveness of seed treatments may also be
dependent upon the species’ location, as the
treatments did not provide the same results as
former experiments. A combination of treatments
together could be tested in the future for
improved germinationrates.
Keywords: seeds; germination; Ambrosia dumosa;
Encelia farinosa; Hilaria rigida; revegetation
Introduction
The Mojave and Sonoran Deserts of the
southwestern United States have experienced
much disturbance as a consequence of
anthropogenic influences through the removal of
vegetation for land use and road development
(Abella, 2010; Lovich and Ennen, 2011). These lands
of the southwestern United States deserts are also
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ideal for solar energy developments due to factors
such as preexisting access of utility corridors
(Lovich and Ennen, 2011). Although roads allow for
access to resources and solar energy is thought of
as an eco-friendly alternative, these activities are
not without its negative environmental effects.
Lovich and Ennen (2011) reported grounddisturbing activities, which retard water infiltration
rates and impact soil density and erosion, lowering
plant production. Sensitive wildlife, such as the
desert tortoise (Gopherus agassiz), are dependent on
desert vegetation for their diet and for habitat in
the Mojave and Sonoran Desert (Jennings, 1997;
Nussear et al., 2009). Disturbance in desert areas
also presents a risk to human health through dust
storms, as desert biocrusts have an abundance of
cyanobacteria, algae, mosses, and fungi (Pointing
and Belnap, 2014). Although these human activities
have demonstrated negative effects, there have also
been efforts to restore ecosystems functioning in
destabilized or degraded environments. It has been
estimated that, without the intervention of
humans, recovery of desert lands may take
centuries to achieve (Lovich and Bainbridge, 1999).
Revegetation is considered to be one of the most
effective strategies by which to stabilize disturbed
desert surfaces (e.g., Grantz et al., 1998). In an effort
to combat the negative effects of disturbances,
several projects have tested revegetation methods
through seeding or planting mature plants to
restore plant communities (e.g., Glenn et al., 2001;
Abella and Newton, 2009; Abella et al., 2012)
although seeding methods have not been as
successful as planting (Abella et al., 2012). Seeding
tends to be unsuccessful due to variation in
dormancy and germination requirements, as well
as seasonal and yearly variation in climate
(Ackerman, 1979).Germination requirements for
seeds of desert plants are often known to be quite
specific in rainfall and temperature conditions
(Ackerman, 1979). Dormant seeds require
morphological or physiological changes influenced
by outside factors such as aeration, moisture, and
temperature to initiate germination (Baskin and
Baskin, 1998). Additionally, different species also
vary in their germination requirements; with
significant desert yearly and seasonal variation, this
can influence germination success rates. For
example, Ackerman (1979) observed that A. dumosa
and L. tridentata demonstrated germination under
precise conditions: temperatures range from

minimum of 12-20°C maximum 26-34°C with
rainfall range of 25 to 47.8 mm. With seeding, field
settings may not always present the most favorable
conditions for germination of seeds. By
germinating seeds in the laboratory, we can more
easily manipulate specific requirements that yield
better germinationrates.
It is important to note that the use of site-specific
native plants in revegetation efforts along roadways
are preferred compared the use of a standard mix
of species (Harper-Lore, 1996). Seeds of species
specific to the area of study are favored, as they
are more adapted to the climate and weather
conditions (Abella and Smith, 2013). Planting
nursery-grown plants instead of seeding to
facilitate native plant reestablishment has had
greater success rates (Scoles-Sciulla et al., 2015;
Abella et al., 2012). This could be due to a
multitude of reasons as to why, such as a more
developed root system and ability to stabilize the
soil.
Because outplanting nursery-grown plants has
been determined to be a more effective
revegetation method for our study area, developing
seed treatment techniques that increase
germination rates of native species is critical for
minimizing time and expenses. Variation in
dormancy, germination requirements, and native
pathogens such as fungus can hinder the rate of
emergence of these nursery-grown plants. In an
effort to increase germination rates of important
perennials, the goals of this study are to:
1, Conduct a literature review to identify and
compare current seed germination techniques
for selected seeds.
2. Suggest and test modifications to current
methods based on suggestions inthe literature
to improve germination rates.
Species and methods were selected based on the
dominant plant species present at a current field
study site in the Colorado Desert subdivision of
the Sonoran Desert. These species include: Ambrosia
dumosa (A. Gray) Payne (white bursage or
burrobrush), Larrea tridentate (DC.) Cov. (creosote
bush), Encelia farinosa A. Gray ex Torr. (brittlebrush),
and Hilaria rigida (Thurb.) Scribn, formerly known as
Pleuraphis rigida (big galleta). Specifically, I tested the
following hypotheses:
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Because of fungus reducing variability of
native seeds, rinsing seeds with a bleach
solution before germination will reduce the
potential for fungal infections.
Seeds subjected to a longer rinse time in
the bleach solution will havereduced fungal
infections, and therefore an increase in
germination rates
Under field conditions, A. dumosa grows and
produces seeds in spring and summer, so
seeds experience a cool and moist fall and
winter seasonbefore germination. Seed
germination of this species will be 		
improved via 30-day stratification in cold,
moist sand compared to seeds stored at
room temperature after field collection.
Mechanical scarification and gibberellic acid
(GA) scarification, will individually and
together increase the germination rate of E.
farinosa compared to seeds not treated with
either treatment. E. farinosa seeds treated
with both will result in the highest 		
germinationrates.
GA will increase H. rigida seeds’ rates of
germination. Increasing amounts of GA will
result in increasing germination rates.
However, as the rate of GA concentration
per treatment increases, it is expected that
seedling will also have weaker blades and
possibly fail to stand erect. Therefore, I
must find the upper bounds of GA 		
application to maximize germination 		
without weakening plants.

Literature Review
SEED ECOLOGY
Dormancy is a common barrier to high germination
rates. This prevents seeds from germination and
can include either environmental elements or
physical properties of the seed itself (Baskin and
Baskin, 1998). Nikolaeva (1977) grouped dormancy
into two types: endogenous and exogenous, where
some characteristic of the embryo prevents
germination, or some characteristic of the seed
structure covers the embryo, respectively. In
endogenous dormancy, the embryos can be either
underdeveloped, or there is a physiological
mechanism inhibiting the radical from emerging
(Baskin and Baskin, 1998). Chemicals and
stratification of different temperatures can be used
to treat this dormancy and promote germination
(Baskin and Baskin, 1998).
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Before determining any seed-specific experiments,
seeds are first tested for imbibement properties
(Baskin and Baskin, 1998). In checking for
imbibition, we can determine if there exists an
exogenous dormancy, specifically a physical barrier
against the absorption of water (Baskin and Baskin,
1998). Seed coat impermeability is an example of a
physical barrier, where water absorption is limited,
restricting germination of the seed (Baskin and
Baskin, 1998).
Another reason for exogenous dormancy can be
due to the seed’s chemical germination inhibitors
which can be found throughout all parts of the
seed. These inhibitors can be combatted through
leaching, cold stratification, or chemical treatments
(Nikolaeva, 1977; Baskin and Baskin, 1998). Because
germination inhibitors can be leached from seeds,
water rinses allow for the dilution of such
inhibitors, increasing the chance for germination
while reducing the possibility of fungal infections
(Baskin and Baskin, 1998).
In field settings, pathogens naturally occur and can
lead to adverse effects, such as fungal infections,
on germination and emergence rates. The use of
calcium hypochlorite (Ca(ClO)2), also known as
household bleach, can act as a surface sterilizing
agent (Wilson, 1915) to reduce pathogens on
seedling emergence. Application of bleach is
relatively safe for the seeds, unless seeds are
subject to long exposure times or high
concentrations of the bleach solution (Wilson,
1915). Therefore, proper testing is required to
identify the appropriate bleach treatment for
different seed types.
SONORAN DESERT, COLORADO DESERT
SUBDIVISION
In the southwestern United States exists arid lands
belonging to the Mojave Desert and Sonoran
Desert. We are looking specifically at the Colorado
Desert subdivision of the Sonoran Desert, between
southern California and southern Arizona. The
lower Colorado River Valley has a low summer
average rainfall of 40 mm and 12.0°C average
winter temperatures, resulting in a drier
subdivision than other areas of the Sonoran Desert
(Brown, 1994). Low precipitation and disturbed
soils hinder natural recovery of desert plants, and
perennials may not return for over five years,
leading to invasive species becoming increasingly
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more common in the plant cover (Lovich and
Bainbridge, 1999; Brown, 1994).
DOMINANT SPECIES CHARACTERISTICS AND
TREATMENTS
Dominant species of this subdivision include L.
tridentata, and A. dumosa as the most abundant,
followed by Fouqueria splendens (ocotillo), E. farinosa,
Cercidium microphyllum, and H. rigida in sandy areas
(Brown, 1994). For the focus of the study site, I am
focusing on A. dumosa, E. farinosa, and H. rigida.
A. dumosa is commonly found in areas of southern
California, southern Arizona, and northern Mexico
(Munz, 1968). A. dumosa is found to harbor many
shrub-dependent annuals, similar to E. farinosa
(Muller, 1953). Its fruits are spherical, 4 to 9 mm in
length with spines (Keil, 2016). This species tends to
flower between February to June or September to
November (Koehler, 1977). In the northern Mojave
Desert, A. dumosa, along with L. tridentata seeds,
germinated after August rains of 25-48 mm and
minimum and maximum air temperatures of 1520°C and 29-34°C, respectively (Ackerman 1979). As
described, A. dumosa seeds have physiological
dormancy requiring specific water and temperature
ranges forgermination.
E. farinosa, a drought-deciduous shrub, grows in
close relation to A. dumosa and L. tridentata (Drennan
and Nobel, 1996; Muller, 1953). E. farinosa is quickly
reestablished after a disturbance and is included in
the diets of many herbivores and pollinators
(Koehler and Montalvo, 2004). Viability of their seeds
differs based on water stress (Koehler and
Montavlo, 2004). E. farinosa’s germination rates are
quite low, at 2-5%, with a study demonstrating that
as much as 65% of their collection of seeds would
never germinate due to the lack of embryonic or
endosperm tissue, or inactivity of the seed’s
embryo, allowing fungal organisms to infect (Padgett
et al., 1999).
H. rigida is a clumping grass, taxonomically classified
under the family Poaceae, and can be found to
flower between February to June in the Mojave
Desert (Extension, 2016; USDA, 2016). This grass is
commonly used for revegetation as it stabilizes
blowing sand (Extension, 2016). However, H. rigida
produces few viable seeds, more commonly
spreading via its tillers or rhizome (CNPS, 2016). I
was unable to identify many references to the
germination of H. rigida seeds. There was, however,

literature on Hilaria belangeri (curly-mesquite)
germination, belonging to the same family and
genus as H. rigida. H. belangeri is native to the same
location as H. rigida in the southwestern United
States, although it is also native to areas east of H.
rigida’s locations, such as Texas (Calflora, 2016).
GERMINATION IMPROVEMENT
RECOMMENDATIONS
A review was conducted to find and assess the
effectiveness of previously used seed treatments
(Table 1). Search engines Google Scholar, Academic
Search Premier, and JSTOR were used to construct
the review. Main keywords used were “propagation”,
“germination”, “seedling”, and species names.
Graves et al. (1975) tested the germination of A.
dumosa burs with hot and cold stratification and
activated carbon treatments. Heat treatment of 80°C
for 4 h lowered germination rates, and 60°C for 4 h
showed no change in germination rates (Graves et
al. 1975). Stratification may sometimes need to be
used for seeds with physiological dormancy, as it
mimics field conditions. For example, seeds that are
dispersed in autumn better germinate when treated
with cold stratification, representing a cold winter
(Baskin and Baskin 1998). Graves et al. (1975)
demonstrated that a carbon treatment for 30 d at
2°C and a stratification treatment in moist sand at
2°C for 30 d were beneficial, both achieving
increased germination rates by approximately 7%
from the 17% germination rate of untreated burs
(Graves et al., 1975). Because carbon works by
absorbing inhibitors (Graves et al., 1975), removal of
inhibitors is likely the mechanism by which carbon
stratification benefits seeds of A. dumosa.
Additionally, a cold, moist stratification allows
oxygen to be more soluble through the seed coat
of the seed (Bainbridge, 1995). However, stratification
for less than 30 d was not included in the study
from Graves et al. (1975). It is more applicable to
find a seed treatment that not only results in higher
germination rates, but is not time-consuming to
apply.
A preseed treatment consisting of a water rinse for
36 h followed by a 2 h drying period allowed A.
dumosa to germinate within a few days of seeding in
the field setting of the Mojave Desert (Anderson
and Ostler, 2002). This treatment aids in rinsing off
any chemicals that can inhibit seed germination
(Bainbridge, 1995).

University of Nevada, Las Vegas

109

seeds not removed from the fascicle rapidly declined in germination rates by 60% from 24 to 30
weeks.

UNLV Title III AANAPISI & McNair Scholars Research Journal

between different
species. Thus
treatments should
be individualized
No. of
No
citations
treatment
Cold
Heat
Carbon
CaCl
per species. In
Species
reviewed
(control)
Scarification
Stratification
Stratification
treatment
treatment
previous research,
No change –
cold stratification
decrease
A. dumosa
4
4-7%
17%
from control
17%
and carbon
stratification
Increase from
Decrease
treatments have
E. farinosa
2
5-12%
control
from control
increased A. dumosa
germination rates
H. belangeri
2
34%
>80%
by over 10%. E.
farinosa
seeds
germinated
better
with
scarification
Padgett
al. (1999) found that storage of E. farinosa’s
2.3et
Summary
treatments.
While
little
research
on
H.
rigida
seeds between 5 to 10°C have higher germination
has
conducted, another closely
being able
to establish treatments
that efficiently
germination rates,
we been
can more
rates than atIn room
temperature.
The same
study raise germination
related
grass
H.
belangeri
has shown higher seedling
also demonstrated 30 to 60 min GA soaks for E.
quickly and economically revegetate disturbed lands in the Sonoran
Desert. Treatments
to break
emergence
with
GA
and
cleaning.
farinosa to be most beneficial for germination rates
Table 1. Germination ratesa complied from publications from literature review. Literature review conducted using
germination, propagation, and seedling keywords on Google Scholar and Academic Search Premier search engines. H.
belangeri used as a proxy search for H. rigida due to the lack of peer-reviewed citations and information available online. a
Values are minimum and maximum germination percentage.
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and 3 dormancy
h GA soaks
Scarification
differ disadvantageous.
greatly between different
species. Thuscan
treatments should be individualized per
Methods
enhance germination responses to seeds that
3. cold
Methods
species. In previous research,
stratification and carbon stratification
treatments have
naturally imbibe water sometimes allowing seeds to STUDY AREA
Seeds selected for testing were collected from a
germinate
more
quickly
(Baskin
andArea
Baskin,
1998).
3.1 Study
increased
A. dumosa
germination
rates
by
over 10%.
E. farinosa seeds germinated better with
site east of Indio, California and west of Blythe,
Arizona,
along
theeast
Interstate
10 freeway
that
Seeds
selected
for
testing
were
collected
fromconducted,
a site
of Indio, California
and west
of
scarification
treatments.
While
littleH.
research
on H.
rigida
germination
has been
Ralowicz
et al. (1992)
found
that
belangeri
showed
connects
the
two
cities.
The
site
is
at
the
over 80% germination rates Blythe,
whenArizona,
treatedalong
withtheatInterstate 10 freeway that connects the two cities. The site is at the
another closely related grass H. belangeri
has shown
higher seedling
emergence with
GA and
northeastern
corner
of the Sonoran Desert of the
least 0.7 mM of GA. In a separate study, Ralowicz
Colorado
Desert
sub-region
and
northeastern
corner of the
Sonoran Desert of the Colorado Desert sub-region
andisis near
near toto
thethe
cleaning. (1992) discovered
and Mancino
that allowing
seeds
to afterripen for 12 weeks contributed to maximum southern boundary of the Mojave Desert.
southern boundary of the Mojave Desert.
Dominantshrubs
shrubs toto
thethe
areaarea
are L.are
tridentata
and A. and A.
Dominant
L. tridentata
germination rates of 94%. They demonstrated that
dumosa, with infrequent patches of E. farinosa and H.
cleaning of the seeds with adumosa,
rubbing
instead
withboard
infrequent
patches of E. farinosa and H. rigida (Fig. 1 A). Native F. splendens can
rigida
(Fig. 1 A). Native F. splendens can occasionally be
of allowing it to remain in the fascicle greatly
seen (Fig. 1 B).
occasionally
seen
(Fig. 1 B).
improved chances for germination.
Atbe24
weeks,
seeds not removed from the fascicle
Seedsrapidly
of the dominant species were collected between May to June 2016. Species
Seeds of the dominant species were collected
declined in germination rates by 60% from 24 to 30
between
June E.
2016.
Species
include:
include: A. dumosa, Ambrosia salsola
(Torr. & A.May
Gray)toStrothe,
farinosa,
H. rigida,
and L. A.
weeks.
dumosa, Ambrosia salsola (Torr. & A. Gray) Strothe, E.
tridentata.
farinosa, H. rigida, and L. tridentata.
SUMMARY
In being able to
A
B
establish
treatments that
efficiently raise
germination rates,
we can more
quickly and
economically
revegetate
disturbed lands in
the Sonoran
Desert.
Treatments to
Figure 1. A) Larrea tridentata community in the Colorado Desert subdivision of the Sonoran Desert. Dominant communities of L.
break dormancy
tridentata can be seen. B) Dominant L. tridentata and Ambrosia dumosa scrub in the Colorado Desesrt subdivision of the study area.
differ greatly
In the background are few Fouquieria splendens.
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3.2TESTS
Tests AND
and treatments
TREATMENTS
Table 2. Tests and treatment methods used on selected species. Treatment methods used on each
species are indicated by an “x”. Gibberellic acid (GA) is a compound that stimulates seed germination.
Imbibement

Ambrosia dumosa
Ambrosia salsola
Encelia fariosa
Hilaria rigida
Krameria bicolor
Larrea tridentata

x
x
x
x
x
x

Bleach
cleaning

x
x
x
x
x

Mechanical
Scarification

GA
Scarification

Cold
Stratification

x
x

x
x

cold The
stratification
treatmentstest,
were used to
TableTable
2 presents
the different
tests tests
applied
to each
2 presents
the different
applied
to eachFour
species.
initial imbibement
test the effects on A. dumosa: 5, 10, 30, and 60 d. To
species. The initial imbibement test, seeds were
to UV
weighed after a 30 s wash with polished water
seeds
were weighed after a 30 s wash with polished waterlessen
(PW),fungal
whichinfection,
is treatedseeds
waterwere
withsubjected
low
light for 2 h prior to being used in the treatments.
(PW), which is treated water with low dissolved
Control treatments were established using the
materials, and were placed on saturated Whatman
dissolved materials, and were placed on saturated Whatman #1 filter paper in 10-cm diameter
same materials at the same time as each cold
#1 filter paper in 10-cm diameter Petri dishes.
stratification treatment was concluded. For each
Dishes were placed on the lab bench top in room
Petri
dishes. Dishes
were
placedwere
on the
labweighed.
bench top
temperature
for 48N=4
h. Seeds
wereof 32 sample
treatment
and control,
for a total
temperature
for 48
h. Seeds
then
Anin room
increase in weight was used as an indication of the units for the complete study, of which only 24 will
then
weighed.
increasecoats
in weight
was&used
as an indication
of the in
seed
be included
thishaving
report.permeable
seed
having An
permeable
(Baskin
Baskin,
1998). They were also checked for any germination,
coats
(Baskinby&the
Baskin,
1998).
were also checked For
for any
indicated
by ×the
eachgermination,
treatment, 9-cm
× 9-cm
9-cm pots
indicated
presence
of aThey
radicle.
fitted with weed cloth and filled with 4 to 5 cm of
autoclaved store-purchased play sand (Quikrete,
To test of
thea effect
of cleaning methods, different
presence
radicle.
Atlanta, GA, USA) and 30 seeds sown at 1 cm
washing treatments were applied, and seeds were
depth. Water
was added
to keep the
then To
subjected
to
either
light
or
dark
treatment.
test the effect of cleaning methods, different washing
treatments
were applied,
andsand
moistened. For cold stratification, pots covered in
Four washes were used to compare cleaning
aluminum
foil to
reduce
methods
of
seeds
and
two
light
treatments,
N=4,
seeds were then subjected to either light or dark treatment.
Four washes
were
usedcontamination
to compare and
evaporation. They were then placed in an
25 seeds per sample unit, for a total of 32 sample
control room (R.W. Smith and Co.,
units. Cleaning treatments included: 1) 2 min PW
cleaning
methods of seeds and two light treatments, N=4,environmental
25 seeds per sample
unit, for a total of
San Diego, CA, USA) with a set point of 4°C (±1) for
wash, 2) 30 s bleach solution mixture wash,
followed by a 60 s PW rinse, 3) 60 s bleach solution the designated time period.
32 sample units. Cleaning treatments included: 1) 2 min PW wash, 2) 30 s bleach solution
wash with 60 s PW rinse, and 4) 2 min bleach
At the end of the designated time period, the pots
solution wash with a 60 s PW rinse. A 1% bleach
mixture
wash,
followed
by
a
60
s
PW
rinse,
3)
60
s
bleach
solution
washaluminum
with 60 s PW
rinse,
and
removed,
foil was
removed,
and
solution was selected, as this is often used to clean were
placed in a greenhouse under an automatic
other vegetative parts of plants without showing
4) any
2 min
bleach solution
wash
withused
a 60 to
s PW
rinse. A 1%
bleach system,
solutionrunning
was selected,
as this
is 6 h,
watering
for 1 min
every
indication
of harm.
PW was
remove
delivering about 33 mL of water. Controls, using
any residue on the seed surface, including the
often
used
to
clean
other
vegetative
parts
of
plants
without
showing
indication of
harm.
PW
seeds
storedany
at laboratory
room
temperature,
were
bleach solution. Treated seeds were placed in
established per stratification treatment the same
10-cm diameter Petri dishes containing a filter
day asthe
pots
were solution.
moved toTreated
the greenhouse.
paper,
withany
PW.residue
Half ofon
thethe
dishes
was
usedwetted
to remove
seed subject
surface,toincluding
bleach
seeds
Seedling emergence was monitored approximately
dark treatment were wrapped with aluminum foil,
4 d after
placing
pots
inHalf
the greenhouse.
Total
andplaced
all dishes
were diameter
placed into
a germination
were
in 10-cm
Petri
dishes containing a every
filter paper,
wetted
with
PW.
of the
seedling emergence rate was calculated at each
chamber (Percival L 136, Des Moines, IA, USA) on a
assessment.
day time
(light,
20°C)treatment
to mimicwere
natural
field with aluminum
dishes
subject
to dark
wrapped
foil, and all dishes were placed
germination conditions. Germination was observed
Three levels of GA were applied to test the effects
for 14 d.
of treatment on seedling emergence rates of E.
University of Nevada, Las Vegas
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germination with a 60 s bleach wash
DATAANALYSIS
Germination was converted compared
to percent
to nototal
bleach wash
germination for analyses for all species. The bleach
A 120 s
(F1,14=4.601;
cleaning treatments and controls
wereP<0.001).
analyzed
using analysis of variance (ANOVA) models at 2
bleach wash was not significantly
weeks.
different from the control, but there

Percent germination

23 d of observation for the E. farinosa germination.
farinosa and H. rigida: 0 ppm (control); 500 ppm; and
GA treatment effects on germination was analyzed
1000 ppm. Treatments were replicated four times
using an ANOVA model for H. rigida, with time
for a total of 12 sample units. Fifty seeds were
sown at approximately 1 cm depth in 9-cm × 9-cm since sowing controlled at 27 d, since new
germinants were still seen after 3 weeks of
× 9-cm pots lined with weed cloth containing
observation.
sterilized sand. Sixty milliliters of each GA
concentration were administered by pouring the
15
solution over the sand after seeds were sown. Pots Results
All species
werewere
able
to imbibe
water.
were placed into the greenhouse under
an and GA treatments,
Scarification
and theirtested
interactions,
analyzed
using ANOVA
Bleach cleaning was not found to aid A. dumosa in
automatic watering system, under the same
models atemergence
23 d of observation
E. farinosa germination.
treatment effects
germination
or fungusGAremoval.
After on
2 weeks, only
schedule as noted above. Seedling
and for the
2 radicles were seen from a single Petri dish treated
seedling height were assessed every 4 d.
germination was analyzed using an ANOVA model for H. rigida, with time since sowing
with a 120 s bleach cleaning and light. All Petri
controlled
at 27 d, sincewere
new germinants
were
still overcome
seen after 3 weeks
observation.
dishes
were
withofwhite
and dark brown
For E. farinosa, scarification and
GA treatments
fungi. No significance was found between the four
applied to test the effects on seedling emergence.
levels of bleach treatments for A. salsola, which
For mechanical scarification, seed coats were
5. Results
showed higher germination in dark treatments (>
carefully nicked with a sanitized
scalpel under a
microscope. GA was applied at three levels: 0 ppm; 30%), or E. farinosa, which had low germination
All species
tested were able(≤to3%).
imbibe
cleaning
wasanot
found to aid A.
H. water.
rigida,Bleach
however,
had
significantly
higher
500 ppm; and 1000 ppm. Mechanical
and GA
percentage of germination with a 60 s bleach
treatments were applied as a full factorial, for a
dumosa in germination or fungus removal. After 2 weeks, only 2 radicles were seen from a
wash compared to no bleach wash (F1,14=4.601;
total of six treatments, N=4, for a total of 24
P<0.001).
A 120and
s bleach
waswere
not overcome
significantly
sample units. Fifty seeds were
sown
pet
pot
at
single Petri dish treated with a 120 s bleach cleaning
light. Allwash
Petri dishes
different from the control, but there was a decrease
about 1 cm in depth in sterilized sand. Sixty
with whitewere
and dark brown fungi. No
significance was found between
the four
of bleach
in germinationwhen
compared
tolevels
the 60
s wash
milliliters of each GA concentration
(Fig.2).
administered by pouring solution
over
the
same
treatments for A. salsola, which showed higher germination in dark treatments (> 30%), or E.
batch after seeds were sown, and non-GA pots
farinosa, which had low germination
received a PW water treatment.
Hilaria rigida
Pots were placed in the greenhouse under an
20
(≤ 3%). H. rigida, however, had a
automatic watering system, under the same
15
schedule as noted above.
significantly higher percentage of
10
5
0
-5

Control

30 s bleach

60 s bleach

120 s bleach

Treatment

Light

Dark

Figure 2. Percent germination by the perennial native grass Hilaria

rigida 2 weeks after applying a 1% bleach rinse and either covered or
In A. dumosa, cold stratification treatments and their
was a decrease
in germination
controls, as well as comparisons
between
the cold when uncovered to replicate dark and light. Bleach was used to reduce fungus
infection. The control consisted of rinsing seeds for 120 s with polished
stratification levels, were analyzed
using
compared
to theANOVA
60 s wash (Fig. 2). water. After bleach rinse, all sample units were washed with PW for 60
s. Error bars are standard error ± 1.
models. Because the 5 d and 10 d stratification
were further along, total germination
and percent
No significance
was found between the treatments applied to A. dumosa after 24 d (Fig.
germination for the last observation were used to
No significance was found between the treatments
3). Cold stratification
levels of cold
stratification
resulted
differences
applied
to A.
dumosa after
24indsignificant
(Fig. 3). Cold
compare 5 d and 10 d stratification.
Since thenor
30different
d
cold stratification is ongoing and observations were stratification nor different levels of cold
stratification resulted in significant differences
only made thus far at the time of this analysis at
(F1,22=0.010; P=0.9212) in germination. Control
the three-week mark, time since sowing was
treatments also did not significantly differ from
controlled at 24 d for each treatment and control.
different cold stratification treatments (F5,18=
1.580; P=0.2161).
Scarification and GA treatments, and their
interactions, were analyzed using ANOVA models at
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(F1,22=0.010; P=0.9212) in germination. Control treatments also did not significantly differ from

Between the GA and scarification treatments for E.
Discussion
farinosa,
scarification
did not
seem to
have
an P=0.2161).
effect
CLEANINGAPPLICATION
= 1.580;
different
cold stratification
treatments
(F5,18
on germination rates when gibberellic acid was
The time applied to bleach-cleaning treatments for
absent. However,
a GA
concentration
of 500
the scarification
purpose of
Betweenwith
the GA
and scarification
treatments
for E. farinosa,
didreducing
not seem to the presence of fungus
ppm, scarification did significantly contribute to
may be species-specific. Application of a 60 s
have angermination
effect on germination
rates
However,
with awash
GA considerably helped H. rigida
increasing
(Fig. 4).
Atwhen
GA gibberellic acid was absent.
bleach
solution
concentrations
ppm,
the scarification
seeds
propagate,
while 120 s did not. An amount of
concentrationof
of 1000
500 ppm,
scarification
did significantly contribute
to increasing
germination
treatment slightly reduced average germination, but time between 60 s and 120 s may better increase
4). At GA concentrations
of 1000 ppm, the scarification treatment
slightly reduced
average
not to(Fig.
a significant
extent.
germination.
A. dumosa
could require a longer
bleach wash or UV exposure, as almost all of the
germination, but not to a significant extent.
H. rigida germination was not affected by GA over
seeds tested were affected by fungus after 2 weeks.
the 27 d observation period. Although there tended This fungus potentially hinders the seeds’ ability to
H. rigida germination was not affected by GA over the 27 d observation period. Although
to be a greater mean germination of H. rigida with
break dormancy (Fig. 6 A, B). However, when A.
application
of
GA,
it
was
not
significant
(F2,9=4.256;
dumosa seeds
under UV light for 2 h
there tended to be a greater mean germination of H. rigida with application
of GA,were
it was placed
not
P=0.215). The 1000 ppm GA concentration
and then placed into a sand substrate, they
significant
2,9=4.256; P=0.215). The 1000 ppm GA concentration showed much more variation
showed
much(Fmore
variation than the 500 ppm
germinated much more successfully after the
concentration
(Fig.
5).
Overall
germination
was
low.
2-week
period (Figure 6 C,D).
than the 500 ppm concentration (Fig. 5). Overall germination was
low.
10

Ambrosia dumosa

Encelia farinosa

9

Percent Germination

Percent germination

8

7
6
5
4
3
2
1
0

No Strat

Strat

Treatment
Figure 3. Percent germination by the native perennial
Ambrosia dumosa observed 24 d after either no
stratification or cold stratification treatments. Cold
stratification in moist sand at 4°C for 5 d, 10 d, or 30 d was
used to simulate cooler winter temperatures. Error bars
are standard error ± 1.

7

Percent germination

6

5
4
3
2

STRATIFICATION
TREATMENTS
No scarification
40
Evidence from the
Scarification
35
literature review
30
suggested that A.
25
dumosa emergence
20
15
improves with 30
10
d of cold
5
stratification
0
(Graves et al.,
0 ppm
500 ppm
1000 ppm
Gibberellic acid concentration
1975). Because
Figure 4. Percent germination of the native perennial Encelia
outplanting
farinosa 23 d after application of gibberellic acid treatments of 0
studies have a preppm (control), 500 ppm, and 1000 ppm concentrations and either
determined time
mechanically scarified with a scalpel or not scarified. Error bars are
standard error ± 1.
period in which
they take place, it
17
is valuable
to test whether a shorter cold
stratification period can accelerate germination.
However, a cold stratification less than 30 d was
not found to improve any seedling emergence.
The 30 d stratification treatment is still under
observation, as well as the 60 d stratification.
Future experiments can analyze treatments using
carbon as a substrate instead of sand, which
may affect time required in cold stratification.
45

Hilaria rigida

SCARIFICATION TREATMENT
GA treatment at 500 ppm concentrations on E.
0
farinosa improved germination rates only when
0ppm
500ppm
1000ppm
Gibberllic acid concentration
its seeds were scarified. The act of mechanically
Figure 5. Percent germination of native grass Hilaria rigida 27 d after application of nicking the seed coat may not have been enough
gibberellic acid (GA) treatments at concentrations of 0 ppm (control), 500 ppm, and
for E. farinosa seeds to break dormancy. Nicking,
1000 ppm. GA treatment on H. rigida was found to significantly increase percent
along with an application of GA, allowed the
germination. Overall germination was low. Error bars are standard error ± 1.
seeds to have a higher percent germination than
nicking alone. With more replicates of the
6. Discussion
1

6.1 Cleaning application
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A

C

B

D

Figure 6: A) Ambrosia dumosa seeds immediately after a 30 s 1 % bleach solution wash and placed into a Petri
dish on a saturated Whatman #1 filter paper. B) 14 d after the wash, most seeds are seen to have fungal
infections. No germinants were detected. C) A. dumosa germinants pictured 8 d after 4 h of UV exposure and
sowing in sterilized sand. D) A. dumosa 14 d after UV exposure and sowing in sterilized sand can be seen to
have germinated much better than seeds subjected to bleach washing.

6.2 Stratification treatments

In my review of the
literature, it was difficult to
identify the specific
conditions for treatments.
In many of the articles,
environments in which the
experiments or treatments
occurred did not include
enough information to
replicate. Additionally, it is
important to explain why a
treatment was selected,
whether it be because
previous literature had
successfully tested it, or
because it mimics field
conditions. Treatments that
do not result in favored
outcomes should always
be reported, to prevent the
replication of an inefficient
procedure.

Conclusion
experiment, we can further determine the upper
Disturbed
desert
lands pose not only a problem
Evidence from the literature review suggested that A. dumosa emergence
improves
with
bound of GA concentrations on E. farinosa before it
for human health, but also for wildlife who
is30no
beneficial
on germination
rates.outplanting studies have a pred oflonger
cold stratification
(Graves
et al., 1975). Because
depend on native plants as resources.
Conservation efforts, such as outplanting, to
determined time ACID
period TREATMENTS
in which they take place, it is valuable to test whether a shorter cold
GIBBERELLIC
restore native vegetation as habitat for animals
At
almost
4
weeks
after
sowing
H.
rigida
seeds
and
stratification period can accelerate germination. However, a cold stratification
lessthe
thandesert
30 d wastortoise have not been
such as
applying two different GA concentrations, overall
implemented often (Abella et al., 2015). Improving
not found germination
to improve any seedling
emergence.
Thestill
30 d low
stratification treatment is still under
average
percentages
were
the amount of nursery-grown plants can be done
(<4%) and not improved significantly. The treatment
by applying
seed
observation, as well as the 60 d stratification. Future experiments can analyze
treatments
usingtreatments, which was observed
of GA to H. rigida seeds was based on a similar
in this study as well as demonstrated in the
treatment
to H. belangeri,
greatly
improved
carbon as a substrate
instead of which
sand, which
may affect
time required inliterature
cold stratification.
to be very species-specific. The
germination rates. As I saw a rise in germination
germination percentages for A. dumosa, E. farinosa,
rates with a 60 s bleach solution wash, a treatment
and H. rigida were compared at approximately 3 or
of cleaning along with GA may help to break
4 weeks. Further research into treatments that
dormancy.
result in quicker and higher germination rates
would be valuable to time-sensitive restoration
Phenotypic variation between the species from the
projects. A future experiment could evaluate the
area of study may differ from those in the
effect of applying several different treatments
literature. Perhaps a treatment beneficial for a
simultaneously, and whether the speed of
species more within the geographical region as
germination increases. An example could include
H. rigida would better enhance its germination rates.
using scarification, a heat or cold treatment, and
For example, a cold stratification treatment may be
GA together. Techniques toward increased
beneficial for the seeds to germinate, as they can
propagation of perennial seeds serves as an
be found to grow after winters (CNPS).
important aspect for nursery-grown plants, and
further studies establishing effective will help in
revegetation and restoration ofhabitats.
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A Paradigm Shift
Polarizes the
United States
The Generational
and Demographic
Divide
By Devlynn Scarpati

Abstract:
The aim of this research paper is to address
whether or not neoliberal institutionalism is failing
in the United States due to a paradigmatic shift
that is polarizing the nation. With resources
running out and income inequality on the rise, the
country can no longer sustain economic growth
and ecological security under the dominant social
paradigm. To prove that the Washington Consensus
is failing in the U.S. this paper will utilize census
data from 2010 to analyze new migratory patterns
in conjunction with demographic data of the
population by gender, age, and race. These data sets
were analyzed to demonstrate how the
population’s geographical preferences and values
have changed considerably. In turn, the change in
values has impacted the level of changes within
the polity, thereby increasing polarization.
Additionally, I use the American National Election

Faculty Mentor
Dr. Tiffiany Howard
Associate Professor
Political Science
University of Nevada, Las Vegas

Survey Data from 1948-2014 and the World Values
Survey to analyze changing trends in voting
patterns and the general attitude of the population
towards the government in a comparative context.
Introduction:					
Since the inception of the U.S., there has always
been resentment towards foreign-born immigrants.
This is clear with the words of our founding
fathers such as Benjamin Franklin who said, “unless
the stream of their importation could be turned…
they [the German immigrants] will soon so
outnumber us that… even our government will
become precarious” (Marrero. Killing the American
Dream. P 23. 2012). In addition to this engrained
nationalist anti-immigrant foundation of the U.S.
culture, there are other factors that have led to
increases in these sentiments such as mass waves
of immigration. Throughout American history,
times of economic recession or hardship have also
brought an increase in nativist attitudes towards
immigration (Frey, 2014; Marrero, pp. 23. 2012). The
neoliberal paradigm that was reintroduced under
Ronald Reagan in the 1980’s was the beginning of
market liberalization through foreign direct
investment (Ostry, Loungani, Furceri, 2016). The
restructuring of the neoliberal paradigm in market
relations led to the birth of the neo-Nativist
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While the youth population tends to hold less
movement at the height of its power in the late
purchasing power, the wealthiest individuals in the
90’s. The signing of the North American Free Trade
U.S. are predominantly between the ages of 35–50
Agreement solidified the neo-Nativist movement
and have only continued to amass more wealth
that had started with Reagan’s administration. The
since 20003. It should also be noted that the
native-born and foreign-born Hispanic population
income of the bottom and middle 90% of the
were just one of many effected by this legislation.
population has decreased at the same rate that the
Moreover, this movement has caused the
income of the top 3% of earners has increased.
proliferation of anti-immigrant sentiment and
Coupled with a growing generational gap and
effectively demarcated the Republican Party. There
increasing income inequality between Millennials,
have been two demographically consistent
Generation X, and Baby Boomers, there is also a
patterns within the population that influence this
movement. These two changes include an increase racial divide that continues to polarize the country
through its democratic institutions. This paper uses
in American-born minorities as well as a highly
Scarpati 3
Kilbourne and
Schaffer’s
research on economic
educated young labor force resulting from prior
Scarpati
4
growth and ecological sustainability coupled with
democracy. In turn, the youth have higher values
immigration (Frey, 2014; Marrero, pp. 23. 2012). The neoliberal paradigm that was reintroduced
Frey’s
demographic
and expectations
of what (Inglehart
freedoms
be 21. 2010).
mass
demands for democracy”
& should
Welzel. pp.
Inglehart
and Welzel data to illustrate how Pareto
optimality
hasforeign
been reached under the dominant
offered
to
all
Americans.
Over
the
course
of
the
under Ronald Reagan in the 1980’s was the beginning of market liberalization through
measured
democracy
scores
of
both
established
and
transitioning
democracies.
While
established
social paradigm (Schaffer, 2006; Pirages & Ehrlich,
last two decades, the demographics of the U.S.
direct
investment
(Ostry,
Loungani,
2016).(Frey,
The restructuring
of1974;
the neoliberal
paradigm
Kilbourne,
2001, 2006; Flavin & Keane, 2011).
population
have
been
vastlyFurceri,
changing
2014;
democracies scored the highest on self-expression values, they also showed the least amount of
Pareto
optimality
is an economic concept where
Marerro,
2012;
Bernanke,
2009;
Kilbourne,
2006;
in market relations led to the birth of the neo-Nativist movement at the height of its power in the
variation
democracy
scores
pp. 21. in
2010). the
In other
words, having
allocation
of resources makes it impossible for
Flavin &inKeane,
2011).
In (Inglehart
addition&toWelzel.
this, wealth
late
The States
signing of
thebecome
North American
Free Trade Agreement solidified
the neo-Nativist
one individual
to improve their condition without
the 90’s.
Unites
has
increasingly
democratic institutions in place prior to substantive cultural shifts reflects the heightened
adversely effecting at least one other individual.
concentrated within the hands of the few
movement that had started with Reagan’s administration.
The native-born and foreign-born
This
paper
seeks to illustrate that neoliberal
(Domhoff,of2013;
CIA World(guaranteed
Factbook,freedoms)
2010)12.
expectations
civic entitlements
andThe
utilities of
freedom
(emancipative
capitalism
be reconciled with the transition
increasepopulation
in income
is negatively
Hispanic
were inequality
just one of many
effected by this legislation. Moreover,
thiscan
movement
values).
towards a new ecological paradigm. Pareto
correlated with economic growth while economic
has caused the proliferation of anti-immigrant sentiment and effectively demarcated the
optimality has been reached because ecological
growth
is
positively
correlated
with
an
increase
in
While the youth population tends to hold less purchasing power, the wealthiest
sustainability
andthe
economic growth are no longer
self-expressionist
values
such
as
prioritizing
values
Republican Party. There have been two demographically consistent
patterns within
individuals
in the
U.S.income
are predominantly
between
the ages
have onlyunder
continued
possible
theto dominant social paradigm
of freedom
over
equality
(Inglehart
&of 35–50 and
population
that22.
influence
movement.
These
changes include an
increase in
American(Schaffer,
2006;
Kilbourne, 2001, 2006; Pirages &
Welzel. pp.
2010).this
These
values
aretwo
often
amass more wealth since 2000 3. It should also be noted that the income of the bottom and
Ehrlich, 1974). In turn, resources become limited
reflected in the political and technological
born minorities as well as a highly educated young labor force resulting from prior democracy.
must
for the use of future
institutions
progressive
ambitions
strive
middle
90% of where
the population
has decreased
at the same
rate for
that the and
income
of thebe
toppreserved
3% of
generations
as this
new
technology
and higher
In
turn,applications
the youth have of
higher
values and expectations
of degrees
what freedoms
should be offered
to all directly relates to what
earners
has increased.
Coupled This
with is
a growing
generational gap Kilbourne
and increasing
income
calls,
“quality of life” and to harm the
of emancipative
freedom.
important
Americans. Over the course of the last two decades, the demographics of the U.S. population
environment
would
because
a
society’s
change
in
values
reflect
the
inequality between Millennials, Generation X, and Baby Boomers, there is also a racial divide be detrimental to oneself
2006;
Welzel. pp. 104-108. 2013). This
“pressure”
forchanging
changes
by 2014;
“unmet
mass
demands
have
been vastly
(Frey,
Marerro,
2012;
Bernanke, 2009;(Kilbourne,
Kilbourne, 2006;
Flavin
that
continues to polarize
the country
through
paper uses intuitionalism is illustrated by
failure This
of neoliberal
for democracy”
(Inglehart
& Welzel.
pp.its21.democratic
2010). institutions.
&
Keane, 2011).
In addition
to this, wealth
in the Unites
States has
increasingly
the become
changing
social dynamics reflected in the
Inglehart
and Welzel
measured
democracy
scores
Kilbourne and Schaffer’s research on economic growth and ecological sustainability coupled
political, technological
and social institutions of the
of both established and transitioning democracies.
concentrated within the hands of the few (Domhoff, 2013; CIA World Factbook, 2010)12. The
major
and the deterioration of the
While
established
democracies
scored
the highest
with
Frey’s
demographic
data to illustrate
how Pareto
optimality hasU.S.
beenBoth
reached
underparties
the
increase
in income inequality
is negatively
with
economicautomotive,
growth while economic
banking, and housing industries are all
on self-expression
values,
they alsocorrelated
showed
the
dominant
social paradigm
(Schaffer,
2006; Pirages scores
& Ehrlich, 1974;used
Kilbourne,
2001, 2006;this institutional failure (Ostrim.
to exemplify
least amount
of variation
in democracy
growth is positively correlated with an increase in self-expressionist values such as prioritizing
4-9.
Under
(Inglehart
& Welzel.
21.optimality
2010). Inis other
words,
Flavin
& Keane,
2011). pp.
Pareto
an economic
concept pp.
where
the1998).
allocation
of Inlgehart and Welzel’s
emancipative
theory
having
democratic
institutions
in
place
prior
to
values of freedom over income equality (Inglehart & Welzel. pp. 22. 2010). These values are of democracy, when people’s
resources
makescultural
it impossible
for reflects
one individual
to improve their condition
without
interests
areadversely
no longer met by socio-political
substantive
shifts
the heightened
often
reflected
in
the
political
and
technological
institutions
where
progressive
ambitions
strive
institutions they
depart from status quo norms
expectations of civic entitlements (guaranteed
effecting at least one other individual. This paper seeks to illustrate that neoliberal capitalism can
through
their
increase
in action resources. In turn,
freedoms)
and
utilities
of
freedom
(emancipative
for new applications of technology and higher degrees of emancipative freedom. This is
the mass
population
values).
be
reconciled with the transition towards a new ecological paradigm. Pareto
optimality
has been of unmet interests collectively
important because a society’s change in values reflect the “pressure”demand
for changes
by “unmet
change
through political activities such as
reached because ecological sustainability and economic growth are no longer possible under the

1
dominant
social
paradigm
(Schaffer,
2006; Kilbourne, 2001, 2006; Pirages & Ehrlich, 1974). In
Federal Reserve
Bulletin,
Vol. 100,
No. 4
2

3
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necessary to sustain the market (Kilbourne. pp.
protests. Furthermore, the disintegration of
41-42. 2006). This forced intervention always results
economic institutions must be dealt with by
in weakening the incomes of the middle and lower
government intervention when they can no longer
classes through high inflation, unemployment or
self-correct (Kilbourne 2001, 2006; Welzel, 2013;
both. Economists are the ones who have identified
Inglehart & Welzel 2005; Flavin & Kean, 2011). In
the failures of what they define as “commons
junction with this theory, Kilbourne addresses the
problems” under the dominant social paradigm
micro and macro effects that evolving selfthat have resulted from Pareto optimality
expressionist values have on economic and
(Kilbourne. pp. 45. 2006). These problems often
political institutions such as lower levels of
arise when individual actors act in accordance with
productivity and output (Kilbourne, 1998, 2006).
their own economic self-interests rather than the
Past research on neoliberalism suggests that the
interests of society. As a result, Pareto optimality is
institutions determine the status quo for society
reached in a democratic society if, “common pool
(Kilbourne, 2006; Flavin & Keane, 2011; Welzel,
Scarpati 6
resource institutions” cannot be created to mitigate
2013). I assert that there is a mutual causal
the “tragedies of the commons” (Ostrim. pp. 4.
relationship between group interests and
Reactionary
revolutions
form
in
response
to
political,
technological,
or economic
1998; Kilbourne.
pp. 45. 2006). These problems arise
democratic institutions (Inglehart & Welzel. pp.
when
economic
outweigh the
21-23.
2010).
Kilbourne’s
model
of
the
effects
of
institutional failures. We see this within the U.S. Republican party where it is divided by self-interests
the
utilitarian interest of preserving diminishing
the quality of life and the dominant social
religious right
andbe
theused
Tea Party
conservatives
(Skocpol
&Williamson.
pp. 34-39. Corporations
2013). This
resources.
are used by Kilbourne to
paradigm
will
to illustrate
this
relationship
illustrate how powerful actors in a democratic
(Kilbourne. pp. 41. 2006). In addition, Inglehart and
polarization is also seen in the U.S. Democratic Party where there is a divide between
society can collectively behave in ways that harm
Welzel’s nominal scale of values is used to
the majority
of social
the population for the benefit of a
illustrate
the shiftsand
in progressive
self-expressionist
andcan be attributed
to changing
establishment-liberals
liberals.4 This
survivalist values of the U.S. population from 1990- few economic self-interests. In turn, society can no
attitudes towards the government. According to survey data conducted
by theexpand
Pew Research
longer
the body politic or the market
2007.
without
bringing
harm to a large majority of
Institute and the American National Elections Survey, trust in the government has decreased
citizens while benefitting the few interested parties
Reactionary revolutions form in response to
significantly,
with only 20%or
of economic
those surveyed
indicating that the(Kilbourne,
government is
efficient
2006).
Ronald Inglehart and Christian
political,
technological,
institutional
Welzel’s emancipative theory of democracy is used
failures. We see this within the U.S.5 Republican
(Doherty, Kiley, Tyson, Jameson. 2015). This deficiency has ramifications for political,
to account for the impact that these changing
party where it is divided by the religious right and
values
have of
on democracy while also
the
Tea Party
(Skocpol
technological
andconservatives
economic institutions,
which &Williamson.
we see with the Federalsocial
Reserve’s
projections
offering empirical evidence as to why the
pp. 34-39. 2013). This polarization is also seen in
low growth in the economy and high inflation. On top of this, national unemployment remains at
compounded generational gap in the U.S. is
the
U.S. Democratic Party where there is a divide
polarizing
thechanging
nation. Furthermore, Welzel’s theory
between
establishment-liberals
and
progressive
6.4%. In market relations, when the market can no longer self-correct
because of
offers insights into the breakdown of the
liberals4. This can be attributed to changing social
consumer attitudes
“forced
intervention”
becomes
to sustainsocial
the market
dominant
paradigm while also offering an
attitudes
towards
the government
government.
According
to necessary
explanation as to why the new ecological paradigm
survey data conducted by the Pew Research
(Kilbourne. pp. 41-42. 2006). This forced intervention always results in weakening the incomes
has emerged (Welzel. pp. 10-11. 2010; Kilbourne.
Institute and the American National Elections
40-43.
2006). Under
Welzel’s theory of
Survey,
trustand
inlower
the government
has inflation,
decreased
of the middle
classes through high
unemploymentpp.
or both.
Economists
are
emancipatory democracy, “causality runs from
significantly, with only 20% of those surveyed
the ones who have identified the failures of what they define as “commons problems” under the
indicating that the government is efficient (Doherty, action resources to emancipative values to civic
5 This deficiency has
entitlements”
Kiley,
Tyson,
2015).
dominant
socialJameson.
paradigm that
have resulted
from Pareto optimality (Kilbourne.
pp. 45.(Welzel.
2006). pp. 10-11. 2010). This means
that as the utility of freedoms within a society
ramifications for political, technological and
These problems
often arise when
individual
actors
actthe
in accordance grows,
with theirso
own
economic
too
does the value of freedoms.
economic
institutions,
which
we see
with
Additionally, as the value of freedoms increases, it
Federal
Reserve’s projections of low growth in the
self-interests rather than the interests of society. As a result, Pareto optimality is reached in a
lays the foundation for new guaranteed freedoms
economy and high inflation. On top of this,
democratic unemployment
society if, “commonremains
pool resource
institutions”
cannot be
to mitigate the
tocreated
be established
(Welzel. pp.10-11. 2010).
national
at 6.4%.
In market
relations, when the market can no longer self“tragedies of the commons” (Ostrim. pp. 4. 1998; Kilbourne. pp. 45. 2006). These problems arise
Literature Review & Background:
correct because of changing consumer attitudes
analyzes
the demographic patterns of the
“forced
government
intervention”
becomes
when economic
self-interests
outweigh the
utilitarian interest ofFrey
preserving
diminishing
4
5
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Kilbourne, 2006). This paper seeks to add to the
white, “old minority”, and “new minority”
populations from 1970 onward (Frey. pp. 3-4. 2014). operational context by which the dominant social
paradigm is used concerning changing attitudes
Old minorities encompass Blacks, Native
towards environmental sustainability and how this
Americans, and Alaska Natives. Whereas, new
coincides with future economic growth (Schaffer,
minorities consist of Hispanics, Asians, Pacific
2006; Pirages & Ehrlich, 1974; Kilbourne, 2006;
Islanders, and multiracial children (Frey. pp. 3-4.
Flavin & Keane 2011).
2014; Marrero, 2012; Bernanke, 2009). Frey finds
that minorities and whites are living within closer
Past research on ecological sustainability and
proximities to each other than they ever have
economic growth view an increase in
before (Frey, 2014). Additionally, declines in fertility
environmental awareness as an indicator of a shift
rates among both the white and black population
towards a knowledge economy from a posthave resulted in negative population growth rates
industrial one (Pirages & Ehrlich, 1974;
for both groups. These demographic changes are
Scarpati 9
Ramakrishnan.
pp. 6. 2005; Kilbourne, 2006; Flavin
having a major impact on the values of the older
& Keane, 2011). A large influence of the emerging
white population in the U.S. as the neo-Nativist
Past research
on ecological
sustainability
viewparadigm
an increaseisinheightened environmental
social
movement
maintains
its appeal
throughand economic growth
traditionalist and anti-immigrant sentiments. These awareness because this positively correlates with a
environmental awareness as an indicator of a shift towards a knowledge economy from a postshift towards post-materialist values (Pirages &
indiscriminate isolationist feelings are externalized
industrial
(Pirages
& Ehrlich,
1974; Ramakrishnan.
pp. 6. 2005; Kilbourne,
&
Ehrlich, 2006;
1974;Flavin
Kilbourne,
2006; Flavin & Keane,
with theone
radical
Tea
Party presidential
nominee,
6
2011;) . Kilbourne’s extended definition of the
Donald Trump. The new post-materialist culture
Keane, 2011). A large influence of the emerging social paradigm is heightened environmental
dominant social paradigm includes the current
that is emerging will be referred to as the new
cultural values
norms
that are reinforced within
ecological
paradigm
as
defined
by
Kilbourne
(2006)
awareness because this positively correlates with a shift towards post-materialist
(Pirages
economic, political, and technological institutional
and Schaffer (2006). Due to the transitional phase
6
&
Ehrlich,
1974; Kilbourne,
2006;
Flavin & Keane,this
2011;)
. Kilbourne’s
extendedThese
definition
of
settings.
norms
govern the relations between
that
the political
culture
is undergoing,
paper
humans
and
each
other,
humans and the
cannot
set
definitive
parameters
for
the
new
social
the dominant social paradigm includes the current cultural norms that are reinforced within
paradigm. Instead, this paper seeks to illustrate the environment, and humans and fauna (Pirages &
economic,
political,
and technological
institutionalchanges
settings. These
govern1974).
the relations
Ehrlich,
Under the dominant social
correlation
between
the demographic
and norms
paradigm, resources are unlimited and humans are
the shifts in the sociocultural framework of the
between humans and each other, humans and the environment, and humans and fauna (Pirages &
free to dominate both flora and fauna through
population. The current political culture in the
industrialization
1998, 2006; Schaffer,
United
States
will
be
referred
to
as
the
dominant
Ehrlich, 1974). Under the dominant social paradigm, resources are unlimited
and humans (Kilbourne,
are
2006; Pirages & Ehrlich, 1974). However, under the
social paradigm, (DSP) (Pirages & Ehrlich, 1974;
free
to dominate
both Flavin
flora and&fauna
through
industrialization
(Kilbourne,
1998,
2006; Schaffer,framework, environmental and
new
paradigmatic
Kilbourne,
2006;
Keane,
2011).
Past
economic security
research
on the
dominant
social
paradigm
2006;
Pirages
& Ehrlich,
1974).
However,
under the new paradigmatic
framework,weigh equally in terms of
suggests that political, economic, and technological political importance for the general population.
environmental
economic
security weigh
equally inand
terms
of political
importance the
for the
Furthermore,
new ecological paradigm
institutions and
shape
environmental
attitudes
the
quality of life for the population (Pirages & Ehrlich, promotes “self-expressionism” which is defined by
general population. Furthermore, the new ecological paradigm promotes “self-expressionism”
an increasing tolerance towards social issues such
1974; Kilbourne, 2006; Flavin & Keane, 2011).
as as
same
However,
there
been no
comprehensive
which
is defined
byhave
an increasing
tolerance
towards social issues such
samesex
sex couples,
couples, while placing higher saliency
on ecological and
infrastructural issues such as
studies done in political science examining the
7
while placing higher saliency on ecological and infrastructural issues such as transparency.
Self7
transparency. Self-expressionism is also
effects that increased integration of the cultures of
placing less value on
minority
populations,
will
have
on
the
overall
expressionism is also consistent with societies placing less value on consistent
marriage and with
familysocieties
but
marriage and family but more value on happiness
population or democratic institutions. In turn, the
8
more
value on
happiness
world experiences
such as
traveling.
cultural
and research
world on
experiences
such as traveling.8 Past
influence
that
these and
demographic
changes
have
on Past
research on cultural values reveals that increased
the dominant social paradigm remain unanalyzed
values reveals that increased access to education promotes this shift away from survivalist
access to education promotes this shift away from
or untested. Instead, past research
survivalist
values.
One of the pitfalls of U.S. policy
compartmentalizes
populations
values.
One of the pitfalls minority
of U.S. policy
is that the fearby
of immigrants taking
American
jobs has
is that the fear of immigrants taking American jobs
ethnicity and evaluates the effects that democratic
fueled a battle in Congress that has come at the expense of middle class, young and elderly
has fueled a battle in Congress that has come at
institutions have on these immigrant populations
the
expense
of middle
class, young and elderly
(Pirages
&
Ehrlich,
1974;
Ramakrishnan,
pp.
6.
2005;
Americans. Since the 1970’s Americans have continued to lose trust in
their
government.
As a
6
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solely on their ethnic origins (Marrero. pp. 38-40.
Americans. Since the 1970’s Americans have
2012). In addition to this, the Immigration Act of
continued to lose trust in their government. As a
1917 also included literacy tests that had to be
consequence of this, income inequality has
passed by immigrants wanting to obtain citizenship
increased while productivity and market stability
have decreased (American National Election Survey, and a head tax of $8, that was required to be paid
by all migrants’ upon entering the country.
1958-2012).9 Furthermore, the Hispanic population
Ironically, it took Congress four attempts to pass
has fallen behind other minorities such as African
the literacy tests that they utilized to deter
Americans and Asians in meeting educational
undesirable immigration. However, President
standards. It has been argued by scholars that the
Wilson’s veto was overridden by Congress and the
lack of opportunities afforded to the Hispanic
literacy tests passed with the Immigration Act of
population such as the defeat of the DREAM Act in
1917. These political battles over immigration
2014 are responsible for these shortcomings
between the executive and legislative branches
(Marrero, pp 21-25. 2012). Millennials and those
Scarpatieven
10
have continued
today with the Obama
born after 1997 have less trust in the government
administration and Congress. Bills such as NAFTA
as a result of the recent anti-immigrant measures
consequence
this, of
income
inequalityhas
has driven
increasedthe
while
productivity
andsupposed
market stability
were
to unite the three countries by
taken. Thisoftype
legislation
divide
within the Democratic party as constituents see 9 eliminating trade barriers such as tariffs, when in
have decreased (American National Election Survey, 1958-2012). Furthermore, the Hispanic
reality it allowed businesses to exploit Mexican
wealthy legislators who fail to physically resemble
in free
trade zones for indiscriminate
them or has
represent
their
interests
to take
population
fallen behind
other
minoritiescontinue
such as African
Americanslabor
and Asians
in meeting
amounts of money. In fact, according to the
office.
educational standards. It has been argued by scholars that the lack of opportunities afforded to
government website, https://www.cbp.gov/trade/
nafta
NAFTAforcreated
Political
scientists
and
economists,
Domhoff
(2010),
the Hispanic population such as the defeat of the DREAM Act in 2014 are
responsible
these Free zones. Free trade zones
are total institutions that are overseen by armed
Kilbourne (2006), Frey (2014), Bernanke (2014), have
shortcomings
(Marrero,
pp 21-25. reactions
2012). Millennials
those 35
born after
1997 have
trust in
private
or less
government
military officials. Those who
determined
that negative
fromand
those
are forced to work under these inhumane
and older are externalized in response to post-war
the government as a result of the recent anti-immigrant measures taken. This type of legislation
periods and slow recovery either before or after an conditions are also the cheapest available labor to
corporations
that
economic
For example,
the party
firstastime
the see wealthy
has
driven the crisis.
divide within
the Democratic
constituents
legislators who
failconduct business within these
geographical spheres. In addition to this, work
country experienced a strong enough fear of
to physically resemble them or represent their interests continue to take office.
climates are often harsh and not in climate
immigration occurred with the recession of 1882.
controlled
areas
while workdays can literally be
This was
reflected
in
Congressional
action
when
Political scientists and economists, Domhoff (2010), Kilbourne
(2006), Frey
(2014),
from dawn to dusk. This effectively made the free
Congress passed the Chinese Exclusion Act
Bernanke
(2014),
have determined
thatimportant
negative reactions
35 and older
are
movement
of goods
less costly for the three
(Marrerro.
pp 36-37.
2012). It is
to notefrom those
governments
and
U.S.,
Canadian, or Mexican
that
before
the
Great
Depression
of
the
1930’s,
the
externalized in response to post-war periods and slow recovery either before or after an
depression of the 1880’s was the worst the country businesses.
economic
For example,This
the first
country
experienced a strong enough fear of
had evercrisis.
experienced.
wastime
alsothethe
beginning
After the signing of NAFTA in 1994 by president
of neoliberalism. After the country started to
immigration occurred with the recession of 1882. This was reflected in Congressional action
Clinton, this neo-Nativist mentality reached a
recover from the economic downturn, Congress
only proliferated
into the 21st century.
took
steps
to
mitigate
fears
of
the
immigration
when Congress passed the Chinese Exclusion Act (Marrerro. pp 36-37. height
2012). It that
is important
to
However, many Americans 35 and older are
problem. Moreover, drastic steps were taken by
note
that before
Great
the 1930’s, thesuch
depression
1880’s was
ignorant
to the
theworst
socioeconomic ramifications that
Congress
to the
stop
anDepression
influx ofofimmigrants
as of the
this
legislation
has
the
Chinese
Exclusion
Act
of
1882.
The
act
the country had ever experienced. This was also the beginning of neoliberalism. After the had on both legal and illegal
immigrants. This neo-nativist movement has given
effectively denied citizenship to all Chinese
country
started to
recover
the economic
downturn,
Congress took steps
fears of
rise to
tomitigate
an underlying
cultural misconception that
immigrants
with
thefrom
intent
of deterring
Chinese
immigration to the U.S. The importance behind this all darker skinned minorities are illegal immigrants,
the immigration problem. Moreover, drastic steps were taken by Congress to stop an influx of
act is that this was the first time in U.S. history that where this is statistically not the case. Many youths
aredenied
Millennials’
, they are second and third
legislationsuch
had
setChinese
formalExclusion
regulations
on The act effectively
immigrants
as the
Act of 1882.
citizenshipwhereby
to
generations of American born citizens. Moreover,
immigration. Thirty-five years later, Congress
all
Chinese
with the
of deterring
to the U.S.population
The
the Millennial
surpassed the Baby
passed
theimmigrants
Immigration
Actintent
of 1917
whichChinese immigration
Boomer
generation
(at
their
peak population) in
excluded
most
Asian
countries
and
those
in
the
importance behind this act is that this was the first time in U.S. history that legislation had set
June of 2015 and now encompass 75.4 million
South Pacific from becoming U.S. citizens, based
9
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adults between 18-35 in the U.S. population.10
The Millennials have also not yet hit their peak
point in population as they continue to grow.

Democratic Party embodied the Convention when
the chair, Roberta Lange adjourned the meeting
without listening to the grievances of Sanders
supporters.12 Sanders activists were disheartened
because 64 of their delegate’s votes had been
The research conducted by economists and
rejected by the chair, who moved to adjourn the
demographers such as William Frey suggests that
meeting before addressing their demands for a
there are three situations that are externalized by
recount. This effectively handed the Nevada
the white population as an increase in antidelegates to Hillary Clinton in what appeared to be
immigrant sentiment. This sentiment is coupled
direct buttress from the Democratic National
with a heightened sense of nationalism during
12
Committee. Scarpati
This event
illustrated one of the major
times of economic recession, economic recovery,
problems in the U.S., the concentration of wealth
and post-war periods. When the country could
misconception
all darker
illegal immigrants,within
where this
statistically
theis hands
of the top 5% income earners of
easily
take athat
fiscal
turn skinned
for theminorities
worst, are
antiScarpati 13
the nation (Domhoff, 2013). Due to the
immigrant sentiment is often misdirected at legal
not the case. Many youths are Millennials’ whereby, they are second and third generations of
concentration of wealth in the U.S. and other
immigrants. There are trends of violent uprisings
11
(now
the
Immigration
and
Customs
Enforcement)
and
the
CIA.
Modern
American
born
citizens.
Moreover,
the
Millennial
population
surpassed
the anti-immigrant
Baby Boomer
countries such as Switzerland and
such as the Zoot Suit Riots in 1943 and the Rodney industrialized
Canada,
moderate
King
Riots
in
1992
that
embody
the
underlying
sentiments are
reflected
the primaryinvoting
of Republican
candidate Donald
Trump.
Thecandidates have come to
generation
(at their
peakbypopulation)
June base
of 2015
and now encompass
75.4 million
adults
symbolize cronyism and coercion within Western
tension between racial minorities and Caucasian
average Trump
is 35population.
and older
with
a high
school education
or governments.
less
andtheir
is the
generation
The in
polarization within both parties
authorities.
this10
trend
is historically
The
Millennials
have also not
yet hit
peak
point
between
18-35 Furthermore,
invoter
the U.S.
is due too racial, generational and class
reflected with the types of legislation that have
that inherited
largest
amount
of wealth from their predecessors (Frey, 2014).
population
as the
theyin
continue
to grow.
indifference that is rapidly approaching its apex.
been
passed
response
to other underlying
This
was Frey
illustrated
economic
variables.
These
cultural
trends
are
Bernie
Sanders
is
also
a
radical
candidate
that
is
favored
by
theWilliam
educated
youth,
and with the 2008, 2012 and now
The research conducted by economists and demographers such as
suggests
the 2016 election cycles. In addition to this, fertility
noticeable in the population during certain times
symbolizes
a new
agenda
against
statusbyquo
as we
saw
during
theyoung
Nevada
that
therehistory;
are
threeprogressive
situations
that
are
externalized
theplatforms,
white
population
as an
increase
in anti- Asians, Hispanics and
rates
among
in
U.S.
during the
1880’s,
post-WWI,
postmultiracial
women are stable while white fertility
WWII,
the 1930’s,
the The
latedivide
70’s, within
throughout
the Party embodied
state
Convention
in 2016.
thewith
Democratic
the Convention
immigrant
sentiment.
This sentiment
is coupled
a heightened
sense of nationalism
during
rates have fallen to a rate below the repopulation
1980’s (because of the Latin American economic
when
the
chair,
Roberta
Lange
adjourned
the meeting
listening
toat
the
grievances
ofof 1.2 births per couple
level
average
crisis
due
to import
substitution
resulting
aswithout
a periods.
times of
economic
recession,
economic
recovery,
and post-war
When
thean
country
could
annually (Frey. pp. 23-25. 2014). 2011 was the first
failure and the 12
end of the Soviet aid to Latin
Sanders
supporters.
Sanders
activists
were
disheartened becauseis64often
of their delegate’s
easily take
acountries),
fiscal turn
forearly
the
worst,
anti-immigrant
at votes
legalbirths outnumbered white
yearmisdirected
that minority
American
1990’s,
after 9/11,sentiment
and
births
most
recently
the
recession
of 2008.
had
been
rejected
by the
chair,
who moved
to adjourn
before
addressing
immigrants.
There with
are
trends
of
violent
uprisings
suchThe
as the
the meeting
Zoot Suit
Riotsin
in the
1943United
andtheir
the States, William Frey projects
this trend to continue until there is no longer a
strongest driver of nativist fears has been
demands
for a Riots
recount.
This effectively
handed
the Nevada
delegates
to Hillary
Clinton
in what
Rodney King
1992
that embody
the
tension
between
racial
minorities
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of values will proliferate within the democratic
society. Furthermore, this paper utilizes their data
from the World Values Survey to show the
changing values within the U.S. population from
1984-2014. The data illustrates that as the
population becomes increasingly more selfexpressionist, it continues to retain a high level of
survivalist values. According to Inglehart and Welzel,
self-expressionism directly relates to changes in
democracy, therefore, this paper uses the changes
in self-expressionism to illustrate the changes in
the dominant social paradigm (DSP) of the U.S.
population.Scarpati
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within the democratic society. Furthermore, this
paper utilizes their data from the World Values
Survey to show the changing values within the U.S.
population. The data illustrates that as the
population becomes increasingly more selfexpressionist, it continues to retain a high level of
survivalist values. According to Inglehart and Welzel,
self-expressionism directly relates to changes in
democracy, therefore, this paper uses the changes
in self-expressionism to illustrate the changes in
the DSP of the U.S. population.

In addition to this, the demographic composition
of the U.S. population has changed into a
multiracial, minority population with a median age
of 25-27.16 Today, most minorities are native born
Americans rather than foreign born immigrants.
These political, economic, technological, and social
shifts have resulted in reactionary backlash from
the predominantly white population over 35.
Under Inglehart and Welzel’s revised theory of
modernization, the country’s cultural ethnography
and traditional anti-immigrant history can be used
Scarpati 18
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Findings:
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socioeconomic development reaches a threshold at This is not to say that democracy is failing, instead
which a large share of the country’s population has this paper seeks to address that the shortcomings
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within the democratic institutions are due to the
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Germany
1981-1984

1989-1993

1999-2004

2005-2009

2010-2014

Feeling of happiness
Very happy

10%

14%

19%

17%

23%

Quite happy

69%

67%

65%

64%

61%

Not very happy

12%

11%

13%

14%

13%

Not at all happy

1%

1%

2%

2%

1%

No answer
Don´t know
(N)

-

0%

1%

0%

0%

8%

7%

1%

2%

1%

1,305

3,435

2,036

4,102

2,046

Sweden
1981-1984

1989-1993

1994-1998

1999-2004

2005-2009

2010-2014

Feeling of happiness
Very happy

28%

40%

39%

37%

36%

40%

Quite happy

66%

55%

55%

57%

56%

54%

Not very happy

3%

3%

4%

5%

6%

5%

Not at all happy

1%

1%

1%

2%

1%

0%

No answer

1%

-

-

-

0%

0%

Don´t know

1%

1%

1%

0%

1%

-

1,908

1,047

1,009

2,028

2,177

1,206

(N)

United States
1981-1984

1989-1993

1994-1998

1999-2004

2005-2009

2010-2014

Feeling of happiness
Very happy

32%

40%

46%

39%

34%

36%

Quite happy

59%

48%

47%

54%

59%

53%

Not very happy

7%

9%

5%

6%

6%

9%

Not at all happy

1%

1%

0%

1%

0%

1%

No answer

0%

1%

-

-

*

0%

Don´t know

1%

1%

0%

1%

-

-

4,650

1,839

1,542

1,200

1,249

2,232

(N)
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Scarpati 20

WVS 1981-2014 time series
A006.- Important in life: Religion
TOTAL
Important in life: Religion
No answer
Don´t know
Very important
Rather important
Not very important
Not at all important
(N)
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0
0
50
26
16
8
8.062

United States
1989-1993
1994-1998
1
0
52
27
16
5
1.839

0
0
56
26
12
5
1.542

University of Nevada, Las Vegas

1999-2004
0
0
57
25
12
5
1.2

2005-2009

2010-2014

1
0
47
24
20
9
1.249

1
0
40
28
18
13
2.232
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political, economic, and technological institutions
shape environmental attitudes and the quality of
life for the population (Pirages & Ehrlich, 1974;
Kilbourne, 2006; Flavin & Keane, 2011). However,
there have been no comprehensive studies done in
political science examining the effects that
increased integration of the cultures of minority
populations, will have on the overall population or
democratic institutions. In turn, the influence that
these demographic changes have on the dominant
social paradigm remain unanalyzed or untested.
Instead, past research compartmentalizes minority
populations by ethnicity and evaluates the effects
that democratic institutions have on these
immigrant populations (Pirages & Ehrlich, 1974;
Ramakrishnan, pp.6, 2005; Kilbourne, 2006). This
paper seeks to add to the operational context by
which the dominant social paradigm is used
concerning changing attitudes towards
environmental sustainability and how this
coincides with future economic growth (Schaffer,
2006; Pirages & Ehrlich, 1974; Kilbourne, 2006;
Flavin & Keane 2011). To accomplish this task, I
utilize Kilbourne, Schaffer, Inglehart and Welzel’s
research to determine how the cultures and
ideological preferences of these minority
populations impact democratic institutions in the
U.S. (Inglehart & Welzel, 2005, 2010; Welzel, 2013;
Kilbourne, 2006; Schaffer, 2006; Flavin & Keane,
2011; Ramakrishnan, 2005; Pirages & Ehrlich, 1974).
I hypothesize that increased institutional
participation by second and third generations of
minorities are responsible for this paradigmatic
shift. However, further research needs to be
undertaken to determine the extent that cultural
differences, as independent variables have on the
creation of the new ecological paradigm.
Conclusion & Further Research:
More research needs to be done to measure the
level of political and social instability within the
country that is resulting from the cleavage between
the dominant social paradigm and the new
ecological paradigm. While this paper’s goal was to
demonstrate the shifts within the sociocultural
paradigm, it is beyond the scope of this paper to
predict whether or not neoliberal institutionalism
will fail globally. Instead, this paper offers an
alternative solution where neoliberal
institutionalism can be reconciled with the new
ecological paradigm. In addition to this, my
research addresses the most significant variables

that are responsible for the failure of neoliberal
institutionalism within the United States; age (in
birth cohorts), economic growth, income (including
social class), ecological sustainability and level of
education. These demographic variables have
influenced both the neo-Nativist movement as well
as the increase in self-expressionist values that are
responsible for the growing expectations of what
freedoms should be guaranteed to all Americans.
The clash between the existing and the emerging
paradigms’ is responsible for the polarization
within the population. Under Welzel’s emancipative
theory of democracy, these variables can be
measured but due to time constraints, this paper
does not incorporate such a model. In conclusion,
the attitudes and feelings of the multifaceted
factions of a democratic society impact the
institutions of said society. The private interests of
institutions have proven not to operate for the
utility of the nation or region rather, they act in
their economic self-interests and this has resulted
in both the deterioration of democratic institutions
as well as the eruption of neoliberal
institutionalism.
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PRESENCE OF PLATELET
ACTIVATING FACTORRECEPTOR AND PLATELET
ACTIVATING FACTORACETYLHYDROLASE IN
CONTROL AND
MELATONIN TREATED
ORAL SQUAMOUS CELL
CARCINOMA LINES
By Olivia Tsang
ABSTRACT
There are several studies of platelet-activating
factor (PAF) and platelet activating factor receptor
(PAF-R) activation and its link to several specific
cancers, however, very little is known about the
presence of PAF-Rs and PAF-acetylhydrolase (PAFAH) in oral squamous cell carcinomas. Additionally,
studies indicate a peculiar relationship between
melatonin and anti-metastatic cancerous
properties. In this study, three control and
melatonin treated oral cancer cell lines: Cal 27,
SCC9, and SCC25, were cultured in order to isolate
RNA and analyze PAF-R and PAF-AH gene
expression using quantitative real time polymerase
chain reaction (qRT-PCR). All three cell lines
expressed both PAF-R and PAF-AH, but the amount
of gene expression varied between cell lines.
Melatonin treatment resulted in an increase of
PAF-R gene expression in SCC25 by 40% and in
Cal27 increased by 41% as compared to their
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respective controls while SCC9 had no significant
change. Furthermore, melatonin treatment also
increased PAF-AH gene expression in SCC25 by 44%
and SCC9 by 31% in respect to their controls, but
showed no significant difference in Cal27. These
findings may indicate a connection between PAFAH’s role when induced by melatonin and the
reduction of metastasis.
INTRODUCTION
Oral squamous cell carcinoma (OSCC) is a
prevalent malignant neoplasm that accounts for
90% of oral cancers1. OSCC is a multifactorial
disease that results in morbidity and has a 60%
5-year survival rate. Recently, cancer researchers’
investigative attention has focused on the
connection between systemic inflammation and
the prevalence and progression of numerous
cancers. Further research focusing on the role of
lipid mediators such as platelet activating factor
and its effect on particular genes that may have a
role in carcinomas should be emphasized2.
Current research demonstrates that stimulation
and overexpression of platelet-activating factor
receptors have been observed in other cancers3 4.
Similarly, there is a connection between the
naturally synthesized hormone, melatonin, and its
‘protective’ properties against metastasis. Therefore,
OSCCs should be analyzed to see if they express
the platelet-activating factor receptor and platelet-
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activating factor acetylhydrolase gene and whether
melatonin administration alters the expression of
either gene used to promote and regulate PAF
activity.
Platelet-activating factors (PAF,
glycerophosphocholine 1-alkyl-2-acetyl-sn-glycero3-phosphocholine) are potent phospholipids that
act as lipid mediators, which are produced in
response to extracellular stimuli 5. PAF was first
discovered in the early 1970s by French
immunologist Jacques Beneviste et al. when
conducting a study on leukocyte-dependent
histamine release (LDHR) from rabbit platelets6.
Further studies conducted by Beneviste elucidated
one of the major roles of PAF, which acts as a
proinflammatory mediator that is triggered for
synthesis and release once basophils/mast cells are
degranulated7. However, PAF is now known to
participate in numerous physiological and
pathophysiological pathways that can be noninflammatory such as reproduction and glycogen
degradation or inflammatory like platelet
aggregation, inflammation, and anaphylaxis at low
concentrations8,9. Cells are continuously
synthesizing PAF in low regulatory levels, but the
lipid mediator can be produced in larger amounts
in response to inflammatory stimuli10. PAF can be
synthesized from one of two ways: the remodeling
pathway or the de novo pathway8,11. The
remodeling pathway is initiated by the activation of
a specific phospholipase A2 (PLA2) that hydrolyzes
arachidonate from the sn-2 position of membrane
phospholipids8,11. This causes arachidonic acid to
be released in conjunction with lyso-PAF
formation. Lyso-PAF is subsequently acetylated and
converted into active PAF via acetyl-CoA-lysoPAF
acetyltransferase (LysoPAFAT)8,12. The de novo
pathway starts with the precursor 1-alkyl-2-lysosn-glycero-3-P and is converted to PAF using three
specific enzymes: acetyltransferase,
phosphohydrolase, and
cholinephophstransferase12,14. Comparing the
two, the remodeling pathway is activated by
inflammatory cells to produce large amounts of
PAF, while the de novo pathway remains active to
maintain the normal physiological levels of
PAF8,13. Most pertinent to the inflammatory
sequela, liberation of arachidonic acid provides the
precursors for the production of other potent lipid
mediators (prostaglandins, thromboxanes, and
leukotrienes).

Only certain cells, particularly cells of the immune
system (monocytes, macrophages, eosinophils,
basophils, neutrophils) and endothelial cells
produce PAF as well as express its receptor, platelet
activating factor receptor (PAF-R)8. PAF-R is a
specific seven-transmembrane G-protein-coupled
receptor that has a high affinity for PAF binding14.
Accordingly, PAF-R have two specific 5’ noncoding
regions that directs PAF-R expression in either
leukocytes, eosinophils, monocytes/macrophages
or tissues of the heart, lung, kidney, spleen, and
epithelial cells8. When PAF binds and activates the
PAF-R, numerous signal transduction pathways are
activated which directs the cell and tissue specific
PAF triggered downstream responses. One of these
responses causes cellular proliferation in human
epithelial cells and also in skin fibroblasts15.
Studies in breast tumor cells have also shown that
by decreasing PAF-AH activity PAF levels
accumulate resulting in increased cell motility
which likely results in a greater risk of tumor
metastasis16.
The activity of PAF can be controlled by PAFacetylhydrolase (PAF-AH). PAF-AH is a member of
the phospholipase A2 enzyme family that
functions to hydrolyze the sn-2 acetyl group to
completely inactivate PAF18. Specifically, PAF-AH is
categorized into a Ca+2-independent
phospholipase A2 family known as Group VII
(commonly known as PLA2G7) that has high
specificity for the hydrolysis of that acetyl
residue18. PAF-AH levels are increased in response
to inflammatory agents or LPS at the appropriate
time, so its primary role is to interrupt the
inflammatory activation cascade caused by
continued PAF synthesis and receptor
signaling17,18.
Melatonin (MLT), a hormone naturally synthesized
by the pineal gland, takes part in a variety of
functions19. MLT is known to be a regulator in the
sleep/wake cycle, an immunomodulator, and is
involved in hematopoiesis11. Evidence indicates
that MLT has a peculiar effect in its involvement of
tumor prevention and has anti-metastatic and proapoptotic effects on liver and breast cancer cells20.
Melatonin can act as a protective factor in regards
to oral cells because it also inhibits carcinoma
from metastasizing21.
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PROCEDURE/METHODOLOGY
STERILE TECHNIQUE
All handling of the oral squamous cell carcinoma
cell lines was conducted under a Class 2 B-type
cell culture hood. All materials (except sterile
prepackaged materials) entering the fume hood
were spritzed with 70% ethanol, including gloves
worn. Sterile volumetric pipettes were used to
extract media and transfer cells to different flasks.
All items that made contact with the cells were
disposed of in the biohazardous waste.
REAGENT PREPARATION
• Complete growth media was prepared using
500 mL of DMEM/High glucose, 50 mL of Fetal
Bovine Serum, and 5 mL of penicillin/
streptomycin.
• Melatonin (12.5 mg) was dissolved in 2.5 mL
of ethanol (EtOH) since melatonin is soluble
up to 5mg/mL in EtOH. Two mLs of the 5 mg/
mL melatonin in EtOH was diluted into 23 mL
of complete media creating a 0.4 mg/mL 40x
stock solution.
CULTURE OF ORAL SQUAMOUS CELL
CARCINOMA CELL LINES
Human oral squamous cell carcinoma lines, SCC-9
(CRL-1629), SCC-25 (CRL-1628), and CAL 27 (CRL2095) were obtained from the American Type
Culture Collection (ATCC: Manassas, VA). All cell
lines were maintained in Dulbecco’s Modified
Eagles’ Medium (Hyclone, Logan, UT) containing
4.0 mM L-glutamine, 4.5 g/L glucose, and 110
mg/L sodium pyruvate. Medium was
supplemented with penicillin (100 units/ml) and
streptomycin (100 ug/ml) both from Hyclone and
10% fetal bovine serum (FBS). Cells were cultured
in 75 cm2 or 25 cm2 BD Falcon tissue-culture
treated flasks (Bedford, MA) and grown at 37oC
and 5% CO2 in humidified incubators. Cell
cultures were passaged during log phase growth
at approximately 80% confluence at a
subcultivation ratio of 1:3. Once grown, cells were
consistently examined under the microscope for
confluency and split into different flasks in order
to continue growth. Since these particular live
cells adhere to surfaces, the nutrient broth in
which the dead cells reside were vacuumed into
the waste. The cells of interest remained on the
flask surface. The enzyme trypsin (2mL) was added
for 30 seconds to rinse any residual FBS. The
trypsin was vacuumed and 4mL of trypsin was
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added to the flask for 5 minutes to help cleave
the adhesive proteins attaching the cells to the
flask surface. The cells were monitored within the
5-minute time period until 95% of the cells were
lifted from the flask surface. Media (26ml for 1:2
split) was added to the flask in order to neutralize
the trypsin which allowed cells to grow and
reattach once again. The media and cells were
resuspended repeatedly using a volumetric pipette
and transferred to new sterile flasks. The new
flasks were transferred and stored into an
incubator at 37 C and 5% CO2.
TREATMENT OF OSCCS WITH MELATONIN
The OSCC cell lines were plated into 6-well cell
culture dishes at a density of 2 X 105 cells/ml with
3 mLs added per well. Melatonin was added to a
final concentration of 10 ug/ml and the cells were
harvested for RNA isolation at 72 hours after the
addition of melatonin. Untreated cells plated at
same time and identical cell density served as the
untreated controls. Each sample consisted of 6
wells in total that were combined following the
RNA isolation.
RNA ISOLATION AND QUANTIFICATION
RNA isolation was based off the procedures of
Chomczynkski and Sacchi with minor
modifications22. Each well of the 6 well plates for
each of the control and melatonin treated cell
lines were lysed with 1mL of Trizol and transferred
into ependorf tubes to be frozen overnight. After
the ependorf tubes were thawed, 200 uL of
chloroform was added to partition the organic
and aqueous (where RNA resides). The addition of
500 uL of isopropyl alcohol precipitated the RNA
and the RNA was pelleted by centrifugation at
10,000Xg. The RNA was further washed with 75%
200 proof ethanol and air dried. The total RNA
was resuspended in 100 uL of nuclease free water.
To quantify the RNA, 1000uL of Tris-EDTA and 2 uL
of each sample were diluted in a cuvette set and
the optical density at 260 nm was obtained in a
spectrophotometer. The absorbance at 260 nm
was recorded and the RNA concentration was
determined by taking the A260 X dilution factor X
the absorbance coefficient of RNA (40 ug/mL).
CREATING CDNA (REVERSE TRANSCRIPTION
REACTIONS)
After all control and melatonin treated cell lines
had their RNA isolated and quantified, each
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sample was placed in micro amp reaction tubes
with caps (0.2 mL). Five ug of each RNA was
prepared in a total volume of 30 ul of nucleasefree water. A 2X master mix was made using
RNAse free water, Multiscribe Reverse Transcriptase,
10X reverse Transcription Buffer, 25x dNTP, and 10x
Random Primers. Thirty uL of the 2X master mix
was added to the 30 uL of RNA samples and the
reaction tubes were placed into a thermocycler
PCR machine set to 16 for 30 minutes, 42 for 120
minutes, then 85 for five minutes before cooling
and remaining at 4. Negative reverse transcriptase
controls with no added enzyme were also
prepared in order to determine if there was any
genomic DNA contamination present.
QUANTITATIVE REAL-TIME POLYMERASE CHAIN
REACTION (QRT-PCR)
Commercially available TaqMan primers and
probes were used for all qRT-PCR reactions. After
cDNA formation, a 1X master mix was made from
a 2 X PCR commercial mix, PAFR-P (PAF-R primers
and probe), GAPDH (glyceraldehyde 3-phosphate
dehydrogenase, primers and probe), and RNAse
free water. Quantitation standards were prepared
by performing a five-fold serial dilution of
MonoMac6 (MM6) cell cDNA, a cell-line known to
express both the PAF-R and PAF-AH. In each tube,
28 uL of master mix was added and 2 uL of the
sample cDNA was added. All qRT-PCR were
performed at a minimum in duplicate. The
thermocycling conditions were: 50 for 10 minutes,
95 for 2 minutes, 40 cycles of 95 for 20 seconds, 60
for 30 seconds. This procedure was repeated with
PAF-AH primers and probes in the master mix
instead of PAFR-P.
STATISTICAL ANALYSIS
The results shown were obtained from either
duplicate or triplicate qRT-PCR reactions that were
performed on two independent sets of samples
for each cell-line and control and melatonin
treatment groups. All data are expressed as the
mean ± SD. Each data point was normalized to an
internal housekeeping gene (GAPDH) by dividing
PAF-R quantity or the PAF-AH quantity by the
GAPDH levels. The obtained ratios were multiplied
by 100 to bring the ratios above 1.0 for ease of
visualization of the graphical results. Statistical
differences between the control and melatonin
groups were determined by a paired student’s
t-test with a significance of p > 0.05.

RESULTS
In this study, OSCC Cal 27, SCC 25, and SCC 9 were
chosen to see which, if any, cell lines expressed
PAF-R and PAF-AH. The three oral squamous cell
carcinoma lines were cultured in T75 flasks in
media containing DMEM/high glucose, FBS, and
penicillin/streptomycin. A number of flasks were
held as controls and split 1:2 in order to have an
equal amount of flasks treated with melatonin. The
RNA of each sample was isolated and quantified as
detailed in the methods section. The 12 samples of
RNA (5 ug) used in this study are listed in Table 1.
The RNA underwent cDNA synthesis then qRT-PCR
using the appropriate probe for PAF-R and PAF-AH.
Four standards were created by performing a
5-fold serial dilution of MM6 cDNA which is
known to express both PAF-R and PAF-AH.
Standard curves were generated by assigning a
numerical quantity to each standard in proportion
to the serial dilution. A representative amplification
plot of one of our target genes (PAF-R) and the
internal control, GAPDH, for the four standards is
shown in Figure 1. Each sample was analyzed in
triplicate. The qRT-PCR was carried out on an
Applied Biosystems 7000 Real-Time PCR System,
which calculates the cycle threshold (Ct) for each
sample and determines a quantity (Qty) for each
gene product from the standard curves. The
housekeeping gene, GAPDH, was used as an
internal control to normalize the data for the input
RNA. All of the data presented are shown as the
mean of the two independent samples analyzed in
triplicate ± the SD.
As illustrated in Figure 2, PAF-R gene expression
was detected in Cal 27, SCC 25, and SCC9 cells. Cal
27cells contained the highest levels of PAF-R mRNA
having approximately 30% more than SCC25 cells.
While PAF-R mRNA was detected in the SCC9 cells,
the levels of the transcript was approximately
50-fold less than that detected in the Cal 27 and
SCC25 cells. Administration of 10 ug/ml of
melatonin for 72 hours produced a statistically
significant increase in PAF-R expression in both the
Cal27 and SCC25 cells. The melatonin-treated Cal
27 cells contained approximately 41% more PAF-R
expression compared to control cells (p<0.05).
Likewise, the melatonin-treated SCC25 cells
contained about 40% more PAF-R mRNA (p<0.0001).
No significant difference in PAF-R expression was
detected between the control and melatonintreated SCC9 cells.

University of Nevada, Las Vegas

133

resulted in a statistically significant increase in both the SCC25 and SCC9 cells by 44% (p <
0.001) and 31% (p < 0.05) respectively. Melatonin had no significant effect on the Cal27 cells
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and the PAF-AH essentially remained unchanged (Figure 3).

We next examined PAF-AH
S# Type Date
Concentration ug/uL uL RNA (for 5ug) H2O (uL)
expression levels in all three of
1 Scc25 Control 6/30 1.5
3.333
26.7
the OSCC cell lines. PAF-AH
expression was detected in all
2 Scc25 MLT 6/30
1.3
3.846
26.2
three cell lines (Figure 3).
Interestingly, the SCC9 cells
3 Scc9 Control 6/28 0.801
23.8
6.242
contained the highest levels of
4 Scc9 MLT 6/28
0.561
8.913
21.1
PAF-AH mRNA of the three cell
types examined. Relative to the
5 Cal27 Control 6/28 1.92
2.604
27.4
PAF-AH levels in SCC9 cells,
6 Cal27 MLT 6/28
1.42
3.521
26.5
SCC25 contained 270% less
PAF-AH mRNA while the Cal 27
cells contained approximately
400% less. Administration
of Control 7/08
7 Scc25
7 1.5
Scc25 Control 7/08 1.5
2.222
26.7
2.222
26.7
melatonin to the OSCC cell
8 Scc25 MLT 7/08 8 1.34
Scc25 MLT 7/08
1.34
2.731
26.3
2.731
26.3
lines resulted in a statistically
significant increase in both the
9 Scc9 Control 7/149 0.42
Scc9 Control 7/14 0.42
11.905
18.1
11.905
18.1
SCC25 and SCC9 cells by 44%
Scc9 MLT 7/14 10 0.34
Scc9 MLT 7/14
0.34
14.706
15.3
14.706
15.3
(p < 0.001) and 31% (p 10
< 0.05)
respectively. Melatonin had no
11 Cal27 Control 7/14
11 1.98
Cal27 Control 7/14 1.98
2.525
27.5
2.525
27.5
significant effect on the Cal27
cells and the PAF-AH essentially
12 Cal27 MLT 7/14 12 1.5
Cal27 MLT 7/14
1.5
3.333
26.7
3.333
26.7
remained unchanged
(Figure
3).
Table 1: RNA and H2OTable
concentrations
1: RNA and
used
H2O
forconcentrations
cDNA synthesis.
used5ug
forofcDNA
RNAsynthesis.
was divided
5ugbyofthe
RNA was divided by the
O ratio equivalent
to 30uL
total.
equivalent to 30uL total.
concentration of each sample
concentration
to determine
of each
thesample
RNA:H
to2determine
the RNA:H
2O ratio

Figure 1: Triplicate standards
Figure 1:
with
Triplicate
5-fold dilution.
standards
PAF-R
with 5-fold
and GAPDH
dilution.probes
PAF-R
graphed.
and GAPDH probes graphed.
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Figure 2: PAF Receptor gene expression for SCC 25, Cal 27, and SCC 9 demonstrated in the
control and melatonin-treated cells.
*P<0.0001 statistically significant when compared to control group of SCC25
**P<0.05 statistically significant when compared to control group of Cal27
MLT= Melatonin
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Discussion
The main purpose of this study was to investigate
PAF-R and PAF-AH gene expression as well as
evaluate the effects of treatment with melatonin
on OSCC lines Cal27, SCC25, and SCC9. Our
results demonstrated for the first time that these
particular cell lines do in fact express PAF-R and
PAF-AH. PAF-R expression was much higher in
Cal27 and lowest in SCC9 (Cal27 > SCC25 >>SCC9).
Since SCC9 cells contained extremely low levels of
the PAF-R, the amount detected may not be
physiologically relevant with respect to cell
processes. Although detected in extremely low
abundance, the low levels detected are not a
result of amplification of genomic DNA
contamination due to the negative RT controls
outlined in the methods. Interestingly, PAF-AH
expression is highest in SCC9 even though these
cells contain very little PAF-R. Since PAF increases
cell proliferation and motility, the 5-fold higher
levels PAF-AH in SCC9 cells may be partially
responsible for the comparatively slow
proliferation rate and reflect anti-metastatic and
anti-proliferative properties of the SCC9s1. In
response to melatonin, the Cal27s exhibit the
highest increase in PAF-R expression which
potentially correlates to an increase in PAF
signaling. In this case, the Cal27s showed no
accompanying increase in PAF-AH expression to
counteract the increased PAF signaling indicating
that melatonin would have a decreased effect on
cell proliferation in this cell line. Cal27 has a much
higher cell proliferation rate compared to SCC25
or SCC9, so it would be interesting to determine if
the anti-proliferative effects of melatonin
administration would be less than the other cell
lines.
The quantification of RNA from control and
melatonin treated cells revealed that melatonin
administration most likely decreased cell viability
as lower yields of RNA were obtained from all
treated cell lines. A decrease in cell viability due to
melatonin treatment has also been observed in
studies with other oral carcinoma cell lines21 and
the human hepatocarcinoma cell line HepG223. A
contributing factor to the inhibition of cell
proliferation is the pro-apoptotic feature of
melatonin24. Interestingly, PAF-R gene expression
markedly increased in melatonin-treated SCC25
and Cal27, but was not statistically significant in
1
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SCC9. PAF-AH gene expression also demonstrated
significantly higher expression in the melatonin
treated cells for SCC25 and SCC9, although Cal27
did not have a statistically significant increase. The
exact relationship and mechanism between
melatonin and these genes of interest are not
well-known, but the increase in gene expression
under melatonin could be due to the fact that
PAF-AH reduces vasodilation caused by PAF. Since
PAF-AH is known to control PAF by interrupting
the inflammatory cascade, therefore reducing
vasodilation, our results may suggest that there is
a dependent relationship between PAF-AH and the
inhibition of cell proliferation.
Conclusion
OSCC cell lines SCC 25, SCC9, and Cal 27 all
express PAF-R and PAF-AH to some degree. The
expression of PAF-R and PAF-AH in cancer cells
should be further investigated in order to
determine the correlation between those genes
and oncogenic proliferation and metastais effects.
A more refined study should be conducted to
compare relative levels of PAF-R and PAF-AH
amongst OSCC cell lines that carry differing
degrees of malignancy and most definitely needs
to include a comparison to normal tongue
squamous epithelial cells. It would also be
interesting to determine the effects on
proliferation and cell migration of adding PAF in a
dose-dependent and time-dependent manner on
SCC25s and Cal27s since they both express PAF-R.
A better understanding of this correlation may
further advance the therapeutic technologies in
targeting PAF-R or PAF-AH expression in the
treatment of oral cancers.
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Homelessness
in the Valley
By Termaine Antonio Turner II

Abstract
In today’s society, there is a common belief that
homeless people are the problem and that they
have services at their disposal to end their
homelessness. Yet, there is little consideration given
to how society has influenced this population.
Homelessness is a serious problem nationwide
and is also a challenge to resolve once you have
found yourself within the homeless community. It
is important not to judge each homeless
individual’s situation the same. The demographics
of the homeless population is just as diverse as
the factors that led to their homelessness. This
paper examined the available literature on the
contributing factors of homelessness in Las Vegas,
specifically subpopulations such as veterans,
victims of domestic violence, and LGBTQ youth.
Throughout this paper, there was a total of one
meta-analysis, one publication, ten scholarly
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articles, and two online sources utilized to assess
the current knowledge done by scholars. The
research conferred here shows that there is very
little research conducted on the homeless
population in Las Vegas.
Introduction
The purpose of this study is to assess and evaluate
the existing literature on the contributing factors of
homelessness within the city of Las Vegas, Nevada.
In particular, findings from this study can be used
to implement programs in order to support the
homelessness. In 2005, Kurt Borchard published an
ethnography, The Word on the Street: Homeless Men in
Las Vegas. This publication will be the main source
of information utilized throughout this paper, in
addition to peer reviewed articles and scholarly
journals. There are two main points being
addressed by Borchard in his publication. The first
is that reactions to homeless men differed from
homeless women and children. According to
Borchard (2005), “In the United States, homeless
men are generally seen as more individually
responsible for their homelessness, largely because
of traditional gender roles: men should be
breadwinners and self-sufficient; women and
children are dependents.” The second point he
focuses on is based on questions being asked
about the homeless community directly to
Borchard himself, which was one of the primary
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reasons for his writing on the subject: “these
questions—about homeless men’s mental health
status, alcohol or drug use, education levels,
willingness to be employed, or seeming
“enjoyment” of homelessness—all revolve around a
key issue: notions of personal responsibility”
(Borchard, p. xiv ).
Methods
Given that homelessness is prevalent in Las Vegas,
more research is needed to address the issue in
the Valley. A systematic literature review was
conducted in order to examine the contributing
factors and consequences of homelessness by
focusing on three specific subpopulations: a)
veterans, b) victims of domestic violence, and c)
LGBTQ youth. There were two publications, ten
peer reviewed journals, and two online sources
used throughout the paper. The following search
engines were examined for the study: SOC Index,
Academic Search Premier, Sage Collection, and
Science Direct. Key words used in the search
included, but were not limited to, definition of
homelessness, homelessness in Las Vegas,
contributing factors to homelessness,
subpopulations effected by homelessness, statistics
done on the Las Vegas homeless population,
consequences of homeless, and victimization/
criminalization of homelessness.
Data Collection
The systematic literature review yielded 14
scholarly secondary sources that helped formulate
this research. The target population of the articles
were broken down by a 2015 meta-analysis of the
homeless population in Las Vegas, Borchard’s
publication that focused primarily on homeless
men, two articles that focused on unique risk
factors prevalent in the homeless community, one
article explaining the issue of LGBTQ youth, one
article specifically focusing on housing availability
and homelessness in Nevada, two articles on
humanizing the homeless, and the last two articles
focusing on criminalization, victimization, and
causes of homelessness.
Findings
Homelessness has a variety of ways in which it can
be defined; however, there are two definitions
provided by the National Health Care for the
Homeless Council, a civilian agency compiled of
doctors and other individuals with the common
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goal of eliminating homelessness. “An individual
who lacks housing (without regard to whether the
individual is a member of a family), including an
individual whose primary residence during the
night is supervised public or private facility (e.g.,
shelters) that provides temporary living
accommodations, and an individual who is a
resident in transitional housing” (National Health
Care for the Homeless Council, 2016). Even though
the term has different wording in the way it is
defined, it essentially has the same meaning: “a
homeless person is an individual without
permanent housing who may live on the streets;
stay in a shelter, mission, single room occupancy
facilities, abandoned building or vehicle; or in any
other unstable or non-permanent situation”
(National Health Care for the Homeless Council,
2016). The definition of homelessness depends on
how the agency defines it. In addition to the
definitions provided above the National Health
Care for the Homeless council provided one more.
The American Psychological Association states that
between two and three million people in the
United States experience homelessness (American
Psychological Association, 2005). In 2009, Las Vegas
had the highest foreclosure and homeless rate in
the United States, about 3% of the Clark County
population (54,458 people) were homeless at some
time during the year (Shaulis, Fairchild, & Borchard
2012). Additionally, people experiencing
homelessness often suffer from psychological and
physical ailments resulting in an inability to enter
the workforce. This often leads to the
misconception that some homeless are too lazy to
get jobs when in reality it is simply that some are
not capable. This is seen as more of a public health
issue than a homeless issue, which if properly
discussed, may lessen the stigma that the
homeless community often face.
Unfortunately, the social stigma behind the
homeless community still plays a key role in the
perpetuation of homelessness in America
(S.N.H.C.S, 2015). The environment in which
homeless people live in can shape the way they
perceive themselves. “If people living in an
impoverished area come to feel worthless,
marginalized, and excluded from opportunity, such
conditions may translate into human life that area
itself having little to no value” (Borchard, p. 191).
The interaction between homeless people and
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circumstance and the social conditions in which they live in. Borchard indicates, “For many
people, such questions are at the heart of debate over the ‘guilty’ versus the ‘innocent’ homeless
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costs that were 18% higher than non-homeless
veterans (Folsom et al., 2005).

prevent homelessness among people who
experience DV or IPV (Thomas, p. viii).

One example provided by Borchard (2005) is Jerry,
a 53 year-old veteran utilizing transitional living
programs. Jerry has expressed that there are a few
different factors that contributed to his
homelessness. Borchard says “the interview with
Jerry also shows how homelessness is the result
of a complex relationship between the individual
homeless man and a social structure” (Borchard,
2005). Jerry’s story is unique because though he
acknowledges some bad choices, several local
institutions turned their back on him when he
went to get assistance with his health problems.
Jerry worked as a semi-skilled laborer most of his
life, a job where he probably did not make enough
to save for health insurance or for a retirement
plan. He was in the military which helped him
with government assistance, but his current
circumstances make his accessing veterans’ health
services difficult. The social security check he
received was not enough to pay to pay his bills
and health insurance. Jerry is also approaching 55
years of age which makes it hard for him to be
marketable and obtain a permanent full-time
position. The reality is Jerry cannot use
employment to end his homelessness. He also
mentioned he does not have any family members
or friends to rely on.

LGBT Youth
LGBT homelessness has become more common in
the past few years. More teenagers are being put
out of their homes by their parents or legal guardian due to their sexual orientation. Gay and bisexual male youth appear to be at an increased risk for
both homelessness and suicide (Kruks, p. 515).
Based on this study, “ Over 80% of the gay street
youth receiving services at the YSD [Youth Services
Department of Los Angelos] report one or more of
these factors being a primary reason for leaving
home and being on the streets” (Kurks, p. 516).
Kurks states, “Just having to listen to ridiculing
jokes or the usual negative stereotypes portrayed
by the media takes an incredible toll on adolescent
self-esteem” (Kurks, p. 516). The coming out process can be difficult for many teenagers and some
even contemplate suicide, especially if they do not
receive support from family and friends. Research
suggests the psychological distress and damage
that young people can experience growing up gay
in this society should not be underestimated
(Kruks, p. 517). It could potentially lead to mental
health disorders in the near future.

Domestic Violence
Domestic violence (DV) or intimate partner
violence (IPV) is pervasive among women who
experience homelessness. According to Thomas
(2011), intimate partner violence is a significant risk
factor among women, and homeless IPV victims
usually escape by using domestic violence and
homeless shelters (Thomas, p.vii). The Southern
Nevada Homeless Census and Survey (2015)
reported 19.7% (182 persons) of respondents had
experienced some kind of domestic violence or
IPV (S.N.H.C.S, 2015). Out of the 182 people
surveyed, the majority were women. There have
been a total of 1,114 IPV victims who had at least
one stay in a DV, family, or single-woman shelter
(Thomas, p. vii). There are shelters and services that
are funded to help victims of domestic violence
escape their current circumstances. Thomas (2011)
stated that there was on-going federal
commitment in the form of financial support to

CONSEQUENCES OF HOMELESSNESS
Health complications. In regards to health, living in
the streets can cause or enhance current health
issues. Studies show that many individuals
experiencing homelessness, especially
subpopulations, suffer from physical and disability,
chronic health problems, and mental illnesses
such as PTSD and depression (S.N.H.C.S, 2015).
Although the rates of mental health and physical
illnesses are high among homeless people, their
access to health services is intermittent at best
(Folsom et al. 2015). Folsom et al. (2005) argue that
public mental health systems have been called on
to better meet the needs of homeless persons
with mental illness, yet few prior investigations
have examined homelessness among patients with
serious mental illness, because they are more likely
to receive mental health treatment in hospitals
than in outpatient clinics.
Information provided by the Southern Nevada
Homeless Census and Survey suggest that in 2014,
38.0% of the homeless community reported the
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emergency room as the primary source of care
(S.N.H.C.S, 60). People experiencing homelessness
have a hard time seeking medical care, because
many of them live without health insurance.
According to the National Health Care for The
Homeless Council, poor health is a major cause of
homelessness (N.H.F.H.C, 2016). Although an illness
or injury may start off as a health condition, it
could grow and start to affect your current place
of employment (N.H.F.H.C, 2016). While Borchard
was interviewing Jerry, who was previously
mentioned, he stated homeless men cite health
and the healthcare system problems as important
to understanding their homelessness (Borchard,
p. 58).
INCARCERATION/CRIMINALIZATION. The role of
violence and crime in the lives of homeless men
again demonstrates how homelessness is both an
individual and social problem (Borchard, p. 169).
Prather (2010) found “an unfortunate trend in cities
around the country over the past 25 years there
has been to turn to the criminal justice system to
respond to visual homelessness in communities”
(p. 14). Las Vegas is a city that relies on the tourist
economy, so the police must treat homeless
people as a problem population (Borchard, 2005).
Inmates who have recently lost housing are more
likely to be incarcerated for property crimes, which
may be a result of “survival behavior” (Greenberg &
Rosenbeck, 2008), and/or to be arrested for
“nuisance offenses” such as camping without a
permit (McNiel et al., 2005). Researchers say that
there are high rates of criminal activity as evidence
of a criminalization of homelessness where
homeless persons, because of their marginal
economic and social status and the public nature
of their existence, are more prone to arrests and
incarceration for misdemeanors, and a range of
other minor crimes (Prather, 2010).
VICTIMIZATION. Victimization is considered to be a
cause and effect of one’s homelessness. The
homeless can be described as a marginalized
population in contemporary American society and
part of this marginalization status puts them at
high risk of victimization (Prather, 2010).
Furthermore, homeless people are victims and
perpetrators of crime and violence, so this could
ruin their chance of escaping their homelessness.
According to Fischer (1992), victimization is
inextricably linked to homelessness in that
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homelessness itself can be described as a type of
victimization whereby the social structure bars an
underclass from the protection enjoyed by the
larger society. Therefore, there are multiple forms
of vulnerabilities that this community has to
endure on a daily basis. This shows that the social
environment surrounding homeless men greatly
informs not only their ability to end their
homelessness, but survive as well (Borchard, 2005).
Hate crimes committed against the homeless
community do not come from organized groups,
but individual citizens who harbor resentment
against them (Prather, 2010). According to the
National Coalition for the Homeless (2008), the
results from their nine-year analysis of hate
crimes/violence against homeless people include
the following: 774 committed violent acts, 217
deaths, 557 non-lethal attacks, 235 cities involved
in the span of attacks, a range of 10-75 years of age
of the convicted/accused, the age of the victims
ranged from 4 months to 74 years of age. Most of
the victims were male (88 percent).
Summary of Findings
Homelessness affects individuals from a variety of
ethnic backgrounds, age groups, classes, and
situational factors. However, some individuals
experiencing homelessness can have personal
vulnerabilities that are specific to their
circumstance. The primary contributing factor
unique to Las Vegas is job loss, but mental health,
addiction, being released from prison, or loss of
family networks is important to consider as well.
The subpopulations focused on throughout the
literature review are veterans, victims of domestic
violence, and LGBT youth. In Las Vegas there are
three main consequences which includes bad
health, incarceration or criminalization, and
victimization.
Conclusion
The findings of this research can be used to
understand what causes individuals to sleep out
on the sidewalk of the strip or on the Fremont
experience or panhandling on a highway exit.
Homelessness can be understood when we look at
the individual’s circumstance and the social
conditions in which they live in. There was only
one specific contributing factor of homelessness
unique to Las Vegas: job loss. Shlay and Rossi’s
(1992) findings were added because they found the
extreme situation of homelessness could be based
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mentioned in 2005 are still as prevalent today as it
was over a decade ago. This does not bode well for
the homeless community. If there is to be change,
it seems it must be systemic in nature with the
government helping to make the options that it
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Naturally
Occurring
Asbestos in
Southern Nevada
By Pang Kou Vang

Abstract
This study examines the problem of naturally
occurring asbestos (NOA) in southern Nevada.
There have been researches confirming the
evidence of asbestos present in neighboring
mountain ranges (Black Hill and McCullough
Range) around southern Nevada causing alarm to
the population. There also have been reports of
high rates of diagnosed mesothelioma patients,
especially in women and children, in Nevada. In
order to confirm these claims, we will be testing
different species of mammals that currently live in
these mountain ranges for traces of mesothelioma
in their lung tissues. We will be using quantitative
methods to help us compare data. There will be a
control group data to compare the experimental
data to. The control group mammals will come
from the mountain ranges deemed clear of NOA
on the other side of southern Nevada. By using
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previous data as a guide, we predict that the
mammals from the affected mountain ranges will
have traces of mesothelioma or other cancer
related diseases present in their lung tissues.
Naturally Occurring Asbestos In
Southern Nevada
The purpose of this study is to confirm if asbestos
related diseases are present in mammals that are
occupying the Black Hill and McCullough Range of
southern Nevada. Asbestos has been known to
cause mesothelioma, which damages the linings of
the heart, lungs, and intestines (O’Hanlon, 2013).
Asbestos is also known as a silent killer disease.
Enough exposure to asbestos puts residents at risk
to potentially develop malignant mesothelioma;
20-50 years later the malignant mesothelioma may
manifest itself into a more aggressive form that
can cause death. Currently, there is no cure for
mesothelioma and it is a very rare disease. The
majority of mesothelioma patients are men who
have been exposed due to occupational reasons.
If these mammals are infected, there could be a
chance the population of southern Nevada could
be at risk also. Although people do not directly live
on these mountain ranges like the mammals do,
based on research done by Buck, Goossens,
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Metcalf, Mclaurin, Ren, Freudenberger (2013), the
human risk of NOA presence is in the breathing
air, recreational, and occupational exposure.
This research is most directly based on the study
done by Buck, et. al., (2013). In Buck et. al’s study,
they concluded that there was enough asbestos
fibers present in the collected air samples, rock
samples, and residue from exposed clothing to the
area to determine that NOA should be a major
health concern to southern Nevada’s population.
The significance of our research is to confirm or
deny Buck et. al’s claims by testing the mammals
that currently reside on the affected areas. Our
research can provide a good baseline to help
determine if a resolution is necessary to protect
the residents of southern Nevada. Another
importance of this research is to help bring
awareness of the dangers of asbestos and what it
may cause to the population’s long-term health
and future generations.
Literature Review
A vast majority of the western United States is
known for containing an abundance of NOA
deposits (Dyken and Wheeler, 2008), with Boulder
City and southern Nevada being the most recent
discoveries. Commercially, Nevada is known for its
vast mining industry. Nevada has been known to
mine gold and silver; hence the nickname “Silver
State.” However, the mountains around southern
Nevada contain a very dangerous element,
asbestos. Previous research has shown six different
fibrous amphiboles existent in the studied
mountain ranges (Buck et al., 2013). Amphibole
asbestos are common minerals (riebeckite,
grunerite-cummingtonite, anthophyllite, tremolite,
actinolite) known to be toxic substances and
human carcinogens (Buck et al., 2013). Fibrous
amphibole asbestos (such as actinolite in
particular) has been linked to causing various
cancers (depending on the mode of transmission).
These fibrous amphiboles found in the southern
Nevada mountain ranges are also the same
asbestos fibers that were correlated to the high
rates of asbestos-related diseases and
mesothelioma cases in Libby, Montana (Buck et al.,
2013). These linkages to causing diseases are
directly related to the size of the fiber, both in
diameter and length. NOA that have been
correlated to influence the development of lung
cancers were longer than twenty micrometers and
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thinner than 0.3 micrometers (Case, Abraham,
Meeker, Pooley, Pinkerton, 2011). This is important
because these thinner fibers are more apt to reach
the lung pleura and be resistant to natural
biological safety degradation mechanisms
(Bauman, Gassner, Coughlin, Mahan, and Watras,
2015). Even though fibrous amphibole asbestos are
rare, its development requires certain geological
processes and erosion factors. It has been proven
that the residents of southern Nevada and Boulder
City areas are exposed to a significant amount of
actinolite asbestos fibers (Buck et al., 2013).
As mentioned previously, the majority of NOA
exposure in other cases is due to occupational
exposure (Bauman et al., 2015). However, in
Nevada, occupational exposure is not the major
concern. Southern Nevada’s vulnerability to NOA is
mostly due to airborne occurrences, particular
wind patterns, or recreational disturbances. As
southern Nevada’s population increases, the
adverse health effects could be correlated to low
exposure of NOA (Buck et al., 2013), this indicates
a public health risk for the residents. In previous
NOA incidents, the populations have been known
to have a higher ratio of individuals who develop
mesothelioma and at a higher rate than the
unexposed. Also, residents who had no
occupational asbestos exposure from around the
world have been reported to have remarkably
elevated risks of mesothelioma (i.e., by several
hundred percent) (Dyken and Wheeler, 2008).
In O’Hanlon’s, 2013 article, it stated “The Nevada
Central Cancer Registry reported 276
mesothelioma cases for the years 1995 to 2008.
Among them, 36 were younger than 55 years and
59 were women.” This phenomenon is rare to
women and younger generations and could mean
that these people were exposed as babies or
children from environmental exposure. In
Baumann, et. al’s study, they found that for the
years 2006-2010, Nevada has a global malignant
mesothelioma age-standardized incidence rate of
10 cases per million inhabitants per year; this rate
is similar to the mean US rate.
However, while asbestos exposure is correlated to
the development of lung cancers and other
asbestos-related issues, when it comes to lung
cancers in particular there is a limiting factor on
determining whether or not exposure to NOA is
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the direct cause of development. There becomes
the implication of cigarette smoke that also plays a
role in the development in lung cancers like
mesothelioma (Bauman et al., 2015), so NOA
cannot in this case be identified as the direct cause.
The effects that are caused through both
occupational exposure and environmental
exposure are currently being studied globally.
Another interesting concept currently being
studied is if there is a genetic predisposition that
may cause some people to be more prone to
developing mesothelioma. The study done by
Napolitano, Pellegrini, Dey, Larson, Tanji, Flores,
Kendrick, Lapid, Powers, Kanodia, Pastorino, Pass,
Dixit, Yang, and Carbone on lab mice introduced a
possibility of a germline mutation in the tumor
repressor gene BAP1 that makes the mice
vulnerable to develop malignant mesothelioma
with only a very small exposure to asbestos. After
many trials, Napolitano et. al confirmed that
germline BAP1 heterozygosity had an increased risk
of developing malignant mesothelioma following
exposure to minimal amounts of asbestos that
would rarely cause malignant mesothelioma in
wild-type animals. The study also shows low life
expectancy rates for mice with BAP1 versus those
without the gene.
This research done by Napolitano et. al could
potentially explain why some people may develop
mesothelioma at such a young age. Previously,
reports have concluded that long exposure to
asbestos will cause mesothelioma but for people
with the BAP1 gene, a little exposure to asbestos
will be harmful. However, Napolitano et. al’s
research does not state what fibers of asbestos
were exposed to the BAP1 population. If the BAP1
population was not exposed to any NOA, we
cannot say that the BAP1 gene is a factor for why
so many people are affected with mesothelioma.
Overall, the previous studies have supported the
claim that NOA is dangerous and is currently
affecting many residents in southern Nevada.
These studies will be a guide to our research. We
will be using mammalian samples from the
affected mountain ranges and will compare results
to previous data on mesothelioma to prove if
there is, in fact, a NOA epidemic in southern
Nevada.

Methods
In our research, we will be using a quantitative
method approach to obtain results. This approach
will allow us to compare results between the
affected and unaffected mammals easily. The
quantitative method will also help answer our
claims to prove if mammals living in NOA areas
are at risk to develop mesothelioma and other
asbestos related cancers.
In order to obtain and trap the mammals, we must
obtain a permit to catch and research. This aspect
of the research could take months for approval
since we will be trapping in public government
areas. Once the permits do get approved, we will
be trapping desert rodents, bats, and prairie dogs
that occupy the affected mountain ranges as well
as the non-affected areas. The only limitations we
may run into is the amount we can trap and if the
mammals collected do in fact live in affected areas
versus migrating mountain ranges for hunting
reasons.
Once the mammal’s lung tissues are collected, we
will be using a machine called a vibratome to help
section the tissues for microscopic purposes. The
tissues will be fixed and sectioned properly in 6%
agarose before using the vibrotome to make slides.
Once sliced by the vibratome, we will stain the
sample and look for evidence of mesothelioma
and asbestos related cancers. Some limitations we
may run into is the vibratome not slicing thin
enough for microscopic use. Another major
limitation could be finding the right dye to stain
the samples with. Depending on the tissue, the
wrong stain will ruin the sample and will no longer
be viable for use.
Once again, by using the quantitative method to
collect data, we will be able to verify previous
claims of NOA affecting the residents of southern
Nevada. We will be using various machines and
scientific approaches to help us come to our
conclusions. Also, we believe that using the
quantitative method will minimize any
discrepancies. For further study, we may look into
specific asbestos fibers that may be the main
culprit for causing mesothelioma in the mammals.
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Examining
Differences Between
Asian Americans
and Whites for
Gambling and
Drinking
By Kanisha Wilson

Abstract
Limited research have examined the ethnic
differences in gambling and drinking among
emerging adults, therefore; little is known about
what is placing Asian American at-risk for
involvement with these behaviors. The purpose of
this study was to examine ethnic differences in
risk factors between Asian Americans and White
Americans for gambling and drinking at the two
levels of involvement: abstinence and problems.
The main objective 1) if there are ethnic differences
among emerging adults in gambling and drinking
involvement, 2) why these differences exist, and 3)
which impulsivity and psychological distress
variables are specific to each of these ethnic
groups. The sample consisted of college students, A
total of 823 participants, 414 (50.3%) females and
409 (49.7%) males, with an age range of 18-36 from
the psychology subject pool of a large West Coast
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university were selected for this study. The sample
was composed of 464 (56.4%) Asian Americans and
359 (43.6%) White Americans. White Americans
were found to abstain less and develop more
problems associated with drinking. No ethnic
differences were found for gambling abstinence.
Asian Americans were developing more problems
gambling compared to White Americans. Ethnic
differences were also found through risk-factors at
each level of involvement with Asian Americans
being highly correlated to psychological distress
risk-factors and White Americans impulsivity
factors. Of these risk factors, depression and belief
in good luck (BIGL) mediated for problem gambling
and social anxiety mediated for drinking
abstinence. Overall, results indicated an increase
need for more culturally sensitive and
comprehensive based treatment and prevention
programs.
Introduction
Addictive behaviors are a growing mental health
concern in the United States. Research findings
have indicated significant ethnic differences exist in
addictive behaviors. Investigation of the etiology of
addictive behaviors between ethnic groups
provides relevant clinical data for improving the
effectiveness of treatment programs. Research
findings have indicated a significant disparity in the
likelihood of developing different addictive
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behaviors when comparing Asian and White
Americans (Lesier, 1989). Statistically, Asian
Americans have been largely targeted by gambling
marketing schemes and are comparably less likely
to seek services after developing gambling
problems. The presence of mental health
problems is associated with problem drinking.
White Americans have demonstrated higher rates
of problem drinking than those of other ethnic
groups (Lo et al., 2014).
Ethnic differences exist between Asian and White
Americans in levels of stress, stress management,
and use of social and mental health resources.
Pathological gambling has been found to have
common risk factors with alcohol dependence
(Luczak & Wall 2016). High rates of comorbidity
have been found between pathological gambling
and alcohol use disorder (AUD) in nationally
represented samples. Limited research has
examined ethnic differences in gambling and
drinking in emerging adults. Two levels of
involvement are critical when examining addictive
behaviors: abstinence (e.g. have gambled vs. have
not gambled) and problems with the behavior
(whether or not the individual has problems).
Knowledge of what is placing Asian Americans
at-risk for problems when involved in gambling is
sparse due to the limited research available on the
state of Asian American addictions and mental
health. Acculturation has been linked to alcohol
and gambling behavior (Luczak & Wall 2016),
indicating the importance cultural variables have
on the development of these addictive behaviors.
The objective of this study was to test the
following: 1) If there are ethnic differences for
abstinence and development of problems with
gambling and drinking. 2) Which mediators
account for differences in abstinence and
problems involving gambling and drinking. 3)
Which risk factors are specific to the ethnic groups
at two levels of involvement?
Method
PARTICIPANTS
A total of 823 participants, 414 (50.3%) females and
409 (49.7%) males, with an age range of 18-36 (M =
19.62, SD = 1.96) from the psychology subject pool
of a large West Coast university were selected for
this study. The sample was composed of 464 (56.4%)
Asian Americans and 359 (43.6%) White Americans.
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PROCEDURE
Participants were recruited from a large West Coast
university from the psychology subject pool
website. These respondents are provided with
research participation credit upon informed
consent. Respondents were brought into a lab
setting to complete an online survey that was
conducted in English and took around 90 minutes
to complete.
MEASURES
Gambling abstinence, drinking abstinence,
problems with gambling, problems with drinking,
and ethnicity (Asian American and White
American) were examined in this study.
Abstinence in Gambling and Drinking. The online survey
assessed rates of gambling and drinking
abstinence with dichotomous questions (e.g. “Have
you ever gambled for money? By gambling, we
mean to play a game of chance or skill for money.”
and “Have you ever drank alcohol?”). Problems
with drinking were assessed using the Alcohol Use
Disorders Identification Test (AUDIT), a screening
test used to identify excessive drinking (Babor,
2002). Problems with gambling were assessed
using the South Oaks Gambling Screen Revised
for Adolescents (SOGS-RA), a preliminary
instrument used to assess problematic gambling
behavior (Winters, 1993).
RISK FACTOR ASSESSMENT
Problems with drinking and problems with
gambling were assessed separately by nine risk
factors: Urgency, premeditation, perseverance,
sensation-seeking, risk-taking, belief in good luck,
depression, general anxiety, and social anxiety.
Impulsivity (UPPS). The first four variables are
assessed collectively as impulsivity on Whiteside’s
(2005) UPPS (Urgency, premeditation, perseverance,
sensation-seeking) Impulsivity Scale. The UPPS is a
four-factor subscale used to measure impulsivity
across dimensions in the Five Factor Personality
Model on a four point Likert scale. Participants are
assessed on four different traits, each reflecting
specific pathways in impulsive behaviors. Urgency,
the first factor, refers to the tendency to engage in
impulsive behaviors under conditions of negative
affect. Premeditation is a factor that refers to
thinking and reflecting on the consequences of an
act prior to engaging in that act and is potentially
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related to behavioral concepts of impulsivity that
emphasize short-term rewards and immediate
gratification over long-term and delayed rewards.
Perseverance refers to the individual’s ability to
remain focused on a task that may be boring or
difficult. Sensation seeking is a factor built on two
aspects: The tendency to enjoy and pursue
activities that are exciting and an openness to
trying new experiences that may be dangerous.
Risk Taking. Risk-taking is measured using Jackson’s
(1976) Jackson Personality Inventory (JPI) Risk
Taking sub-scale. The inventory consists of a
20-item scale using a true/false format used to
determine risk-taking behavior.
Belief in Good Luck. Belief in good luck was measured
using the BiGL (Belief in Good Luck) Scale (Darke
& Freeman, 1997). The six-point Likert-style scale
is significantly correlated to locus of control (Darke
& Freeman, 1997) and was shown to be predictive
for positive expectations for the outcomes of
everyday situations attributed to some form of
luck (Church, 1987; Weisz, Rothbaum, & Blackburn,
1984; as cited in Darke & Freeman, 1997).
General Anxiety and Depression. General anxiety and
depression were measured using the Mood and
Anxiety Symptom Questionnaire (MASQ) (Clark &
Watson, 1991). The five-point Likert-style measure
consists of a 39 question inventory which assesses
feelings, sensations, problems, and experiences
that may indicate problems with mood and
anxiety.

drinking were examined first. There were no
ethnic differences found for abstinence in
gambling between Asian Americans and White
Americans (β=.023, OR = 1.02, p = .89.). However
for problem gambling Asian Americans were
found to have more problems with gambling
compared to White Americans (B = .39, β = .21, p =
.0001). For drinking abstinence, our analysis
showed that Asian Americans are more likely to
abstain from drinking then White Americans (β =
-.77, OR = .46, p = .0001.) Asian Americans were
found to have less problems with drinking than
White Americans (B = -.27, β = -.22, p = .0001).
DIFFERENCES IN RISK FACTORS.
Ethnic differences in risk factors associated with
drinking and gambling problems are identified.
Figure 1 indicates that social anxiety mediated the
ethnicity effect on drinking abstinence. (β = .07, SE
= .04, 95% CI = -.1800, -.0012). Depression (β = .03,
SE = .02, CI 95% .0028, .0845) and Belief in Luck (β
= .03, SE = .02, CI 95% = .0052, .0854) mediated the
ethnic effect on problem gambling.
EXAMINING DIFFERENCES BETWEEN ASIAN AMERICANS

Social Anxiety. Social anxiety is measured as the
combination of two assessments— the Social
Interaction Anxiety Scale (SIAS) and the Social
Phobia Scale (Brown, 1997; Mattick & Clark, 1998).
Both the SPS and the SIAS consist of five-point
Likert scales that are composed of 20 items each.
The SPS and SIAS items were derivatives from an
initial pool of items from existing schedules and
inventories on fear and social anxiety (Bryant and
Trower, 1974; Leary, 1983; Richardson and Tasto,
1976; Thurstone and Thurstone, 1930; Watson and
Friend, 1969; Wolpe and Lang, 1964; as cited in
Mattick & Clark, 1998).
Results
DIFFERENCES IN ABSTINENCES.
Overall rates of abstinence in gambling and

Discussion
Ethnic differences exist among emerging adults in
regards to drinking and gambling at two different
levels: 1) abstinence and 2) problems. Findings
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9
to impulsivity were
found to be more associated
with White Americans at each level of
involvement. Asian Americans were more likely to
have psychological risk factors such as,
depression, anxiety, and social anxiety. A common
reason for Asian Americans to develop
psychological distress is due to family strain.
(Sangalang & Gee, 2012). White Americans were
more likely to develop problems with gambling
and drinking due to impulsivity risk factors.
Impulsivity has shown to be an addictive behavior
predictor for White Americans (i.e. Cyders &
Smith, 2008; Vieno, 2015); the results of the
current study support this finding.

Mediators. Depression was found to be a significant
mediator for Asian Americans with problems
gambling. Emerging adults with depression have
been found to be less likely to abstain from
drinking and gambling (Martin, Usdan, Cremeens
& Vail-Smith, 2013). Significantly higher rates of
depression were found to be correlated to more
problem gambling among Asian Americans. This
suggests a need for an assessment of depression
by clinicians when assessing and treating
EXAMINING
ASIAN AMERICANS
10
suggest Asian Americans
areDIFFERENCES
more likely to BETWEENgambling
disorders.
develop gambling problems than White
Americans. This confirmed past research
Belief in Good Luck (BiGL) is a value rooted in
indicating Asian Americans increased susceptibility Asian American culture. According to past
in developing
gambling
problems
(Lesier, 1989).
Results
supported our
original
hypothesis
stating that
White
Americans
abstain from
drinking less
then Asian
Americans.
Psychological
distress
variables were
highest in
correlation to
Asian
Americans. Risk
factors related
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research, within the Asian American community,
luck is seen as an external factor. Those with this
view of luck tend to engage more in addictive
behavior and have problems than those without
the same belief (Darke & Freeman, 1997). This
finding shows that gambling disorders for Asian
Americans is not facilitated through impulsivity
factors.
Clinical Implications
Ethnic differences exist within addiction
illustrating a reason for more culturally sensitive
and comprehensive prevention and treatment.
Limitations/Future directions
The sample consisted primarily of emerging adults
at a West-Coast university. Past research has shown
that location and age have an effect on different
Asian American subgroups’ addictive behaviors.
(Kim, Kim, & Nochajski, 2010). Cultural differences
were not considered between sub-groups within
the Asian American community. Different Asian
Americans sub-groups have different cultural
beliefs and norms, therefore these should be
considered for future research regarding addictive
behaviors among Asian Americans. Gambling is
considered an impulse control disorder by the
DSM 5. This study did not reveal impulsivity as a
risk factor for Asian Americans, therefore future
research needs to investigate cultural differences
in treatment programs as well as examining
problem gambling as a substance abuse disorder.
Research on Asian Americans has shown that
strain in family relationships increases the odds of
General Anxiety Disorder (Sanglang and Gee, 2012).
With anxiety being an important risk factor for
problem gambling and problem drinking in Asian
Americans, treatment programs should look at
ways to target anxiety caused by strain in family
relationships
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Increases in Theta
Coherence Between
Anterior Cingulate
Cortex and
Hippocampus for
Delayed Spatial
Recall
By Shannon Zayas

Abstract
Our research examined the formation of
memories within the hippocampus. When an
animal enters an environment for the first time,
it begins to explore and encode new memories.
We examined the process of consolidation of
memories from a stage of hippocampal
dependence (recent memories) to when the
memory exists entirely independent of an intact
hippocampus (remote memories). We used seven
different spatial environments that the animal
subjects explored over days and formed unique
memories of each environment. Electorodes
were surgically implanted into the HC and ACC to
collect EEG recordings of both locations. We
found that after a 14-day interval, communication
between the hippocampus (HC) and the anterior
cingulate cortex (ACC) had increased. Our
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findings are consistent with the idea that through
the process of consolidation memories transfer
from the HC to the ACC.
Increases in Theta Coherence
Between Anterior Cingulate Cortex
and Hippocampus for Delayed Spatial
Recall
There has been considerable interest within the
neuroscience community about the function of
the anterior cingulate cortex, but very little is
known about its neural mechanisms (i.e. the way
it encodes information and the types of
information computations it performs). Although
it is known for its role in higher cognitive
processes, it also is believed that the ACC is a
mediator of remote memories or storage of them.
This current study is based off of Dr. James
Hyman’s studies of memory integration and
formation in the medial prefrontal cortex (mPFC),
including the anterior cingulate cortex (ACC), and
the HC. Interestingly, these previous findings show
that the information encoded in the ACC
communicates with the HC via theta frequency
interaction during a spatial memory task. Theta
oscillations typically appear during the active
performance of most behavioral tasks and during
REM sleep in the HP (Douglas, 1967). The current
University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

experiment focuses builds on the previous work
into the interactions between the ACC and the HC,
specifally exploring how communication changes
as memories go from being more recent to more
remote memories. It is widely believed that as time
persists, memories are stored in different areas of
the brain and are not limited to the HC (Mishkin,
1990). With this experiment, we are able to better
understand special cases like patient Henry
Molaison, who could remember things from his
childhood, but could never consolidate new
memories. Our study seeks to further understand
this process and come up with an exact time frame
of acc dependence of spatial memories. We
propose that the most recent memories, lasting
about 4- days-old, will be hippocampally
dependent, but after a 14-day delay, the memories
will be ACC dependent.
Hippocampus and Spatial Memory
The HP is located in medial temporal lobe and is
known for its role in the creation and storage of
memories (Douglas, 1967). It is an active structure,
both biochemically and electrically, within the
limbic system and is one of the oldest structures
within mammals (Douglas, 1967). The input of
information starts off with a motor or sensory
signal sent to the entorhinal cortex (EC) then gets
passed on to the dentate gyrus (DG) which are
filled with tightly packed, small granule cells. The
information is then sent to a series of Cornu
Ammonis (CA) areas which are densely filled with
pyramidal cells and are highly branched. These
triangularly branched neurons receive information
from various neurons within the brain and
facilitate excitation within this pathway (Douglas
1967). Information will travel from the DG to the
CA3 to the CA1 and then back to the EC. This
pathway is called the trisynaptic loop and it is the
main circuit in facilitating incoming information to
the HP. It is through this pathway that the
information can become a candidate for
consolidation (Douglas 1967). With that in mind,
Richard Morris further studied spatial learning and
memory. He created what is called the Morris
Water Maze (MWM)-- a maze in which the animals
were given the goal of finding a hidden platform
within a water bath (de Bruin et. al., 2001). Results
showed that the control rats were using spatial
cues around the room, such as a picture or a
chair, to help find the platform, even if the starting
points were different. However, rats who

experienced lesions to the hippocampus only
knew one way, one direction to the platform. If
the lesioned rats had a different starting point,
they were unable to complete the task (Bruin et.
al., 2001). This gave us the evidence of where
spatial memories derive from and are stored.
Hippocampal cells (HPC) can also give information
about one’s environment and orientation within
space through their firing patterns observed via
electrophysiology (O’keefe 1971). In 1971, O’Keefe
and Dostrovsky discovered that certain
hippocampal cells were responsive to specific
things (O’keefe 1971). They were able to visualize
hippocampal cells creating a mental map of the
environment based on how active the cell was
within a particular space. These specific cells were
called “place cells” and data from this experiment
showed that when an animal entered a location, a
cell will fire in memory of that specific location
(O’keefe 1971). However, the behavior of these
cells changed when an animal stepped into a new
environment, thus creating a new map of the new
environment (O’keefe 1971). This experiment
showed that the meaning of the neuronal firing
behavior was dependent on the location of the
subject. This was the ground-breaking evidence
that made memories tangible.
Further research using in vivo electroencephalogram
(EEG) recordings, called local field potentials (LFP),
allows one to measure a network of action
potentials from multiple neurons in one area (Yline
et. al., 1995). Gathering this type of data is done by
creating a cranial electrophysiological implant
specific for the animal subject. The electrodes
within the device are able to detect the action
potentials of multiple neurons firing together
(Buzsaki, 2002). What is seen with action potentials
is that it mimics a wave; that one action potential
creates a hump, but when multiple action
potentials are presented, it forms a rhythmic
oscillation (Buzsaki, 2002). These neural oscillations
can present what kind of cell it is, what the
behavior of the cell is, and trace where these
messages are possibly going (Buzsaki, 2002). In the
HP, LFP will present strong oscillations in rats while
engaging in tasks such as exploratory sniffing or
during REM sleep (Yline et. al., 1995). Studies with
the HPC tend to generate a theta rhythm pattern.
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Theta is a wave formation that can be evaluated
by looking at the frequency it gives off (Buzsaki,
2002). Within hippocampal EEG readings, theta
expresses itself in the form of sharp, condensed
ripples (Buzsaki, 2002). Though the function theta
rhythm is still unclear, studies have shown that
the change in frequency is related to the type of
behavior the subject isengaging in (Whishaw &
Vanderwolf, 1973). This study was done by
engaging rats to run, jum, and bar press to assess
theta-behavior interactions. Based on the theory
that theta may be associated with the action itself,
hippocampal EEG recordings actually indicated
that the theta frequency begins about several
hundred milliseconds before the onset of
movement. This showed that theta is more
associated with the intention to move rather than
associated with actual movement (Whishaw &
Vanderwolf,1973).
Interestingly enough, theta is not only present in
the hippocampus. It has been observed in various
cortical and subcortical brain structures. Recent
studies show that the processing and
consolidation of information from the medial
prefrontal cortex to the hippocampus is
processed through phase synchrony/phase
locking via coherence (Siapas, 2005). When an EEG
measures the LFP of two different interacting
areas, they give off two different signals, but there
can be a degree of similarity between them (Jones
& Wilson, 2005). Coherence indicates how
efficient and steady the two areas are
communicating and shows that there is a steady
ongoing activity between the two signals, but it
does not necessarily show degree of interaction
(Buzsaki, 2002). Phase synchrony on the other
hand shows that two areas of the brain will link
or sync togetheron a particular phase.
Synchronization mediates all frequency bands
reflected in the brain to one frequency and the
results can be attributed to difference cognitive
states or behaviors that the animal is experiencing
(Buzsaki, 2002). Phase synchronization or “locking”
of the mPFC and HPC means that the frequencies
both the areas are giving off are being synced into
one signal and different oscillations end up lining
up to a certain phase of another waveform,
which in this case is theta (Buzsaki, 2002)
Anterior Cingulate Cortex
The ACC has become an area of interest in the
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neuroscience community simply because of its
hub-like position that may allow remote
memories to flow through or be stored in.. The
ACC is part of the mPFC which also includes the
prelimbic and infralimbic cortices (Devinsky et.
al., 1995). It is considered to be a highly
interconnected area and is mainly responsible
for higher level cognition such as, but not limited
to, decision making, spatial recognition, reward
anticipation, and emotional processing (Devinsky
et. al.,1995). In extreme cases, studies have
shown that patients who suffer from seizures
typically have high cingulate activity and tend
express schizophrenic or obsessive-compulsive
behaviors (Devinsky et. al.,1995).
In contrast, patients who have suffered trauma
to the acc due to surgery or infarction show
deficient cingulate activity, contributing to
behavioral disorders such as depression
(Devinsky et. al.,1995). Based on the idea of the
acc being a hub for memories, recent theories
suggest that there may be a coherence between
the acc and the hippocampus, making remote
memories hippocampally independent and
possibly acc dependent (Jones & Wilson, 2005).
As stated above, the HP is only the first step of
memory integration, but as time progresses on,
those memories end up being stored elsewhere.
Anterior Cingulate Cortex and
Hippocampal Interaction
For years work had implied that both the ACC
and HC were important for proper memory
functioning, but it was not until researches
began analyzing simultaneously recorded theta
oscillations, that a consensus formed that these
neural interactions were the driving force
behind memory formation and retrieval. Conversely, if theta was disrupted, then memory
integration, formation, or consolidation were
impaired. In 2004, Frankland et al. showed that
inactivation of the HP resulted in the ACC being
activated by remote memories in contextual
fear conditioning. However, with the reverse,
inactivation of the acc resulted in the disruption of remote memories without affecting
recent memories (Frankland et. al., 2004). The
findings were further by experiments revealing
impaired remote memory expression (about a
month old), but not for recent memories (a day
old) in trace eye-blink conditioning (Takehara et
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Furthermore, it is said that the firing capability
of the ACC changes with behavior when phase
locked on theta (Hyman et al., 2005). In regard
of these findings, the question still remains on
how theta behavior changes from day to day.
Literature Review Summary
It is said that the hippocampus is the area of
memory creation and integration. The
hippocampus generates a theta frequency during
REM sleep or low brain activity and is said to
interact with various surrounding cortices through
theta. The anterior cingulate cortex is known for
its role in higher cognitive processes but is
theorized to be in relation to the storage or
facilitation of remote memories. The relocation of
new memories via phase locking of theta between
the anterior cingulate cortex and the hippocampus
infer that the anterior cingulate cortex may be a
storage unit for remote memories. However, this
still bears the question on how theta behavior
changes over time.
Material & Methods Subjects:
6 adult male Long Evans rats individually housed
on a 12-hour light/dark cycle fed ab libitum.
SURGERY
Surgical techniques were adapted from Hyman and
colleagues (Hyman et al., 2012). Rat subjects were
anesthetized and a hyperdrive was surgically
mounted to skull, using screws and dental acrylic,
then shielded in plastic sheeting. A craniotomy of
the ACC was implanted bregma anterior 2.5 mm
lateral 1 mm. Craniotomy of the HP was implanted
bregma – 3.5 mm lateral 2 mm for the
hippocampus. Recording wires were connected to a
128 pin electrode interface board (EIB), which was
fastened to the plastic shielding. Post-surgery,
animals were given at least one week of recovery.
ELECTROPHYSIOLOGY:
Data is recorded from the ACC and HPC using a
128 channel via hyperdrive. The hyperdrive is
composed of 32 moveable bundles of wires,
called tetrodes. Tetrodes can be carefully lowered
or raised to the proper locations within the rat’s
brain before engaging in the spatial memory
task. The movable tetrode allows us to measure
local field potentials and action potentials from
neurons in the targeted region while minimizing
neural damage.

SPATIAL ENVIRONMENT
There are 7 different environments: circle,
square, triangle, rectangle, diamond, hexagon,
and octagon (see Table 1).
TASK
A schedule was created pertaining to which spatial
environments the rats will be in per day. The
environments were randomly assign. Prior to
starting the task, the rat will be hooked up to the
EIB and is given a period of relaxation. Once the rat
is placed within the environment, EEG recordings
begin and the rat is given 10 minutes per
environment. The time (in minutes) is manually
recorded when the subject transitions to and from
the environment. Rats are given a 14-day delay, and
on the 18th day, spatial task and EEG recording
resume.
Data Analysis
Coherence analysis was conducted between all
areas using a Fast Fourier Transformer, which
breaks complex waveforms down into their
component sine waves. An analysis of variance
(ANOVA) was conducted to compare the effects of
number of days passed on theta coherence
between the anterior cingulate cortex and
hippocampus. We found that there was an
increased coherence for 14-day delay between
ACC and HP both ipsilateral and contralateral.
Overall, there was a significant increase in theta
coherence (p < 0.05; see Figure 1). Post-hoc tests
found an increase in theta coherence for
ipsilateral ACC-HP on day 14, p < 0.05 (see Figure
2). Continuing with post-hoc analyses, we also
found a significant increase in theta coherence for
contralateral ACC-HP on day 14, p < 0.05 (see
Figure 3). Lastly, there was a significant increase in
theta, contralateral ACC-ACC on day 14, p < 0.05
(see Figure 4). Possible habituation to the
environment in rodents can cause a limitation to
the study. Introducing a novel environment would
remedy that.
Results
There has been an increase in theta coherence
over a 14-day delay. On days 1-3, we see that
coherence is low, but on day 14, we see a
significant increase in theta coherence overall.
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Figure 2: Theta coherence increased on day 14 ipsilaterally between the ACC
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Figure 2: Theta coherence increased on day 14 ipsilaterally between the ACC and HC
Table 1. Environment schedule per day.

Figure 3: Theta coherence increased on day 14 contralaterally in the ACC and
Figure 3: Theta coherence increased on day 14 contralaterally in the ACC and HP

Figure 4. Theta coherence increased on day 14, contralaterally within the ACC.
Figure 4. Theta coherence increased on day 14, contralaterally within the ACC.
Figure 1: The gradual increase of theta coherence on days 1-14.

Further evidence showed that increased theta
coherence ipsilaterally between the ACC and
the HC has increased as well as contralaterally
between the ACC and HC. Additionally, we see
increased theta coherence contralaterally in the
ACC on the 14th day. This evidence shows that
novel memories stay within the HC for about 4
days. However, when there is a delay in
recalling those memories, there is more of an
expression coming from the ACC than the HC.

Conclusion
Memory formation, integration and consolidation
begins
in HC
the HC, for every input of information.
Figure 2: Theta coherence increased on day 14 ipsilaterally between the
ACC and
ence increased on day 14 ipsilaterally between the ACC and HC
Though it is known that new information is created and stored in the HC, however, researchers
speculate at the capacity in which the HC can hold
information and to where it may be transferred.
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Numerous studies indicate the HC and the ACC are
synced via theta. When lesioning the HC leads to
an expression of remote memories in the ACC, but
it bears the question of when a memory becomes
remote. Our experiment abled us to create an
exact time line in which novel memories move
from the HC to the ACC via increased theta coherence in rodents. This experiment may pave the way
for more researchers to find similar findings in
other mammals, such as humans.

Mishkin, M. (1982). A Memory System in the
Monkey. Philosophical Transactions of the Royal Society B:
Biological Sciences, 298(1089), 85-95. doi:10.1098/
rstb.1982.0074.
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YOU NEED THE WORDS?:
PORTRAYALS OF
ROMANTIC ANXIETY
IN FILM
By Claudia Chiang-Lopez

Abstract
Viewers’ interpretations of characters with anxious
attitudes in romantic relationships can affect their
opinions on what constitutes appropriate
relationship behavior. This paper analyzes the
impact of media on people through a literature
review and offers an explanation of different
portrayals of romantic anxiety in film: the language
used to describe characters and characters’ ends.
The films studied - Sunset Boulevard, Sid and Nancy,
Hard Core Logo, Burnt Money, and The Hustler - all
showed a pattern where a character with romantic
anxiety was mistreated by the storyline or other
characters, and most of these characters meet their
end through suicide or murder. The impact of
these types of negative portrayals have not yet
been explored, but similar studies find that viewers
watch films to learn the norms of their
community (Levy, 1990), and negative portrayals of
romantic anxiety could lead
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to negative effects for anxious individuals. Further
studies using questionnaires and focus groups are
recommended in order to better understand the
impact of these messages, viewer awareness, and
sources of exposure.
Keywords: media effects, romantic anxiety, films
Introduction and Purpose of the
Study
In this paper, I examine the portrayals of folks with
anxious attachment, looking at the language used
by the characters and those who talk about the
characters. I also looked at the results of different
plotlines involving the anxious character. The
relationship dynamics films promote can affect
viewers’ behavior in their own relationships,
especially as many people - particularly teenagers watch films as a way to learn how to behave in the
world (Levy, 1990). After an overview on media
effects, I explain the films I chose and cover a
synopsis of the films. An analysis follows. Certain
patterns were found: Characters were punished by
the storyline, denied their desires, and held a lower
status. These results were tightly connected to their
anxiety within their relationships and the behaviors
they engaged in because of that.
It appears that there is no qualitative research that
uses coding to better understand what kind of
behaviors and thoughts about relational anxiety are
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encouraged by films and then pairs these findings
with media effects research on self-views and
behavior. However, media messages are important
to examine in this context. Popular media tend to
negatively portray individuals with romantic anxiety,
describing them as needy, clingy, and desperate.
Media often suggests those with romantic anxiety
need to ignore their anxiety in order to be in a
happy relationship (Levine & Heller, 2010). This can
be extremely harmful to the self-views of an
anxious person and can lead to their modifying
their behavior.
These messages are worth examining given that
these modifications could lead to unhealthy
relationships. Awareness of these messages could
also help prevent their harmful effects. In that case,
teaching media literacy would be vital. This could be
important information for parents of teenagers,
media effects researchers, media creators, educators
who want to teach about better relationship
behaviors, and advocates of domestic abuse victims.
A similar study by Hefner and Wilson (2013) looked
at the link between romantic beliefs and romance
film viewing to better understand what kind of
romantic ideals and behaviors are encouraged. The
authors feel that examining these romantic ideals is
important in the context of our divorce rate in the
United States, though the authors are unsure of
whether the influence of romantic comedies is
negative or positive on society and individual
relationships (Hefner & Wilson, 2013). They
conducted a content analysis looking for broad
romantic ideal themes (e.g., love conquers all,
idealization of partner, soul mate/one and only, love
at first sight), any contradictions to these themes,
whether these beliefs were rewarded or punished,
and who expressed these ideals in the top 52
highest grossing romantic comedies from 20032013 (Hefner & Wilson, 2013). This was followed by
a survey asking students about their romance
movie viewing, why they watch these films, and
their beliefs about how a romantic relationship
progresses and is maintained. The researchers used
Sprecher and Metts’ Romantic Beliefs Scale, which
measures a respondent’s beliefs of those broad
romantic ideal themes mentioned earlier (Hefner &
Wilson, 2013).
Hefner and Wilson (2013) feel that this focus on
broad themes can reflect larger cultural beliefs
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about relationships and that different institutions
can reinforce these beliefs, like the family, “schools,
churches, and media” (p. 152). The authors suggest
a few theories for why respondents may have
been affected by the films they watched. One is
cultivation theory which says that perceptions of
reality are affected by what is watched (Hefner &
Wilson, 2013). They also use social cognitive theory
which says that behaviors that are rewarded in
films are more likely to be adopted by viewers
(Hefner & Wilson, 2013).
Literature Review
MEDIA EFFECTS
Films can work as a reinforcer and reflection of
our cultural norms (Levy, 1990). Wheeler (2009)
argues that “media undoubtedly perform a key role
in the public perception of social issues” (p. 156).
Popular films with worldwide distribution, in
particular, have “an unusually wide scope” when
compared to other forms of media (like television
and radio) that may have a smaller local or
country-wide reach (p. 156). This brings different
groups into contact with the ideas represented in
the films. Films can hold many layered messages
and meanings, and different communities may be
more or less receptive (Wheeler, 2009). Teenagers,
for example, often use films as a way to learn
dating norms (Levy, 1990). Victims of domestic
violence also learn the narratives that help them
navigate their relationships (Wood, 2001). These
communities may or may not be able to “negotiate
different and even contradictory meanings”
(Wheeler, 2009, p.156).
Films often suffer from a cultural lag, representing
things as the media would like them to be rather
than as they are (Levy, 1990). Collins (2011), for
example, found that as the numbers of women in
the workplace went up, the number of women in
films decreased. A content analysis can help us to
explore whether these types of representations in
the media have an effect on people and what
these effects might be. Does an
underrepresentation of women mean men start to
treat women as “foreign” (Collins, 2011)? Does it
mean that women don’t learn to see themselves in
certain roles because they’ve never seen a woman
in it? Does it mean we’re missing out on women’s
perspectives and only listening to men’s (Collins,
2011)? Social cognitive theory suggests that
identifying with a character can influence a person
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to adopt their beliefs and behaviors (Collins, 2011).
Minority groups have, since childhood, been forced
to connect and identify with the characters
portrayed on screen (generally white men), and this
means they can then absorb those viewpoints, too
(Collins, 2011). However, the dominant group tends
to find it difficult to relate to or adopt behaviors or
beliefs from the minority groups, likely because
their media never included these stories (Collins,
2011).
DOMESTIC VIOLENCE AND NARRATIVES.
Examining our cultural love myths is important.
Love myths can be defined in two ways: one
focuses on the partner's ideal qualities, and the
other on expectations of love and relationships
(Hefner & Wilson, 2013). Hefner and Wilson (2013)
outlined the myths as being: love conquers all, a
flawless partner, soul mate/one and only, and love
at first sight. These over-idealized expectations can
be a hindrance to relationships. If partners are not
prepared to handle the realities of relationships
and their struggles, it can be difficult for them to
retain that feeling of being in love.
However, there can be messages that are even
more harmful. We see films where violence is part
of romance: exhilarating, moving, and offering a
chance for the couple to reunite (Wheeler, 2009).
These types of love myths were identified by Wood
(2001) as a way for domestic violence victims to
make sense of their relationships, and these beliefs
often encouraged them to stay in an abusive
relationship.
Wood’s (2001) research focused on understanding
how the victims made sense of the violence they
experienced by relying on cultural narratives on
gender and romance that normalize violence. Wood
(2001) specifically looked for women who had not
received counseling, as these victims’ narratives had
likely not been impacted by the language of victim’s
rights advocates and the like. She used inductive
analysis based on grounded theory, which tries to
identify participants’ reality (Wood, 2001). These
narratives give the victims a role and a context, and
this context affects the meaning and acceptability
of violence (Wood, 2001). While a lot of modern
readers like to dismiss the power of these cultural
narratives, the reproduction of them through the
media grants them legitimacy and power (Wood,
2001). The women used beliefs endorsed by these

narratives to construct the violence as being
normal and understandable: “it's not as bad as…,”
“I'm stuck,” “good outweighs bad,” “I can control it,”
“it wasn't the real him,” “I deserved it” (Wood, 2001,
p. 247).
Wood (2001) identified different narratives. One
encourages the belief that men are domineering
and aggressive, while women (or simply, true love)
are forgiving and loyal (Wood, 2001). This is a
narrative that allows violence and that encourages
them to focus on the “honeymoon” period of peace
in their relationship (Wood, 2001). The honeymoon
period itself (a period of no violence after a violent
incident) serves to revive the narrative and to
reward the women for their loyalty (Wood, 2001).
Another narrative says relationships can be bad and
men can be violent, yet women need to stay
(Wood, 2001).
The narratives that exist in our culture encourage
victims to save themselves and solve their private
problem, rather than examining the role of society
in propagating these messages (Berns, 2004; as
quoted by Wheeler, 2009). There is little space in our
cultural stories to talk about the complicated
reasons (like a deep belief in the love myths)
someone might stay.
ANXIOUS ATTACHMENT
Attachment theory was created by John Bowlby,
who studied the way children attempted to regain
closeness with their mothers when their mothers
left them temporarily (Campbell & Marshall, 2011).
The theory itself suggests that a child with
responsive, available caregivers believes they are
“acceptable and worthwhile” (Pietromonaco &
Barrett, 2000, p. 156). This results in positive models
for themselves, positive expectations of others, and
comfortableness with closeness and intimacy
(Pietromonaco & Barrett, 2000). Children with
unresponsive caregivers instead view themselves
“as unacceptable and unworthy” (Pietromonaco &
Barrett, 2000, p. 156). If they have negative views of
themselves and others, they are fearful-avoidant,
with a “fear and desire” of closeness (Pietromonaco
& Barrett, 2000, p. 157).
If they develop a negative view of the self but a
positive yet apprehensive view of others, they are
considered to have anxious attachment
(Pietromonaco & Barrett, 2000; Campbell &
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Marshall, 2011). This means they have a high desire
for intimacy and a fear of abandonment
(Pietromonaco & Barrett, 2000). These attachment
styles are generally very stable once set, and they
shape an individual’s internal working models
(Campbell & Marshall, 2011).
Internal working models guide the beliefs and
behaviors a person adopts (Campbell & Marshall,
2011). They also affect a person’s emotional
reactivity and coping strategies (Pietromonaco, &
Barrett, 2000). In one study, for example, anxious
folks were impulsive, with volatile, intense
emotions and high emotional expressiveness
(Pietromonaco & Barrett, 2000). They also tend to
assume their partners are selfish, withholding,
unloving, and they make more “negative
attributions” and experience “greater anger”
(Campbell & Marshall, 2011, p. 922). They might
then engage in protest behaviors to get attention
and affection, without expressing their needs
clearly (Levine & Heller, 2010). This might be related
to their tendency to be highly aware of their
environment, trying to appraise whether there is a
threat to their connection with their attachment
figure, while still being apprehensive of their
attachment figure (Campbell & Marshall, 2011).
Studies also showed anxious folks “view high
conflict relationships much more favorably than”
others do (Pietromonaco & Barrett, 2000, p. 169).
This suggests they focus on “the intimacypromoting aspects” of eliciting “personal disclosures
and expressions of emotion” during conflict
(Pietromonaco & Barrett, 2000, p. 170).
Looking at both men and women with romantic
anxiety is helpful. Kesner and McKenry (1998)
discovered that violent men were more likely to be
insecurely attached or have a fearful attachment
style, while women who were partnered with
violent males were significantly more likely to have
insecure adult attachment styles. While I have used
heavily gendered language to reflect which genders
are more likely to perpetrate domestic violence and
which are more likely to be the victims, I must note
that this does not offer us a full picture.
Representation of other genders and of nongendered people could be studied in the future, but
it is outside the scope of this paper.
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ANXIETY PORTRAYALS
The way a problem is discussed - who is blamed
for what and why - also suggests what the solution
might be (Berns, 2004; as quoted by Wheeler, 2009).
If an anxious character seeks reassurance, is
rebuffed, and framed as being pitiful, we are saying
their need for reassurance is what created the
problem in the first place. These messages serve as
a way to subjugate those with romantic anxiety
into denying their anxiety and needs. Hefner and
Wilson (2013) suggest that a lot of the beliefs
espoused in romantic films are already promoted
heavily in society, and increased movie watching
had as much of an effect as increased romantic
film watching, which supports my study of films
that do not fall into the romantic comedy genre.
When someone with romantic anxiety, then, has
learned to ignore their needs, they are likely to
engage in protest behaviors instead of expressing
themselves (Levine & Heller, 2010). In a study,
women with avoidant or secure attachment styles
were less likely to be violent than women with
anxious attachment (Belus et al., 2014). This could
be because keeping their intense emotions and
fears unexpressed leaves them feeling
misunderstood and even more frustrated and
anxious.
Summary of Literature Review
These narratives matter. Young people look to films
to learn how to behave and feel in relationships
(Levy, 1990). Often, women rely on these narratives
to help them understand a difficult or violent
relationship (Wood, 2001). The context these films
give affects the meaning and acceptability of
different forms of violence (e.g., boxing in contrast
to a romantic relationship) (Wood, 2001). Social
cognitive theory suggests that behaviors that are
rewarded in films are more likely to be adopted by
viewers (Hefner & Wilson, 2013). When films show
characters with romantic anxiety as being punished
for expressing their needs and anxiety over their
partner, they are teaching anxious individuals to be
silent. They also learn that the behavior they would
otherwise complain about is behavior they must
live with. When they continue to do this in their
real life relationships, those with romantic anxiety
might suffer greatly (Levine & Heller, 2010).
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Methods
The films I chose are regularly taught in film school
curriculums likely affecting the type of writing and
storytelling film students are creating. Many of the
films were popular and award winning when they
first came out. Others have had a cult following for
many years. Though small, this sample of films
offers different countries of origin, genres, and
sources, and were created during very different
times. Having this variety better helps illustrate the
cultural pervasiveness of the themes identified in
the films.

There can be some overlap between anxious and
avoidant behaviors (Levine & Heller, 2010). Because
of this, characters who established a pattern of
anxiety were then excluded if they displayed
behaviors more consistent with avoidant
attachment. This was determined by the following
behaviors, also based on Levine and Heller’s (2010)
work:

Characters were assumed to have anxious
attachment when they displayed some of the
following hyper-activating behaviors in an attempt
to attain care, support, and attention from their
attachment figure. This is based on Levine and
Heller’s (2010) work:

- Demands independence and self-sufficiency of a
partner

- A desire for intense closeness early in the
relationship (e.g.: wanting to move in together,
seeking a lot of physical reassurance, desiring to
spend all their free time together)

- Fears their partner will take advantage of them

- Vocalizes anxiety and fear of rejection (e.g. asking
partner to stay with them, fearing their partner
traveling, asking about previous partners, works
hard to please partner)
- Strongly desires romantic companionship
- Resorts to protest behaviors (e.g. acting distant or
busy when angry, provoking jealousy in the
partner, many attempts to establish/reestablish
contact)
- Difficulty opening up, out of fear of rejection (e.g.
a character who communicates indirectly or
expects their partner to guess their feelings)
- Does not try to resolve problems in the
partnership, and instead tries to end the
relationship or ignore any issues
- Does not initiate or escalate the relationship,
leaving that up to partner
- Ruminates and obsesses over the relationship
- Elevates their partner’s good qualities
- Believes this is their one true love and only
opportunity
Characters had to establish a pattern by displaying
more than one of these behaviors and doing so
consistently.

- Desires intense privacy while creating an intimate
relationship early on
- Protects their independence, time, space and
boundaries

- Creates unclear plans in order to create more
distance
- Is unrealistically romantic about love
- Walks out or stonewalls their partner during fights
- Is unclear about their feelings and intentions
For this interpretive qualitative analysis of the
themes within the film, I engaged in several
viewings of each film to familiarize myself with the
characters and plots. This allowed for easier coding
in a google docs document. Open and axial coding
was then used to find repeating themes within the
films (Manning & Kunkel, 2014). I tracked the
behaviors of the characters displaying romantic
anxiety, the reactions to those characters, and
relevant plots, as well as language used to describe
the characters or to talk to them to create the
codes. These codes were then gathered together
into broader, overarching themes (Manning &
Kunkel, 2014).
Results and Interpretation
BRIEF SYNOPSIS OF THE FILMS
Sunset Boulevard, directed by Billy Wilder, a film noir
director, is a witty and dark departure “from the
traditional noir detective story,” though it has a
murder mystery at its center (Muller, 1998, p. 193).
The film opens with Joe Gillis’s dead body floating
in a pool. From here, he begins to narrate the
circumstances that led up to his death. A
screenwriter who had previously been successful,
he has experienced writer’s block for a year, leaving
him in poverty, and now his car is being
repossessed. He attempts to evade the tax
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collectors by driving into the garage of a random
house - one he believes is empty, as old dusty
artifacts surround him. Gillis says, in a voiceover,
that “the whole place seemed to have been
stricken with a kind of creeping paralysis - out of
beat with the rest of the world, crumbling apart in
slow motion” (Brackett & Wilder, 1950). There, he is
called to by a butler. They have confused Gillis with
the undertaker, who is due to arrive to bury a dead
monkey.
This is the first time we see Norma Desmond: She
is set up as a strange, grieving, glamorous older
woman, surrounded by old and dead things, alone
in her mansion. From here, the story is simple. She
realizes he is a screenwriter and begins to pay him
to edit a script she has written, while strongly
encouraging him to live with her. In the process,
she falls in love with him, while he tries to escape
her. He does this by working in secret with a
younger woman he falls in love with. Desmond is
rejected. Gillis sleeps with her, yes. He uses her
money, indeed. But he still leaves her during the
important moments in her life. The character of
Desmond is casually described by reviewers as a
“combustible, neurotic mix of fear, neediness,
desperation, loneliness and vanity… The ultimate
femme fatale,” while Gillis is “caustic and
charismatic” (Muller, 1998, p. 193).
Gillis is horrified at the many brutal treatments
Desmond uses in her attempt to retain her
youthful beauty. He is bored of her writing, bored
of her constantly watching her old films.
Nonetheless, he is kind to her. When she attempts
to kill herself because he does not love her, he is
grieved and sits by her side, comforting her. He
demands she be told the truth about her situation
- that her fame has passed and no one remembers
her - because he believes that would be kinder.
She has no friends other than her ex-husband/
ex-director and now butler, Max Von Mayerling.
Muller (1998) feels that this “isolation, misery and
rejection fester into madness” (p. 193). Many
summaries rob Desmond of her agency: Muller
(1998) describes her as an actress who is being
conned into supporting Gillis while he writes the
script. But she wrote the original draft of the script,
she pays Gillis to retain him as an editor and
co-writer, and she falls in love with him. To dismiss
all of this as her being conned or desperate is
unfair. However, it speaks to the idea that people
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with romantic anxiety are victims of their own
delusion, and in the end, this delusion overpowers
Desmond, as the final scene seems to suggest she
has gone insane.
Sid and Nancy, originally titled Love Kills, is a film
made in the ‘80s chronicling the real life
relationship of Sex Pistols band member Sid
Vicious and his girlfriend and manager Nancy
Spungen. The film is told in a flashback starting
with his arrest and interrogation and for Nancy’s
murder, an echo of the way Sunset Boulevard begins.
Nancy is dismissed from the beginning: When she
realizes she’s talking to the Sex Pistols, she’s
excited, being a fan, but the other characters (and
many reviewers) immediately label her as “a
groupie who has come to London to bed The Sex
Pistols” (Fellner & Cox, 1986). She does begin to
show some interest, initially because of his
celebrity status, money, and access to drugs
(Mainon & Ursini, 2007). He rejects her, telling her
not to show up at his concert, as he and other
characters sense that she would become a clingy
groupie. From here, they fall into a story of love,
addiction, conflicts with the band, and poverty,
until we end with Nancy’s death and Sid’s arrest.
Hard Core Logo is based on a poetry book that is out
of print now and is a curious mix of short poems
and photos. It focuses on a punk-rock band, Hard
Core Logo, that was headed for twelve years by
best friends Joe Dick and Billy Tallent. They met as
middle schoolers, but in their 20s, they separate
once Tallent gets sick of Dick’s attempts to
sabotage the band, as well as his rather confusing
feelings for Tallent. They separate, Tallent attaining
success by playing for Jenifur, a popular rock band,
and five years later, they reunite for a concert
arranged by Dick to benefit a hero of his, Bucky
Haight. A documentary film crew begins to record
their experiences when they decide to reunite for
what Tallent makes Dick promise will be a short
tour. Later on, Tallent learns he’s being replaced in
Jenifur, and, having reestablished his friendship
with Dick, he decides to stay with Hard Core Logo,
even though he’s now found out that Bucky Haight
was not actually shot, and that this was a lie Dick
created in order to get Tallent back. When Tallent is
called back to Jenifur, he decides to once again
leave the band. Tallent keeps this a secret from the
band, and when it’s revealed by the documentary
producers, Dick - who seems to have been in love
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with Tallent - explodes and attacks him during
their final concert. Afterward, Dick commits suicide
- a detail changed from the book but decided on
by the actor playing him (Baker, 1997).
Burnt Money is based on the non-fiction
investigative journalism book of the same name by
Ricardo Piglia (Clayton, 2008). It focuses on a group
of bank robbers who are betrayed by one’s lover
and end up holed up in an apartment, engaging in
a shootout with the police, and refusing to give in.
It is set in Argentina in 1965, and it was shot in
Spanish with Latinx actors. I chose to highlight this
film for the fact that it is a queer and foreign film
with strong political messages against capitalism
(Page, 2004). Yet, similar patterns emerge about
romantic anxiety as with the others. There are two
main characters in a relationship: Angel and Nene
(“little boy”). While their backstories are murky at
best (Nene seems to have come from a rich
family), we know they have been working together
and committing crimes. Angel seems to be
suffering from some form of mental illness, and
he clings to Nene for support and understanding.
Angel, unlike the female characters discussed
above, has a very calm demeanor. Yet, he becomes
frantic without Nene and ruminates when he is
gone, wondering about Nene’s affection for him.
This provides one of the most interesting source
materials, as the book is based on conflicting and
confusing interviews and reports, while focusing
on their relationship (though their names are
changed in the film). The pair was regularly called
“los mellizos” (“the twins”), and the characters feel
that their “preternatural bond” suggests that,
despite their sexual and romantic relationship, this
“designation is... correct” (Clayton, 2008, p. 46). This
story, like the rest, takes place in a fevered world
where things are confusing to the viewer and the
characters. When Nene and Angel realize they will
not be able to escape this situation, they decide to
burn all the money they had stolen - a final act of
rebellion, of freedom, a “tragic ceremony,” - and
they die holding hands (Clayton, 2008, p. 51).
The Hustler is the most straightforward of these
stories. Pool hustler, “Fast Eddie” Felsen, has for
years wanted to play against - and hustle Minnesota Fats, a world-famous pool player. The
film centers on this desire, what he’s willing to
sacrifice, and how he is used and manipulated

because of this. One of the things that he is willing
to sacrifice is his relationship to Sarah Packard, an
alcoholic and disabled college student. They meet
at a bar and begin an uneasy courtship, where she
questions his interest in her and the morality of
their relationship. She is loyal to him once she
believes he loves her, but she is used by his rival leading to her suicide by the film’s end.
Themes
Examining these five films, three themes were
identified in the narratives. These themes are (1)
punishment of the anxious avoidant character, (2)
their desires are unfulfilled, (3) they experience
lowered statuses and roles, and 4) diversity of
source.
PUNISHMENT.
All the anxious characters are treated with cruelty
by the objects of their affection or by those
observing the relationship. Gillis tries to be
transparent about his feelings for Desmond, and
thus ridicules her, is aggressive towards her,
dismisses her, and ignores her complaints.
Spungen is insulted, yelled at, and pushed away by
Vicious, who only becomes interested at first
because she can get him drugs and work as his
runner. Tallent and Dick’s relationship is referred to
as being like that of a “tanked-up white trash
married couple in a trailer park” by their manager
and a journalist, and we often see their explosive
fights (Haebler, Dennis, & MacDonald, 1996).
Packard and Angel are treated more gently by their
partners, but others find them disturbing.
But more importantly, these characters are
punished by their storylines and other characters.
Spungen is initially punished by other characters’
rejection of her, leading her to constantly ask
Vicious if he likes her. Nobody else does, and she
understands they view her as a negative influence.
Vicious is, from the beginning of the movie, a
troubled and distracted person, yet a character
describes him as “a fabulous disaster. He's a
symbol, a metaphor, he embodies the dementia of
a nihilistic generation. He's a fuckin' star” (Fellner &
Cox, 1986). Reviewers called him “hugely
sympathetic… a lost and bewildered” character
(Uncut, 2007). Spungen, meanwhile, is dismissed as
a junkie, a prostitute, and a groupie. Her love for
Vicious is considered sick, a bad influence, and
also shallow: She is offered money to break up
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with Vicious, was banned from participating in his
USA tour, and is blamed for his drug use and for
the breakup of the band.
Angel and Nene have as co-dependent and
passionate a relationship as Vicious and Spungen.
It is Nene who asks Angel to move in as soon as
they meet, even after Angel confesses to his
mental illness. They spend all their time together (“I
can’t even go to the bathroom without you,” says
Nene), talk about their imagined future, and
constantly crave each other’s touch (Kramer, Frey, &
Piñeyro, 2000). Before they conduct the robbery,
they hold hands and when Angel is shot, he
whispers “te quiero, te quiero, te quiero,” while
Nene embraces him and walks him towards their
getaway car (Kramer et al., 2000). Other characters
are the ones who react badly to this connection,
similar to Sid and Nancy. Their driver, El Cuervo,
initially insists they leave Angel behind and take
the money. When they get to their hideaway place,
their boss is furious, asking why they brought
Angel along instead of killing him. El Cuervo’s
girlfriend, Vivi, doesn’t understand why they’re
taking care of Angel. And this pattern repeats
throughout the film. It would be easy to dismiss
this as stemming from homophobia - “What are
you, man and wife?” asks their boss, and “Do you
stare at me because you’re dumb or a fag?” asks El
Cuervo to Angel (Kramer et al., 2000) - but Nene is
not treated in a similar way. El Cuervo is flattered
when he thinks Nene might be interested in him,
and they find it easy to joke around in many
scenes (this may also be because Nene is bisexual,
while Angel only engages in homosexual acts - but
this type of analysis is beyond the scope of this
paper). Equally, while his injury affected their plans,
it was Nene who lost control during the robbery,
and El Cuervo makes mistakes later on that affect
them badly as well. Instead, the way Angel is
rejected by others seems to be a reaction to
Angel’s need for Nene and his sole focus on him.
Joe Dick, for his part, has been continuously
rejected by Billy Tallent. It is Tallent who left the
band, it is Tallent who sets a limit on how long he
will be back, and it is Tallent who decides to leave
again. Dick is obsessed with Tallent: He ignores
their other band mates, insults fans who seem to
want to get close to Tallent, and uses his idol Bucky
Haight to get Tallent back. And he is punished for
this. Fans glare at him, interviewers try to argue
with him, and Haight tells him to never contact
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him again once he discovers the way he has been
used. Tallent does not seem bothered by these lies,
and having lost his position with Jenifur, he
decides to re-join the band. Tallent is not hurting
Dick, but the storyline does. This is because the
documentary film producers are furious that Dick
lied to them, and so, when they find out Tallent is
leaving, they choose to tell Dick. This moment is
cruel, and it is meant to hurt Dick. How Tallent
would have handled it remains a mystery, and
instead, we see Dick fall apart and attack the
bewildered Tallent during their last show together.
Dick gets no resolution or a moment of honesty
with Tallent. Instead, he kills himself.
Felsen leaves the people he loved behind, gambles
all his money away, and is harmed in the pursuit of
his goals, yet he is treated with dignity, as if there is
honor in his persistence. Packard even says he is a
“winner” for feeling that way, saying “some men
never get to feel that way about anything” (Rossen,
1961). Packard’s only goal is to have Felsen. Yet she
is hurt by this. He slaps her in a scene where she is
seeking reassurance that he won't leave her. When
she gets anxious because he is leaving - “For how
long?... A week, a year?” - she gets angry and begins
to walk in the rain (Rossen, 1961). This is treated as
an overreaction: “Oh, grow up,” he says to her
(Rossen, 1961). But Felsen finally has money, says
he felt he was hustling her in the beginning, and
has left others before. Her anxiety is
understandable: The men in her life have left her
and she clings to him, even leaving her life behind
to travel with him and his new employer.
She’s punished for this, too. After Felsen takes her
money to play again, she goes to him, telling him
that the people he plays with are “perverted,
twisted, crippled.” It should be noted that she’s
used those words for herself before, and for what
they do together. He pushes her away, screaming at
her “Would you get off my back, Sarah? Once and
for all, will you get out, will you get off my back?!,”
and he returns to playing pool (Rossen, 1961).
Eventually, she is used as a bargaining chip by his
employer, and after having sex with him, she
writes those words again on a mirror “perverted,
twisted, crippled,” before killing herself. There’s no
reason for this tragedy, no reason for her to have
been rejected by Felsen or his employer, no reason
for her to hate herself, other than her love for him.
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Desmond is punished in her own ways. She is
manipulated and lied to by Von Mayerling and
Gillis, who consider her too fragile to consider the
truth. Her attempts at sharing her love and money
with Gillis are seen as distasteful by other
characters - even by Gillis himself, who is full of
shame and regret as he tells another character of
his relationship with her. Gillis admits he engaged
in the relationship because he needed money, yet
the storyline presents Desmond as the person
whom we should be angry at, horrified by. It is she
who did the seduction, who clung on to him, and
it is she who is still delusional.
STATUS.
In Levy’s (1990) content analysis of the Best Actor,
Best Actress, Best Supporting Actress, and Best
Supporting Actor Academy Award winning films
from 1927-1986, he found that about 10% of the
leading men never made allusions to their
relationships status (and even more didn’t when
they were supporting characters), while the
women’s status was often used as a plot device. In
Sid and Nancy, The Hustler, and Sunset Boulevard, the
women’s single status makes them desperate,
pitiable beings. Spungen sees Sid as her property:
She proudly shows him off to her family, and
when they respond with politeness and concern,
she explodes. She expected them to be proud of
her for being with a talented and famous man. In a
scene where his management offers Sid money to
go on tour, she says “You think you can buy Sid off
me?” as if he were an object (Mainon & Ursini,
2007). She is criticized by other characters for
making her life revolve around Sid’s, but her life,
like Packard’s, is given no larger context. For
Packard, her relationship is also source of pride.
When Felsen moves in with her, she talks about
feeling like talking to every neighbor and telling
them “I’ve got a fella” (Rossen, 1961).
Hard Core Logo’s characters can brag about their
single status. For example, Joe Dick says “Billy
wants the models and limousines, while I'm happy
with hookers and taxicabs” (Haebler et al., 1996).
Dick even loses all the money from the tour when
he is robbed by two sex workers he has hired.
While this is frustrating to other characters, it never
translates to portraying Dick as pathetic. He wants
to be in some sort of relationship with Tallent, but
no characters seem to pity him for that. They feel

anger over his actions, but not pity. This implies
that women’s relationship status is vital to
understanding them and that it is a central part of
their lives. Their singledom is a tragedy, while the
men’s singleness allows them to explore and have
fun.
Levy (1990) found that one third of the women did
not have jobs and the rest were mostly actresses
(particularly the “fading star”) and sex workers.
These trends hold true: Spungen from Sid and
Nancy is unemployed and occasionally works as a
dominatrix, Desmond from Sunset Boulevard is a
former actress, and Packard from The Hustler is an
unemployed, alcoholic student. However, the men
in Hard Core Logo and Burnt Money have jobs which
offer them “coolness”: punk rock band members
and bank robbers. The female characters also
reflect a larger trend Levy (1990) noted: Female
characters’ largest attributes were “sex and
suffering” (p. 65). They were sexual creatures, and
they were victimized both by and within the story,
something that did not happen to the men in the
stories (Levy, 1990). The finding that women are
mostly shown to be suffering and pressured to
find a mate is important to note when considering
the differing ways male and female anxiety is
portrayed in film.
DESIRE.
Desire remains unfulfilled. Sexual desire is a
confusing part of the Desmond/Gillis and Tallent/
Dick storylines: It is heavily implied that our
anxious characters desire the other sexually, but
any sex remains decidedly off-screen. In Hard Core
Logo, we have a character refer to a sexual
encounter between Tallent and Dick, while Gillis is
occasionally questioned about his romantic and
sexual relationship with Desmond, which he never
denies. Both Desmond and Dick want to create
something artistic together with their partners, and
both are heartbroken when this does not take
place. Burnt Money “evokes with extraordinary erotic
intensity the brooding, premonitory atmosphere of
sexual desire between” Nene and Angel, but their
sex remains off-screen, and even ceases to be a
part of their relationship, as determined by Angel
(Greven, 2013, para. 1). Vicious and Spungen’s
relationship, as well as Felsen’s and Packard’s is
more overt about their sexual acts: After all, the
characters are in clearly defined romantic
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relationships. However, their thwarted desires take
other forms. Both Spungen and Packard want their
partners to be successful, to reassure them of their
worth, to leave and help them leave the seedy
world they occupy. Neither is successful.
Norma Desmond had to preserve her beauty and
attempt to look younger than she was, and so, her
desirability - or lack thereof - is tied to her anxiety.
In turn, it is this anxiety that is the reason we
should consider their relationship dirty and her
sexual attraction towards him wrong. Desmond, in
one scene, clearly sees Gillis as her partner,
showering him with gifts and saying “What's (my
money) for but to buy us anything we want!”
(Brackett & Wilder, 1950). He responds with “Cut
out that ‘us’ business!” and accuses her of not
considering whether he had other relationships
(Brackett & Wilder, 1950). She stands up and says
“What you’re saying is you don't want me to love
you” and slaps him (Brackett & Wilder, 1950). At this
time, Gillis begins to have a romantic and work
affair with a young friend, and he begins to come
home late. Desmond waits up for him and has
nervous breakdowns around it. Clearly, she is
already attached to him, but those feelings are not
returned. Instead of focusing on the fact that Gillis
is still using her, the film shows her as being
hysterical.
Desmond’s sexuality is already taboo - a widow in
her fifties pursuing a younger man is still shocking
to see in film. Her desire to retain the fame she
believes she still has and to revive the glory she
desires, is treated as unseemly, as a delusion, and
as greediness that can lead to madness.
For her part, Spungen is accused of making sexual
or romantic overtures before she ever does
anything of the kind. She is both considered sexual
and rejected when she simply exists. For example,
in one scene, she joins a mass of people sleeping
on the floor, quietly taking off her bracelets and
sitting down, yet a character accosts her by saying
“That’s all you think about. Sex. Sex is ugly. None
of your free hippy love shit here!” (Fellner & Cox,
1986). She grimaces and lays down, attempting to
sleep, not to seduce anyone, yet Vicious comments
“Sex is boring,” and she, frustrated at being
sexualized in this moment, turns away (Fellner &
Cox, 1986). Later on, after they have sex, she
mentions she’s anxious about being left behind
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while he’s on tour, and so, she wants to have sex
again. He begins screaming at her over this display
of anxiety and leaves her in the middle of the
night as she apologizes and pleads for him to stay.
Her desires for sex, for company, and for success
are all considered ugly and overly ambitious. The
female characters reflect a larger trend in film:
Female characters’ largest attributes were “sex and
suffering” - they were sexual creatures, and they
were victimized (Levy, 1990, p. 65).
Felsen is driven by his desire to win in The Hustler,
but Packard is given no desires of her own beyond
wanting Felsen. She goes to school, but it is merely
a distraction. She lives a life dependent on alcohol
and Felsen, and this becomes tightly bound from
their first meeting. She tells him the truth about
who she is and what she does, as she seems
compelled to be herself with him. She mentions
that she drinks five days a week, especially to
sleep, and he simply offers to buy her more drinks
and buys her a bottle even when she’s refused
more alcohol. Their relationship becomes this:
drinking, sex, and her anxiety that he will leave her.
It culminates in her writing “We have a contract of
depravity,” and saying “We never talk about
anything, we stay in this room and we drink and
we make love. We're strangers. What happens
when the
24
liquor and the money run out?” (Rossen, 1961). And
she asks him if he plans on leaving her once she
can no longer support him.
Despite their relationship, he keeps her at a painful
distance. When she questions why he’s interested
in her, he doesn’t reassure her, just kisses her.
When she asks why he wants to visit her later in
the day, he again doesn't answer her, and even
after she suggests they shouldn't be together, he
simply says he’ll move in with her. This sort of
behavior is typical of him. For example, this
dialogue exemplifies the pattern:
Packard: I love you, Eddie.
Felsen: You know, someday, Sarah, you're gonna
settle down... you're gonna marry a college
professor and you're gonna write a great book.
Maybe about me. Huh? Fast Eddie Felson...
hustler. Packard: I love you.
Felsen: You need the words?
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Packard: Yes, I need them very much. If you ever
say them I'll never let you take them back.
He doesn’t reply, but later on he says “I’ve got no
idea of love. I got no idea of love. Neither of you, I
mean, neither one of us would know what it was if
we saw it comin' down the street… What's your
idea of love - chains?” (Rossen, 1961).
When Felsen takes her on his would-be business
trip, his new employer tells her she’s “here on a
raincheck and I know it. You’re hanging on by your
nails” and that if Eddie finds success, he’ll leave her
behind (Rossen, 1961). This might truly be her fear:
She seems her happiest and most sober when he
is unable to play because of his injuries. After this,
she resumes her drinking, and she begins to drink
more and more as she comes to feel neglected by
Felsen.
The men with romantic anxiety are not punished
for their sexuality or their ambition, though they
are equally hurt for their love. In Hard Core Logo, Dick
says his desire is to continue to make music as
Hard Core Logo; however, this desire is dependent
on Tallent’s being there. He says “I’ll still be writing
songs, you know, and if Billy's into it” (Haebler et al.,
1996), and later, he is willing to cut with the rest of
the band as long as he has Tallent by his side. This
can be coupled with the implications that he is in
love with Tallent and desires a sexual and/or
romantic relationship with him. Baker (1998), in his
novel about his screenwriting process for the film,
remarks on one scene:
(Joe chooses a) 1950s Technicolor romance
about a self-destructive musician who goes to
the brink of death for love, but is delivered unto
a happy ending with Doris Day (a weirdly
idealized Billy Tallent). Billy’s scorn for Young at
Heart warns Joe not to expect a happy ending to
this renewed courtship. (p. 105)
Dickinson (2007), writing in Screening Gender, Framing
Genre, argues that “Joe is indeed courting Billy, both
artistically and interpersonally” (p. 194) through
moments where Dick kisses Tallent’s cheek, leans
in trying to get a kiss, and even manipulates his
band, his fans and the filmmakers, all in order to
court Tallent.
This desire for Tallent is in direct conflict with his
sabotage of Hard Core Logo’s success - something

which Tallent desperately wants and which he
thinks Dick has impeded in order to hurt Tallent.
Cordingley (n.d.) reads Tallent as searching for fame,
regardless of what kind of band he is in. Tallent’s
desires are more straightforward: Though he says
"I've known Joe since I was thirteen and, um, I love
him more than anyone I've met since" (Haebler et
al., 1996), he is trying to make music and have
fame, with or without Hard Core Logo, and this
desire is both vocalized and fulfilled, unlike Dick’s.
Whatever Joe Dick’s true desires are, they are
hindered by his own behaviors and by the
punishments he receives.
Again, it is not Angel’s sexuality or ambition that
hurts them, but it is his love. It is Angel who
refuses to have sex, at first without saying why, and
eventually breaking down, saying “I know it hurts
him, but I can’t help it. You have to save the semen,
it is sacred” (Kramer et al., 2000), likely a result of
his illness. The thwarted desire here is the desire to
run away, to conduct the heist safely, to be together.
Angel’s desire to be close to Nene, however, is
paramount. He accepts Nene having a lover, as long
as that means they will stay close. He says he wants
to save Nene from his own self-hate and to escape
to the United States, escaping his mental illness
and the darkness in Nene. Sadly, the storyline - and
reality - stop this from being so.
REPRESENTATION.
Diversity of media does not bring diversity of
representation. These negative portrayals of people
with romantic anxiety - women in particular - can
be found in a variety of films: Sunset Boulevard is part
of the 1950s film noir movement; Sid and Nancy is a
British punk biopic from the 1980s; The Hustler is a
sports film from the 1960s; Hard Core Logo is a
Canadian indie mockumentary from the ‘90s; and
Burnt Money is an action thriller from Argentina,
made in 2001. Their source inspirations are equally
diverse. Burnt Money is based on a book written by
Ricardo Piglia, who investigated a bank robbery in
1960s Argentina, and included witness statements
and reports from journalists, associates, and police.
Hard Core Logo is based on a poetry and multimedia
fiction book. Burnt Money, like Sid and Nancy, is based
on real-life people and situations.
Despite this diversity in form and source, the films
all have characters with romantic anxiety who are
seen as pathetic by other characters and are
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punished by the story’s end - through insanity or
death. This implies that the portrayals are part of a
larger message or cultural belief we have regarding
romantic anxiety and how anxious individuals
should be treated. Given the way films are used as
a way to learn appropriate behavior, analyzing their
messages might help us understand how viewers
are likely to respond when someone in their life
displays anxiety within a romantic relationship. Are
the anxious characters dismissed, punished, or
silenced?
Further Study
Stories matter because humans are social
creatures, need stories in order to make sense of
things, and look for a narrative most strongly
when things do not make sense (Wood, 2001).
Wood (2001) argues that the hardest narrative to
accept is the one they must create themselves, as
the media does not endorse it. This narrative is
one that encourages leaving - it’s one that requires
the victim to believe they are worthy without a
man, that they are not disloyal, that they can love
and not forgive (Wood, 2001). Narratives around
romantic anxiety are likely to be just as harmful:
They encourage a person to not voice their needs,
to question themselves, to become obsessed with
any signals that the relationship might be in
trouble (Levine & Heller, 2010). Yet these same
beliefs and behaviors make the anxious character
worthy of derision in our stories. Wood (2001)
urges future content creators to weave “alternative
gender and romance narratives into the structures
and practices” (p. 239) of our culture, as her study
reflects the importance of this.
In analyzing these works and their connection to
larger societal issues, we must remember the
limitations of media content analysis. This type of
research can only tell us - though we are looking
at films across genres and times - so much about
our culture and the way we regard romantic
anxiety. Other forms of media, as well as day to
day oral communication, have their own impact
and their own way of expressing our culture’s
attitudes towards romantic anxiety. In further
works on the subject, I would like to have others
recode these films, I’d like to analyze a larger
sample of films, and would like to conduct more
work with the audience. For example, a shortanswer survey would help us better understand
individual’s own thought processes on the subject:
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asking participants to think about different films
they have watched, how the storylines and other
characters treat the character displaying anxiety
regarding the relationship, and their opinions - was
it justified, is it likely in real life, etc.. As Collins
(2011) points out, when studying how people view
certain behaviors and attitudes because of the media,
it is faulty to “focus on testing associations
between use of a medium (e.g., hours of television
viewing) and outcomes” (p. 296) considering the
many ways people are exposed to media and the
way media is both a result and enforcer of culture.
Because of this, she presses the need for
interdisciplinary research that uses surveys,
experimental research, and content analysis to
better explore these connections (Collins, 2011).
In addition, I would like to use it in conjunction
with Sprecher and Metts’ Romantic Beliefs Scale,
which measures a respondent’s beliefs of broad
romantic ideal themes, to see a participant's larger
cultural beliefs about relationships and how
different institutions can reinforce these beliefs,
like the family, schools, churches, and media.
Conducting focus groups would allow us to
examine the oral communication around it and
allow audiences themselves to help shape that
conversation. Particularly with younger audiences,
like teenagers, giving them the opportunity to
contribute new ideas and avenues of research
could help future researchers. In contrast with
other research, which has asked participants to
name how many popular romance films they have
watched, this study would be more open to
whatever genre a participant prefers.
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COPING WITH THE
PSYCHOLOGICAL
EFFECTS OF RACIAL
MICROAGGRESSIONS
IN COLLEGE
By Victoria Copeland

Abstract
The goal of the proposed study is to investigate
the negative implications, moderators, and coping
mechanisms of college students who experience
racial microaggressions. The study’s sample
consists of undergraduate African-American
Psychology students who were recruited via the
SONA system at the University of Nevada, Las
Vegas. Participants were asked to complete the
following questionnaires: the Racial and Ethnic
Microaggressions Scale (REMS), the Depression
Anxiety Stress Scales (DASS), the Buss-Perry
Aggression Questionnaire (BPAQ), the Rosenberg
Self-Esteem Scale (SES), and the COPE Inventory.
Data collected from the completed questionnaires
were inputted into the SPSS for analysis. The
findings of this study will help provide faculty
members, students, and health care providers with
ways in which they can create a more inclusive
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and welcoming environment for all students,
including African-Americans.
Coping with the Psychological
Effects of Racial Microaggression
in College
Microaggressions are many times a manifestation
of racism and thus are oppressing and can be detrimental to the physical and mental well-being of
many minority populations. Jacobs (1994) stated
that oppression is “the primary source of all psychopathology that doesn’t have a basis in disease,
illness, or genetics”. Oppression can also be
described as the loss or lack of empathy and
defined as abuse or similar mistreatment, obvious
or not, that leads to psychological distress, pain, or
suffering (Hanna, Talley, & Guindon, 2000). As such,
discrimination and racism go hand in hand with
oppression (Hanna, Talley, & Guindon, 2000).
Microaggressions can lead victims to be less social
or interactive in classrooms or campus settings, as
well as in everyday life. Specifically racial microaggressions can be defined as subtle everyday acts of
racism that are often unintentionally produced but
often harmful to victims (Sue, Capodilupo, et al.,
2007). Originally coined by Chester Pierce, microaggressions are thought to be elaborate and to
Challenge the victim to maintain hope, self-esteem,
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and other psychological resources (1995). Pierce,
who was one of the American Psychological
Association (APA) members who protested for
more emphasis on racism in mental health,
believed that “ones adaption to the stress of a
dominator depends on how well one defends selfimage” (Pierce, 1995). Thus coping mechanisms and
self-esteem may play a significant role in how
microaggressions are perceived and dealt with.
The goal of the proposed study is to further look
into the negative implications of microaggressions
among college students. Our study will investigate
how aggression and self-esteem may play roles as
moderators in the relationship between negative
psychological effects and microaggressions.
It will also investigate the different types of
coping mechanisms used by African-American
students and how these coping mechanisms can
moderate the severity or duration of negative
psychological symptoms. Furthermore, we will
look at the duration of coping mechanisms, the
extent to which they deter and diminish negative
psychological symptoms, and the reluctance or
willingness of participants to seek psychological
help when symptoms of depression, anxiety, or
stress are present. Sue, Capodilupo et al. state
that there are different types of microaggressions
classified as Microassaults, Microinsults, and
Microinvalidations (2008). Microassaults are overt,
direct, or purposeful verbal or nonverbal actions
against a victim. Examples of microassaults
would be someone crossing a street or taking a
different route purposefully to avoid a victim or
calling someone “Oriental” in an offensive context
(Sue, Capodilupo, et al., 2008). Microinsults are
usually thoughtless statements made when the
perpetrator disregards a person’s ethnicity or
identity (Sue, Capodilupo, et al., 2008). An example
of a microinsult is saying “You have nice hair for
a Black girl”. Microinvalidations occur when a
perpetrator ignores the emotions of a victim and
their life as a person of color (Sue, Capodilupo, et
al., 2008). An example could be a teacher calling
a student sensitive because of their stance about
discrepancies in health care for Black women.
According to Sue et al. (2008) there are also five
domains in which victims of microaggressions
explain their experiences: incident, perception,
reaction, interpretation, and consequence.
Incidents are known as verbal, behavioral, or
environmental situations that may occur to victims

as subtly racist (Sue, Capodilupo, et al., 2008). For
example, a woman may clench her purse when a
Black male enters an elevator. Perception is when
a participant questions the intent of the incident
which leads to a reaction. Immediate reactions can
lead to various immediate emotional, cognitive,
or behavioral consequences (Sue, Capodilupo, et
al., 2008). Victims may additionally think about
patterns of behavior and the significance of the
incident meaning they are interpreting the event.
Most victims felt ostracized, left out, generalized,
and/or inferior to others (Sue, Capodilupo, et al.,
2008). Thus, the consequences of these incidents
arise, and lead to psychological effects that may
occur. In Sue’s specific research there were feelings
of powerlessness, invisibility, lower integrity, and
pressure (2009).
Literature Review
NEGATIVE EFFECTS OF DISCRIMINATION.
As stated in the introduction, racial microaggressions are defined as everyday acts of subtle racism
that are usually unintentional, and harm the physical and mental well-being of minority populations
(Sue, Capodilupo, et al., 2007). Though slight and
unintentional, racial microaggressions can cause
psychological distress to victims as well as hold
them back from opportunities to succeed in many
different areas of their lives.
According to Rowe (1990) the “glass ceiling” theory
explains that African-Americans are inhibited
from reaching the top of Anglo male institutions
and companies. This type of oppression can be
manifested in actions like not inviting AfricanAmericans strategy meetings, ignoring coworkers,
or in offering African-Americans unequal pay
(Rowe, 1990). Rowe describes microinequaties
as nearly synonymous to microaggressions,
“Actions which are unjust toward individuals when
reasonable people would agree…” In these type
of “glass ceiling” environments, minorities have a
more difficult time finding adequate help in dealing
with discrimination since microinequaties are so
commonplace (Rowe, 1999).
These discriminatory experiences or stressors
can lead to many psychological symptoms such
as stress, anxiety, and depression which have
been mentioned by various researchers (Wang,
Leu, & Shoda, 2010; Sue, Capodilupo, & Holder,
2008; Harper et al., 2011; Utsey, Giesbrechy, Hook,
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& Stanard, 2008; Broudy et al., 2007; Noh &
Kasper, 2003; O’Keefe et al., 2014; Franklin, 2000;
and Brondolo, 2008). According to Lazarus (1984),
“if any event in one’s environment is appraised
as threatening or taxing one’s resources than
it is considered a stressor”. As such, Wang, Leu,
and Shoda believed that internalizing emotions
would increase when there are stressful situations
due to race (2010). Their results showed that all
negative emotions including anger, resentment,
anxiety, shame, and embarrassment increased
whether internalized or externalized, during a
race-relevant appraisal (Wang, Leu, & Shoda, 2010).
Franklin and Boyd-Franklin (2000) also found that
microaggressions promote defensive thinking,
anger, internalized rage, depression, violence, and
stress. According to the “Invisibility Syndrome,
“African Americans may also be led to believe
that “their true personality and unique abilities
are hidden by a cloak of psychological invisibility
woven by attitudes of prejudice and discrimination
on the part of others” (Franklin & Boyd-Franklin,
2000).
Ethnic discrimination as explained by Broudy et al.
(2007), may also affect how victims interpret and
react to future discriminatory acts. They added
that acute episodes of discrimination can occur
repeatedly and may deplete coping resources,
leading to more stress (Broudy et al., 2007). In
their study, 113 participants at a community health
center documented their daily stress in a diary and
also completed the Perceived-Ethnic Discrimination
Scale-Community Version (PEDQ-CV; Contrada et
al., 2001), The Taylor Manifest Anxiety Scale (Taylor,
1953), the Marlowe-Crowne Social Desirability Scale
(Crowne & Marlowe, 1960), The Hostile Attribution
and Cynicism subscales of the MMPI-based
Cook and Medley Hostility scale (Barefoot et al.,
1989), and the PROC Mixed which is a procedure
developed by the SAS Institute (Littell et al., 1996).
Results suggested that ethnic discriminations were
associated with negative moods and negative social
interactions which also allowed for higher levels
of anger, sadness, and nervousness (Broudy et al.,
2007).
Sue, Capodilupo, & Holder investigated the
continual exposure to microaggressions and how
they would affect an individual’s overall wellbeing
(2008). Their research also attempted to explain
how dealing with microaggressions changed ones
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daily experiences, hypothesizing that dealing with
racial microaggressions on a regular basis would
have a negative effect on their psychological
wellbeing (Sue, Capodilupo, & Holder, 2008). In a
focus group conducted by Sue et al. (2008),
participants were asked eight questions about
microaggressions that lead to seven themes:
Assumption of Intellectual Inferiority, Second-Class
Citizenship, Assumption of Criminality, Assumption
of Inferior Status, Assumed Universality,
Underdeveloped Incidents and Responses, and
Assumed Superiority of White Cultural Values/
Communication Styles. Assumption of Intellectual
Inferiority frequently occurred in workplace and
academic environments where minorities were
thought to be inarticulate or intellectually inferior
(Sue et al., 2008). Second-Class Citizenship
occurred in various environments such as
restaurants or stores, where minorities were
treated as lesser or “toxic” (Sue et al., 2008). Many
Black Americans are still believed to be potentially
violent and are often followed or monitored; in
other words there is an Assumption of Criminality
(Sue et al., 2008). There is also Assumption of
Inferior Status, where some participants expressed
that they were assumed to be uncultured, poor,
and occupying lower career positions (Sue et al.,
2008). Assumed Universality occurs when one
person feels forced to represent their entire race.
Participants explained that they were judged for
actions of other people of the same race, or had to
be the voice for the entire race (Sue et al., 2008)
Additionally, participants explained that black
cultural values and communication styles are
seen as inferior and often have to be altered
for example in interviews. This is an example of
Assumed Superiority of White Cultural Values/
Communication Styles. Participants explained that
they had to change the texture or style of their
hair because it could be seen as “weird”, while
others had to change how they spoke (Sue et al.,
2008). Other incidents that occur, for example
babies being called “monkeys” or being called
“nigger” are categorized under Underdeveloped
Incidents and Responses (Sue et al., 2008). These
themes will be seen again in the Racial and
Ethnic Microaggressions Scale (REMS; Nadal et
al., 2011), as they are commonly experienced by
many African Americans and can be the cause of
psychological distress.
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It is believed that absence of adequate coping
resources in combination with daily hassles and
stressors, can disrupt a person’s psychological
equilibrium and cause stress (Utsey et al., 2008).
Two hundred and fifteen participants in Utsey
et al. (2008), study were administered the Brief
Symptom Inventory (BSI-18; Derogatis, 2000) to
measure psychological and psychiatric symptoms
and distress, the Holmes-Rahe Social Readjustment
Rating Scale (SRRS; Holmes & Rahe, 1967) which
measures stressfulness associated with life
events, the Index of Race-Related Stress-Brief
(IRRS-B; Utsey, 1999) which measures race-related
stress experienced by African Americans, the Life
Orientations Scale Revised (LOT-R; Scheier et al.,
1994) which measure optimism, as well as the
Ego-Resiliency Scale (ER89; Block & Kremen, 1996).
Results indicated that racism was a powerful
predictor of psychological distress, more so than
stressful life events (Utsey et al., 2008). This may be
supported by the fact that racism is systematic and
impacts multiple aspects of life such as education,
employment, and social engagement (Utsey et al.,
2008).
Sue (2008) believes that stressors such as
employment problems, marital distress, taxing
exams, and immigration adjustment are all seen
as daily hassles that affect one’s psychological
wellbeing, thus microaggressions are significant
because they can do the same. According to Sue
(2008) and Selye (1956, 1982) the General Adaptation
Model explains that microaggressions simulate
a reaction similar to one of virus and bacteria
on a body, such that it induces resistance, wears
down a victim, and consequently effects their
responsibilities and work outcome.
At times, psychological symptoms may become so
severe that suicidal ideation becomes a critical issue.
O’Keefe and colleagues (2014) conducted a study
with 405 undergraduates at a Midwestern university
using the RMAS (Torres & Diaz; 2012) for Racial
Microaggressions, The Center for Epidemiologic
Studies–Depression Scale (CES-D; Radloff, 1977)
for depressive symptoms over a week, and The
Hopelessness Depressive Symptom Questionnaire
–Suicidality Subscale (HDSQ-SS; Metalsky & Joiner,
1997) for suicidality within the past two weeks. They
not only found that microaggressions were related
to an increase in depression for Black participants,
they found that RMAS and suicidal ideation was

positively correlated (O’Keefe et al., 2014). Those
who experience frequent racial microaggressions
may increase symptoms of depression which
may lead to suicidal ideation and vulnerability to
depression in the future (O’Keefe et al., 2014).
NEGATIVE EFFECTS IN HIGHER EDUCATION.
According to Minikel-Lacocque (2012), college
experiences for underrepresented students are
defined by much more than passing classes and
graduation rates. When conducting focus groups
with Latinos transitioning into a Midwestern
university, she unveiled the thoughts and feelings of
those who experienced discrimination. Participants
in her study explained that they felt isolation and
invisibility because of constantly being ignored,
sticking out, and being stereotyped (MinikelLacocque, 2012).
In another study using higher education student,
it is shown that black residents who attend
predominantly white universities experience
oppression frequently and consequently experience
degrees of anxiety (Harper et al., 2011). Harper et al.
(2011) held a focus group with 52 participants who
were residence assistants at predominantly white
universities. These students explained how they
would experience racial insults and greetings like
“what’s up my nigga” as well as seclusion, and thus
felt a need to work harder than white peers (Harper
et al., 2011). They also stated that they were targeted
more for their mistakes and endured a great deal
of stress due to being pressured to conform to the
norms of the school.
COGNITIVE EFFECTS.
Not only do discriminatory acts like
microaggressions affect one’s psychological wellbeing and overall academic or work performance,
they also negatively impact one’s cognitive
ability. Cadinu et al., (2005) studied participants
using the Intrusive Thoughts Hypothesis. They
believed that intrusive thoughts such as a sense
of inadequacy during a threatened condition
would affect cognition. In their study they had 60
women participate in a threat or non-threat task
where they had to complete a mathematics test
under a stereotype threat. Between every exercise
participants had to write their thoughts on a blank
sheet of paper. Results of their ANOVA found that
during the second part of their test, participants
showed significant performance decline with a
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higher number of negative mathematically-related
thoughts such as “these are too difficult for me”
(Cadinu et al., 2005). Their results showed that
stereotype threat had a direct effect on how a
participant performed on their quiz.
Supportive evidence is also provided by Salvatore
and Shelton (2007) who explained that exposure
to ambiguous prejudice may be detrimental
to short term cognitive functioning of African
Americans. Their study included 255 participants
from Princeton. These participants were asked to
give hiring recommendations that were blatantly
motivated, ambiguously motivated, or not
motivated by racial prejudice (Salvatore & Shelton,
2007). Afterwards, participants completed a colornaming task to assess for cognitive impairments
(Salvatore & Shelton, 2007). Results showed
that there were impairments when an in-group
member was being evaluated by an out-group
member, that Blacks were better prepared to cope
with blatant prejudice, and that White participants
were impaired mostly by blatant prejudice
(Salvatore & Shelton, 2007). This reaffirms the
theory that many White people are unaware of
ambiguous racism and microaggressions that may
be unintentional on their part. It is vital that this
is acknowledged and that African-Americans are
prepared with characteristics and tools that may
help them combat negative cognitive effects.
SELF-ESTEEM AS A MODERATOR.
Nadal, Wong, Griffin, Davidoff, and Sriken (2014)
examined the impact of microaggressions on
the self-esteem of college students. Their study
questioned whether lower self-esteem can be
predicted by microaggressions, and, if different
racial groups experience microaggressions in a
different manner (Nadal et al., 2014). The study
sample was composed of 225 undergraduate
students from a college in the Northeast.
Participants completed a demographics
questionnaire, the REMS, and the SES. After analysis
of self-esteem and relation to microaggressions,
a weak negative correlation between self-esteem
and microaggressions confirmed that the more one
experienced microaggressions the lower their selfesteem (Nadal et al., 2014). Nadal et al. also found
that microaggressions, specifically experienced in
workplace and school, resulted in higher loss of
self-esteem (2014).
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Using the Pre-Encounter Self-Hatred subscale of
the Cross Racial Identity Scale, Szymanski and
Gupta (2009) investigated how self-esteem was
correlated with internalized racism. They found that
self-esteem was significantly negatively correlated
with internalized racism and that self-esteem
could mediate the relationship between these
internalizations and distress (Szymanski & Gupta,
2009).
COPING MECHANISMS.
Sue explained that according to the De La Fuente
(1990) model of Crisis Decompensation, if a coping
strategy is ineffective then the psychological
symptoms such as confusion, anxiety, anger, and
depression become more severe (Sue, 2008). As
research shows, coping may combat the many
acts of racism and psychological consequences
of discrimination and racism. Noh and Kasper
(2003) focused on two types of coping responses:
problem focused coping and emotional coping.
They found that problem-focused coping styles
such as confrontation, formal action, and social
support seeking were more effective in reducing
depression caused by discrimination, but were the
most detrimental to one’s health (Noh & Kasper,
2003). Additionally, they found that emotional
coping responses such as passive acceptance and
emotional distraction were also available, though
could have negative effects if used frequently (Noh
& Kasper, 2003).
More coping mechanisms were revealed by a
study conducted by Lewis et al. (2012) where 17
African American students participated in focus
groups pertaining to coping. The results from the
study concluded in five reoccurring coping themes:
Using One’s Voice as Power, Resisting Eurocentric
Standards of Beauty, Leaning on One’s Support
Network, Becoming a Black Superwoman, and
Becoming Desensitized and Escaping (Lewis et al.,
2012). Results found that African American woman
have self-efficacy and a voice that allows them to
defend themselves against insults towards their
wisdom, appearance, or overall ability. It was also
observed that black woman rely on their friends
and family for support (Lewis et al., 2012). Lewis et
al. found that participants had to assess the
stressful situation, evaluate options wisely, and
chose their option of resistance: collective or selfprotective coping (2012).
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Grier-Reed (2010) proposes that creating sanctuaries
and counter spaces like the African American
Student Network may further assist students in
coping with racial microaggressions. These
networks are used to discuss experiences and
create trust that may help combat microinsults and
microinvalidations (Grier-Reed, 2010). Solórzano
(2000) also believed that social counter spaces are
essential for students.
The goal of the current study is to further look into
the negative implications of microaggressions
among college students. Our study will investigate
how aggression and self-esteem may play roles as
moderators in the relationship between negative
psychological effects and microaggressions. We will
also investigate the different types of coping
mechanisms utilized by victims of
microaggressions. We predict that aggression and
self-esteem will be correlated with psychological
effects and microaggressions, and hope to gain
insight into effective coping mechanisms and
habits.
Method
The current study investigates the following questions:
1. What type of microaggressions do AfricanAmerican students at UNLV experience, if any?
2. Will the amount of aggression one has impact
the amount of microaggressions experienced by
a student?
3. How does aggression correlate with coping?
4. Does self-esteem moderate the psychological
effects of racial microaggressions? Self-esteem
may act as a shield and protect victims from
feelings of depression, stress, and anxiety.
5. What are the most prevalent forms of coping in
our sample?
6. Do African-Americans in this study seek
professional help for their symptoms due to
racial microaggressions?
PARTICIPANTS
The participants will include over 150
undergraduate Black/African-American students
who are between 18 to 60 years old. The
participants will be recruited on the UNLV campus
and through the psychology research SONA system
MATERIALS
An informed consent will be the first form
explained to participants. After consenting, a

demographics questionnaire that includes questions
about age, gender, GPA, credits currently in progress,
and school standing, will be administered. The
study will also utilize four different questionnaires
and scales. The Buss-Perry Aggression Questionnaire
(BPAQ; Buss & Perry, 1992) is a 29 item scale that
includes four factors which are physical aggression,
verbal aggression, anger, and hostility. The Rosenberg
Self-Esteem Scale (SES; Rosenberg, 1965) is a 10-item
scale that measures global self-worth with negative
and positive feelings of self. The Depression, Anxiety,
Stress Scale (DASS; Lovibond & Lovibond, 1995)
is a 42-item questionnaire that includes three
self-report scales that measures the appropriate
negative emotional scales. Depression scales assess
dysphoria, hopelessness, devaluation of life and
more. The stress scale looks at chronic non-specific
arousal, being easily agitates, irritable, and impatient
as well as difficulty relaxing. The anxiety scale
assesses autonomic arousal, situational anxiety, and
subjective experience of anxious effect. The Racial
and Ethnic Microaggressions Questionnaire (REMS;
Nadal, 2011) uses a six factor model to investigate
the types of microaggressions that people of color
experience. The six factors are Assumptions of
Inferiority, Second-Class Citizen and Assumptions
of Criminality, Microinvalidations, Exoticization/
Assumptions of Similarity, Environmental
Microaggressions, and Workplace and School
Microaggressions (Nadal, 2011). The COPE inventory
(COPE; Carver, Scheier, & Weintraub, 1989) uses
five scales to assess different ways people respond
to stress: active coping, planning, suppression of
competing activists, restraint coping, seeking of
instrumental social support. It also uses another
five scales to measure aspects of emotion-focused
coping such as seeking of emotional social support,
positive reinterpretation, acceptance, denial, and
turning to religion (Carver, Scheier, & Weintraub,
1989). Lastly, it uses three more scales to measure
coping responses that are “less useful” such as
focus on and venting of emotions, behavioral
disengagement, and mental disengagement (Carver,
Scheier, & Weintraub, 1989).
The Supplemental questions of this study are as
follows:
1. Please list any extracurricular activities or hobbies
2. you participate in inside or outside of school?
(e.g., Honor Society, Sorority, Fitness Group, Gym
membership, Intramural Sports, Clubs, Film
societies).
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3. How often did/will you participate in these
hobbies or activities this week? (e.g., once a week,
twice a week)
4. Do you ever participate in these activities
to alleviate stress, sadness, or any other
psychological symptoms? If so, for what
symptoms? (e.g., stress, sadness, etc.)
5. How frequently do you participate in these
activities to alleviate psychological symptoms?
Please give a rough estimate (frequently, not
frequently, etc.).
6. Do you ever use these activities to alleviate
psychological symptoms from experiencing
microaggressions?
If yes, how frequently (frequently, not frequently,
etc.).
7. Would you ever seek professional help because of
microaggressions? Why or why not?
8. What is your major?
9. What is your minor?
10. What are the approximate number of hours
spent on the UNLV campus during school
semester:
Procedure
The participants will access the internet based study
via direct link or through the UNLV SONA system by
signing up. They will complete the Qualtrics study
after consenting. Participants will be compensated
one class credit per hour. There are moderation
questions in every questionnaire to ensure that
participants are truthfully answering questions and
reading though all of the scales. Participants who
answer these questions wrong will be omitted from
the final study analysis. After the conclusion of the
study they will receive their credit. If students are
voluntarily taking part in the study without using
SONA they will not receive compensation.
Results
Results will be entered into SPSS and then ANOVA
and multivariate regression statistical analyses
will be performed. Correlation analysis between
Self-Esteem x Microaggressions, Aggression x SelfEsteem, Aggression x Microaggression, Aggression
x Depression, Anxiety, Stress, Depression, Anxiety,
Stress x Microaggressions, Depression, Anxiety,
Stress x Self-Esteem, Coping x Depression,
Anxiety, Stress, Coping x Aggression, and Coping
x Microaggressions will be conducted. Age and
gender will be controlled for. Furthermore,
responses to the supplemental questions will be
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analyzed individually and separated into common
themes.
Discussion
Some potential limitations to this study include
temporal bias due to the order of the surveys
as well as participant bias due to the self-report
nature of the questionnaires and scales. Another
limitation is the fact that UNLV is one of the most
diverse universities in the country. Because of
this, many of the African American/Black students
will not have the same experiences as those who
attend historically black colleges or predominantly
white institutions. It is important to note this
because it may not be generalizable to an entire
population of college students across the country.
Also, the research being done is on time constraint
due to the McNair Scholar Summer Stipend, thus
the full amount of students needed for the sample
may not be recruited.
Conclusions
Though there are limitations, this research is still
extremely relevant and significant to universities,
faculty members, students, and healthcare
professionals. It is imperative to find solutions to
discrimination and racism that may help decrease
negative psychological effects on students. These
effects interfere with schoolwork, social life, and
overall health. There will be people who believe
that microaggression do not exist, Thomas (2008),
however it is my aim to demonstrate that the
research undertaken in this study and in the
studies referenced give adequate evidence for
the argument that microaggressions and negative
consequences indeed exist.
References
Barefoot, J. C., Dodge, K. A., Peterson, B. L., and
Dahlstrom, W. G. (1989). The Cook-Medley Hostility
Scale: Item content and ability to predict survival.
Psychosom. Med. 51
Block, J., & Kremen, A. M. (1996). IQ and egoresiliency: Conceptual and empirical connections
and separateness. Journal of Personality and Social
Psychology, 70, 349–361.
Bonilla-Silva, E. (2009). Racism without racists: Colorblind
racism and the persistence of racial inequality in the United
States (3rd ed.). Lanham, MD: Rowman & Littlefield.

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

Brondolo, E., Brady, N., Thompson, S., Tobin, J. N.,
Cassells, A., Sweeney, M., Contrada, R. J. (2008).
Perceived Racism and Negative Affect: Analyses of
Trait and State Measures of Affect in a Community
Sample. Journal of Social and Clinical Psychology, 27(2),
150-173. Retrieved from http://ezproxy.library.csn.
edu/login?url=http://search.proquest.com/docview
/224874400?accountid=27953
Broudy, R., Brondolo, E., Coakley, V., Brady, N.,
Cassells, A., Tobin, J. N., & Sweeney, M. (2007).
Perceived ethnic discrimination in relation to daily
moods and negative social interactions. Journal of
Behavioral Medicine, 30(1), 31-43. doi:http://dx.doi.
org/10.1007/s10865-006-9081-4
Buss, A.H. and Perry, M.P. (1992). The Aggression
Questionnaire. Journal of Personality and Social
Psychology, 63, 452-459.
Cadinu, M., Maass, A., Rosabianca, A., & Kiesner, J.
(2005). Why Do Women Underperform under
Stereotype Threat? Evidence for the Role of
Negative Thinking. Psychological Science, 16(7), 572-578.
Retrieved from http://www.jstor.org/
stable/40064271
Carver, C. S. (1997). You want to measure coping
but your protocol’s too long: Consider the Brief
COPE. International Journal of Behavioral Medicine, 4,
92-100.
Carver, C. S., Scheier, M. F., & Weintraub, J. K.
(1989). Assessing coping strategies: A theoretically
based approach.  Journal of Personality and Social
Psychology, 56, 267-283.
Chao, R. C., Longo, J., Wang, C., Dasgupta, D., & Fear,
J. (2014). Perceived racism as moderator between
Self-Esteem/Shyness and psychological distress
among African Americans. Journal of Counseling &
Development, 92(3), 259-269.
doi:10.1002/j.1556-6676.2014.00154.x
Clark, R., Anderson, N. B., Clark, V. R., & Williams, D.
R. (1999). Racism as a stressor for African
Americans: A biopsychosocial model. American
Psychologist, 54(10), 805-816. doi:10.1037/0003066X.54.10.805

Contrada, R. J., Ashmore, R. D., Gary, M. L., Coups,
E., Egeth, J. D., Sewell, A., et al. (2001). Measures of
ethnicity-related stress: Psychometric properties,
ethnic group differences, and associations with
well-being. J. Appl. Soc. Psychol. 31: 1775–1820.
Crowne, D. P., and Marlowe, D. (1960). A new scale
of social desirability Independent of
psychopathology. J. Consult. Psychol.24: 349–354.
De La Fuente, R. (1990). The mental health
consequences of the 1985 earthquakes in Mexico.
International Journal of Mental Health, 19, 21 – 29.
Derogatis, L. R. (2000). The Brief Symptom Inventory-18
(BSI-18): Administration, scoring, and procedures manual
(3rd ed.). Minneapolis, MN: National Computer
Systems
Franklin, A. J., & Boyd-Franklin, N. (2000). Invisibility
syndrome: A clinical model of the effects of racism
on African-American males. American Journal of
Orthopsychiatry, 70(1), 33-41. doi:10.1037/h0087691
Grier-Reed, T. (2010). The African American student
network: Creating sanctuaries and counter spaces
for coping with racial microaggressions in higher
education settings. Journal of Humanistic Counseling,
Education and Development, 49(2), 181-188. Retrieved
from http://ezproxy.library.csn.edu/login?url=http://
search.proquest.com/docview/762437188?account
id=27953
Hanna, F. J., Talley, W. B., & Guindon, M. H. (2000).
The power of perception: Toward a model of
cultural oppression and liberation. Journal of
Counseling and Development : JCD, 78(4), 430-441.
Retrieved from http://ezproxy.library.csn.edu/
login?url=http://search.proquest.com/docview/219
023545?accountid=27953
Harper, S.R. (2012). Race without Racism: How
Higher Education Researchers Minimize Racist
Institutional Norms. The Review of Higher Education,
36(1), 9-29.
Harper, S.R., Davis, R.J., Jones, D.E., McGowan, B.L.,
Ingram, T.N., Platt., C.S. (2011). Race and Racism in
the Experiences of Black Male Resident Assistants
at Predominatly White Universities, Journal of College
Student Development, 52(2), 180-200. Retrieved from
http://ezproxy.library.csn.edu/login?url=http://
search.proquest.com/docview/867518147?account
id=27953

University of Nevada, Las Vegas

183

UNLV Title III AANAPISI & McNair Scholars Research Journal

Jacobs, D.H. (1994). Environmental failure;
Oppression is the only cause of psychopathology.
Journal of Mind and Behavior, 15(102), 1-18.
Holmes, T. H., & Rahe, R. H. (1967). The Social
Readjustment Rating Scale. Journal of Psychosomatic
Research, 11, 213–218.
Lazarus, R. S., & Folkman, S. (1984). Stress, appraisal,
and coping. New York: Springer.
Lewis, J., Mendenhall, R., Harwood, S., & Browne
Huntt, M. (2013). Coping with Gendered Racial
Microaggressions among Black Women College
Students. Journal of African American Studies, 17(1),
51-73. doi:10.1007/s12111-012-9219-0
Littell, R. C., Milliken, G. A., Stroup, W. W. W., and
Wolfinger, R. D. (1996). SAS System for Mixed Models.
SAS Institute Inc., Cary, NC.
Lovibond, S.H. & Lovibond, P.F. (1995). Manual for the
Depression Anxiety Stress Scales. (2nd. Ed.) Sydney:
Psychology Foundation. ISBN 7334-1423-0.
Minikel-Lacocque J. (2013). Racism, college, and the
power of words: Racial microaggressions reconsidered.
American Educational Research Journal, 50(3), 432–465.
10.3102/0002831212468048
Metalsky, G.I., Joiner, T.R., J.R. (1997). The
hopelessness depression symptom questionnaire.
Cognitive Therapy and Research 21, 359-384.
Nadal, K. L., Wong, Y., Griffin, K. E., Davidoff, K., &
Sriken, J. (2014). The adverse impact of racial
microaggressions on college students’ self-esteem.
Journal of College Student Development, 55(5), 461-474.
doi:10.1353/csd.2014.0051
Nadal, K. L. (2011). The racial and ethnic
microaggressions scale (REMS): Construction,
reliability, and validity. Journal of Counseling Psychology,
58(4), 470-480. doi:10.1037/a0025193
Noh, S., & Kaspar, V. (2003). Perceived discrimination
and depression: Moderating effects of coping,
acculturation, and ethnic support. American Journal of
Public Health, 93(2), 232-8. Retrieved from http://
ezproxy.library.csn.edu/login?url=http://search.
proquest.com/docview/215098399?account
id=27953

184

Pierce, C.M. (1995). Stress analogs of racism and
sexism: Terrorism, torture, and disaster. In C. Willie,
P. Rieker, B. Kramer, & B. Brown (Eds.), Mental
Health, racism, and sexism (pp. 277-293).
Pittsburgh, PA: University of Pittsburgh Press.
Radloff, L. S. (1977). The CES-D scale: A self-report
depression scale for research in the general
population. Applied Psychological Measurement, 1,
385–401.
Rosenberg, M. (1965). Society and the adolescent
self-image. Princeton, NJ: Princeton University
Press.
Rowe, M.P. (1990). Barriers to Equality: The Power of
Subtle Discrimination to Maintain Unequal
Opportunity. Employee Respnsiblites and Rights
Journal, 3(2). 153-163. doi: 10.1007/BF01388340
Salvatore, J., & Shelton, J. N. (2007). Cognitive Costs
of Exposure to Racial Prejudice. Psychological Science
(Wiley-Blackwell), 18(9), 810-815.
Scheier, M. F., Carver, C. S., & Bridges, M. W. (1994).
Distinguishing optimism from neuroticism (and
trait anxiety, self-mastery, and self-esteem): A
reevaluation of the Life Orientation Test. Journal of
Personality and Social Psychology, 67, 1063–1078.
Selye, H. (1956). The stress of life. New York:
McGraw – Hill. Selye, H. (1982). Stress: Eustress,
distress, and human perspectives. In S. B. Day (Ed.),
Life Stress (pp. 3 – 13). New York: Van Nostrand
Reinhold.
Solórzano, D., Ceja, M., & Yosso, T. (2000). Critical
race theory, racial microaggressions, and campus
racial climate: The experiences of African-American
college students. The Journal of Negro Education, 69,
60-73.
Sue, D.W. (2003). Dismantling the myth of a colorblind society. Black Issues in Higher Education, 20(19)
Retrieved from http://ezproxy.library.unlv.edu/
login?url=http://search.proquest.com/docview/194
208833?accountid=3611
Sue, D.W. (2010). Microaggressions in Everyday Life:
Race, Gender, and Sexual Orientation. New Jersey:
John Wiley & Sons.

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

Sue, D. W., Capodilupo, C. M., & Holder, A. M. B.
(2008). Racial microaggressions in the life
experience of Black Americans. Professional Psychology:
Research and Practice, 39(3), 329-336. doi:10.1037/07357028.39.3.329
Sue, D. W., Constantine, M. G. (2007). Racial
microaggressions as instigators of difficult
dialogues on race: Implications for student affairs
educators and students. College Student Affairs Journal,
26(2), 136.
Sue, D. W., Nadal, K. L., Capodilupo, C. M., Lin,
A. I., Torino, G. C., & Rivera, D. P. (2008). Racial
microaggressions against black Americans:
Implications for counseling. Journal of Counseling and
Development : JCD, 86(3), 330-338. Retrieved from
http://ezproxy.library.csn.edu/login?url=http://
search.proquest.com/docview/219027422?account
id=27953

Taylor, J. (1953). A personality scale of Manigest
anxiety. Journal of Abnormal Psychology. 48,
285-290.
Thomas, K. R. (2008). Macrononsense in
multiculturalism. American Psychologist, 63(4), 274-275.
doi:10.1037/0003-066X.63.4.274
Torres-Harding, S., Andrade, A., & Romero Diaz, C.R.
(2012). The Racial Microaggressions Scale (RMAS):
A new scale to measure experiences of racial
microaggressions in people of color. Cultural Diversity
and Ethnic Minority Psychology, 18 (3), 153-64. doi:
10.1037/a0027658.
Wang, J., Leu, J, & Shoda Y. (2010) When the
seemingly Innocuous “Stings”: Racial
Microaggressions and their Emotional
Consequences. Personality & social psychology bulletin,
37(12), 1666. doi: 10.1177/0146167211416130

Szymanski, D.M., Gupta, A. (2009). Examining the
Relationship between Multiple Internalized
Oppressions and African American Lesbian, Gay,
Bisexual, and Questioning Persons’ Self-Esteem
and Psychological Distress. Journal of Counseling
Psychology, 56(1), 110-118. doi: 10.1037/a0012981

University of Nevada, Las Vegas

185

UNLV Title III AANAPISI & McNair Scholars Research Journal

EFFECT OF GUT
MICROBIOTA ON
STARVATION
RESISTANT DROSOPHILA
MELANOGASTER
By Andrea Darby

Abstract
Bacteria have often been perceived as having
negative effects on humans with complications
and potential death to their hosts. In recent years,
the gut microbiota has shown that not all bacteria
inhabiting a host cause negative side effects, but
they instead can provide essential nutrients to
their host and even directly impact growth rate
and development. In this study, axenic Drosophila
melanogaster were generated through egg
dechorionation with 7% bleach to test the effects
of the absence of commensal bacteria on the fly’s
growth and development. Lipid content was
recorded of control and axenic fruit flies from six
different populations: FA, FB, FC, SA, SB, SC. On
average, the axenic flies took approximately three
days longer to development compared to the
control. Starvation resistant axenic flies that
survived had lower lipid content compared to their
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control counterparts. Despite these results, there
were not enough flies to be considered statistically
significant. A repeat of this experiment must be
conducted to collect enough samples to generate
reliable evidence.
Introduction
The discovery that genetics influences an individual’s physiology and development has been a well
investigated scope of research. Specific genotypes
can solicit differences in an organism’s behavior or
physiology based on the expression of genes
(Breed, 2010). However, in recent years studies on
symbiotic relationships between a host and its
microbiota observed another source that influence’s an individual’s behavior, growth, and development. Microbiota is defined as an area that is
inhabited by microorganisms such as bacteria,
fungi, archaea, and viruses (Ursell, 2012).
From an immunology standpoint, bacteria that
occupy a host is often perceived as a pathogen,
and in extreme cases a deadly one at that. Studies
have shown that bacteria that inhabit the gut of
animals and humans can have positive effects on
host nutrition and growth development (Ursell,
2012). Bacteria can provide essential coenzymes
such as B-12 or produce enzymes that can digest
materials that the host cannot on their own (Xu,
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2003). The interaction of the host and bacteria can
be further investigated by studying the host’s
microbiota is influenced by its genotype and if that
can affect what type of bacteria that are in the gut
and in effect alter host’s behavior and development. The purpose of this summer project is to
observe any effect on the development and growth
rate of starvation resistant Drosophila melanogaster
with the absence of any commensal bacteria in
their gut.
In the Gibbs lab (2012) heterozygous Drosophila
melanogaster were collected in New Jersey over
a decade ago and submitted to selection for
resisting stress. In the lab, starvation resistant (S
flies) Drosophila were selected for over 65 generations.
This was achieved by assembling cages where flies
were deprived of food and only given water. Once
80-85% of the population dies, flies thus creating
an obese condition with the flies. They found that
the flies could store lipids that would be utilized
when at risk of starvation. In another study, the
gut microbiota of Drosophila showed that insulin
signaling was directly affected by the bacteria that
inhabited it. The lack of the bacterium Asaia pomorum
especially displayed an effect of development
and growth of larvae and adult flies (Shin 2011).
The flies in the first study mentioned can resist
starvation due to their genetic makeup those from
the second study mentioned had their growth
and development impacted by the presence or
lack thereof bacteria. The significance of this is to
investigate if bacteria assists the host’s traits to resist
starvation. This can be a model to study the human
and gut microbiota interactions that influence or
enhance various traits of people. For example,
to elicit a certain phenotype such as obesity. By
researching the symbiosis of preexisting traits
of a host and its microbiota, further studies can
investigate methods to utilize microorganisms to aid
individuals struggling with gaining weight or obesity.
Literature Review
THE MODEL ORGANISM: DROSOPHILA
MELANOGASTER
A model organism (MO) is defined as a widely
studied species that is a combination of having
a small genome, being easy to maintain, and
possessing an experimental advantage (National
Institute of General Medical Sciences, 2012).
These organisms are ideal to study for various
reasons. Experimental tests can be administered

to them that cannot be done on humans whether
initially or at all. They are also used to obtain
information about other species or humans
because of the genetic similarity shared across
different taxa. Treatments that are given to MOs
can see similar effects in other species. MOs tend
to be invertebrates such as frogs, fish, and insects.
Despite anatomical differences, invertebrates and
vertebrates respond similarly to different conditions
Drosophila melanogaster (fruit fly) is a prime example
of a model organism that has been vastly used
to study genetics research for humans for over a
century (Jennings, 2011). Commonly, they are used
as an experimental model for genetics research,
but this tiny organism has been used to study
various fields of research. They investigate different
biological behaviors, developmental biology, and
physiology of this insect. The research conducted
on them is translatable across other species (even
humans), which makes it an ideal organism of
choice when conducting experimental biology
(Jennings, 2011). These fruit flies are ideal for
observing what occur in other species, but they are
also a practical organism to have in the lab. They do
not require much space, so they are easy to take
care of in a lab setting nor requires researchers to
utilize a large space to store them. Hundreds upon
thousands of flies can be stored in a small container,
which makes collecting samples efficient. The flies
also do not require large quantities of food or
anything that is, too, complicated for their diet. They
are able to live on corn meal based diets or other
fruit based diets such as bananas when used in a
laboratory setting. In the wild, Drosophila’s preferred
food source is rotten fruit, and they are able to
survive on microorganisms that are present on
surfaces or even other flies (Hoffmann, 1999). These
organisms have a high reproduction rate, which
works well when collecting a viable sample size. An
adult female fruit fly can lay up to 2,000 eggs in her
lifetime, thus this great number of offspring reared
offers quick access to having different generations
in a short period (Emiljanowicz, 2014). Within
20-24 hours of egg laying, larvae hatch and take
approximately 7-9 days to emerge as adults. The
wait time for beginning a new experiment is not
long since the gestation period for them is short.
Hundreds of offspring reproduced in a short period
allows researchers to accumulate many flies for
experiments, and when repeating them there are
always readily available flies.
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These factors like easy maintenance, fast
reproduction rate, and close relation to other
organisms are why this insect is used as a model
organism to investigate different behaviors and
traits. An example of this are investigations
on stressed selected traits. Some commonly
studied traits include: cold resistance, desiccation
resistance, and starvation resistance. Research on
stress resistance in flies parallel other organisms
that have been naturally selected to resist these
kinds of stressed conditions. Studies on this often
are the first steps to investigating human traits and
diseases (Gibbs 2012, Hoffmann, 1999). This MO is
ideal for gut bacteria studies because of its simple
gut microbiome. The gut microbiota of lab reared
Drosophila have five species commonly found in
them compared to that of the 1000s of bacteria
species found in the gut of humans (Elgart, 2015).
The gut microbiota of Drosophila is easier to study
since there are less bacteria species to focus on.
The ability to study a simple microbiome allows
researchers to further understand the complex
microbiota of larger animals like humans and other
mammals and the relationship the organisms have
with their gut bacteria.
STARVATION RESISTANT DROSOPHILA
Factors such as diet and food availability
drive organism development and influence
their physiology under certain conditions.
Genetic advantages to survive stressors in their
environment increase an individual’s fitness
and better opportunities to pass down these
traits to their progeny. In the lab, it is possible
to artificially select experimental models like
Drosophila to survive harsh conditions such as
low food availability. In the Gibbs lab (2012), they
have demonstrated in flies that are genetically
selected to survive starvation possess increased
levels in macromolecules such as triglycerides,
trehalose, and various other sugars. They were
able to generate these obese flies by removing
the food from caged flies until approximately
80% of the population remained. The flies that
were able to tolerate this stressed condition
possessed certain traits that permit them to
survive for as long as they did. The survivors
recover, and the next generation is submitted to
the same treatment. The increased levels of energy
conservation of macromolecules are recognized
as great contributions to the starvation resistance.
While starving, the flies utilize their lipid storage
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once their carbohydrate stores are metabolized.
Starvation resistant flies have more stored lipids;
they are able to survive long by consuming
that form of energy (Ballard, 2008). Storage of
more resources is observed in other stress
selected Drosophila such as desiccation resistance
(Chippendale, 1998).
The starvation resistance trait evolved through
three possibilities: energy consumption,
resource accumulation, and starvation tolerance
(Schwasinger-Schmidt, 2011). In Schwasinger’s
(2011) study, they found that resource accumulation
and energy consumption are important traits
to possess in regards to selecting the starvation
resistance trait. Starvation selected larvae take an
additional day to develop compared to normal fed
flies, and they are consistently eating throughout
this extra day (Aguilar, 2012). The additional day
spent eating means it is another day devoted to
larvae accumulating resources that they can store
as lipids. Selecting for starvation resistance is the
probable cause for this increase in developmental
time. The adult flies are also observed to have
low activity, so they do not fly as often and are
sedentary. Minimal movement allows them
to conserve their energy by reducing energy
consumption. Artificially selected flies are a result
of generations that possess the ideal traits and
behavior necessary to survive shortages of food.
This inherited trait may also work in combination
with other factors when suriving starvation.
DROSOPHILA MICROBIOTA
Drosophila found in the wild are known to have up
to 30 different species of bacteria occupy their gut
microbiota (Elgart, 2015). The biological diversity of
species in these fruit flies can be attributed to the
type of environment they inhabit and the type of
food the organism consumes. Different species of
Drosophila are found in all continents of the world
for the exception of Antarctica (Priya, 2016). Great
biodiversity in ecosystems influence the diversity of
gut flora in the occupied host. The bacteria found
in one Drosophila can greatly differ from the same
species that is located in a different region. As
previously noted, flies grown in the lab are known
to have at least five major species occupied in their
gut.
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There is concern that labs conducting microbiome
research yield different species of bacteria in
their flies because of the different diets used and
locations in the world. Microbiome research in
Drosophila is still relatively new, and researchers
involved in this field are constantly trying to
unify protocols. Despite this, there are two major
families commonly found in lab flies are Acetobacter
and Lactobacillus. From these two families, there
are five major commensal bacterial species that
inhabit the gut of laboratory raised Drosophila.
These include: Acetobcater pomorum, Commensalibacter
intestini, Gluconobacter morbifer, Lactobacillus plantarum,
and Lactobacillus brevis (Chandler, 2011). Researchers
discovered that different species of Lactobacillus have
been distinguished as use for probiotics that benefit
the host (Walter, 2008). Probiotics are defined as
microorganisms that are intended to have health
benefits to the host they inhabit. If they lack any of
these commensal bacteria this can lead to delayed
development process and decreased of life (Gordon,
2003).
Dr. Bordenstein (2015) from Vanderbilt University
addressed that microbiome research is as vital as
genetics research when investigating how factors
impact an organism’s development and physiology.
Gut bacteria evolved with their hosts to form a
symbiotic relationship (Shropshire, 2016). As state
before, the type of bacteria that may be found in
the gut is determined by diet and region. One study
performed on Drosophila demonstrates that different
diets change the composition of bacteria in the gut
(Elgart, 2015, Sharon, 2010). This change in gut flora
also changed the mating behavior of these flies
by influencing what type of mate an individual fly
would choose (Erkosar, 2014, Sharon 2010). Changed
levels of bacteria that impact mating preferences
indicates that speciation is influenced by the type of
microorganisms found in the gut.
Other studies demonstrate the gut microbiome
are involved with various signaling pathways in
the body. One study performed in the Shin lab
(2011) demonstrates that via insulin signaling the
gut microbiome modulates Drosophila development
and metabolic homeostasis. Their germ-free larvae
were 10% smaller than larvae with their commensal
bacteria, and they took longer to pupate and eclose
into adults. Flies treated with a monoculture of
Acetobacter pomorum experienced a restoration in
their development rate and individual body size.
This bacterium mediates effects on the host’s

development and signaling pathway. Investigations
like this study are the first steps to studying in
humans how the gut microbiome impact human
physiology and development.
Summary of Literature Review
Drosophila as model organism is based on its ability
to be housed for cheap, create many generations
in a limited amount of time, and its relatability
to other organisms. This leads us to the various
studies that have investigated various physiological
aspects about the organism such as starvation
resistance and their gut microbiota. Starvation
resistant Drosophila that are raised in the lab were
forced to evolve over time to select traits that are
fit to survive prolonged periods of starvation. In
this investigation, it is hypothesized that the axenic
starvation resistant flies will not fully develop like
their commensal bacteria S fly counterparts. This
would be due to the lack of access to essential
coenzymes and vitamins that the probiotic bacteria
provide their host that would be used during
development. This hypothesis was tested by
generating sterile flies and observe the direct effects
of an absence of commensal bacteria in these flies.
Methods and Materials
HARVESTING EGGS
To create axenic flies in the lab, the process needs
to start with the egg to ensure their survival once
sterilized. This study harvested eggs from six
different populations of flies: Fed-A (FA), Fed-B
(FB), Fed-C (FC), Starvation-A (SA), Starvation-B
(SB), and Starvation-C (SC). Flies in this study were
acquired from Terhune, New Jersey, and this is the
105 generation from the initial generation of flies
collected. They were raised on a cornmeal and
yeast based media inside of polypropylene bottles.
Grape agar plates with yeast capped the tops of
these to collect eggs. Grape agar was used to clearly
visualize eggs once harvesting begins. Yeast is used
to promote the egg laying in females and sperm
production in males. Once they have incubated at
25 degree Celsius, the eggs were collected within
20 hours of capping them. With a paint brush,
eggs were gently brushed off the agar plates with
deionized water and filtered into a mess that allows
water to pass but no eggs. The mess was housed
inside of a bushing, and this same equipment will
be utilized in the dechorionation of the eggs.
AXENIC TECHNIQUE: DECHORIONATION
To ensure that the flies are axenic, it is vital for
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tubes. Each of these tubes were labeled with each respective population and the gender of the fly.
The tubes were left open to dry in a 50 °C oven overnight to dry. The dry weight of each
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individual fly was recorded with a microscale. All the tubes were filled with hexane and sat

for the

record

overnight once more. The hexane was removed and the tubes were dried for an hour in the oven.
the hexane dry weight is the lipid content of the
there to be proper aseptic technique. A tissue
individual
fly.after drying. The difference between the dry weight and the
culture hood was used to dechorionate the
egg.
The flies’ dry weight
was recorded
The chorion is a part of the egg where commensal
dry weight isResults
the lipid content of the individual fly.
bacteria inhabit, thus it is vital to removehexane
this part
The raw results for each individual fly can be
of the egg to ensure axenic flies grow. The tissue
Results
found in the appendix for both control and axenic
culture hood must be sterilized with a UV
light
populations in table 1a, 2a, and 3a. The axenic FA
for one hour prior to use, and all of the necessary
andforSC
populations
not
have
any
adultfor
flies
materials that will be used in the hood were rubbed
The raw results
each
individual fly did
can be
found
in the
appendix
both control and
emerge. For both fed and starved populations that
with 70% ethanol prior to being placed in the hood.
axenic populations
in
table 1a, 2a,
and 3a. The axenicthey
FA and
SC populations
did an
not have any
survived
dechorionation,
took
on average
Once the eggs were harvested in the bushing,
they
additional three days to develop compared to the
were bleached with 7% bleach. There were
two
adult flies emerge. For both fed and starved populations that survived dechorionation, they took
control. Axenic starvation flies took another day to
100 mL specimen cups filled up to 90 mL with the
on average
an additional
three compared
days to develop
to thefed
control.
starvation
flies
emerge
tocompared
the axenic
flies.Axenic
Graph
1
bleach, and an additional two more specimen
cups
displays the amount of time it took on average for
filled with 90 mL of autoclaved milliq water. The
took another day to emerge compared to the axenic fed flies. Graph 1 displays the amount of
bushing was placed into the first bleach cup for two each population to emerge. It was expected for the
control
population
minutes and repeated that process for the
timesecond
it took on average
for each
population to emerge. It was expected for the control population
bleach cup.

Table 1

populati

DAY(S)

Time for Populations to Form Pupae and Eclose
Ethanol was sprayed on the top of
the bushing to ensure additional
15
sterilization. The eggs were washed
10
in the milliq water cups by being
5
dipped 15 tips in each cup. The
cups were dumped into a waste
0
FA
FB
FC
SA
SB
SC
Ax FA Ax FB Ax FC Ax SA Ax SB Ax SC
container to ensure that eggs from
POPULATION
different populations do not mix
from previous bleaches. The mesh
Time to Form Pupae
Time to Eclose
was removed from the bushing,
Graph 1. Average time for control and axenic populations to form as pupae and then time to eclose to adults.
and the dechorionated eggs were
Graph 1. Average time for control and axenic
transferred into autoclaved corn media bottles.
populations to form as pupae and then time to
Additional eggs were plated on MRS bacterial plates
eclose to adults.
and Brain-Heart agar plates to ensure sterilization.
For a control group, harvested eggs were placed
of the starved flies to take an additional one to two
into autoclaved corn media without being
days to develop compared to the fed flies. This is
dechorionated. All bottles and bacterial plates were
also evident in the axenic populations as well.
incubated at 25 degrees Celsius.
The dry weight for the axenic flies that emerged
were larger than the average dry weight for the
TRIGLYCERIDE TEST
control. Less than ten flies emerged in the axenic
Prior to the triglyceride test, growth and
vials, so all of the average weight recorded for
development of the eggs are observed every day.
the sterile flies includes all of the individuals that
After four days of the flies emerging, the bottles
emerged.
were frozen (this will occur at different times due
to differing development times) to kill the flies. Ten
flies were placed into micro centrifuge tubes. Each
of these tubes were labeled with each respective
population and the gender of the fly. The tubes were
left open to dry in a 50 °C oven overnight to dry.
The dry weight of each individual fly was recorded
with a microscale. All the tubes were filled with
hexane and sat overnight once more. The hexane
was removed and the tubes were dried for an hour
in the oven. The flies’ dry weight was recorded after
drying. The difference between the dry weight and
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ded for the sterile flies includes all of the individuals that emerged.
Population

FA
FB
FC
SA
SB
SC
Ax FA
Ax FB
Ax FC
Ax SA
Ax SB
Ax SC

Average
Dry
Weight
(µg)
318.9
286.25
264.2
433.1
413.7
442.7
N/A
346.5
424
676
435.25
N/A

Average Dry
Weight after
Hexane
(µg)
295.4
251.625
201
302.9
296.4
321.3
N/A
302.25
411
562
341.125
N/A

Average
Lipid
Content
(µg)
23.5
34.625
63.2
130.2
117.3
121.4
N/A
44.25
13
114
94.125
N/A

collected for the axenic lines, all of them
for the exception of the Ax FB have lower
percentages of lipids than flies with their
gut bacteria. There was no statistical test
conducted due to the low sample of size of
the treatment.

Discussion
The axenic populations FA and SC both did
not rear any flies. This could have occurred
due to the eggs not surviving the 7% bleach
wash during the egg dechorionating process.
The bleaching step is a possible reason
for the rest of the axenic populations to
yield low amounts of pupae and flies when
compared to their control populations. Bleach
is a harsh agent utilized for dechorionation,
if it is not timed properly then eggs
1. Average lipid content and percentage of lipid for non-axenic and axenic (Ax) populations. and
Control
will
die
as
a
result. Despite the low number of
Table 1. Average lipid content and percentage of lipid
ion sample n= 10. Ax FA and Ax C no flies available. Ax FB n=4. Ax FC= 1. Ax SA
n
=
1.
Ax
SB
n=
8. there is an observed delay in
axenic flies reared,
for non-axenic and axenic (Ax) populations. Control
development of pupae formation and eclosed adult
population sample n= 10. Ax FA and Ax C no flies
flies
for the sterile flies. This again may be a result of
Flies wereavailable.
placed on
microscale
determine
their
The
average
Axa FB
n=4. Ax to
FC=
1. Ax SAall
n of
= 1.
Ax weight.
SB
the
bleaching
process, however, the dechorionation
n= 8.
bleach
is the widely accepted protocol for
ntage of lipid per fly was determined by taking the difference between with
the dry
weight
sterilization.
On average, the axenic flies had a threeFlies were placed on a microscale to determine all
day
delay
in
becoming
adults versus to the flies with
e hexane and
after
hexane
then
dividing
it
by
the
initial
weight.
As
expected,
the
starvation
of their weight. The average percentage of lipid per
commensal
bacteria.
fly was determined by taking the difference between

have a higher
ofbefore
lipid content
than
theafter
fed control
thepercentage
dry weight
hexane
and
hexanefor the control and axenic
then dividing it by the initial weight. As expected,

A statistical test for significance was not performed

lipid content than the fed control for the control

axenic flies reared. There were as few as a single

ations. Of the
collected
for thea axenic
all of them
exception
ofcontent
the Ax due to the low yield of
the lipid
thesamples
starvation
lines have
higher lines,
percentage
of for thefor

ve lower percentages
lipids than flies
their gut Graph
bacteria.
wasemerging
no statistical
test Ax FB and Ax SA populations.
for the
and axenicofpopulations.
Of with
the samples
2. There fly

Despite that, the surviving
axenic flies are observed
Percentage of Lipid vs. Population
to have lower lipid content
35
than the control. The Ax FB
30.06
28.35 27.42
30
population is the exception
23.92
to that being slightly larger
25
21.63
than its corresponding
20
16.86
control. This single fly does
12.77
15
not properly represent
12.1
the population, so this is
10
7.37
not a conclusive result. All
3.07
5
MRS plates and Brain Heart
0
0
0
agar showed no bacterial
FA
FB
FC
SA
SB
SC
Ax FA Ax FB Ax FC Ax SA Ax SB Ax SC
growth for the axenic flies.
Population
The exception to this Brain
Heart agar for the Ax FB
FA
FB
FC
SA
SB
SC
Ax FA
Ax FB
Ax FC
Ax SA
Ax SB
Ax SC
plate. Brain heart agar is
considered an all-purpose
Graph 2. Average
percentage ofof
lipids
per population.
Average
percentage
lipids
per population.
media, so there is a possibility that the bacteria that
colonized this plate is not present in the gut. The
Discussion
Percentage of Lipid

cted due to the low sample of size of the treatment.

The axenic populations FA and SC both didUniversity
not rear any of
flies.
This could
occurred
Nevada,
Lashave
Vegas
due to the eggs not surviving the 7% bleach wash during the egg dechorionating process. The
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content. Future plans in the lab to re-do this project
corresponding MRS plate for Ax FB did not show
can attempt to tackle this question again.
growth, so this population’s guts should still be
sterile. It had three bacterial colonies, but that does Appendix
not indicate contamination. Fifty colonies or more is Appendix
an indication of contamination, but that does not
Population
Sex
Dry Weight Dry Weight
Difference:
fully indicate that this population was not truly
(µg)
Hexane
Lipid Content
contaminated internally.
(µg)
(µg)
For future experiments, more eggs should be
used for the bleaching process to yield more
adult flies. A larger yield eggs increases the sample
of adults that can be observe if their gut was
colonized by bacteria. A modified technique for
dechorionation must be done in order to increase
survive. The method used for this experiment
may have exposed the eggs for longer than it
should, which explain the low count of adult flies.
A target number of flies to have at least per axenic
population is 150. This allows for a larger selection
of flies for the triglyceride test and other tests
such as metabolic rate or water content.

FA
FA
FA
FA
FA
FA
FA
FA
FA
FA
FB
FB
FB
FB
FB
FB
FB
FB
FC
FC
FC
FC
FC

Male
Male
Male
Female
Female
Female
Female
Female
Male
Female
Female
Male
Female
Male
Male
Female
Male
Male
Male
Female
Female
Male
Male

239
216
194
382
282
420
442
463
221
330
368
259
384
193
242
394
257
193
229
390
356
132
214

225
169
152
358
278
410
422
436
185
319
345
232
376
182
183
323
196
176
169
322
299
57
158

14
47
42
24
4
10
20
27
36
11
23
27
8
11
59
71
61
17
60
68
57
75
56

Conclusion
Microbiome research is still relatively
new compared to other fields of science.
Understanding the basic science of physiological
impacts that symbiotic bacteria have on their
hosts are vital in order to have any direction
to investigate this topic on a molecular level.
1a. Individual
results for
the lipidfor
testthe
for the
fed test
control
with
commensal bacte
Table
1a. Individual
results
lipid
for
the
This study attempted to observe the physiological Table
Displayed
are the weight
dry weight for
each fly and
the difference
fed control
with and
commensal
bacteria.
Displayed
arebetween them
effects that bacteria have on the gut of artificially
difference is the amount of lipid in the fly
the weight and dry weight for each fly and the
selected starvation resistant Drosophila melanogaster.
difference between them. The difference is the
The process to yield axenic flies is harsh, which
amount of lipid in the fly
explains low numbers of axenic populations.
Despite not having enough axenic flies to survive
the bleaching process, the observed results display
that both fed and starved axenic fly populations
had delayed growth compared to the flies with
commensal bacteria. The axenic starvation resistant
fly populations both show that they have lowered
lipid content as well. There are no statistical
tests for significance for this data due to small
sample of axenic flies. For a future study, a revised
technique must be utilized to achieve a higher yield
of flies. This would include an increased amount
of eggs collected to insure enough eggs survive
the bleaching process. Modifying the apparatus
to sterilize eggs will also be revised to make the
process more efficient and less time consuming.
Without the test for significance to confidently
back this claim, these results cannot support the
proposed hypothesis that axenic starvation resistant
flies will have delayed growth and lower lipid
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Population

Sex

Dry Weight
(µg)

SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SB
SB
SB
SB
SB
SB
SB
SB
SB
SB
SC
SC
SC
SC
SC
SC
SC
SC
SC
SC

Female
Female
Female
Female
Male
Male
Male
Male
Male
Female
Female
Female
Female
Male
Male
Female
Male
Male
Male
Female
Female
Male
Female
Female
Female
Male
Male
Female
Female
Female

453
521
550
593
344
382
332
472
310
374
515
533
511
259
337
499
315
259
423
486
512
368
404
466
515
359
314
477
483
529

Dry Weight
Hexane
(µg)
279
363
439
449
216
262
211
289
232
289
391
385
383
181
206
407
229
179
237
366
256
232
334
410
342
215
243
365
395
421

Difference:
Lipid Content
(µg)
174
158
111
144
128
120
121
183
78
85
124
148
128
78
131
92
86
80
186
120
256
136
70
56
173
144
71
112
88
108
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Native American
Identity: A Review
of Twenty-first
Century Research
By Bridgett Giordmaina

Abstract
The purpose of this literature review is to exam
research on Native American identity within the
social sciences in the twenty-first century in order
to identify trends in research topics, various
perspectives, and potential future studies, through
the review of a sample of 86 publications relating
to the topic of Native American identity. The
sample was retrieved utilizing three scholarly
databases across a wide range of fields of study.
Publications are examined by area of focus and
publication year.
In the 1960’s, the native American population, as
reported in census data, increased faster than
would be biologically possible (Castile 1996, p. 744).
Some have argued that this increase was a result
of “recruitment” (Castile 1996, p. 744). The number
of Native Americans self-identifying increased from
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523,591 in 1960 to 1,878,285 in 1990 (Nagel 1995, p.
947). In 2010, 5.2 million people identified as Native
American (Jacobs 2014, p. 80). Several other
sociopolitical influences occurred during this time
including the passing of several influential pieces
of legislation and the growth of a pan-Indian
identity.
Native American identity gained some attention in
social research, especially anthropology, in the
1990’s. “Research into the emergence of indigenous
identity and their relationship to local identities, …
and processes of globalization … is still in its initial
stages, much is legal or historical rather than
ethnographic” (Strong 2005, p. 255; Anaya 1996;
Hanson 2004; Morris 1992; Muealebach 2001;
Smith & Warch 2000). Native American identity also
gained focus from researchers in cultural and
developmental psychology, as well as sociology, at
the turn of the century. This review addresses how
Native American identity has been approached by
social researchers since the 1990’s through a
holistic approach.
Literature Review
HISTORICAL TRAUMA
Historical trauma has been defined as experienced
across generations and includes, genocide, forced
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relocation, the loss of traditional lifeways, the
erosion of culture, values, and practices, and the
forced removal of children to boarding schools
(Markstrom 2011, p. 522). Heart (2003) defined
trauma as the “Cumulative emotional and
psychological wounding over the lifespan and
across generations, emanating from massive group
trauma experiences” (Denham 2008, p. 396; Heart
2003, p. 7). A large amount of the ethnographic
research produced at the turn of the century
focused on the impact of colonization, historical
trauma and government policy (Strong 2010, p.
257; Biolsi 2001; Brown 2001, 2004; Miller 2001).
Scholars have also written about identity
adaptations through the historical sociocultural
context (Markstrom 2011, p. 522; Baumeister and
Muraven 1996; Cote 1996). Weaver, Hillary, & Heart
(1999) discussed factors that influence Native
American identity and implications for social work,
considering the impact of historical trauma and
acculturation and acknowledging that identity is
not static (Weaver, Hillary, and Heart 1999, p. 21).
The primary focus of Native American research
relating to historical trauma has naturally been the
negative impact to identity. Markstrom (2011, p.
522) suggested that historical trauma may inhibit
productive identity formation. Others have argued
that historical trauma can cause internalized
oppression, devalued self-image, and low selfesteem (Markstrom 2011, p. 524; Weaver, Hillary, &
Heart 1999, p. 23; Cheshire 2001, p. 1528).
However, attention has also been given recently to
the positive responses and reliance to the
influence of historical trauma. Denham (2008, p.
391) illustrated how a Coeur d’ Alene four
generation family contextualized historic trauma in
communicating resilience strategies, family, and
identity, and clarified the distinction between
historical trauma and historical trauma response.
Denham found (2008, p. 405) that narratives that
were grounded with a positive strength based
perspective emphasized how the family members
were successful in overcoming challenges and
remained strong.
Assimilation and Acculturation
Researchers have also addressed assimilation and
acculturation to some degree and have examined
the impacts of exposure to outside cultures and
assimilation, in terms of bicultural competence
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and maintaining cultural identity (Kulis et al. 2015,
p. 216; Ortiz 1999; LaFramboise, Albright, and Harris
2010; Oetting and Beauvais 1991). Mason (1999)
found that it was possible for Native American
youths to identify with both mainstream culture
and Native American culture.
LOCAL, NATIONAL, AND GLOBAL
While ethnographic research previously focused
primarily on local factors of identity, over the last
20 years there has been a growing consideration
given to the national and global factors that
influence Native American identity such as
industrial development and globalized indigenous
movements. These interactions between macrolevel and micro-level social and political factors
have been addressed in terms of historical context
and impact to lifeways (Jacobs 2014, p. 81;
Dombrowski 2007, p. 211; Li 2000; Niezen 2000).
With a majority of studies on Native American
identity development centered on reservation
studies, there have been calls recently for an
increased acknowledgement and examination in
such contexts (Lucero 2014, p. 10; Markstrom 2011,
p. 524). These factors have also been considered in
terms of social environment and external and
internal group images (Lawrence 2003, p. 4;
Steinhouse 1998).
Csordas (1999, p. 3) argued that examining religion
and politics in mutual contexts creates an avenue
to examine parallels in the individual in relation to
the collective and contrast microsocial factors with
the macrosocial because both are forms of power,
though with different modes operation. Much of
the research of government institutions, in the
early twenty-first century, has focused on tribal
politics and the political economy with
consideration to the local, national, and global
influences (Strong 2005, p. 256; Biolsi 2001;
Clemmer 1995; Faiman-Silua 1997; Fowler 2002;
Hanson 2004; Slider 2003). Peelo (2010) addressed
the influence of cross cultural contact and
intermarriage on Native American identity in terms
of identity communication and negotiation. Other
works focused included political relationships
between indigenous communities (Strong 2005, p.
256; Dombrowski 2001; Fowler 2002; Nesper 2003;
Slider 2003).
IDENTITY-BASED POLITICS
In the 1990’s, Native American identity politics
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became another focus of social research, including
the works of Calhoun 1994, Freedman 1992, Giddens
1992, and Lash and Freedman 1992 (Csordas 1999, p.
3). Racial and cultural identity have been central to
political policy and movements as a means to frame
Native claims and recognition. There has also been
significant tension surrounding the definition of
Native American identity.
Some researchers have addressed the regulation of
identity through policy and the impact of policy,
membership, blood quantum, racialization, and
enrollment on concepts of cultural identity (Nagel
1995, p. 947; Castile 1996; Lawrence 2003; ColwellChanthaphonh and Powell, 2012; Gooding 1994;
Harmon 2001; Ellen Cushman 2008; Castile 1996, 743;
Davies and Iverson 1995; Wilson 1992). In Blood Politics:
Race, Culture, and Identity in the Cherokee Nation of Oklahoma,
Sturm (2002) addressed the interactions between
blood quantum and Cherokee identity noting that
local and national concepts of Cherokee identity are
frequently in tension (p. 108). Many have also called
for the reexamination of those policies and systems
of classification, criticizing the current US federal
system of classification (Lawrence 2003, p. 4; Castile
1996, p. 746; Markstrom 2011, p. 521; Castile 1996, p.
743).
Lawrence (2003, p. 3), in “Gender, Race, and the
Regulation of Native identity in Canada and the
United Sates,” discussed the regulation of Native
identity in relation to defining nativeness, access to
the land, and the impact legislation had in replacing
tradition indigenous ways of identifying the self,
relative to land and community, and argued that the
decolonization must include altering the manner in
which indigenous identity is understood. Lawrence
(2003, p. 19) argued that contemporary native identity
existed in the tense space between racial identity and
tribal identity and that systems of classification based
on blood quantum “fragment… native identity.”
Others have discussed the enrollment and
recognition in relation to indigenous land and
repatriation claims and treaty rights, noting the
implications for Native identity constructs (Sokolove
2002, p. 23; Jacobs 2014, Garroutte 2001; ColwellChanthaphonh and Powell 2012). Jacobs (2014, p. 82)
noted that governmental criteria for claiming Indian
status also create variation in how individuals
experience identity. Colwell-Chanthaphonh and
Powell (2012, p. 191) addressed the methods used to

determine cultural affiliation under the Native
American Graves Protection and Repatriation Act
(NAGPRA) of 1990 and examined the resulting
construction of identity using a case study with
Haudenosaunee finding that it significantly
influenced how the tribe defined itself and culture. It
should also be noted that tribal governments have
established constitutions to govern themselves,
though the colonialization and politics have
influenced the structure and form tribal constitutions
have taken. Harmon (2001,
p. 175), through the analysis of the 1915 Colville
Reservation Enrollment Council, addressed the law
and politics of enrollment and the role the
government had in molding tribal membership
requirements. Ellen Cushman (2008), in “Toward a
Rhetoric of Self-Representation: Identity Politics in
Indian Country and Rhetoric and Composition,”
examined the identity politics of native scholars and
the controversy in composing identity in such a role
with consideration to self-identification, selfrepresentation, and the need to validate identity with
evidence. Cushman (2008, p. 322) noted that selfrepresentation has become more important in
academics.
Several other scholars have addressed the racial
politics through the examination of the influence of
colonization and dynamics between Native American
groups (Strong 20005, p. 257; Fisher 2004;
Dombrowski 2007; Lawrence 2003; Biolsi 2001; Blu
1996, 2001; Foley 1995; Nesper 2002; Slider 2003).
Identity politics have also been addressed in part
through governmental impact and interaction with
traditions (Csordas 1999, p. 3; Fisher 2004).
STEREOTYPES AND SELF IMAGE
Identities are both internally formed and externally
influenced (Sokolove 2002, p. 24; Hall 1997). Some
consideration has also been given to stereotypes and
the negative impact to self-image (Lawrence 2003;
Castile 1996). Lee (2009, p. 307) considers the impact
of respect, stigma/shame, marginalization, and
agency on identity. In 1996, George Castile in
“Commodification of Indian Identity,” discussed the
use and impact of Native American stereotypes.
American history propaganda paints natives
predominately negatively (Castile 1996, p. 743;
Berkhoffer 1979; Stedman 1982). “To define Indians as
cruel ignorant savages without civilization served a
practical purpose for the larger society.” (Castile 1996,
p. 743)
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AUTHENTICITY
There has been an exponential increase in Native
Americans reported in Census 1960 – 1990 in
connection with ethnic renewal and changes in
policy, ethnic politics, and Native American
activism, encourage people to claim Native
American ancestry (Nagel 1995, p. 947). Additionally,
contradictory definitions of authentic Native
identity have led to disputes over who can rightly
claim Native identity (Jacobs 2014, p. 79). Native
identity has also been considered through the
examination of social factors pushing external,
outgroup, validation (Jacobs 2014, p. 82; Fitzgerald
2007; Garroutte 2001, 2003; Jackson 2002;
Lawrence 2004; Nagel 1996, 2000; Sturm 2011;
Castile 1996; Pullar 1992; Cushman 2008). Harmon
(2001, p. 176) noted that the tribal membership is
the standard used to validate Indian status.
Scholars have also considered the influence of
public image on the pan-Indian identity. (Davies
and Iverson 1995). Davies and Iverson (1995, p.
15-17) addressed the public image of “real Indians”
in the dominant society as stereotypes
misrepresented in popular media with common
depictions of a defeated people and discussed the
inflexible nature of stereotypes, despite that ethnic
identity of other groups are not strictly regulated
to historic behaviors.
IDENTITY CONSTRUCTS
Many scholars have also examined the constructs
of identity. House (2006, p. 395) used as qualitative
study to explore ethnic and cultural identity among
urban southwestern Native American youth,
parents, and elders, in order to identify the major
themes related to identity. Scholars have worked to
define Native American identity constructs and its
development (Markstrom 2011, p. 521; Lucero 2014,
p. 10; Gone 2006; Horse 2001; Mittesuh 1998; Nagel
2000; Peroff 1997, Reoff and Wildcat 2002; Horse
2001; Lee 2006; Peroff & Wildcat 2002; Pewewardly
2002; Sturm 2002; Trimble 2000). This line of inquiry
has also included the meaning of Native identity
through the qualitative analysis of experience
(Lucero 2014, p. 10; Barious and Egan 2002; Brayboy
and Morgan 1998; Jackson 1998; Lawrence 2004;
Lucero 2010). Other social researchers have worked
to identify factors that are influential to identity
development and maintenance (Lucero 2014, p. 10;
House, Stiffman, and Brown 2006; Moran, Fleming,
Somervell, and Manson 1999; Oetting and Beavais
1991).
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IDENTIFICATION
Self-identification has been tied to selfcategorization and labeling (Markstrom 2011, p.
521; Phinney & Ong 2007). Scholars have argued
the identification with a particular culture, tribe, or
band is fundamental for Native Americans
(Markstrom 2011, p. 521; Horse, 2001; Pewewardy
2002). However, some have also argued that selfidentification can manifest outside individual tribal
contexts in the form of pan-Indian identity
(Markstrom 2011, p. 521; Trimble 2000; Horse 2001).
For example, De Uriarte (2003, p. 549) examined
the representation strategies of the Mashantucket
Peqout Tribal Nation to define and display cultural
authenticity in tribal, regional, and pan-Indian
terms and focuses on the articulation of identity in
the context of casino gaming.
Sense of self and internal validation of identity
have also been addressed in ethnographic research
and ethnohistory. Weaver, Hillary, & Heart (1999, p.
22) noted that the Lakota have collectivist values
and worldviews and noted that connection with all
of creation is essential to a positive self-image.
Some limited discussion has addressed
termination, exclusion, and the impact to identity.
Weaver, Hillary, & Heart (1999, p. 25) acknowledged
the impact of non-recognition and enrollment on
sense of self. Jacobs (2014, p. 79) noted that there
is a significant amount of those that identity as
native on the census that do not meet
requirements for enrollment.
CULTURE AND SPIRITUALITY: HISTORY, TRADITION,
LAND, AND SPACE
Culture and spirituality have been considered
through both historical and spatial perspectives.
Early on, language, place, and indigenous
knowledge shaped the discourse of Native
American ethnography (Strong 2005, p. 258; Basso
1996, Collin 1998). The connection between identity
and locality/spatiality has also been examined
through both ethnography and quantitative studies
(Markstrom 2011; Basso 1996; Gooding 1994,
Deloria 1994). Hadjiyanni and Helle (2010, p. 58)
discussed Ojibwe identity in context with domestic
space, as a means for identity expression and
activities as processes that foster social, spatial,
cultural, and temporal connections. The work
advocates for the use of space in conjunction with
the study of material culture (Hadjiyanni and Helle
2010, p. 59).
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The relationship between culture, in consideration
of history, land, lineage, tradition, religion, and
knowledge, and identity was also discussed by
Sokolove (2002), Fogelson (1998) and Markstrom
(2011). Csordas (1999) also examined ritual as a
form of connection or representation to history
and plays a role in identity formation. However, in
a study by Lucero (2014, p. 9), female respondents
viewed cultural identity as a stable understanding
of self as a Native American, not dependent upon
geographical location and unaffected by cognitive
and behavioral adaptations required by the urban
environment, which contradicts the view of
Markstrom, who emphasizes connection with the
surrounding world.
Identity as a construct of the past also has been
examined to some extent, mostly by cultural
psychologists (Lee 2006; Csordas 1999; Markstrom
2011; Lombard 2001; Denham (2008); Jevis, Beals,
Cree, Klein, and Mason 2006). Denham (2008)
noted that the family participation in storytelling,
powwows, and commemorative horseback rides
confirms their identity and strengthens the
memory of new generations, noting that activities
are the embodiment of the collective memory.
Some scholars have also addressed the relation
between tradition, values, and respect, noting
respect for traditions and elders as a
representation of culture (Seyfrit 1998, p. 360; Lee
2009, 313; House 2006, 401; Horse 2001). Research
on the cultural and spiritual aspects of Native
identity has been conducted by: Garroutte (2003),
Horse (2001), Lee (2006), Markstrom (2008), and St.
Pierre and Long Soldier (1995) (Markstrom 2011, p.
521). Other scholars have discussed ritual and
ceremony as symbols of identity (Gooding 1996, p.
173).
Knowledge has also been considered in social
research since the turn of the century, including in
the works of Goulet (1998), Shapp (1998), and
Samuel (2004) (Strong, p. 259). Kawamoto and
Cheshire (1999) discussed the significance of
knowledge as a construct of identity, stating that
knowledge of heritage, origins, and culture and
cultural transmission are important forms of
resistance (Markstrom 2011, p. 254; Kawamoto and
Cheshire 1999). Lucero (2014, p. 16) argued the
acquisition of knowledge about cultural values,
practices, and traditions directly from family

members and other Indian people was considered
to be critical to Indianness.
CONNECTEDNESS
There has also been a significant body of work
focusing on connectedness, revitalization, selfdetermination, cultural continuity, the indigenous
movement, and participation. Seyfrit (1998, p. 343)
considered the degree of ethnic identity in
connection with future aspirations through the use
of survey data in Rural Alaska with students from
the 9th to 10th grades. For Alaska natives, in
celebrations, ethnic foods were a symbol of pride
and a way to reinforce native identity and
strengthened the sense of belonging and
community (Dombrowski 2007, p. 218). Kinship
relationships and social obligations are important
social forces in Native American society, as
described by DeMallie (1998), and Kawamoto and
Cheshire (1999) and Weaver (2001) argued that they
serve as sources of self-knowing (Markstrom 2011,
p. 522).
Participation and involvement in community and
tradition have also been discussed at length in
regards to enculturation, validation, and formation
(Lucero 2014; Hadjiyanni and Helle 2010; Sokolove
2002; Csordas 1999, p. 18; Sharp 1990, 1993;
Cheshire 2001; Gone and Alcántara; Kulis et al.
2015, p. 216; Zimmerman, Ramirez, Washienko,
Ealkter, and Dyer 1994). Lucero (2014, p. 9)
examined the development and maintenance of
cultural identity and cultural connectedness in
women from multigenerational urban Native
American Families. In Lucero’s analysis of identity
development in urban Native Americans
respondents reported identity and connectedness
as distinct and separate constructs (2014, p. 9).
Lucero argued that cultural connectedness was
seen to be created by three interacting elements:
related ness to; social interactions with;
participation with; and knowledge of; other Native
Americans. This finding was also supported in a
study by Hill (2006). Lucero’s work suggests the
development of identity in stages in relation to
these elements (2010, p. 327-330).
Revitalization and Indigenous Movements
Revitalization and indigenous movements were
addressed as influential by: (Castile 1996; Fisher
2004; Nagel 1995; Erikson 1999; Nagel 1996; Miller;
Neizen 2003) Lee (2009, p. 307) examined how the
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Native youth negotiate mixed messages of Native
language revitalization, as necessary for cultural
continuity, and the belief of English superiority.
Pullar (1992, p. 182) described the cultural
revitalization movement of the Alutiiq people of
the Kodiak Area Native Association and noted that,
as Alaska Natives are looking for solutions to
epidemics of self-destructive behavior, many are
looking back at culture for answers. Erikson (1999,
p. 556) researched the history of the community
near Neah Bay, Washington through visits to the
Makah Cultural and Research Center and
highlighted the role of the center in selfdetermination, by pursuing the issue of indigenous
rights to whaling.
Social researchers also have given consideration to
urbanization, relocation, ethnic renewal, and selfidentifying Native Americans (Lucero 2014; Jacobs
2014; Castile 1996; Nagel 1995; Lawrence 2003).
Steiner (1967) suggested the increase is from
people who had urbanized that were previously
unaccounted (Nagel 1995, p. 947). Similarly,
Lawrence (2003) argued that the tribes that had
successfully evaded the army during the removal
period, or how had not ever signed a treaty with
the United States, were denied federal recognition
despite having maintained a distinct cultural
identity. A conflicting view was offered by Nagel,
who stated that the increase was largely due to
“ethnic switching,” with people who previously
identified as another race began self-identifying as
Native (1995, p. 947). Jacobs (2014, p. 79) also
addressed the increase in the number of people
identifying as Native American through a
discussion of the politics and racial identity and
examined how reclamation and relocation
manifest in different experiences. In the early
twentieth century, a pan-Indian identity became
visible, wherein Native Americans encouraged
focusing on similarities and understanding. (Davies
and Iverson 1995, p. 18) Other scholars have
addressed identity politics through the lens of
diaspora, modernity, post-colonialism, and
globalization, including Calhoun, 1994; Lash and
Feedman, 1992. (Csordas 1999, p. 4)
MEMBERSHIP BOUNDARIES
Many natives and American Indian theorists have
expressed concern in confusing the group
boundaries (Lawrence 2003, p. 21). Jace Weaver
(Cherokee), a theologian, argues that Native identity
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being addressed straight forwardly, even at the
expense of diasporic natives (Lawrence 2003, p. 21;
Weaver 1998, p. 14). Researchers have also
examined Native American identity with
consideration to the blurring and shifting group
boundaries due to acculturation and intermarriage
(Dombrowski 2007; Lawrence 2003; Brown,
Hruschka, and Worthman 2009, 422; Brown,
Hruschka, and Worthman 2009; Thorton et al.
1991).
Shifting identity boundaries has also been
addressed in terms of differentiation,
communication and performance of identity,
identity negotiation, and the flexibility of identity
itself. Bowers and Moss, in “A Giant in the
Rainforest: Frederila de Laguna’s Contributions to
Anthropology of Southeast Alaska,” discussed how
the work of Laguna shaped anthropology research,
noting that her initial research with the Tlingit
centered on the issues of cultural boundaries and
origin and emphasized inter-tribal relations and the
need to understand fluid boundaries between
groups (Bowers and Moss 2006; p. 63-74). Other
scholars considered communication and
performance in connection with other aspects of
culture (Csordas 1999, p. 4; Geertz 1973, Singer
1972; Erikson 1999; Peelo 2010). Some have started
to view urban Native Identity as socially
constructed, adaptive, and evolving (Lucero 2014,
10; Peters and Anderson 2013). Sokolove (2002, 23)
also acknowledged that identity is fluid.
DEVELOPMENTAL MODELS
In the fields of developmental and cultural
psychology, Native American identity has more
recently been given some attention, with
consideration given to identity constructs and
developmental models. In 2010, Gone and
Alcántara (p. 159) examined the empirical viability
of ethnographically centered case studies for use
in examining the correlations between cultural and
psychological problems through the exploration of
cultural ideals in relation to ambition in Native
American respondents. Survey questions were
given to respondents that were created to elicit the
discussion of relevant features of cultural identity
(Gone and Alcántara, p. 162). Lucero (2010, p. 330)
found that the urban Native American respondents
developed Native identity in stages: struggle (loss,
detached, distant from group), catalyst (an
important event), going back (symbolically
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returning to tradition and history), and living on
the red road (acting in accordance with values and
accepting difference and pride.)
Markstrom (2011, p. 519) presented a conceptual
model for research on Native American adolescent
identity formation with consideration to the local,
national, and global influences and in relation to
identity types, dynamics, and sources of influence.
She makes a convincing argument that identity is
embedded in cultural context centered on
identification, connection, and cultural and
spirituality. (Markstrom 2011, p. 519) Markstrom
then analyzes the constructs of identity as
applicable to the study of identity formation.
(Markstrom 2011, p. 519) “A Latent Class Analysis of
Urban American Indian Youth Identities,” (Kulis et al.
2015, p. 215) examined sources of indigenous
identity among urban Native American youth
through the model developed by Markstrom and
utilizes quantitative data from 208 urban Native
Americans from 5 middle schools to address levels
of enculturation. Kulis (2013, p. 7-20), in “Exploring
Indigenous Identities of Urban American Indian
Youth of the Southwest,” further examined
indigenous identities using measures based on
Markstrom’s identity model, in order to explore
the components of Markstrom’s model of local
identity to a group of urban Native American to a
group of urban American Indian adolescents, using
open ended identity descriptors.
Methods
The present study utilized the EBSCO Host, JSTOR,
and Web of Science composite databases to
retrieve social research publications focusing on
Native American identity, within the time period
from 1990 to 2016. The initial search used the
following criteria: Native American or American
Indian or Alaska Native (Subject), Identity (Title),
Cultural Identity (Subject), and Scholarly or Peer
Reviewed (Type). The following exclusion criterion
were used in the initial search: Not Education
(Subject) and Not Health (Subject). The title
criterion of identity was included due to the vast
number of results before this inclusion, which
totaled over 9,000 for a single database. The initial
search yielded 315 unique results: EBSCO Host
(37), JSTOR (207), and Web of Science (71). A second
database search was run, using the following
criteria: Native American or American Indian or
Alaska Native (Subject), Ethnographic Research

(Subject). The second search yielded 169 unique
results: EBSCO Host (14), JSTOR (71), and Web of
Science (84). Searches across each composite
database remained comparable; however, due to
variation with the JSTOR functionality the subject
field was replaced with an abstract field and the
databases used for the secondary search within
JSTOR were limited to those categorized as
American Indian Studies (10), Anthropology (134),
Sociology (221). Duplicates from both search
results were removed. Table 1 details the search
results and exclusions.
From the 484 unique results, a total of 448 were
excluded and 36 publications were included.
Studies that appeared in the references of the
materials were included when they met the
inclusion criteria and dealt directly with Native
American Identity. (These results were not limited
to peer reviewed publications.) An additional 50,
were added on this basis, resulting in a final total
of 86 scholarly publications addressing Native
American identity. The present review considered
the following topics: (1) contemporary Native
American identity, (2) impact of historical trauma,
(3) impact of federal policy, (4) role of official
enrollment, (5) role of cultural revitalization, (6) role
of tradition and ceremony, (7) role of community
participation.
Data Analysis
Following the completion of the search for relevant
publications, the results (86) were compiled into a
list. Each item was reviewed to determine the field
of study to which it corresponds: Anthropology,
Ethnohistory, Psychology, Sociology, Education, and
Other. Most frequently, this was done by noting
the publication journal. Books or other
publications were categorized on the basis of
abstracts, the authors bio, or the actual text itself.
The total for each category was calculated. Each
item was also reviewed in detail and annotated for
relevance to the topics under consideration. (Listed
above)
The results were then charted by publication year
and field of research. (See Figure 1: Results by Field
of Study) The annotations were then pile sorted in
order to analyze the prevalent sub-topics.
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Table 1: Initial Search Result Exclusions

Total Included

Total Excluded

Science, Engineering, and Tech

Public Policy

Art, Music, and Popular Cultural

Behavioral Science & Health

Education

Gender and Sexuality Studies

Multi-Racial

Population or Cultural

Linguistics

Historical or Archeological

Unique Results

Duplicates

Initial Results

% Included

anthropological studies on
Native American identity,
as well as psychology
studies, published per year
did begin to increase after
1990. Anthropological
studies seem to be the
most prevalent on the
subject. The data also
Search #1
suggests that anthropology
EBSCO
22%
42
5
37
3
0
12
1
0
3
6
2
1
1
29
8
JSTOR
6%
335 128
207
24
0
98
22
4
8
3
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3
20
195
12
led the social sciences in
WoS
11%
95
24
71
10
1
23
8
1
3
12
2
2
1
63
8
this area of research. This
Subtotal
9%
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1
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6
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0
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0
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1
4
3
0
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0
12
2
Native
American
Identity:
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receiveResearch
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1
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3
68
3
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14
3 Bridgett
9
1
2
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1
3
7
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3
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3
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1
3
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2
5
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common sub-topics in relation to Native American
identity:
•

•
•

•

•

Historical Trauma: Historical trauma, forced
relocation, forced assimilation, mandatory
boarding schools, acculturation, loss of
traditional modes of production
Local, National, Global: Discussions related to
the influences and interactions between
Identity Politics: Enrollment, membership,
recognition, blood quantum, stereo types, selfimage, authenticity
Identity Constructs: Identification, culture, land,
space, history, tradition, values, oral tradition,
connectedness, revitalization, indigenous
movement, participation
Group Boundaries: Inclusion, exclusion,
communication, performance, negotiation

More recently the fields of developmental and
cultural psychology have produced models for the
analysis and understanding of Native American
adolescent identity formation. Notably, Markstrom
developed a model that was tested and reviewed
in two separate studies by Kulis et. al.
Conclusion
In the early twenty-first century, Native American
identity received some attention from
anthropologists, and other social researches.
However, focus on this topic has somewhat
dwindled, though it is discussed within works
centered on other topics. A significant portion of
this work has focused on identity politics and the
role of government in shaping Native identity due
to the conflicting interests of the federal and tribal
governments. Research has also tended to focus
on a narrow band of influencing factors, rather
than addressing Native identity as a whole.
The linear fixed concept of identity forced onto
Native American tribes through federal policy is in
conflict with the fluid nature of identity and limits
these groups from shaping their own membership
boundaries and therefore their cultural future. This
has had and will continue to have legal
implications. Further, Native Americans have a
vested interest in controlling membership
boundaries in order to maintain cultural continuity,
distinctiveness, and community resources. The
federal government, which has long influenced the
shape of Native American tribal identity through
racializing membership boundaries, has a biased

interest to limit membership inclusion for
economic benefit. It should also be said that, as
experts, anthropologist studying Native American
identity have an ethical obligation to research this
topic with consideration to the impact such
research has on federal policy and its implications
for Native American sovereignty.
Further research to understand the Native
American identity and boundary maintenance
should include the role of historical trauma,
federal policy, enrollment, cultural revitalization,
tradition, ceremony, and community participation
and importantly should address tribal response
and cultural preservation. The Markstrom model is
a potential paradigm for studying Native identity
that could incorporate important factors identified
in existing research. Research is needed to
determine whether the model would be applicable
in the field of anthropology as a means to create a
more holistic picture of modern Native identity.
Importantly, it may offer more insight into how
influences from outside cultures are resisted in
order to maintain cultural continuity and group
cohesion. This may eventually lead to identifying
culturally specific methods of defining
membership; assist in resolving the conflict of
interest between tribal and federal governments,
and aid self-determination.
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“There is no such
thing as single
issue struggles”:
Undocuqueer
Students in Higher
Education
By Briceida Hernandez-Toledo

Abstract
Within the last few decades, immigration has
become an issue of great concern in the United
States. Demonstrating incredible skills and
resilience in the face of political
disenfranchisement, undocumented immigrant
youth have been at the forefront of this
movement, leading conversations about the
inherent human rights of undocumented people.
Activism enacted by undocumented students has
been integral; not only have they brought issues
concerning their identities to the attention of
politicians and the world at large, but they have
done so in order to secure accessible and equitable
legalization processes. Unfortunately, because of
the proliferation of the “good immigrant” and “ideal
DREAMer” narratives, many scholars have failed to
account for the multidimensional identities of
undocumented immigrants. This research focuses
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on undocuqeer students (those who identify as
undocumented+queer) and the resources available
to them in institutions of higher learning. This
research offers an analysis of extant research on
undocuqueer students utilizing a feminist case
study on the University of Nevada, Las Vegas and
the University of California, Irvine; This research
reveals that undocuqueer students require
intentional, deliberate aid from universities in
order to succeed and thrive mentally, emotionally,
and socially in the face of sociopolitical
vulnerabilities. It is essential that universities
commit to providing resources for undocuqueer
students by engaging in trainings, raising
awareness, and acting as advocates and allies of
undocuqueer students to ensure their access to
four-year institutions, as well as their eventual
retention and graduation at the university-level.
Keywords: undocuqueer students, higher
education, immigration, student support
Undocuqueer Students in Higher
Education
Immigration remains a controversial topic
dominating domestic and international
conversations about borders, migrants, and human
rights. The United States commonly exults the
deceptive, fabricated myth of a nation built by
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ambitious immigrants, bounded not by an ethnic or
cultural identity but by a capital value system
favoring idyllic notions of freedom, opportunity, and
more significantly—individualism. Consequently,
arbitrary measures of success and failure, in
conjunction with feelings of entitlement toward
success leads to xenophobia and ethnocentric
policies usually directed at individuals of a specific
racial and ethnic appearance. Student activism,
namely queer immigrant student activism,
effectively comprised an important but forgotten
subset of the immigration rights movement in the
United States both in representation and literature.
To begin addressing this gap in the literature, the
purpose of this research paper is to analyze
resources, programs, and institutional practices that
serve undocuqueer students at the university level.
After finding an abysmal lack of programming and
resources allocated to undocuqueer students at
institutional levels, a feminist case study was
conducted focused on two universities: The
University of Nevada, Las Vegas (UNLV) and The
University of California, Irvine (UCI). Coupled with
an extensive literature review, the results of the case
study provide potential ways to address the lack of
institutional support, opportunities and resources
geared toward undocuqueer students. Because of
their marginalized and socio-politically vulnerable
identities, it is necessary for universities to embrace
undocumented and undocuqueer students by
supporting, understanding, and encouraging them
through the educational pipeline. If schools are
truly committed to visions of diversity, support, and
scholarship, it is imperative they question whether
they truly and effectively serve undocuqueer
students.
Literature Review: Theoretical
Framework & Related Studies
Latinx1 critical theory (LatCrit) proved integral to
this research as it demonstrated the validity of
investigating resources for undocuqueer students in
higher education. Critical race theory (CRT) is a
dynamic analytical framework originating in law
schools in the 1980s, created to foreground race in
examinations and conversations of critical theory
(Yosso 2005, p. 6). As Covarrubias and Lara (2013)
explain, LatCrit evolved as a branch of CRT
1 The term Latinx is used throughout this paper in exchange of Latina/o
because Latina/o fails to acknowledge gender identities outside of the female/
male binary. Latina/o will be used when referring to research that did not
acknowledge individuals outside of the gender binary. Similarly, Chicanx (instead
of Chicana/o) is used for the same reasons.

emphasizing issues directly affecting the Latinx
population, like immigration, language, and
discrimination based on national origin (p. 5). Revilla
(2006) describes CRT as a “legal movement that
rejects notions of meritocracy, colorblindness,
neutrality and objectivity as they are used in the
institution of law. In this paper, LatCrit is used as a
tool of analysis. Solorzano (1999) explains LatCrit
has “an overall struggle toward social justice and the
elimination of racism… the abolition of racism or
racial subordination is part of the broader goal of
ending other forms of subordination such as
gender, class, and sexual orientation” (as cited by
Revilla, p. 26). While many schools may seem to
embrace diversity in student population, they fail to
support students who are affected differently
because of their identities and the perceptions of
these identities; it is integral to recognize
institutions of higher learning operate under laws
and policies that are informed by racist policies
because these inform the experiences of
marginalized students in these systems. Because of
their multiple marginalized identities, it is necessary
for universities to embrace undocumented and
undocuqueer students and how these identities
may interact with each other into their missions of
diversity, retention, and scholarship through
supportive efforts and policies.
Capturing nationwide attention in the early 2000s
and still active unto this day, the DREAMers are
undocumented students who utilize various forms
of activism for political change and legitimization of
their identities and struggles. Following national
calls to reform the immigration system, the
DREAMer student movement is named after a
congressional bill known as the Development,
Relief and Education for Alien Minors (DREAM) Act.
This movement is emblematic of youth
empowerment and social change. By challenging
political systems and laws, the DREAMers
complexified the stereotypical immigrant image by
coming out of the shadows, reclaiming power in
their identities and creating effective changes to our
systems of immigration. Through this movement of
politicized undocumented students, significant
strides were made in immigration reform, resulting
in policies that have eased the struggles of
thousands of undocumented students.
Unfortunately, in order to make these strides, the
DREAMers utilized liberal rhetoric, inadvertently
perpetuating the dichotomy of a good and bad
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immigrant. In order to humanize immigrant youth
and appeal to the broader public and politicians,
DREAMers had to prove their “value” through high
educational achievement and argue that they
deserved their humanity because they were
amazing students and dedicated potential citizens
and not criminals like many claimed.
Stemming from this movement, but stepping
further away from a commitment to liberal politics,
the undocuqueer movement speaks to Kimberle
Crenshaw’s theoretical conceptualization of
intersectionality. Crenshaw (1991) finds that “because
of their intersectional identity as both women and
of color within discourses that are shaped to
respond to one or the other, women of color are
marginalized within both” (p. 1224). Analogously,
undocuqueer individuals are often forced to
oscillate between the immigrant rights movement
and the queer rights movement. As a form of
resistance, the undocuqueer movement emerged to
demonstrate that these identities are not mutually
exclusive. Undocuqueer people are those who
identify simultaneously as queer and
undocumented, going beyond this good/bad
immigrant rhetoric to argue that the identities of
undocumented immigrants and activists are not
one dimensional, but deeply intertwined with
sexuality and gender. Extant research on this topic
is limited because most of the research conducted
on undocumented students does not overtly
mention gender and sexuality, even though
sexuality, race, and gender are important parts of
social identities. Thus far, the scholarly work that
has been done on undocuqueer students has
focused on their activism, art, and resistance
without assessing how this layered identity affects
their educational progression, survival, and success.
As of the summer of 2016, only a few public
universities have developed and enforced programs
to assist undocumented students, forcing the
majority of undocumented students to negotiate
complex university policies without institutional aid
or guidance. According to the Perez (2014),
approximately 80,000 undocumented teens turn 18
every year, with 65,000 graduating from high school
(cited by the Department of Education 2015, p. 3).
Furthermore, only 54% of undocumented teens
earn a high school degree, compared to 82% of their
peers who earn it. Out of those who manage to
graduate from high school, between 5-10% pursue
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higher degrees, with even fewer completing them.
By researching the issues and challenges
undocuqueer students face in the United States,
great strides can be made for this marginalized
population in terms of access to resources and
institutional support.
Over the last decade, research has steadily grown
demonstrating and attesting to the difficulties
experienced by undocumented students as they
navigate educational institutions in the United
States. Providing a resource guide geared towards
educators in secondary and postsecondary settings,
the Department of Education (2015) identifies
undocumented students as “one of the most
vulnerable groups served by U.S. schools” (p. 3).
Undocumented students are not only exposed to
the stresses associated with coming of age, but
Suarez-Orozco (2010) finds:
Undocumented youth, in particular, can
experience high levels of acculturative stress
from immigration-related issues such as
separation from family and academic difficulties.
The psychological costs of family separation,
associated with the migration process and with
U.S. immigration procedures such as detention
and deportation, are well documented and,
among children, may include symptoms of
depression and anxiety (cited by DOE 2015, p.4 )
Amplifying the vulnerability associated with political
risk, a majority of undocumented students
experience economic instability. In a qualitative
study of undocumented Latina/o high school
seniors, Oliverez (2006) found 60% of participants
lived in crowded homes with 6 or more people,
and 90% lived in single or studio apartments. In
addition, 60% of the students also reported working
between 14-40 hours a week on the weekends or
after school. If undocumented students continue
their education to two or four-year institutions,
financial support is often difficult to find because
they are unable to access federal funds and grants,
including the Pell Grant, a need-based national
grant intended to assist with tuition costs.
Fortunately, state by state political decisions mean
some states, like California, are beginning to open
avenues for undocumented students through state
public funds, scholarships, and leveling tuition
equity allowing students to pay in-state tuition. On
the contrary, other states are actually barring
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undocumented students from the university or
difficulties associated with being marginalized not
UNDOCUQUEER
STUDENTS
IN HIGHER
EDUCATION
forcing students to pay out-of-state tuition despite
only because
of an undocumented
status, but also
residency and completion of a secondary school
because of sexual and gender identity.
diploma within the state. It is clear undocumented
Undocuqueer activist and artist, Julio Salgado,
artist, Julio Salgado, became the face of the movement with his art series “I am Undocu
students have the added difficulty of having to
became the face of the movement with his art
navigate university and state policy because of the
series “I am UndocuQueer!” in 2011. He utilized
in 2011. He utilized illustrations
and quotes of undocumented individuals from individu
lack of uniform federal legislation relating to the
illustrations and quotes of undocumented
issue.
individuals from individuals like Prerna (a featured
Prerna (a featured participant
of thisofart
series),
who says,
“To borrow
shamelessly from
participant
this
art series),
who says,
“To borrow
Despite Plyer v. Doe (1982) establishing “that illegal
shamelessly from Audre Lorde, as a queer
Lorde, not
as acitizens
queer undocumented
person,person,
I knowIthat
there
no such
thing as single issu
(sic) aliens and their children, though
of undocumented
know
thatisthere
is no
the United States or Texas, are people ‘in any
such thing as single issue struggles because we
ordinary sense of the term’ and,
therefore,
are we don’t
don’t
lead
single
issue
lives”(See
(Seefigure
figure 1).
1).
struggles
because
lead
single
issue
lives”
afforded Fourteenth Amendment protections”
(Oyez 2016), Fourteenth Amendment rights were
only granted and applied to K-12 programs, leaving
high school graduates without federal protection,
financial support, or recognition.2

Research on student support services for
undocumented students has found that one of the
most important factors in the academic success of
students is familial and staff/faculty support (De La
Torre & Germano 2014; U.S. DOE; United We
Dream 2015; Perez 2014). Civic involvement and
engagement on campus also plays a role of similar
importance to the success of undocumented
students. Neglected in research, however, are the
ways in which sexuality and gender can complicate
the experiences of undocumented students who
also identity as queer. While universities may
Figure 1.
Prerna
Salgado
(2012) (2012)
Figure
1.by
Prerna
by Salgado
support student groups dedicated to LGBTQIA2+
identities, and even groups for undocumented
In the book We are Americans: Undocumented Students
In the book We are Americans: Undocumented Students Pursuing the American
students in some places, the two groups are not
Pursuing the American Dream, Perez (2008) interviews
intertwined in the same programs. Working with
undocumented students, analyzing and determining
Perez
(2008) interviews
undocumented
students,
analyzing and
UCLA’s Center for Mental Health
in Schools,
Yang
themes
in their lives
and education.
Not determining
once in the themes in th
(n.d.) finds “prejudice and discrimination in schools 20 interviews conducted in the study, did the book
and education.
Not oncemention
in the 20sexuality,
interviews
conducted
thehow
study,
creates a stigmatizing and stressful
social
gender
identityinor
thatdid the book menti
environment for undocumented and for queer
could affected the students’ experience. While
sexuality,
or how work
that could
affected
theeducational
students’ experience.
While sch
students” (p. 2). The intersections
of thesegender
two identity
scholarly
is lacking
in the
arena,
identities can compound the impact of this
research on the undocuqueer identity is being done.
environment, resulting in an unmet
need
for in the educational
Most of this
workresearch
has focused
their activism,
work is
lacking
arena,
on theonundocuqueer
identity is being d
support and nurturance as “one of the most poorly art, and resistance. For example, Rea Carey, the
accounted for groups on campuses”
(Yang,
2). has focused
directoronoftheir
the National
Force (2016)
Most of
this p.
work
activism,LGBTQ
art, andTask
resistance.
For example, Rea C
captures the intersections between the immigrant
Scholarly research on undocuqueer
students
focus
rights
andTask
LGBTQ
rights
movements,
recognizing
director
of the National
LGBTQ
Force
(2016)
captures the
intersections between th
on their identities and activism. The conception of
“that of the eleven million undocumented
the term undocuqueer itself captures the
immigrants in the United States, hundreds of
immigrant rights and LGBTQ
rights movements, recognizing “that of the eleven million
complexities of identity formation, attesting to the
thousands are lesbian, gay, bisexual, and/or
transgender” (cited by Jobin-Leeds, p. 11). Yang (n.d.)
2 Note that the term “illegal” when used as anundocumented
identifier of a human being
immigrants
in the United States, hundreds of thousands are lesbian, gay,
is dehumanizing as well as a misnomer. There is a nationwide campaign to
includes a quote from an anonymous
eliminate its use colloquially and in official documents and research. Instead,
UndocuQueer UCLA student in his article who says:
scholars, activists, and some journalists urge people to use “undocumented” or
“unauthorized” immigrants.
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Though viewing the issues faced by the
undocumented and queer students respectively
can offer some insight on the problems that
undocumented queer students face, the
experience of an undocumented queer student
cannot be understood in terms of being
undocumented, and of being a queer person,
considered independently, but must include the
interactions, which frequently reinforce each
other. For example, deeply rooted homo/
heteronormativity within the queer and
immigrant rights movements places many
limitations on the scale of coherence between
the queer and undocumented identities. ...
Undocumented queer people are often alienated
and excluded from both the queer and the
immigrant community, hindering a healthy
development of the queer undocumented
identity. The combined effects of illegal status,
ethnic minority status, and queer status pose a
set of unique ... problems for undocumented
queer students in the United States” (p. 2).
In ‘Layers of Infinity’: Interview with Undocuqueer Activist
Julio Salgado (2014), Hinda Seif details the conception
of the undocuqueer movement by interviewing one
of the most recognized people in that sphere.
Salgado reflects on intersectional theories affecting
identity formation. The idea of undocuqueer is
created around building agency through two areas
(sexuality and security) that are meant to make him
vulnerable and weak; in this way, Salgado describes
his identities as empowering instead of debilitating.
Instead of relying on traditional forms of theorizing,
Salgado engages in different art mediums to
become what some people deem an “artivist” and
artist and activist simultaneously. While he doesn’t
spend a lot of time explicitly discussing this, he
does mention how his status hindered his
graduation and extended the time it took to
graduate. Salgado explores the importance of
narrative saying, “Drawing was a way for me to
speak out and to document what was going on.
And to make sure that as undocumented people—
that WE tell the stories. That WE own the narratives.”
In the article, “Documenting the undocumented:
Toward a queer politics of no borders,” Melissa
White analyzes the undocuqueer movements in the
United States and Canada in regards to reproducing
nationalism and visibility politics. White examines
the attempts to prevent the deportation of Alvaro
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Orozco, a Nicaraguan refugee, in Canada and the
burgeoning USA undocuqueer movement via Julio
Salgado’s I am “UndocuQueer Series!” She critiques
their usage of queerness to challenge the system
when the ways in which they appeal to structural
powers (by requesting permanent residency/
preventing deportation) only serves to reproduce
the overall system of oppression. Instead, she
advocates for abolishing borders and subverting the
nation-state system that perpetuates notions of
citizenship (White 2014). In this way, activists would
be practicing queer liberation as opposed to queer
liberalism. White explains that queer has two
definitions: 1) It can refer to the umbrella term for
lesbian, gay, bisexual, transgender, and gender nonconforming identities, and according to David
Halperin’s definition 2) “it demarcates not a
positivity but a positionality vis-à-vis the
normative… a horizon of possibility whose precise
extent and heterogeneous scope cannot in principle
be delimited in advance” (White 2014). Queerness in
this space of oppression can work to unite people
towards liberatory activism. While White may have a
point, especially when considering notions of pan
European post-nationalism, this critique resembles
exactly what Audre Lorde warned about in Sister
Outsider: Essays and Speeches, Lorde (1989) writes:
It is learning how to take our differences and
make them strengths. For the master’s tools will
never dismantle the master’s house. They may
allow us temporarily to beat him at his own
game, but they will never enable us to bring
about genuine change. And this fact is only
threatening to those women who still define the
master’s house as their only source of support.
In this passage, Lorde’s argument is directed at
women of color, particularly black women in
positions of power, but it is also applicable to
utilizing liberal politics to produce the radical
changes that would liberate marginalized queer
people of color from hegemonic power structures
and surveillance. Ultimately, it seems like White
undermines the physical, mental health impacts
that constant worrying could have on
undocumented individuals, much less undocuqueer
activists.
Methods
According to Shulamit Reinharz (1992), case studies
refer “to research that focuses on a single case or
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single issue, in contrast to studies that seek
generalizations through comparative analysis or
compilation of a large number of instances”.
Because the purpose of this research is to analyze
resources, programs, and institutional practices that
serve undocuqueer students at the university level,
developing a feminist case study serves as a
corrective device centering Latinx critical race
theories in student services programming. Reinharz
(1992) explains that feminists utilize case studies for
the same reasons other scholars do “—to illustrate
an idea, to explain the process of development
over time, to show the limits of generalizations, to
explore uncharted issues by starting them with a
limited case, and to pose provocative questions”.
Demonstrated by the gaping holes found in the
literature concerning undocuqueer students,
conducting this case study explains how
undocumented students interact with institutions
of higher learning while asking a question that is
easily ignored: Are institutions of higher learning
helping undocuqueer students excel, survive, and
thrive in the face of seemingly insurmountable
sociopolitical and economic obstacles? Reinharz
(1992) contends feminist case studies entail a
dedication to women-centered work; this
undocuqueer-centered case study can be classified
as feminist because of its focus on marginalized
identities. Futhermore, while “feminist interest in
case studies stem from the desire to document
aspects of women’s lives and achievements for
future secondary analysis and future action on
behalf of women” this research stems from the
desire to investigate whether undocuqueer
students are being served, and if not, how to alter
institutional practices to provide aid and support.
UCI and UNLV were selected in this research for a
few reasons. First, UNLV was chosen as a site
because it is closely connected to our social and
academic communities. Because this research is
grounded in Latinx critical race theory, it recognizes
the importance of social justice within the
educational field; as a scholar engaged in activist
work at UNLV, it is difficult to see this deficit and
gap at the university without the inclination to
create institutional aid using this research. It is
increasingly important to provide this community
with equitable, accessible education, and culturallyinformed resources. While this community
continues to grow, changes in the legislature and

higher education do not address or reflect these
changes. Currently, “Nevada is one of about two
dozen states that have not enacted laws about
tuition rates for immigrants who are in the country
[without documentation].” (Rindels 2014). This
means undocumented students can attend schools
in the Nevada System of Higher Education without
disclosing their documentation status and can also
receive the state’s Millennium Scholarship if they
“sign an affidavit declaring they have applied to
legalize their status or will file an application as
soon as they are eligible” (NSHE policies cited by
Rindels 2014). NSHE schools are therefore operating
within a liminal legal space where they aren’t
necessarily restricted from admitting
undocumented students in the ways that Georgia
and some Arizona schools operate.
UNLV is a relatively new institution, originally
created in 1957. Over the years it has grown from a
small branch college into an urban public research
institution with 23,801 undergraduate students.
According to its website, UNLV aspires to become a
top tier university by 2025 utilizing its values and
missions dedicated to the well-being and individual
achievement of its diverse population. In order to
truly do so, it is imperative UNLV address the needs
of its undocumented and undocuqueer population.
UCI was selected because it is one of the schools
within the University of California system that was
most similar to UNLV in terms of population and
geographical location. It was founded in 1965 and
has 25,256 undergraduate students. It is imperative
to recognize the UC system of education are
amongst the most reputable in terms of public
research; it is equally important to recognize
California is a leading state in terms of
undocumented student resources and legislation.
In 2001, AB 540 was signed into law by Governor
Gray Davis allowing qualifying undocumented
students to pay in-state tuition (AB 5402016). In
2011, the California Dream Act (Assembly Bills 130
and 131) was passed, allowing undocumented
students who meet certain criteria to be “eligible to
receive financial aid funded through public
universities, state-administered financial aid,
university grants, community college fee waivers,
and Cal Grants” (DOE 2015).
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Data Analysis
The data analyzed for the case studies on UC Irvine
and UNLV are varied at three degrees. First, the
university websites for each school were scoured
for any mention of undocuqueer and
undocumented students in an attempt to
determine whether the schools offered resource
pages or offices dedicated to these students. Then,
we identified whether any student organizations
could be found within each institution in relation
to undocumented and undocuqueer resources.
Finally, a wider search incorporating the school’s
name and the term undocumented/undocuqueer
was conducted using web sources.
UCI’s site led me to dreamers.uci.edu, a site for the
school’s Dreamers’ Resource Office. According to
the site, this office is “dedicated to serving the
AB540 and undocumented population through
advocacy, guidance, and support.” Functioning as a
part of the Student Outreach and Retention (SOAR)
Center, it provides programs and services designed
to help students achieve academic, personal, and
professional excellence. Presented in an accessible
and informative format, the UCI Dreamers’ site is
organized into different heading categories: Home,
About, Support, News Archive, Calendar, Financial
Aid, Ally Training, and Contact Us. On the site, we’re
able to meet the office staff; it is run by Ana
Miriam Barragan, the first UCI Dreamers
Coordinator. Her position “provides support
services to students as well as providing
information and training to educate the campus
community” and “She is a recent graduate but has 5
years of experience offering trainings and
workshops to faculty, staff and students on AB540
and undocumented student issues including DACA,
the California Dream Act, and how to create a safe
environment for students.” In addition to Barragan,
the office is staffed by five student coordinators,
three of which identify as immigrants. In a video
on this site, Barragan and the students encourage
anyone with questions to reach out to the office,
stop by, or schedule an appointment.

Of particular interest, however, is a recently created
registered student organization—The UNLV
UndocuNetwork was found. More significantly,
UNLV itself does not mention “undocumented”
much less “undocuqueer” in any of its FAQ’s
pertaining to academic life or financial aid/tuition.
According to the UNLV Involvement Center
website, the UNLV UndocuNetwork is a “network of
UNLV folk and community allies whose mission is
to support and empower undocumented students
at UNLV through organized action towards
inclusion and degree attainment.” The organization
is working towards fostering a community of
support for undocumented students through full
inclusion by increasing and creating a network of
available resources for undocumented students at
the school.
To effectively analyze the extent of resources
dedicated to undocumented and/or undocuqueer
individuals at UCI and UNLV, findings are organized
according to the recommendations provided by the
Department of Education. These findings are
summarized in Figure 2, Table 1.

In comparison, a search within UNLV’s website led
to two areas of interest, events hosted by the
Center for Social Justice and student organizations
on campus. The search revealed three events held
from 2014-2016 (Undocumented 101; RealTalk
Community Dialogue: Undocuqueer, and a film
screening about the undocumented experience).
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its education system are
undocumented students.
Question
University of California, Irvine
University of Nevada, Las Vegas
Through an intersectional
Do these schools create Yes. The UCI Dreamers website and No. A student-run organization has been created
scope, the identities of
open and welcoming
office are easily accessible. While
and an office within the Student Engagement and
environments to
they do not specifically address
Diversity Office has facilitated three events
undocuqueer students add
undocumented and
undocuqueer students, they do provide centered on these identities, UNLV does not openly
another vulnerable dimension
undocuqueer students? this site for undocumented students.
advocate for undocumented or undocuqueer
resources.
to their progression and wellDo these schools
Yes. On the Dreamers website,
No. The university does not provide information
being. Financial barriers
provide services and
students are able to navigate financial pertaining to financial resources, psychological
resources to help guide and educational advice geared towards support, or even an official position on
coupled with legal,
undocumented
undocumented students. The site does undocumented students within the school.
psychological, and social
students?
not directly address the needs of
undocuqueer students specifically.
roadblocks demand
Do these schools
Yes. Janet Napolitano, the president of No. Unlike UC Irvine, UNLV provided an event
additional attention from
communicate and
University of California schools has
centered in the intersectional identity of an
scholars and students
demonstrate support for made it a mission to provide financial, undocuqueer student in Fall 2015. In addition, it
UNDOCUQUEER
STUDENTS
INlegal
HIGHER
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HAMLET, THE PRICE OF DENMARK:
SOCIOECONOMIC CHANGE IN
SHAKESPEARE’S HAMLET
By Mark LaRubio

Abstract
The focus of this research is to center
Shakespeare’s Hamlet to investigate the mimetic
possibilities found within the dramatic action. It
will address not only the effects of economics on
the culture of Shakespeare, but also its effect on
Shakespeare’s work. The research methods utilized
are the intense reading and interpreting of
Shakespeare’s Hamlet as well as the historic and
socioeconomic context of his time. I shall look at
other’s interpretations of Hamlet as well as the
plays sociohistorical context interpreting it
alongside the actual text itself. There can be found
a link between the socioeconomic changes in
Shakespeare’s time and his dramatic work, Hamlet.
It therefore proves it is a cultural relic or artifact
which showcases, in dramatic terms, the shift from
a feudal society to a capitalist one. The main
conclusions are that Shakespeare’s play Hamlet can
be considered to be truly mimetic, that is to say
that it shows us a clear window into the world in
which it was written by showcasing sensibilities
and changes in Shakespeare’s society. It would
therefore be recommended to view literature as
the aforementioned window for us to use to
investigate changes in economics and societies
carefully.

Faculty Mentor
Dr. Evelyn Gajowski
Professor
Department of English
College of Liberal Arts
University of Nevada, Las Vegas

Introduction and Purpose of the
Study
The purpose of this study is to show how
literature is part of the fabric of our and other
societies in other places and times. This study
hopes to formulate and explore the vast quantity
of information to be extracted from literary works.
It also seeks to determine the importance thereof
by partaking in the communion with literature to
glimpse into past historical practices. It does this
by taking into account the conditions in which the
work is written and how the greatest works of all
time capture, depict, and represent the ideals,
personalities, and values that characterize the
societies that produce them.
This study is most closely based on is that of
Michael Bristol. His work takes into account the
various ways in which the culture which
surrounded Shakespeare, that of Early Modern
England. In particular, that of carnival can be found
in various characters, especially in his case,
Claudius (349). This proves an important stepping
stone in the understanding of literature as a
mimetic artifact. His is a case study which works
within the context of previous theorists and
thinkers. It particularly looks are important
portions of the dramatic action, taking historic and
cultural considerations taking them into account
while interpreting the dramatic action. That is to
say, Bristol looks into the Carnivalesque and the
elements of power which take form in
Shakespeare’s Hamlet. Bristol defines Carnival as, “A
vivid, intense and highly dramatic way to make the
complex social dialogue that is Hamlet more
audible,” to which he adds, “Misrule, inversion, and
travesty are the typical strategies of the
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carnivalesque.” (350-351). This is an important way
of reading the meaning found in Hamlet when it
comes to questions of power.
One important cultural aspect which Bristol
considers is that of religion and its implications
(356). Most of his investigation is on Claudius but it
shifts to the Gravediggers and explores
monologues or dialogue which takes place
between various characters and interprets them in
various contexts. This is what makes it so fullfledged and thorough in its investigation of the
power struggles taking center stage -- both literally
and figuratively -- during the dramatic action. This
affords it a great degree of insight when coupled
with the theoretical basis of his investigation.
My research focus is very important towards the
understanding of Hamlet in its entirety. Its focus on
socioeconomic change as well as how such change
is represented in literature is of immense
importance considering the way in which one can
commune with the past as well as with other
cultures through literature. Moreover, it shows the
interwoven web of connections between reality
and fiction. Also, in a more economic and
theoretical sense, it shows the ways in which
money and power mix together in such a way that
is of most importance in our contemporary society
where we too are seeing a great shift and unrest
due to our current economic system.
My study will contribute to my field in that it
speaks at great length at the true exchanges that
can take place on a stage as well as in the field
itself. It shows how fiction can serve as a vehicle
for expression to a much higher degree than
anticipated. Moreover, my study emphasizes the
economics in Shakespeare’s Hamlet and combines
it with the transferring of power in the realm of
primogeniture and how it demonstrates a
sociocultural shift in Early Modern England. This
study will therefore show how as a cultural relic,
Hamlet is the most powerful example of literature
as a mimetic device when speaking on the shifting
economic conditions in Shakespeare’s time and
how it can help us in our own time.
Literature Review
There have been many studies in Hamlet as well as
Shakespeare. From Erin Sharpe’s look into money
and Elaine Showalter who look at specific
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characters of Hamlet. There have been many such
as Irving Ribner’s that look directly at
Shakespeare’s society and his times as well as
Robin Russin’s look into power. Moreover, on
Hamlet there are many who also dedicate their time
to this play, such as Fergusson’s essays or Charles
Forker. However, they were written before the
advent of Cultural Materialism, the lens one can
use to read and interpret Hamlet. Some focus on
Jacobean performance conventions such as
Manard Mack or on Psychological questions such
as Coddon or in another form by Marjorie Garber.
However, I shall focus on Hamlet’s power dynamics
while using these previous studies into
Shakespeare and his plays to show how one may
interpret his texts.
Summary of the Literature Review
There are many methods of extraction that can be
found in the various sources one can draw from
when concerning economics, literary expression,
and cultural investigation. Each approach of
Shakespeare’s work host a variety of places where
one can build on. Of course, the speak on the
great variety of subjects, from the observations of
Shakespeare’s culture which allows for historical
insight into the workings of Shakespeare’s society
as well as cultural practices which influenced his
writing. Also, one can see the detailed study of
individual works or artifacts, if you will, which
demonstrate themes and ideas which can be
found in Shakespeare’s other plays as well as the
one centered in this research, Hamlet.
Methods
The research design utilized was that of a case
study. This was chosen so as to most truly find the
greatest deal of information and analyze the text.
The questions that the study is looking at most
closely are the following:
1. Is there a historical and economic basis of
shifting change in the eras preceding, during,
and after the time of Shakespeare?
Some terms used in my paper include:
Economy: the structure or conditions of
economic life in a country, area, or period; also:
an economic system1
Feudalism: a social system that existed in
Europe during the Middle Ages in which people
1

From Merriam-Webster.com

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

2worked and fought for nobles who gave them
protection and the use of land in return
Capitalism: a way of organizing an economy so
that the things that are used to make and
transport products (such as land, oil, factories,
ships, etc.) are owned by individual people and
companies rather than by the government.3
These are the main questions along with Is Literature
a cultural artifact which can indeed showcase us, as a window,
ages gone by and their struggles? With these it becomes
essential to formulate the following hypotheses.
1. There were indeed large economic and societal
shifts in Shakespeare’s time
2. Literature can indeed be thought of as a 		
mimetic cultural artifact with which to 		
investigate these shifts.
3. Shakespeare’s Hamlet showcases a particular
example of mimesis when demonstrating the
shift from a feudal to a capitalist society.
Limitations to the study are the fact that the study
is grounded upon literature which can be seen as
highly subjective. However, although this seems to
create a hurdle in the terms of generalizability, it
also gives way to the need for sources which link
cultural factors and historical fact to try to
minimize this hurdle. Therefore, the usage of a
great deal of sources both theoretical and
historical, as well as other such studies which are
highly grounded upon fact will aid this also. I will
collect my data through the intensive reading and
analyzing of Shakespeare’s text and then
integrating it with the appropriate historical and
economic background so as to make sure my
analysis is sound. My research methods are as
follows, an intense scouring of the appropriate
literature created after Hamlet which investigates it
as objectively as possible to gain as much
knowledge on the subject. Then, the extensive
reading of Hamlet itself and interpreting it.
Case Study
Of the subjects which permeate through Hamlet
the most important is that of conflict over the
transfer of power. This is done is by pitting Hamlet
against Claudius and the middling sort with their
meddling in the affairs of state for their own gain.
2 From Merriam-Webster.com
3 From Merriam-Webster.com

The conflict in Hamlet occurs due to their meddling.
The middling sort acquiesces to the usurper to
benefit themselves by their allegiance to this claim
to the throne. By using a Cultural Materialist
reading, I will assert that this play illustrates a
power struggle between two forms of governance
in conflict to rule Denmark.
Elsinore is met with this conflict by displays of
wealth and its usage. Hamlet himself states “Thrift,
thrift, Horatio, the funeral bak’d meats / Did coldly
furnish forth the marriage tables” which is an
important passage to analyze (1.2.180-181). To
show that one has command over policy there is a
need for economy. This is what Claudius uses to
show his governance when it comes to financial
matters. Moreover, as Michael Bristol states
“[Claudius] takes care to place himself and the
activities of his court in a quite different social and
cultural milieu when he proclaims a festive
celebration” to which he adds, “that will honor
simultaneously his dead predecessor and his own
marriage to the widowed queen” (350). Bristol is
right to register the social aspect since the feast
ushers in a new era by someone who is not the
rightful heir. Yet, Claudius never receives a word of
protestation from the middling sort who partook
in the feast. As to how this applies to the struggle
itself one needs to turn to Friedrich Engels when
he writes “And it was just as clear the in the
struggle between landed property and the
bourgeoisie … it was a question, first and
foremost, of economic interests, to the furtherance
of which political power was intended to serve
merely as a means” (233). So, it may be asserted
that this struggle for economic interests becomes a
question of the Crown of Denmark trying to
appease the middling sort to ensure Claudius’
power.
Moreover, Engels states “no matter which class
happens to be the ruling one- [it] must pass
through the will of the state in order to secure
general validity in the form of laws” (234). When
Hamlet states “Take corruption / From that
particular fault: the dram of [ev’l] / Doth all the
noble substance of a doubt / To his own scandal”
(1.4.35-38). One can see that Hamlet himself
notices corruption taking place by way of Claudius
procuring an acceptance of his rule. To connect it
with Engels’ point, the middling sort are given
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various forms of absolution and compensation.
This is exemplified in Laertes’ ability to return to
France and the enormous time given to Polonius
by Claudius. In this way, their wishes are given
royal sanction and validity. This makes him a prime
target for Hamlet’s need to eliminate elements
which associate with Claudius’ regime as opposed
to King Hamlet’s. As Hadfield writes, “[Polonius]
meets his end acting as a spy behind the arras, a
just fate given his role in using his daughter to
inform on Hamlet” (88). It therefore proves how
these favors indeed force Hamlet to see them as
his enemies in their unctuous manner toward
Claudius.
There is also a need to focus also on the context
around Shakespeare’s writing of Hamlet. As David
Hawkes writes, “Shakespeare lived through,
observed, and chronicled the social and
psychological effects of a remarkable rapid, and
historically unprecedented, transition from one
kind of economy to another” (3). This proves to be
an important factor when looking at what Hamlet
showcases in the dramatic action as the shift
which takes place outside the play also takes place
within. As Seth Lerer finds, “the theater and the
market, literature and economic[s], are central
relationships in Renaissance culture,” which places
an importance on the social changes which could
have motivated Shakespeare whilst writing Hamlet
(374). As, Michael Bristol states, “all of the young
men in [Hamlet] are engaged in this dynamic and
cosmopolitan world that echoes the intellectual
and political dynamism of Shakespeare’s actual
society” (349).
Furthermore, as Bristol states “Hamlet sees himself
as excluded from the conviviality of this society.
The custom of excessive drinking … is viewed by
Hamlet as corruption and decadence” (356). In this
way, Hamlet is able to exclude himself from
drinking of the poisoned chalice that would make
him complicit in the acceptance of Claudius’
regime. Hamlet comes into the scheme of things
by way of his separation. As David Hawkes writes,
“the economy involves … social relations,” which
therefore makes Hamlet’s degree of separation a
necessary one when it comes to the transition
away from the feudal economy he represents (4).
Hamlet being an affronted, rightful class free from
the complicity of the middling sort represents the
legitimate, hierarchical mode of succession. Note
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that King Hamlet appears to Horatio and the
armed guard thus “Your father, / Armed at point
exactly, cap-a-pe, / Appears before them, and with
solemn march / Goes slow and stately by them”
(1.2.199-202). King Hamlet is wearing vestments
which are of pure hierarchical authority to the
defenders of the most important symbol of
kingship, the castle. By King Hamlet’s ghost
appearing to Hamlet, Hamlet is given orders to
take out the pretender to his throne by his king.
With Hamlet’s separation he does not become part
of the emergent form of governance, that of a
bourgeoisie-backed pretender but becomes the
defender of the faith, as it were, of the rightful
succession of primogeniture. By Hamlet’s refusal to
become inebriated and partake in the feast held by
Claudius, he becomes an outsider in Elsinore and
does not implicate himself in backing the regime.
It is clear that Claudius has made a pact with the
middling sort: “What wouldst thou beg, Laertes, /
That shall not be my offer, not thy asking? / The
head is not more native to the heart / … Than the
throne of Denmark to thy father. / What wouldst
thou have?” (1.2.145-46,48-49). Polonius is then
revealed to be indispensable to Claudius and
would merit any favor furnished upon him.
Claudius then gives sanction for Laertes to return
to his desired position in France once “[his] duty to
[Claudius’] coronation” is completed to show
allegiance to the crown (1.2.53). This shows how
Claudius needs the middling sort to be appeased
since they are the bedrock upon which his rule is
founded.
As for the other character that comprises the
middling sort, Ophelia receives absolution and
compensation in another form. Engels states “the
rights of citizens are, besides, apportioned
according to their wealth” this plays an important
part in regard to her final rites (393). The
gravediggers perceive this fact best when one says
“Will you ha’ the truth an’t? if this had not / Been a
gentlewoman, she should have been buried out a’
Christian burial,” (5.1.22-24). which shows
Ophelia’s reward for her family’s complicity. As
Bristol notes “the clowns perceive very clearly,
however, how wealth and privilege influence such
determination, so that social distinction seems to
persist into the afterlife” which only furthers the
point in how allegiance to Claudius does reap a
reward (359). As Andrew Hadfield writes there is a,
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“representation of a[n] … unstable [Danish] court in
which the proper functions of advice, counsel and
debate have degenerated to flattery, espionage, and
silence,” which is very true when looking at Laertes
and Polonius (88). Favors of returning to France and
being buried on consecrated ground when one
should not are the rewards that are given to the
middling sort. They receive them for their
complicity in siding with the usurper to the crown
and giving him legitimacy.
This becomes a visible conflict when Laertes, the
armed wing of the middling sort, is persuaded by
Claudius to kill Hamlet in Act 4, Scene 7. Having
lost his spy and confidant, as well as a possible
marriage match to further cement his power with
the middling sort, Claudius turns to Laertes to kill
Hamlet. This is the final battle between legitimate,
traditional succession with Hamlet and the
middling sort backers of Claudius. Having the
sword of Laertes and the chalice contain poison
which Hamlet sees in drinking with Claudius’
guests, the symbolism of the struggle and the
means of communion with Claudius’ ascent to the
throne becomes clear. This is because Hamlet’s
unwillingness to drink wine keeps him away from
those who are corrupt and allowed Claudius to
gain the throne. Moreover, Hamlet’s duty to kill the
usurper involves killing those who have allowed for
the usurpation to go unpunished.
It is important that Hamlet kills Claudius and states
the following “On Fortinbras he has my dying voice
/ So tell him, with th’ occurents more or less /
which have solicited – the rest is silence” (5.2.338340). Hamlet says this in the context of an “election”
which will determine the successor to the Danish
throne (5.2.337). The battle which has been taking
place throughout the play ends, and we are left
with Horatio, a friend of Hamlet who gives the
news of the tragedy to Fortinbras. It is Fortinbras
who then states “I have some rights, of memory in
this kingdom,” (5.2.371-372). Having had his own
struggle for power against his uncle in Norway
becomes the return to legitimate rule. Moreover,
Fortinbras then pays Hamlet a great favor to his
purpose with “Bear Hamlet like a soldier to the
stage, / For he was likely / … To have proved most
royal;” to which he adds, “And for his passage,
soldiers of music and the rite of war / Speak loudly
for him” (5.2.378-382). Hamlet, who had been called
to fight against Claudius by his father in his warring

vestments, is then taken out with the encomium of
soldiers, having accomplished his purpose.
Hamlet encapsulates a struggle for power between
two competing claims to the throne of Denmark.
Claudius and his union with the middling sort are
pitted against the hierarchical system of legitimate
rule with Hamlet. Hamlet notes the corrupt nature
the other’s rise. Corruption is expressed in how
Claudius is able to win the hearts of the middling
sort after his usurpation by way of favors in
exchange for their allegiance to his reign. The need
for conflict between both claims then takes its
place in the play. It may be concluded that this
struggle is battled out, only to return to the
hierarchical system by way of Fortinbras’ take over
which symbolizes a return to traditional order
which was Hamlet’s purpose and dying wish.
This all demonstrates the role of illegitimate rule
and its effect on Denmark. However, as to how this
goes with the sociocultural shift from Feudalism to
Capitalism one needs turn to David Hawkes.
Hawkes states, “Economics … involve[s] the
relations between the people… economics
devote[s] considerable attention to the relations
between husband and wife, and between fathers
and sons,” (3-4). This therefore plays an immense
role in the relations between Hamlet and his father
as Hamlet would have been the inheritor of not
only the lands of Denmark, but the economic
system as well. Therefore, to have Claudius usurp
his power and move in the middling sort, once can
see the shift from a Feudal economic system to a
Capitalistic system. This is because economics is
inextricably linked to the relations of families and
how power is passed down from generation to
generation. Thus, Hamlet forms an example of this
great shift occurring due to the very nature of the
illegitimate rule of Claudius and his backers.
Data Analysis
The data, as aforementioned, was collected by a
process of engaging with not only the relevant
literature but also in interacting with various
scholarly sources. It involved intense usage of
library sources and every resource possible so as to
examine not only the dataset Hamlet which
showcases individual test subjects, as it were, but
also other sources. This also allows for the
interaction with the dataset with as much care and
objectivity as possible. That is to say, by using all
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these bases beforehand, one is able to look at the
artifact, in this case, Hamlet, as a cultural artifact as
well as a piece of literature, therefore enhancing
the scope of it.
Moreover, be examining the relevant literature one
is able to come into contact with other insightful
and scholarly articles which demonstrate the full
scope of Hamlet as it refers to a shift from a feudal
society to one based on capitalist ideals and
expressions. This is shown most intently within the
context of the dramatic action.
We find the vast, immense power of capitalism
when it comes to showing how roles and
positions are given solely for the benefit of those
who have power, or those who have money and
wish to have power. This is made most clear in in
the example interpreted from the text since it
shows the data showing this to be so. Of course,
this is an important milestone in the text itself
since it shows two of the subjects speaking with
one another, therefore, one needs to analyze their
communication and demonstrate the historical
backing as well as the theoretical basis for these
responses. In many ways, this is almost like having
an interview with the characters, at least to some
degree, if not the author himself.
Hamlet takes place in the context of a power
change from King Hamlet, father of the
eponymous Hamlet to Claudius, the Brother of
King Hamlet by way of marriage to Queen
Gertrude, displacing Hamlet. This is to say, the data
shows a usurpation of power which then
introduces the truth of the murder of King Hamlet
to Prince Hamlet. It then goes into the personal
relations between the people in the dramatic
action. It goes in depth with their conversations
and the motives which take center stage upon a
production of the play.
There are various characters who are imbued with
various characteristics and ideals. Moreover, there
are true examples of places where the
socioeconomic changes and the auspices of power
mix. There exists a variety of examples where
Claudius, the wrongful king, and the wealthy class
essentially exchange their support for his regime.
Moreover, as found in the literature, Shakespeare
was very much aware of the changes in his society
and that it was very much common for writers to
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imbue such themes on the stage in particular.
By having places such an importance on the
questions of power, once can truly see the shift
occurring in Shakespeare’s society. It demonstrates
that various characters in the play have a more
significant role than might meet the eye. This
makes the characteristics of literary criticism and
theory to have a great deal of value when it comes
to interpreting just how monumental this shift was
for not only Shakespeare’s contemporary society,
but for us now. This also allows us to look at our
own society and note similar shifts which are
occurring constantly around us. This is particularly
true due to the very nature of our current society
and the political times we live in.
Having interpreted Hamlet and seeing the
implications of power and the transferal of that
power is a very salient one, since we live in a
society that passes power over every four to eight
years. The very nature of Hamlet’s transferal of
power is therefore different but still very important
as we move forward in our democratic society.
Results
The results demonstrate that there is a direct line
between the great literary works of the era, in
particular, Shakespeare’s Hamlet and the shift
occurring in the society of the time. There is a great
degree found from consulting the other studies
and looking deep into the workings of
Shakespeare’s work to discover that this work
exists in the spectrum of mimetic artifacts. It
therefore proves my hypothesis that there was a
degree of motion taking place in terms of
sociocultural shift and that it is showcases in a
clear fashion in Hamlet. Time and time again in case
studies of this play in particular, there can be found
a direct link in terms of historical and sociocultural
shifts and the changes shown in the literature of
the time. Therefore, it may be concluded that
literature can be seen as living artifact which can
clearly show us as much as an archeological dig.
Conclusion and Further Study
This study was to showcase just how the
understanding of literature can indeed give us a
window into the inner working of a society. This
paper was to answer whether or not Shakespeare’s
Hamlet serves as mimetic look into Early Modern
England and the convulsions happening in that
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time. My questions into the nature of mimesis and
more over into the factual, historical, and
sociocultural aspects concerning Shakespeare’s
oeuvre are very much important when it comes to
the understanding of literature as whole. Moreover,
the results thereof showcase just the impact, both
in the literary and real sense on academic studies
of both writers and literary artifacts.
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LACK OF GENDER
INFLUENCES IN
DYNAMIC RISKTAKING AND LOSS
AVERSION
By Ana Lesquives

Abstract
Women tend to be more risk-averse than men due
to differences in the salience of reward and loss
information. Women demonstrate loss aversion
more strongly than men but it is unclear whether
the gender differences occur statically across trials
or dynamically within trials. Participants were 300
young adults (Mean = 20.22 years, SD = 4.23 years,
range 18-45 years). Most participants were females
(n = 192, 64%) and 49% identified as being White
and 31% as being Hispanic/Latino(a). Participants
completed the hot-version of the Columbia Card
Task which varied reward amount, loss amount,
and probability of loss.

however, after controlling for gender, risky behavior
decreased with higher loss amounts more so for
males rather than females. As the probability of
loss increased and after controlling for gender,
risky behavior decreased with higher probability
of loss. Although gender and loss probability
interact, women reduced their risk-taking as
probability of losing increased, while men did
not. Further research is required in order to
obtain a more detailed explanation as to whether
gender differences occur statically across trials or
dynamically within trials, however, it is clear that
individual differences account for more than half
of the reasoning behind risky decision making.

Within our sample reward sensitivity was indeed
dependent on gender. Men responded more
strongly to increases in rewards than women
and prior trials had no effect on risk-taking,

Gender Influences in Dynamic RiskTaking and Loss Aversion
Decisions are made almost continuously in daily
life. Most decisions are risky even if it does not
appear to be risky on the surface. Risky decisions
are decisions which are important because they
address meaningful outcomes that have the
potential for both positive and negative outcomes.
For example, where to invest money is the classic
risky decision. However, decisions such as whether
to stop at a stop sign are also risky because
that decision affects the probability of a safe or
dangerous trip.
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Individuals vary in how risky they are. Men and
women tend to make different choices. Women tend
to be more risk averse than men (Croson & Gneezy,
2009). However, the extant scientific literature tends
to view decision-making as some relatively static
phenomena that is reflected at the aggregate data
level and not as a dynamic process at the trial level.
Therefore, the purpose of the current paper is to
examine risk-taking behavior in men and women
dynamically to determine whether female loss
aversion is noticeable at the trial level or whether the
traditional, aggregate effect is the best representation
of gender differences in risk-taking.
Reward and loss help shape future risky decisions.
Rewards are defined as anything that reinforces
behavior (Rolls, 2000). Humans tend to respond
naturally to certain rewards while not so naturally
to others (Schultz, 2015). Responses to reward
depend on the reward’s salience, value, and type.
First, a reward’s salience refers to how attractive and
meaningful the reward is. Second, the value of a
reward is determined by the importance or pleasure
derived from such reward. Third, intrinsic rewards
tend to be more powerful than extrinsic rewards.
Men and women may focus on different aspects of
a reward to make a decision, however, the reward
itself is essential (Byrne & Worthy, 2015; Dreher,
2007).
The salience of winning and losing is often assumed
to be one of the primary determinants of how
individuals make risky decisions. Individuals
who find rewards more salient (i.e., high reward
sensitivity) are more likely to make risky decisions
even for lower reward values (Brenner, Rottenstreich,
Sood, & Bilgin, 2007; Figner & Weber, 2011).
Individuals who find losses more salient are less
likely to make risky decisions even at higher reward
values (Brenner, Rottenstreich, Sood, & Bilgin, 2007;
Figner & Weber, 2011). However, there are differences
between men and women in whether a reward
or a loss is more salient. What is salient about the
reward (e.g., probability of winning or losing) differs
between genders (Kelley & Lemke, 2015). Men tend
to value rewards more heavily than losses, while
women tend to value not losing more than winning
(Harris, Jenkins & Glaser, 2006). Therefore, men and
women might differ in how they respond to the
probability of winning and losing.

Decision-making has traditionally been considered
a relatively static phenomenon (von Neumann
& Morgenstern, 1947) rather than a dynamic
phenomenon. For example, Mosteller and Nogee
(1951) gave participants a choice of taking or
leaving a poker hand, with a fixed loss amount
and a manipulated win amount. They found that
participants updated their risk-taking based heavily
on value of the reward. Therefore, determining
that risky decision-making functions based on the
values of a reward (Busemeyer & Townsend, 1993).
However, these findings represent a static view of
decision-making and not a dynamic view. In more
recent studies, such assumptions have continued
even though findings have expanded to focus on
gender’s direct effect on decision making (Byrne &
Worthy, 2015). Sharp and colleagues (2012) defined
decision making as not only the basic preference
of the individual, but also, the composition of
three basic characteristics - probability, magnitude
and variance of magnitude (Sharp, Viswanathan,
Lanyon, and Barton, 2012). According to Sharp
and colleagues (2012), probability is the aspect
of variability in choice, and it is embodied in
systematic awareness to expected value (Sharp et
al., 2012). Magnitude, described by Sharp, is the size
of the expected reward compared to loss. Lastly,
variance is used to measure between probability
and magnitude in order to determine the systematic
nature of risk taking under uncertainty (Sharp et
al., 2012). Therefore, Sharp and colleagues updated
our view of risky decision making to account for
between trial (i.e., decision) variability that could
affect ones’ riskiness.
Gender differences in risky decision making are
both well-known and well-established. For example,
men invest more in risky situations than women
(Charness & Gneezy, 2007; Byrnes et al., 1999).
Men also choose riskier investments relative to
women and women choose more cautious options
than men (Olsen & Cox, 2001; Dwyer et al., 2002).
Women display a preference for risk aversion and
women report greater negative feelings toward
losing than men (Eriksson & Simpson, 2010;
Wieland et al., 2014; Croson & Gneezy, 2009;
Loewenstein et al., 2001). As a result, many consider
women to find losses more salient than rewards
relative to men (Harris, Jenkins & Glaser, 2006;
Dwyer et al. 2002).
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Loss aversion is defined as the assumption
that a loss is more valued than a gain (Brenner,
Rottenstreich, Sood, & Gilgin, 2007). It also
describes a general preference for winning or
a strong dislike for and/or avoidance of losing
(Inesi, 2010; Brenner, Rottenstreich, Sood, & Bilgin,
2007; Jianakoplos & Bernasek, 1998; Novemsky
& Kahneman, 2005; Schmidt & Zank, 2005). Loss
avoidance may primarily be driven by negative
emotional activation that comes with losing,
causing a general tendency to approach rewards
from a loss avoidance perspective (Loewenstein,
Weber, Hsee, & Welch, 2001). Therefore, the
emotional response to loss directly affects future
decisions for both men and women. Women have
stronger feelings opposed losing compared to men
who have stronger affiliation to rewards (Croson &
Gneezy, 2009; Eriksson & Simpson, 2010).
Risk adjustment assists in determining feelings
about probability of winning or losing. Risk
adjustment refers to the likelihood of making
larger gambles or bets. When presented with the
opportunity to gamble, women tend to gamble less
than men (Byrne & Worthy, 2015). Risk adjustment
suggests that women and men adjust risk levels
differently. Men adjust risk based on reward values
and women adjust risks based on probability of
winning/losing. One implication is that women
may more strongly rely on information from
previous trials in order to guide their next decision
regardless of the size of the reward (Kelley &
Lemke, 2013). Additionally, women consistently
weight probability more high ly than men, causing
women to over-estimate much smaller probabilities
of loss. A consequence of this approach is that
value placed on the gamble is wrongly assessed
and risk propensity is improperly assessed (Kelley
& Lemke, 2013).
Hypotheses:
1) On average, men will display greater risk-taking than
women. Many studies have found that men demonstrate
riskier judgments than women (e.g., Charness & Gneezy,
2007, Byrnes et al., 1999; Olsen & Cox, 2001; Dwyer et
al., 2002).
2) On average, men will respond to rewards more strongly
than women. Seen in previous studies, what is found is
that men tend to focus more heavily on amount of rewards
and losses, not so much on probability of winning or
losing (e.g., Eriksson & Simpson, 2010; Loewenstein et
all., 2001; Croson & Gneezy, 2009).
3) Women will respond to losses more strongly than
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men. In an article written by Eriksson and Simpson
(2010), it was supported that women not only weight
losses more strongly, but they also expected to lose at a
greater probability (i.e., negative feelings towards losing).
(Loewenstein et all., 2001; Croson & Gneezy, 2009).
4)  Women will be more sensitive to losing and men more
   sensitive to winning, based on the prior trial. According to
   Loewenstein and colleagues (2001), feelings about losing
   can affect judgment and therefore, have an impact on the
interaction between gender and loss. Although women
became less risky as the probability of loss increased,
whereas men focused more so on the loss amount itself
(e.g., Loewenstein et all., 2001; Croson & Gneezy, 2009),
the previous trial had no effect on the riskiness of the
individual.
Method
PARTICIPANTS
Participants were 300 young adults (Mean =
20.22 years, SD = 4.23 years, range 18-45 years).
Most participants were females (n = 192, 64%).
Approximately 31% (n = 94) of participants identified
as being Hispanic/Latino(a). Participants primarily
identified as being White (n = 146, 49%), AfricanAmerican (n = 36, 12%), or Asian/Pacific Islander (n =
77, 26%). Participants completed the hot-version of
the Columbia Card Task, which measures for risk
by letting the participant flip over cards. The CCT-H
displays 32 cards in four rows of 8 cards each for
each trial. At the beginning of each trial, all cards
are shown face down. The rules of the game are as
follows: Within a given trial, cards can be turned over
as long as gain cards are encountered. Each gain card
adds a specified gain amount to the trial payoff, and
the player can voluntarily stop the trial at any point
and claim the obtained payoff. As soon as a loss card
is encountered, the trial terminates; that is, no more
cards can be turned over and a specified loss amount
is subtracted from the previous payoff. The top of
the screen displays the following information for a
given trial: number of hidden loss cards (out of 32),
amount of gain per gain card, amount of loss, and
current trial number. A full factorial within-subject
design varied the three game parameters among
trials: (a) probability of a loss (1, 2, or 3 loss cards), (b)
gain amount (10, 20, or 30 points per gain card), and
(c) loss amount (250, 500, or 750 points). Presenting
each of the 27 combinations of factor levels twice
resulted in 54 trials, with the trials randomly ordered
within each of the two blocks of 27 trials (Figner,
Mackinley, Wilkening, & Weber, 2009).
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DATA ANALYTIC PLAN
The CCT-hot data have a hierarchical structure.
Thus, multiple observations (level 1) were clustered
within participant (level 2). Multilevel modeling
analyses account for the variability associated with
each level of nesting (Raudenbaush & Bryk, 2001).
Multilevel linear models were fit using the R
package “lme4” (Bates, Maechler, Bolker, & Walker,
2015). The number of cards a person was willing to
flip over on each trial was the dependent variable.
Each person completed 54 trials of the task
resulting in 54 different but related number of
cards flipped over. The more cards a person flipped
over, the riskier their decision making was
considered.
Level 1 variables are within person variables. In the
current study, the following trial level variables
were considered: reward amount (10, 20, 30
points), loss amount (-250, -500, -750), number of
loss cards (1, 2, 3) and outcome of previous trial
(loss, win). Level 2 variables are between person
variables. In the current study, the following
between person variable was considered: gender
(female, male).
First, we determined how much of a person’s
responses were dependent on that person by
fitting a random-effects ANOVA to calculate the
ICC. Second, we fit a series of models evaluating
the within person effect of each of the Level 1
variables followed by a model with the exponent.
Third, we fit a single model accounting for the
Level 1 variables and their exponents to determine
the relative effects of each aspect of risk and
reward. Fourth, we fit a model examining the
overall effect of a participant’s gender on risktaking. Fifth, we fit a series of models examining
the interaction between gender (Level 2) and the
risk variables (Level 1).
Results
On average, an individual flipped over 23.68 cards.
As seen in Figure 1, participants were significantly
different his/her average risk-taking behavior, Χ2(1)
= 11016.9, p <.0001. Approximately 58.15% of the
variance in risk-taking behavior was accounted for
by differences between individuals. On average, a
participant’s gender did not significantly affect how
cards an individual flipped over, b01 = -.797 p > .05.

REWARD SENSITIVITY
On average, as reward increased from 10 to 20 to
30 points, a person tended to flip over an
additional .5 cards, b1j = .765, b2j = -.262, p < .05.
However, reward sensitivity was dependent on
gender, interaction term = -1.040, p < .05. As seen
in Figure 2, men responded more strongly to
increases in rewards than women. Additionally,
individuals who were the riskiest responded the
weakest to increasing reward values.
LOSS SENSITIVITY
On average, as loss amount increased from -250 to
-500 to -750 points, a person did not change the
number of cards he/she was willing to select,
b1j = -.253, b2j = -.040, p > .05. When gender is
included in the model, gender does not have a
main effect on card selection after controlling for
loss amount, b1j = -1.424, p > .05. After controlling
for gender, the number of cards one flips over is
significantly decreased with higher loss amounts,
b2j = -.722, p < .05. However, gender and loss
amount interact b3j = -.610, p < .05. As seen in
figure 3, women did not reduce the number of
cards flipped, while men became more cautious as
risk increased.
LOSS PROBABILITY SENSITIVITY
On average, as loss probability increased from 1 to
2 to 3 cards, a person flipped over fewer cards, b1j
= -1.236, p < .05, but this was not exponential, b2j
= -.059, p > .05. When gender is included in the
model, gender does not have a main effect on card
selection after controlling for loss probability,
b1j = .420, p > .05. After controlling for gender, the
number of cards one flips over is significantly
decreased with higher loss probability, b2j = -.333,
p < .05. However, gender and loss probability
interact b3j = -1.291, p < .05. As seen in figure 4,
women reduced their risk-taking as probability of
losing increased, while men did not.
DYNAMIC LOSS SENSITIVITY
On average, there was no effect of losing or
winning on the prior trial, p > .05. Additionally,
there was no gender effect or gender by prior trial
interaction, p > .05.
COMPREHENSIVE MODEL
A final model was fit compromising all level 1
predictors and their interactions. Nonsignificant
predictors (i.e., prior trial) and nonsignificant
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interactions (i.e., prior trial by gender and
probability of losing by gender) were dropped
from the model. The final model included gain
amount, loss amount, probability of loss, the
interaction between gain amount and gender, the
interaction between loss amount and gender, and
the three-way interaction between gain amount,
loss amount and gender were included. The threeway interaction was not significant, , b8j = .078,
p > .05, and there was no main effect of gender, ,
b1j = -.980, p > .05. After controlling for gender,
loss amount, and probability of losing, there was a
main effect for reward amount, , b2j = 1.02, ,
b3j = -.263, p < .05. After controlling for gain
amount, probability of losing, and gender, there
was a main effect for loss amount, b4j = -.712,
p < .05. After controlling for gain amount, loss
amount, and gender, there was a main effect for
loss probability, b5j = -1.352, p < .05. There were
significant interactions between gender and gain
amount, b6j = -.460, p < .05, and gender and loss
amount, b1j = .523, p < .05. Results of these
interactions were consistent with prior results
from simpler models graphed in Figures 2 and 3.
As seen in Figure 2, men responded more strongly
to increases in rewards than women. As seen in
figure 3, women did not reduce the number of
cards flipped, while men became more cautious as
risk increased.
Discussion
The current study examined gender differences
between men and women. Individuals were
significantly different in how they approached risky
decisions. We hypothesized that men would engage
in more risk-taking behavior than women at an
aggregate level. However, there were no main
effects of gender on risk-taking on an affective
measure of risk-taking. This finding is inconsistent
with the previous literature that typically finds that
men are riskier than women (. However, our
findings suggest a more nuanced view of gender
differences in risk-taking should be considered.
In general, we hypothesized that men would
respond to rewards more strongly than women,
and what we found was that the amount of
reward was the motivating factor for men in terms
of risky decision-making, whereas for women, the
amount did not necessarily cause an effect on
their decision-making process. This finding is
consistent with current literature found addressing
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the fact that men tend to focus strongly on
increasing return amounts and women focus on
steady cautious returns (Malabika & Vijayalakshmi,
2015; Eriksson & Simpson, 2010; Loewenstein et
all., 2001; Croson & Gneezy, 2009).
On average, we also hypothesized that women
would respond more strongly to losses than men.
As it turns out, if we consider the amount of loss
specifically, women did not change their risky
choices as much as men did. Men actually became
more cautious as loss amounts began to increase,
which seems to be inconsistent with prior findings
that sustain the notion of women being more
sensitive to losses than men (Byrne & Worthy,
2015; Croson & Gneezy, 2009). However, as the
probability of losing began to increase, women
became less risky.
Lastly, we hypothesized that women would be
more sensitive to losing and men more sensitive
to winning based on the prior trial. Although
negative feelings towards losing are indeed
stronger for women than they are for men, what
we found was that the immediate prior trial did
not have such great effect on women as it did for
men. As men began to see the amount of losses
increase, they became more cautious, or risk
averse, whereas women became less risky as the
probability of losing increased. This too, proved to
be inconsistent with prior findings that sustained
the idea that women are more sensitive to losses,
period (****CITATION****).
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Abstract
This systematic review of literature explores the
current available academic literature that is
available in regards to transgender teenagers, their
healthcare options and the services that are
available to these teenagers and any obstacles they
face when seeking and obtaining healthcare
services. This review specifically focuses on
transgender teenagers and their family’s
experiences and the lack of support given to them
at different levels in different healthcare facilities.
For this review a total of 29 articles were included
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in the final literature review and were categorized
into different areas: the detrimental effects of nonaccepting parents are explained healthcare options
available, the limitations teenagers might face
based on their age and financial standing, and
discrimination faced in healthcare facilities. The
limited amount of available research on the
healthcare experiences of these individuals
suggests that there needs to be a deeper
discussion into the healthcare offered to
transgender teenagers and their families.
Introduction
Even before a child is born they are subject to
socialized gender roles and constructs that
correspond with their sex according to their
culture (Westbrook, Schilt 2013). At birth parents
will start to use pronouns such as he or she. They
will start to buy pink or blue clothes, and they will
start to set up expectations that are corresponding
for a male or female identity. It is important to
understand that when the sex of a child is
revealed they are also assigned a corresponding
gender of which will either be masculine or
feminine. Sex is determined by a person’s
chromosomes while gender is a social
construction that guides the way in which
masculine and feminine traits are defined.
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Although the two terms, sex and gender are
different, they are also both similar in that a
specific sex, whether it be male or female, will
have specific gender roles that are accompanied
with the label and parents and society often feel
the need to enforce these roles, but for some
people it is not always that way, the idea of
conforming to a gender that they feel is not
appropriate to their true gender identity can be
overwhelming and can lead to many negative
experiences for these individuals.
These type of negative experiences can start when
an individual is only a child and is showing signs
of distress because the gender they are expressing
or the gender they wish to express more openly is
different from the gender assigned to them at
birth by others. This type of distress can be seen as
the first signs of the child suffering from gender
dysphoria or as it was previously known, as the
child having gender identity disorder (GID).
When the GID was first introduced to the
Diagnostic and Statistical Manual of Mental
Disorder in 1970 it was the first possible
explanation for parents to lean towards to when
explaining why their child was expressing a gender
opposite to what they were labeled as when they
were born. The GID, as it was formerly known,
offered a list of requirements that the child needed
to meet in order to be fully diagnosed with GID.
The four main requirements that needed to be
persistent were “A.) Strong and persistent crossgender identification. B.) Persistent discomfort with
his or her sex or sense of inappropriateness in the
gender role of the sex. C.) The disturbance is not
concurrent with a physical intersex condition and
D.) The disturbance causes clinically significant
distress or impairment in social, occupational, or
other important areas of functioning” (APA, 2000,
p. 581). These requirements can be met differently,
while a child might show signs of 2 or more of the
characteristic listed above; it doesn’t necessarily
mean that all other requirements will be persistent
in the child. Because the DSM proves to be the
primary tool used in terms of explaining and
outlining the “symptoms” followed by the distress
that comes with gender issues, the name and
criteria have since been changed in the newest
edition available to be of a better resource not only
to the clinicians but to the families who are dealing
with this. In recent years with the adaptation of the
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new DSM-5, the criteria has been changed to
better suit the needs of the patients, more
specifically, children.
In regards to children, “The GD criteria for children
are potentially more conservative than they were
in DSM-IV-TR because the current A1 criterion
(total of 8 symptoms) is not a necessary symptom
for the diagnosis [where the child needs to have 6
of the 8 symptoms] to require the diagnosis. The
current A1 criterion pertains to the child’s “strong
desire to be of the other gender or an insistence
that he or she is the other gender.” (K.J Zucker,
2010). This criteria clarification can help people
better understand the difference from a true
diagnosis of GD rather than just a phase of
normative variation in gender, which is common in
children.
The name of the GID has since been changed to
be noted as gender dysphoria as mentioned above.
This name change comes from the influence of
the transgender movement which will be
mentioned later in this paper, to have a name that
better respects the individual. In recent years with
the adaptation of the new DSM-5, the criteria has
been changed to better suit the needs of the
patients. According to Zucker, the name change in
the DSM-5 had “2 considerations in concern, first
the more accurate term which [would] highlight
the aversive emotional component of the
condition Second, there was considerable support
on the APA website during the 3 periods of open
commentary that the removal of the “disorder”
label in the name of the diagnostic would be less
stigmatizing” of which would be more respectful
for the individual in regards to how they are
labeled or seen (2010). The name change as well as
the criteria clarification was taken into affect in the
newest versions of the DSM, which is the fifth
volume. This newest edition can help families and
clinicians better understand and support these
uprising transgender children, who when they
reach their teenage years will need more support
than ever.
Many strides have been made within the
transgender community and one of the most
crucial strides has been the renaming of GID to
now be known as gender dysphoria. This renaming
is crucial for people to understand the difference
in being transgender and in being gender variant
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especially in regards to children, which is outlined
in the newest edition of the DSM (Zucker, 2010).
The difference lies in separating the children who
are showing true distress in their gender to the
children who are just showing signs of being
gender variant, both terms that fall under the
transgender umbrella of vocabulary. Being gender
variant and being transgender are two different
terms that often times get grouped together, but
understanding the terms separately rather than
making assumptions that they all mean the same
thing is the first step in getting more awareness
and respect for the transgender community.
In a tool guide for the correct terminology to use
within the transgender community, the
Massachusetts Institute of Technology, refer to
being gender variant as “a person who either by
choice or nature does not conform to genderbased roles and expectations.” (Trans@MIT). Being
transgender in current terminology on sites such as
GenderDiversity.org, and TransStudent.org classify
the term transgender as someone whose gender
identity conflicts with their assigned sex or gender
at birth and would describe gender variant as
someone whose has problems with conforming
and expressing a specific gender. Many would say
that being gender variant has to do with the
expression of a specific gender and not
conforming to just one specific gender while being
transgender deals with the identity attached to a
gender and not being able to relate to that gender
and it’s roles, this can be explained through the
terminology sheet provided on GenderDiverity.org.
Both terms, while they are under the umbrella of
the word transgender they are in fact still different
and add to the understanding of what it means to
be transgender but cannot fully define transgender
on their own.
Parents who have children that are gender variant
turn to the possibility of their child having gender
dysphoria for a possible explanation before they
recognize or label their child as transgender. These
factors of gender dysphoria can be persistent and
can follow the child till the point that they are
teenagers and they start to go through changes in
appearance and they start looking into the options
of action to take to be the person they want to be.
This can open the door to the healthcare options
available to them or other resources they might
need.

When dealing with gender dysphoria in
prepubertal children, “it is important to note that
many prepubertal children may not require [or
want] to participate in gender reassignment,”(Kon,
2014) but everything can change when this child
reaches their teenage years. There can be a shift in
choices once the child turns into a teenager due to
the changes that can start to occur in their body
and appearance that emphasis a specific type of
gender identity. Teenagers who start to consider
the possibility of transitioning to the gender of
their choice do so with many factors at risk and
this is because “changes arising from gender
transition will be much more profound than just
physical appearance (e.g., emotional and hormonal
changes (Mallon, DeCrescenzo, 2006). Some of the
healthcare options that these teenagers can take
advantage of are hormone blockers which are also
referred to as puberty suppressors, hormonal
treatment and lastly the sex reassignment surgery
(Shield, 2007; Russell, 2013; Zucker, 2007).
The transgender movement which was mentioned
earlier in this paper is what makes these
limitations more apparent than ever. The
transgender community holds a place on a stage
in the eyes of the media and because of that,
certain issues are made visible, one of the most
recent has been bathroom laws. A recent bill
passing by the Obama administration issued a
public notice to schools across America to allow
their transgender students to use whichever
bathroom they like that corresponds with their
preferred gender (Stoleberm, Bosman, Fernandez,
Davis, 2016). All major news outlets such as Fox
News, CNN, and papers like the New York times,
Huffington Post and The TIMES covered this topic
regarding the bathroom bill notice. These news
outlets that cover the issues that surround the
transgender community shed light on them,
whether it’s issues that are regarding the bathroom
laws or issues having to cover the suicide rates
among the transgender community. Social media
can help these particular transgender teenagers to
find themselves. YouTube was a primarily use of
source that the teenagers in a PBS’s Growing Up
Trans documentary mentioned. Based on the
amount of views that videos titled as “My Transgender
Journey” or “FTM Transgender Transition Timeline” have,
there is no doubt that these teenagers look up
these videos as a sort of support or informational
resource. In a study by Konseko, Bond and Hurley
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their “ results suggested media was instrumental
for sensemaking [and] Participants used media to
make sense of feelings, sexual relations,
community and transition options” (Konseko, Bond,
Hurly, 2016).
In the research study by Konseko, Bond, and Hurly,
they documented that in all their interviews with
transgender teenagers a common theme was the
use of the internet and other social media outlets
they used to find themselves in 4 different
categories (Konseko, Bond, Hurly, 2016). The 4
categories refer to these teenagers using the media
to find out more information about gender
presentation, the mechanics of sex, that is how
sexual activity will be with gender variant bodies
and identities, the sense of community that is
available to them whether it be in YouTube videos or
chat rooms, and lastly instrumental actions, that is
that they used some sort media to influence their
choices in any transition phase they chose (Konseko,
Bond, Hurly, 2016). It is apparent that these
teenagers use media outlets as a way to gain
knowledge and to make choices in what they want
their life to be when they see examples of the same
type of teens going through the same thing. Often
times the teenagers they see on these T.V screens or
computer screens are documenting the process of
taking puberty blockers or taking hormone therapy,
but the reality is that this cannot be the outcome of
every transgender teenager.
In 2014, the Human Rights Campaign released a
collection of videos debunking certain myths
surrounding transgender people. Of the myths
surrounding transgender health, which relates to
the topic of this paper, is that surgery is the top
priority of all transgender people and it is a
requirement to get the SRS to feel complete, this is
not always the case and should never feel like a
requirement. Certain legal issues often times
prompt transgender people to have the SRS, this is
where the SRS can different meaning for people,
especially in terms of how they are labeled. In
certain states in order for a transgender individual
to change their sex classification on their birth
certificate to reflect the sex they wish to be referred
as, they have to provide proof of having undergone
the sex reassignment surgery (Mottet, 2013). This
alone can be a factor that can influence a
individuals choice in whether or not they want to
have the SRS. This can prove to be a true problem

234

for transgender people who do not wish to have
the SRS, but feel forced to because it can interfere
with how they might see themselves. While the SRS
is an option to those who feel it is a necessary step,
it is not always as easy accessible. Each of these
options are ones that are available and accessible to
these transgender teenagers, two of which they can
take advantage of with the correct support and
financial means, but often times these two
characteristics are lacking and impose a limitation
on these options.
Research on transgender people has never been
more abundant as it is now but certain aspects
regarding the health of transgender people are still
lacking the adequate research it deserves especially
when this is a rising issue. Researches focusing on
the effect that parent have on their transgender
teenagers with their accepting or unaccepting
attitudes have been documented and turned into
guides for parents (Malpas, 2011; Whitney, 2013;
Gray, Sweeney, Randazzo, & Levitt, 2016). The
research to follow up on that goes into detail what
the potential risk that transgender teenagers face
when they are met with any type of non-accepting
behavior are also documented. Not every teenager
chooses to transition but majority of the time they
will seek some type of medical help whether it be
therapy or just to see more information on what it
means to be transgender. Very few research articles
focuses on the healthcare that is needed by
transgender teenagers to help with their transition
or just to merely get support.
Definitions
The definition for the word transgender, is its own
spectrum, and this definition has not only changed
over time but is interpreted in many different ways.
The general definition that all these sites state is
that it is “A person whose gender identity differs
from the sex that was assigned at birth. May be
abbreviated to trans. A transgender man is someone
with a male gender identity and a female birth
assigned sex; a transgender woman is someone with a
female gender identity and a male birth assigned
sex” (Hyderi, Angel, Madison, Perry, Hagshenas, 2016).
This classification can come from the individual
themselves stating that they are transgender or a
physician for medical purposes classify them as
such. The classification is for the purpose of a label
that not everyone can relate to, which is why many
other terms such as cross-dressers, female affirmed
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or male affirmed are often times given to
transgender people with regards of how they want
to be classified (Nuru, 2014). It is important to
understand that these terms do not fit every
transgender person in the community and that
these terms also have different definitions and
associations for a transgender identity.
Cross-dressing is the term used to describe
someone who likes to dress, either regularly or
occasionally in clothes of the opposite sex.
Participating in cross dressing can have no
correlation with wanting to be of the opposite sex
in which one is dressing. According to the
American Psychological Association, “Those who
cross-dress are usually comfortable with their
assigned sex and do not wish to change it” (APA
2014). This is where the definitions for
crossdressing and transgender prove to be two
distinctive terms and while they are often used
simultaneously. Not everyone who is transgender
chooses or has the opportunity to change their
sexual identity and not everyone who is
transgender chooses to always cross-dress.
The terminology of the transgender community
has been changed numerous times before to
sound more appropriate and respectful, this not
just in terms of the DSM-5 which was discussed
earlier in this paper but with regards to new terms.
The terms of Male to Female (MTF) and Female to Male
(FTM) can mean that a person has fully transition
to the gender they prefer to identify with. Some of
the new terms such as female affirmed or male
affirmed offer an alternative to using MTF or FTM,
of which can have the same medical definition but
not the same personal meaning, which is why
these terms can and will change over time which
were just recently adapted within the past 15 years.
Terms such as transgender, transsexual, male-tofemale, female-to male are all terms that have
been used within the transgender community but
while these terms all seem the same they offer
different levels of comfort and respect for people
within the community. “Female-affirmed and maleaffirmed are recent additions to the lexicon,
proposed by various Trans people in an attempt to
create self-referential language that is descriptive
and non-pathologizing (Vanderburgh, 2008). These
terms are easier for children to understand
because it is easier for them to see that they were
never in fact assigned a gender at birth, but rather
they are now choosing to affirm to any gender that

they wish regardless if it biologically was the one
they were born with (Kon, 2014, Mallon, 2006).
These new affirmed terms can replace the
terminology of male-to-female or female-to-male
term in the sense that they take away the medical
association away and add more respect on how to
identify the individual. Often times the MTF or
FTM term can lead people to believe that these
individuals underwent the sexual reassignment
surgery, to fully be a man or woman but that is not
always a possibility with the transgendered people,
as mentioned above.
Puberty blockers, Hormone Therapy,
and the Sex Reassignment Surgery
Puberty blockers or hormone suppressor are the
first step in the process to affirming the gender
choice for these teenagers. One of the earliest
things that these transgender teenagers can do is
to start with puberty blockers and by “initiating
hormone suppression for teenagers with GD early
in puberty can greatly reduce the emotional
trauma, as well as the need for surgery related to
unwanted secondary sex characteristics” (Hyderi,
Angel, Madison, Perry, Hagshenas, 2016). These
puberty blockers act as a blocking tool to stop
changes that occur not just physically but
biologically in the bodies of these transgender
teenager. For girls this suppressor whose medical
term is gonad-otropin-releasing hormone (GnRH),
can stop the formation of breast, widening of the
hips and ultimately keep their menstrual cycle
from occurring (Selva, 2011; Hyderi, Angel,
Madison, Perry, Hagshenas, 2016). For teenage boys
this suppressor acts as a tool in blocking the
deepening of their voice, the formation of an
Adams apple and the start of more facial hair from
occurring (Selva, 2011; Hyderi, Angel, Madison,
Perry, Hagshenas, 2016).
The way these puberty blockers work is outlined in
detail on the site TransActiveOnline.org, where they
state that these hormone blockers “block the
release of LH and FSH from the pituitary gland,
this then stops testosterone from being released
from the testes, and estrogen from being released
from the ovaries. Thus, they surpass puberty.
Without exposure to the sex hormones, the body
does not undergo the changes associated with
them.”(Selva, 2011). This type of treatment can
seem ideal to these transgender teenager and to

University of Nevada, Las Vegas

235

UNLV Title III AANAPISI & McNair Scholars Research Journal

their parents in allowing them time to evaluate
whether or not suppressing their biological
assigned gender is something they would like to
continue with.
These puberty blockers are also 100% reversible
according to Stephen Rosenthal, M.D. and Medical
Director of the Child and Teenager Gender Center,
who is also a frequent distributor of this drug at
the center which can prove to be another positive
for these teenagers and their families (CAGC, 2015).
Puberty blockers are meant to be given until the
age of 16, and from that point other health care
options become available. While the puberty
blockers put a hold on the changes that come with
puberty for these teenage boys and girls, there is
the second phase of this cycle that these teenagers
can choose to follow up with to not only stop
themselves from becoming the gender they don’t
wish to be but to gradually transform to the
gender they are meant to be and this can be done
with hormonal therapy (Hyderi, Angel, Madison,
Perry, Hagshenas, 2016). The Endocrine Society’s,
which is the society for hormone research and
also the leading researchers in monitoring the
progress and research surrounding any medicine
related to transgender people. This society has set
guidelines “suggesting 16 [as the age to start
hormone therapy], [but] more and more children
are starting hormones at 13 or 14 once their
doctors, therapists and families have agreed that
they are mentally and emotionally prepared.
(Boghani, 2015).
Hormone therapy is the process that can start
changes for these transgender teenagers in
becoming the person they want to be and it begins
with administering the specific hormones attached
to the gender these teenagers want to be. There
some clear distinctions for feminizing and
masculinizing hormone therapy. In feminizing
hormonal therapy, that is transitioning from man
to women, female appearance characteristics will
be known as secondary characteristics and they
will be introduced to the body as such, these
characteristics will include the forming of the
breast, reduction of body mass and the
reformation of facial hair (Deutsch, 2016). The
sexual characteristics include the shrinking of
testicular size, reduction in sperm count and
reduction in erectile function (Deutsch, 2016).
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In masculinizing hormone therapy, the physical
changes include the development of facial hair,
changing in voice tone, and increased muscle mass
among other changes. While the biological changes
will enhance the female changes and cause growth
of the clitoris, the drying of the vagina and
cessation of menses. An outline of all possible
characteristics involved with not just the
appearance but also the biological aspect of this
hormone therapy for the feminization and
masculinization are cited in the newest edition of
Guidelines for the Primary Care of Transgender and Gender
Nonbinary People (Deutsch, 2016). This outline is the
most recent description that is offered to the
public that not only provides a detailed
explanation of the changes that will occur
physically and biologically but also goes into detail
of the required dosages that will be required for a
full transition.
When it comes to the dosages that are available for
these teenagers, they have the choice to choose
from tablets, injections and the most recent, gels,
that have the same effect as the injections. This
guide also stresses the importance of the
continuation for the emotional well being of the
child and the risk involved with participating in
hormone therapy, which is why many doctors
believe that withholding this type of treatment,
regardless of age, does more bad than good
(Deutsch, 2016). Unlike puberty suppressors,
hormone therapy has many risk involved which is
why initiating hormone therapy requires a
checklist of qualifications to be met before this
form of therapy is administered.
The qualifications involved, requires an informed
consent pathway to hormone initiation which is
outlined by the WRATH (World Professional
Association for Transgender Health). Which are the
recognition of gender dysphoria in the teenager,
assessing the mental capacity for such information,
meaning that both the parents and the
transgender teenagers understand the risk, benefits
and limitations associated with this hormone
therapy and a persistent want and need for this
gender change to occur for a period of six months
(Kon,2014; Deutsch, 2016).
The sex reassignment surgery is the last phase in
the transition process for these teenagers to
become the person who they want to be, but
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because of the age restrictions that are set on the
sex reassignment surgery, this option does not
affect teenagers directly. Rather other limitations
will occur with this topic when they become
adults. This phase is different from the others in
that they will no longer be teenagers when the
time comes for them to decide if the surgery is for
them and it is important to remember that “there
are patients who may want surgery of secondary
sex characteristics such as breast or facial features
but may not be interested in any type of genital
surgery.” (Brownstein, 2009). The SRS is not the ideal
goal of every transgender person. These reasons
can come from personal choice, availability, and
ultimately cost.
Methods
For this systematic review articles were found on
a basis of keywords related to the topics, dates
corresponding to the most current available
literature and also resources that could be used to
support the abstract which could be different
forms of media. The keywords used to find
resources were as follows: transgender, teenagers,
parenting skills, psychological care, transitioning
and healthcare. When searching for the articles for
this review the articles needed to meet the criteria
of involving prepubescent children and teenagers.
The articles also needed to be within the last 20
years, and this was because of the limited research
done prior to those years and the terminology and
criteria which has since been changed when
certain articles were published. In total there were
29 articles, with about 6 articles in each section.
Because research in within the transgender
community is still slim the time frame was
changed from the last 10 years to now be within
the past 20 years to explore more choices and
observe how terminology was changed. No
specific article was excluded in this review because
all this information was roughly new and slim to
find. Once found, the articles were separated each
into different focuses: (1) Terms and (2) Articles
focusing on just the parent’s experience of having
a transgender teenager, (3) Articles where risks of
non-accepting parents are explored, (5) articles of
the health need these teenagers in regards to the
puberty suppressors and hormone therapy.

Systematic Review
LIMITATIONS IN RECEIVING PUBERTY
SUPPRESSORS AND HORMONAL THERAPY
Research on transgender people has never been
more abundant as it is now and this is credited to
the transgender movement that was mentioned
above in the paper where issues within the
transgender community can gain a voice through
media outlets. “Transgender health research faces
challenges that include standardization of lexicon,
agreed upon population definitions, study design,
sampling, measurement, outcome ascertainment,
and sample size” (Reisner et al. 2016). It is the
certain aspects regarding the health of transgender
people, teenagers to be more specific, that are still
lacking the adequate research it deserves especially
when this is a rising public health issue.
For transgender teenagers, puberty turns into a
phase of the things they fear the most and without
the intake of puberty suppressors, its something
they cannot control. This is phase where the
difference between their biological sex and their
preferred gender identity will be more apparent
than ever (Rosenthal, 2014). With puberty comes
the physical changes to the body, for the boys it’s
the more developed Adam’s apple that enlarges
due to men having larger voice boxes than
women, the deepening of the voice and the
appearance of more facial hair (Deutsch, 2016). As
for the girls it will be the forming of the breast, the
formation of their body’s natural curves and their
menstrual cycle beginning (Deutsch,2016). While
puberty suppressors have become a popular
option for these transgender teeangers and their
family, their accessibility to them is not within
every transgender teenager’s reach. The limitation
lies in the research behind puberty suppressors.
Because of the recent increase in clinicians
approving the use of the puberty suppression “in
the last decade, [they have] become part of the
gender reassignment procedure in a number of
clinics in European countries, Australia, Canada,
and the U.S. (Kettenis,Schagen, Steensma,
Vries,Wall, 2011), but, still not enough research has
been done to follow up on the long term effects.
The lack of research surrounding these puberty
suppressors is still slim as mentioned repeatedly
by the clinicians in the video released by PBS,
“Growing Up Trans”. While the risk is expressed
during the process leading up to the actual
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distribution, not many studies have been done to
follow up on the long term risk of these
suppressors (Reisner et al., 2016). While the risk are
expressed during the process leading up to the
actual distribution not many studies have been
done on the follow up of these suppressors
because “since most of the adolescents who were
treated with GnRH analogs are still in their early 20
s, psychological and physical long-term effects of
puberty suppression are not known” (Kettenis,
Schagen, Steensma, Vries, Wall, 2011). This can be a
real concern for the parents that are involved in
these situations because of the uncertainty that is
involved with the intake of this medicine which
often times leads them to not give consent to
these teenagers, when consent is one of the main
requirements for this process to begin (Reisner et
al., 2016; Kettenis, Schagen, Steensma, Vries, & Wall,
2011).
Hormone therapy research also has the same
result of lacking enough research for these
teenagers and their families to go off on. While
many doctors support the use of any transgender
medicine and recognize it as a crucial part in the
transition process” (Weinand, Safer, 2015), they still
recognize that “current data supports the safety of
transgender with physician supervision, larger, long
term studies are need[ed] in transgender medicine”
(Weinand, Safer, 2015). The risk involved with
hormone therapy are often greater than they are in
puberty suppressors, mainly because the effects of
puberty suppressors are reversible, while the risk
of hormone therapy are not only not reversible
but they are more alarming. According to “A guide
to Hormone Therapy for Trans People” that was
published by the National Health service in 2007,
the risk outlined are still the same. The risk include
thrombosis and polycythemia, which is the over
production of red blood cell”(National Health
Society, 2007). These risk followed by the lack of
research associated with this risk are what pose a
limitation to provide these services to these
transgender teenagers (Reisner et al., 2016). The risk
associated with puberty suppressors and hormone
therapy prevent parents from wanting to give
consent and at times do more harm to the
teenager than good.
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Parental Response to their
Transgender Teenager and its Affect
A child learns from their parents’ responses about
gender roles and it’s their parents own gender
roles which will “reinforce socially acceptable
behaviors and discouraging unacceptable behaviors
[this] is a common cross-cultural phenomenon”
(Rubin, 1998). For this same reason that Rubin
mentioned, it is what makes questioning teens
confide in their parents about being transgender, it
is the need to confide in someone who they know
they can trust regarding the changes and needs
they will have. Reactions to these types of
situations vary from emotions of anger, loss and
hurt by the parents but it’s the actions that follow
these emotions that will affect these teenagers. It’s
the negative type of actions that can have a
negative impact on the health of these transgender
teens, especially when they are received with
rejection by the family. Negatives actions can come
with the risk of “mental illness, depression, anxiety,
suicidal thoughts and attempts, and self-harm than
their non-transgender peers” (Reisner, 2015).
Physical violence, verbal violence, bullying, and
harassing all fall in the same category of reactions
that parents have that show signs of nonacceptance (Grossman, D’Augelli, Howell, &
Hubbard, 2005; Simons, Schrager, Clark, Belzer, &
Olson, 2013). Reactions from non-accepting
parents contribute to the high suicide rates among
the transgender community, in a particular study
by Grossman and D’Augelli, (2007), it was
documented that evidence shows that transgender
youth, whether MTF (male-to-female) or FTM
(female-to-male), are always at risk for suicidal
ideation and life threatening behaviors.
While we know the risks that are associated with
non-accepting behaviors towards transgender
teens, research has also been done to understand
how positive acceptance can also affect these
transgender teens. With the same type of
correlation, “Family acceptance in [transgender]
adolescence is associated with young adult positive
health outcomes (self-esteem, social support, and
general health) and is protective for negative health
outcomes” (Ryan, Russell, Huebner, Diaz, & Sanchez
2010). A study by the National Institute of Health
focused on this exact aspect, stating, “Greater
depressive symptoms were associated with greater
perceived burden (r=0.64, P<0.001) and lower life
satisfaction (r=-0.52, p<0.01). Guides like the ones
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offered by the Human Rights Campaign, and sites
like GenderSpectrum.org offer resources to
parents who are struggling with providing an
accepting role model in their transgender teens
life. The search for professional help begins when
parents learn to be supportive and to be advocates
for their child. Taking advantage of these resources
can also offer parents and their transgender teens
the chance to start asking questions regarding
what is going to happen to their child’s healthcare.
Healthcare Limitations
Another aspect that these transgender teenagers
will not have control of will be the certain
healthcare services that they can take advantage of
because of their age. “Under the informed consent
doctrine, most minors (under 18) do not have right
to consent to their own medical treatment until
they turn 18” (Shield, 2007). These laws are the
most impactful on teenagers who are seeking
puberty suppressors to stop the biological changes
that come with puberty but do not have parent or
guardian consent to do so (Shield, 2007). Another
part that adds to the age restriction is the
guidelines of the WPATH, “The WPATH standards set
out guidelines for diagnostic assessment,
psychotherapy, real-life experience, hormone
therapy, and surgical therapy”(Snelgrove,
Jasudavisius, Rowe, Head, & Bauer, 2013), and much
of these guidelines are to be completed with a
parent or guardian.
The age restrictions for a teenager to make their
own health decision is one of the many
restrictions that they will face when they are
seeking to transition to their affirmed sex (Memon,
2016). These age restrictions refer to the fact that
these teenagers cannot participate in any medical
procedure without the consent of a parent if they
are 18 and younger (Mallon, DeCrescenzo, 2006).
The consent of a parent can be absent due to
many different factors as mentioned above. It can
be the fear of the risk associated with the
treatments, the lack of research behind the
treatments, or the lack of support that these
parents have for their teenagers. While there is a
way for these teenagers to try and get access it is
under strenuous circumstances. “The parent
refusing to provide this type of care to their child
can be seen as a form of neglect and in some
cases the State can overrule the parents request
and then the State will hold the decision” regarding

what actions to be taken on the account of the
child health (Shield, 2007). This limitation can cause
these teenagers to seek other ways to get these
hormones, even if it means illegally (Mallon,
DeCrescenzo, 2006).
Healthcare Limitations:
Discrimination
Another restriction will come with the fear of
facing discrimination at healthcare facilities. This
fear of discrimination is also shared by the
teenager’s parents or guardians who fear that they
will be met with biased discrimination and
inadequate knowledge towards this issue (Shield,
2007). The health care needs of these transgender
teenagers is much like the needs of any other
12,13, or 14-year-old teenager. The only difference
will be when these same transgender teenagers
start to seek information regarding puberty
blockers and disclose their sexuality with their
healthcare providers that they will then possible
face discrimination. “Synchronized care for
transgender teenagers is a challenge for clinicians
working in the community setting” (Holman, 2006;
Goldberg, 2007).
The reason is that they are either uncomfortable in
these situations or did not receive enough training
to properly handle these situations (Holman,
Goldber, 2006). This can lead to discrimination
against transgender people in the medical field
which is one of many of the fears that parents of
transgender teenagers have. “In the search for
support, some parents lamentation a need for
“more awareness in the medical profession,”
including “Better informed and better trained staff”
(Riley, Sitharthan, Clemson, & Diamond, 2011) are
just some of the few request that parents of
transgender teenager request through the whole
process of their child transitioning. Many parents
do report of cases where they faced some type of
discrimination against their child, these type of
actions against them from medical officials have
proven to make them fearful to seek any other
type of healthcare for fear that they will have more
similar experiences.
Much like the parents in this situation, more
knowledge on this topic is always needed to not
only inform the parents but also the health
officials. “Faculty who teach these topics may not
have knowledge, experience, or comfort with
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gender minority issues [which is why] knowledge
is easiest to address and should not be
overwhelming, because many have distilled key
teaching points. Some may not be comfortable
with gender minority issues or practiced with
modeling a gender neutral approach” (Stoddard
2011). Knowledge for both parents and healthcare
officials is crucial in providing the best support to
these teenagers in their time of need and to
prevent discrimination.
The Healthcare limitations: Cost
Transgender personas that are in the limelight,
glamify the transition process and offer an
incredible amount of support to these transgender
teenagers who often hope to have the same
opportunity but often times will not be able to due
to cost and coverage provided by healthcare. In a
guide published by TransActiveGenderCenter.org, it
is “estimated that the agents, in puberty suppressors
and hormone therapy can range from $700- $1,500
dollars a month for a 3 month dosage while the
dosage for a year can be approximately $15,000”
(Selva, 2011). According to the Transgender Law
Center, the main problems that these transgender
teenagers and their family face when seeking
medical help is the cost and lack of insurance
coverage. The problems is that private health
insurance companies often times deny coverage
plans to transgender people on terms of
discrimination. (Transgender Law Center, 2002).
Another problem is that these insurance companies
do not include transgender related services within
coverage plans; Surgeries which are the most
expensive can range from $7000 to $50000 (Selva,
2011; Wilson, Green, 2016). Majority of these costs
will end up being out of pockets for these teenagers
who will primarily rely on a parent or guardian to
help with these costs. The medical system often
times only focus on either male or female, and this
can be a problem when a transgender teenager
needs to check the box for either male or female.
Exclusion can start at that moment because if he
classifies as male then he can then receive
testosterone and a reduced or free price but any
service geared for a woman such as any
gynecological care. (Transgender Law Center, 2002).
Healthcare Limitations: Knowledge
Before any medical related decisions are made, the
transgender teenager and their parents must meet
with many medical professionals to assess their
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readiness to transition. One of the first encounters
with a medical professional is meeting with a
therapist to fully go over all the risk and outcomes
associated with any type of surgery or treatment.
Often times “even therapist who consider
themselves to be culturally sensitive and embracing
of transsexual identities may not feel prepared to
recommend youth for medical treatment” (Coolhart
2013). This type of uncertainty can come from the
professional into having enough knowledge behind
what it means to be transgender, the true outcome
of hormonal treatment on the teenager, and
knowledge about what the child is going through
(Snelgrove, Jasudavisius, Rowe, Head, Bauer,
2013).”Preliminary work suggests that lack of
training, limited medical knowledge, and scant
access to information sources are likely contributors
to physician-side healthcare provision barriers”.
A lot of the knowledge that comes with
understanding transgender teenager comes from
reading up on the latest research and staying up to
date with a new technologies or risk affecting these
transgender teenagers. Once a parent has taken the
step to get themselves informed, they often feel as
though they “the patients and their families must
often educate their providers about what it means
to be [transgender], which places undue burden on
the patient.” (Torres, 2015). This is also a contribution
of “The notion that gender identity constitutes a
special area of psychiatry was cited as a barrier,
considering the few psychiatrists who work in the
area (Snelgrove, Jasudavisius, Rowe, Head, Bauer,
2013), therefore there are few psychiatrist or other
workers who are truly familiar with any health
concerns regarding transgender teenagers.
General Conclusions
Limited research is what affects not only
transgender teenagers and their families but also
healthcare officials who these families seek for
support and knowledge. While much research has
been done within the transgender community as a
whole, the lack of research on specific areas is still
evident. Without the research on specific areas both
parents and transgender teenagers will continue to
be uninformed and often times remain in the dark
about whom and how to seek services entitled to
them. Based on the current available literature it is
clear that cost of treatment, the misuse of
terminology and the lack of research on treatments
is still slim in the transition that these teenagers
and their families go through. More current
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research needs to be done in order to provide
teenagers and their families with knowledge that
they can refer back to when it comes to questions
about the health of their child but more precisely
more research on how specific treatment plans on
transgender teenagers will affect them in the long
run. This type of research can make more
knowledge and understanding be available for the
transgender community.
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PERCEIVED IDEAL
BODY TYPES AND
THEIR RESPECTIVE
IMPACT ON SELFESTEEM AND
ATTITUDES TOWARDS
EATING AMONG
WOMEN
By Summer Millwood

Abstract
Current research indicates that women who strive
to be thin experience lower self-esteem, lower
levels of physical activity, and maintain negative
attitudes towards eating; however, there is limited
research on the impacts of perceived body types
on the aforementioned areas of inquiry. The
purpose of this study is to examine perceived ideal
body types (i.e. thin, fit, and thick) and determine if
there is a relationship between self-esteem and
attitudes towards eating among women.
Additionally, the study explored if there are
mediating relationships between race/ethnicity,
social pressures, and/or involvement in
extracurricular activities.
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Women were recruited through social media
platforms, social networking sites and via email to
participate in a 73-item survey that was adapted
from standardized questionnaires. It was designed
to explore the perceptions, attitudes and behaviors
related to body type. As a pilot study it is expected
that the findings will provide insight into women’s
beliefs, perceptions and behaviors related to body
type, food consumption, physical activity with
possible indication of mediating factors such a
cultural influences and social (i.e. family, peers,
media) pressures. Results demonstrated that
women idealizing a thick body type maintain more
negative attitudes towards eating and eating
behaviors; this relationship may be more strongly
associated with BMI rather than ideal body type.
However, women idealizing any body type struggle
with negative attitudes towards eating and eating
behaviors, self-esteem, and social pressures from
the media. These findings help to establish the
framework for further inquiry and exploration into
body types and related health outcomes among
women.
Introduction
Throughout history, ideas surrounding female
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beauty have shifted and varied to reflect societal
norms of a particular time period. In the early
1960s, women in Western societies reported
positive attitudes towards small, thin bodies (i.e.
thin-ideal or skinny) as opposed to a voluptuous,
curved figure that was formerly considered more
attractive (Rudofsky, 1972; Garner, Garfinkel,
Schwartz, Thompson, 1980). Additionally, women
typically report lower self-esteem as personal body
size deviates from current societal norms (Garner
et al, 1980). Body image is the most common
factor in the development of eating disorders
(Gaines & Burnett, 2014) and body dissatisfaction is
the primary predictor of abnormal eating patterns
(Hausenblas & Downs, 2001). Furthermore,
perceived pressure to be thin has consistently
been an indicator of negative attitudes towards
eating and possible eating disorder
symptomatology (Forney, Holland, Keel, 2012) and
body dissatisfaction among women in the United
States.
Although previous research supports a negative
relationship between thin-ideal body type and
attitudes towards eating and self-esteem (Basow,
Foran, Bookwala, 2007), there is a paucity of
research focused on other perceived body types
(i.e. fit, thick) and their respective social and
cultural influences and behaviors. The purpose of
the current study is to examine if there is a
relationship between perceived ideal body types
(i.e. thin, fit, thick) and attitudes towards eating and
self-esteem among women. The research will also
evaluate the relationship is influenced by mediating
factors such as race, social pressure, or
involvement in extracurricular activities. Findings
from this study are expected to provide useful
information regarding women’s current outlook on
body image and their corresponding attitudes
towards eating, physical activity and self-esteem.
Furthermore, conclusions from this study may aid
in identifying possible risk factors for eating
symptomology based on the combination of ideal
body type and respective mediating factors.
Literature Review
Body image can be defined as a picture of our
body that is formed in our own minds (Zhang,
2013) or a multidimensional construct with
physiological, emotional, physical, and sociocultural
components (Gaines & Burnett, 2014). Although
the standard for an ideal body varies across the
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globe, Western societies have consistently defined
and scrutinized what constitutes an “ideal” body for
women (Burk, 2013). Western societies have also
had multiple definitions of health or what it means
to be healthy, varying from lack of medical
condition or disease to an emotionally, physically,
and socially well-rounded human being (Crawford,
2006). The ideal body and a healthy body, however,
may not have the same meaning. The most desired
body type has not always been easily attained; thus
sometimes resulting in negative health behaviors
or outcomes. Throughout history, standards of
ideal body types or healthy body types have
transformed to reflect the stereotypes of a
particular time period. During the 20th century,
women received more approval more for being
curved and voluptuous (Rudofsky, 1972) versus thin
(i.e. skinny) or athletic (i.e. fit). The standards for an
ideal body type have ranged from women with
larger busts, narrow waists, and larger hips (i.e.
thick) to women with a fit figure to women with
flatter busts, wider hips, and narrow waists (Bordo,
1973) and everything in between.
The United States has consistently emphasized the
importance of thin body shapes for women (PintoGouveia, Ferreira, & Duarte, 2014); and pressure to
conform to an “unrealistically thin appearance”
(Basow et al., 2007) has been proven to lead to the
development of body dissatisfaction and negative
self-esteem (Gaines & Burnett, 2014; Gilbert, Price
& Allan, 1995). Striving to achieve this body type
may lead women of various social, racial, and
ethnic backgrounds to engage in abnormal eating
behaviors (Burk, 2015) in an attempt to match
society’s standard of beauty. It is estimated that in
America alone, seven million women show signs
of abnormal eating patterns (Bachner-Mel, et
al.,2006) including, but not limited to, restricting,
binging, purging, or other compensatory behaviors
(i.e. excessive exercise or calorie counting); and
approximately 50% of all women express
dissatisfaction with her body (Gaines, et al., 2014)
at some point during her lifetime. College women,
due to increased stress, financial limitations, and
desire to fit in and be physically attractive
(Lieberman et al., 2001), are at a greater risk for
cultivating negative eating patterns and attitudes
towards eating. Approximately 68% of college
women report body dissatisfaction and 9% engage
in compensatory behaviors (Forney & Ward, 2013).
Society’s ideas about beauty are communicated
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through a number of sociocultural outlets and are
subsequently internalized by individuals (Alleva,
Veldhuis, Martjin, 2016); thus increasing body
dissatisfaction and abnormal eating patterns.
Furthermore, the desire to achieve an ideal body
can be exacerbated by social pressure from family
members, peers, and the media (Forney, Holland, &
Keel, 2012).
Body dissatisfaction has been positively connected
to gender (McLester, Hardin, Hoppe, 2014), as more
women report body dissatisfaction than men.
Body dissatisfaction has also been identified as a
key factor and predictor of development of
abnormal eating attitudes and eating disorders
among women (Forney & Ward, 2012). Women
typically begin to engage in disordered eating
practices in attempt to control, manage, or lose
weight to fit an ideal body type (Garney-KearneyCooke, 1996). Previous research has shown that
self-esteem, defined as one’s conception of oneself
(Zhang, 2013) or how much a person values herself
(Kostanski & Gullone, 1998) also plays crucial role
in the development of the aforementioned
attitudes and behaviors (Morris, Gilbert, Stender,
2011). Self-esteem can also been seen as a global
sense of self-worth (Rosenberg, 1965) and “selfacceptance as an emotional response to selfevaluation” (Gaines, et al., 2014). Low self-esteem in
women has consistently been negatively correlated
with body image and body dissatisfaction; and
several studies have demonstrated that physical
appearance is regularly used a central measure of
self-worth (Pinto-Gouevia et al., 2014). Women
evaluate themselves disproportionately by weight
and shape compared with approved standards of
beauty, and thus cultivate negative eating attitudes
and may initiate disordered eating practices as a
means of raising self-esteem (Pike, Loeb, &
Vitousek, 2000) and decreasing body dissatisfaction.
Although American society may glorify a thin body
type, women may also strive to achieve other body
shapes (i.e. fit, thick). A thick body type is typically
described as “not fat or skinny,” (Burk, 2015) but a
combination of both or a stage between fat and
skinny. A woman may be curved or voluptuous, as
commonly seen in previous eras (Rudofsky, 1972).
Women today describe thick by distinguishable
body features such as wider hips, full or larger bust
and/or butt, and small or average sized waist (Burk,
2015; Rudofsky, 1972). According to an interview of

young girls conducted by Burk (2015), thick bodies
may also be seen as the ability to “balance healthy
and unhealthy” since a thick woman is able to
maintain desirable features, but not be labeled as
fat. Women may also idealize an athletic or fit body,
which is characterized by being active or strong. Fit
bodies often demonstrate good physical health
due to regular exercise and may be toned or
muscular and are commonly seen among athletes.
Some may also argue that physical fitness is a key
component of beauty and social worth (Markula &
Pringle, 2006). Women who are physically fit have
increased levels of exercise compared to thick or
skinny women, or those attempting to obtain
either of the aforementioned body types (Golding
& Myers, 1989).
Racial and ethnic associations and social pressures
from family members, friends, and the media may
influence the type of body a woman strives to
obtain. Race and culture have been identified to
have a direct impact on the type of body that a
woman desires (Burk, 2015). Ideal body image is
typically influenced by how a woman is taught to
see herself (Dean, 2009) and how women of the
same cultural group view body image (Markula &
Pringle, 2006). Individuals may be influenced by a
number of additional social and cultural factors,
such as socioeconomic status, desire to be appear
attractive to potential partners, parental approval,
and media and ethnic standards of beauty; and
these factors may not only influence a woman’s
perception of herself, but also help identify what
type of body is ideal. Black women, for example,
have reported more positive attitudes towards a
larger body (i.e. thick) and Black men have
endorsed women with a larger midsection and
bottom (Celio, Zabinski, Wilfey 2002). This positivity
towards a larger body, however, may not be found
among other cultures. Thin bodies and slender
faces have consistently defined the expectation of
beauty for Caucasian and Asian woman (Cheng,
2015). In Western society, media emphasizes the
importance and desirability of a thin body, which is
embodied by super models, celebrities, actresses,
and women in advertisements (Rudofsky, 1972).
However most women, regardless of racial or
ethnic identity, report some level of body
dissatisfaction (Machessault, 2000).
Social influences, such as the opinions of parents
and peers, also play a crucial role in the
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development of body image attitudes and eating
behaviors among the majority of women. Previous
studies have shown that a woman typically mirrors
her mother’s opinions on perceptions and
behaviors regarding health and body types (Burk,
2015). Similarly, peer influences may also mediate
the relationship between body image and health
outcomes. For college women, social pressures
from peers and involvement in an extracurricular
activity may exacerbate negative attitudes towards
eating. Participating in on campus activities such
playing a club, intramural, or NCAA sport or being
a member of a sorority can have several body
image implications for college women (Forney &
Ward, 2013; Forney, Holland & Keel, 2012). Previous
studies have shown that increased pressure to be
thin exists in both of these social contexts (Forney,
2012). Female athletes are at particular risk for
developing disordered eating practices due to their
desire to maintain the athletic build necessary for
succeeding in their sport, while also attempting to
have the thin-ideal body (Gaines et al., 2014).
However, previous research also demonstrates
being a female athlete alone does not necessarily
increase eating disorder symptomatology; rather,
women with prior history of low self-esteem,
bulimic pathology, dietary restraint, and body
shape concerns who are also a part of a
competitive sport are at greater risk for eating
disorder symptomatology (Stewart et al., 2014)
than non-athletes.
Sorority membership and its influence on selfesteem and attitudes towards eating has also been
extensively studied. Sorority women are
historically similar in nature and often adapt the
behaviors of their sorority sisters to their own
behaviors (Allison & Park, 2003). According to a
survey of sorority women conducted by Crandall
(1988), groups of friends who modeled certain
eating behaviors came to accept those behaviors as
norms. Thus, if a group of women models
disordered eating behaviors (i.e. restricting, binging,
purging), then it is likely that women will gradually
normalize these behaviors. Sororities also place a
greater importance on thin bodies (Basow, Foran &
Bookwala, 2007) and this desire to be thin is greatly
influenced by social pressure from their fellow
sorority members. Social influence and modeling
are key components in the facilitation of
disordered eating among sorority women (Basow
et al., 2007). Previous research also supports
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theories that potential sorority members already
exhibit lower self-esteem, body dissatisfaction, and
greater desire for thinness when compared to
women who do not participate in sorority rush
(Rolnik, Engeln-Maddox & Miller, 2010); therefore,
their desire to be thin is maintained and amplified
by membership.
In summation, previous research shows that there
is a direct link between perceived ideal body type
and eating attitudes and behaviors among women.
The type of body that is defined as ideal has
shifted and changed to represent the cultural
norms of a specific era. Although thick and fit ideal
body types exist, there is limited research
exploring the implications of these body types on
self-esteem and health outcomes; however, it is
safe to assume that race, social pressure, and
involvement in extracurricular activities may
mediate this relationship. The aforementioned
literature served as the premise for the current
study, which examines the impact of the
aforementioned perceived ideal body types and
their respective impacts on self-esteem and eating
among women.
Methods
Hypotheses
Based on previous research, women who strive to
be thin are expected to experience negative
attitudes towards eating and eating behaviors and
lower self-esteem. It is also hypothesized that she
will feel increased social pressures to be thin from
the media, family, and peers. Women who strive to
obtain a thick or fit body will have more positive
attitudes towards eating and eating behaviors,
higher self-esteem, and increased levels of physical
activity. Due to current body image trends, it is
predicted that more women will be striving to
obtain a fit or thick body type. Relationships with
body image may also be mediated by race and
involvement in extracurricular activities. Social
acceptability among family and peers has been
established as a key driver to women’s self-esteem,
body image and behaviors; therefore, racial, ethnic
and social forays are establish and maintain,
through formal and informal behaviors, varying
standards of beauty among different race,
ethnicities and cultures.
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Research Design
The survey instrument utilized questions adapted
from standardized measurements for attitudes
towards eating (EAT-26), sociocultural attitudes
towards appearance (SATAQ-4), and self-esteem
(RSE). Previous research supports both the validity
and reliability of these questionnaires. Body mass
index (BMI) was also ascertained through selfreported height and weight. The University of
Nevada, Las Vegas Institutional Review Board (IRB)
provided exempt status of the proposed data
collection plan, informed consent, instruments and
analysis (see Appendix A). This study utilized a
snowball sampling (i.e. referral sampling) technique.
Women were recruited to participate in the survey
through email invitations, email listservs, and online
through social media and social networking
websites. Participants accessed both the
questionnaire and the informed consent form
online. This method of convenience sampling uses
existing study subjects to recruit future subjects
from their social groups (i.e. peers, friends, family). A
link to the survey was also posted on social media
sites (e.g. Facebook, Twitter) and sent to others using
the “share” feature on these sites, which allowed
users to share online posts from their timeline with
others, who may not otherwise see the post.
Measures
Eating Attitudes Test-26 (Garner, Olmstead, Bohr, &
Garfinkel, 1982) is a 26-item questionnaire that
measures abnormal attitudes towards weight and
eating. Test results may also indicate behavioral
symptoms and aspects of eating disorders, but it is
not used to diagnose an eating disorder. The test
uses a 6-point self-report Likert scale where
respondents can choose whether the statement
applies always, usually, often, sometimes, rarely, or never.
Each response is weighted between 0 and 3, and
higher scores are assigned to responses that are
more symptomatic. Although EAT-26 is usually used
a measure for eating attitudes, it also gives insight
into eating and weight-related behaviors. Previous
research has demonstrated internal consistencies
ranging from .83 to .90 for total scores and this
assessment was adapted to evaluate if there is a
relationship between body type and abnormal
eating behaviors and attitudes. It is expected that
attitudes towards eating and eating behaviors will
vary depending on the body type that a woman
idealizes. The EAT-26 has been reproduced with
permission.

State Self-Esteem Scale is a 20-item survey that
measures self-esteem at a given point in time
(Heatherton, 1991). The scale is divided into 3
components including performance self-esteem,
social self-esteem, and appearance self-esteem.
This survey utilized questions related to social selfesteem and appearance self-esteem to evaluate
trends between self-esteem and ideal body type.
All items were adapted to a 4-point Likert scale
ranging from “strongly agree” to “strongly disagree.”
Rosenberg Self-Esteem Scale (RSE) is a widely used selfreport measure of self-esteem, which assesses
global self-worth by assessing both positive and
negative feelings about the self (Rosenberg, 1966).
The scale uses a 4-point Likert scale ranging from
“strongly agree,”” to “strongly disagree.” This survey
used 4 questions from the RSE to assess overall
attitudes towards oneself in conjunction with the
State Self-Esteem Scale (Heatherton, 1991), which
measures self-esteem in relation to appearance
and social contexts.
Sociocultural Attitudes Towards Appearance Questionnaire-4
assesses societal and interpersonal aspects of ideas
surrounding appearance (Schaefer et al., 2015).
Previous research shows associations with negative
body image and eating pathology and
demonstrates convergent validity with body image,
abnormal eating, and self-esteem. The
questionnaire was used for this study to the
impact of societal pressures (i.e. pressures from
friends or family) to a woman’s self-esteem and
attitude toward her body and eating.
Data Analysis
Data was collected through the aforementioned
online survey. Participants were women (N= 73),
ages 18 to 55, from various parts of the United
States. Women self-reported their age group, race/
ethnicity, height and weight, and their involvement
in extracurricular activities. Descriptive statistics
were used for analysis. Body mass index (BMI)
scores were ascertained through the self-reported
height and weight were calculated and ranged
from 15.6 to 44.2 (M= 24.1*;SD=5.72). The majority
of participants identified as white (n=69); other
remaining participants identified as African
American (n=8), Asian (n=8) and other (n=20)
associations (figure 1.2). Data analysis explored the
participants’ relationship with their self-identified
body image, eating attitudes and behavior, self-
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24.1*;SD=5.72). The majority of participants identified as white (n=69); other remaining
participants identified as African American (n=8), Asian (n=8) and other (n=20) associations
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(figure 1.2).

previous
research
esteem,
and social
pressures
based on
racial and
Data analysis
explored
the participants’
relationship
with their
self-identified
body (figure
image, 1.4). Although previous
research predicted that women striving to be
ethnic associations and selected ideal body type.
eating
attitudes and
behavior,that
self-esteem,
and social
pressures skinny
based on
racial display
and ethnic
would
more negative eating
Hypotheses
predicted
due to current
body
attitudes and behaviors, the current study
image trends, more women would select the fit
associations and selected ideal body type. Hypotheses predicted that due to current body image
demonstrated that women idealizing any type of
body more often than other types, despite
bodytypes,
may despite
displaysociety’s
some disordered eating
society’s
glorification
of
thin
bodies.
Fifty–seven
trends, more women would select the fit body more often than other
practices and attitudes.
percent (57%) of respondents selected “fit” as their
ideal body
type,
while
15% selected
“skinny”
glorification
of thin
bodies.
Fifty–seven
percent
(57%) ofand
respondents selected “fit” as their ideal
27% selected “thick” (figure 1.1), which suggests that Comparisons of selected body type and EAT-26
body
type, while
selected “skinny”
and 27%
(figure 1.1),
which
suggests
that
women
striving to be thick engage in
women
may15%
be shifting
their desire
awayselected
from “thick”revealed
slightly more restricting behaviors. Responses to
attaining the thin body type.
that women may be shifting their desire away from attaining the thin body type.
questions regarding food intake restriction (“I like
my stomach to be empty” and “I
eat diet foods”) had the highest
Ideal Body Types
Racial/Ethnic Data
(Figure 1.1)
(Figure 1.2)
number of “always,” “usually,”
White
“often,” or “sometimes” from
Black/African
women of this category (figure
American
15%
1%
Thick
19%
1.5). These women also had a
Asian
7%
Fit
higher
Racial57%
and cultural influences on preferred body
type were also supported
by thedesire
data; “to be thinner,” be
27%
66%
American
Skinny
more
preoccupied
with thoughts
7%
Indian/Native
Alaskan
about
food
(“I
feel
that
food
fifty percent of women who identified as African American idealized
Other a thick body type, while
controls my life”), and feel guilt
65% ofand
White
womeninfluences
preferred a on
fit preferred
body. Otherbody
ethnicities about
preferred
both(“Ithe
skinny
fit eating”). Although
food
feel
guiltyand
after
Racial
cultural
type were also supported by the data; fifty percent binging (“I have gone on eating binges…”) was not
body
types over
Comparisons
of BMI
and ideal body common
type revealed
that women
with a women idealizing a
among
participants,
of
women
whoskinny.
identified
as African
American
thick body type also reported more of this activity
idealized a thick body type, while 65% of White
higher BMI (25) also idealized a thick body type; while women with normal, healthy BMI
than women of other body types. It is important
women preferred a fit body. Other ethnicities
to note
that
71% of
women
preferred
both
the
skinny
and
fit
body
types
over
ranging from 18.5-25 (Centers for Disease Control and Prevention,
2015)
usually
selected
fit aswho selected thick as
their ideal body type were also overweight or
skinny. Comparisons of BMI and ideal body type
according
to their
calculated BMI of over 25
revealed
with
a higher
BMI that
(25) identified
also
their ideal that
body women
type (figure
1.3).
Both women
asobese
an athlete
or member
of a Greek
(Centers for Disease Control and Prevention, 2015).
idealized a thick body type; while women with
sorority women
a fit orfrom
thick18.5-25
body more
often than
a thin
body,
despite previous
Only
4% of
all respondents
reported thoughts
normal,
healthyidealized
BMI ranging
(Centers
about purging (“I have the impulse to vomit…”)
for Disease Control and Prevention, 2015) usually
research (figure
1.4). Although
previous
research1.3).
predicted that
strivingpurging
to be skinny
andwomen
6% reported
behaviors (“I vomit after I
selected
fit as their
ideal body
type (figure
have eaten”), which was equally spread across all
Both women that identified as an athlete or
would display more negative eating attitudes and behaviors, the current study demonstrated that
body types.
member of a Greek sorority women idealized a fit
or
thick
body
more
often
than
a
thin
body,
despite
women idealizing any type of body may display some disordered eating practices and attitudes.
Figure 1.3
Ideal body type and BMI
BMI Category

BMI range - kg/m2

Skinny

Fit

Thick

Underweight

< 18.5

50%

50%

0%

Normal

18.5 - 25

17%

60%

13%

Overweight

25 - 30

12%

53%

35%

Obese

30+

0%

10%

90%

Figure 1.4
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Ideal body type and extracurricular involvement
Athletes
Body Type

Sorority Women

Skinny

11.2%

12.8%

Fit

55.5%

64.1%

Thick

33.3%

23.1%

Nevada,that
Laswomen
Vegas striving to be thick
Comparisons of selected body type University
and EAT-26ofrevealed

Control and Prevention, 2015). Only 4% of all respondents reported thoughts about purging (“I
have the impulse to vomit…”) and 6% reported purging behaviors (“I vomit after I have eaten”),
UNLV Title III AANAPISI & McNair Scholars Research Journal

which was equally spread across all body types.
Figure 1.5
EAT-26 Question
Restricting Behaviors
I avoid eating when I am hungry.

Response

Skinny

Fit

Thick

Always

0
0.0%
0
0.0%
1
9.1%
3
27.3%

0
0.0%
0
0.0%
1
2.2%
14
30.4%

0
0.0%
1
43.5%
1
43.5%
10
43.3%

1
9.1%
0
0.0%
0
0.0%
7
63.6%

1
21.7%
4
8.7%
5
10.9%
16
34.8%

0
0.0%
4
17.4%
6
26.1%
7
30.4%

1
9.1%
0
0.0%
1
9.1%
2
18.2%

4
8.7%
3
6.5%
5
10.9%
9
19.6%

2
8.7%
2
8.7%
2
8.7%
3
13.0%

0
0.0%
4
36.4%
1
9.1%
2
18.2%

5
1087.0%
11
23.9%
7
15.2%
6
13.0%

4
17.4%
3
13.0%
5
21.7%
8
34.8%

00
0.0%
0.0%
11
9.1%
9.1%
33
27.3%
27.3%
33
27.3%
27.3%
00
0.0%
0.0%
22
18.2%
18.2%
11
9.1%
9.1%
33
27.3%
27.3%

22
435.0%
435.0%
11
21.7%
21.7%
22
4.4%
4.4%
88
17.4%
17.4%
22
4.4%
4.4%
88
17.4%
17.4%
16
16
34.8%
34.8%
12
12
36.1%
36.1%

00
0.0%
0.0%
00
0.0%
0.0%
00
0.0%
0.0%
33
13.0%
13.0%
22
8.7%
8.7%
22
8.7%
8.7%
55
21.7%
21.7%
10
10
43.5%
43.5%

00
0.0%
0.0%
33
27.3%
27.3%
00
0.0%
0.0%
22
18.8%
18.8%

33
6.5%
6.5%
44
8.7%
8.7%
11
21.7%
21.7%
12
12
26.1%
26.1%

22
8.7%
8.7%
33
13.0%
13.0%
22
8.7%
8.7%
12
12
52.2%
52.2%

00
0.0%
0.0%
22
18.2%
18.2%
00
0.0%
0.0%
00
0.0%
0.0%
00
0.0%
0.0%
00
0.0%
0.0%
11
9.1%
9.1%
22
18.2%
18.2%

00
0.0%
0.0%
22
4.4%
4.4%
11
21.7%
21.7%
99
19.6%
19.6%
00
0.0%
0.0%
55
11.1%
11.1%
22
4.4%
4.4%
11
11
24.4%
24.4%

00
0.0%
0.0%
11
4.4%
4.4%
22
8.7%
8.7%
88
34.8%
34.8%
00
0.0%
0.0%
11
4.4%
4.4%
55
21.7%
21.7%
77
30.4%
30.4%

00

00

00
0.0%
0.0%

00
0.0%
0.0%

11
4.4%
4.4%
00
0.0%
0.0%

Usually
Often
Sometimes
I find myself preoccupied with food.

Always
Usually
Often
Sometimes

I cut my food into small pieces.

Always
Usually
Often
Sometimes

I am aware of the calorie content of the
foods that I eat.

Always
Usually
Often
Sometimes

feel that
that others
others would
would prefer
prefer if
if II ate
ate more.
more.
II feel

Always
Always
Usually
Usually
Often
Often
Sometimes
Sometimes

display self-control
self-control around
around food.
food.
II display

Always
Always
Usually
Usually
Often
Often
Sometimes
Sometimes

engage in
in dieting
dieting behavior.
behavior.
II engage

Always
Always
Usually
Usually
Often
Often
Sometimes
Sometimes

like my
my stomach
stomach to
to be
be empty.
empty.
II like

Always
Always
Usually
Usually
Often
Often
Sometimes
Sometimes

eat diet
diet foods.
foods.
II eat

Always
Always
Usually
Usually
Often
Often
Sometimes
Sometimes

Binge Eating
Eating
Binge
have gone
gone on
on eating
eating binges
binges where
where II feel
feel
II have
that II may
may not
not be
be able
able to
to stop.
stop.
that

Always
Always

0.0%
0.0%
University of Nevada,0.0%
Las Vegas0.0%
Usually
Usually
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18.8%
I like my stomach to be empty.

I eat diet foods.

26.1%

Always

0
0
0.0%
0.0%
Usually
2
2
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Research
18.2%
4.4% Journal
Often
0
1
0.0%
21.7%
Sometimes
0
9
0.0%
19.6%
Always
0
0
0.0%
0.0%
Usually
0
5
0.0%
11.1%
Often
1
2
9.1%
4.4%
Sometimes
2
11
18.2%
24.4%

Binge Eating
I have gone on eating binges where I feel
that I may not be able to stop.

Always
Usually
Often
Sometimes

Purging
I vomit after I have eaten.

Always
Usually
Often
Sometimes

I have the impulse to vomit after meals.

Always
Usually
Often
Sometimes

Thoughts About Eating/Body Image
I feel extremely guilty after eating.

Always
Usually
Often
Sometimes

I am preoccupied with a desire to be thinner.

Always
Usually
Often
Sometimes

I am preoccupied with the thought of having
fat on my body.

Always
Usually
Often
Sometimes

I feel that food controls my life.

Always
Usually
Often
Sometimes

52.2%
0
0.0%
1
4.4%
2
8.7%
8
34.8%
0
0.0%
1
4.4%
5
21.7%
7
30.4%

0
0.0%
0
0.0%
0
0.0%
3

0
0.0%
0
0.0%
1
21.7%
10

1
4.4%
0
0.0%
3
13.0%
4

0
0.0%
0
0.0%
0
0.0%
0
0.0%

0
0.0%
1
21.7%
0
0.0%
1
21.7%

0
0.0%
0
0.0%
0
0.0%
1
4.4%

0
0.0%
0
0.0%
0
0.0%
1
10.0%

0
0.0%
1
21.8%
0
0.0%
3
6.4%

0
0.0%
1
4.4%
0
0.0%
0
0.0%

0
0.0%
1
9.1%
0
0.0%
2
18.2%

0
0.0%
0
0.0%
4
8.7%
16
34.8%

2
8.7%
1
4.4%
2
8.7%
9
39.1%

2
18.8%
2
18.8%
0
0.0%
0
0.0%

4
8.7%
5
10.8%
9
19.6%
9
19.6%

8
34.8%
5
21.7%
2
8.7%
5
21.7%

1
9.1%
1
9.1%
1
9.1%
2
18.2%

3
6.5%
6
13.0%
2
4.4%
20
43.5%

3
13.0%
3
13.0%
3
13.0%
4
17.4%

0
0.0%
1
9.1%
0
0.0%
2
18.2%

1
2.2%
2
4.4%
2
4.4%
9
19.6%

1
4.4%
2
8.7%
2
8.7%
5
21.7%

Analysis of the impact of ideal body type on overall self-esteem and body satisfaction
demonstrated that women striving to be thick or skinny display more body dissatisfaction and
negative attitudes towards oneself by responding “strongly disagree” or “disagree” more often on
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Analysis of the impact of ideal body type on
Results
overall self-esteem and body satisfaction
Results demonstrate that women striving to be
demonstrated that women striving to be thick or
thick demonstrate more negative attitudes towards
skinny display more body dissatisfaction and
eating and disordered eating behaviors than
negative attitudes towards oneself by responding
women striving for other body types (figure 1.4);
“strongly disagree” or “disagree” more often on
however, nearly participants indicated some level
questions regarding overall self-esteem (“I take a
of body or appearance dissatisfaction (figure 1.5).
positive attitude towards myself”) and level of
Racial and ethnic associations show that African
appearance or body satisfaction (“I feel satisfied
American women do idealize a thicker body, while
with
the
way
my
body
looks
right
now
or
“I
am
other races
not.
Additionally,
athletic or sorority
women striving to be both thick and skinny reported feeling unattractive
moredo
often
than
women
pleased with my appearance right now”) than
affiliation do not have a significant impact on ideal
women
body type.
striving tostriving
be fit. to be fit (figure 1.6). However,
Figure 1.6

Conclusion
Data from the
current study
demonstrates that
I take a positive attitude toward myself.
4
4
4
36%
9%
21%
women of all
3
5
0
body types
I feel satisfied with the way my body looks right now.
6
20
13
54%
47%
68%
struggle with
I am dissatisfied with my weight.
7
23
13
attitudes towards
63%
53%
68%
eating and eating
I am pleased with my appearance right now.
5
17
9
behaviors.
45%
40%
47%
Although previous
I feel unattractive.
5
9
9
research suggests
45%
21%
47%
that desire to be
women striving to be both thick and skinny
thinner exists among women only striving to be
Social
pressures
from family
and often
peers had
a direct, negative
impact
women striving
reported
feeling
unattractive
more
than
skinny,
data on
supports
the argument that women
women striving to be fit.
striving to achieve any perceived ideal body type
to be thick. These women reported increased pressure to be thinmay
(“I feel
pressure
fromlevel
my family
display
some
of disordered eating
Social pressures from family and peers had a
attitudes and behaviors. It is important to note that
members to be thinner” or “I feel pressure from my peers to look in better shape”). Women from
direct, negative impact on women striving to be
women with a higher BMI are more likely to
thick.
These also
women
reported
these
attitudes
this category
reported
feelingincreased
pressure topressure
improve their demonstrate
overall appearance
from
family and behaviors; this is
to be thin (“I feel pressure from my family
likely due to the serious health concerns and body
members and
however,orall“Iwomen
reported from
feeling a significant
amount
pressure
members
topeers;
be thinner”
feel pressure
criticism
that of
is social
associated
with being overweight
my peers to look in better shape”). Women from
or obese. Women desiring to be thick or skinny
from category
the mediaalso
to reported
be thinnerfeeling
or improve
their tooverall appearance
(figure 1.5).
Results and body
this
pressure
have decreased
self-esteem
improve their overall appearance from family
dissatisfaction, which suggests that women striving
demonstrated that thick women experience lower self-esteem and negative eating attitudes and
members and peers; however, all women reported
to be fit may have a healthier and more positive
feeling
a
significant
amount
of
social
pressure
attitude
towards
themselves
behaviors more than women idealizing other body types; however,
this
relationship
is more as a whole and the
from the media to be thinner or improve their
perceived ideal body type that they are trying to
overall
appearance
(figure 1.5).
Racial and
ethnic associations
may play a
closely related
to a woman’s
BMI Results
rather than her ideal bodyachieve.
type. Although
involvement
in
demonstrated that thick women experience lower
role in ideal body type and body satisfaction;
extracurricularand
activities
did not
significantly
impact
data
demonstrates
a link
self-esteem
negative
eating
attitudes
and this relationship,
however,
data
shows that
BMI has the biggest
behaviors more than women idealizing other body impact on a woman’s self-esteem and attitudes
betweenhowever,
selected ideal
type and ethnic
associations.
types;
thisbody
relationship
is more
closely
towards eating. Furthermore, social pressures from
related to a woman’s BMI rather than her ideal
family and peers negatively impact women with a
Results
body type. Although involvement in extracurricular higher BMI; however, all women feel unwanted
activities
did not
significantly
impact
this to be thick demonstrate
pressuremore
from
the media
to improve their
Results
demonstrate
that women
striving
negative
attitudes
relationship, data demonstrates a link between
appearance and decrease levels of body fat.
selected
idealand
body
type and
ethnic
associations.
towards eating
disordered
eating
behaviors
than women striving for other body types (figure
RSE Question
On the whole, I am satisfied with myself.

Skinny (n=11)
3
27%

Fit (n=43)
6
14%

University of Nevada, Las Vegas

Thick (n=19)
6
32%
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(figure 1.5). Racial and ethnic associations show that African American women do idealize a
thicker body, while other races do not. Additionally, athletic or sorority affiliation do not have a
UNLV Title III AANAPISI & McNair Scholars Research Journal

significant impact on ideal body type.

Figure 1.5
“Agree” and “Mostly Agree” Responses for Self-esteem vs. Body Type
SATAQ-4 Question
I feel pressure from family members to look
thinner.
I feel pressure from family members to improve
my appearance.
Family members encourage me to decrease my
level of body fat.
Family members encourage me to get in better
shape.

My peers encourage me to look thinner.

I feel pressure from my peers to improve my
appearance.
I feel pressure from my peers to look in better
shape.
I feel pressure from my peers to decrease my
level of body fat.
I feel pressure from the media to look in better
shape.

I feel pressure from the media to look thinner.

I feel pressure from the media to improve my
appearance.
I feel pressure from the media to decrease my
level of body fat.

Skinny (n=11)

Fit (n=43)

Thick (n=19)

3
27.3%

11
67.4%

9
47.4%

5
45.5%

8
18.7%

3
27.3%

10
23.3%

6
54.6%

15
34.9%

1
9.1%

8
18.7%

1
9.1%

7
16.3%

2
18.2%

8
18.6%

1
9.1%

7
16.3%

9
81.9%

34
79.0%

6
54.6%

30
71.4%

10
91.0%

34
79.1%

7
63.7%

31
72.1%

Limitations
The findings of this study are not generalizable to
the entire population of women due to
convenience sampling and response rate; however,
snowball sampling was also used to attempt to
increase sample size and diversity and thus
minimize limitations. Time constraints also reduced
the potential sample size of the study. Information
was obtained primarily from one region of the
United States, and may not represent other regions
of the United States or the global female
population. Additionally, Hispanic associations were
not specifically measured, but may be included in
ethnic data under the “other” category. All
responses were self-reported, which may lead to
social desirability bias – the tendency for people to
present a favorable image of themselves on
questionnaires. Some questionnaires were reversed
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scored in attempt to decrease
the frequency of this bias.

Further Study
As a pilot study, these
findings may help guide
9
47.3%
additional research regarding
body image, attitudes
6
towards eating, and self31.6%
esteem among women.
Future research may examine
9
how these relationships vary
47.3%
among women based on
cultural expectations and
4
21.0%
how different types of
perceived ideal body images
6
predict the prevalence of
31.6%
diagnosed eating disorders.
Women’s ideas about body
7
36.9%
image and eating practices
should be evaluated on a
6
global scale, which will help
31.6%
researchers understand
regional differences in ideas
15
about eating attitudes and
83.4%
behaviors, self-esteem, and
social pressures from friends,
15
78.9%
family, and the media.
Additionally, future studies
16
should examine the direct
88.9%
impact of social media on
body image and how
18
94.7%
perceived ideal body types
continue to be advertised to
women. Since this sample
did not have a large population of women with
Greek sorority or athlete affiliation, future research
may want to examine this population of women
on a larger scale to determine if there is a
relationship between ideal body types and specific
extracurricular activities.
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Abstract
This literature review aims to examine existing
correlations between racial-coping within African
American student bodies and academic
performance. Following Lazarus and Folkman’s
Transactional Theory of Stress and Coping (1984),
the components of coping are defined, providing
context for application of the theory in an
educational setting. Historical context regarding
segregation and socioeconomic status support
longitudinal data that provides a contextual view
of African American student performance over
time, yielding positive implications for future
research. This investigation reveals great disparities
within academia between racial and class groups,
introduces theories embodying minority and
majority dynamics, and proposes new directions
for future research on this topic.
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Introduction
African American students have generally fallen
behind in their academic pursuits when compared
to their non-black peers. Although this level of
performance is unacceptable, it continues to
happen each year without significant improvement
or effective intervention. There is an undeniable
“Achievement Gap” in academic success between
minority and underrepresented groups of students
when compared to their peers. Unfortunately, this
issue is pervasive and complex, requiring extensive
research to find an effective solution. It is
important that issues hindering success be
addressed to promote accomplishment in all
student bodies. Research has supported the notion
that there are multiple reasons for less-thansatisfactory performance among African Americans
specifically, stemming from a vast scope of topics.
While this literature review focuses on African
American students, it seems others may benefit
from this research. Many of the variables that
influence African American student performance
are relevant to other racial groups and
underrepresented groups as well. Establishing and
maintaining a consistent learning environment that
suits all students and promotes favorable
outcomes is not only crucial for the individual, but
the classroom as a whole. The resulting
unwavering attention and desirable functionality of
the classroom would prove beneficial to any
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learning environment. Students may achieve these
results by way of coping. Racial-coping deals with
stressors that are racially-rooted and unique to
traditionally racially-oppressed or stigmatized
groups. It is believed that racial stressors have had
a significant negative impact on academic
performance and continue to do so without much
mediation. This literature review aims to
understand the multitude of factors that contribute
to undesirable academic performance among
African American students in connection to racialcoping, as well as suggest directions for future
research.
A student’s ability to cope serves as a major
predictor of outcomes that may influence their
academic and social success. The types of coping
strategies a student may utilize are molded around
the type of stressor, whether it be challenging
homework, strain on peer and faculty relations, or
problems at home or in their school environment.
Understanding the effect that individual stressors
have on a student will yield valuable knowledge in
understanding a student’s preferred coping
strategies and the outcomes of such. Knowledge of
student coping in relation to academic outcomes is
essential to establishing an awareness of the
multitude and intensity of stressors that may
impact academic performance. Students who
engage in successful coping techniques will reduce
their stress which would encourage academic
success.
It is essential to recognize predictors and outcomes
of various coping strategies, as well as the contexts
that influence them in an academic setting.
Students who belong to racial minority groups may
face different stressors than their peers, resulting in
various sets of coping techniques that rely heavily
on the unique context of the situation. While
researchers continue to examine the academic
success of African American students, they fail to
address gaps within the literature that fall short
when providing qualitative or self-reported data
that would contribute to an even more in-depth
understanding of the context and reasons for
stressors affecting African American youth. There is
also limited knowledge regarding the types of
coping strategies and their effectiveness when used
in response to race-related problems, or racial
difficulties faced by African Americans in general.
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Literature Review
WHAT IS COPING?
Referencing the Transactional Model of Stress and
Coping (Lazarus & Folkman, 1984) as the theoretical
framework for this literature review, we will
investigate predictors and outcomes of the various
coping techniques of African American students
and how they relate to external influences.
Before coping occurs, a stressor must be perceived
by the individual. A stressor refers to when an
individual is faced with an environmental challenge
that counteracts their psychological welfare
(Lazarus & Folkman, 1984). Once the stressor is
identified, the individual must respond by way of
coping to maintain homeostasis, or, a balanced
mental state that is considered most advantageous
for functioning (Lazarus & Folkman, 1984; Glanz &
Schwarz, 2008). This transaction between one’s self
and their surroundings results in the recognition,
or appraisal of stress and the resources available to
the individual to cope with it. The Primary Appraisal
stage recognizes the threat or danger while the
Secondary Appraisal stage assesses one’s capacity
to dissolve the threat utilizing the assets afforded
to them. After Secondary Appraisal, specific coping
mechanisms may be introduced to the situation in
order to reduce the observed threat of the stressor.
The coping mechanism(s) used may lead to a
myriad of possible outcomes, such as psychological
ease and restored functionality for example.
Glanz and Schwartz (2008) branched the original
coping responses proposed by Lazarus and
Folkman into various subgroups of “coping
strategies.” Glanz and Schwartz (2008) also introduce
the two original coping effort dimensions as
originally conceptualized by Lazarus and Folkman
(1984): Problem Management (Problem-Focused
Coping) and Emotional Regulation (EmotionFocused Coping). In an academic setting, if students
are unable to solve an issue on their own and they
choose to reference an outside source
(supplementary text), this would illustrate Problem
Management because the students utilized
problem-solving and critical thinking to challenge
the stressor directly. On the other hand, there is
Emotional regulation. Emotion-Focused coping may
yield either adaptive or maladaptive behavior.
Students who are sad over a friend’s chronic illness
may decide to seek social support through
counseling (adaptive) or attempt to avoid their
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feelings (maladaptive) (Glanz & Schwartz, 2008).
Some other adaptive techniques include seeking
help through peers, parents, and faculty at the
student’s learning institution. Common examples
of maladaptive techniques include drinking, drug
use, risky sexual behavior, violence and anything
else that may produce negative outcomes for the
individual. As illustrated by the previous examples,
the Transactional Model of Stress and Coping
supports the notion that Problem-Focused Coping
will be used when the stressor is malleable,
meaning it is easy to change the outcome.
Emotion-Focused coping is more likely to be used
when it is uneasy to change the outcomes of the
stressor, or it is fixed (Glanz & Schwartz, 2008, pg.
217).
Given that Emotion-Focused coping often occurs in
conjunction with stressors outside of one’s control,
many of these coping techniques tend to be
disconnecting, maladaptive, and may only provide
short-term relief; These short-term EmotionFocused coping techniques are usually disengaging,
and may include “distancing, cognitive avoidance,
behavioral avoidance, distraction, and denial” (Glanz
& Schwarz, 2008, pg. 218). If a student is avoiding
thinking about a difficult homework assignment
that is due soon, that would be an example of
Cognitive Avoidance. Subsequently, changing a usual
route to class solely to avoid bullying is an example
of Behavior Avoidance. While these techniques are
good for short term coping, they offset the
development of healthier, long-lasting coping
strategies by providing temporary relief and often
prolonging the user’s distress (Glanz & Schwarz,
2008).
Contrary to disengaging coping techniques,
engaging Emotion-Focused coping techniques are
likely to foster adaptive coping habits and provide
long-term relief. Engaging Emotion-Focused coping
techniques include “active coping, planning,
problem solving, information seeking, and making
use of social support” (Glanz & Schwartz, 2008, pg.
218). A third coping strategy, Meaning-Focused
Coping includes “positive reinterpretation,
acceptance, and use of religion and spirituality”
(Glanz & Schwarz, 2008, pg. 218). Using prayer or
attending church services to cope are examples of
Meaning-Focused Coping. All of these coping
techniques are used regularly.

While coping is applicable to everyone,
understanding student coping at school is
necessary to establish a welcoming environment
that cultivates learning. Unfortunately, there is no
way to ensure that schools remain free of stressors.
If you ask adolescents to list the most distressing
or saddest event to happen to them within the
period of a month, stressors at school fall within
third place every time, alongside family and peer
relations (Spirito, Stark, Grace, & Stamoulis, 1991).
Exposure to stressors over time enables students
to cope more efficiently as they grow older. Primary
school students use mainly Emotion-Focused
coping where their older adolescent counterparts
will use both Emotion-Focused, Problem-Focused,
and sometimes Meaning-Focused coping as they
deal with more complex stressors (Anitei, Chraif,
Vasile, Cocoradă & Mihalas˛cu, 2012). As a child ages
and their stressors diversify, their resources expand,
allowing them to choose different coping pathways
at the Secondary Appraisal stage. If students learn
to cope more efficiently as they age, then it is
reasonable to question why specific subgroups of
the student population still struggle
disproportionately throughout their academic
career, specifically those belonging to racial
subgroups such as African Americans.
The African American Student
Experience
The improvement of African American student
achievement continues to be under-supported
within schools across the United States. Academic
achievement and success have been operationally
defined in many ways throughout research in
education: grade point average, test scores, and
dropout rates have all been used to measure
academic success. Each of these measures serve as
an effective tool for recognizing school
performance.
African American students tend to score worse on
standardized test than white students (Steele, 1997).
The U.S. Department of Education’s National Center
for Education Statistics reported that fourth-grade
African-American student averages on the National
Assessment of Education Progress (NAEP) were 203
points while compared to white students who
scored 230 points on a 500-point scale when tested
for reading (Span, Rivers, Ishwanzya, 2012).
Additionally, eighth graders belonging to the same
racial groups were assessed for reading as well,
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African-Americans fell short again, scoring 259
points when compared to 290 points on average
for white students (Span & Rivers, 2012).
Research even suggests that there are significant
disparities present between racial groups even
before children are even enrolled in school,
continuing through secondary and post-secondary
education (Darensbourg & Blake, 2014; Matthews,
Kizzie, Rowley, & Cortina, 2010; Yeung & Pfeiffer,
2009). “In 2009, only 16% and 14% of African
American fourth and eighth-grade students
performed at the proficient level in reading and
mathematics, relative to 42% and 41% of EuropeanAmerican students” (Darensbourg & Blake, 2014).
Low proficiency levels most likely share
responsibility towards the elevated high school
dropout rate for African American high school and
college students. Hispanic students show a similar
trend when compared to European-American
students. Despite collectively improving their scores
over time, Hispanic student’s standardized test
scores still remain behind the European-American
student performance average (Darensbourg, Blake,
2014).
The Achievement Gap is persistent through college
as well, where race-related stressors may influence
academic performance among black students. A
study performed by Ryan P. Brown and Monica N.
Lee (2005) presented college students with surveys
that measured racial stigma consciousness. Their
study revealed that stigmatized racial groups of
students show a statistically significant negative
correlation with low college grade point average.
The negative effects of the Achievement Gap are
difficult to escape, seeing as it effects African
American children before they are enrolled in
school, as mentioned above. This may impact
minorities in a variety of ways; for example, if a
student drops out of high school, they will lack the
credentials necessary for most jobs, making it
much more difficult to find employment. If they do
find employment, chances are it will not offer a
competitive wage. Those who complete high
school, but suffer from a low grade point average,
are less likely to be accepted into colleges and
universities. Students who don’t attend college, or
don’t finish their degrees will be paid considerably
less over their lifetimes than those with college
degrees.
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To fully understand how race has such a strong,
pervasive influence on academic achievement in
the African American community over so many
generations, one needs to understand the historical
context.
Before laws were changed to end slavery and
segregation, black students were only given access
to unambitious and unsatisfactory educational
standards provided to them by the majority, or
European-Americans, at the time (Span & Rivers,
2012). After schools were de-segregated and
African American students were working alongside
Caucasian students, researchers began to draw
more comparisons between Euro-American and
Afro-American students. This new comparison
yielded some of the first research-recognized
observances of the Achievement Gap (Span &
Rivers, 2012). Through generations, African
Americans have been able to “catch up” or better
prepare their children to fit higher standards of
education, yielding fast-moving progress in a
relatively short period of time (Span & Rivers,
2012). Research by Span and Rivers (2012)
investigated school performance, supporting the
historical context surrounding black, student
improvement. Their research revealed that
between 1971 and 2009 (33 years), the reading
score average of black students improved as much
as 30 points, when the reading score average of
white students only improved 12 points in the
same time span. The rate of change within those
three decades for African Americans is staggering
when compared to improvement made by white
students; however, African Americans still lag
behind considerably, despite their impressive
amount of post-segregation academic
advancement. Although there is an abundance of
research comparing African American students
with their European American counterparts,
literature detailing the experiences of minorities,
specifically black youth, has yet to be explored
(Darensbourg & Blake, 2014; Srin & Rogers-Srin,
2005).
This post-segregation “catch up” period has not
been as favorable economically as it has
academically for African Americans. Black
adolescents are three times more likely to be
classified as living in poverty when compared to
white adolescents (“Ethnic and Racial,” n.d.;
Costello, Keeler, & Angold, 2001). Research has
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linked socioeconomic status to decreased school
performance. A study lead by Mark S. Chapell
(2002) gathered information regarding GPA, parent
education, and self-esteem scores in order to
assess not only if a correlation exist between
socioeconomic status and academic achievement,
but also how significant that correlation may be.
His findings suggest that socioeconomic status is
significantly correlated with grade point average.
Students classified as being of high socioeconomic
status earned larger incomes and enrolled in
graduate school in larger quantities. The opposite
was found for students who belonged to low
socioeconomic status (Chapell, 2002). This trend has
continued to occur in recent years.
Race-Related Coping
Due to historical divides between the dominant
(Euro-American) and oppressed (African Americans,
etc.) cultures spanning over a century of U.S.
history, African Americans approach their
interactions with society in a much different way.
This may affect their Primary Appraisal criteria to
determine stressors, as well as how they cope with
those stressors, possibly yielding different
outcomes for minority individuals.
Black students may be affected by social influences
that mold their coping responses differently than
their non-black peers. In a dissertation written by
Lionel D. Scott, Jr. (2000), he explains that while
there has been much comparative research on
coping between races, coping investigations geared
specifically towards African Americans are lacking.
Plummer and Slane (1996; Scott, 2001) offer even
more explanation, revealing that African American
students may not be afforded the same set of
resources when encountering race-related
stressors. For example, if an African American
student were to experience some form of overt
racism, while they may normally use EmotionFocused coping by means of communication, they
may feel uncomfortable reaching out to others.
Scott (2001) further discloses his conclusions,
revealing that black individuals may have more
than one set of coping techniques, depending on
the stressor; in this case, perceived racism may be
met with completely different coping responses
than, for example, stress from a homework
assignment.

When discussing racial-coping responses utilized by
African Americans, context is essential to
understanding why an individual may react in the
way they do. Racial stigmas are a socially-driven
function of coping that encapsulates stereotypes
present in society (Steele, Spencer & Aronson, 2002;
Brown & Lee, 2005). Despite segregation being
outlawed very recently in U.S. history, racism still
prevails, encouraging negative, deeply-rooted
stigmas and stereotypes that have been upheld
throughout the country for decades. Racial stigmas
are powerful. It is not uncommon for groups being
stigmatized to begin to adapt to existing
stereotypes (positive or negative) without much
coercion by the majority group imposing them
(Steele, et al., 2002, Brown & Lee, 2005). It is easy to
see how racial stigmatization might significantly
impact the educational outcomes of minorities and
underrepresented groups of people. If students are
marginalized, or raised thinking they are somehow
inferior. as many stereotypes often suggest to
African Americans, it is not an unreasonable
assumption that they may embody these stigmas
about themselves, exhibiting self-fulfilling
prophecies. Racial expectations provided by the
majority may add pressure on the minority to act
on them if they are in a position to be observed, or
if they feel that those they are interacting with rely
on stereotypes to “guide their perceptions,
judgements, and behaviors more than others”
(Brown & Lee, 2005). Steele (1997) conceptualized
the pressure to act on racial stereotypes when
observed or evaluated directly, designating it as
Stereotype Threat. This phenomenon may be more
likely when faced with a very challenging situation
(i.e. an exam, an oral presentation, etc.) (Brown &
Lee, 2005; Steele, 1997). The pressure to act on racial
stereotypes under the assumption that the other
party relies on stereotypes to guide their world
view has been dubbed stereotype consciousness (Steele,
1997). These phenomena may play a key role in
African American student academic performance.
Racial-stressors may illicit various types of
responses from minorities. A study conducted by
Plummer and Slane (1996) suggest that African
Americans use Problem-Focused and EmotionFocused responses to deal with both general
stressors and racial stressors, although these
techniques were used less regularly in response to
race-related stressors in particular (Greer, Ricks &
Baylor, 2015). When African Americans were faced
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with race-related stressors, numerous studies
found that all major categories of coping
techniques were utilized. The racially-oriented
coping strategies observed in numerous studies
comprised of: avoiding the stressor, confronting the
stressor, reaching out to others, becoming angry, or
changing the way of speaking or dressing as a
response (Greer, Ricks & Baylor, 2015; ShorterGooden, 2004; Smith, Stewart, Myers, & Latu, 2008).
In these examples, Problem-Focused and EmotionFocused techniques were administered, yielding
both disengaging and engaging behavior. Meaningbased techniques were assigned as well, including a
strong sense of faith and spirituality (Greer, Ricks &
Baylor, 2015). Many of the Problem-Focused and
Emotion-Focused techniques that have been used
could potentially cause the individual even more
distress, either prolonging the duration of the
original stressor or encouraging stress later on by
the individual not developing healthy, effective
long-term coping techniques. As presented in
Plummer and Slane (1996), at the time of
Secondary Appraisal, racial-specific stressors may
be met with a limited set of assets that tend to be
more passive. This information raises concern
when applied to educational environments; African
American students in particular may struggle to
utilize the limited assets afforded to them
efficiently, yielding short-term, disengaging coping
techniques that are maladaptive to success in the
long run.

youth may prove to be distinctively beneficial,
vividly capturing the complexity of the transaction
between individuals and their environment, while
simultaneously identifying influential factors that
may inhibit student performance.
Additional research regarding the effectiveness of
racial-coping is greatly needed as well. The
construction of consistent, research-supported
claims regarding the success of coping with racialstressors may aid in improving not only African
American student achievement, but perhaps the
academic achievement of other minority and
underrepresented groups within a student body.
Within the realm of coping research, there is
tremendous coverage with reference to adolescent
coping; however, focus directed solely towards
African American adolescents is lacking. Research
surrounding coping in school environments in
relation to race and academic achievement is
recommended in the future.

Unfortunately, the success of these coping
techniques has not been thoroughly investigated.
The findings that currently exist have been
conflicting, as some claim Emotion-Focused Coping
is most effective towards racial stressors while
others claim Problem-Focused techniques to work
best (Greer & Baylor, 2015).

Costello, E. J., Keeler, G. P., & Angold, A. (2001).
Poverty, Race/Ethnicity, and Psychiatric Disorder: A
Study of Rural Children. Am J Public Health American
Journal of Public Health, 91(9), 1494-1498. doi:10.2105/
ajph.91.9.1494

Directions of Future Research
While some research aims to correlate racial-coping
and education, further investigation is deeply
needed on the subjects. Solely acquiring statistical
data surrounding African American student
performance contributes little improvement
towards the Achievement Gap. Scenarios that
require coping are complex and vary between
individuals. Rather than focusing the greater part of
coping research towards quantifying data, direct
observation may yield more valuable information.
Qualitative data directed towards African American
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PLEASE SELECT ONE:
AVAILABILITY AND
ACCESSIBILITY OF
UNIVERSITY SERVICES
AND FACILITIES FOR
GENDERQUEER
INDIVIDUALS
By Blaine Pennock

Purpose of the Study
Despite the media frenzy stirring up interest about
the debate over whether genderqueer individuals
have the right to safely access public restrooms
that confirm their gender identity, there have been
few peer-reviewed studies on this subject,
especially in the last five years. This exploratory
study seeks to add to the gap that op-eds in
newspapers, newsletters, blogs, and other print and
digital mediums have filled since the debate over
genderqueer rights has resurfaced in the media.
While the suggestions for improving current
resources and facilities found in the literature are
still able to be implemented and would
significantly benefit students, staff, and faculty at
U.S. universities by providing more accessible,
convenient, and equal services and facilities, there
have been few follow-up studies exploring which,
if any, of these recommendations are being
implemented and how they are being structured
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(Beemyn 2005; Beemyn, Domingue, Pettitt, and
Smith 2005).
University and college campuses in the United
States function as a window through which we
can examine the attitudes about and resources for
gender-inclusive protections, services, and facilities
in the wider community (Kane 2013). Although
universities are generally perceived as a space of
“liberal” ideology, the findings here show that
university policies, services, and facilities are not
necessarily modeled upon liberal beliefs, and in
some cases directly contradict those beliefs. In this
study we focus on four major themes based on
the availability and accessibility of campus
programs, policies, facilities, and services. In terms
of programs, we investigate the inclusion of and
opportunities for involvement for genderqueer
individuals by determining how many and which
kinds of organizations and groups exist
on-campus, taking note whether there were
specific LGBTQQIA+ groups, specific genderqueer
groups, or if an umbrella group was meant to
represent all of these and other groups, such as a
general women’s center. This also includes the
availability of programs of study or courses that
focus on LGBTQQIA+ topics. Next, we study the
availability of inclusion or accommodation of
genderqueer individuals in sex-segregated facilities,
such as restrooms, locker rooms, and on-campus
University of Nevada, Las Vegas
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housing. We also focus on the availability of
information about changing one’s name and/or
gender marker in the school’s official records, and
whether or not the process requires legal
documentation, which not all students, staff, or
faculty will be able to present due to limitations on
personal resources and the policies of their state or
country of birth. The final theme we discuss is the
availability of inclusive health care and psychiatric
counseling, including whether the schools’ student
health insurance plans include, exclude, or omit
transition-related health care costs. For this study,
the term “genderqueer” is used to refer to
individuals who identify as transgender, transsexual,
nonbinary, gender non-conforming, agender, third
gender, intersex, two spirit, and/or other non-dyadic
gender identities outside of the traditional gender
binary. Individuals who identify with a binary gender
assigned to them at birth are defined as cisgender.
The purpose of this study is to examine how
colleges and universities in the United States might
be constrained by, and constrain individuals within,
the gender binary using the concepts of gender, sex,
and sexuality as outlined in gender structure theory,
and to identify the limitations and exclusions these
schools’ current policies, services, and facilities are
restricted by and use to restrict genderqueer
individuals’ access to safe, comfortable, and
complete facilities and services (Risman and Davis,
2013; Beemyn 2005). There is a paucity of literature
on this topic which examines these problems, and
much of the related literature was published ten or
more years ago. This study seeks to add a brief
update about current policies and trends to this
discussion. Additionally, while there is even more
limited information about the experiences of
individuals who identify outside of the female/male
gender binary in comparison to individuals who
identify as transwomen or transmen, there is very
little information specifically about the experiences
of individuals with intersex traits, with some articles
specifying the intersex community’s inclusion only
through a brief mention but no further investigation
(e.g. Cavanagh 2010) while other authors (e.g.
Beemyn 2005; Donatone and Rachlin 2013; Schilt
and Westbrook 2015) do not refer to the intersex
community at all and may assume their inclusion
under a general nonbinary umbrella term or may
not consider them at all in their work. Although
their identities and experiences are distinct from
those of the other groups delineated as

genderqueer under the definition outlined above,
their experiences likely share a significant amount
of overlap and should be included and visible in the
work of a movement that claims to be inclusive of
all identities. Research on the topic of the
accessibility of campus resources and public
facilities is even more pertinent given the current
focus on the necessity of equal and inclusive public
facilities and the sudden increase in the number of
individuals publicly identifying with genderqueer
and/or intersex identities (Donatone and Rachlin
2013).
Literature Review
Although the ongoing debate is typically framed as
who has, and should have, access to public sexsegregated facilities centers around “bathroom bills,”
this framing trivializes the social and medial impacts
that exclusionary policies have on genderqueer
individuals and ignores the legacy of advocacy for
discrimination that these protections continue
(Schilt and Westbrook 2015). Employing rhetoric
condemning genderqueer individuals as sexual
deviants and predators, opponents of
antidiscrimination policies have presented a
harmful, skewed, and misrepresentative picture of
the movement to secure equal, safe, and accessible
sex-segregated public facilities for genderqueer
individuals (Schilt and Westbrook 2015). By
examining this ongoing debate through the lens of
gender structure theory, we see that opponents of
the legislation granting protective status to gender
identity or allowing genderqueer individuals equal
access to public restrooms in North Carolina,
Kansas, Kentucky, Michigan, Mississippi, and other
states and municipalicities conceive of sex, gender,
and sexuality as being naturally occurring,
unchangeable, binary, and related, and they even go
further to argue that their perception of a deviant
gender identity is correlated with a deviant sexuality
(Risman and Davis 2013; Schilt and Westbrook
2015). This, opponents to genderqueer-inclusive
legislation argue, puts women and children at risk
in cities and states where protective legislation has
been proposed, despite the fact that studies have
shown that there is no increase in sexual assaults
reported in areas where this legislation has been
passed (Schilt and Westbrook 2015). In their media
content analysis of stories concerning transgender
bathroom accessibility between 2006 and 2010,
Schilt and Westbrook were not able to find any
instances of sexual assaults in restrooms after the
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passage of inclusive protections of individuals’
rights to use public sex-segregated spaces
matching their gender identity (2015).
When we consider that the concept of gender
identity was socially constructed by Magnus
Hirschfield, Richard von Krafft-Ebing, and other
sexologists in the 1870s to categorize the spectrum
of bodies stemming from biological natural, it can
help us to reframe the concept of gender as
historical, changing, and prescribed rather than
ahistorical and natural (Weeks 1986; Pascoe and
Bridges 2016). Their research, however, was
problematic in that it conflated gender with sex
and sexuality, a trend which influenced other
research and continues to affect how we
conceptualize gender today. Seeing the historical
root of the concept of gender, we can infer that
individuals we label as genderqueer, transgender,
intersex, or other nondyadic genders have existed
throughout history, albeit without the gender
categories we would prescribe to them today, living
simply as male or female (Reis 2014; Beemyn 2013).
From this, it follows that genderqueer individuals
have always utilized the same public facilities and
services as their cisgender counterparts regardless
of whether or not individuals or the public were
aware of this (Katz 1990; Cavanagh 2010). Similarly,
the desire for sex-segregated restrooms was
created and promoted in the early 1700s in France
as a sign of social status rather than for any
biological or social necessity (Schilt and Westbrook
2015; Cavanagh 2010). In their canonical essay on
the discrete differences between sex, sex category,
and gender, West and Zimmerman define sex as an
individual’s physical anatomy, sex category as how
an outside observer would classify that individual
based on secondary sex characteristics, and gender
as a performance of the normalized behaviors
associated with femininity or masculinity (1987).
Exclusionary bills focus primarily on individuals
who choose not to or cannot act upon these
gender scripts as expected, and who do not “pass”
as definitively female or male as those who pass as
members of their gender identity group are
generally not perceived as genderqueer. This
functions as an ideological landslide that can have
negative outcomes for cisgender women who are
perceived as too masculine, cisgender men who
are perceived as too feminine, and any individual
who is perceived as violating heteronormative
gender performance (Cavanagh 2010). The gender
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presentation of an individual is assumed to reflect
their sex category, which is assumed to be
naturally correlated to their anatomical sex, and
individuals who use public sex-segregated facilities
are assumed to share the same sex category, sex,
and gender with all other individuals using that
facility (West and Zimmerman 1987; Cavanagh
2010). This results in any given individuals’ gender
presentation being perceived as a reflection of all
other individuals who use that facility, a concept
which challenges those other individuals’ own
gender identities and inspires discomfort with the
disruption of their socialized notions of
masculinity and femininity (Cavanagh 2010). In this
way, restrictions on access to public restrooms and
other sex-segregated facilities function as a
panopticon for policing individuals’ gender, where
those who do not or cannot conform to the
prevailing gender norms are excluded as a way to
attempt to delegitimize their gender identities and
effectively erase them from the public sphere
(Cavanagh 2010; Beemyn 2005).
Despite the socialized rather than natural need for
sex-segregated facilities divided into a socially
constructed binary that ignores natural variation,
these socially constructed norms can have serious
social and medical impacts on individuals who do
not or cannot conform to the prescribed sex
categories (Cavanagh 2010). Genderqueer
individuals, individuals with children of other
genders, individuals who assist individuals of other
genders, and individuals who need
accommodations for medical needs are restricted
in their daily activities by the availability and
accessibility of public restrooms and other sexsegregated facilities (Anthony and Dufresne 2009).
While lack of easy access to safe, maintained
facilities is inconvenient and uninviting, there are
also potential health impacts of not being able to
void waste for extended periods of time, including
urinary tract infections, incontinence later in life,
kidney and bladder disease, kidney stones, cystitis,
chronic constipation, colon damage, and
hemorrhoids (Cavanagh 2010). What is generally
seen as an ideological battle causes much more
than social discomfort for those who must
contend with these issues on a daily basis.
Methods
Given that this is an exploratory project surveying
the availability, affordability, and accessibility of
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particular institutions. The information available
resources and facilities at U.S. institutions of higher
from the schools in the Pacific time zone painted a
education, we chose to conduct a content analysis
much more accessible and inclusive picture of
of the web pages of eight colleges and universities
campus life for genderqueer students, staff, and
that would theoretically give us a representative
faculty than schools from the other time zones,
picture of the current policies across the country.
standing in stark contrast to those from the Central
Utilizing the most recent online listing of the top
time zone. The sample also included public and
250 public and private colleges and universities in
private universities and research universities and
the U.S. from Forbes.com (http://www.forbes.com/
technical schools, so the resources available to the
top-colleges/list/#tab:rank), we categorized the
schools may not be
comparable.
schools
into
four
groups
based
on
their
local
time
Please Select One
8
zones and assigned each a number based on the
order in which they were listed on the ranking web Findings
schools into four groups based on their local time zones and assigned each a number based on
Even with the limitations mentioned above, the
page. Next, we conducted a stratified random
findingsa stratified
of this study may indicate differences
sample
choosing
two
schools
fromweb
each
time
the order inby
which
they were
listed
on the ranking
page.
Next, we conducted
between social values and norms between different
zone by using a random number generator
random sample by choosing two schools from each time zone by using a random number
areas of the country. With different levels of
(Random.org) to give each school an equal and
funding,
different
unbiased
chance
at
being
chosen
for
the
study.
The
generator (Random.org) to give each school an equal and unbiased chance
at being chosen
for student populations, and
different social values and norms from the
schools that were randomly selected are organized
theTable
study. The
1:
different
areas of the country, these schools have
in
1: schools that were randomly selected are organized in Table
access to different levels of funding and present
different social problems for genderqueer
Table 1: Sample of U.S. Colleges and Universities
Table 1: Sample
of U.S.
Colleges and Universities Selected for the Study
individuals on campus. However, all universities,
Selected
for the
Study
especially public institutions,
Eastern Time Zone
Central Time Zone
Mountain Time Zone
Pacific Time Zone
regardless of their level of
North Carolina State
Auburn University
Colorado School of
University of California
funding or their academic
prestige ought to be
University
(Alabama)
Mines
at Berkeley
accountable for the safety
University of Dayton
Missouri University of
University of Utah
University of California
and well-being of their
students, and inclusive
(Ohio)
Science and Technology
at Santa Barbara
services, support groups,
facilities, and policies are
necessary on every campus. The data from the
Once the schools were selected, we conducted a
Once the schools were selected, we conducted a content analysis of each school’s web site to
content analysis is displayed in Table 2.
content analysis of each school’s web site to
examine
whether
genderqueer-specific
–inclusive
examine whether
genderqueer-specific
or –inclusiveor
academic
programs, support groups,
academic programs, support groups, campus
campus facilities,
documentationpolicies,
policies, and
health
care and
counseling services were
facilities,
documentation
and
health
care
and
counseling
services
were
and if Clear
so, limitations of this study
available,
and if so, the
number or
extentavailable,
of these resources.
the number or extent of these resources. Clear
include the factof
that
the schools’
websites may
contain
accurate, and up-to-date
limitations
this
study include
thenot
fact
thatcomplete,
the
schools’ websites may not contain complete,
information, and few websites mentioned the schools’ plans to increase or decrease the services,
accurate, and up-to-date information, and few
websites
mentioned
the
schools’
plans
increase
groups, or facilities
available
on their
campuses.
Theto
results
from the Pacific time zone may also
or decrease the services, groups, or facilities
not be representative of all institutions in that time zone because both schools chosen were part
available on their campuses. The results from the
Pacific
time zone
may also
not
representative
of policies both at the
of the University
of California
system
andbe
were
subject to different
all institutions in that time zone because both
institutionalchosen
and statewere
levels. part
No definitive
canof
be drawn from the limited sample of
schools
of theconclusions
University
California
and
were
to different
schools in thissystem
exploratory
study,
butsubject
notable trends
did appear in the data for these particular
policies both at the institutional and state levels. No
definitive conclusions can be drawn from the
limited sample of schools in this exploratory study,
but notable trends did appear in the data for these
University of Nevada, Las Vegas
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Please Select One

10

diversity center or women’s center which served all
minoritized gender and sexuality communities on
campus. The University
Programs
Groups and
Gendered
Name/Gender
Counseling, Health
Genders in
of California schools
and Courses
Centers
Facilities
Marker Policy
Care, and Insurance
Census
were also the only
schools which offered
North
2
3
2
F/M
Restrooms: 3,
Counseling: 2
programs of study that
Carolina State
(2015-16)
84 facilities
Health Care: 1
explicitly focused on
U.
genderqueer history,
Housing: 2
Insurance: 1
theory, and issues
University of
2
2
1
F/M
Restrooms: 1,
Counseling: 1
while North Carolina
Dayton
(Fall 2015)
no info
Health Care: 1
State, the University of
Dayton, and Auburn
Housing: 1
Insurance: N/A
University offered only
Auburn
2
2
1
F/M
Restrooms: 2,
Counseling: 2
general survey courses
University
(Fall 2015)
limited info
Health Care: 1
or programs in
women’s studies, and
Housing: 1
Insurance: 1
the Colorado School of
Missouri Uni.
1
3
3
F/M
Restrooms: 2,
Counseling: 2
Mines and Missouri
Of Sci. and
(2015-16)
University of Science
9 facilities
Health Care: 1
and Technology offered
Tech.
Housing: 1
Insurance: 1
no such courses in
Colorado
1
1
2.
F/M
Restrooms: 2,
Counseling: 1
their most recent
course catalogs. Both
School of
(Spring
limited info
Health Care: 1
organizations and
Mines
2015)
Housing: 3
Insurance: 1 (Exc.)
programs of study
University of
3
3
2
F/M
Restrooms: 3,
Counseling: 2
function as social
safety nets for
Utah
(2015-16)
57 facilities
Health Care: 1
individuals who
Housing: 3
Insurance: 1
identify as genderqueer
UC Berkeley
3
3
2
F/M
and can help to
Restrooms: 3,
Counseling: 3
connect them to
(2015-16)
37 facilities
Health Care: 3
resources, information,
Housing: 3
Insurance: 3
and opportunities that
they may not have
UC Santa
3
3
2
F/M
Restrooms: 2,
Counseling: 3
access to otherwise.
Barbara
(2015-16)
limited info
Health Care: 3
Lack of representation
Housing: 3
Insurance: 3
on campus may
discourage
genderqueer students from attending these
Key: 1-No facilities/services or no information
schools. Conversely, student organizations and
available on the institution’s website; 2-Some
facilities/services available and listed on institution’s programs of study can also drive activism on
campus, and accessible, available, and affordable
website; 3-Extensive facilities/services available;
facilities, policies, and health care attract more
Exc.-Specifically excluded.
students who can in turn contribute to promoting
equity on campus (Kane 2013).
Student Organizations and Programs of Study:
The University of California at Berkeley and
Restrooms, Locker Rooms, and On-Campus Housing:
University of California at Santa Barbara had
significantly more student organizations (37 and 13, While all of the surveyed schools had information
about “family,” “single stall,” “gender inclusive,” “allrespectively) than any of the other campuses did,
gender,” “unisex,” “gender-free,” or “gender-neutral”
including groups which focused specifically on the
restrooms except the University of Dayton which
issues that genderqueer individuals face, while
made no mention, accessibility due to number on
most of the other universities had only a small
Table 2: Summary of Data from Website Content
Analysis
Table 2: Summary of Data from Website Content Analysis
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all but two campuses, with North Carolina State
University (84 “unisex” restrooms) and the
University of Utah (75 “single-stall” or “inclusive”
restrooms) having the highest numbers of available
restrooms for students, staff, and faculty. The
Colorado School of Mines website mentioned
plans to increase the number of “family” restrooms.
In all of the available lists of restrooms, those
located in staff-only areas, medical facilities,
residential halls, and other restricted areas were
excluded from the numbers reported here because
they are not accessible to the majority of students,
staff, and faculty and here are not considered
public facilities. However, in the past there have
been student complaints about the placement,
distance, and accessibility of the restrooms at UC
Berkeley and North Carolina State University1, a
problem that was very likely underreported on the
websites. The University of California at Berkeley
was also the only school which mentioned
inclusive locker rooms on its web page.
There seems, however, to be a problem with
on-campus housing accommodations, with three
schools giving no mention of housing plans or
dorm placement assistance and the others giving
little more than a mention of possible availability
and contact information to reserve a unit. As
Beemyn points out in zir article (2005), simply
having gender-inclusive housing plans or a protocol
to follow for genderqueer individuals who request
to live on campus leaves out all of the pertinent
details about the structure, requirements, risks, and
problems of that particular housing plan, including
whether or not students would be required to pay
the higher cost for a single room unit if they ask
for accommodations, or if they would be
responsible for paying for a second bed if their
randomly-assigned roommate decides they do not
want to share their unit with them. Schools should
provide more information about available rooms,
units, or floors for potential students so they can
make a determination about whether or not they
would feel safe and comfortable living on campus.
Simply stating that gender-inclusive housing
placement is available is not sufficient for a student
to determine whether the school is a good fit for
them or if the housing arrangements have been
successful in the past.

1 According to a 2012-2013 student climate survey at NCSU and a 2014
Chancellor’s Advisory Committee report at UC Berkeley.

Student Records:
Most schools examined in this study require legal
documentation to change students’ names and
gender markers in their official records, which can
pose significant problems for students who do not
have the time or financial resources to undergo the
process of obtaining a court order, or who are
waiting for the lengthy process to complete.
Additionally, some states continue to refuse gender
marker changes on birth certificates, passports,
driver’s licenses, and other official documents even
if the individual no longer resides in that state,
which can legally prevent students from solving a
stressful and potentially harmful issue that a
simple nicknaming feature could eradicate (Beemyn
2005).
Another issue is that the use of only binary gender
categories both in student records and above the
institutional level through census forms and
surveys fundamentally excludes individuals who
identify as genderqueer and by definition renders
them invisible. This makes it more difficult for
these individuals to challenge discriminatory
practices or call for reform because it requires
them to explain how and why their situation or
experiences are problematic, thus focusing on it as
an individual problem rather than as an
interactional- or institutional-level problem. It is
difficult to make an argument that any institution
which continues to systematically categorize all
students within the gender binary has eradicated
discrimination based on gender identity and has
made its campus inclusive. By denying the
existence of diversity, they are being all but
inclusive.
Counseling Services, Health Care, and Insurance Coverage:
UC Berkeley and Santa Barbara offered
comprehensive transition-related health care and
counseling under their student insurance plan, a
benefit that none of the other universities offered.
In contrast, the other universities offered
intermittent group counseling, individual
counseling at additional cost to the student,
referred students to an on-campus student
organization for informal counseling, or made no
explicit mention of any LGBTQQIA+-specific
counseling on their web pages. Institutions with no
counselors who have experience with genderqueer
patients will likely have to refer students offcampus at significant cost to the student, a plan
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which excludes students who do not have the
resources to pay for sessions with a private
therapist from necessary care and may discourage
them from seeking further mental health care for
gender identity crises or other issues. Similarly,
there was very little mention of transition-related
coverage through the university or insurance plan
websites although all schools except the University
of Dayton offered student health insurance plans
through their health centers.
Conclusion
There is a wide spectrum of organizations,
programs, policies, and facilities available to
genderqueer individuals on U.S. college and
university campuses that continues to improve
and expand as more states and institutions
recognize the need for gender inclusivity in public
accommodations and legal protections. However,
the findings from this exploratory study show that
some campuses still lack student resource centers
to connect individuals to the information and
services they need, inclusive facilities and policies,
and/or comprehensive health care and counseling.
Some campuses do not have information about
their facilities or policies readily available for
students, staff, and faculty, making the process of
finding the correct resources or facilities even
more difficult. Furthering the problem is that the
schools we found that had the fewest inclusive
policies and facilities were the same schools that
lacked student organizations and support groups
which would allow the growth of networking
necessary to spur campus activism to confront
these issues. Conversely, the schools with the
highest number of inclusive student organizations
and support groups also had more inclusive, more
numerous, and more accessible policies, facilities,
and services. Although this is not the only factor
affecting the campus climate, it still plays an
important role in advocating for change.
Although no generalizable conclusions can be
drawn from a sample of eight schools, researching
the current policies and the availability of services
and facilities delineates several topics for further
study. Little information was available from any of
the institutions selected about on-campus housing
policies or student satisfaction with their
outcomes, and while previous research (Beemyn
2005; Beemyn et al 2005) outlined possible
problems and solutions, little follow-up research
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has been done in this area. Additional research
also needs to be conducted on the availability of
policies to change individuals’ names and gender
markers both formally and informally, as well as
how restrictive state policies on document changes
affect individuals’ access to health care and other
services, and interpersonal and institutional
interactions. Finally, in-depth research about the
availability and cost of transition-related health
care and counseling through student health
services on campuses can help determine what
kinds of resources and outreach are necessary to
provide inclusive, comprehensive health care to all
individuals on campus regardless of gender
identity.
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Investigating
Mechanisms of
Neurodevelop–
mental Disorder
Genesism
By Katie Randolph

Abstract
In the central nervous system (CNS), fast inhibition
is regulated via gamma-aminobutyric acid type A
receptors (GABAARs). In particular, the α2 subunit
of the GABAAR exercises exquisite inhibitory
control due to its localization on the axon initial
segment (AIS). Past research has implicated
aberrant inhibitory function as a factor in the
genesis of neurodevelopmental disorders (NDDs).
This study is aimed at investigating whether NDDs
originate due to atypical expression of α2 subunit
GABAARs and associated proteins. Protein
expression will be investigated utilizing a western
blot protocol to quantify inhibitory synaptic
protein expression over time, as well as across
NDD models. This will allow us to build an
inhibitory synaptic protein expression profile in
both typical and aberrant development, which
when compared will yield much insight into the
mechanisms driving
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aberrant development observed in NDDs. This
investigation may illuminate a new mechanistic
target for the amelioration of symptoms
ubiquitous across distinct NDDs.
Background and Rationale
Neurodevelopmental disorders (NDDs), defined as
a significant disruption in cognitive, emotional,
and/or behavioral processes via genetic and
environmental factors, afflict at least 36.8% of
children in low- and middle- income earning
countries as evaluated in 2015 (Boivin et al., 2015;
McCoy et al., 2016). NDDs have been the subject of
extensive research, yet to date the underlying
cause(s) of this class of disorders is unknown. The
current research project is working towards
delineating a potential unifying factor and
ubiquitous cause of NDDs. In order to understand
the genesis of the ideas for this project, it is
important to carefully examine what has already
come to light within the field and what questions
still remain.
Autism Spectrum Disorder (ASD) is the most well
characterized NDD, so much so that other
disorders are commonly referred to in the
literature as displaying “autistic -like features”.
These include any range of impairments in social
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interaction, language development, cognition,
stereotyped behavior, and restricted interests (Rapin
& Katzman, 1998). Other phenotypes commonly
observed across NDDs include epilepsy, sensory
regulation, hyperactivity, and disrupted EEG/MEGs
showing sharp cortical spikes which indicate noisy
cortical networks. (Rubenstein & Merzenich, 2003).
Two other NDDs closely related with ASD include
Fragile-X Syndrome and Rett’s Syndrome. Fragile-X
has been shown to be the result of a defect in the
FMR1 gene (Verkerk et al., 1991). In the case of
Rett’s, the MECP2 gene is the implicated factor
(Banerjee et al., 2012). Importantly, both cases
reflect a disease scenario completely regulated by a
malfunction at a single gene. The monogenetic
nature make these disorders attractive targets
through which to begin investigating NDDs. This is
in contrast to ASD which previous research has
shown is regulated by an extremely heterogeneous
and inconsistent genetic profile (Hu et al., 2009).
In typical development of the central nervous
system (CNS), signal is transmitted via excitatory
pyramidal neurons which propagate action
potentials down the axon. This action potential
ultimately results in release of neurotransmitter
into the synaptic cleft acting upon a subsequent
neuron. In order for a single action potential in a
single neuron to become meaningful throughout
the CNS, it must be coordinated both spatially and
temporally with the firing of other neurons.
Neurons are required to integrate multiple inputs
that are received, and compute the appropriate
response. Neurons integrate both positive
excitatory, and negative inhibitory inputs to
compute the appropriate response, yielding a
system which can be subtly tuned. Developmental
research in the early 2000’s yielded a novel
paradigm which proposed that NDDs are the result
of an atypical balance between excitation and
inhibition in the brain. This imbalance consequently
increases the signal-to-noise ratio and decreases
efficiency of processing in afflicted individuals
(Hines et al., 2012; Rubenstein & Merzenich, 2003;
Zhang et al., 2001). Rubenstein & Merzenich (2003)
has hypothesized that the mechanism causing this
increased signal-to-noise ratio is deficient division
of labor (differentiation) of the cortex during early
“critical periods” during which the brain undergoes
large physical changes in response to sensory
exposure alone. This is in contrast to later stages of
maturation where cortical changes occur only in

response to active behavior such as attending and
receiving reward/punishment on the part of the
individual. The idea is that a great deal of
differentiation of the cortex occurs during that
critical period, and is strengthened as the brain
matures. However, in the condition where the brain
does not begin the differentiation process in the
critical period, the brain appears to remain largely
undifferentiated throughout life. This causes cortical
instability stemming from the increased signal-tonoise ratio, leaving the cortex susceptible to
seizures and other dysfunctional symptoms
originating from hyperexcitability throughout the
cortex (Rubenstein & Merzenich, 2003).
To advance the excitatory-inhibitory balance
hypothesis we need to understand the roles of
inhibition and excitation in the brain and how the
two opposing forces balance one another. While
excitatory synapses have been well characterized in
past research, relatively little has been found
concerning inhibitory synapses. Furthering research
in the field of inhibitory synapses is fundamental
to gaining insight into how this system generates
and regulates itself. Inhibitory interneurons serve
the purpose of coordinating the timing of
excitatory action potentials in order to integrate
their communication and generate rhythmic,
oscillatory activity that is observed in a cortical EEG
(Cristo, 2007; Somogyi & Klausberger, 2005).
Interneurons release the neurotransmitter
γ-aminobutyric acid (GABA). Synaptic inhibition in
the CNS is controlled principally by GABAA
receptors (GABAARs). GABAARs are
heteropentameric ligand gated ion channels made
up by 7 subunits families: α(1-6), β(1-3), γ(1-3), δ, ε,
θ, and π (Sieghart & Sperk, 2002; Rudolph &
Möhler, 2006). This variety allows for a common
purpose yet different function across different
synapse types, giving rise to the ability of finetuned inhibition (Hines et al., 2011).
Of particular interest to this project, a type of
interneuron referred to as a chandelier cell (ChC)
has been observed to exercise exquisite control
over oscillatory patterning in the cortex. This is due
to both the point of contact and the fact that a
single ChC contacts thousands of pyramidal
neurons simultaneously (Inan & Anderson, 2014;
Taniguchi & Huang, 2013). These cells contact the
GABAAR α-2 subunit containing synapse which
exclusively localizes onto the axon initial segment
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(AIS) of an excitatory neuron, creating the axoaxonic synapse type (Hines et al., 2011; Tretter et al.,
2008). Also referred to as the axon hillock, the AIS
is the point on the cell where action potentials are
generated. Because action potentials are generated
via the ion gradient at the AIS, inhibitory axo-axonic
synapses have the capability to hyperpolarize the
AIS membrane and exert a great deal of control on
whether or not a neuron is able to fire.
It is hypothesized that α2 subunit containing
synapses localize to the AIS through a series of
molecular interactions with inhibitory synaptic
proteins, though the specific mechanisms
modulating this remain to be illuminated. The
structure of the α family of subunits is extremely
similar yet differs starkly in one specific region of
the structure: the large intracellular loop between
transmembrane domains 3 and 4. This is the part
of the α subunit family which interacts with typespecific inhibitory scaffolding proteins. Two proteins
enriched at inhibitory synapses of particular
interest to this project are gephyrin and collybistin.
Gephyrin interacts with α subunit types 1-3. This
lack of specificity indicates that there must be
other mechanisms tasked with differentially
localizing the subunit types. While α1 and α3
subunits have been shown to have a high binding
affinity with gephyrin, α2 demonstrates low affinity
(Hines et al., in review). This is inversely related to
the binding affinity patterns of the α subunits with
collybistin, where α1 and α3 show low binding
affinity and α2 yields a high affinity to collybistin
(Hines et al., in review). Collybistin has been
demonstrated to interact with gephyrin and the α2
subunit (Saiepour et al., 2010), though the nature of
this interaction remains to be elucidated. The
critical role of collybistin at selective GABAARs is
further supported by observations yielded from
both mouse models and human instances where
collybistin expression is diminished. Previous
research has shown that deletion of collybistin in
mice leads to a reduction of type specific inhibitory
synapses in the hippocampus (Papadopoulos et al.,
2007). In agreement with this, it has been found
that mutations in the gene giving rise to collybistin
led to a NDD with a symptomatology of epilepsy,
high anxiety, aggression, sleep-wake disturbances,
and cognitive impairment (Harvey et al., 2004;
Shimojima et al., 2011; Lionel et al., 2013).
Past research has indicated that expression of α1
synapses begins low and increases over time while
α2 synapses begin expressing high and decrease
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over time (Fritschy et al., 1994). This developmental
trend indicates that α2 synapses are a priority in
early development. Since past research has
associated α2 synapse localization with the protein
collybistin, it is expected that with altered α2
expression, collybistin expression will be parallel
these changes. Because α2 synapses exercise such
exquisite control on overall oscillatory activity in
the brain, we hypothesize that the α2 subunit along
with the associated protein collybistin will show
altered expression in the CNS of NDD afflicted
mutant mice, but not in wild type counterparts. In
order to test this, Dr. Hines et al. created a mutant
mouse model (Gabra2-1) by editing the DNA
sequence which codes for the intracellular loop of
α2, exchanging it for the same DNA sequence from
α1, effectively blocking any collybistin interaction.
The Gabra2-1 mutation was shown to reduce α2
localization to ChC contacts, and reduce number of
inhibitory contacts onto the AIS (Hines et. al, in
review). Phenotypically, Gabra2-1 mice are a model
for NDD, and a subset of Gabra2-1 mice show
mortality in postnatal development caused by
seizures (Hines et. al, in review). This change in α
subunit expression is regulated by molecular
processes and thus will be paralleled with changes
in associated protein expression. In this
experiment, we will first examine the time course
of inhibitory protein expression within typical
development and then within the Gabra2-1 NDD
model. We will then repeat the same procedure
within Fragile-X and Rett’s Syndrome mouse
models. By comparing the inhibitory synaptic
protein expression profile over the same time
course and across distinct NDD models, we expect
to reveal novel insight to specific mechanisms
regulating typical development and failing in
aberrant development. We predict that the protein
expression profile of other NDDs will mimic that of
the Gabra2-1 model. If this hypothesis is validated,
it will not only provide a specific target to explore
strategies to ameliorate symptoms associated with
NDDs as a whole, but may also identify a
ubiquitous cause and explain the degree of
overlapping symptomatology across distinct NDDs.
Methods and Analysis
Mutant Mouse Models
All mice used were bred on the C57BL/6
background. Gabra2-1 mutant mice were created
by Dr. Hines et al. at Tufts University via replacing
amino acids 358-375 within exon 10 of the α2
subunit with that of the α1 subunit (Hines et al., in
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review). Fragile-X Syndrome mice were generated
by The Dutch-Belgian Consortium and are of the
FMR-1 KO variety. They are created by inserting a
neomycin gene into exon 5 of the FMR1 gene
which knocks-out the FMR1 gene in totality (Bakker
et al., 1994). Rett’s Syndrome mice were generated
at the Baylor College of Medicine in Houston, Texas.
These mice carry a truncated allele of the methyCpG binding protein 2 (Mecp2) by method of
inserting a stop codon downstream from codon
308. This method allowed for translation of methyCpG binding domain and transcriptional repression
domain which still produces the disorder but
without completely debilitating the mouse as is the
case in mice with null versions of Mecp2 gene
mutation (Shahbazian et al., 2002).
Fragile-X and Rett’s mice were purchased from Jax
Corporation. Wild-type littermates from each
mutation were used as controls. All procedures
were approved by the UNLV Institutional Animal
Care and Use Committee, and followed the NIH
Guidelines ‘Using Animals in Intramural Research’.
Genotyping
Germ line transmission of the GABRA2-1 mutated
genes were detected via PCR utilizing primers
designed to detect the insertion of the GABRA2-1
mutation. PCR products are separated based on
size using agarose gel electrophoresis, where
mutant DNA yields a larger fragment (more base
pairs) and wild-type DNA yields a smaller fragment
containing fewer base pairs. Heterozygous DNA
yields bands of each size.
Western Blot
A western blot protocol has been established to
work for the visualization of inhibitory synaptic
proteins including GABAAR α 1- 3 subunits,
gephyrin, collybistin, neuroligins 2 and 3, ankyrin-G.
Whole cortex tissue will be quickly isolated by
decapitation and dissection at postnatal day 5, 10,
12, 16, 20, 25, and 30. This tissue will be lysed and
homogenized in TEEN buffer (50mM Tris-HCL, 1mM
EDTA, 150mM NaCl) supplemented with a protease
inhibitor mixture. After the tissue is homogenized,
protein concentration will be assessed using a BCA
assay (Pierce) and heated to 65 ºC in SDS-page
sample buffer with 10% β-mercaptoethanol for 15
minutes. The protein sample is then applied to
SDS-page gel electrophoresis. Gel results are
transferred to a nitrocellulose and immunoblotted
with antibodies specific proteins of interest.

Immunoblot signals were detected using an
Odyssey machine (Li-Cor).
Antibodies
We utilize the fluorescence method of membrane
visualization via primary antibodies which are
specific for our proteins of interest, and secondary
antibodies tagged with fluorescent markers which
bind specifically to the primary antibodies used to
yield a detectable signal.
Analysis and Statistics
Quantification of specific protein levels will be
established using densitometry after normalizing to
total protein load, as assessed by actin
immunoblotting. Results will be quantified using
Image J and analyzed using ANOVAs to compare
means.
Results
We have developed an effective western blot
protocol and established antibodies which bind
specifically to the target proteins to yield
quantifiable fluorescence. We are currently utilizing
this established protocol to begin examining the
time course of wild type and Gabra2-1 inhibitory
development. Dr. Hines has already shown that
Gabra2-1 mice have altered α2 synapse expression
in adulthood, particularly at the AIS. She has also
documented that mice homozygous or
heterozygous for this mutation show high mortality
rates at postnatal days 10-25 correlated with high
incidence of spontaneous seizures. As we obtain
more data, we anticipate to find that Gabra2-1
mutant mice will show altered GABAAR α2 subunit
and collybistin expression when compared to wildtype littermates across development, though this
differential expression could happen any number
of ways. While it could be the case that α2 synapses
begin expressing low in these mutants and simply
remains low across development, it could also be
the case that these synapses begin expressing
normally and then become altered at a specific
time point in development. This is what makes our
time coursed data so significant. Because mutant
mice with seizures tend to decease beginning at
day 10 and persisting to day 25, it may be the case
that we will observe differential expression within
this time window. Our data will elucidate these
questions. Further, we may find that the Fragile-X
and Rett’s Syndrome mutant models will replicate
the alterations shown in the Gabra2-1 mutants. In
the event of the previous finding, this effectively
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indicates GABAAR α2 containing synapses as a
pivotal change within NDDs. As this study is in its
preliminary stages, it is also possible that we may
find unexpected changes in gephyrin or any of the
other synaptic proteins. Information regarding all of
the inhibitory synapse proteins will be useful in the
fundamental goal of understanding how typical
development occurs as well as the ultimate goal of
understanding the molecular mechanisms causing
abnormal development.
Discussion
NDDs are a chronically impactful class of disorders
which affect a significant proportion of the
population around the world. As such, efforts to
improve the life outcomes of afflicted children and
families is of utmost importance to the field of
developmental neuroscience. In the recent era,
much has come to light implicating aberrant
inhibitory function of the CNS in NDDs, yet much
remains to be illuminated about the development
of inhibitory synapses. This study is aimed at
identifying the mechanism through which
inhibition has gone awry as has been indicated in
past research. If our hypothesis is confirmed, we
will have successfully implicated the ChC-α2
synapse network as a major contributor to this
disruption. This finding will help to unify the field
of NDD research and treatment, leading to
strategies which better improve the outcome of the
whole of NDDs as opposed to viewing them as
distinct, unrelated disorders. Importantly, this
finding will indicate a need to discover strategies
which would allow clinical practitioners to
artificially recover AIS synapse localization at early
stages of development. It would also signify a need
to find routes of inhibition recovery. Some work
has already been completed in the field examining
the possibility recovering the ChC-α2 network via
use of a drug that specifically targets only GABAARs
which contain the α2 subunit. By targeting this
specific synapse type, this drug increases the
activity of the ChC-α2 network, theoretically
improving overall function of this major inhibition
network without modulating any other synapse
types. In preliminary clinical trials utilizing these
drugs, NDD patients were shown to have improved
cognitive function on tasks related to attention,
memory, and problem solving (Lewis et al., 2008).
While this indicates an exciting avenue of
exploration, to date larger clinical studies have
failed to find significant improvement in cognitive
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function (Buchanan et al., 2011), demonstrating a
need for multiple strategies of inhibition recovery. A
different line of research with exciting potential in
this area is the idea of modulating tonic inhibition
which functions via extrasynaptic GABAARs as an
alternate mechanism to restore the excitation to
inhibition ratio. This approach is particularly
interesting because tonic inhibition functions via a
completely different type of synapse composed
with α4 and α6 subunits (Hines et al., 2012). This
means that unlike the first approach which would
only work in the case that α2 subunit containing
synapses already exist functionally in the brain, this
approach could work on patients with any range of
impairments, including those that may have an
underdeveloped ChC-α2 network.
In summation, by analyzing the inhibitory synaptic
protein expression profile across time and across
different models of development, we will be
providing novel and impactful knowledge to the
developmental research field. When considering the
promising lines of research to follow, it becomes
apparent that this study provides an important first
step towards delineating the underlying
mechanisms contributing to the genesis of NDDs
as an aggregate.
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Advantage or
obstacle?
Associations
between women’s
romantic
relationship
involvement and
their academic
outcomes in STEM
By Amber K. Stephens

Abstract
Though it is widely recognized that women are
underrepresented in the fields of science,
technology, engineering, and math (STEM), there
continues to be much debate over the root cause
of the gender disparity. To better understand this
imbalance, we tested for associations between
participation in a committed romantic relationship
and STEM academic outcomes. Using data
collected from a longitudinal study involving
undergraduates and graduate students enrolled in
STEM fields of study (n = 181), we examined the
association between involvement in romantic
relationships and two academic outcomes: STEM
identity and STEM self-efficacy. In contrast to prior
research with older samples, we found that those
involved in a committed relationship had
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significantly higher levels of STEM identity and
STEM self-efficacy than their single peers.
Keywords: gender, romantic relationships, identity,
self-efficacy, STEM
Introduction
Despite increased accomplishments in higher
education and professional settings, women are
still underrepresented at the highest levels of
science, technology, engineering, and math (Barth,
Dunlap, & Chappetta, 2016; Ceci & Williams, 2011;
Ceci, Williams, & Barnett, 2009; Nosek, Banaji, &
Greenwald, 2002; Wolfinger, Mason, & Goulden,
2008). Researchers have speculated that this gender
imbalance may be due to incompatibilities
between women’s gender identity and their STEM
identity (Ahlqvist, London, & Rosenthal, 2013). This
challenge is exacerbated by damaging negative
stereotypes about women’s abilities, particularly in
regards to science and math. Collectively, identity
incompatibility and negative stereotypes can lead
women in STEM to feel a lack of belonging, which
is an essential component of women’s persistence
in STEM (Ahlqvist et al., 2013).
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The undergraduate years provide an informative
context when it comes to understanding the
challenges that women face in STEM fields. College
students pursuing a career in STEM are faced with
the challenge of balancing a strenuous course load
along with developing important relationships and
making meaningful decisions about the future.
Erikson (1968) recognized this as an important
time of identity development in which individuals
begin to mature into certain roles based on how
they perceive themselves and how others perceive
them. One possible explanation for the gender
disproportion in STEM is that women and men go
through different processes of identity exploration,
which ultimately lead them to prioritize career and
family differently (Ceci et al., 2009). This is likely
due to gender norm socialization (Park, Young,
Troisi, & Pinkus, 2011). Research indicates one
potential source of identity conflict is the strain of
balancing career responsibilities with important
relationships. For instance, among women who
have already established themselves in a STEM
career, the strain caused by career-family conflict
can contribute to career dissatisfaction and the
desire to leave STEM altogether (Barth et al., 2016;
Mason & Goulden, 2004).
Building on previous research this study focuses
on the connection between involvement in a
romantic relationship and STEM academic
outcomes. By comparing the STEM identity and
STEM self-efficacy of both single and romantically
involved participants we can examine how
participants are affected based on romantic
relationship involvement.
The Developmental Context
Developmental psychologist Jeffrey Arnett (2000)
argued that the developmental phase ranging from
18 to 29 is the age of identity exploration. This
period of emerging adulthood is considered to be the
time from the end of adolescence to the youngadult responsibilities of a stable job, marriage, and
parenthood (Arnett, 2000). Similarly, Erikson (1968)
recognized this developmental phase as an
important time when people begin to share
themselves more intimately with others. During
this time of development Erikson believed that by
successfully forming loving relationships with
other people, individuals are able to experience
love and intimacy. In contrast, failing to form these
important lasting relationships may leave
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individuals feeling isolated and alone, marking this
as a very significant time for making decisions on
long term personal and career goals (Erikson,
1968).
Gender and Romantic Goal Pursuit
Due to the ‘Disneyfication’ of romance, cultural
expectations about gender norms continue to
emphasize marriage and family are key factors for
young women’s fulfillment (Huang, Smock,
Manning, & Bergstrom-Lynch, 2011). From a young
age girls are socialized to prioritize romantic goals
and love, even at the expense of personal power
and autonomy (Rudman & Heppen, 2003). Very
early on children are exposed to the characteristic
roles that men and women are expected to
portray in society. Gender roles help to reflect the
shared expectations and behaviors that men and
women are expected to take part in (Diekman &
Eagly, 2000). One example of this can be found in
the current sexual division of labor in society.
Women are expected to be communal and
nurturing whereas men are expected to be
aggressive and dominant. These types of ideals are
consistent with the tendency of women to occupy
familial and service occupations, while men occupy
roles in which masculine qualities are valued. In
her expectancy value model of achievement, Eccles
(1994) proposes that the occupational choices that
one makes during emerging adulthood can be
impacted by the gender role beliefs held by
important socialization agents during childhood,
such as one’s parents and teachers.
Research finds that when primed with the goal to
be romantically desirable women tend to shy away
from masculine fields, like math and science, and
draw closer to feminine fields such as arts and
humanities that the situational activation and
pursuit of romantic goals led women to distance
themselves from STEM and to express greater
interest in feminine fields, such as arts and
humanities (Lora & Cook, 2001; Nosek et al., 2002).
Given that women, more so than men, are
socialized to be romantically desirable it makes
sense that women are more likely to be motivated
to express interest in more feminine roles in order
to appear more desirable (Rudman & Glick, 2012;
Sanchez & Kwang, 2007). On the other hand, the
women who go against the grain and choose
nontraditional careers may be “penalized in the
marriage market” (Halpern et al., 2007, p. 39).
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The Balancing Act for Women in STEM
Women in STEM fields face the challenge of
balancing a sometimes very demanding and time
consuming career alongside the responsibilities of
being a wife and/or mother. According to research
from a study done by Mason and Goulden (2004),
female faculty have overall lower rates of marriage
and fewer children (or dependents in the
household) than do their male peers. Mason and
colleagues (2002) also found that tenured women
in science are twice as likely to be single as
tenured men. Leading to the conclusion that some,
if not most, STEM faculty women seem to delay or
forgo marriage and children altogether in order to
better their careers (Wolfinger et al., 2008).
Many young women, especially those aspiring to
demanding and high stress careers, anticipate high
levels of work-family conflict (Gerson, 2002;
Johnson, Oesterle, & Mortimer, 2001; Seymour,
2000). According to some researchers the
distinction between work interfering with family
(Barnett, Gareis, James, & Steele, 2003) and family
interfering with work (Frone, Russell, & Cooper,
1997; Gutek, 2001) may not be as clear to young
adults as they look ahead to their own ability to
manage the demands of work and family. It is
possible that the actual challenges and issues of
balancing work and family life may be beyond the
thoughts of young academics. For those who have
thoughtfully considered their future careers,
studies involving college seniors have found that
women more than men are reporting being less
able to make firm career plans because of
expected future conflict between their work and
family aspirations (Almquist & Angrist, 1993;
Arnold, 1993; Novack & Novack, 1996).
Many college-age students are anticipating the
reality that the next decade of their lives will be
spent launching a career, often a very demanding
one, building a long-term romantic relationship,
and coordinating the demands of two careers. The
task of combining career and marriage is more
complicated for those in stressful and time
demanding fields, such as STEM. One’s career
decisions ultimately impact marital and family
functioning and vice versa. For example, if one
partner’s career requires long hours, that partner
will be less available to share household and
childcare responsibilities, leaving the other partner
with an unequal caring burden. Such perceived

inequality can result in strain for both men and
women (Ozer, Barnett, Brennan, & Sperling, 1998).
One study found that young women are aware of
and commonly expect there to be disparities in
domestic labor in their future romantic
relationships (Erchull, Liss, Axelson, Staebell, &
Askari, 2010). Women face greater domestic
demands and their efforts to balance career and
family roles can be stressful. Studies show that
women, more so than men, experience
exhaustion, or “burnout,” due to conflict between
their career and family (Hill & Buss, 2008). It has
also been found that a greater inequality in the
division of household labor is associated with
higher levels of marital and personal distress and a
higher probability of divorce for women (Claffey &
Mickelson, 2009; Frisco & Williams, 2003).
When compared to their male peers, female
undergraduate STEM majors are more likely to cite
the incompatibility of combining STEM careers
with other life goals, such as having a family, as a
primary reason for exiting STEM (Seymour, 2000).
As they approach the end of their college careers
women grow even more concerned about workfamily balance in STEM occupations, relative to
non-STEM employment opportunities (Hartman &
Hartman, 2008). Women are also more likely than
men to expect to scale back their career ambitions
to accommodate family demands, leading some
researchers to believe that among highly familyoriented women, exiting STEM may be a strategy
for “having it all” (Ceci & Williams, 2011).
Women and the Desire for Families:
Does She Want It More?
There is the common misconception that women
desire marriage and children more than men do
(Erchull et al., 2010). For instance, when explaining
why his future wife would do more of the
housework and child care, one college student
said, “If she is the one who wants the family...well there it
goes right there” (Machung, 1989). This assumption
relies on the fact that his future wife wants a
family more than he does, and because of this she
deserves to carry the majority of the responsibility.
Contrary to this misconception, researchers have
found that the majority of both men and women
desire to marry and have children (Kaufman, 2005;
Machung, 1989). It was also found that college-age
men were as likely as women to place their
romantic relationships above their other life goals
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(Hammersla & Frease-McMahan, 1990). Women
appeared to invest more in education/career roles
over relationship roles, in contrast to their male
partners who invested in them equally (Barth et al.,
2016).
The Current Study
Although prior research has established that
marriage can have negative career implications
among older, professional women (Halpern et al.,
2007; Mason & Goulden, 2004), we know little
about whether pre-career women experience
comparable challenges as a result of being in a
committed romantic relationship. Accordingly, the
current study expands on prior research by testing
for associations between relationship status and
STEM academic outcomes among emerging adult
women pursuing STEM degrees. It is important to
examine this issue during emerging adulthood
given that emerging adults are in the midst of
exploring and integrating their views about careers
and intimate relationships (Arnett, 2000). Therefore,
focusing on an emerging adult sample provides a
way to preview major life choices related to career
responsibilities and family life. This study proposes
two hypotheses. Hypothesis one (H1) is as follows:
Participants who are not in a romantic relationship will have
higher STEM identity compared to participants who are in a
romantic relationship. Hypothesis two (H2) is as
follows: Participants who are not in a serious committed
relationship will have higher STEM self-efficacy compared to
participants who are not in a serious committed relationship.
Lastly, I advanced one research question (RQ1): Do
participants associate their gender or relationship support with
potential challenge or potential opportunity in STEM careers?
Method
PARTICIPANTS
Data collection for this study was part of a larger
longitudinal project focusing on a number of
factors that affect interest in STEM majors and
careers. Participants (n = 181) were students from a
large, diverse, public university in the western
United States. Recruitment was conducted through
announcements made during STEM courses, flyers
posted in STEM departments, and direct emails to
students in STEM fields of study. The recruiting
materials explained that the purpose of the
research was to “shed light on the experiences
students have as they pursue degrees in fields
related to science, technology, engineering, and
math (STEM).” The recruiting materials were not
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gender-specific; both women and men were
allowed to take part in the study. Data were
collected on three measurement occasions, Time
1– spring 2015, Time 2 – fall 2015, and Time 3 –
spring 2016. For the purpose of this paper these
analyses will be focusing on the Time 1 data
collected during the 2015 spring semester.
Our sample of women consisted of 142
participants, of which there were 114
undergraduates and 28 graduate students. Ages
range from 18 to 39 years old (M = 22.4). We had a
diverse sample of women who predominantly
identified as European American (29.6%), Asian
American (28.8%), Latina (21.1%), Other (11.3%),
African American (4.2%), Native/Indigenous (2.8%),
and Middle Eastern (2.1%).
The sample of men consisted of 39 participants, of
which there were 24 undergraduates and 15
graduate students with ages ranging 18 to 49 years
old (M = 25.5). The men identified as European
American (38.5%), Asian American (33.3%), Latino
(17.9%), Other (7.7%), and African American (2.6%).
Procedure
Participation occurred through an online survey
that included both open- and closed-ended
questions. Each survey took participants about
30-40 minutes on average to complete, and was
tailored to the STEM field the student was affiliated
with. For example, participants majoring in
mathematics answered questions about their selfefficacy in math, whereas participants majoring in
engineering answered questions about their selfefficacy in engineering. For the sake of simplicity, all
of the sample items in this paper will use the term
“science.”
Quantitative Measures
ROMANTIC RELATIONSHIPS STATUS.
Participants indicated whether or not they were
involved in a serious committed romantic
relationship at the time of the study. From our
female sample, 78 of the 142 women indicated
that they were currently involved in a serious,
committed relationship. This relationship status
was indicated by 54% of undergraduates and 61%
graduate of students. Of our 39 male participants,
46% of undergraduates and 67% of graduate
students indicated being involved in a serious
committed relationship.
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STEM SELF-EFFICACY.
Self-efficacy was measured using the Eccles
expectancy-value measure (Eccles, 1994). This scale
consists of nine items, which were rated on a scale
ranging from 1 (Strongly Disagree) to 6 (Strongly Agree).
Sample items include “I am good at science.” and “I am
better at science than I am at other subjects.” The internal
reliability of this measure was adequate: α = 0.77
for our female sample and α = 0.71 for our male
sample.
STEM IDENTITY.
Identity was assessed using a five item scale, which
asked participants to rate on a scale ranging from
1 (Strongly Disagree) to 6 (Strongly Agree) how much
they agreed with different statements related to
STEM identity. Sample items include “In general, being
a scientist is an important part of my self-image” and “I am
a scientist.” For women, the internal reliability for this
measure at time one was good: α = 0.85 for the
female sample and. α = .92 for the male sample.
CONCERN OVER CAREER/FAMILY BALANCE.
Participants responded to the closed-ended survey
question: “I am concerned that having children will make it
more difficult to obtain the career I want.” This scale
includes five items, which were rated on a scale
ranging from 1 (Strongly Disagree) to 6 (Strongly Agree).
Qualitative Measures
Qualitative data were used to provide deeper
insight into the quantitative findings. Specifically,
participants were asked in an open-ended format
to reflect on the amount of career-family conflict
that they anticipated experiencing in the future.
The prompt was stated as follow; “I am concerned that
having children will make it more difficult to obtain the career
I want.” Responses to this question were coded
through a deductive approach to thematic analysis
(Braun & Clarke, 2006). Preliminary coding revealed
themes pertaining to gender and partner support.
Subcategories were added to the overarching
themes of gender, specifying if male or female was
implied, and whether there was the mention of
support when the participant mentioned a partner
or spouse. Two micro-categories, challenge and
opportunity, were also established to represent
participants’ overall view of balancing career and
family. These coding categories are described in
greater detail below.

Results
QUANTITATIVE
To test Hypotheses 1 and 2, I conducted two
multivariate analyses of covariance (MANCOVAs),
controlling for student phase of education (e.g.
undergraduate/graduate). Findings illustrated that
being in a committed romantic relationship was
associated with mean differences in STEM selfefficacy and STEM identity for women, Pillai’s Trace
= .11, F(2, 138) = 8.56, p < .001, h2p= .11, and for
men, Pillai’s Trace = .17, F(2, 35) = 3.59, p = .038, h2p=
.17. A follow-up univariate ANOVA indicated that,
in contrast to Hypothesis 1, STEM self-efficacy was
higher for women involved in a committed
relationship (M = 4.24, SD = .62) than it was for
those who were not (M = 3.77, SD = .77), F(1,139) =
15.82, p < .001, h2p= 0.10. A second follow-up
univariate ANOVA indicated that, in contrast to
Hypothesis 2, STEM identity was higher for women
involved in a committed relationship (M = 4.62, SD
= .96) than it was for those who were not (M =
4.19, SD = .98), F (1,139) = 6.71, p = .011, h2p= 0.05.
For men, STEM self-efficacy did not significantly
differ for men who were involved in a committed
relationship (M = 4.20, SD = .53) and men who
were not (M = 4.28, SD =.83), F(1, 36) = .49, p = .487,
h2p= .01. Similarly, STEM identity did not significantly
differ for men who were involved in a committed
relationship (M = 5.05, SD = .65) and who were not
(M = 4.49, SD = 1.15), F(1, 36) = 2.38, p = .132, h2p=
0.06. Therefore, in contrast to prior research with
older samples (Mason & Goulden, 2004), I found
that women who were involved in a committed
relationship had significantly better academic
outcomes than their single peers. The findings for
men were nonsignificant and therefore
inconclusive.
Qualitative
To test for inter-rater reliability, I worked with a
doctoral student to double-code 100% of the
responses with a resulting Kappa of 0.97. Of the 12
responses coded to be gender and female, 10 were
coded at the micro-level for expecting challenge in
regards to balancing family and a STEM Career in
the future.)
Of the 10 responses coded for referencing a spouse
or partner, 5 responses mentioned receiving
potential support and also were coded to associate
opportunity with balancing a family alongside a STEM
career. While the remaining 5 responses did make
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mention of a spouse or partner, but not mention
receiving support. These responses were also
micro-coded for anticipating challenge with the act
of balancing family and a STEM career. Most of the
women who anticipated receiving some type of
partner support also anticipated less challenge and
more opportunity with balancing family with their
STEM career.
Participants tended to vary in the extent to which
they expected their spouse to help them balance
work and family in the future. Specifically, some
women did not anticipate receiving support, some
did anticipate receiving support, and some even
anticipated prioritizing their husbands’ careers over
their own. For example, one woman describes the
decision to prioritize her husband’s career as
follows:
“In order for my husband and I to have children, we need to
have good paying jobs to pay for our debt. We would like to
have one of us stay home with the children. My husband has
a bachelor’s degree in engineering and I am planning on
getting a master’s degree in geology, however, because I am a
girl, I feel that my degree will still get me a lower paying job
than his bachelor’s degree.”
This was also a suggested option by our male
participants, with one male participant stating, “I
don’t think having children will necessarily make it more
difficult to obtain the career that I want. Interacting with
children will take some time away that could be spent on my
career. But I think I could mitigate this, by either relying on
my wife to take care of most of the child-rearing. Or if this is
not possible due to her career obligations, I would hire
professional caretakers for the children. Of course, this would
require a high income level, and therefore my decision to have
children would depend on either my wife not working, or
having a high income level to hire nannies, au pairs, etc.”
These responses illustrate that both men and
women tend to prioritize the career of the male in
the relationship over the career of the female.
Discussion
The purpose of the current study was to test for
associations between romantic relationship
involvement and STEM academic outcomes.
Inconsistent with our hypotheses and prior
research on STEM career outcomes and romantic
relationships (Mason & Goulden, 2004; Park et al.,
2011), our findings indicated that those involved in
a serious committed relationship have a higher
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STEM identity and STEM self-efficacy than their
single peers. Additional insights drawn from
qualitative findings provided a preliminary glimpse
at how women might be conceptualizing work and
family in regards to gender and partner support.
Though women at the undergraduate and graduate
level do not appear to be suffering in their STEM
identity and STEM self-efficacy due to their
romantic relationships it is possible that may
eventually shift their views on family and career.
Our qualitative findings indicate that the women
expecting added spousal/partner support also
expect to have more opportunity with balancing a
family alongside their STEM career. These women
are not entirely wrong in assuming a supportive
partner is the key to achieving home and work life
balance. Research finds that people’s home lives,
and those who we share significant time with, can
influence our experiences (Lambert, 1990). For
example, spouses can influence each other’s job
satisfaction (Westman & Etzion, 1995). If one’s
spouse is not supportive the added stress from
the relationship can carry over and influence
overall work moral. Previous studies have found
that the personality of one’s spouse can be very
influential, extending beyond the boundaries of
the relationship and affecting their partner’s life
satisfaction (Russell & Wells, 1994) and even their
physical health (Roberts, Smith, Jackson, &
Edmonds, 2009).
Importantly, the effects of the relationship are not
always negative. Some individuals might possess
characteristics that are better suited to helping
alleviate potential burden from the relationship.
For instance, spouse’s personality can influence the
occupational success of their partner as a
by-product of relationship satisfaction (Heller &
Watson, 2005; Judge & Ilies, 2004). According to
some researchers, a conscientious spouse is more
likely to help manage household chores and
finances, remember appointments, and plan ahead,
thus allowing his or her partner to expend less
energy at home and instead to preserve it for work
(Jackson et al., 2010). In a more recent study by
Solomon and Jackson (2014), findings indicate that
highly conscientious partners help improve their
spouses’ occupational success, when looking at
scales measured by job satisfaction, income, and
promotion. The benefit of having a conscientious
partner is that they are more likely to create
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conditions that allow their spouses to work more
effectively. Evidence of this can be found in a study
by Barth et al. (2016), the findings of which suggest
that rather than choosing between a STEM career
and romantic relationships, successful STEM
majors might be attracted to partners who
complement their own values and who are
supportive of their career paths.
Unfortunately, this does not appear to occur very
often for women who are able to reach the highest
positions in STEM. Research from Mason and
Goulden (2002) reveals that tenured women in
science are twice as likely as tenured men to be
single and are unlikely to have children in their
household. Further, according to some researchers,
young women with intentions to major in STEM
often get “off track” through involvement in a
“culture of romance” that emphasizes romantic
relationships over academic success (Diekman,
Brown, Johnston, & Clark, 2010). Another challenge
is that women, more so than men, tend to put
their spouses’ careers before their own. For
example, although married men and women tend
to value their careers equally, men assumed their
wives valued their careers less, whereas women
assumed their husbands valued their careers more
(Rosenbluth, Steil, & Whitcomb, 1998). This is
consistent with the findings presented through the
exemplar qualitative responses provided earlier.
Next-Steps
One limitation of the present study is that data
was only collected from the participant and no
further data was collected about or from the
participant’s partners. Data collected regarding
participants’ partners could provide insight into the
effects partner attributes have on career and
academic outcomes. Future research could expand
on these findings by assessing information about
participants’ romantic partners, such as personality
characteristics and views regarding the division of
household responsibilities. A cross-sectional design
could compare the STEM identity and self-efficacy
of undergraduates and graduate students with that
of ladder-rank STEM faculty based on involvement
in committed romantic relationships. It can also be
beneficial to examine dual career couples.
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HOMELESS
COMMUNITY:
LAS VEGAS STRIP
By Sarah Werman

Abstract
Homelessness is defined as having no set place to
sleep. It includes those sleeping literally outside,
those staying in a shelter or vehicle, and those
living at a friend’s home, or in a daily, weekly, or
month to month rental (Utah 2012). The number
of homeless in the United States is staggering;
630,840 declared homeless people in the United
States in 2012 (Utah 2012), and this figure doesn’t
include the less visible homeless, such as those
staying with friends or in unstable rentals. This
study aims to bring more attention and
understanding to the homeless community on the
Las Vegas strip. What is its demographic makeup?
What creates social capital among its members?
Why do people prefer this location to many others
like it in the area? Preliminary findings suggest that
there may be less diversity in this “neighborhood”
than previously thought. I’ve also observed a lack
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of positive interaction between the homeless and
the housed. This opens the door to a plethora of
additional questions, for which further study will
attempt to find answers.
Introduction and Purpose of the
Study
The purpose of this study is to examine the
homeless community on the Las Vegas strip, with
the goal of learning more about what draws
different populations of homeless people to the
areas. By examining the importance of peer groups
and supports to survival, and obtaining a general
overview of the community as a whole, this
ethnography aims at shedding light on an area on
which there is limited research.
This study is significant because there is no real
body of literature about this particular homeless
community in Las Vegas. While there have been
researchers who study the homeless corridor in
the Downtown area, I have not been able to find
anything focusing on those who live in the Las
Vegas Strip area. The goal of this study is to bring
more attention to the diversity within the subclass
of homelessness, with the hopes that it will allow
for the creation and modification of more
specialized, targeted programs to assist the
homeless in becoming rehomed.
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Literature Review
The Utah Comprehensive Report on Homelessness
estimated that there were 630,840 declared
homeless people in the United States in 2012. It is
important to remember when looking at that
number, that it is exclusive to those who have
“declared” themselves homeless; that is, people
who use assistance programs. This means it leaves
out a large number of the homeless population
who were not available or inclined to census (Utah
2012). Homelessness has been around for as long
as history has been recorded (Trattner 1999).
Historical Background
There are currently four categories of
homelessness recognized by the U.S. Department
of Housing and Urban Development (HUD): the
literally homeless, those in imminent risk of
homelessness, persons fleeing or attempting to
flee domestic violence, and those homeless “under
other federal statutes” (Utah 2012). Literally
homeless means having no fixed, consistent, or
adequate nighttime residence. It includes those
sleeping outside and in shelters, and those exiting
an institution where they have stayed 90 days or
less. People who are going to be literally homeless
in 14 days or less are considered the imminently
homeless. “Other federal statutes” include
unaccompanied youths (under 25) or families with
children who are not yet homeless or imminently
homeless, but who have unstable housing; those
who have moved two or more times in the past 60
days or are not on a lease and do not own a home
(Utah 2012).
Homelessness has not always been handled or
viewed the way that it is today. During the colonial
era, the poor were viewed as a natural part of
society; those who found themselves homeless or
in need were assisted within the community. For
example, a common practice was placing widows
with other members of the town. They would
spend time divided between several households.
Orphans were typically placed in apprenticeships,
where they were given guidance and training until
they were old enough to go out on their own
(Trattner 1999). People like this were considered the
“deserving poor,” or those who were in a bad
situation due to no fault of their own, as opposed
to the “undeserving poor,” or people who had
made poor choices and “deserved” the life
circumstances that they’d found themselves in.

As the country grew and views shifted, poor
houses and work houses began to open.
Almshouses (poor houses) were places where the
poor, both adults and children who would
otherwise be literally homeless, worked long hours
in the hopes that they would be “converted into
industrious, functional citizens” (Kirst-Ashman
2013). This practice continued in one form or
another until the early 20th century, completely
segregating the poor and the homeless from the
rest of society. As social work grew as a profession
and there were more people to advocate for the
rights of the poor, almshouses were phased out
and children were once again placed in
apprenticeships and situations similar to that of
the foster care programs of today (Trattner 1999;
Kirst-Ashman 2013).
Up until this point, care for the poor and homeless
had remained an issue of the town or the state,
relying heavily on the private sector for funding.
The Great Depression, however, forced almost all
American citizens below the poverty line, leading
to such large scale unrest that people began
pleading for the federal government to intervene
(Trattner 1999). With the passing of the New Deal
in 1933 which included numerous federal
programs for social relief and welfare, President
Roosevelt took some of the responsibility of the
poor and destitute off of the backs of the states
and placed it on the shoulders of the federal
government. This move helped to lay the
groundwork for most larger-scale, modern day
relief programs (Trattner 1999; Kirst-Ashman 2013).
Findings in Modern Literature
There are two common extremes when speaking
about the homeless and the issues surrounding
them; many researchers and reporters tend to take
the stance of either blaming the poor for their
situation, or blaming our social structure for failing
those who need help most. Often, people take the
stance that homelessness is caused by the issues
of those who are homeless; some character flaw
and/or poor decision has lead these people to the
place that they are (Borchard 2000). Another
common stance found in the literature regarding
homelessness is that those who are homeless are
victims of the economy, society, or other
unfortunate circumstances. These stances are old
as time and serve to reinforce the belief in a
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difference between a “deserving,” and “undeserving,”
poor (Borchard 2000).
There’s an underlying orientation in modern
literature written with more conservative views on
homelessness that emphasizes that homeless
people are responsible for their homelessness.
Borchard believes that this conclusion is
determined by examining the leisure activities of
the homeless, as observers try to determine
whether people have chosen to be homeless or
not. He argues that these attempts at questioning
the situation of others are the result of the
observer trying to understand the situation, while
simultaneously passing judgements about the
character of those who are homeless (Borchard
2010). He mentions in his work that many of the
leisure activities enjoyed by the homeless are the
same activities enjoyed by those who live indoors;
it is their social stature that determines these
practices to be deviant or frowned upon. I believe
the term “blaming the victim” applies here. This
mindset implies that those who are homeless are
deserving of their homelessness, and helps to
separate the issue from those in better life
situations. This view is common in our society as
there is personal comfort in it; “It happens to
them, not to us.” Oftentimes non-poor citizens rely
on anecdotal observations to explain
homelessness, with emphasis on the negative. For
example, they may regularly see a homeless
person drunk outside of a liquor store and decide
that this means that all homeless people are
drunks. This leads to strengthen the dominant
belief that all homeless people are there because
they are lazy, addicts, or mentally unwell (Wagner
2012).
The belief that all homeless are drunk, lazy, addicts,
or mentally unwell leads to the opposition by
community members to the construction of
homeless shelters and low income housing. The
result is a sentiment that I call “Not in My
Backyard,” or NIMBY. NIMBY thinking has resulted
in protests, and in ordinances that criminalize the
homeless. Proponents of NIMBY argue that an
increase in affordable housing and/or homeless
shelters would result in a decrease in property
value and an increase in crime, litter, thefts, and
violence (HomelessHub 2016). Charlie Mack, a
homeless man in San Francisco states, “. . . We’ve
got enough people here that they can’t run us out
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of town just for being poor, you know. Some of
the smaller towns, you stick out straightaway and
they come for you,” (Gowan 2010).
More liberal perspectives tend to veer pretty
sharply towards the idea that the homeless are a
demonstration of the failure of the state and
federal governments and the current economic
system. They suggest, rather strongly, that the
structure we have currently both creates
homelessness and fails to assist people in climbing
out of it (Borchard 2010). A lack of programs to
prevent homelessness, for example, and the
restrictions of the welfare system, paired with our
capitalistic society, high cost of education, and cost
of living result in a society where a major portion
of the population is living paycheck to paycheck.
Once someone is homeless, there are limited
options, and homeless shelters are usually full and
have waitlists. Researchers and reporters looking at
the situation from this perspective tend to argue
that these are major flaws in the system and tend
to fight for better state-funded programs for the
poor and near poor (Borchard 2010).
Researchers operating under this assumption often
cite conflict theory; the Marxist theory which
states that individuals and groups have access to
different commodities, and that nearly everything,
including people, can be viewed as a commodity.
Using this theory, researchers argue that in our
capitalistic society developers see no profit in
providing low cost housing to the poor and
homeless, so they celebrate gaining higher income
residents while caring little about what happens to
those they displace (Wagner 2012). Borchard, the
primary researcher studying the homeless in Las
Vegas, repeatedly found that those who conduct
research regarding class tend to, whether
deliberately or not, label people as either deserving
or undeserving. Many of these researchers tend to
suggest that men are less likely to be deserving
poor. He cites traditional gender norms and roles
as a possible reason for this trend (Borchard 2000).
The truth, it appears, is often some combination of
those extremes. In one study, Martino and
colleagues (2010) interviewed 50 homeless youths
in Los Angeles to determine how they became
homeless. A Homeless youth is defined as anyone
under the age of 25 who is living outside and is
unaccompanied by a guardian. In this study, which

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

interviewed youth accessing social service
programs and those who were panhandling in
outdoor areas of L.A., found that over threefourths of those interviewed left home under
circumstances that were out of their control. This
means that nearly 25% of those interviewed
became homeless of their own accord, claiming
that they wanted to travel and explore new
opportunities (Martino et al 2010). It is important
to remember when looking at this, and any other
information on the homeless, that there are many
different subgroups of homelessness, and that
much of the research focuses on one group or
another. This study in particular, is focusing on
homeless youth, more specifically, migratory
homeless youth.
In a study analyzing victimization of the homeless,
it was found that homelessness was usually some
combination of a choice and an uncontrollable
event. Through a survey of homeless youth,
researchers found that nearly 75% of respondents
left home due to emotional, physical, or sexual
abuse from their families. This abuse resulted in
them running away, therefore making
homelessness a “choice” but one made out of selfpreservation (Witbeck and Simmons 1990).
Another ethnography, this time conducted by
Gowan (2010), in San Francisco, detailed a story of
two homeless men who disagreed on the causes
of homelessness. One of them, named Charlie,
believed that his homelessness was a product of a
terrible housing market, combined with a variety
of social forces, including systemic racism, and a
few stints of personal bad luck. Another man,
named Lee, who slept on the same street as
Charlie, attributed his homelessness to his
unwillingness to contribute to the style of life that
mainstream America has been socially pressured
to live. The researcher does note, however, that he
noticed that many of the homeless that he spoke
with felt one way or another depending on their
current mood, situation, activities, or location. The
same person who claimed to choose
homelessness while on the street, may change
their tune while utilizing outreach services (Gowan
2010). One could argue that a claim to have
chosen homelessness or the active choice to
become homeless in order to flee abuse, could be
viewed as an attempt at feeling in control in a very
out of control, unstable point in one’s life.

Further Analysis
Communities are characterized as groups of
people who live in the same area, such as a city,
town or neighborhood, and/or groups of people
sharing similar interests, goals, etc. (MerriamWebster 2016). In community psychology,
community was initially defined as; ‘‘the perception
of similarity to others, an acknowledged
interdependence with others, a willingness to
maintain this interdependence by giving to or
doing for others what one expects from them, and
the feeling that one is part of a larger dependable
and stable structure’’ (Sarason 1974).
Communities can be close knit, where the
members are socially and/or economically
connected to one another, or distant, such as in
neighborhoods where one is surrounded by
neighbors, but doesn’t know any of them (Putnam
2000). One of the things that ties communities
together is social capital. Social capital is the
networks and relationships of a community; how
the people within the “neighborhood” act with each
other and function as a group. It includes things
such as reciprocity and following social norms
(unwritten and often unspoken “rules” dictating
behavior), and allows a community or society to
operate smoothly (Putnam 2000). This idea of
community extends into the deviant subculture of
homeless. With the homeless, you often have a
community within a community; the homeless in
a given area do not regularly interact with or
become a part of the community and culture of
those who aren’t homeless, even if they live on the
same block. Those who are homeless in an area
build a community of their own, and just like with
any other community, these small “neighborhoods”
are similar to others consisting of people in the
same social and economic class, but are unique in
their own ways as well.
As stated, every neighborhood or community has
its own social norms. Norms are also known as
customs, conventions, roles, identities, institutions,
or cultures (Horne 2001). These norms are often
flexible, depending on the situation and the
members of the community involved. For example,
individuals may not care what the everyday norm
is as long as the people with them agree with their
behavior. Additionally, when communities are in a
state of flux or when a member is newer, people
may not understand the costs or benefits of a
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particular route of action (Horne 2001). One could
argue that a primarily transient community, such as
a one consisting primarily of the homeless, could
be in a constant state of flux.
Some homeless people utilize social services
regularly. They use drop in centers, which are
places they can go for the day to shower, do
laundry, and receive food and sometimes casework
with a social worker. Some homeless people use
bad weather shelters, or other programs designed
to help alleviate the difficulty of their situations,
while others avoid such places altogether. Social
identity and the norms of the communities to
which a homeless person belongs to tend to
dictate whether they will access outreach services
or not (Christian and Abrams 2003), which lends to
the argument that there are complex communities
within the deviant subculture of homelessness,
with their own rules and norms.
Those who are “down and out” develop an identity
and culture that is separate from the identity and
culture they had previously been a part of. This
new individual and cultural identification has
meaning within the social framework of the
homeless community in which they find
themselves part (Orwell 1934). More contemporary
research backs this theory. Literature suggests that
homeless people use multiple methods to define
their social identities, and that these strategies and
identities tend to change depending on the length
of time that a person has been homeless. The
more recently homeless, it was found, tend to
embrace their homelessness more than those who
have been homeless more than 4 years. People
who were recently homeless were found to tell
extravagant stories about their personal histories
and often deliberately made distinctions between
themselves and those who were not homeless.
Meanwhile, those who are chronically homeless
had a tendency, in the same study, to put emphasis
on distinguishing themselves from those who are
homeless due to being mentally ill, and are less
likely to tell embellished stories about their travels
and experiences (Snow and Anderson 1987).
Other distinctions exist between homeless
communities and mainstream America, as well as
between homeless communities in themselves. As
previously stated, a farming community in Iowa is
very different than a surfing community in Hawaii,
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which are both very different from an academic
community at a university. It can be argued, then,
that there are notable differences between
different groups of homeless people as well, in
terms of their community values, norms and both
social and physical capital.
Methods
This study is intended to demonstrate a subgroup
within the subgroup of homelessness in Las Vegas.
There are several main areas in the city in which
homeless people congregate, with apparently little
to no cross interactions. This study intends to
focus on those living primarily on Las Vegas Blvd
between Harmon and Flamingo. What makes
people stay in the area in which they stay in? What
attracts them there and what keeps them there?
What makes this neighborhood unique? How is
this community similar to other communities?
These questions, and other similar ones, will
hopefully be answered to some degree with the
conclusion of this research project.
This study is a qualitative, ethnographic study. This
means that the focus is on experience and cannot
be easily quantified. Because the term ethnographic
is relatively new, it can be difficult to define what
that means exactly. This can make it difficult to
determine the parameters for what the best, most
useful approach may be (Bishop 1999). One thing
is for certain; an ethnography is meant to be a
representation of lived experiences in a culture, so
it relies on the researcher’s participation and
attention (Bishop 1999).
In this study I will be applying standpoint theory
methodology, understanding that those living in a
vulnerable, deviant population, are the ones who
understand it best (Borland 2016). I will be using a
grounded theory model to analyze my results, a
sociological framework in which I will learn as
much as I possibly can, look for repeated patterns
and ideas in the information that I gather, and then
group them into concepts and develop theory
from the data (Charmaz 2003).
A lot of the information being gathered is nongeneralizable. Each answer to the questions being
asked by the researcher are unique to the person
being surveyed. However, by using grounded
theory and analyzing patterns, we can make some
basic assumptions based on the regularity by
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which certain ideas and observations occur
throughout the research period (Charmaz 2003).
The survey asks pointed questions, with room for
elaboration. Although these methods will increase
the generalizability and reliability of the data
collected, the information will still only be useful to
those looking to learn about this area in Las Vegas.
This study is not intended to answer questions
about any other urban homeless communities.
The researcher will approach people panhandling,
begging, or busking on the Las Vegas Strip and
notify them of the project at hand before asking
their participation. This is a common method to
use to recruit subjects for research. Sociologist
Linda Foreman used this same strategy in
downtown Las Vegas. She introduced herself as a
student who was writing a paper on the homeless,
and asked if they would mind to participate
(Foreman 1990). Additionally, Kurt Borchard, the
primary researcher on the homeless in Las Vegas,
uses a similar recruitment method. For one of his
studies, he interviewed 48 individuals in public
parks, public libraries, soup kitchens, and bus
depots (Borchard 2000). Leslie Irvine, from the
University of Colorado, approached homeless pet
guardians in a downtown park and requested to
interview them while researching pets in the
redemption stories of the homeless and
downtrodden (Irvine 2013). Martino and colleagues
(2011) recruited migratory youth for a study on
risky behavior by approaching them on the street
and in drop in centers (Martino Tucker, Ryan, et.al.
2011).
Data Analysis
I’m still waiting on IRB approval for the survey
component of this study, however I went out to the
proposed project area and conducted a field observation. Interestingly, all but one of the subjects that
I located after walking and observing roughly half
of the proposed project area were male; 12/18 were
white, and none appeared to be under 30 years old.
One was harassed by tourists, three were sleeping,
and I only observed one receiving any type of
donation from passersby. This data could have
implications if repeated on a larger scale. It could
be that the availability of money is not what drives
people to the strip. It is also interesting to note that
only one group was present, and in the few minutes that I watched, it went from a group of three
to a pair. This could be because passersby are more

generous to individuals. It could also be that these
people aren’t as connected as previously thought.
Further study is definitely necessary to give an
accurate analysis. My results are recorded below,
and are coded S1, S2, S2, etc., where S stands for
Subject and the number serves to differentiate
between those I observed.
Results
9/3/16 FIELD OBSERVATIONS
START- Outside Harrah’s Casino, directly across
from the Mirage Hotel and Casino Marquee
6:16 pm
- As I round the first bend in the sidewalk, I
see two homeless white guys, roughly 35ft
apart. They are leaning against the half wall
separating the sidewalk from the ramp into
the self-parking garage. Both of them appear
to be 60+.
S1: Subject is wearing sneakers that are in good
shape, and skinny jeans that are not too noticeably
dirty. His sun damaged skin is covered by a tank
top, and on his head sits a tan baseball hat. He has
what appears to be all of his belongings with him; a
backpack and a green, reusable grocery bag, which
is tied closed. Both bags appear very full. The man
is drinking code red mountain dew soda, and he
has a sign, but it’s not clearly displayed and I can’t
read it.
S2: Subject 2 is sitting on a tarp in shorts and is not
wearing a shirt. He has long grey hair and a short
well-kept beard. His skin appears extremely tan and
sun damaged, and he’s wearing glasses, which
appear to be in good condition. Cheap flip flops sit
at the foot of the tarp upon which he’s resting. His
belongings are in a cardboard box, which he
sometimes uses as a pillow. He has a large tourist
wine glass which is half full of something dark red.
The man has no visible signs anywhere.
- As I am sitting here, not one person has
offered either man cash, food, water, or
even an any sort of acknowledgement. It’s
like they’re part of the wall. Its 6:22 and the
strip is very crowded.
6:24 PM
S3: I just walked past a dirty older white or Latino
man carrying plastic grocery bags stuffed full of
cans and tourist plastic cups. He was wearing a very
dirty salmon colored collared shirt and very dirty
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grey dress pants. He was also wearing a baseball
hat covering dirty shoulder length dark brown or
black hair.

but a duck shaped tourist drink cup. As I pass by I
see him acquire several small donations consisting
of pocket change.

S4: There is a 35/40ish year old Latino guy in a red
collared shirt that appears clean, and two pairs of
very dirty shorts. He has dark grey gym shorts over
khaki colored shorts (maybe an effort to keep
them cleaner?). He is laying on the bare ground,
asleep, surrounded by leftover boxes of food,
which were probably given to him by tourists
before he fell asleep.
- Two middle aged white male tourists stop
to take pictures stealing his food and
making fun of him. They are laughing and
posing. They try to make a joke out of S4 as
if his situation in life is funny. They are both
clean cut and wearing nice, new clothes
that probably cost quite a bit of money. The
one posing over the sleeping man has an
expensive camera around his neck. The
other takes pictures with his cell phone.
They both have tourist-style 1 foot sized
cups of alcohol.

S7: On the bridge between the Cromwell and
Caesars there is a white man busking. He appears
to be in his mid-50’s and has short white hair and
sun damaged skin. He’s wearing a dark grey t shirt
with cut off sleeves and dark cut off shorts that
may have once been Dickies. He also has on Nikes
that appear to be in good functional shape, and
tube socks that are pulled halfway up his calves.
The man is sitting on two milk crates, one on top
of each other, with a cushion on top to make a
seat. Next to him sits another milk crate with
personal belongings in it. His guitar is leaning
against a wheeled metal thing used to transport
stuff, and he also has a folded closed beach
umbrella. He’s not playing music currently and
appears to be taking a break, exhausted.

S5: Another man, appearing homeless, observes
the situation with S4 being mistreated. He is sitting
maybe 20ft away, drinking a Natty Ice tall can. He is
a dirty white guy with short hair, apparently about
30 years old. He has with him an overfull, dirty
backpack. I had originally thought he was there
keeping an eye on his sleeping buddy, but he did
nothing to intervene when S4 was being messed
with in his sleep.
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6:40 PM
S8: On the bridge between the Cromwell and
Bally’s is a 60ish year old Latino man who is
busking. He has a guitar and guitar case with him.
He is wearing a clean blue collared shirt with an
undershirt, black dress pants, and black work
shoes. He also has on a Las Vegas hat. The man has
a pure white mustache and a short, well-kept
beard. He appears to be taking a break. The guitar
case has what appears to be a decent number of
donations in it, both dollars and coins.

6:32 PM – People continue to walk by the area, and
a few glance at the sleeping man. One middle aged
Asian woman asks the people pushing Lyft rides
nearby if he is ok, and whether she should call an
ambulance. They respond that he seems fine, he’s
just sleeping, and she leaves.

S9: At the bottom of the escalator by the Bally’s
sign on a folding black chair, sits a 70ish year old
black man. He’s wearing a dark blue polo, black
jeans, a black baseball hat, and sunglasses. He has
a little bit of a belly. In front of his chair is a
5-gallon white bucket with a sign attached to it
reading, “Disabled Marine Veteran. Anything helps,
food, etc.” Behind him sits an American Flag on a
pole.

6:36 PM
S6: Outside the Cromwell, by the Flamingo, sitting
under the bridge by the elevators, there is a 30ish
year old white guy. He has short hair and a slight
beard that looks unintentional. This man, too, has
sun damaged, very tan skin. He’s wearing cutoff
jean shorts, a grey t shirt, and Teva style sandals. As
he sits on the ground in the shade he is holding a
sign that says “Donations for Anti-Trump Fund,
Fuck Trump.” He has no visible belongings with him

S10: On the bridge between Bally’s and the Bellagio
there is a younger looking (30ish year old) white
guy wearing a dark tank top and grey shorts. He
has a backpack with him that is roughly half full.
He’s holding a small cardboard sign reading, “Food,
please,” next to a larger sign on orange paper
reading, “Bus Home?” The larger sign has a listing of
numbers that appear to be a countdown of how
much money he needs to raise to get back to
wherever home is. He’s currently half asleep with a
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small bible on his chest, as if he had fallen asleep
reading it. There are a few pennies on his sign.
S11: About 30 feet from S10, on the opposite side
of the bridge sits an older black woman in an
electric wheelchair. She appears to be 60+, and is
wearing a black t shirt and a pair of black
sweatpants. She has on glasses, and appears to be
clean. Her wheelchair has multiple bags tied to it,
and she holds a sign reading, “Homeless and
Hungry.”
S12, S13, S14: A bit further down on the same
bridge, there are three people grouped together.
They are all men appearing to be between 50 and
60 years old. The group consists of two white men
and one light skinned black man. The black man is
bald. All three men are dirty and wearing pants
despite the heat. The black man sits on what
appears to be a milk crate, holding a sign that I
can’t make out from where I am. Next to him sits
a white man with long hair and a very skinny
build. He’s wearing what almost appears to be a
maintenance uniform; a short sleeved button up
stripped shirt and dark blue pants. He has on a
baseball cap and appears to be in deep
conversation with the black man sitting next to
him. He has no sign but is holding a cup with
change in it. They are surrounded by their
belongings. The third man is standing, holding a
sign and jingling a cup, trying to talk to tourists
who are largely ignoring him. He has long hair and
is wearing a fisherman/bucket hat. As I pass, he
begins to leave and I notice he is walking with the
aid of a single crutch. He is wearing long sleeves.
6:56 PM, BELLAGIO WATERFRONT
- Between the second and third inlet, behind
a tree, I see belongings obviously belonging
to a homeless person (POSSIBLY S6’S
STUFF?). It consists of a filthy backpack, a
sleeping roll, and a clean, full white garbage
bag. The owner is nowhere in sight.
S15: Across the street, after the end of the
waterfront, by the Bellagio escalators I pass a 70ish
year old white man with long hair and a long grey
beard. His skin is just as sun damaged as most of
the other subjects I’ve observed. He wears a black t
shirt and dirty grey shorts that are a dark color. On
his back is a filthy backpack. He seems to be
heading somewhere, but stops and bends down to
talk to a tourist’s mini poodle as it pees in a bush.

He seems fairly happy and nice, which is different
when compared to the downtrodden, exhausted
appearance of most of his peers.
S16: I observe a guy sleeping sitting up, slumped
over in the walkway to the Jockey Club before the
Cosmopolitan. There is a lot of traffic on the strip,
and comparatively minimal traffic in this walkway.
He appears to be in his 40’s, is white, and wears a
hat, shorts and a t shirt.
7:24 PM
S17: I took a break to grab Starbucks in the
Cosmopolitan and walked out the side door
leading right to the bridge. I contemplated taking
the elevator but remembered that I often see
people on the first level of the stairs, so I decided
to take the stairs. Sure enough, there is a white guy
in his 50s, with long hair and a beard sitting on the
landing. He’s wearing jeans, a hat and a black t
shirt. He has with him two bags, one of which is a
backpack. The other bag may be sleeping gear. He
has a medium sized sign that reads, “Smile!” and
below that in smaller letters, “Random acts of
kindness?” He looks a bit tired and downtrodden, I
assume from his apparent state of mind that he
hasn’t received too many “random” acts of
kindness tonight. It’s even more crowded than
when I started.
S18: On the bridge, almost to Planet Hollywood, I
run into a man who I’ve seen several times before.
Every time I see him he has a different cat/kitten/
combination of kittens. He is sitting on the ground
with a young cat laying on a purple polyester
looking shinny piece of cloth. The cat isn’t leashed
and appears to be trying to sleep. Next to them is
a bicycle. The man has a backpack and a soft pet
crate next to him. They have no sign out, and don’t
appear to be interacting with the tourists at all.
Discussion and Further Study
The results of my observation are intriguing to say
the least. There is such an obvious, drastic
disconnect between the homeless that I observed
and the tourists on the strip. The tourists come
here, to what is essentially the biggest adult
playground in the world, to blow large quantities
of cash and have a good time, while the homeless
they pass in doing so are just trying to survive. The
homeless are dirty and tired, while the passersby
are generally excited, energetic, and clean. This
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stark contrast is striking in the number of ways it
shows itself. There is a tendency to believe that
ignoring the homeless will make the problem go
away. I believe it to be part of the NIMBY (Not In
My Backyard) mindset that has been demonstrated
repeatedly in both research and policy. It’s
interesting to witness this mindset extend from not
only the residential areas that people live in, but to
the places they visit as tourists as well.

me to see the distinct lack of signs in several of the
subjects. How are they getting donations? Do
people just see them apparently homeless or
downtrodden and offer without prompt? Or were
they just not interested in gaining donations or
interacting with tourists in those brief moments
that I observed? These questions add to my bigger
research question, absolutely, and expand the
possibilities of further study.

In contrast to the NIMBY mindset is the idea of
Civil Inattention. Civil Inattention is a theory created
by Erving Goffman involving the way that strangers
in cities tend to not openly interact with each other.
This theory posits that the reason that people don’t
interact with each other in public is in an effort to
afford one another a sense of privacy (Goffman
1963). He argues that it typically involves a very
small, often nearly imperceptible acknowledgement
that each person exists, and then an understanding
that neither poses a threat to the other and an
unspoken agreement to let the others be. If this
theory were the reason that people ignore the
homeless at times when they are not visibly flying
a sign, it would imply that the tourists ignoring
them as they pass are not being deliberately rude,
but rather trying to afford them some semblance
of privacy as they go about their days.
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Abstract:
My research focus is on 1st and 2nd generation
Latino music education students and their paths to
becoming music educators in the United States.
Latino students are an under researched portion of
music education in the American population, but
represent the fastest growing ethnic group in
America. During my preliminary research I found
that there is a critical shortage of Latino music
educators. Through an instrumental case study
with critical-case sampling, done through
interviews and a questionnaire taken by several
pre-service Latino music education majors at a
southwest university, I found that the most
important factor for recruiting future music
educators was having a mentor of strong character
to guide and inspire students. The Latino student
attitude and perception was taken into account as
those researched live this experience and provide
the necessary insight into this critical issue as a
direct source. In my research, I found that to
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successfully recruit and retain Latino music
education students, teachers and administrators
must provide diverse music ensembles,
community outreach, and educational tasks with
leadership roles. The reason why there is a
shortage of Latino music educators, according to
pre-service Latino music educators, have to do
with: A career process that is too long and
expensive; 2. Too few scholarship opportunities; 3.
Music education programs that tend to serve more
as a roadblock than an opportunity due to their
long duration and expensive course load that leads
students to drop the major and pursue other
degrees and careers.
Introduction
The two-fold purpose of this study is to 1.
Examine the perceptions of pre-service Latino
music education students in recruitment and
retention strategies for future Latino music
education students, 2. Highlight influences that are
involved in guiding Latino students to becoming
music educators.
In a time when many students do not have the
same access to education as their peers, due to
socio-economic issues, music education has
become an area that seems limited to a very few
students. These students include those who are
able to afford private instruction, instrument
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maintenance, summer camps, and many other
activities that are necessary to thrive in the music
field. This research is important because it differs
from prior similar studies that have focused on
Latina (o) students that are of later generation of
immigrants or from a single Latino culture.
This study is most directly based on the works of Dr.
Adam J. Kruse (I Always Had My Instrument: The
Story of Gabriella Ramires), Dr. Lisa DeLorenzo
(Missing Faces From The Orchestra, An Issue of Social
Justice?), Dr. Kate Fitzpatrick (Cultural Diversity and
the Formation of Identity: Our Role as Music
Educators), with quantitative data provided through a
study by Dr. Kenneth Elpus and Dr. Carlos R. Abril
(High School Music Ensemble Student in the United
States: A Demographic Profile), these research studies
provided the foundation that lead to the research
proposal of “Latino Pre-Service Music Educators: A
Perspective From 1st and 2nd Generation Latino
students”. In my research proposal the perspective of
male Latino pre-service music educators is taken into
account from different Latino backgrounds such as
Mexican American, Colombian-American, and
Cuban-American. This is different compared to other
similar research studies because it takes the student
perspective into account. When considering what is
necessary to recruit and retain future music
educators, it will also be beneficial for educators to
see what common pitfalls and failures exist and to
potentially scout future music educators and
improve the recruitment and retention of Latino
students. The critical shortage of Latino educators
has been addressed by various researchers and the
current music education organizations. As the Latino
population grows to be the largest minority group in
the United States, it sensibly follows that there is a
need to increase the diversity of teachers, particularly
those of Latino descent. This study will contribute to
current research by providing a closer look at a
group that consists of both 1st and 2nd generation
Latino immigrants that come from varied Latino and
socio-economic backgrounds.
Literature Review
Through the reading of a NAfME (National
Association for Music Education) resource guide, I
encountered different articles regarding diversity and
the role of educators that caught my attention. The
lack of diversity in the music education field was a
recurring theme throughout several articles that I
read. One of the readings that was very influential
for my study was Adam J. Kruse’s “I Always Had My
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Instrument: The Story of Gabriella Ramires.”According
to his study “The lack of published research on the
immigrant student experience in music education
demonstrates an unfortunately low level of attention
paid to this portion of the student population.”
(Kruse, 39). Kruse gives a very important call to action
and warning that “…If research in music education
continues to ignore these populations of minority
and marginalized students, the field risks suitably
earning the criticism of serving only privileged
populations, or attempting to homogenize a diverse
population of students” (Kruse, 39). In his qualitative
research he employed an instrumental case study
with critical-case sampling to show Gabriella Ramires’
experience as a third generation Chicana student in
the music education college navigation. The main
themes of Kruse’s study “represent issues of culturerelated barriers, identity navigation, and resilience” (Kruse, 30).
Kruse quotes a framework by Prado (2009) for
“dividing the manner in which social capital affects
academic pursuits in to three types of support:
ideational support (pro-education norms and values),
material support (tangible assets), and bridging support
(networking with an outside party connecting
between types of support and the system of
education) that help educators and researchers
understand the educator’s role of Latino students”.
Dr. Lisa DeLorenzo delves into the topic of diversity
by stating that “Rarely does the conversation branch
into issues of diversity among musicians themselves,
particularly in the American classical orchestra”
(DeLorenzo, 39). She notes the lack of minorities
(Black and Latino musicians) involved in classical
music and the underrepresentation in many
professional orchestras in the United States. Her
main title brings attention to the issue: “Missing Faces
from the Orchestra: An Issue of Social Justice?” Dr.
DeLorenzo’s study provided a lot of diversity topics
that were necessary to answer questions regarding
the lack of not only Latino classically-trained
musicians, but educators. In her research she states
“Although we may be asking the right questions,
perhaps we are not asking the right people”
(DeLorenzo, 42). In regards to having a lack of
minorities from professional ensembles, the issue
becomes a matter of social justice where minorities
are not receiving the same equal access to music
education as other students in higher social
economic status areas and the disadvantage is clear.
As I conducted more research on this topic, the need
for data of the population of Latinos involved in
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is based on the 2004 follow-up wave of the
Education Longitudinal Study of 2002. According to
Elpus and April, Latino “…students were significantly
underrepresented among music students” and “…
made up 15.1% of the population, but only 10.2% of
music students were Hispanic” and “when considered
as a percentage of the total population, only 2.1% of
students in class of 2004 were Hispanic music
students” (Elpus and April, 9). Music students also
have a tended to be from families with higher socioeconomic status than non-music students (Elpus and
April, 12), thus having a facility advantage. Elpus and
April propose that for schools to better serve low
SES student, as DeLorenzo also advocates to increase
participation and reduce the unequal access to music
education, schools should provide students schoolowned instruments because low SES students may
not afford instruments, thus not participating due to
costs of renting and purchasing an instrument and
accessories. Other suggestions included: Providing
transportation to concerts and rehearsals along with
establishing a need-based scholarship fund to
remove costs such as class fees, trips, band camps,
and other activities that could otherwise not be
afforded by students (Elpus and April, 13). In one of
the pre-service Latino student interviews, one of
them notes that many Latino students do not
participate in music class because they have to take
ESL classes or other remedial class in order to “catchup” to their peers in their grades. The
underrepresentation of native-Spanish speakers, who
are the majority of ELL students, is one of the
explanations why they are less involved in music due
to them having to take remedial and extra English
classes (Elpus and April, 14). 21% of the student
population nationwide were Latinos (Planty 2009)
and by 2024 the projected school Latino population
will be at 29% (National Center for Education
Statistics, 2015). Another interviewer mentioned that
providing diverse ensembles such as Mariachi to
recruit Latino students into music was also integral
to recruit students who otherwise would not
participate in band or orchestra. This perspective is
also supported by Elpus and Abril and providing
Hispanic music teachers as role models (Elpus and
Abril, 15).

156)”. According to Irizarry and Donaldson, what
helped pre-service Latino educators remain in the
education career was a “commitment to their
communities and a belief in the potential for
teaching to serve as a platform for personal and
community uplift attracted them to the profession”
(172). When talking about respect, students expect
respect from their teachers as modeled by
Fitzpatrick: “They want to be respected and that’s a
huge inner city thing. These kids don’t get respect at
home – they don’t get respect in life, so if you give
them that respect, they appreciate it. Even if they
don’t always show it, they do appreciate it. And so
that is sort of the way that I’ve been approaching
gaining the kids” (Fitzpatrick, “A Mixed Methods
Portrait of Urban Instrumental Music Teaching”, 239).

It is important to know the power of mentors and
music educators. In regards to the shortage of Latino
music educators, “of all teachers, 83% are White
European Americans while Latinas/os account for
only about 7% of teachers [National Center for
Education Statistics, 2009] (Irizarry and Donaldson,

One of the most important aspects of the research
in the methods was the perspective of the preservice Latino music education students, because it
provided direct source insight to the issues
addressed in the questions and went deeper into the
topics. The students were given pseudonyms and the

Methods
A qualitative instrumental case study with criticalcase sampling was used to “…yield the most
information and have the greatest impact on the
development of knowledge” (Patton, 236). The
instrumental case study was done on six pre-service
music education Latino students at a southwestern
university (name not revealed to protect student
identities). The recruitment and selections of “preservice Latino music educators” were very specific
and I utilized data from students the same institution
that fit the profile requirements to conduct this
study. This qualitative case study consisted of
interviews that I conducted, asking the subjects
series of questions that were personal, demographic,
and research related.
The questions presented to the interviewees were:
1. What influence do music educator(s) have in
your decision to become a music educator?
2. What strategies for the recruitment and retention
of future Latino music educators work best in
the perspective of pre-service Latino music
educators?
3. How can recruitment and retention improve and
what are some strategies that work best for the
Latino community?
4. Why do you think there is a shortage of Latino
music educators?
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school was not named, although it is located in the
southwest region of the United States.
Data Analysis
The data for this research was obtained through
in-person interviews. I recorded the answers of each
student and looked for similar responses and general
themes that demonstrated the perspective of the
subjects. First, I obtained a profile of the pre-service
Latino music educators involved in the study. The age
average was 23 years old, with the youngest one
being 19 and the oldest 25. Five out six of
respondents had a strong Latino cultural identity and
one had a weak Latino cultural identity. Latino
cultural identity has to do with participation in
language, culture, family, and self-perception. The
student with a weak Latino cultural identity barely
spoke Spanish, did not participate in traditional
Latino cultural activities, language abilities, and did
not see himself as a Latino as other respondents. Five
of six were 1st generation and only one was 2nd
generation. Five out of six were fluent in both English
and Spanish, with the latter being fluent only in
English (also had the weakest Latino cultural identity).
Students primarily descend from Mexican parents
(three of six) and equally represented were
Colombian-Americans and a representative from
Cuba and Bolivia. This particular area in the
Southwest has a strong Mexican, Colombian, and
Cuban population that is very large and constitutes a
majority in the school district (one of the largest in
the nation). I interviewed five seniors and one
sophomore. The average GPA among the six was 3.47,
with the high being 3.99 and the low being 3.1. This
represented a very strong showing from the music
education field since it is considered one of the most
difficult degrees at the university due to its overall
rigor both academically and musically. The most
interesting information that has a lot of implications
on the type of Latinos that go into college was that
all the subjects responded to be middle class and
higher. During my research, I had the hypothesis that
I would get a diverse group students in the socioeconomic aspect, but the results did not show that
since all students were middle class rather than a
low-income background. I assumed that there would
be at least two or three subjects with low socioeconomic backgrounds due to 1st generation
immigrants having more obstacles than the average
American, but it was not the case. This tends to show
that a small number of low socio-economic Latinos
enter higher education institutions, specifically into
music education programs.
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In the interview, all the subjects responded to what
led and influenced their path to become a music
educator, and all unanimously responded the main
person was their band director. Although there were
“honorable mentions” such as family members or
college faculty members, the band director was far
the most important person in their lives. The
students constantly observed the actions, behaviors,
and examples of their band directors. Simply put, the
band directors served as models of excellence,
leadership, and mentors. College faculty are also
influential as they provide much needed guidance
during difficult moments in classes. Three out of six
students reported college faculty as a “bridge” to
success that keeps pushing student to do their best
and provide the guidance at the higher education
level to succeed. Before I asked questions regarding
their perspective on what could be done better to
recruit and retain future Latino music educators, I
asked the subjects if they were aware of a shortage of
Latino music educators. Four out of six were not
aware that there was a shortage of Latino music
educators. In addition, Four out of six believed the
music education field was diverse, and all agreed that
the performance (professional ensembles) field was
diverse. It was important to ask this prior to the
other questions to avoid swaying their answers. These
pre-service music educators all have future goals to
enroll in graduate school with four out of six
planning on doing their Master’s degree and two of
them planning on doing their Doctorates. When I
received their answers, one of the students stated
that he wanted to go forward as much as he could to
“…give Latinos a good reputation and name” to fight
against stereotypes and also because of the current
negativity towards Latinos in our current political
landscape by certain candidates, who many of the
students interviewed believe are giving Latinos a bad
image and reputation through hateful and divisive
statements.
The two questions that make up the majority of this
research:
1. Why do you believe there is a shortage of Latino
music educators?
2. What strategies for the recruitment and retention
of future Latino music educators work best in the
perspective of pre-service Latino music
educators?
I analyzed the data gleaned from the pre-service
Latino music education students. They provided a
variety and diverse responses. I grouped the common
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perspectives to provide a portrait that would best
describe the shortages and strategies through a
summary and showcasing several perspectives that
were terrific.
Results
The results indicate the most important and
influential person for a pre-service Latino music
education students on the path to becoming music
educators is their music director at their local school.
All the interviewed students mentioned their band
directors as the greatest influence due to their
outstanding character, professionalism,
responsiveness, and care they showed through their
secondary school careers. Four out of six students
mentioned their college faculty also as a positive
influence, as they helped navigate these students
through a tough music education degree, providing
much needed assistance and encouragement
through difficult moments such as barrier juries, final
exams, and recitals. A surprising and unexpected
result was that all students interviewed came from a
middle to upper income status.
It is important to note this as there is a need to
research Latino students with low SES and recently
arrived immigrants. The perspective of students
regarding why there is a shortage of Latino music
education students is mainly the belief that there is
not enough money or incentive in a music education
career. Three out of six students cited that teachers
do not “make enough money” and decide not to
follow a career that is frequently criticized by
politicians, commentators, and media. Also cited is
the lack of scholarship opportunities in music
education (music in general as well), and the process
of becoming a teacher too long and difficult. Three of
six students noted that music education programs
were too long (five year minimum) in nearly all
programs in the United States, and that there is a
need to “seriously reform an antiquated educational
plan with irrelevant curriculum that does not fit our
current times” (Mario Gutierrez, student). They saw
their music education programs as a roadblock and
only as a resource, but not something that was the
most important on their path to becoming
educators.

ensembles such as Mariachi, Latin Jazz, Salsa,
Bachata, and other genres familiar with the Latino
culture would stimulate higher parental interests and
participation, and thus, create support in booster and
attendance. Not only does it provide an opportunity
to interact with the Latino community, but it also
gives them a sense of belonging, acceptance, and
appreciation of their culture.
Community outreach is the second perspective that
students agreed was of heavy importance. The
students saw teachers constantly struggling with
parent communication (directly through phone,
e-mail, and letters). If they had communicated
properly, it would have worked for the teacher’s
advantage because according to the students, Latinos
have strong community ties and would had
volunteered for booster and support programs.
Having “Parent Nights” and “Latino Parent Night” were
ideas that were thought to increase recruitment and
retention as a means to educating parents and seeing
the value of a music education in the lives of these
students.
The third and last student perspective on improving
recruitment and retention of Latino music education
students is providing leadership roles and assistant
tasks for students. These are necessary components
that help motivate students by allowing them to
participate in the program somewhat of an authority
role, by shadowing their instructors and conducting
sectionals and rehearsals. It gives students a view
into the things band directors do on a daily basis and
gives students a deep and profound appreciation for
the career and music.
The statistic that interested me the most that has
deep implications on the type of Latino student that
enters higher education is the socio-economic status,
since all respondents in this study reported to be
middle class. Perhaps, although there is a shortage of
Latino music educators, within the Latino population
there is a small representation of low SES Latino
students, and shows higher SES Latinos who have a
better economic standing, legal status, and parents
that are well educated and involved in their students’
education, enter the music education profession.

The strategies offered by pre-service Latino music
educators to recruit and retain future Latino music
educators are 1. Offering a variety of diverse music
ensembles; 2. Community outreach, student
responsibility and leadership tasks; 3. Diverse music
University of Nevada, Las Vegas
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Conclusion
The purpose of this research is to address the critical
shortage of Latino educators and provide music
teachers, educators, and administrators the tools
necessary to succeed in the recruitment and
diversification of its student music population, while
forming potential music educators. The pre-service
music education students where influenced and
encouraged by their music instructors to pursue
music and music education and to this day are in
route to graduate and become educators in their
local district. Latinos are an underserved and
underrepresented population in the music education
field (and education in general) and also one of the
fastest growing populations under the age of 18 in
the United States. Their perspective on what
strategies are most effective to recruit and retain
future Latino educators are necessary to be followed
by instructors and administrators for success.
Providing diverse ensembles and community
outreach are essential for success and administrators
should provide funding to have the music director
able to handle those ensembles or delegating to a
paraprofessional. Providing tasks and leadership roles
such as sectionals are also essential for students as
they provide a view of what the music instructor
does, providing influence, inspiration, respect, and
admiration for the career.

Further Study
As the Latino population in the United States
continues to grow, it is important to have more
research that will provide solutions and understand
the interaction of Latino culture with education. The
low college graduation rates and entrance into the
education field for Latinos should be of concern to
not only educators and administrators, but also
legislators and policy makers, as failure to address
this issue will certainly have future repercussions to
the American population with continued low
numbers of educators and diverse candidates. The
students who I conducted my interviews where all
Latino, middle class students, and during the study I
realized there were no lower socio-economic Latinos
in the study. It brought to my attention a few things
that should also be furthered research and answered:
1. Is higher education only accessible to middle and
upper income Latino students?
2. Are government and state agencies doing enough
to increase the numbers?
Further research that should be conducted on Latino
students with low SES, as well as recently arrived
immigrants, and ELL students in the United States to
provide a more detail and expansive view of the
Latino community’s involvement in music.

The pre-service Latino music education perspective
on the shortage of Latino music educators heads into
two main themes; not enough money and incentive
to become a teacher, and the process too long and
expensive. It is a known fact that teacher salaries are
low, and that combined with the tremendous
amount of work music teachers have to perform, it
lessens the incentive to become a music teacher. The
process to become an educator is too long and filled
with a lot of bureaucracy. University-level Music
Education programs are designed to take five years to
complete, and often students take upward of seven
years. Few scholarship opportunities and expiration
of financial aid, make music education a career that is
too difficult to pursue, unless with strong financial
backing. This leads to a lack of motivation to pursue
and head to a different field.
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DECODING THE
NEURAL CIRCUITRY
OF REWARD BEHAVIOR
By Ernesto H. Bedoy

Abstract
The actions we take can either have positive or
negative consequences. Understanding the factors
that guide our behavior may pave the way for the
discovery of therapeutic solutions that can help
prevent or minimize undesirable behavior. Although
the exact neural pathways involved are not
transparent, it is understood that our behavior is
driven by the outcomes our actions generate. As a
result, rewards must be experienced first in order for
us to anticipate a reward following a certain action. If
a series of interspersed rewards and no-rewards are
experienced, the brain will weigh out the sum of
each and make a prediction based on the option
with the greater likelihood based upon these past
experiences. In this study we constructed a
computational model to simulate reward activity in
the anterior cingulate cortex (ACC). We hypothesized
that the model would be able to differentiate
between reward stimuli and no-reward stimuli and
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subsequently anticipate the likelihood of reward and
no-reward states on ensuing trials. To test this
hypothesis, we ran a simulation with 31 trials, each
separated by 1 second. The first trial served as the
control. The ensuing trials consisted of random
reward or no-reward stimuli that were separated by
a prompt for anticipation. During this anticipation
period the action potentials of the ACC neurons were
compared. We found that the computational model
was able to accurately discriminate between reward
and no-reward stimuli and anticipate the likelihood
of these two outcome-states by examining and
comparing action potential peak amplitudes and
timing. Future studies that obtain data from more
trials will likely verify that these findings are
statistically significant. If this computational model
can accurately reproduce laboratory data with
statistical significance, the cellular components of the
model could be investigated in detail in attempt to
understand the specific neural mechanisms involved
in reward behavior.
Introduction
Behavior is a response to internal stimuli that derive
from physiological needs such as hunger and sex,
and external stimuli that derive from sensory
feedback from the environment (Verschure et. al,
2014). During the decision-making process, the brain
evaluates the motivational content of the internal
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and external stimuli it receives (Padoa-Schioppa, 2011).
This suggests that the brain may operate by assigning
values to motivational content and making decisions
by weighing the values against each other (PadoaSchioppa, 2011). High arousal stimuli are associated
with high weight values and low arousal stimuli are
associated with low weight values (Steinmetz &
Kensinger, 2009).
It is possible for these values to change such that low
arousal stimulus can transform a high arousal
stimulus. This is demonstrated in classical
conditioning, where a neutral stimulus, like a bell, can
transform into a potent stimulus that generates a
response typically elicited by food, by repeatedly
pairing the neutral stimulus with the potent stimulus.
At the neuronal level, a phenomenon known as longterm potentiation (LTP) has been observed and may
explain the transformation of a low arousal stimulus
into a high arousal stimulus. Long-term potentiation
occurs when the synapse between a presynaptic axon
and a postsynaptic dendrite are strengthened. While
there are many different mechanisms which can lead
to LTP, the most thoroughly characterized is NMDAmediated LTP. Briefly, when a presynaptic glutamatergic
neuron fires, it releases a neurotransmitter called
glutamate from its axon. Glutamate binds to the
AMPA and NMDA receptors on the dendrite of a
postsynaptic neuron. The glutamate binding changes
the conformation of the AMPA receptor to allow
sodium ions to enter the postsynaptic dendrite and
create a slight depolarization of the cell. Although
binding of glutamate changes the conformation of
NMDA receptors, magnesium ions block its pores so
that other ions have difficulty entering. This results in
the prolonged presence of low levels of calcium ions
in the dendrite, which activate phosphatases to
induce long-term depression (LTD) during which
synapses are weakened (Lisman, 1989, Malenka et. al,
1989, Malinow et. al, 1989, Silva et. al, 1992, Mulkey et,
al, 1994 & Yang et. al, 1999). If the stimulus from the
presynaptic neuron has a sufficient strength or
frequency, adequate sodium ions would enter the
AMPA channel to create a depolarization large enough
to evacuate the magnesium ions from the NMDA
receptors. When this occurs, both sodium and
calcium ions freely enter the postsynaptic neuron
through the NMDA channels. This results in the
ephemeral presence of high levels of calcium ions in
the dendrite, which activate kinases that induce LTP
(Lisman, 1989, Malenka et. al, 1989, Malinow et. al,
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1989, Silva et. al, 1992, Mulkey et, al, 1994 & Yang et. al,
1999). Kinases phosphorylate AMPA receptors, which
increase their conductance to sodium ions. Kinases
also help upregulate AMPA receptors to the cell
membrane, making more receptors available to
depolarize the dendrite. Calcium ions also facilitate
the release of more glutamate from the presynaptic
axon by releasing nitric oxide from the postsynaptic
dendrite. The combination of these effects contributes
to the strengthening of the synapse, which can
enhance the potency of a stimulus, transforming a
low arousal stimulus to a high arousal stimulus.
LTP can be triggered in an associative or cooperative
manner. Associativity occurs when low arousal stimuli
and high arousal stimuli are coactive on the same
dendrite (Levy & Steward, 1979, Barrionuevo & Brown,
1983). In this case, timing is essential for LTP. The
stimuli can occur at the same time or the low arousal
stimuli can occur up to 20 milliseconds (ms) before
the high arousal stimuli in order to effectively induce
LTP (Bi & Poo, 2001). If the order were reversed then
LTD would be induced (Bi & Poo, 2001). Cooperativity
occurs when tetanic stimulation or a “burst” drives a
current beyond the intensity threshold for a cell to
fire an action potential (Levy & Steward, 1979,
Barrionuevo & Brown, 1983). In this case, LTP is
frequency-dependent. Low frequency activity between
1-3 hertz (Hz) produces LTD, whereas high frequency
activity between 30-100 Hz produces LTP (Katsuki et.
al, 1997).
To further substantiate the importance of timing, the
role of neural backpropagation was found to
influence LTP (Magee & Johnston, 1997). Normal
propagation occurs when the action potential creates
a voltage spike in its axon. Backpropagation occurs
when the action potential creates a voltage spike in its
dendrite where the input current originated. If
backpropagation occurs immediately after the
subthreshold of an excitatory postsynaptic potential
(EPSP) is reached, a much larger amount of calcium
ions enter the dendrite and induce LTP (Magee &
Johnston, 1997). This also has implications on
cooperativity because LTP is induced when there is
repetitive pairing of postsynaptic spikes 10ms after
EPSP (Markram et. al, 1997). This can be evoked by
tetanic stimulation because a postsynaptic action
potential can generate backpropagation 10ms after
the current from a subsequent presynaptic axon
elicits EPSP in the postsynaptic dendrite.
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Since LTP can be generated by pairing two unrelated
stimuli, rewards can be used to train behavior
through association. However, investigating reward
behavior in the laboratory has its limitations
because the situation is restricted by fixed
parameters that cannot be manipulated. A
computational model offers more flexibility for
researchers to scrutinize the neural circuits
involved. A computational model is a mathematical
representation of a biological system that can run
computer simulations based on the data entered.
For a simulation on reward acquisition and reward
expectation, the inputs would represent external
stimuli and the outputs would represent the cell
behavior in response to these inputs. The outputs
can be conveyed as voltage recordings of the action
potentials generated by the somas of the neurons.
The behavior would be determined by the network
arrangement and the neuronal properties, such as
its geometric and biophysical features. Since a
reliable computational model represents an
accurate depiction of the biological system in
question, the network arrangement and neuronal
properties must be identical in order for the
outputs of both systems to be in accord. These
features are based on the preset biological
conditions of the neurons involved. As a result,
understanding the anatomy and functions of the
reward centers of the brain is a vital prerequisite to
programming this model.
Neural reward centers have been a subject of
interest ever since B.F. Skinner demonstrated that
animal behavior is motivated by rewards (Skinner,
1957), and in the decades since researchers have
attempted to unravel the exact neural pathways
involved. With the use of functional magnetic
resonance imaging (fMRI), reward behavior has
been shown to elicit activity in the orbitofrontal
cortex (OFC), amygdala, ventral striatum/nucleus
accumbens (NAcc), medial prefrontal cortex and
anterior cingulate cortex (ACC) (Hamptom &
O’Doherty, 2006 & McClure et al., 2004). The OFC,
amygdala and NAcc are generally involved in
sensing, valuing and predicting rewards, whereas
the ACC and medial prefrontal cortex are generally
involved in action selection (McClure et al., 2004).
To elaborate, the OFC receives sensory input, stores
positive values associated with rewards, and assigns
weights to different stimuli (McClure et al., 2004).
These weights are associated with the amplitude of

action potentials in the OFC (McClure et al., 2004).
The amygdala stores negative values associated with
noxious stimuli and is responsible for conditioning
responses to fear so that the organism can learn to
avoid aversive stimuli (McClure et al., 2004). The
OFC and amygdala send their signals to the NAcc
so that it can weigh the positive and negative values
against each other and make predictions that will
determine the organism’s behavioral response
(McClure et al., 2004). It is suggested that the NAcc
also signals errors in the prediction of rewards,
which in turn modifies the weights of reward
values in the OFC to be reevaluated for future
predictions (McClure et al., 2004).
The ACC is involved in the anticipation of rewards
and the anticipation of the effort required to obtain
rewards (Noonan et al., 2011). Anticipation occurs
after a reward has been received in the past and a
cue associated with the reward is detected. That cue
activates the anticipation necessary to guide the
correct behavioral response to obtain the reward
(Noonan et al., 2011). The ACC is also able
differentiate between the expectation of a reward
and no-reward by exhibiting a higher average firing
rate when anticipating no-rewards (Caracheo et al.,
2013). The increased activity may indicate hesitation
or uncertainty due to receiving inconsistent rewards
in the recent past (Caracheo et al., 2013). If the
effort to receive a reward outweighs the possibility
of there being a reward, then the organism may
prefer to conserve energy and not respond to a cue.
On the other hand, an adaptive response to
receiving consistent rewards is to prompt behavior
similar to when the reward was received to increase
the probability of receiving that reward again.
Reinforcements increase the likelihood of specific
behavior to reoccur by strengthening the
relationship between that behavior and a reward.
When a stimulus is received, a memory trace
persists after the stimulus is gone and it gradually
decays after a behavioral response is made (Wynne
& Udell, 2013 & Goldman, 2009). That memory
trace could represent a reward or no-reward state
that is used to make a prediction. Memory traces
can be measured in different timescales depending
on the consistency of the reward history. For
example, longer timescales are appropriate when
rewards are consistent to capitalize on the stable
environment and shorter timescales are appropriate
when rewards are not consistent to track fast
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changes in an unpredictable environment
(Bernacchia et al., 2011). In addition, the time
constants for the memory traces vary for each trial,
suggesting that animals may be attempting to
increase its payoff by exploring different behavioral
strategies (Bernacchia et al., 2011).
The persistence of memory traces may occur
without having a feedback mechanism in the neural
circuit (Goldman, 2009). Instead, a feedforward
mechanism may be involved in transmitting
unidirectional activity through transient activated
network states (Goldman, 2009).
In a feedforward mechanism, an input neuron may
synapse directly with an output neuron or it may
project through several interneurons before
reaching the output neuron (Goldman, 2009). To
apply a feedforward mechanism to biological
system with recurrent connectivity, each
interneuron would represent a population of
neurons that drives the next set of interneurons
(Goldman, 2009). Having a feedforward mechanism
would allow the neural circuit to be in a state of
readiness that anticipates change in the
environment and attempts to maintain equilibrium
within the system before the change has occurred.
In this study, we created a computational model
with a feedforward mechanism to represent a
neural circuit in the ACC during reward, no-reward
and anticipation states. The model began in an
inactive state and was activated by external inputs.
There were three sources of external inputs utilized
in this model; a reward stimulus, a no-reward
stimulus and a prompt for a prediction. The inputs
were modeled after a nose poke study in which
rats were given a visual cue with a light over a port
to incite the rat to stick its nose into the port
(Warren et. al, 2014). After 1000ms, the light would
turn off and the port would release a feedback
scent for 1500ms (Warren et. al, 2014). A reward
scent was associated with the delivery of a reward
and a no-reward scent was associated with the
delivery of no reward (Warren et. al, 2014). These
feedback scents were represented by the reward
and no-reward stimuli in the computational model.
A reward stimulus strengthened the reward
memory trace while weakening the no-reward
memory trace. A no-reward stimulus strengthened
the no-reward memory trace while weakening the
reward memory trace. After each reward or
no-reward trial, the rat received visual cues
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prompting the rat to make predictions which
allowed it to decide whether to approach the nose
port or not. The anticipated outcome was based on
the consistency of reward and no-reward stimuli in
its history. For example, consecutive reward trials
resulted in reward anticipation and consecutive
no-reward trials resulted in no-reward anticipation.
We hypothesized that a computational model of a
reward circuit in the brain can differentiate between
reward stimuli and no-reward stimuli and
subsequently predict the likelihood of reward and
no-reward states of ensuing trials. If this
computational model accurately simulates
laboratory data involving a biological system, it can
be used as a tool to probe for data that may help
decode the elusive neural mechanisms involved in
reward behavior.
Methods
The Neuron software, developed by professors at
Yale and Duke Universities, was used to program a
computational model consisting of 8 neurons to
represent a neural circuit in the anterior cingulate
cortex (ACC). The geometric parameters for ACC
pyramidal neurons were acquired from
NeuroMorpho.org (ID: NMO_01043). The
parameters were as follows: soma diameter = 19.8
microns; soma length = 62.216 microns; soma axial
resistivity = 0.006493506 ohm-cm; dendrite/axon
diameter = 1.58 microns; dendrite/axon length =
1288.88 microns; dendrite/axon axial resistivity =
1.2020408163 ohm-cm. A postsynaptic dendrite in
this model received electrochemical signals from a
presynaptic axon. The dendrite then depolarized the
soma. When the soma reached a voltage threshold
of -50 millivolts, the soma emitted an action
potential which signaled its axon to send an
electrochemical signal to the dendrite that it
synapsed with. The 8 neurons in this model were
identified as reward (R), no-reward (NR), behavior
(B), predictor (P), ACC(+)1, ACC(+)2, ACC (-)1 and
ACC(-) 2 (Figure 1).
The circuit received 3 different input signals: 1) a
reward stimulus, which simulated a feedback scent
that was 100% predictive of the delivery of a reward
like a food pellet; 2) a no-reward stimulus, which
simulated a feedback scent that was 100% predictive
of the delivery of nothing; 3) a prompt for a
prediction, which simulated a rat seeing a visual
cue, like a light, indicating that a reward might be
available at the nose port. It was at this moment
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that the rat would make a decision of whether or
not to approach the nose port, based on the
probability of expecting a reward. The input signals
in this simulation were delivered via electrode
currents and they depolarized the somas of R, NR
and P, which fired in 50Hz bursts for 200ms.
The neural pathway follows the arrows in Figure 1.
The reward input signal depolarizes R, which sends
an EPSP to ACC(+)1 . Once activated, ACC(+)1 sends
EPSPs to P and ACC(+)2 simultaneously. The
activated P then loops back and sends an EPSP to
ACC(+)1. The axons for R and P synapse at the same
point on the ACC(+) dendrite. As a result, each time
R sends sufficient EPSP to depolarize ACC(+), the
synapse is strengthened. When P is activated it also
sends an EPSP to ACC(-)1 but when ACC(+)2 is
activated by ACC(+)1, ACC(+)2 sends an inhibitory
postsynaptic potential (IPSP) to ACC(-)1 so that it
remains inactive during reward trials and does not
develop LTP.
The no-reward input signal depolarizes NR, which
sends an EPSP to ACC(-)1. Once activated, ACC(-)1
sends EPSPs to P and ACC(-)2 simultaneously. The
activated P then loops back and sends an EPSP to
ACC(-)1. The axons for NR and P synapse at the
same point on the ACC(-) dendrite. As a result, each
time NR sends sufficient EPSP to depolarize ACC(+),
the synapse is strengthened. When P is activated it
also sends an EPSP to ACC(+)1 but when ACC(-)2 is
activated by ACC(-)1, ACC(-)2 sends an IPSP to
ACC(+)1 so that it remains inactive during
no-reward trials and does not develop LTP.
The behavior prompt input signal depolarizes P,
which sends an EPSP to ACC(+)1 and ACC(-)1
simultaneously. It is at this point that P makes its
prediction. Stronger synapses can be identified by
changes in action potential timing by 4ms (4%) after
minutes of inducing LTP and 13ms (74%) after
inducing LTP for hours (Bakkum et. al, 2008).
Stronger synapses can also be identified by changes
in action potential amplitudes by 0.02mV (87%)
(Bakkum et. al, 2008). Consequently, the predictions
in this model will be measured by comparing the
action potential peak amplitude in millivolts (mV)
and time of peak amplitude in millseconds (ms)
between ACC(+)1 and ACC(-)1.

trial, B was depolarized (behavior trial). Since there
was no activity prior, this trial served as the control
trial to compare against the subsequent behavior
trials serving as the experimental trials. The action
potential amplitude and timing was expected to be
identical for both ACC(+)1 and ACC(-)1 during the
control trial. The ensuing trials consisted of
randomly generated trials of R (reward trial) or NR
(no-reward trial) depolarization, each separated by a
behavior trial. The simulation ended on a behavior
trial. ACC(+/-)1 action potential amplitude peaks and
time of peaks were collected from all the behavior
trials and the relationships were examined.
Results
The Neuron software’s simulation presents a graph
that displays the action potentials recorded from
the somas of each neuron being analyzed. To aid in
differentiating the neurons in this intricate
ensemble, the action potentials were color-coded
for each neuron. R is purple; NR is brown; B is
green; P is orange; ACC(+)1 is blue; ACC(-)1 is red
(Figure 4).
Since B fired in bursts, ACC(+/-)1 fired multiple
times during each trial. The average of all ACC(+/-)1
data for each trial was calculated to represent the
peak amplitude and time for that trial. Then ACC(+)1
data was compared with ACC(-)1 data to ascertain if
the action potential amplitude peaks and times
were predictive of rewards or no-rewards.
First we are going to analyze the peak amplitudes of
action potentials generated during the prediction
period. Figure 2 illustrates ACC(+/-)1 action potential
amplitude peak differences on a column chart. Data
was only collected during behavior trials: during the
control trial (C); after a reward trial (1); after a
no-reward trial (0). To simplify the presentation of
the data, the trial type (C, 1 or 0) will be listed
before its corresponding ACC result. C = same; 1 =
ACC(+)1 higher by 0.17mV; 0 = same; 0 = ACC(-)1
higher by 0.11mV; 0 = ACC(-) higher by 0.15mV; 1 =
ACC(-)1 higher by 0.06mV; 0 = ACC(-)1 higher by
0.08mV; 0 =ACC(-) higher by 0.07mV; 0 = ACC(-)
higher by 0.08mV; 0 = ACC(-)1 higher by 0.10mV; 0 =
ACC(-)1 higher by 0.11mV; 0 = ACC(-)1 higher by
0.13mV; 1= ACC(-)1 higher by 0.11mV; 0 = ACC(-)1
higher by 0.08mV; 0 = ACC(-)1 higher by 0.11mV; 1 =
ACC(-)1 higher by 0.09mV.

The simulation in this study consisted of 31 trials.
Each trial was separated by 1 second. In the first
University of Nevada, Las Vegas
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Now we are going to analyze the timing of action
potentials generated during the prediction period.
Figure 3 illustrates ACC(+/-)1 action potential delays
on a column chart. C = same; 1 = ACC(-)1 delayed
by 0.11ms; 0 = same; 0 = ACC(+) delayed by
0.09ms; 0 = ACC(+)1 delayed by 0.11ms; 1 = ACC(+)1
delayed by 0.02ms; 0 = ACC(+)1 delayed by 0.04ms;
0 = ACC(+)1 delayed by 0.10ms; 0 = ACC(+)1 delayed
by 0.06ms; 0 = ACC(+)1 delayed by 0.06ms; 0 =
ACC(+)1 delayed by 0.04ms; 0 = ACC(+)1 delayed by
0.02ms; 1 = ACC(+)1 delayed by 0.02ms; 0 = ACC(+)1
delayed by 0.02ms; 0 = ACC(+)1 delayed by 0.04ms;
1 = ACC(+)1 delayed by 0.02ms. A comparison of
these values will determine the reliability of the
predictive nature of this model.
Discussion
A few trends were observed when examining
these data. First, when there were an equal
amount of reward and no-reward trials in the
recent history, ACC(+)1 and ACC(-)1 achieved equal
strength in their synapses and P was unable to
make a prediction (see Figure 2 & 3). Conversely,
after consecutive no-reward trials, P demonstrated
a more robust ability to make predictions. In this
simulation, 3 consecutive no-reward trials resulted
in a 0.15mV increase in ACC(-)1 action potential
amplitude and a 0.11ms increase in ACC(+)1 action
potential delay. 6 consecutive no-reward trials
resulted in a 0.07mV increase in ACC(-)1 action
potential amplitude but no change in action
potential delay. The first set of consecutive
no-reward trials had a stronger influence on the
amplitude and timing than the second set, which
is consistent with decades of experimental data of
learning. This may suggest that uncertainty
increases as the amount of reward and no-reward
events increase, even if a prediction was made
after consecutive trials.
After the first reward trial, ACC(+)1 action potential
amplitude increased by 1.1mV (from 36.63mV to
37.77mV), demonstrating a strong confidence in
predicting a reward trial next. After the first
no-reward trial, ACC(-)1 action potential amplitude
increased by 0.45mV (from 37.6mV to 38.05mV).
The ACC(-)1 action potential amplitude only
increased by 40.9% of the amount ACC(+)1
increased by. The certainty of ACC(-)1 was weaker
than the certainty of ACC(+)1 because ACC(+)1’s
weight must be considered while calculating
weight value for ACC(-)1.
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During consecutive trials, each action potential
increased less in amplitude as it progressed. For
example, during the first consecutive no-reward
trials, ACC(-)1 amplitude increased by 0.88mV (from
37.6mV to 38.48mV). The amount of amplitude
increase continued to decline during the second
consecutive no-reward trials, which increased by
0.24mV (from 38.55mV to 38.79mV). By the third
consecutive no-reward trials, the amount of
amplitude only increased by 0.02mV (from
38.79mV to 38.81mV). Despite that, the action
potential amplitudes for both ACC neurons
continued to increase for the entire duration of the
simulation. They both started at 36.63mV and
ACC(+)1 reached 38.72mV while ACC(-)1 reached
38.81mV. There was not one trial that the
amplitude was less than the current amount.
Higher amplitudes may be associated with the
strengthening of synapses. Since the synapses for
both ACC neurons were strengthened, both of
their action potential amplitudes continued to
increase. There were more no-reward trials than
reward trials in the simulation, which may explain
why ACC(-)1 reached a higher amplitude and thus
may have a stronger synaptic connection.
Action potential timing showed different behavior
during consecutive trials. During the first set of
consecutive no-reward trials, the ACC(+)1 delays
increased by 0.11ms (from 0ms to 0.11ms),
demonstrating a strong confidence for predicting a
no-reward trial for the next trial. During the third
set of consecutive no-reward trials, the ACC(+)1
delays only increased by 0.02ms (from 0.02ms to
0.04ms), demonstrating less confidence for
predicting. There was unusual behavior during the
second set of consecutive no-reward trials. First,
the overall ACC(+)1 delay did not change. Second,
the more dynamic individual trials showed that
the delay increased from 0.02ms to 0.04ms to
0.10ms and then decreased to 0.06ms to 0.04ms
and returned back to 0.02ms. Since these were
consecutive no-reward trials, a continued increase
was expected. The decline contradicted the
predictive efficacy of action potential timing. The
reason for the decline cannot be explained at this
time.
Every reward trial made a noticeable impression
on the model’s ability to predict. In Figure 2, a
decline in amplitude difference between the
neurons is observable every time a reward trial
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follows a no-reward trial. Although the model is
still anticipating a no-reward trial, it is possible that
after consecutive reward trials, the difference would
reduce to 0mV and then eventually weigh in favor
of anticipating rewards. To further support this
observation, a decline in ACC(+)1 delay is also
apparent in Figure 3 after every reward trial.
Finally, P did not always predict an R after a reward
trial or an NR after a no-reward trial. The sum of
previous weights was taken into consideration. That
was why after one reward trial and one no-reward
trial, the weights for both ACC neurons were equal.
After several non-consecutive reward trials, ACC(-)1
retained the higher amplitude because there were
more no-reward trials in the recent history. There
was also a relationship between how many
consecutive no-reward trials preceded a reward trial
and the amount of amplitude difference between
the ACC neurons. After a set of 6, 3 and 2
no-reward trials, ACC(-1) amplitude was higher than
ACC(+) by 0.11mV, 0.09mV and 0.06mV, respectively.
This showed that the confidence of making a
prediction increased as the number of consecutive
trials increased. ACC(-)1 peak remained 0.02ms
faster than ACC(+)1 after each non-consecutive
reward trial. Although this would indicate a
prediction for a no-reward trial to be the next trial,
the lack of dynamics was inconsistent with the
amount of consecutive no-reward trials, making
timing a less reliable predictor of behavior. Even
still, this model demonstrated that the summation
of previous weights would establish a memory that
would allow predictions to be made for events that
have the highest probability of reoccurring.

Figure 5). Although both attributes demonstrated
the ability to predict, we obtained more consistent
results from peak amplitude making it a better
predictor than timing.
A limitation from this study was the amount of
trials that were simulated. Future research can
analyze data for more trials to increase the
statistical significance. Furthermore, since a reliable
computational model accurately portrays the
system that it is simulating, the duration of the
intervals between each trial can be increased from 1
second to 10 seconds to make the model more
representative of the experiment it reproduced. If
these issues are addressed, this computational
model can be exploited to investigate more
complex attributes of reward behavior that can
pave the way for the development of therapeutic
solutions for unwanted or destructive behavior.
Figure
Figure 11

Conclusion
This computational model was able to discriminate
reward stimuli from no-reward stimuli. The ACC(+)1
fired during the presence of reward stimuli and
ACC(-)1 fired during the presence of no-reward
stimuli. This model was also able to anticipate the
likelihood of reward and no-reward states. The
likelihood of a state was determined by the sum of
weights accumulated from past trials. The
anticipation was observed in the action potential
amplitude and timing. The ACC neuron with the
stronger amplitude and faster spikes represented an
association with an anticipated event. For example,
if ACC(+)1 has a stronger amplitude and faster spike
than ACC(-)1, then a reward is anticipated because
ACC(+)1 has been associated with rewards (see
University of Nevada, Las Vegas
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Alzheimer’s in
America: Effective
Physical Activity
Methods for Brain
Health Reviewed
By Royale Cannon

Abstract
Aging is inevitable. However, preparing our minds
and bodies early for the potential outcomes that
may occur in our late adulthood health may help
delay mental impairment. Is this possible? Can we
slow the aging process by integrating lifestyle
interactions and activities that we currently take for
granted? This research paper will answer these
questions and more, moving us one step closer to
delaying cognitive decline in late adulthood.
Alzheimer’s disease is one of the top ten causes of
death in America. The goal of this research will be
to identify a positive prevention method, to
educate our communities on this disease, to
empower people to make healthy lifestyle changes
which decrease the chance of developing AD, to
help offset the rising costs of health care and
decrease the number of seniors that are in nursing
homes suffering from degenerative diseases. Also
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this will provide great data to serve as a guide for
caregivers, social workers, psychologists and other
professionals in the geriatric field to implement
into senior services. Experimental research studies
were reviewed for early life physical activity
interventions assessing for later life cognitive
decline. Across all studies low levels of midlife
physical activity were found to be associated with
an increased risk for developing dementia. This
research has determined there is an association
between moderate life time physical activity and
the Alzheimer’s disease and recommends detailed
physical activity assessment and longitudinal
experimental research studies to be done in the
future.
Introduction
The alarming rise in rates of Alzheimer’s disease
indicates that there is an immediate need for a
solution. According to the Centers for Disease
Control and Prevention (2014) Alzheimer’s is
currently the sixth leading cause of death in the
United States. Over 400,000 new cases are
diagnosed each year and these number are only
expected to rise (Centers for Disease Control, [CDC]
2014). One out of nine people are living with the
disease and 84,000 people succumb to this disease
every year in America; currently there is no cure or
direct treatment plan for the disease (Alzheimer’s
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Association, [AA] 2010; National Institute on Aging,
[NIH] 2015). These numbers are very significant;
almost a quarter of the population diagnosed dies
every year. Being that Alzheimer’s is a leading cause
of death, its presence cannot be ignored. The lack of
a cure encourages researchers to seek out protective
interventions in order to decrease the risk of
developing the disease in late life.
The purpose of this study will be to assess the effect
of physical activity in middle adulthood on delaying
the onset of Alzheimer’s disease. This study will
identify trends in ongoing physical lifestyle activities
that reduce the entire population’s chance of
developing the disease in late life. This will
contribute to previous research by focusing on
prevention to reduce risk of cognitive decline and
implementing a suggested intervention for middleaged adults that will decrease the likelihood of
Alzheimer’s being developed and help to delay the
progression.
Other research has been done on physical fitness
and the Alzheimer’s disease; however, there are few
studies that focus on mid-life physical activity
interventions in relation to AD or dementia. Our
research will assess the impact of mid-life physical
activity on AD or dementia development by
reviewing the articles below.
Literature Review
Alzheimer’s disease (AD) is the most common type
of dementia and accounts for 60 to 80 percent of
dementia cases (AA, 2010). As a progressive
neurodegenerative disease it affects most people in
later adulthood (age 65+), with some rare cases of
early onset in the late 40’s (5% of cases). Though the
cause of AD is still being investigated, it is suspected
that nerve cells are damaged by the buildup of
plaques and tangles which disable the cells and
prevent them from functioning properly. The
disabling of the cells disrupts memory, thinking and
behavior patterns. Preservation must begin early in
life before the cells begin to degenerate in order to
retain optimum functioning.
Symptoms of Alzheimer’s patients typically include
memory loss, confusion, difficulty completing tasks,
word recall, attention loss, decreased judgement,
withdrawal of interests and mood change (AA, 2010).
Loss of memory makes it difficult for AD patients to
remember things that just occurred or important life
details. In a hospital setting, they may not remember

how they arrived there or why people have to watch
them. Driving is severely impacted by AD; individuals
may drive around aimlessly or have trouble recalling
their destination. Individuals develop difficulty with
activities of daily living (ADL’s); such as bathing,
cooking, and using the bathroom. Individuals can
become violent or hostile due to confusion brought
on by the cognitive decline if they do not receive the
answer that is expected from you or if someone
tries to help them with anything they believe to be
doing correctly. These symptoms worsen as the
disease progresses through each stage and can
ultimately lead to supervision being needed. Due to
the disturbances in normal brain health providing
care to AD patients can be extremely difficult for
caregivers if they are not prepared to deal with the
effects of the disease.
Progression of the Alzheimer’s disease is grouped
into mild (early-stage), moderate (middle-stage) and
severe (late-stage). In the mild stage, individuals are
still functional; however, failing to recall new
information or forgetting where things are can
interfere with daily life. Once individuals reach the
middle stage, typically the longest period of AD, it
becomes more apparent to others. This is the time
when the symptoms can be noticed and the need
for care increases. The final stage is the most difficult
for individuals and caregivers, as the person begins
to lose all function and conversations become
scattered. At this time, individuals need 24 hour daily
care until the end of life. The changes in individuals
cause stress for families, caregivers also experience
burnout and start to suffer from symptoms similar
to the AD patient. It is important that establish an
effective, lifestyle intervention that can be utilized by
all individuals and which may potentially reduce
stress and risk among the aging population and
their care givers.
Risk factors
Dementia is associated with several risk factors
which include age, gender (female), genetics and
family history, mild cognitive impairment (MCI), high
cholesterol, high blood pressure, smoking, physical
inactivity, poor diet and past head trauma (Mayo
Clinic, [MC] 2015). Body weight is considered a risk
factor. Body Mass Index (BMI) is associated with AD,
overweight or obese people had over 35% increased
risk of developing dementia compared to people
with normal weight ranges (Whitmer, Gunderson,
Barrett-Connor, Quesenberry & Yaffe, 2005). Other
emerging risk factors including diabetes and
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cardiovascular disease are being studied to
determine if there is a significant link to cognitive
impairment
.
Protective factors
Protective factors are preventative maintenance for
our body’s future health status. A healthy diet, a
physically intensive career, challenging leisure
activities and increasing social interactions have
been linked with reducing the risk of developing AD
(MC, 2015). Protective lifestyle factors have been
studied and data suggests physical activity can
influence brain health (Office of Disease Prevention
and Health Promotion, 2015). Other studies have
determined light and moderate physical, social and
mental brain stimulation throughout middle
adulthood is protective against developing
Alzheimer’s.
Relationship between Cognitive
Decline and Alzheimer’s disease
Cognitive decline is a part of the normal aging
process. As we age, cognitive brain functions
gradually break down. Changes are seen in across
the entire aging population, including difficulty
acquiring new information (memory), language and
conversational skills, and information processing
speed. Mild cognitive impairment is a risk factor for
AD. MCI is categorized as the stage in between
normal aging and more advanced cognitive decline,
such as dementia. Changes in memory or function
become noticeable at this time; however, they do
not affect ADL’s. Although MCI is not serious, it has
been linked to the development of AD; MCI patients
have a 10-15% higher rate of developing AD with
respect to their normal aging peers who develop AD
at a rate of 1-2% (Peterson, 2001). Dementia is a term
used for many forms of mental decline that
interfere with ADL’s. Alzheimer’s disease is the most
common form of dementia and is characterized by
rapid degeneration and loss of brain function.
Physical Activity, Physical Fitness,
Physical Exercise and Alzheimer’s
disease
Physical activity is a lifestyle choice that can
contribute to prolonging our longevity and
protecting against cognitive impairment. Physical
activity (PA) is simply engaging oneself in an activity
which involves movement of the body. Physical
Exercise (PE) is a type of physical activity involving a
high amount of energy being exerted from the body
in return for a healthier physical fitness. Physical
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fitness (PF) is viewed by society as a guide to
determine how active a person is, regular exercise
typically leads to being physically fit. The risk of
mortality and morbidity associated with AD within
the population decrease when PE is included into
normal lifestyle habits (Fried, 1998). American
College of Sports Medicine (2015) recommends that
adults develop a consistent exercise program that
consists of multiple moderate to vigorous intensity
exercise activities in order to remain healthy.
The Purpose of this review will be to identify an
association between physical activity interventions
executed in middle adulthood and a reduced risk of
AD development in late adulthood. The results
would then be used to develop a plan of action for
further AD developmental research.
Methods
A systematic review study design was used to
evaluate previous study data which met the
inclusion criteria. The process included searching
studies that included the terms Alzheimer’s disease,
dementia, cognitive decline, physical activity, exercise,
middle adulthood, and late adulthood. A variety of
scholarly studies were selected from three
databases, Web of Science, PubMed and PsychINFO,
as well as websites and reference lists with a direct
relation to physical activity participation and some
form of cognitive decline. Prospective cohort and
case control studies were included that measured
physical activity as an independent variable and
cognitive function as an outcome. The data extracted
from the articles included both odds and risk ratios
among the outcome variables. Studies were included
that examined physical activity at a baseline of midlife (ages 40-60), and late life cognitive impairment.
Studies examining cognitive or mental activities,
dietary interventions, or interventions other than
physical activity were excluded. Physical activity
performed throughout life was evaluated on
moderation/frequency and intensity, and the impact
it has on cognitive decline.
Keywords: Alzheimer’s disease (AD), Cognitive
decline (CD), Physical activity (PA), Dementia, Physical
Exercise (PE)
Statistical analysis
Data was collected using inclusion criteria from
longitudinal cohort studies and statistically analyzed
in alignment with PRISMA review standards. Our
original search yielded a total of 24 articles, four of
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these articles met the inclusion criteria and were
included in the data analysis. The other 20 articles
that did not meet the criteria were excluded; due to
not measuring cognitive function, not studying the
target mid-age population, and no clear definition as
to how physical activity was measured. Data was
categorized and listed (Table 1) in order to organize
the data from all studies included. These categories
will include physical activity factors that are being
evaluated age, activity type, intensity of activity,
frequency, and outcome measured. This data will be
analyzed in a statistical meta-analysis and will only
include the outcomes that include AD/Dementia and
cognitive impairment due to dementia related
symptoms.
Results
Four articles met the inclusion criteria for this
systematic review. These articles investigated mid-life
physical activity self-reported in early life through
questionnaires and compared them to dementia
diagnoses in late life. All studies utilized similar
methods for assessing physical activity frequency
and exercise intensity, and cognitive decline with the
Mini Mental Status Exam (MMSE) or similar test
battery and clinical assessment.
This research complements findings from another
review, Blondell et al (2014) assessed the relationship
between cognitive decline, dementia, and physical
activity using a systematic review method and metaanalysis similar to this study; data was collected
from several studies with healthy, randomly sampled
subjects over 40 years old. After the data was
analyzed for a total of 47 cohorts, they found that
people with higher levels of physical activity had a
reduced risk of cognitive decline (risk ratio [RR] 0.65,
95% CI 0.55-0.76) and dementia (RR 0.86, 95% CI 0.760.97) compared to the low physical activity group.
Kulmala et al (2014) collected data from the
Cardiovascular Risk Factors, Aging and Incidence of
Dementia (CAIDE) study, and conducted a population
based cohort study which investigated perceived
physical fitness at mid-life, changes of physical
fitness throughout life, and the risk of dementia
diagnosis in late life. Physical activity in mid-life was
assessed at the baseline examination in a cohort
(N=1511) with a mean age of 50.6, at the second
exam mean age of 71.3 and at the last exam with a
mean age of 78.8. A survey was used to determine
current perceived physical fitness; PF was
categorized as good, satisfactory or poor, and leisure

time physical activity (LTPA) defined as 20-30
minutes of PA that causes breathlessness and
sweating classified by groups of active, moderate
and inactive. Dementia was not assessed until the
second and third re-examination (critical period).
The MMSE was administered as a screening for CI; a
clinician and diagnostic phase determined the
diagnosis for dementia. Adjustments were made for
age, gender, education, apolipoprotein e4 allele
(APOE-4), BMI, etc. Results indicated that the inactive
mid-life PA group had a higher risk of dementia
diagnosis (hazard ratio [HR] 2.20; 95% CI, 1.10-4.40)
compared to the active PA group. Significant
associations of dementia risk were also found in
APOE-4 non-carriers, men and individuals with
previous chronic conditions.
Tolppanen et al (2015) also utilized CAIDE study to
determine if there is an association between mid to
late life LTPA and dementia risk using the same
cohort group and methodology from the previous
study by Kulmala et al (2014) . This refined study
controlled for BMI, gender, and APOE-4 with a
follow up of 28 years. Results found an association
in participants that were older, had a higher BMI,
lower education levels, females, smokers and loss of
significant other, and the likelihood of developing
dementia. Lower mid-life LTPA (HR 1.40; 95% CI, 1.011.95) and moderate mid-life LTPA (HR 1.46; 95% CI,
1.08-1.99) individuals had a higher risk of developing
dementia and AD than the higher mid-life LTPA
group. Outcomes of dementia and AD were
assessed finding no major differences in terms of
the effects of LTPA.
Virta et al (2013) followed 2,165 subjects from the
Finnish twin cohort with a mean age of 51.7 at
baseline and 74.3 at the time of follow up interview.
Cognitive function was assessed using the TELE a
screening tool similar to the MMSE, which
determines if subjects are healthy, or have mild,
moderate to severe CI. Mid–life physical activity
levels of 30 minutes + at least six times a month of
at least vigorous walking were used as a reference
point (conditioners), no LTPA levels reported were
grouped as sedentary, and all others were
considered occasional exercisers. BMI was also
assessed and categorized into healthy (BMI < 25 kg/
m2), overweight (BMI 25-30 kg/m2) or obese (BMI
30+ kg/m2). After controlling for age, sex, education
and follow up, Low levels of LTPA (RR 2.52; 95% CI,
1.10-5.76) and obesity in mid-life (RR 2.2; 95% CI,
1.47-3.98) significantly increased the risk of cognitive
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impairment in late life. An increase in weight in midlife was also associated with higher dementia risk,
and APOE-4 carriers seemed to be slightly more
obese than non-carriers, suggesting that the APOE
genotype may be responsible for weight gain and
the increased risk for dementia.
Tripathi et al (2012) conducted a hospital based, case
control study was in India to determine the risk
factors for dementia in a population that has a low
risk ratio for dementia diagnosis. Although India has
a low overall risk it can be correlated with risk
factors found in western countries to determine if
there is a significant risk involved with physical
activity even on a smaller risk scale. MMSE was used
to assess cognition as well as the standardized
AIIMS neuropsychological battery administered by a
neurologist. A questionnaire and interview were
given to determine risk factors that subjects had
been exposed to. Exercise was determined to be
protective if it consisted of more than 30 minutes of
physical activity including brisk walking four times a
week for at least ten years. Cases included dementia
subjects attending the Cognitive Disorders Clinic
(N=150), and controls included outpatient age and
gender matched relatives of other patients (N=150).
Ages of all subjects ranged from 44-85. Lack of
exercise was a risk factor for dementia (odds ratio
[OR] 2.85; 95% CI, 1.34-5.84) and BMI was
significantly higher in dementia patients.
Our analysis of the four articles (Table 2) showed an
increased risk for cognitive decline with low physical
activity levels [RR 2.24; 95% CI, (1.16-2.86)] (Graph 1)
and a decreased risk in cognitive decline with
moderate physical activity levels [RR 1.56; 95% CI,
(1.23-1.94)] (Graph 2). Among all included studies
there was a link to low levels of LTPA and cognitive
decline, however, the moderate groups results
varied.
Discussion
The findings from these research studies validate
the protective effects of physical activity in middle
adulthood on cognitive decline in late adulthood. All
four studies found that moderate or high levels of
PA resulted in a reduced risk for dementia and CD.
In order to understand how we can incorporate this
data into daily life we must first dissect LTPA and
determine which activities, if any, are more
protective than others.
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The CAIDE study data used by most researchers and
includes participants obtained from two previous
Finnish studies (the North Karelia Project and
FINMONICA studies). The CAIDE study aims to
explore how social, lifestyle and cardiovascular risk
factors relate to cognition, dementia and structural
changes in the brain from this data researchers
developed the CAIDE Dementia Risk Score which
predicts the chance of a middle aged adult
developing dementia in twenty years (Aging
Research Center, ARC, 2015).
Many studies such as the CAIDE are great tools to
use for obtaining longitudinal data but are not
detailed enough to provide in depth data as to what
physical activities or exercise can result in a
decreased risk of AD development. PA is not
assessed in detail during midlife more information
regarding types of physical activity is needed for
valid conclusion to be made. Questionnaires used
were not detailed enough to provide a link to
specific activities that may be more protective than
others. A universal protocol needs to be established
for PA studies as well as dementia/AD diagnoses.
More research is needed to determine the types of
LTPA that most directly contributes to the protection
of brain cells.
Universally defining physical activity proves to be a
challenge and other studies examine exercise,
physical activity and physical fitness without a clear
meaning as to what is being measured. BMI is used
to calculate how fit a person is at the baseline of
studies that were evaluated. Although BMI is useful
to determine if someone is overweight or not it is
not a sole predictor of PF. Other studies also used
questionnaires to retrospectively gather data on
mid-life physical activity, thus limiting the data to the
individuals perceived amount of physical activity
and not actual.
Although altogether most studies have found a
negative correlation between physical activity and
dementia, some have found alternate findings.
Wilson et al (2002), found physical activity to not be
protective for Alzheimer’s disease in research done
on a smaller cohort of old age subjects. A study on
postmenopausal women by Tierney et al,
investigated how physical fitness over a lifetime can
affect cognitive decline. The study focused on
women since they are at a higher risk for developing
Alzheimer’s disease than men. Women that
participated in moderate level, long term physical
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activity displayed better cognitive function on
neuropsychological measures than the women who
were involved in highly strenuous or no physical
activity (Tierney, Morra, Manson, Blake & Moineddin,
2010). These studies are not representative of the
whole population focusing on a small sample size of
older adults in one and only one gender in the
other, if they could be replicated on a larger scale
their findings may correlate with other research
findings.
The lack of long term studies on the mid-life target
population posed a challenge to this review. A new
population based cohort needs to be established
that includes more detailed PA assessments as well
as a tool that measures cardiorespiratory fitness at
baseline. Due to lack of data in interest area some
late life studies were assessed to determine the
efficacy of physical activity on cognitive decline at all
ages. Cognition was not assessed at base for many
studies, since prevalence was determined to be low.
Going forward this should be assessed at baseline in
order to accurately measure changes to cognition
that occur throughout adult and may potentially
follow to late adult hood. The MMSE was used to
screen for cognitive decline in most studies,
however, cognitive function was assessed differently
among all studies making it difficult to determine
how affective the intervention was among the
outcome of all studies.

Conclusion
According to our data it has been shown that
physical activity done early and consistently
throughout life can be conducive for reducing the
chance of developing Alzheimer’s disease, dementia
and other related cognitive impairment. Participating
in vigorous level physical activity for thirty minutes
or more, three or more times a week can protect
cognitive function. Research in this area needs to be
regulated in order to measure the type of activity,
frequency, intensity and duration of time needed to
be effective in protecting cognitive function. Also
standardizing cognitive tests inventories, like the
STROOP or WAIS will make it easier to analyze the
data amongst different studies. Incorporating these
ideas into future population based, longitudinal
studies can help us gather useful data to pinpoint
positive protective factors that will preserve
cognitive function and also help relieve the stress
and burden incurred by families and communities
when dealing with cognitive impairment, ultimately
protecting ourselves.

The lack of research on Alzheimer’s disease
interventions hindered our original goal of focusing
solely on AD and directed us to dementia and
cognitive decline. Lack of experimental research also
made it difficult to compare actual physical activity
levels to self-reported physical activity. Most
research was obtained from outside of US making it
difficult to compare to the United States population.
A new United States based study awaiting review
assessed physical activity and television impact on
cognitive decline. Hoang et al, used subjects from
the Coronary Artery Risk Development in Young
Adults (CARDIA) and found a link between low levels
of physical activity, high levels of television watching
and cognitive impairment (Newswire, 2015). More
longitudinal and experimental trials following a
similar model to Hoang need to be developed in the
United States in order to monitor specific physical
interventions effects on cognitive function.
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Table 1.
Number

First Author

Outcome

Age (Mean)

PA/PE

Base/Follow
up
1

Kulmala, J

Dementia

50.6/71.3/78.8

PA Active, Moderate,
Sedentary/Breathlessness and
Sweating

2

Tolppanen, A

Dementia

50.9/74.9

& AD

PA 20-30 mins per session/Low,
Moderate, High (Breathlessness and
Sweating)

3

Tripathi, M

Dementia

65/75

PE 30+ mins/4x week, 10 years
(Brisk Walking)

4

Virta, J

CI

51.7/74.3

PA 30+ hours/Sedentary,
Occasional, Conditioner (Vigorous
Walking)
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and
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Physical
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Number

First Author

Ratio Low Act.

Ratio Mod Act.

Ratio High Act.

(95% CI)

(95% CI)

(95% CI)

1

Kulmala, J

2.20 (1.10-4.40)

1.30 (0.80-2.20)

1

2

Tolppanen, A

1.40 (1.01-1.95)

1.46 (1.08-1.48)

1

3

Tripathi, M

2.85 (1.34-5.84)

4

Virta, J

2.52 (1.10-5.76)

1.94 (0.92-4.12)

1

2.24 (1.16-2.86)

1.56 (1.23-1.94)

1

Mean

1

Table 2 includes means and standard deviations from the four studies for low, moderate and high activity
levels.
Table 2 includes means and standard deviations from the four studies for low, moderate and high
activity levels.
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QUALITY OF LIFE IN
MALTREATED
CHILDREN AND
ADOLESCENTS WITH
BIPOLAR DISORDER
By Irma De Santiago

Abstract
In the general population, traumatic experiences
and chronic mood disorders decrease quality of life
(QoL). The purpose of this study was to examine
whether trauma and pediatric bipolar disorder
decrease QoL in youth seeking mental health treatment. There were 596 youths, ages 8 to 18, and
caregiver pairs. Of the participating youth, 57% were
male, 70% were African American, and 23% were
White/non-Hispanic. Diagnoses and trauma history
were based on semi-structured interviews of caregivers and youth. The Revised Children Quality-ofLife Questionnaire assessed QoL. Youth who experienced trauma did not significantly differ in overall
QoL compared to youth who did not experience
trauma. However, experiencing multiple traumas
was weakly, negatively correlated with QoL. Youth
with bipolar disorder had significantly lower QoL
than youth without bipolar disorder. Youth with
bipolar disorder had significantly lower Total,
Emotional, Self-esteem, Family, Friend, School, and

Faculty Mentor
Dr. Andrew J. Freeman
Assistant Professor
Department of Psychology
College of Liberal Arts
University of Nevada, Las Vegas

Physical QoL than youth without bipolar disorder.
There was no significant interaction between trauma history and bipolar diagnosis for QoL. Our findings suggest that in an impaired, treatment-seeking
sample, trauma does not lower QoL as it does in
the general population.
Keywords: trauma, maltreatment, bipolar disorder,
QoL, youth
Introduction
This study investigates the effects of (a) trauma on
quality of life (QoL), (b) bipolar disorder on QoL,
and (c) the interaction between trauma and bipolar
disorder on QoL in youth.
Roberts, Ferguson, and Crusto (2013) conducted a
cross-sectional survey to investigate the association
between trauma, QoL, and psychosocial health
(Roberts et al., 2013). Specifically, the researchers
wanted to see if experiencing trauma was associated with a decrease in QoL. In this study, caregivers
rated their child’s overall health and completed
questionnaires assessing their children’s QoL and
traumatic experiences. This study found that being
exposed to at least one form of trauma significantly
lowers the QoL of children. Additionally, children
experiencing various different types of trauma had
their QoL impacted more negatively (Roberts et al.,
2013).
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Freeman et al (2009) examined the QoL of children
and adolescents with bipolar disorder in comparison to unipolar disorder, bipolar disorders, behavior
disorders, and other diagnoses (Freeman et al.,
2009). Among treatment seeking youth, QoL was
measured using parent Revised Children Quality of
Life Questionnaire (KINDL-R). Diagnosis of bipolar
disorder was based on semi-structured interviews.
This study found that youth with pediatric bipolar
disorder and unipolar depression had lower QoL
scores than youth with other disorders commonly
found in a community mental health clinic.
Furthermore, depressive mood symptoms appeared
to lower the QoL of youth (Freeman et al., 2009).
This study will clarify (a) if experiencing trauma
affects the QoL of children and youth, b) if bipolar
disorder among children and youth affects their
QoL, (c) and if there is an association between trauma and bipolar disorder that changes the effect
both have on QoL. A combination of trauma and
bipolar disorder could worsen QoL outcomes more
than trauma or bipolar disorder individually.
Recognizing the relationship between trauma, bipolar disorder, and QoL will lead to more efficient and
preventative interventions that can be implemented
at earlier stages of bipolar disorder (Leverich et al.,
2002). This study will contribute to the field of psychology by investigating the burden of trauma and
bipolar disorder on the QoL of youth.
Literature Review
QUALITY OF LIFE
Quality of life (QoL) is most recognized as a
person’s perception of their life within the context
of their culture, including their goals, expectations,
and life concerns (Xiang et al., 2013). QoL is typically
measured as a person’s satisfaction within different
life areas such as emotional, physical, and social
well-being (Freeman et al., 2009). Improvement in
QoL is often used as a measure of the effectiveness
and quality of mental health services (Xiang et al.,
2013). Services that increase QoL are considered
more effective than services that decrease or do not
change a person’s QoL.
General well-being is a person’s subjective, overall
well-being in multiple parts of life, such as a
person’s social, emotional, economic, and
psychological life domains. Subjective well-being is
what a person experiences when a person’s life is
going well; even if life is not extraordinary, a person
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might describe it as good (Angner, 2010). Asking a
person how satisfied they are with their life as a
whole to date would be an example of this.
Functioning is being able to complete desired tasks
and operate in a desired form. For example, being
able to perform activities of daily living such as
grooming, feeding, and putting on clothes is being
able to function well. Quality of life, as a construct,
is broad because it includes various aspects of wellbeing such as general well-being, subjective wellbeing, and functioning. This concept is intended to
represent the overall well-being of individuals
amongst different life domains.
TRAUMA
Trauma is an event involving emotional, physical, or
sexual violence that threatens a person’s life and
which may cause injury or death (American
Psychiatric Association, 2013). Abuse is a specific
form of trauma in which a person is treated
violently by another person. Any action that places
a person’s life in danger or causes severe harm is
considered a traumatic event.
Trauma can be emotional, sexual, or physical.
Emotional trauma is an experience of emotional pain
that is greater than a person can tolerate (Stolorow &
Stolorow, 2013). Emotional abuse becomes traumatic
when the victim experiences more emotional pain
than what they can manage (Stolorow & Stolorow,
2013). For example, threatening a person is traumatic
while yelling is likely not; however, whether
threatening and yelling are considered emotional
trauma depends on if the victim’s perception of the
behavior as intolerable or not.
Sexual trauma involves experiencing sexual assault
or sexual harassment which may cause injury or
death (Schwerdtfeger & Wampler, 2009). For
example, intimidation, a form of sexual trauma,
involves physical or verbal abuse comprising
unwelcomed sexual comments or actions at work
or school that interfere with a person’s
advancement. Sexual trauma is the most damaging
form of trauma to an individual’s psychological
health because it is associated with mood instability,
more manic and depressive episodes, and lower
QoL (Du Rocher Schudlich, et al., 2015; Goldberg &
Garno, 2005; Quarantini et al., 2010).
Physical trauma occurs when a person experiences
an event that causes physical injury (Valdez, Lim, &

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

Lilly, 2013). For example, spanking is likely not
considered a form of physical trauma depending on
its severity, but severe beating likely is. Whether
physical abuse is considered physical trauma or not
depends on if the victim perceives the behavior as
intolerable or not. Child physical trauma is
associated with the development of bipolar disorder,
Posttraumatic stress disorder (PTSD), and the
abusing drugs (Felitti, et al., 1998; Sugaya et al., 2012).
Of all age groups, children are at the highest risk for
experiencing trauma like falling, being attacked by a
dog, and being burned (De Young, Kenardy, &
Cobham, 2011; Breslau, 2009). Males are believed to
experience more traumatic events than females, but
the research indicates that trauma does not differ
by gender (Landolt, Schnyder, Maier, Schoenbucher,
& Mohler-Kuo, 2013).
Once a youth experiences a single trauma, they are
substantially more likely to experience additional
traumas (Du Rocher Schudlich et al., 2015). Trauma
produces high levels of arousal that negatively
affect the development of emotion regulating
strategies. The more trauma children experience, the
lower their QoL is (Roberts et al., 2013). This might
be because children who experience trauma have
lower emotion regulation abilities due to increases
in defensiveness and strengthening of arousalrelated biological changes in their brain (Bradley,
2003). Without these strategies, individuals who are
exposed to trauma are vulnerable to experiencing
stress reactivity, leading to the development of
disorders (Bradley, 2003). Changes in emotion
regulation may cause both social and brain deficits
that increase the risk for the development of
psychiatric disorders (Bradley, 2003)
Psychopathology is likely to develop after a person
experiences trauma if they have a difficult time
regulating the affect produced by the traumatic
event. The vulnerability of an individual to
experiencing distress after a traumatic event
depends on the interpretation of the event
experienced and on regulation mechanisms that are
negatively affected by prolonged hyperarousal.
Having limited coping skills and social support
makes children more vulnerable to developing
psychological disorders (De Young et al., 2011).
Not every child that experiences childhood trauma
encounters negative outcomes because many

overcome the difficulties associated with trauma. A
child’s resiliency depends on their genetic
predisposition, family history of a particular
disorder, and a person’s ability to effectively manage
distress and arousal (Bradley, 2003; Roberts et al.,
2013). However, a large subset of youth who
experience trauma experience general, negative
outcomes such as decreased educational
achievement, lower QoL, shorter lifespans, and
mental health concerns (Corso, Edwards, Fang,
Mercy, 2008; Danese et al., 2009; Department of
Health and Human Services (DHHS, 2001); Felitti et
al., 1998; Kelley, Thornberry, & Smith, 1997 ).
BIPOLAR DISORDER
There are four types of bipolar disorder: bipolar I,
bipolar II, cyclothymia, and bipolar not otherwise
speciﬁed (NOS). Bipolar I disorder is characterized
by a manic episode and severe impairment. Mania
consists of a minimum of one week of elevated,
expansive, and irritable mood that is present most
of the week. Mania may be preceded or followed by
a hypomanic episode or a depressive episode. These
symptoms cannot be better explained by other
disorders or by medication (American Psychiatric
Association, 2013). Bipolar II disorder is
characterized by one hypomanic episode and one
major depressive episode. A cyclothymic disorder is
a diagnosis given to individuals who have
experienced two or more years of hypomanic and
depressive periods without fully fulfilling the criteria
for mania, hypomania, or major depressive
episodes. Bipolar NOS is a diagnosis of bipolar
disorder that is given when the diagnosis does not
fit under any of the other bipolar categories, usually
due to insufficient information (American
Psychiatric Association, 2013).
Bipolar disorder is associated with many negative
outcomes in children, adolescents, and adults. For
example, youth with bipolar disorder have lower
self-esteem and more difficulty adapting to change
(Hunt et al., 2009; Weinstein, Van Meter, Katz, Peters,
& West, 2015). Additionally, youth with bipolar
disorder have lower educational achievement
(Henin et al, 2007). In addition to these psychosocial
impairments, youth with bipolar disorder are more
likely to have other comorbid disorders (Freeman et
al., 2009; Quarantini et al., 2010). Individuals who
develop bipolar disorder at a later age such as late
adolescence or young adulthood have less
comorbidity and greater overall functioning relative
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to child-onset bipolar disorder (Golberg & Garno,
2009). This suggests that the duration of illness, and
likely early-onset, are associated with a worse
overall course for bipolar disorder.
Bipolar disorder is highly heritable. Children of
parents with bipolar disorder are at higher risk of
developing a psychiatric disorder if one or both of
their parents have been diagnosed with bipolar
disorder, or if they have a family history of mood
disorders (Antypa & Serretti, 2014; Ferreira et al.,
2013). Families with parents with bipolar disorder
are less religious, less organized, have more conflict,
and are less cohesive (Ferreira et al., 2013). Children
experience difficulties in family relationships
because parent-child relationships are less warm if
the child has bipolar disorder. The distress and
tension produced by parent-child conflict negatively
impacts children by making it more difficult for
them to adapt to family change (Weinstein et al.,
2015). These negative family and life stressors that
are a correlate of parental mood concerns likely
interact with the genetic risk for mood disorders in
children. As a result, youth with a family history of
mood disorders have earlier ages of onset for
depression and mania, faster cycling of mood
episodes, more frequent mood episodes, and more
suicide attempts compared to youth without a
family history of bipolar disorder (Antypa & Serretti,
2014).
Bipolar disorder has been shown to greatly impact
the QoL of individuals. Moreover, youth with
bipolar disorder are likely to have lower QoL
compared to youth with other diagnoses (Freeman
et al, 2009). For example, youth with bipolar
disorder have lower QoL compared to youth with
depression or other emotional disorders (Freeman
et al., 2009). Overall, individuals with mood
disorders, including bipolar I, bipolar II, bipolar NOS,
and/or cyclothymia have lower QoL compared to
physical and behavioral disorders (Freeman et al.,
2009).
The QoL of individuals with bipolar disorder is
influenced by the symptoms they experience. Olsen
et al. (2012) found that manic adolescents with
bipolar disorder are more psychosocially impaired
than individuals with bipolar disorder who are not
manic (Olsen et al., 2012). This study found a
positive association between family functioning and
the overall functioning of manic adolescents with a
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bipolar diagnosis (Olsen et al., 2012). Hence, a
reduction in manic episodes was found to be
associated with improved QoL outcomes (Olsen et
al., 2012). Depressive episodes are strong predictors
of low QoL compared to mania (de la Cruz, Lai,
Goodrich, & Kilbourne, 2013). Decreasing depressive
episodes was correlated with improved mental
well-being (Abraham, Miller, Birgenheir, Lai, &
Kilbourne, 2014).
There is limited information on QoL and bipolar
disorder. It is important to study QoL in children
with bipolar disorder because the symptoms may
severely impair their daily activities. This may be
because it was recently discovered that patients
with bipolar disorder do not recover completely
between episodes (Xiang et al., 2013). During
remission, individuals with bipolar disorder still
have lower QoL than individuals without bipolar
disorder because the deficits and functional
deficiencies experienced by patients with bipolar
disorder persist throughout the disorder (Freeman
et al., 2009; Victor, Johnson, & Gotlib, 2011; Xiang et
al., 2013).
TRAUMA AND BIPOLAR DISORDER
Children and adolescents who experience child
abuse at an early age experience changes in brain
functioning and are thought to have a higher risk of
experiencing more severe disease traits (Larsson et
al., 2013). More traumatic events are experienced by
patients with bipolar disorder compared to patients
without bipolar disorder (Janiri et al., 2015). Youth
with bipolar disorder who experience trauma at an
early age are more likely to have more depressive
episodes, suicide attempts, emotional problems, and
faster cycling (Erten et al., 2014; Leverich et al.,
2002). They are also more likely to have lower
functioning and lower QoL compared to children
with a bipolar disorder who have not experienced a
traumatic event (Erten et al., 2014; Leverich et al.,
2002).
Trauma appears to be a strong predictor of adverse
outcomes for youth with bipolar disorder. Youth
with bipolar disorder who have a history of trauma
are more likely to have more severe episodes of
mania and depression (Du Rocher Schudlich et al.,
2015). Youth with bipolar disorder and trauma
history also report having more overall episodes
than youth with bipolar disorder who have not
been maltreated (Erten et al., 2014). Additionally,
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childhood trauma also predicts more substance
abuse (Du Rocher Schudlich et al., 2015). They have
lower physical, social, and emotional functioning
than non-maltreated youth with bipolar disorder
(Erten et al., 2014). However, improving depressive
symptoms has shown to improve functioning (van
der Voort et al., 2015).
Not only does childhood trauma worsen the current
presentation and functioning of youth with bipolar
disorder, but it also worsens the overall course of
the illness. Childhood abuse and traumatic events
are risk factors for not responding well to treatment
(Daruy-Filho, Lafer, & Oliveira, 2011).
Furthermore, different forms of trauma are found
to be associated with different subtypes of bipolar
disorder and different clinical characteristics. For
instance, sexual abuse was reported by more
patients with bipolar disorder I, however, individuals
with bipolar disorder II reported more emotional
neglect. Overall, emotional abuse was related to
both bipolar I and II (Janiri et al., 2015).
Having a preexisting psychological disorder
increases the probability of developing a comorbid
disorder such as PTSD because it places individuals
at risk for exposure of more traumatic events
(Breslau, 2009). Specifically, being molested, raped,
or tortured in any form was correlated with higher
rates of PTSD in youth who experienced trauma
(Salazar, Keller, Gowen, & Courtney, 2013). Patients
with bipolar I disorder have a more common
comorbid diagnosis of PTSD, nevertheless the
symptoms of PTSD appear equally in both bipolar I
and bipolar II disorder (Hernandez et al., 2013
Physical abuse was positively associated with
depressive episodes in patients with bipolar
disorder. Youth with bipolar disorder who have
experienced physical abuse are more likely to
develop a greater variety of disorders. This form of
trauma does not predict the age of onset of bipolar
disorder in youth, yet it significantly influences the
lives of individuals with a bipolar disorder who
have experienced physical abuse (Du Rocher
Schudlich et al., 2015).
Overall, youth with bipolar disorder who
experience four or more traumatic events have
impaired emotional regulation, and are more likely
to experience serious disease traits which ultimately

deteriorate QoL (Erten et al., 2014; Larsson, et al.,
2013; Roberts et al., 2013).
Summary of Literature Review
Youth with bipolar disorder typically have lower
QoL compared to others with physical, behavioral,
or emotional disorders, even during remission
(Freeman et al, 2009; Victor et al., 2011). Having a
bipolar disorder and experiencing trauma at an
early age makes youth more vulnerable to worsening psychological outcomes than youth with bipolar
disorder who have not experienced trauma. Youth
who experience traumatic events are at a higher
risk of experiencing more severe disease traits,
developing comorbid disorders, and having an even
lower QoL (Larsson et al., 2013; Roberts et al., 2013).
They are also more likely to experience an increase
in depressive episodes, suicide attempts, cycling,
and drug abuse (Erten et al., 2014; Leverich et al.,
2002).
The goal of this study is to further investigate the (a)
effect of trauma on quality of life (QoL), (b) the
effect of bipolar disorder on QoL, and (c) the interaction between trauma and bipolar disorder on
QoL in youth.
Methods
PARTICIPANTS
This study is a cross-sectional consecutive case
series involving 596 youths (ages 8 to 18) and
caregiver pairs. Participants were recruited from
community and academic settings. At the
community site, families were a consecutive case
series with random sampling when the number of
participants exceeded interview capacity. At the
academic site, families were seeking assessment
speciﬁcally for mood and behavior problems
(Freeman et al., 2009). The average age of the
participants was 12.07 years (SD = 2.61). Forty-three
percent of the participants were female and 57%
were male. The participants were recruited from
both an urban community mental health center (n
= 461) and an academic medical center (n = 135) in
Cleveland, OH. Participants were brought in for
assessment by a legal guardian such as biological
mother (72%), biological father (5%), maternal
grandmother (5%), or adoptive mother (3%). Four
hundred seventeen (70%) participants were African
American, 13 (2%) were Hispanic, 138 (23%) were
White/non-Hispanic, 2 (.3%) were Asian or Pacific
Islander, and 25 (4%) fell under the Other category.
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Participant inclusion criteria for both sites included
(1) youths between the ages of eight and eighteen,
(2) both youth and caregiver presented for
assessment, and (3) both spoke English. The
exclusion criteria for both sites included the
inability to complete questionnaires and interviews
in English. Table 1 displays the demographic
characteristics of the sample.
Measures
DIAGNOSIS
The diagnoses and severity of mood symptoms
were based on a longitudinal expert review of all
available evidence (LEAD; Spitzer, 1983). LEAD
reviews were primarily based on the Schedule for
Affective Disorders and Schizophrenia for Schoolaged Children Present and Lifetime (KSADS-PL) and
the mood modules of the Washington University
KSADS. All KSADS diagnoses followed strict
Diagnostic and Statistical Manual of Mental
Disorders, Fourth Edition, Text Revision (DSM-IV-TR)
criteria. In addition to KSADS ratings, the consensus
meeting evaluated: family history, previous
treatment history, intake diagnoses, and ﬁndings
from previous psychological/psychiatric evaluation.
QUALITY OF LIFE
The Revised Children Quality-of-Life Questionnaire
(KINDL-R) measures QoL in both participants. The
parent-report about adolescents version of the
KINDL-R has twenty four items scored on a fivepoint Likert scale (0 = never, 4 = all the time). Six
subscales measured speciﬁc aspects of QoL:
Emotional, Self-esteem, Family, Friend, and School,
Physical. Items are averaged to create subscale
scores and then converted to percent of maximum
possible scores so that higher scores indicating
better QoL.
TRAUMA
The Schedule for Affective Disorders and
Schizophrenia for School-aged Children Present and
Lifetime (KSADS-PL) is a semi-structured diagnostic
interview that measures trauma in participants by
interviewing the parent and child participant. The
different forms of trauma that were measured
include witnessing or being victim of domestic
violence, a disaster or violent crime, being in an
accident or confronting traumatic news,
experiencing emotional, sexual, physical abuse, or
other abuse.
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PROCEDURES
The institutional review boards of University
Hospitals of Cleveland, Case Western Reserve
University, Applewood Centers, and the University
of North Carolina at Chapel Hill approved all
procedures used. Caregivers provided written
consent and youths provided written assent. Both
caregivers and youths completed the KSADS
individually with the same research assistant. After
each interview, the research assistants met with a
licensed clinical psychologist to ﬁnalize diagnoses
using the LEAD process. Pediatric bipolar disorder
(PBD) was characterized as meeting DSM-IV-TR41
criteria for bipolar I, bipolar II, cyclothymia, or
bipolar not otherwise speciﬁed (NOS). Bipolar NOS
was deﬁned as lacking at least 1 criterion (duration
or symptom count) for bipolar I, bipolar II, or
cyclothymia. Most youth who met the criteria for
bipolar NOS had inadequate duration of the index
mood episode. Unipolar disorder was deﬁned as
meeting DSM-IV-TR criteria for major depression,
depression NOS, or dysthymia. Disruptive behavior
disorder was deﬁned as meeting DSM-IV-TR criteria
for disruptive behavior disorder NOS, oppositional
deﬁant disorder, conduct disorder, or attentiondeﬁcit/hyperactivity disorder.
Proposed Analyses
Descriptive analyses checked distribution assumptions. A series of independent samples t-tests compared youth with and without trauma to each other
as well as youth with and without bipolar disorder.
Multiple regression analyses examined the unique
effects of trauma, PBD, and the interaction between
trauma and PBD on QoL after controlling for age,
gender, ethnicity, assessment site, and total number
of comorbid diagnoses.
HYPOTHESES 1
Youth with trauma will show more impaired QoL
than youth without trauma. The more traumas
experienced by youth the more impaired QoL in
youth will be.
HYPOTHESIS 2
Children with bipolar disorder will show greater
impairment in QoL compared to those without
bipolar disorder.
HYPOTHESIS 3
History of trauma will be associated with lower
QoL in children with bipolar disorder than in
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children with bipolar disorder who have not
experienced trauma. The detrimental effects of
trauma on QoL in youth with bipolar disorder will
remain even after controlling for other factors that
might influence QoL such as: age, gender, ethnicity,
and assessment site.
Results
HYPOTHESIS 1A
We hypothesized that youth who experience trauma
would show more impaired QoL than youth who
have not experienced trauma. Total quality of life
was not significantly different for youth with a
history of trauma (M = 59.58, SD = 12.79), compared
to youth without a history of trauma (M = 58.93, SD
= 15.79), t(594) = -.40, p = .69, Cohen’s d = -.05.
Emotional QoL was not significantly different for
youth with a history of trauma (M = 69.27, SD =
18.77), compared to youth without a history of
trauma (M = 65.44, SD = 21.61), t(594) = -1.6, p = .11,
Cohen’s d = -.20. Self-esteem QoL was not
significantly different for youth with a history of
trauma (M = 48.71, SD = 20.58), compared to youth
without a history of trauma (M = 48.29, SD = 24.03),
t(594) = -.16, p = .87, Cohen’s d = -.02. Family QoL
was not significantly different for youth with a
history of trauma (M = 54.73, SD = 20.54), compared
to youth without a history of trauma (M = 55.84, SD
= 21.53), t(594) = .43, p = .67, Cohen’s d = .05.
Similarly, Friend QoL was not significantly different
for youth with a history of trauma (M = 60.97, SD =
19.50), compared to youth without a history of
trauma (M = 58.79, SD = 23.26), t(594) = -.87, p = .38,
Cohen’s d = -.11. Youth with a history of trauma did
not significantly differ in terms of school QoL (M =
56.08, SD = 17.08), compared to youth without a
history of trauma (M = 57.51, SD = 20.10), t(594) =
.65, p = .51, Cohen’s d = .08. Physical QoL also did
not significantly differ for youth with a history of
trauma (M = 67.62, SD = 18.96), compared to youth
without a history of trauma (M = 67.59, SD = 21.70),
t(594) = -.009, p = .99, Cohen’s d = .001.
QoL is affected by age, gender, ethnicity, and the site
of a youth’s assessment. Therefore, we controlled
for these variables by using hierarchical linear
regression to determine whether trauma affected
QoL. A history of trauma was associated with a 4.64
point increase in youth’s Emotional QoL, Δr2 < .01,
p < .05. Trauma history not associated with Total,
Emotional, Self-Esteem, Family, Friend, School, or
Physical QoL, all ps > .10.

Table 2 displays the correlation matrix for number
of traumas and their relationship with QoL.
Correlation indicated that more traumas were
weakly, negatively correlated with Total QoL, r =
-.09, p = .03. The number of traumas was not
significantly correlated with, Emotional, Self-Esteem,
Family, or Friend QoL, all ps > .05 but it was
associated with Total, School, and Physical QoL all
ps > .05. Regression indicated that each additional
trauma a youth experienced was associated with a
-.70 decrease in Total QoL, Δr2 < .01, p < .05.
HYPOTHESIS 2
We hypothesized that youth with bipolar disorder
would show more impairment in QoL than
children without bipolar disorder. Total QoL was
significantly different for youth with bipolar
disorder (M = 52.37, SD = 11.30), compared to youth
without bipolar disorder (M = 61.06, SD = 13.06),
t(594) = 6.3, p < .05, Cohen’s d = .68. Emotional QoL
significantly differed for youth with bipolar disorder
(M = 61.39, SD = 17.53), compared to youth without
bipolar disorder (M = 70.42, SD = 19.13), t(594) = 4.5,
p < .05, Cohen’s d = .48. Self-esteem QoL was
significantly different for youth with bipolar
disorder (M = 44.33, SD = 17.35), compared to
youth without bipolar disorder (M = 49.60, SD =
21.63), t(594) = 2.4, p = .02, Cohen’s d = .25. Family
QoL was significantly different for youth with
bipolar disorder (M = 46.20, SD = 17.82), compared
to youth without bipolar disorder (M = 56.76, SD =
20.76), t(594) = 4.9, p < .05, Cohen’s d = .52. Friend
QoL was also significantly different for youth with
bipolar disorder (M = 54.07, SD = 19.09), compared
to youth without bipolar disorder (M = 62.15, SD =
19.91), t(594) = 3.8, p < .05, Cohen’s d = .41. Youth
with bipolar disorder did significantly differ in
terms of school QoL (M = 48.51, SD = 15.53),
compared to youth without bipolar disorder
(M = 57.99, SD = 17.43), t(594) = 5.2, p < .05, Cohen’s
d = .55. Physical QoL was significantly different for
youth with bipolar disorder (M = 59.67, SD = 19.06),
compared to youth without bipolar disorder
(M = 69.35, SD = 18.92), t(594) = 4.8, p < .05, Cohen’s
d = .51.
QoL is affected by age, gender, ethnicity, and the site
of a youth’s assessment. These variables were
controlled by a hierarchical linear regression to
determine whether youth with bipolar disorder
would show more impairment in QoL than
children without bipolar disorder. After controlling
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for age, gender, site, and ethnicity youth with bipolar
disorder had significantly lower QoL than youth
without bipolar disorder, b = -6.85, Δr2 = .04, F(1589)
= 25.59, p < .05. Having bipolar disorder is
associated with a decrease in Total, Emotional, SelfEsteem, Family, Friend, School, or Physical QoL, all
ps > .10.
HYPOTHESIS 3
We hypothesized that youth with bipolar disorder
who have experienced trauma would have lower
QoL compared to youth with bipolar disorder who
have not experienced trauma. For all analyses, we
controlled for age, gender, site, and ethnicity.
Regression indicated that there was no significant
interaction between trauma history and bipolar
diagnosis for Total, Emotional, Self-Esteem, Family,
Friend, School, or Physical QoL, all ps > .10.
Additionally, the interaction between the number of
traumas youth experienced and bipolar diagnosis
was not significant for Total, Total, Emotional, SelfEsteem, Family, Friend, School, or Physical QoL all
ps > .05.
Discussion
Adverse childhood events are associated with a
number of negative outcomes in life such as
increased frequency of headaches (Anda, Tietjen,
Schulman, Felitti, & Croft, 2010), substance use (Du
Rocher Schudlich et al., 2015), suicidality (Chapman
et al., 2001), and lower QoL (Edwards, Anda, Felitti,
& Dube, 2003). In contrast to general population
samples, we found that youth who have experienced trauma did not have a lower QoL than youth
who had not experienced trauma in a clinical sample. Though a general history of trauma was not
associated with changes in QoL, we found that the
more trauma youth experienced, the lower their
QoL. While our findings contrast with the general
beliefs about the negative effects of trauma on QoL
in the general population, they are likely due to the
ubiquitous nature of trauma and general, overall
impairment in a clinical sample of treatment seeking youth. Despite this, we did find that the more
trauma youth has experienced, the lower their QoL
is which is similar to other findings in the general
population (e.g., Roberts et al., 2013). Overall, our
findings indicate that for youth already experiencing
emotional and/or behavioral difficulties, the experience of trauma does not substantially decrease
their QoL.
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In contrast to our findings regarding the role of
trauma in QoL, PBD is among the most severe and
impairing mental health illnesses. Youth with PBD
were expected to have lower QoL than youth without PBD. Similar to the existing literature, our findings indicated that youth with PBD had significantly
lower QoL than youth without PBD (Freeman et al.,
2009; Victor et al., 2011). Our findings reinforce the
idea that PBD is among the most impairing disorders among youth in treatment settings.
Given the overall negative effects generally associated with both the experience of trauma and PBD, we
hypothesized that youth with bipolar disorder who
experienced traumatic events would have substantially lower QoL than youth with only bipolar disorder or with only a history of trauma. Youth with
bipolar disorder who experienced trauma did not
significantly differ in QoL compared to youth with
bipolar disorder who did not experience trauma.
Our findings contrast to existing literature that
found that youth with bipolar disorder and trauma
have a lower QoL than just youth with bipolar disorder (Erten et al., 2014; Leverich et al., 2002). Our
sample differs from the ones in the literature we
reviewed because we were examining bipolar spectrum disorders and not just bipolar I disorder.
Additionally, our youth were seeking services in outpatient mental health treatment facilities and not
inpatient or acute settings. Youth with PBD and trauma histories are at higher risk for suicide, substance
use, and worse family functioning (Du Rocher
Schudlich et al., 2015), but their QoL might not be
as negatively affected as might be assumed.
Limitations
Potential limitations to this study are that the participants were from an outpatient mental health setting and an academic medical center specialty clinic
resulting in a sample with increased ratings of PBD
and trauma. Clinical samples are not representative
of the general population due to sampling biases in
who comes to the clinic. Therefore, it is critical to
understand how clinical samples are both different
and similar to general population samples. A clinical
sample provided enough cases to be able to estimate the association between mood symptoms,
trauma, and QoL in youth given the relatively low
general population prevalence of PBD (Van Meter,
Moreira, & Youngstrom, 2011). Compared to the
general population, our youth were much more
impaired in daily functioning and QoL. The primary
conceptual limitation is that QoL is considered a
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subjective personal experience. However, we used
parent-report and not youth self-report because on
average, parents typically initiated the referral for
care and were able to provide more knowledge
about symptoms than youth. Additionally, many
findings suggest that parents might be better
reporters about pediatric mood symptoms than are
youths (e.g., Freeman, Youngstrom, Youngstrom,
Freeman, & Findling, 2011). Future studies might
consider evaluating youth self-reported QoL so that
the measurement and conceptualization of QoL are
a closer match.
Conclusion
The findings of this study show that youth who
experience trauma do not significantly differ in
Total, Emotional, Self-Esteem, Family, Friend, School,
or Physical QoL compared to youth who do not
experience trauma. An association between trauma
and QoL was observed in that the more trauma
experienced by youth, the more impaired their QoL
will be. Youth with bipolar disorder had significantly
lower Total, Emotional, Self-esteem, Family, Friend,
School, and Physical QoL than youth without bipolar disorder. Nevertheless, the findings of this study
indicated that youth with bipolar disorder who
experience trauma do not significantly differ in QoL
than youth with bipolar disorder who do not experience trauma. Further investigation is required to
see if trauma is negatively correlated with QoL in
participants without bipolar disorder. The association between QoL, trauma, and bipolar disorder
needs to be explored in the general population to
better understanding how these constructs are
associated with one another. Doing so will aid in
the development of effective treatments whose
motive is to improve the well-being of youth.
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Table 1
Participant Characteristics
Characteristics

Child
(n = 596)

Age, y
Median
Mean
SD
Minimum-maximum

12
12
2.6
8-18

No. of diagnoses
Median
Mean
SD
Minimum-maximum

2
2.5
1.749
0-10

Gender, n (%)
Boy
Girl

340 (57)
256 (43)

Ethnicity, n (%)
White
138
Black
417
Hispanic
13
Asian/Pacific Islander
2
Other
25
QUALITY OF LIFE AND BIPOLAR DISORDER

(23)
(70)
(2)
(.3)
(4)

30

Table 2
Correlation matrix of number of traumas and quality of life
Number
of
Traumas
-

Total

Total

-.09*

-

Emotional

-.07

.81*

-

SelfEsteem

-.05

.69*

.44*

-

Family

-.05

.62*

.38*

.32*

-

Friends

.00

.66*

.49*

.40*

.25*

-

School

-.08*

.60*

.36*

.30*

.23*

.30*

-

Physical

-.12*

.65*

.59*

.26*

.27*

.22*

.32*

Number of
Traumas

Emotional

SelfEsteem

Family

Friends

*p < .05
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Figure 1.
QoL for youth with and without pediatric bipolar disorder.
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From Paper to
Practice:
Implementation of
Best Practices and
Partnerships in
Community-Based
Settings
By Lorraine Louise K. Francisco

ABSTRACT
As a field, public health aims to improve the health
of populations, rather than individuals. This is
generally done “…through social, rather than
individual actions… to improve the well-being of
communities” (Kass, 2001, p. 1776). Because of its
focus on populations, public health practitioners
continuously face dilemmas pertaining to working
with the communities of the populations they
serve. Dilemmas arise for several reasons, but this
study primarily focuses on the interaction between
practitioners and community members. In the
context of providing public health education
programs, the researcher in this study examines
these interactions from a health organization
insider’s perspective working out in the field with
the community. Participant observation research
method was used to examine and gather data. The
findings suggest that although there are best
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practices recommended in preparation to engaging
communities as an outsider, public health
practitioners still face surprises once the
implementation process of the health education
programs actually begins. Despite all preparation
efforts from the practitioner’s side, knowing the
best practices to engage and build partnerships are
best learned through directly engaging with the
community.
INTRODUCTION AND PURPOSE OF THE
STUDY
The purpose of this study is to examine the results
of using recommended best practices and
collaborative partnerships when working with
communities as an outsider. According to the
Association of Maternal & Child Health Programs
(AMCHP), best practices are a “…continuum of
practices, programs, and policies… that have been
extensively evaluated and proven effective” (n.d.,
para. 2). In this context, an “outsider” is defined as
one who is not part of or familiar with the
community.
For this particular study, the researcher participated
in an internship at the University of Michigan
Health System – Program for Multicultural Health
(PMCH) for 8 weeks. A department under the
health system’s Community Programs and
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Services, PMCH’s primary goal is to reduce health
disparities by providing health promotion and
education that are culturally appropriate for its
surrounding communities. In addition, PMCH aims
to improve health equity by using evidence-based
practices to engage the community. During the 8
weeks, the researcher designed, developed, and
implemented workshops that focused on health
and leadership programming. The researcher
worked with four diverse community partners in
the Ann Arbor and Ypsilanti areas of Southeast
Michigan.

LITERATURE REVIEW
The multifaceted field of public health is
continuously evolving. Because of its focus on
populations, public health frequently deals with
communities at large, rather than individuals. One
way to practice public health is through health
promotion and health education, where “people
from many different fields and backgrounds, with
different ideas and approaches to health and to the
determinants of health” (Kahan & Goodstadt, 2001,
p. 43), come together to promote and educate the
community on healthier behaviors.

As widely discussed in the field of public health,
health disparities are the differences in the rate of
disease, injury, disability, or mortality within
population groups, relative to another group.
Population groups are oftentimes based on race,
ethnicity, gender, age, religion, education level,
disability status, geographic location, and sexual
orientation (National Institutes of Health (NIH),
2015). Reducing these health disparities leads to
improving health equity, which is striving to achieve
the highest possible standard of health for
everyone. Adversely, health inequities are the
avoidable inequalities in health between
communities (NIH, 2015).

This literature review investigates the best practices
approach in health promotion and health
education, the significance of building partnerships,
the existing models and theories that guide public
health practitioners, and suggested strategies to
engage communities.

In order to address and tackle health inequities, it is
critical to first understand the social determinants
that affect health outcomes. Social determinants
include “…both societal conditions and psychosocial
factors, such as opportunities for employment,
access to health care, hopefulness, and freedom
from racism. These determinants can affect
individual and community health directly… or
indirectly, through their influence on healthpromoting behaviors by, for example, determining
whether a person has access to healthy food or
a safe environment in which to exercise” (Baker,
Metzler, & Ramirez, 2008, p. 10). This study focuses
on the interaction between practitioners from a
health organization and the community partners,
and how health education and programming
aiming to reduce health disparities are affected by
these interactions. The findings from this study
should be useful when looking at best practices
and partnerships when working with communities,
particularly in the context of organizations such as a
health system and its surrounding communities.

Note: Although there are differences between
health promotion and health education, they still
overlap and will be used interchangeably in this
context.
BEST PRACTICES APPROACH
Kahan and Goodstadt (2001) suggest that “…health
promotion effectiveness will be increased through
adoption of a systematic and critically reflective
approach to practice—one which considers all
major factors affecting practice and is consciously
guided by health promotion values and goals,
theories and beliefs, evidence, and understanding of
the environment ” (p. 43). A best practices approach,
although it may slightly differ in each setting,
should be guided by:
1. Values and goals
Community-based health education, health
promotion, and intervention programs should
have clear goals prior to designing these
programs. These goals should be guided by
the organization and community partner’s
values. This is significant because “how people
interpret and rank their values and goals affects
their actions and their support for programs
and policies initiated by others” (Kahan and
Goodstadt, 2001, p. 48). For example, people
who value physical fitness over mental wellness
may support budget cuts to mental health
programs such as counseling, if they had to
choose.
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2.

3.

4.

Theories and beliefs
Depending on the specific program,
practitioners should identify existing theories
and beliefs in regard to that community.
Program curricula should be designed with
these theories and beliefs in consideration.
Theories are attempts to describe, explain,
and predict events or phenomena in the
most efficient manner (van Ryn & Heaney,
1992). Although they are commonly known
to be scientific, theories are also individuallyconstructed, where people base their beliefs
and actions on their own knowledge of the
world. Theories and beliefs need to be taken
in consideration because “...differences in
underlying beliefs and assumptions have led to
confusion regarding the meaning and practice
of health promotion; failure to articulate
differences in beliefs and assumptions, as well
as the logical implications of theories and
concepts, exacerbates the problems associated
with this confusion” (Kahan and Goodstadt,
2001, p. 49).
Evidence
Evidence-based practice should be
implemented when designing programs.
Evidence can be a combination of qualitative,
quantitative, subjective, or objective (Kahan
and Goodstadt, 2001, p. 49). This may mean
looking into the literature to determine past
successes and failures. In addition, practitioners
should work to identify practices that have been
successful in the specific community, as well as
practices that can be improved.
Understanding of the environment
Practitioners need to understand the environment
in multiple levels. This includes developing
familiarity with the community members,
community organizers, and other public
health practitioners alike. Understanding
these environments should yield to
more effectiveness in the planning and
implementation phases of the programming.

approach to research that equitably involves, for
example, community members, organizational
representatives, and researchers in all aspects of the
research process” (p. 173).
Partnerships come with relationship-building.
Organizations and practitioners working with
communities need to learn the significance of these
relationships in order to develop more successful
programs. Israel et al. (1998) elaborate on some of
the barriers to partnerships that need to be
addressed, listed below:
• Lack of trust and respect
• Inequitable distribution of power and control
• Conflicts associated with differences in
perspective, priorities, assumptions, values,
beliefs, and language
• Conflicts over funding
• Conflicts associated with difference emphases on
task and process
• Community-based research is a time-consuming
process
• Who represents the community and how is
community defined
Recognizing and understanding these barriers are
necessary to building successful partnerships. Being
aware of possible roadblocks towards building
relationships and working to prevent them is a step
towards successful partnerships.
EXISTING THEORIES AND MODELS
Existing theories and models in health promotion
and health education guide public health
practitioners. The U.S. Department of Health and
Human Services has identified some of the most
frequently used models in health promotion in
communities. The Community Level most closely
resembles this study, as briefly described in Table 1.

These factors all together allow for a best practices
approach in community-based settings.
PARTNERSHIPS
When working with communities, it is important to
distinguish the value of partnerships. Israel, Schulz,
Parker and Becker (1998) claim that “communitybased research in public health is a collaborative
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Table 1 – Community Level
Theory/Model
Community
organization
model

Summary
Public health workers help communities identify
health and social problems, and they plan and
implement strategies to address these problems.
Active community participation is essential.

Key Concepts
Social planning
Locality development
Social action

US
of Health
Health and
andHuman
HumanServices.
Services.
Physical
Activity
Evaluation
Handbook.
Atlanta,
USDepartment
Department of
Physical
Activity
Evaluation
Handbook.
Atlanta,
GA: GA:
US
Department
of Health
and Human
for Centers
Disease Control
and Prevention;
Appendix 3, p.
43.
US
Department
of Health
and Services,
Human Centers
Services,
for Disease
Control 2002,
and Prevention;
2002,
(http://www.cdc.gov/nccdphp/dnpa/physical/handbook/pdf/handbook.pdf)
Appendix
3, p. 43. (http://www.cdc.gov/nccdphp/dnpa/physical/handbook/pdf/handbook.pdf)

Public
health workers
interns, andthat
preceptors),
along
some
Table
1 – Community
Level(the researcher, her fellow partnership
has a direct
effectwith
on the
members
the (the
community,
were
in the
process ofthe
identifying
health
and social
Public
healthfrom
workers
researcher,
her involved
fellow
communities
organization
is serving.
Another
interns,
and
preceptors),
along
with
some
members
strategy
for
interacting
and
engaging
communities
is
problems. These problems helped identify the programming needs for each of the community
practicingofcultural
competence.
is an individual’s
from
the community,
were
involved
in the process
partners.
This model
further
demonstrates
the importance
partnerships,
moreThis
importantly
ability promotion
to “honor and
respect
beliefs,exist,
language,
of when
identifying
health
social problems.
working
in and
communities.
While These
many other health
theories
andthemodels
interpersonal
styles
and
behaviors
of
individuals
and
problems
helped
identify
the
programming
needs
the community organization model is the closest approach that this study was based on.
families receiving services, as well as staff who are
for each of the community partners. This model
providing such services” (Jones and Thomas, 2009, p.
further demonstrates the importance of
5). Cultural competence should be comprehensively
partnerships, more importantly when working in
STRATEGIES
in all levels of an organization.
communities. While many other health promotion
In this particular study, the best practices approach practiced
was not specifically
outlined but rather, the
theories and models exist, the community
researcher went through a series of trainings to help her prepare working with and in the
STRATEGIES TO ENGAGE THE YOUTH
organization model is the closest approach that this
communities. Although a set of standard best practices
were not explicitly set, sources from the
For this study, the researcher worked primarily with
study was based on.
public health discipline suggest some strategies to youth,
be successful
in interacting
and engaging
ranging from
7-18 year olds.
Studies
communities.
The
next
two
subsections
will
provide
some
strategies
to
engage
communities.
recommend strategies guided by
best practice to
STRATEGIES
the researcher
primarily
with the youth,
strategies
to engage
are provided
best engage
diverse
youth.them
The Centers
for Disease
In Because
this particular
study, theworked
best practices
approach
as
well.
Control and Prevention, along with the Teen
was not specifically outlined but rather, the
researcher went through a series of trainings to help Pregnancy Prevention Initiative, outlined the
andworking
Thomaswith
(2009)
that “the keys tofollowing
engagement
for most communities and the
strategies:
herJones
prepare
andclaimed
in the communities.
• Develop
respectful relationships
with
and the
Although
set of
standard
not
familiesa that
live
in thembest
are practices
based on were
relationship
building,
establishment
of trust,
theyouth
presence
community to be served
explicitly
set, sources
from and
the public
health
of welcoming
attitudes
behaviors,
and effective communication”
(p. 1). They suggest that
• Increase
and community
awareness
discipline
strategies
to becommunity
successful in
one waysuggest
this cansome
be done
is through
liaisons,
which youth
are “trusted
individuals
whoabout
mayhealth
equity
and
the
root
causes
of
teen
pregnancy
interacting
and
engaging
communities.
The
next
two
or may not live in a certain community, yet have knowledge of a community’s strengths,
• Create a dialogue among youth and the community about
subsections
willand
provide
some
strategies to engage
preferences,
needs”
(p. 3).
health equity and the root causes of teen pregnancy
communities. Because the researcher worked
• Involve youth and community leaders in strategic planning
primarily with the youth, strategies to engage them
Working with a community liaison involves building a relationship with them. It is a
• Involve youth and community leaders in program planning
are provided as well.
collaborative partnership that has a direct effect on the
communities the organization is serving.
and delivery
Another strategy for interacting and engaging communities is practicing cultural competence.
• Establish alliances with community groups that are
Jones and Thomas (2009) claimed that “the keys to
This is an individual’s ability to “honor and respect the beliefs,
language, interpersonal styles and
working to improve conditions (e.g., housing and economic
engagement for most communities and the families
behaviors
of
individuals
and
families
receiving
services,
as
well
as that
staffinfluences
who are
providing
such
development)
adolescents’
health
status
that live in them are based on relationship building,
services”
(Jones
and
Thomas,
2009,
p.
5).
Cultural
competence
should
be
comprehensively
• Arrange meetings that are welcoming to youth and
establishment of trust, the presence of welcoming
practiced
all levels and
of aneffective
organization.
community members (e.g., take into consideration location,
attitudes
andinbehaviors,
communication”
physical environment, time of meeting)
(p. 1). They suggest that one way this can be done is
through community liaisons, which are “trusted
Note: The strategies italicized were specifically
individuals who may or may not live in a certain
implemented in this particular study.
community, yet have knowledge of a community’s
strengths, preferences, and needs” (p. 3).
Identifying strategies to engage specific populations
within the communities is essential for more
Working with a community liaison involves building
effective implementation. For example, in this study,
a relationship with them. It is a collaborative
University of Nevada, Las Vegas
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the researcher worked with the youth and
employed the strategies listed above.
SUMMARY OF LITERATURE REVIEW
This study aims to examine the results of using the
best practices approach and collaborative
partnerships when working with communities as an
outsider. This literature review serves as a baseline of
the practices, theories, models, and strategies that
are most commonly used by public health
practitioners today. Although there is extensive
research on community-based public health settings
today, the researcher analyzes these guidelines as
suggested by the literature, while comparing it to her
experience engaging with the communities herself.
METHODS
For this study, the researcher examined the results
of using best practices and partnerships when
working with communities as an outsider.
Qualitative data was collected. As part of the
internship experience, the researcher was trained on
how to prepare working with the communities by
preceptors at the University of Michigan Health
System. Taking her previous experiences working
with communities, along with the training provided,
she observed the interactions that took place
between her, her fellow interns, preceptors and the
communities.
The following are the terms and variables used in
this study:
Community(ies)
Populations/groups the researcher is working with.
Community partner
Community organizations the researcher is
working with. For this study, she worked with four
community partners, which will be further discussed
in the next section.
Community organizer
Representative of the community. This individual is
usually part of the community, although not always.
Organization representative
Public health practitioner. In this particular study,
organization representatives include the researcher
herself, other interns, and preceptors directly
associated with the programming.
TRAINING
Before designing programs, the researcher was
trained on the steps utilized in health programming
at the University of Michigan Health System. Below
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is a list of the steps, as described by the researcher’s
preceptors:
1. The organization receives request from a 		
community partner.
2. Meet with community partner.
a. Organization representatives working on 		
		 these programs sit down and meet with the 		
		 organizers from the community partner. It is
		 up to the organizer whether he/she will 		
		 bring an active member from the 			
		 community they are targeting.
b. At this meeting, organization representatives
		 learn more about the community partners 		
		 and their mission, vision and values.
c. A needs assessment is conducted during this
		 meeting and may present itself in several 		
forms (ie. surveys, focus group, key informant
		 interview, etc.).
d. This step is crucial in building relationships 		
		 with the community partners and 			
		 organizer(s). Organization representatives 		
		 should take every opportunity and ask every
		 question necessary to start designing the 		
		program.
3. Perform a literature review.
a. After meeting with the community partner, 		
		 organization representatives should conduct
		 a literature review of data on prior programs
		 whether it is with this exact community 		
		 partner or others that are similar in nature.
		 Information gathered from the previous step
		 should help guide this step.
4. Design program content.
a. At this point, organization representatives 		
		 should have enough information to start 		
		 designing the content of their workshops, 		
		 lesson plans, etc.
b. Applying the information learned from the 		
		 meeting is crucial to designing program 		
		 content. Every bit of information such as age
		 group, gender, race and ethnicity, etc. should 		
		 be considered.
5. Meet/consult with community partner organizer.
a. Once a program has been designed, 			
		 organization representatives should meet 		
		 with the organizer once again to review the 		
		 program designed so far.
b. This is the chance to seek and receive 		
		 feedback for further development of the 		
		programs.
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c. At this meeting, program should also be 		
		 reviewed to ensure that it is culturally 		
		 appropriate and sensitive.
6. Develop program content.
a. Based on the information gathered from the
		 previous step, this is when organization 		
		 representatives develop the content of the 		
		programs.
7. Collect or develop any resources/supplies 		
needed for the program.
8. Develop evaluation tools for the community. 		
(Optional)
9. Develop marketing tools. (Optional)
10. Implement the program.
a. Organization representatives go out in the 		
		 field to implement the program developed.
11. Perform evaluation. (Optional)
12. Provide feedback to community partner.
(Optional)
a. Meet with community organizer to discuss 		
the program implementation. Some questions
		 that should be answered include:
		 i. What worked well? What didn’t work
			 well?
		 ii. What are the major concerns of this
			 community?
		 iii. How could we work better in the future?
This study is driven by the researcher’s objective to
examine how best practices of working with
communities actually affect these interactions. The
above steps serve as the main training that the
researcher based her observations on.
PROJECT OVERVIEW
The researcher worked with four diverse community
partners in the Ann Arbor and Ypsilanti areas of
Southeast Michigan. The qualitative data collected
was based on these. The following provides an
overview of each community partner:

2. Parkridge Community Center (Parkidge) –
Ypsilanti, MI
Parkridge Community Center provides a variety of
enrichment, academic, and recreation opportunities
for the whole community. The center is designed to
actively involve youth in safe, positive, and
structured activities after school and during the
summer. Parkridge Community Center provides
health and social activities for all ages, but aims to
provide positive programming for at-risk African
American youth on Ypsilanti, Michigan’s south side.
3. Parkway Meadows Senior Housing (Parkway
Meadows) – Ann Arbor, MI
Parkway Meadows is an affordable housing
community that serves low-income residents of
Washtenaw County. The senior housing complex of
Parkway Meadows provides a range of health and
social service activities and support for a
predominantly Chinese speaking senior immigrant
population.
4. Peace Neighborhood Center (Peace) – Ann Arbor,
MI
Peace Neighborhood Center’s mission is to provide
programs for children families, and individuals who
are affected by social and economic problems. Peace
helps people discover options, enhance skills, and
make choices that lead to self-sufficiency and
positive community involvement. Peace serves
primary low-income, African American children and
families on Ann Arbor’s west side.
Note: For the rest of the paper, community
organizations will be referred to as the names in the
parentheses.
Over the course of the project, the researcher
worked with the same members from each
community. Table 2 below breaks down the
programming days spent at each community, as well
as the workshop topics.

1. Girls Group, Inc. (Girls Group) – Ann Arbor, MI
Girls Group, Inc. is dedicated to helping high school
girls achieve emotional and economic security. Girls
Group encourages young women to graduate from
high school, envision themselves as 1st generation
college students, and to attend and complete
college. Programs & mentoring develop character,
leadership, self-confidence, and social consciousness.
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Over the course of the project, the researcher worked with the same members from each
community. Table 2 below breaks down the programming days spent at each community, as well
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as the workshop topics.

Table 2 – Community
Partners and Programming
Days

Table 2 – Community Partners and Programming Days
Girls Group
Parkridge
Age Group: 16-18
Age Groups:
Bravos: 7-8
Deltas: 11-13
Week 1
Transition from
Bravos and Deltas:
High School to
• Physical Fitness
College: How to
Navigate SelfCare

Parkway Meadows
Age Group: 60+
Key Informant
Interview:
What are pressing
issues that we can
help the residents
with?
Focus Group:
Residents discussed
their personal
experiences dealing
with public
transportation issues
to get to the Geriatric
Center.

Peace
Age Group: 11-13
Overview of
Leadership

DATA COLLECTION
AND ANALYSIS
To collect qualitative data,
the researcher kept
Week 2
The Impact of
Bravos:
The Basics of
Race, Ethnicity,
Effective
• What are
detailed journals of daily
and Culture on
Communication
Manners?
interactions with the
Health
Deltas:
communities. Key
• Overview of
informant interviews and
Leadership
focus groups were used to
Week 3
Bravos:
Teambuilding
gather information from
• Stress &
community partners in
Anger
Management
this study. From the initial
contact with community
Deltas:
• College Prep
organizers to daily
Week 4
What is a Mentor
interaction with the
and How Do I
various communities, the
Become One?
researcher noted
working with and in the communities. Main themes
interactions between them
DATA COLLECTION AND ANALYSIS
were identified by the researcher through daily
and the members of the communities.
The
To collect qualitative data, thejournal
researcher
keptofdetailed
of daily
interactions
with the
logs
every journals
interaction,
meeting,
and
researcher’s initial interaction with
the community
communities.
Key informant interviews and focus groups were used to gather information from
programming
day
withwith
the community
community
organizers
organizer was Step #1, as indicated
above.
During
community
partners
in this study.
From the initial
contact
organizers
to daily
and
members.
Table
3
below
elaborates
on
theand the
interaction
with
the
various
communities,
the
researcher
noted
interactions
between
them
this meeting, the researcher was introduced to the
members
of the communities.
The
researcher’s
interaction with the community organizer
main
themes initial
identified:
community partner, the population
it serves,
the
was Step #1, as indicated above. During this meeting, the researcher was introduced to the
history of the partnership (between
the University
community
partner, the of
population it serves, the history of the partnership (between the
Michigan Health System and this
community
University
of Michigan Health System and this community partner), and other information
ThisThis
is also
partner), and other informationnecessary.
necessary.
is when a needs assessment is conducted in a form of a key informant
to determine
also when a needs assessmentinterview
is conducted
in a the needs of that particular community and how the practitioners can most
efficiently
allocate their
resources.
form of a key informant interview
to determine
the
needs of that particular community
the
Other and
formshow
of interaction
that the researcher observed were conversations between the
practitioners can most efficiently
allocatemembers
their and the practitioners (including the researcher herself) during programming
community
resources.
Other forms of interaction that the researcher
observed were conversations between the
community members and the practitioners
(including the researcher herself) during
programming days, feedbacks from the community
members to the practitioners, general attitudes and
behaviors of community members in response to
various aspects of the programming.
RESULTS
MAJOR THEMES
As an intern at PMCH, the researcher was trained on
the steps of programming (as elaborated in the
Methods section). Applying her training to the
implementation of the programs that she developed
with fellow interns, she observed the effects of
those theories to the actual interactions she had
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developed with fellow interns, she observed the effects of those theories to the actual interactions
she had working with and in the communities. Main themes were identified by the researcher
through daily journal logs of every interaction, meeting, and programming day with the
UNLV
Title III
AANAPISI
McNair Scholars
Journal on the main themes identified:
community
organizers
and&members.
Table 3Research
below elaborates

Table 3 – Major Themes
UNANTICIPATED
SITUATIONS AND
IMPLICATIONS
As the researcher was
fully engaged with the
program implementation,
some unanticipated
situations emerged which
include:
•

•

Table 3 – Major Themes
Program Design &
Development

Themes

Examples

Absence of a community
member in initial planning
meeting

Community organizer did not bring a community
member at the initial meeting with practitioners.
Community members’ input (or lack of input) during
program design and development stage provided
practitioners (researcher, her fellow interns, and
preceptors) a more accurate and well-rounded view
of the community.
When the practitioners and community partner have a
history of partnership, relationship-building with the
community organizers was easier. Rapport has been
established from previous experiences between the
two parties.
When community organizer provided feedback to
practitioners
about
program
curriculum,
the
implementation was more effective, as opposed to
not providing and receiving feedback. This feedback
proved effective.
During the first days of programming, kids were
difficult to engage. Kids were not as responsive in
activities of the workshops because of new and
unfamiliar faces. Researcher struggled to control
classroom behavior (loud, disrespect, etc.) as an
outsider, especially during the first day.
Some programming days consisted of working
outdoors, such as a soccer field. Kids were harder to
engage in this outdoor setting, as opposed to being in
a classroom. Kids were running around and not
listening to directions.
Groups that were smaller in size—such as Peace,
with 8-10 kids per week—were easier to engage
throughout the weeks. Practitioners are able to
become familiar with each kids more personally,
which ultimately helped in engaging them in program
activities.
Certain age groups—11-13 year olds—were more
resistant to participate, listen, and follow directions.
The researcher struggled to keep their attention
during program activities.

History of partnership with
community partner

Review of curriculum with
community organizer

Revision in
curriculum of the
program
Program
Engagement of the youth
As the researcher
Implementation
with
unfamiliar
faces
(practitioners)
became more
involved and 		
familiarized herself
Engagement of the youth
with the
in external environments
communities, she and
her fellow interns
had to revise the
Size of the group
curriculum
as the weeks
progressed. This is
because of a greater
Age group
need in other
topics. For example,
the organizer at
Parkridge requested
working with communities as the literature
a curriculum that
focuses on physical activity and fitness. However, suggested, several challenges still emerged. Engaging
the communities as an outsider was difficult,
from continuous conversations with the youth
especially during the first few days of program
at Parkridge, the researcher and her fellow
implementation. The significance of partnerships,
interns decided to revise the curriculum to
include more relevant topics that will benefit the although it was evident that it made a difference in
the program design and development, did not
children more, such as workshops on manners
directly help with alleviating struggles when it came
and college preparatory.
to the researcher engaging the community
members during the workshops. Unanticipated
Last minute change in time allocation of the
situations emerged as well, which added to the
program
challenges.
In several cases, programming was cut short
because of shortage in time. The researcher and
fellow interns were made aware in the middle
of the workshops that programming had to be
cut from 75 minutes to 60 minutes. This posed
some implications because the lesson plan
needed to be cut short.

SUMMARY
Although the researcher adopted the training
provided to her on the steps of programming and
the best practices, theories, and strategies of

Despite all the preparation by the researcher to
successfully engage with the communities, it
appears that she still had difficulties engaging the
community members. This preparation included
trainings by preceptors at the University of
Michigan Health System and adoption of best
practices, theories, and strategies in the literature.
Evidence-based practice, as effective as the literature
suggests, is extremely complex and differs on a
case by case basis. Each community has its own set
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of cultures, needs, and characteristics – all which
cannot be generalized. Preparation in working with
communities can be done, but practitioners,
especially outsiders such as the researcher, can
prepare most effectively by walking into the
community expecting to struggle and learn from
those challenges.
LIMITATIONS AND FURTHER STUDY
This particular study was done during an 8-week
period. For further study, longer periods of time
with the communities may be beneficial in
observing interactions and engagement. Because the
study aims to examine the results of using
recommended best practices and collaborative
partnerships when working with communities as
an outsider, implementing evaluation tools for the
programs could give a more comprehensive data
set. Since the researcher did not use an evaluation
tool to determine the effectiveness of the programs,
she focused more on the interactions and
engagement in the design, development, and
implementation phases of the programs. Lastly, an
interview of fellow interns and preceptors that
worked with the researcher may also add insight
not seen by the researcher alone.

CONCLUSION
There are evidence-based practices, best practices
approaches, theories, and strategies in the literature
that help guide public health practitioners in
working with communities. This study explored
these methods and compared it to observations
made by the researcher. The results illustrate that
despite all the preparation done to engage
communities, practitioners and researchers learn
best how to engage the communities by directly
engaging with them.
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Let’s talk about it:
Caregivers’
perspective on
communication
about sexuality
with foster youth
By Imani A. Gayden

Abstract
Teenagers in foster care are more likely than their
counterparts (non-foster care youth) to become
pregnant or impregnate someone. Caregivers (for
the purpose of this study: foster parents, relatives,
and biological parents) play a critical role in helping
their youth access services and the support they
need with their sexual health and reproduction.
Although previous research examined the impact
of successful parent-teen communication, few
studies have analyzed caregivers’ self-efficacy in
educating foster youth about sexual health and
reproduction. In this context, using a selfadministered questionnaire the study assessed the
perceived competence of 41 caregivers who
resided in Clark County, Nevada.
Introduction and Purpose
Foster youth are particularly at risk for pregnancy

Faculty Mentor
Dr. Ramona W. Denby-Brinson
Senior Resident Scholar
School of Social Work
Greenspun College of Urban Affairs
University of Nevada, Las Vegas

and are 2.5 times more likely to become pregnant
by age 19 than their peers that are not in the child
welfare system (Comlossy, 2013). According to
James et al. (2009), teenage pregnancy is closely
linked to poverty, overall child well-being,
responsible fatherhood, health issues, education,
child welfare, and other risky behavior. Substantial
public costs, $23 billion each year, are also
associated with adolescent childbearing (Scarcella,
2006). Parents need knowledge, comfort, skills, and
confidence in order to communicate effectively
and encourage conversations some view as
difficult and emotional (DiIorio, Pluhar, & Belcher,
2003). Limited research has been conducted
regarding the roles of caregivers as advocates for
youth and caregivers’ perceptions of how to carry
out this role as an educator.
A series of focus groups were formed prior to the
start of the DREAMR (Determined, Responsible,
and Empowered Adolescents Mentoring
Relationships) Project conducted at the University
of Nevada, Las Vegas (UNLV) by Ramona DenbyBrinson. The groups were organized with a target
population of adults who had been foster youth or
experienced pregnancy and parenthood during
their teenage years. One of the goals of the focus
groups was to analyze the groups’ beliefs of
essential elements of an intervention program
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designed to prevent foster youth pregnancy. One of
the findings of the focus groups indicated a lack of
open, honest, and trusting relationships between
themselves and caregivers in foster care. Participants
also stated caregivers inhibit conversations about
sex. The findings of this group convey a need for
caregivers’ perspective on these issues. This study
aims to further investigate caregivers’ beliefs of their
self-efficacy levels in assisting youth with their
sexual health and reproduction.
Literature Review
According to Coleman and Karraker (1997), parental
self-efficacy beliefs embody how parents perceive
themselves as capable of performing the different
tasks associated with the demands of parenthood.
Many parents want to talk to their children about
sex but do not feel that they have the skills or
efficacy to do so (Carlson & Tanner, 2006; Afifi,
Joseph, & Aldeis, 2008). Foster parents often have
little knowledge of what their foster youth’s
experiences were regarding sexuality and sexual
coercion and are uninformed about what sexual
knowledge or education their youth had previously
(DooLittle, 2013). Caregivers are often doubtful of an
appropriate instance to discuss reproductive health
with youth. Further research needs to be conducted
to analyze caregivers’ beliefs about the experiences
of their foster youth and how to discuss these
issues appropriately with them.
Researchers have gathered that parents and
children are commonly apprehensive when it
comes to discussing sexual health and
reproduction. Both parties feel the other cannot
handle the topic and avoid the conversation
altogether (Rosenthal, Feldman, & Edwards, 1998;
Afifi et al., 2008). When conversations about
reproductive health do occur between caregivers
and youth, they are generally punitive in nature,
making the talk uncomfortable (DooLittle, 2013).
Some parents believe that if they discuss sex with
the teenagers, teens will engage in sexual activities
sooner believing the conversation will make sexual
activity permissible (Abrego, 2011). Many foster
parents find discussing sexual health difficult and
like most parents, they seldom receive training in
medically accurate, age appropriate, sex education
(DooLittle, 2013).
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Caregivers’ Roles
Families that are characterized by little or absent
parental monitoring tend to display relationships of
poor quality. A severe lack of communication
between the parent and youth contributes to a
much higher rate of sexually risky behavior (Affifi et
al., 2008; Zimmer-Gembeck & Helfand, 2008).
Characteristics that inhibit successful fostering
include non-child centered fostering motivations,
competing demands for parents’ time and energy,
parents’ difficulties in dealing with strong
attachments to children who might have to leave
the family, and personal and interpersonal
inflexiblility (Buehler et al., 2003; Guilamo-Ramos,
Jaccard, Dittus, & Collins, 2006). Teenagers that feel
highly connected to their parents are far more likely
than their counterparts to use contraception, delay
sexual activity, and are less likely to become
pregnant Foster youth often lack these emotional
connections (Resnick, 1997; Miller, 1998; Wight,
Williamson, & Henderson, 2005; James et al., 2009;
Abrego, 2011). Buehler, Cox & Cuddeback (2003)
state that personal, parental, and familial strengths
and skills foster parents and families bring to the
fostering experience can enhance the relationship
between caregivers and foster youth. Buehler et al.
(2003) found the characteristics that facilitate
successful fostering are religious/spiritual affiliation,
a deep concern for children, tolerance, a strong
cooperative marriage in married foster families, and
a daily life that is characterized as organized and
routinized but flexible in terms of responding to
childrens’ needs and external demands. Foster
youth need caring, patient adults that will
compassionately address any sexual issues they
may be facing (Courtney & Dworsky, 2006; DooLittle,
2013).
Studies regarding the sociodemographic factors of
caregivers may also provide insight into efficacy
levels reported by caregivers. There have been a
significant correspondence between mothers and
teenagers but not fathers and teenagers and
mothers are more frequent communicators than
fathers (Feldman & Rosenthal, 2000). Education
levels of parents have been known to shape the
capacity of family support and are a known risk
factor for early pregnancy (Silk & Romero, 2014).
Even with good communication skills, discussions
about sex are problematic and off the agenda
(Feldman & Rosenthal, 2000). Research examining
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the competence of foster parents and relatives in
educating youth about sexual health and
reproduction is scarce and needed to inform others.
Previous Studies
Research has examined parents’ perceived absence
of competence and how this influences their ability
to discuss sex with adolescents (Rosenthal et al.,
1998; Rosenthal & Feldman, 1999). Some researchers
(Jaccard, Dittus, & Gordon, 1996; Miller, Levin,
Whitaker, & Xu, 1998) have focused on how parentadolescent communication influences adolescent
sexual behavior. According to Miller et al. (1998),
after controlling all covariates, a mother’s sexual
communication, her knowledge, comfort, skills, and
confidence was the most consistent predictor of
discussions of reproductive health. In addition,
Guilamo-Ramos et al. (2006) find that parents who
had high self-esteem reported good parentadolescent communication, in general, and had a
positive attitude about discussing sex with their
teenagers.
In contrast, other studies contradict these
statements stating that parental efficacy does not
predict whether an adolescent wanted to
communicate with their parents about important
issues such as sex (Feldman & Rosenthal, 2002;
Shumow and Lomax, 2002). Therefore, Feldman and
Rosenthal (2002) believed a shift to parent-based
approaches is necessary to ensure that adolescents
receive the information with respect to reproductive
health. These approaches are intended to educate
parents on how to communicate with children
about sex and modify the information in a way that
is consistent with a parent’s parental values, as well
as the child’s personal characteristics (Feldman &
Rosenthal, 2002; Carlson & Tanner, 2006).
Nonetheless, the effectiveness of this approach has
yielded inconsistent findings. A study conducted by
Feldman & Rosenthal (2002) suggests no
communication program significantly reduces the
number of sexual partners; however, no increases in
condom use, and no delay in the engaging of sexual
activity with children.
Carlson & Tanner (2006)- and DooLittle (2013)believe there is an opportunity to empower parents
on how to engage in conversation with children by
health organizations and the government. DooLittle
(2013) states that foster training needs to be
provided for foster parents, as well as foster youth.
Additionally, user-friendly resources for foster

parents and foster youth should be made readily
available, and clinical supervision needs to be
offered for social workers working with foster
youth. If parents believe they are accessible and
available to adolescents but adolescents do not
perceive them as such, this is important to
document (Bouris, Guilamo-Ramos, Jaccard, &
Dittus, 2006). Similarly parents who believe respect
and trust has been gained and the child does not
feel the same, parents become insensitive to the
need to strengthen the relationship with the child
for the purposes of maximizing communication
effectiveness. Unfortunately, no research to date has
addressed the previous issues. Rosenthal, Senserrick,
& Feldman (2001) state that parents give greater
weight to their positive behaviors even though they
engage in negative practices such as avoidance and
control. Data suggests that very few parents are
genuinely comfortable with discussing sex with their
children (Rosenthal et al., 2001). Furthermore,
research needs to be conducted to examine factors
that contribute to impactful conversations between
caregivers and foster youth about sexual health and
reproduction.
Methodology
The present study is a sub-analysis of the DREAMR
Project. DREAMR is designed to incorporate proven
evidence-based practices and is informed by national
studies, local needs assessments, and input by foster
youth, community providers, and project partners.
DREAMR applies a multi-faceted approach to reducing pregnancy in foster care youth and building
relationship capacity for youth who are pregnant or
parenting. Caregivers are given the ability to receive
free training to learn how to talk to youth regarding their sexual health and how to assist youth with
managing loss and building healthy relationships.
Caregivers are also asked to participate in the studyrelated aspect of DREAMR.

Measures
The Reproductive Health Knowledge tool (i.e. the
Reproductive Health Self-efficacy Survey, a self-administered
survey, was designed internally to measure caregivers’
comfort level and knowledge of adolescent
reproductive health. The tool was submitted to the
University of Nevada Las Vegas’s (UNLV) IRB. The
survey consists of 23 items that focused on perceived
confidence, perceived knowledge of services and
resources, perceived level of support in educating
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youth in sexual health and reproduction, and
perceived knowledge of adolescent sexual health
and reproduction. Examples of survey items include
the following: “There is little I can do to convince a
foster youth of the importance of not becoming
pregnant (impregnating someone) at an early age”
and “I have made an important difference in the life
of a foster child by educating him/her about avoiding
pregnancy and protecting his/her reproductive
health.” Responses to Reproductive Health Selfefficacy Survey range from
1 = strongly disagree, 2 = disagree, 3 = uncertain, 4 = agree,
5 = strongly agree with items being reverse coded to
facilitate consistent interpretation of the data.
Survey Population
A total of 41 participants provided data for this
study. Breakdowns by participant gender,
relationship to youth, and education level are
provided in Table 1.

who are relatives with a higher level of education
will display higher levels of efficacy. Caregivers
with a foster youth previously or currently under
the care of the Clark County Department of
Family Services (DFS) were invited to participate in
the study after youth became enrolled. Both the
youth and caregiver lived in a Las Vegas zip code
that is considered “high-risk” for elevated teenage
pregnancy rates. Participation in this project was
voluntary and confidential. This study included a
research protocol from the University of Nevada,
Las Vegas Institutional Review Board (IRB) that
ensures the protection of the rights for all
participants. In order to further protect
respondents’ rights, they were asked not to
disclose their names. Instead, they were assigned
an identification number at random. To encourage
truthful responding, respondents were assured
responses were confidential and informed the
difficulty in linking8a name to a questionnaire.

Table
Participant
demographics
Table 1.1.Participant
demographics

Operationalization
of Terms of
Measurement
Gender
Self-efficacy is defined as
an individual’s belief in his
Male
7
17.1
or her ability to perform a
Female
34
82.9
particular task successfully,
Relationship
and is measured by a Likert
Scale as described above
Relative
17
41.5
(Bandura, 1997). Caregiver,
Non-relative
24
58.5
defined as a person who
Education
gives help and protection
to someone, such as a
High school or less
9
22
child, an old person, or
Post-High school or greater
29
70.7
someone who is sick
Missing
3
7.3
(Merriam Webster, 2015).
Foster care, the term used
Objective
to describe a system in which a minor, who has
Objective
In
the present study, the primary goal was to
been made a dependent of the court due to abuse
assess caregivers’ level of self-efficacy in educating or neglect, is placed in an institution, group home,
In the present study, the primary goal was to assess caregivers’ level of self-efficacy in
and supporting foster youth about sexual health
or private home of a state-licensed or agencyand reproduction. A secondary focus was to
certified caregiver referred to as a foster parent
educating and supporting foster youth about sexual health and reproduction. A secondary
examine the different levels of self-efficacy based
(Anderson, Uman, Keenan, Koniak-Griffin, & Casey,
on caregivers’ sociodemographic characteristics
1996). Foster parents are adult relative or
focus was to examine the different levels of self-efficacy based on caregivers’
such as the relationship to youth, gender, and
nonrelative caregiver of minor children in foster
education level. This study aims to evaluate,
placement, and act as caregivers as previously
sociodemographic characteristics such as the relationship to youth, gender, and education
analyze, and discuss caregiver self-efficacy levels
defined (Anderson et al., 1996). Lastly, foster youth
is a term
used
to describe minors who are
regarding
meaningful
and
impactful
conversation
level. This study aims to evaluate, analyze, and discuss caregiver self-efficacy
levels
regarding
dependents of the court and are placed in foster
with foster youth regarding sexual health and
caresexual
(Anderson
et. al., 1996).
reproduction.
It
is
hypothesized
that
the
levels
of
meaningful and impactful conversation with foster youth regarding
health and
efficacy caregivers exhibit will be low and females
Characteristic
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Number

Percent

reproduction. It is hypothesized that the levels of efficacy caregivers exhibit will be low and
University of Nevada, Las Vegas
females who are relatives with a higher level of education will display higher levels of
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Limitations
This study has several limitations worth noting.
Although the tool was constructed using evidencebased theories, the tool’s effectiveness has not been
tested for reliability. The use of self-reports relies on
the honesty of participants. Social desirability may
also sway participants’ responses. Respondents tend
to answer questions in a manner that will be viewed
favorably by others. This may cause over-reporting
behavior that may be viewed as “good” and underreporting behavior that may be viewed as “bad.”
Furthermore, the sample size was limited which
makes it difficult to find statistically significant
relationships in relation to the larger population.

able that had a statistical significance was gender in
which A difference in the efficacy levels of males
was noticeably lower (mean rank = 11.43) than and
females (22.97). The means of participants’ overall
results were compared to determine the comprehensive efficacy levels of participants. Higher levels
of efficacy were displayed with equal levels of comfort with discussing sex with a foster youth as their
own children. Most caregivers displayed a low level
of efficacy with regards to being embarrassed to discuss sex with youth.

Data Analysis
A total score per survey of 23 minimum and 120
maximum was assessed for each respondent. When
the total scores were plugged into a Histogram, a
skewed result was displayed. Given the nature of
the data, a Mann-Whitney U Test was used to compare the differences between the dependent group
and independent groups. The dependent variable,
level of self-efficacy amongst caregivers to educate
foster youth about sexual health and reproduction
and the independent variables, relationship (relatives
= 1, non-relatives =2), gender (male =1, female = 2),
and education level (less than high school =1, higher
education = 2) were measured on a continuous
scale. The medians of the groups’ responses were
compared and converted on the continuous ranks
across the two groups (Laerd Statistics, 2013). The
medians were then evaluated to determine whether
they differed significantly. A significance level of α =
0.05, determine if the locations of the two
distributions are equal (i.e., if the medians are equal).

Implications and Summary
As opposed to previous works (Rosenthal et al.,
1998; Carlson & Tanner, 2008; Affi et al., 2008;
DooLittle, 2013), the results of this study indicate
caregivers feel competent with discussing sexual
health and reproduction with youth. The high
degree of self-efficacy revealed by this study disproved the hypothesis and raises more questions.
Despite the focus groups exhibiting the low levels or
trust, communication, and ability to discuss sex with
caregivers, caregivers believe they are able to effectively discuss sex with youth. Caregivers feel they
are comfortable and competent with discussing sex
even though youth do not agree. Social desirability
and the use of self-reports may have played a role
in the high levels of efficacy reported by the caregivers. Caregivers may have felt pressured to appear as
if they were well-informed and did not want to
appear as if they were not adequate.

Results
Contrary to the hypothesis, the overall efficacy levels
of participants were high but not always statistically
significant. For instance, even though relative caregivers displayed a slightly higher mean rank (21.91)
than non-relatives (20.35), there was no statistical
significant difference of the efficacy levels of the relatives (mean rank = 21.91) and non-relatives (mean
rank = 20.35) (insert t-value). The same applies to the
factor of education where caregivers that reported
an education level and less than high school scored
a slightly smaller (mean rank = (18.06) than those
that had some background in and higher education
(mean rank = 19.95), this difference was found statistically insignificant (insert sig. value). The only vari-

Each of the 23 questions is listed in Table 2 with
their means and standard deviations.

Practice Implications
Teenage pregnancy is a complex issue that demands
the attention of policy makers, educators, service
providers, and families. Community collaboration
and culturally appropriate programs are needed in
order to support caregivers with creating
opportunities to discuss important issues with
youth such as sexual health and reproduction.
Messages also need to target both males and
females. A responsibility to educate caregivers about
their rights to educating youth and engaging in
conversations they may view as inappropriate but
necessary. In order to be effective and widespread, a
call to action to gain the support of financial
resources, public awareness, and the
implementation of policies to support youth,
caregivers, and workers is an urgent need in order
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Each of the 23 questions is listed in Table 2 with their means and standard deviations.
Table 2. Self-efficacy Results.

348

Question Posed

I believe that I can
help a foster youth
access and use
effectively
pregnancy services
and resources

I have sat a foster
youth down and
discussed openly
birth control

I don’t know where
to get information
about the best
strategies for talking
to foster youth about
sex

I know that I can do
what needs to be
done to work with
others (foster
parents, workers,
caregivers) to help a
youth access
pregnancy
prevention services
and resources

Mean

4.02

4.00

3.70

4.22

Standard
Deviation

1.129

1.261

1.265

.909

Question Posed

There is not much I
can do to help a
youth avoid
becoming pregnant
(or impregnating
someone)

It is only wishful
thinking to believe
that I can really help
a foster youth avoid
becoming pregnant
(impregnating
someone)

There is little I can
do to convince a
foster youth of the
importance of not
becoming pregnant
(impregnating
someone) at an early
age

I often feel it is
hopeless to tell
foster youth to delay
becoming parents

Mean

3.85

3.98

4.05

4.51

Standard
Deviation

4.13

1.060

.973

.746

Question Posed

I find it easy to talk
to foster youth about
sex

My open
communication with
foster youth makes
it easier for me to
talk about sex and
avoiding pregnancy

I take a hands on
approach when it
comes to knowing
whether my foster
youth is sexuallyactive or sexually
interested

I am just as
comfortable talking
to a foster youth
about sex and
pregnancy as I am
talking to my own
child(ren)

Mean

3.85

4.00

4.02

4.28

Standard
Deviation

1.145

1.204

.935

1.050

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

13
Question Posed

With all of the
responsibilities I
have it is not
possible for me to
get involved with
talking to youth
about pregnancy

I would not know
where to start in
having a
conversation with a
foster youth about
sexual activity and
the importance of
avoiding pregnancy

No matter what
others say or do, I
do not think should
be my role to talk to
foster youth about
avoiding pregnancy

I do not have the
type of relationship
(i.e., closeness) that
I feel I would need
to have to talk to my
foster youth about
reproductive health

Mean

4.20

4.20

4.37

4.13

Standard
Deviation

.843

1.030

.994

1.042

Question Posed

I am comfortable
talking to youth
about sexually
transmitted diseases

My associates (e.g.,
others workers,
other caregivers,
other parents) have
talked to me about
how to talk to foster
youth about sex and
avoiding pregnancy

I have made an
important difference
in the life of a foster
child by educating
him/her about
avoiding pregnancy
and protecting
his/her reproductive
health

I feel that the foster
youth I work with
are empowered to
make the right
choices (i.e., actions
that will give them
the best future)
based on how I
Talk to them about
reproductive health

Mean

4.22

2.73

3.63

3.88

Standard
Deviation

.988

1.339

1.178

1.017

Question Posed

I am embarrassed to
discuss sex with a youth

I do not have the type of
support or approval that I
feel I would need to have
to talk to my foster youth
about reproductive health

I do not have enough
knowledge about
reproductive health
myself to engage in an
informed conversation
with a foster youth

Mean

4.41

4.23

4.37

Standard Deviation

.948

.974

.859

Implications and Summary
As opposed to previous works (Rosenthal et al., 1998; Carlson & Tanner, 2008; Affi et
al., 2008; DooLittle, 2013), the results of this study indicate caregivers feel competent with
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to promote the well-being of foster youth and
those around them.
Research Implications
Research indicates parent-child communication is
affected by the connectedness of adults and
adolescents (Resnick, 1997; Rosenthal et. al, 1998;
Buehler et al., 2003; Carlson & Tanner, 2006;
Courtney & Dworsky, 2006; Guilamo-Ramos et. al,
2006; Afifi, Joseph, & Aldeis, 2008; Zimmer-Gembeck
& Helfand, 2008; Abrego, 2011; DooLittle, 2013). The
tool for this study scratches the caregivers’ efficacy
and does not delve into specific incidents caregivers
experience. Additional research must be conducted
to understand the values, concerns, and beliefs of
caregivers with educating youth about sexual health
and reproduction. Future research could consider,
for example, specific services and resources
caregivers sought to assist them with preventing
pregnancy among youth that were beneficial.
Research aimed at better understanding the
circumstances in which caregivers offer support
and educate youth with assisting in delaying sex
and preventing pregnancy is vital to preventing
other social issues such as poverty, overall wellbeing, responsible fatherhood, health issues,
education, child welfare, and other risky behavior
(James et. Al, 2009).
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What is driving
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Abstract
Immigration data from El Salvador to the United
States is studied, in order to gain a deeper
understanding of immigration patterns and
possible reasons why Salvadorans immigrate
to the United States, and specifically Las Vegas,
Nevada. The findings suggest that in the 1980s to
early 1990s, El Salvador’s Civil War was the main
component in the increasing immigration rates.
Further research is necessary to understand
the reasons behind whether Salvadorans are
emigrating to Las Vegas to escape El Salvador’s
violence or poverty. This will help in determining
the driving force behind Las Vegas’ growing
population of El Salvador’s immigrants. The
research consisted of analyzing data regarding
the amount of Salvadoran immigrants that have
migrated to Las Vegas, in data on the homicide rate
and unemployment rate in El Salvador.
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Introduction
The importance of my research proposal is
that immigration, as a topic, tends to be biased
based on the political climate. Research should
be unbiased and should allow a platform where
all of the facts surrounding a particular topic can
be found. This will allow a deeper discussion
surrounding the topic of Salvadoran immigrants in
Las Vegas, Nevada, instead of discussing whether
immigration is right or wrong based upon an
individual’s moral reasoning. It is crucial that we
focus on facts and that researchers are committed
to unbiased research for the betterment of
understanding the necessity of immigration policy
reform. Through my research, I hypothesize that
there will be a direct correlation to the number of
immigrants in Las Vegas from El Salvador due to
high unemployment and high homicide rates.
Methodology
In the study, I will examine the homicide and
unemployment rates in El Salvador during 20002010, as well as estimates on the amount of
immigrants from El Salvador who were living in
Las Vegas during that time. While it was difficult
finding a yearly sample of the populace in Las
Vegas, the American Community Survey provided
yearly samples of immigrants of El Salvador that
estimated Salvadorans in Nevada from 2007 to
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2010. While this was a shorter period than the
decade in which I wanted to examine, the data was
sufficient in the study, because the immigration
populace would be able to be compared to some
of the lowest and highest unemployment and
homicide rates of El Salvador to see whether these
factors had an effect on the number of Salvadorans
moving to Las Vegas.
Literature Review
There is some historical background research on
immigration between El Salvador and the United
States, specifically Las Vegas, Nevada. Most of the
studies and research that has been conducted is
strictly related to the number of undocumented
immigrants moving into large metropolitan areas
(New York City, San Francisco, Washington D.C. etc.).
A majority of the research studies conducted,
surrounding immigrants from El Salvador, are
focused on the categories: psychological health,
nutrition, and remittance practices between
Salvadoran families in the United States and the
Salvadoran families in El Salvador. John P. Tuman
(2009) studied the population of Latin American
migrants in Las Vegas in 2008 and wrote “The total
number of Latinos in Clark County grew by 47
percent between 2000 and 2005—the fastest growth
rate for any group in the county or the state. The
geographic concentration of Latinos in Clark County
is largest in North Las Vegas—which has some areas
that are 85 percent Latino—and in the eastern parts
of Las Vegas, particularly in the vicinity where U.S.
Highway 95 and Interstate 15 intersect. The growth
trajectory of the Latino population in Clark County
is largely consistent with the overall trend among
Latinos in the state of Nevada.”
Data has also been collected on the immigration
statistics in Las Vegas from Audrey Singer, a senior
fellow at the Brookings Metropolitan policy
program. Singer has written extensively on the topic
of immigration hubs and immigration trends in
the United States. Singer presented Las Vegas Global
Suburb? Migration to and from an Emerging Immigrant
Gateway at the Global Immigrant Gateways Workshop
in January 2006. She presented the data that Las
Vegas has quickly emerged to become one of the
most unionized cities in the United States, as well
as become one of the fastest growing cities during
the 1990-2000 decade. Among the information
presented, Singer discusses that in 2000, Las
Vegas had the largest growth in its foreign born

population with 247.9% growth. Out of the number
of foreign born populace in Las Vegas in 2000, 4%
of that population was from El Salvador. During
this time Las Vegas was observed as being one of
the fastest growing cities, and Singer’s research
has reported growth from 35,062 foreign born in
the 1980 population to an astounding increase of
248%, resulting in 258,494 foreign born in Las Vegas’
population by 2000. “By 2005, Salvadorean were
among the top-5 group in the foreign born Latino
population in Clark County” (Tuman, 2009, p.9).
Due to the changes in local economies over the
span of a decade, some of the incoming immigrants
from El Salvador have shifted into moving to
other metropolitan areas in the Eastern United
States. Immigration as a result of the reunification
of families and natural disasters are important
components when considering why Salvadorans
are immigrating to the United States, because these
occurrences skew much of the data correlated in
driving factors that cause Salvadorans to want to
migrate to the United States. Many scholars note
that El Salvador’s Civil War, which lasted from the
late 1970’s to the early 1990’s, has played a large role
in migration into the United States from El Salvador,
but now it seems that the most determining factors
in new immigrants coming into the United States
stems from the country’s poor economy and
gang violence surrounding El Salvador’s two most
prominent gangs, Mara Salvatrucha and the 18th
street gang.
El Salvador’s economy is considered to be lagging
in comparison to that of a developed country. El
Salvador’s economy stands at the third largest
economy in Central America with the United States,
Guatemala, and Honduras as its top trade partners
and Knit Apparel and Plastics as the country’s
main exported goods. Most of El Salvador’s
gross domestic product is based on services and
manufacturing. Since 2010, El Salvador’s Labor
market is weak, with moderate unemployment.
The unemployment rate was 6.9% beginning in
2000, with a drop in unemployment to 5.8% in 2008,
then a significant increase in unemployment at
8.0% in 2009 (Imf.org). Further data of El Salvador’s
unemployment percentage is shown in the graph
below:
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Salvadorans sent an upwards of 3.6 billion dollars
Why Las Vegas?
2011).
By 2000, researchers were beginning to notice a
in remittance to El Salvador, making a large amount
change in immigration patterns, specifically noting
of El Salvador’s economy reliant on the money sent
by Salvadoran immigrants living in the United States that the largest amounts of changes to immigrant
(World Bank, 2011).
populations in the Western United States were
occurring outside the state of California. As Frey
El Salvador’s economy is a major factor in the
noted: “For example, the heavy migration between
migration of immigrants coming from El Salvador.
Southern California and Nevada suggests a broader
Many also point to the rising gang violence and
region of migrant inter-action where migrant
infamous homicide rates as a deciding factor to
characteristics more likely resemble local movers
emigrate. It is believed that the growing homicide
than long-distance migrants. Clearly, Las Vegas and
rate correlated with gang violence is causing many
Los Angeles are not within commuting range, but
Salvadorans to move to the United States, to not
there are networks of co-ethnics, relatives of recent
only escape poverty, but the constant threat of
retiree movers, and other familial and business
death. Currently the small Central American country connections that suggest a broad region that lies
is considered one of the deadliest peacetime
beyond the metropolitan labor market as defined
countries in the world. Further data of El Salvador’s
by census commuting criteria” (Frey, 2005). In
homicide rate during 2000 to 2010 is shown in the
comparison to other gateway cities for immigrants,
graph below:
the Las Vegas job market was known for its low
skilled labor as well as its strong Union presence.
The combination of both a large job market for low
skill workers, as well as the benefits in working in
industries with large union presence is what clearly
defines the difference between Las Vegas
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and other immigrant gateway cities like New York
What is driving immigrants from El Salvador to Las Vegas? (2000-2010) Page 9
City and Los Angeles. Occupational attainment of
Latino Immigrants in the United States, by Stephanie
A. Bohon, found that in four large Metropolitan
cities including New York City, Chicago, Miami and
Los Angeles most immigrants from El Salvador
reported working maids and housekeeping
cleaners (Bohn, 2005). Las Vegas, a city known for
having the world’s most hotel rooms and known
for its large low skill labor force, offers many
opportunities for individuals to work as maids
or housekeepers. Las Vegas provides both a large
opportunity for immigrants to work in low-skilled
labor markets and also provides a lower cost of
living in comparison to large gateway cities like Los
Angeles. Migration within the United States: Role of RaceEthnicity discusses, “immigrant minorities in general
have moved to the suburbs in greater numbers and
made greater inroads to the middle class. Coincident
with this has been a rise in housing costs in some
Results
Figure 3
gateway states (especially California), where there
is competition for affordable housing as well as
Homicide rates and unemployment rates were used as reasoning for migrating from El Salvador,
Results
for employment. In fact, there is an increase in
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and poverty
are and
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the most determining
Homicide
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ratesfactors
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housing values in areas of high immigration” (Frey,
used as
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from
El Salvador,
2005).
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Its crucial to understand the importance in immigrants, most
move to the United States, and leave their
resources that drives the Latino population to
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homeland. This applies not only to Latin American
migrate, “Compared to migration for all Latinos,
immigrants,
butnot
immigrants
from
every
country
migration from Nevada among foreign-born Latinos
samples in Nevada,
the data did
provide enough
evidence
to depict
a specific reason for the
imaginable. Surprisingly, in reviewing the statistics
was less volatile, while migration into the state
migration to Las Vegas. There was a weak correlation between the homicide rates and unemon homicide rates and unemployment rates with
exhibited a rapid and consistent decline. This finding
the
American
yearly
suggests that under conditions of economic turmoil,
ployment rates
that
contributedCommunity
to the number ofSurvey
immigrants
from samples
El Salvadorin
in Las Vegas. To
Nevada, the data did not provide enough evidence
the foreign-born Latino population is less mobile
my surprise, to
thedepict
number of
immigrants
from El for
Salvador
was at its highest
a specific
reason
the migration
to in the ACS sample
in comparison to the total Latino population. The
lack of economic resources for foreign-born Latinos Las Vegas. There was a weak correlation between
during 2008, which is when I expected the number of Salvadorans in Las Vegas to be its lowest,
the homicide rates and unemployment rates that
likely the result of a legacy of working in low-paid,
the
number
of immigrants
from
ElSalvador had
precarious, and segmented labor-markets – may
since Unitedcontributed
States’ economytowas
at its
lowest point.
The homicide rate
in El
Salvador in Las Vegas. To my surprise, the number
explain part of this pattern” (Tuman, Damore, Lim,
of immigrants from El Salvador was at its highest
2013).
in the ACS sample during 2008, which is when I
expected the number of Salvadorans in Las Vegas
to be its lowest, since United States’ economy was
at its lowest point. The homicide rate in El Salvador
had peaked in 2009, as well as its unemployment
rate which reached eight percent, but the number
of El Salvadorans in the sample from ACS was at
its lowest with an estimate 15,868 Salvadorans in
Nevada. The highest number of immigrants from El
Salvador in Nevada was at its highest in 2008, while
El Salvador’s unemployment rate was at its decade
low and homicide rate was at a five year low.
University of Nevada, Las Vegas
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Conclusion
Through research, I did find a weak correlation
between the spike in immigration in 2008 and El
Salvador’s homicide and unemployment rates.
Migration to Nevada was at its highest in 2008, but
both El Salvador’s homicide and unemployment
were at its lowest in 2008. While I found the data
to be confusing and opposite of what I thought
my results would be, the data does not take into
account the perspective that immigrants had of
Las Vegas during the 2008 recession. I believe that
because immigrants look toward employment
opportunities in finding a city to establish
themselves, Las Vegas was not a prudent place to
reside in, because a large majority of its businesses
rely on the status of the economy and tourism. Las
Vegas may not have been the most suitable place for
immigrants looking for low skill occupations during
the 2008 – 2010 time period and could have chosen
to reside in other metropolitan gateway cities that
provide more stable employment opportunities.
It is important to note that the effects of violence
and unemployment could have had a lagging effect
that would directly increase the amount of national
migration to the United States for one to two years,
or even longer for gateways cities like Las Vegas it
could potentially take longer.
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PROPAGATION OF
LIGHTNING
THROUGH THICK
THUNDERCLOUDS
By Iasiah Shornell Henry

ABSTRACT
Lightning is an important component of the global
electric circuit, as it plays an important role in
maintaining the earth’s electric charge. Diffusion
approximations are applied to study the
propagation of lightning in optically thick
thunderclouds. Clouds are unique in their shapes,
sizes and constituents. In work done by Odei
(2007), the cloud was modelled by a sphere
containing a homogeneous distribution of identical
spherical water droplets. Also work done by Santos
(2007), modelled the cloud using a cylindrical
geometry. This effort is based on work published
by Koshak et al (J. Geo. Phys. Res., vol. 99, (D7),
14361-371, (1994).
INTRODUCTION AND PURPOSE OF STUDY
The phenomenon that is lighting, have sparked the
interest of physicists and scientists for centuries.
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Defined as a weapon of the Gods in Greek
methodology, hurled by Zeus himself, lightning has
always awed humanity. The journey to
understanding this phenomenon of high-current
electric discharge can unlock the secret to other
lightning related phenomenon. The purpose of this
research is to study the propagation of lightning
through optically thick thunderclouds by applying
knowledge of cloud micro-physics, the physics of
lightning, diffusion approximations, and an
understanding of the scattering problem,
Lightning is mainly produced in thunderclouds,
with most of its discharges occurring inside the
cloud. There are two main types of lightning
flashes, Cloud-to-ground flashes, and Cloud-tocloud flashes (Krider, 1986). Although cloud-tocloud accounts for most of the lightning activity in
our atmosphere, Cloud-to-ground lightning flashes
have caused the most disruption. Cloud-to-ground
flashes poses a threat to humans, and structures
on the ground. It is estimated that the United
States receives 40 million strikes every year (Krider,
1986). Every year lightning is responsible for
millions of dollars in property damage and the
deaths of more than 100 people (GHRC). It is the
leading cause of outrages in electric, power, and
communication systems. Lightning is also a major
source of interference in many types of radio
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communications. The effects of lightning on space
crafts, nuclear power plants, and sophisticated
military equipment are problems of increasing
concern. The chemical effects of lightning produces
numerous benefits, as it is an important source of
fixed nitrogen, and may have played an important
role in the prebiotic synthesis of amino acids.
The study of lightning can help in understanding
the characteristics of the ionosphere and
magnetosphere. Understanding the physics of
lightning will help in developing optimum
protection from the lightning hazards, and to
further insights into our geophysical environment
(Krider, 1986). It is now well recognized that
lightning strikes near aircraft most often originate
from the craft itself. The flash is believed to begin
with the inception of a leader, propagating in both
directions away from the craft. These are called
“triggered” lightning flashes. The avoidance of
lightning strikes to a spacecraft during launch relies
heavily on the ability of meteorologists to accurately
forecast and interpret lightning hazards to NASA
vehicles under varying weather situations.
Severe hazards for NASA due to lightning have been
well documented. One major incident occurred
during the 1969 launch of the Apollo 12 mission
when lightning briefly knocked out vital spacecraft
electronics. Fortunately, the astronauts regained
control. The unmanned Atlas Centaur 67 which
carried a naval communication satellite was
determined to have been struck by a triggered
cloud-to-ground lightning flash on March 26, 1987
(GHRC). The lightning current apparently altered
memory in the digital flight control computer. This
glitch resulted in the generation of a hard-over yaw
command which caused an excessive angle of
attack, large dynamic loads, and ultimately the
breakup of the vehicle.
THUNDERCLOUDS
The charge distribution of a thundercloud
comprises of positive charges primarily gathering at
the top of the cloud, while negative and a few
positives gather at the bottom. This distribution of
charges forms a tripole. Scientific research has yet
to show why clouds become electrified. There are a
number of method that they believe electrifies a
cloud. Inductive method: this method assumes that
all the water vapor in the cloud is polarized, since
the cloud exist in an electric field. Further, when a
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raindrop is falling, it should have negative charge on
top, and positive on the bottom. As it falls through
the atmosphere, it collides with water vapor which
also have negative charges at the top and positive at
the bottom. As the positively charged bottom of the
droplet hits the negatively charged surface of the
water vapor, it leaves behind positively charged
water vapor as the droplet leaves the cloud.
Temperature of the droplet and length of
interaction are major variables with this theory.
However, this theory is still unable to fully explain
the large quantity of electrification in the clouds.
The noninductive method revolves around the fact
that as graupel forms or melts, the water gains
either a positive or negative charge. The difference
in this method is that it does not require the
hydrometeors to be polarized. Graupel is a solid
form of water that occurs as super cooled water
comes in contact with an ice crystal, and becomes a
solid. As the forming graupel interacts with
surrounding ice or water vapor, the charge grows
and is dispersed in the cloud (Hudson, 2009). A lot
of research has been done on this phenomenon,
and it shows that this process is significant enough
to cause a cloud to become a thunderstorm,
although other occurrences is thought to play a role
in cloud electrification as well. Fair weather currents
are currents flowing in the atmosphere. If a nonelectrified cloud is in the path of a vertical fair
weather current traveling perpendicular to the
earth’s surface the cloud would produce a
discontinuity in the ohmic currents. Cloudy air has
10% of the conductivity of clear air. As charges build
up around the top and bottom boundaries of the
cloud, the current on the inside of the cloud are
affected. However, due to observations of how
quickly a cloud could form, become electrified, and
produce lightning, it is unlikely to result from this
method. In addition, it was calculated that before
the negative particles arrived at the bottom of the
cloud, there would be sufficient charge densities to
achieve lightning before the negatively charged
particles got to their usually observed location in
the cloud. Despite the problems with this model, it
is thought that at least this process adds to the
electrification of the thundercloud, both at the
boundary and inside. Also it has been suggested
that this process adds a few flashes of early
lightning, which would aid the overall electrification
of the thundercloud.
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available for a parcel of air as it ascends into the atmosphere. CAPE can be mathematically
represented by:

mathematically represented by:
FORMATION OF THICK THUNDERCLOUDS
The formation of optically thick thunderclouds
./
begin with the rays of the sun warming the surface
𝑇𝑇( 𝑍𝑍 − 𝑇𝑇+ (𝑍𝑍)
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =
𝑔𝑔
𝑑𝑑𝑑𝑑
of the earth. The earth’s surface then warms all air
𝑇𝑇+ (𝑍𝑍)
.0
particles that come into contact with it. This is the
where g is
acceleration
due to gravity,
Tpparcel
is the
first requirement for the formation of a
where g is the acceleration
duethe
to gravity,
𝑇𝑇( is the temperature
of the air
at height z, 𝑇𝑇+ is
temperature of the air parcel at height z, Te is the
thundercloud; heated air particles. As the
of the atmosphere
where the
temperaturetemperature
of the surrounding
height
z, 𝑍𝑍4 is the height
ofatthe
surrounding
at height
z, Zf is the
temperature of the air increases, it becomesthelighter,
expands, and rises above the surrounding unheated height of the atmosphere where the temperature of
temperature of the environment starts to decrease faster than the moist adiabatic lapse rate of the
the environment starts to decrease faster than the
air. Due to the fact that atmospheric pressure
adiabatic
lapse rate
of the
atmosphere,
Ze becomes
decreases with high, the rising air parcel expands
atmosphere, andmoist
𝑍𝑍+ is the
height of atmosphere
where
the temperature
of theand
air parcel
further. As the air undergoes this expansion process, is the height of atmosphere where the temperature
identical to that of
of the
2010). Theto
value
of of
CAPE
theenvironment
air parcel(Chandrasekar,
becomes identical
that
theis measured in
its temperature decreases.
environment (Chandrasekar, 2010). The value of
𝐽𝐽 𝑘𝑘𝑘𝑘78 of air. CAPE greater than approximately 1,500 J kg1 is considered to have a higher risk
CAPE is measured in J kg-1 of air. CAPE greater than
The second requirement for the creation of a
1,500
J kg1
is considered
tofor
have
a
thunderstormapproximately
formation. In summary,
three
conditions
are necessary
the formation
of a
thundercloud is that the parcel of air must of
contain
water or humidity. The higher the temperature of an higher risk of thunderstorm formation. In summary,
thundercloud: sunlight, moist air, and an unstable atmosphere (Cooray, 2014).
air parcel, the easier it is to hold moisture. Therefore three conditions are necessary for the formation of
as the temperature of the rising air parcel cools, the a thundercloud: sunlight, moist air, and an unstable
moist air in the(Cooray,
unstable atmosphere
atmosphere
2014). is the first stage of the thundercloud,
moisture in it condenses into extremely small The rising
microscopic water droplets. These microscopic
referred to as the cumulus stage. Air currents travel through the atmosphere at speeds up to
The rising moist air in the unstable atmosphere is
water droplets are so tiny that they would require
50m/s, causing the
stage
of thundercloud
formation. As thereferred
air rises higher
thefirst
first
stage
of the thundercloud,
to asinto the
millions to form one single drop of rain. Visible
clouds are made of these tiny water droplets. These the cumulus stage. Air currents travel through the
atmosphere, the condensation of its moisture occurs more rapidly, while the temperature of the
atmosphere at speeds up to 50m/s, causing the first
cloud droplets evaporates as the dry air
stage of thundercloud formation. As the air rises
surrounding a cloud interacts with it. This
higher into the atmosphere, the condensation of its
interaction which occurs at the end of clouds, are
the reason clouds tend to have their sharp contour. moisture occurs more rapidly, while the
temperature of the air parcel continue to decrease.
Under normal conditions, the rate at which the
When the temperature of the parcel of air drops
temperature decreases in the air parcel is 6.5 ˚C per
below 0 ˚C, the temperature at which water freezes,
1000 meters of ascent. This rate of temperature
some of the tiny water droplets freeze and form
change is referred to as the environment lapse rate
tiny ice crystals (Cooray, 2014). Amazingly, not all the
(Ahrens, 2003). Soon the air parcel becomes colder
droplets freeze, some maintain their liquid state
than the surrounding air, which stops it’s ascend.
even at temperatures below 0 ˚C. These droplets are
However if the parcel contains moisture, heat is
referred to as supercooled water droplets. The supercooled
released as moisture condenses, which warms up
water droplets collides with and freeze on the tiny ice
the air parcel. The heat due to condensation
decreases the rate in temperature drop to 5.5 ˚C per crystals in the cloud, forming graupels. The larger ice
particles (graupels), become heavier as collisions
1000 meters. This new rate is called the wet adiabatic
continues in the cloud. Soon the graupels are too
lapse rate. The conditions necessary for the creation
heavy for the rising air parcel to push them upward,
of a thunderstorm depends on this rate. If the
resulting in the graupel particles beginning to fall
temperature in the air parcel is still warmer than
through the cloud. This occurrence is the indication
the surrounding air, the parcel will continue to rise,
of the mature stage of thundercloud formation. The
and this is the foundation for the creation of a
parcel of air does not keep rising forever, as the
thundercloud. The cloud is now considered to be
temperature of the air around it starts decreasing
located in an unstable atmosphere.
once the parcel reaches the tropopause. The
tropopause is the boundary in the earth’s
Convective available potential energy, or CAPE, measures
atmosphere, between the troposphere and the
the ability or potential of the atmosphere to
stratosphere. It is also understood to be the point
generate thunderclouds. CAPE gives the measure of
the potential energy available for a parcel of air as it at which air becomes almost completely dry. At this
point, the thundercloud’s growth becomes limited,
ascends into the atmosphere. CAPE can be
University of Nevada, Las Vegas
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leading researchers to conclude that thundercloud
activity is limited to the stratosphere.
The generation of electric charge in thunderclouds
is believed to be a result of graupel particles colliding
with the tiny ice crystals and supercooled water in an
upward draft. At this stage, a thundercloud is
considered a mature thundercloud, and is capable of
producing lightning flashes. This stage last for
approximately 15-30 minutes. The amount of falling
graupel increases, dragging down with them the
surrounding air, giving rise to a downward moving
column of air known as a downdraft. The
downdraft prevents the movement of air in the
updrafts. The graupel particles melt as they fall
through the atmosphere, creating water droplets,
experience as rain on the earth’s surface. As
precipitation increases, the intensity of the
downdraft increases. Lightning activity normally
occur before strong downward drafts are
established. Updraft can be considered the fuel for
the formation of thunderclouds. The cool air falling
from higher altitudes with the downdraft, interrupts
the formation of upward draft. This is the final stage
of the thundercloud’s existence.
PROPAGATION OF LIGHTNING: THE
PHYSICS OF LIGHTNING
To truly appreciate lightning, it is important to
understand it. To understand lightning is to
understand its physics. Researchers have been using
applications of optical, acoustic, and
electromagnetic sensors to measure the properties
of various discharge processes on time scales
ranging from tens of nanoseconds to seconds.
These measurements have also been used to infer
properties of thundercloud charge distributions that
are affected by lightning (Krider, 1986). Just before
the lightning begin in a cloud, there are an assumed
charge distribution of positive charges to the top of
the cloud, with the negative charges gathering to
the bottom. It is also believed that there are positive
charges sprinkled in with the negative charges at
the bottom of the cloud in this stage of a cloud to
ground lightning strike. The concentration of
negative charges is believed to occur at altitudes
where the ambient air temperature is between -10
to -20 o C, about 6 to 8 km above the mean sea
level (Krider). Cloud-to-ground lightning starts with
in the cloud with the preliminary breakdown. The
location of the preliminary breakdown is not well
understood, but is believed to occur in the high-
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field region between the positive and negative
charge regions.
After several seconds, the preliminary
breakdown initiates an intermittent, highly
branched discharge that propagates horizontally
and downward, known as the stepped-leader (Krider).
The stepped-leader process lowers negative charges
towards ground. The individual steps in the
stepped-leader process occur in intervals of 20-100
µsec, with lengths of 30 to 90 m. When the tip of
the stepped-leader gets close to the ground, the
electric field just above the surface becomes very
large, causing one or more upward discharges to
begin at the ground, and initiate the attachment process.
The ground discharge rises until it is met by the
leader channel at a junction point, usually a few
tens of meters above the surface. When contact
occurs, the first return stroke begins.
The return stroke is an intense positive wave of
ionization that propagates up the leader channel at
about one third the speed of light. The peak current
of a return stroke range from several to hundreds
of kilo amperes (Krider). A typical value of the peak
current is 40 kA. The current carries the ground
potential upward and effectively neutralize most of
the leader channel and a portion of the cloud
charge. After a 40 to 80 milliseconds, most cloud-toground flashes produce a new leader, the dart leader.
The distance between the object that is about to be
struck and the tip of the leader, is called the striking
distance or SD. Striking distance is an important
concept in lightning protection. The distance to the
actual junction, between the leader and connecting
discharge is often assumed to be about half the
striking distance.
CLOUD MICRO-PHYSICS
The study of cloud micro-physics shows the
relationship between thick thundercloud formation
and lightning. First, it is important to understand
the role of temperature in these natural formations.
Maritime air, which masses warm temperature and
is rich in moisture tend to harvest non-freezing
clouds that rain more, than in continental air.
Maritime air has fewer, but larger droplets, which
precipitate easier than those of continental air.
Maritime or oceanic air, forms over a large body of
water, such as oceans and seas (Oblack, 2015). The
warm cloud rain of the Maritime air, is associated
with giant nuclei (GN, larger than 1 µm), according
to Vandana Jha, 2012. Giant nuclei is formed as a
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result of the wind interacting with the surface of
the ocean. The connection between warm rain and
GN is still not clear, and will require further
scientific research and experimentation. According
to Vandan Jha, 2012; a negative relationship of
warm rain and GN concentration have been shown
by the results of research conducted by Hudson
and Yum, 2001; Goke et al, 2007; Hudson and
Mishra, 2007; Knight et. al., 2008. Measurements of
cloud condensation nuclei (CCN) in maritime air
masses showed ubiquitous influence of CCN. It has
often been assumed that CCN concentrations
should be more closely related or correlated with
cloud droplet concentrations that are closer to
adiabatic (unmixed) (Vandana Jha, 2012). These
measurements were obtained by calculating the
averages of CCN concentrations and cloud droplet
and drizzle drop concentrations, which were
examined for as many as 17 flights during the Rain
in Cumulus over the Ocean (RICO) project (Hudson,
2009). The result obtained by Hudson, show that
CCN influence is not restricted to adiabatic cloud
parcels (Hudson, 2009).
Observations of salt particles at cloud levels over
Hawaii (Woodcock and Blanchard, 1955) indicated
that raindrops grow on the salt nuclei in a manner
that prevented a marked change in distribution of
these nuclei during the drop-growth process
(Vandana Jha, 2012). Hawaii is well known for
having high salt nuclei content due to trade winds.
The data obtained from the experiment presented
two new evidence in further support of the saltnuclei rain drop hypothesis. Woodcock and
Blanchard concluded that the drop-forming process
seems to require (a) simultaneous growth involving
most of larger salt nuclei, (b) presumable very rapid
growth, preventing marked changes in the
distribution of nuclei, (c) adding water without
greatly adding salt content to the nuclei (Vandana
Jha, 2012).
Battan and Braham (1956) research on the saltnuclei hypothesis of rain formation, showed that
there is a direct relationship of the diameter of the
cloud droplet to precipitation. Their results showed
that the probability for precipitation is higher for
droplets with larger diameters. They also saw that
the process of condensation and coalescence is a
precursor for the initiation of precipitation in warm
clouds. It is expected that this process will
dominate regions of warmer temperatures, such as

the Caribbean, and other tropical eco systems. It is
important to note that at colder temperatures, both
the process of condensation coalescence and
deposition coalescence is effective (Vandana Jha,
2012). Precipitation in convective clouds is initiated
by an, all liquid process in the tropics (Battan and
Braham, 1956). Research conducted by P. T.
Schickedanz on the ‘Inadvertent rain modification
as indicated by surface raincells,’ found that the
greatest cell rainfall occurred during periods of
maximum temperature, while the least cell rainfall
occurred during the coolest period. Again showing a
relationship between temperature and cloud
precipitation.
Research conducted by J. Latham and M. H. Smith
on the ‘Effect on global warming of wind
dependent aerosol generation at the ocean surface,’
demonstrated the existence of a negative feedback
process in which an increase in wind speed
produced over ocean regions, increased emissions
of sea-salt aerosol particles. These sea-salt aerosol
particles then act as cloud condensation nuclei.
Global warming could enhance maritime wind
velocities, which will increase giant nuclei
concentrations and in turn cause precipitation. Yearround aerosol measurements made by Latham and
Smith in the North Atlantic, at the Ardivachar Point
(Northwest tip of South Uist), showed that as wind
speed increases, the production of sea salt aerosol
particles increases. It is important to note that
aerosol particles act as cloud condensation nuclei.
This then increases the number concentration of
cloud droplets and thus increases the albedo of the
clouds for incoming short wave radiation and
hence produce a global cooling effect (Vandana Jha,
2012). An increase in the wind speed of roughly
5m/s produces an increase in cloud albedo, which
in turn counteracts global warming (Vandana Jha,
2012).
CLOUD DISCHARGE
Cloud discharges are lightning that do not connect
to earth, but sometimes produce a channel to the
ground as a by-product of the flash. They are
frequently referred to as cloud-to-cloud lightning
strikes. The majority of all lightning activity
occurring within the earth’s atmosphere, occur as
cloud discharges. Cloud discharges can be divided
into three categories, Cloud-to-air, Intra-cloud, and
Inter-cloud flashes (Uman, 2001). Further research
must be done to form clear distinctions between
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through a rigid, randomly configured scattering lattice. This model is demonstrated in Figure
(Duderstadt and Martin, 1979).
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these types of cloud discharges. Intra-cloud
lightning discharge occurs between positive and
negative charges. A cloud discharge can transfer
tens of coulombs of charge over a spatial extent of
5-10 km. The discharge consist of continuously
propagating leader that generates weak return
strokes called recoil streamers. The recoil streamers
are associated with electric fields termed K-changes,
when the leader contacts pockets of space charge
opposite to its own (Uman, 2001). The cloud
K-Changes acro-physics are similar, but usually of
opposite polarity, to the K-changes associated with
Figure 1: Illustration
of the
Lorentz gasofmodel
for particle
transport.
A gas o f
Figure
1: Illustration
the Lorentz
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for particle
k-processes that occur in the intervals between
transport. A gas of noninteracting particles randomly walk as
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coordinate is allowed to vary from 6km to 9 km in order to compare results to that of Koshak et

located at animate the cloud (Santos, 2007). The z
CONCLUSION AND FUTURE WORK
coordinates vary at increments of 50 meters each,
This research studied the propagation of lightning
and timeof is
measured
Lastly,
the the cloud
through
optically thick thunderclouds by applying
from the derivative
equation
(9). Thein61microseconds.
point sources located
at𝑟𝑟é , animate
(Santos,
intensity is measured in W/m2 steradians. The peak
knowledge of cloud micro-physics, the physics of
2007). The
z coordinates
vary at increments
50 meters
and 2
time
in
amplitude
produced
by theofmodel
ineach,
Figure
is is measured
lightning,
diffusion approximations, and an
1.23 E-12 W/m2/steradians.
understanding of the scattering problem. The
microseconds. Lastly, the intensity
is measured in 𝑊𝑊/𝑚𝑚h /steradians. The peak amplitude
electromagnetic fields that are radiated by lightning
2 in Figure 2 is 1.23 E-12 W/ 𝑚𝑚h /steradians.
can be used to further study the physics of radio
producedFigure
by the model
propagation. A numerical analysis will be
conducted to help create a more realistic
model. The numerical analysis will be
conducted with data recorded by LIS
(Lightning Imaging Sensor).
al. (1994). The x, y and z coordinates represent the locations of the 61 point sources obtained
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Mrs. Agentic:
Perceptions of
Women Who
Sustain Their Birth
Surname After
Marriage
By Ashley C. Lee

Abstract
As more women earn higher education degrees
every year, it is clear gender roles are becoming
more egalitarian within Western society. More common than ever before, women are earning more
degrees than men and are taking on different roles
then what was once expected of them. With this
new freedom, women have shifted from playing a
supportive role within society to branching out and
creating their own established identity. Not only
are women maintaining a separate identity in the
professional world, but they are also maintaining
a separate identity in their marriages. Correlating
with the increased number of women in the professional world, there has been a popular trend of
women sustaining their birth surname. Although
these women who sustain their surname are creating a separate identity for themselves, they are likely
to be perceived as violating a traditional gender-role

norm. Hence, women with nontraditional surnames
are often ascribed masculine-stereotyped attributes
(e.g., agency; Etauch, Bridges, Cummings-Hill, &
Cohen, 1999) and may even be stigmatized. In order
to further investigate these perceptions, the current
study examined perceptions of women who keep
their surname upon marriage. Specifically, I focused
on the attributes that are ascribed to women who
retain their own surname after marriage. Further,
because research has shown that attitudes about
marriage vary depending on age, I tested for age differences in how women with nontraditional surnames are perceived. The current study sought to
shed light on how young students perceive woman
who chose to keep her surname upon marriage. A
semi-inductive approach was used to code openended responses. Our results concluded the woman
who sustained her surname upon marriage, was
perceived to have high levels of agency and low
levels of communion.

Faculty Mentor

Introduction
Women’s decision to change their surnames upon
marriage is still a widely prevalent choice in Western
society. The tradition of changing one’s surname to
their spouse’s has evolved into a marriage ritual
that has been strongly encouraged over time. For
instance, a woman changing her surname is a
socially accepted social norm, whereas women
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keeping her surname after marriage would be a nontraditional decision. Although women are able to
change their surname whenever they please, the
prevalent trend with women choosing to keep their
birth surname has increased over the years. Little
evidence is known for why this decision has become
popular and how these women are perceived after
violating the traditional norm.
As society has adopted newly blended gender roles,
women have gained independence to excel in the
academic and professional fields. This notion has
created options for women to take on different gender roles that would previously be considered a
social violation. Traditions that were once considered
to be strictly female gender roles have transitioned
into a gender neutral state. Women are now able to
become leaders, earn higher education degrees, and
maintain high power jobs.
Although it has become socially acceptable for
women to be present in the academic and professional fields, women are still widely judged for their
role in their personal lives, especially within their
marriage. That is, a woman keeping her surname
upon marriage is likely to be viewed as nontraditional
and may encounter stigma. To shed further light on
this issue, the current study analyses a large sample
of undergraduates’ perceptions of women who have
nontraditional surnames. Below, I begin by providing
a brief historical overview of surname changes, followed by establishing reasons why women choose to
keep their surname, and how the public perceives
nontraditional surnames as a social violation.
Historical Background
Before women gained the independence they have
today, they were legally obligated to change their surnames, generating a traditional marriage ritual in
Western society (Hoffnung, 2006). That is, it was
socially acceptable when a woman got married for
her to change her surname to her spouse’s name.
Due to the fact women had legal right barriers, surname changes became a beneficial decision. For
example, when a woman married her spouse, the
assets and property she inherited from her family
would automatically become ownership of her husband, allowing her to have access to her property
and possessions (Boxer & Gritsenko, 2005). Over
time, women gained the right to keep their surname,
but were constricted by laws that denied them use
of their birth surname on legal documents

(Hoffnung, 2006). It was not until 1975 that women
were able to have bank accounts, passports, or vote
with their birth surname (Twenge, 1997).
Along with the other obstacles women have overcome, they now have the right to keep their birth
surname in every state in the U.S. From a legal standpoint women are free to keep or change their surnames as they please. However, women are still seen
as violating a social norm when keeping their birth
surname upon marriage. The act of a woman sustaining her surname symbolizes her independence
from her spouse; this is a type of behavior that is
inconsistent with the traditional female gender role.
Even though women have gained the same rights as
men in Western society, the defining gender roles
that factor into women’s daily roles has yet to transition into modern times. Socially, women who are
viewed as independent, such as women keeping
their birth surname, are more likely to gain a negative stigma for their roles in society.
Women who choose to sustain their birth surnames
are type-cast as nontraditional women because they
tend to be independent and do not follow the typical gender roles expected of them. Based on
research that dissects social norms of surname
changes, distinctive patterns arise when comparing
women who choose to have nontraditional surnames and women who choose a more traditional
route. For example, women who do not adopt their
husband’s surname are more likely to earn a higher
education, have high professional status, and tend to
be older when first married (Hoffnung, 2006). In contrast, women who choose to take their spouse’s surname are more likely to seek marriage at a younger
age, have strong family values, and less life experiences (Carroll, Willoughby, Badger, Nelson,
McNamara, & Madsen, 2011). With this in mind,
women who choose to keep their surname are
more likely to take on an independent role rather
than a supporting role within their marriage. This
leaves the public to generate a negative stigma
towards women who have nontraditional surnames.
Reasons Why Women Change Their
Surname
In order to understand why gender roles are significant in regards to surname changes, it is important
to identify the factors that play a role in women’s
decision about their surname. In a study conducted
by Twenge (1997), women were asked why they
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chose to keep or change their surname upon marriage. Results illustrated the two most common reasons for changing their surname to their husband’s
surname were identity and tradition. Symbolically, a
surname acts as an identity that a woman takes on
when she marries a man. When a woman adopts
her husband’s identity she would then take on new
advantages that came with his surname. For instance,
based on a man’s power and status in a social community, the woman he married would then adopt
similar power and social status. Traditionally, social
acceptance followed the decision of a woman
changing her surname. The notion was positively
reinforced, which symbolically glorified women as
they took on their new identity in adulthood
(Scheuble & Johnson, 1993).

ing nontraditional surnames, allowing women to
have a separate identity from their spouses’ and
maintain their separate identity in their profession.
For example, a study conducted by Goldin and Shim
(2004) focused on surname decisions among women
who graduated from Harvard. Their source of data
was retrieved from wedding announcements in the
New York Times. They found that over half of the
announcements were from the female Harvard graduates who sustained their surname after marriage.
However, among the rest of the wedding announcements, only ten percent of Harvard graduates reported they took their spouse’s name. These results suggest that women who earn professional degrees are
more likely to sustain their birth surnames after
marriage because of their professional lifestyle.

Beyond identity, age is another factor that is closely
linked to women’s surname choices. Age is a significant factor involved in traditional marriage rituals,
because marriage was seen as a last big step into
adulthood. Socially, women were praised for their
transition into adulthood because of their new role
in society (Gilmore, 1990; Schlegel & Barry, 1991).
Research shows that women who desire to be married at younger ages and not pursue a college education are more likely to follow traditional marriage rituals (Carroll et al., 2011). With having less life experiences, it makes sense for younger females to desire
more traditional marriage rituals considering they
have not yet formed their own identity and have
been encouraged to take on their husband’s identity.

The progression of women working and earning an
education before starting a family has contributed to
a fairly new developmental stage. This stage is
known as emerging adulthood, and it is characterized by experimenting with love, education, and
work (Arnett, 2007). This clarifies why age and identity are large contributing factors that coexist with
women changing and sustaining their birth surname.
Historically, women were unable to earn higher education degrees. Therefore, their emerging adulthood
introduced them to the beginning stages of marriage
and starting a family. Now that women have gained
access to higher education, the emerging adulthood
stage has shifted to an ambiguous phase. Women
have options to explore their roles with family and
careers. However, the shift in the emerging adulthood stage can create conflict with women based on
their life decisions. For instance, a women may benefit from her career by keeping her surname, but be
perceived as nontraditional woman in her marriage.

Reasons why women keep their surname
Women who wait to marry and start a family are
more likely to live an independent lifestyle forming
their own identity. Therefore, women who marry at
older ages are likely to keep their birth surname
upon marriage. Reflecting on Twenge’s (1997) study as
to why women chose to keep their birth surname
after marriage, the two most common responses
were identity and professional lifestyle. The legal
obligation of a woman changing her surname in
marriage was a contributing factor that denied
women of their identity in the professional and academic fields. The shift in generations adopting neutral gender roles in professional and academic fields
has resulted in more women earning higher education degrees every year (Scheuble and Johnson,
1993). This prevalent trend has had a positive correlation with women marrying at older ages and hav-
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Gender roles and surname changes
Previously, because women had very little freedom,
their roles within society were limited to household
and family work. This generated gender roles to be
distinctly segregated within society, which allows the
public to subconsciously classify gender roles as
either masculine or feminine. For example, a woman
acting as the supportive role in marriage would be
considered a feminine trait. Ultimately, because society subconsciously places people in feminine or
masculine categories, men and women are likely to
be associated with gender defining personality traits
based on their role in society. According to Eagly’s
(1987) social role theory, gender roles have always

University of Nevada, Las Vegas

UNLV Title III AANAPISI & McNair Scholars Research Journal

been socially defined. That is, the role an individual
possesses has a direct influence on the gender role
that is traditionally expected of him or her. For
instance, before modern times, men were more
prevalent on college campuses, indicating men were
the dominant and high status gender in society. The
high male-to-female ratio in high paying jobs and on
college campuses resulted in dominant and high status traits transitioning into masculine traits.
In recent years, women have adopted gender roles
that were once not socially accepted as feminine
roles, such as becoming leaders, having careers, and
being college educated, which are all social violations
of that the public is accustomed to. Now that nontraditional surname changes have become more
prevalent with women in modern society, the gender
role stigma that follows tends to be negative. For
example, women who keep their birth surname
upon marriage are perceived having more masculine
personality traits (Etaugh, Bridges, Cummings-Hill, &
Cohen, 1999). Although women are socially accepted
in the professional and academic field, nontraditional
gender roles in a marriage have yet to follow in the
same transition. Women are typically assumed to
take the supportive role in a marriage, and anything
different of that norm leaves the public to judge the
woman’s role in her marriage. For instance, Robnett
and Leaper (2013) conducted a study that illustrated
people are more likely to think less of a relationship
if the marriage rituals do not follow traditional gender role customs. Marriage rituals that do not follow
the norms and standards of the typical marriage are
likely to be judged negatively, especially if a woman
takes on any of the masculine roles.
As a result of distinctly segregated gender roles, the
public is more likely to categorize a person as masculine or feminine based on their role in society. A
woman in highly respected career with a nontraditional surname is likely to be classified as having
masculine personality traits. To further understand
this connection between gender roles and personality traits, Etaugh and colleagues (1999) examined a
sample of undergraduates’ first impression of
women with nontraditional surnames. Their study
sought to shed light on women’s personality characteristics based on their marital surnames. Results
illustrated that people perceived women who kept
their birth surname after marriage to have more
agentic traits rather than communal traits.
Traditionally, men were associated with agentic char-

acteristics, which are personality characteristics associated with independence, high status, and power
(Rudman, Moss-Racusin, Phelan, & Nauts, 2012).
Because men were historically more likely to earn
higher education degrees and have high status
careers, it is typical to associate agentic traits with
masculine personality characteristics. In contrast,
before women had equal rights, the typical personality characteristics related to women’s gender roles
would be the opposite. Women were seen to have
less social status, power, and interpersonal qualities.
These attributes are known as communal personality
traits (Rudman et al., 2012). Communal attributes are
known to be feminine traits, because of the supportive role women were once obligated to hold in marriage. Communal personality characteristics are
socially accepted as a feminine trait even though
women and men have the same rights. Therefore, it
is common among the public to associate women
who choose to keep their surname with agentic
traits rather than communal traits.
The current study
As women continue to obtain nontraditional surnames, they are likely to be perceived as agentic. To
further investigate why women with nontraditional
surnames are perceived as masculine and agentic, it
is important to know why traditional marriage rituals
are still widely followed. Past research has noted that
younger generation females who desire marriage at
an earlier age may be part of the negative influences
that surround nontraditional surname. Consequently,
these young females are likely to pass on the negative stereotype to later generations (Carroll et al.,
2011). To further understand reasons why women
who keep their surnames gain a negative stigma in
regards to their marriage, this study will examine the
personality attributes that individuals ascribe to a
woman who retains her surname after marriage. On
the basis of Etaugh and colleagues (1999), I anticipated that agentic traits would be frequently ascribed,
whereas communal traits would be infrequently
ascribed. I also carried out exploratory analyses to
test for age differences in participants’ perceptions of
a woman who retained her surname after marriage.
Method
PARTICIPANTS
At the University of Santa Cruz, 283 undergraduates
participated in an online survey. The diverse sample
of students consisted of participants who identified
as White/European American: 42%; Latino/Hispanic:
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29%; Asian American: 4%; African American: 1%; and
Other/Multiple: 24%. The students ranged from ages
17-24 (M = 19) and varied in their phase of education,
starting from frosh: 46%; sophomores: 20%; juniors:
16%; and seniors: 18%. Lastly, the participants reported
their relationship status: 63% of participants reported
single, whereas 21% were dating someone from 1-12
months, and 16% were dating someone for over a
year.
Measures
The participants completed an online survey that
consisted of two parts. Half of the participants completed the first portion of the survey, which evaluated
the personality traits that participants allocated to a
woman who retained her surname after marriage.
The remaining half of the sample completed the
last portion of the survey, in which they were asked
to rate the marriage commitment of a woman who
retained her surname after marriage. Below are examples and measures of each portion of the survey.
Procedures
Personality trait allocations. Participants who completed the first portion of the survey (n = 139) were
presented with the following prompt:
We are interested in understanding the circumstances under which a woman in a heterosexual
relationship might decide to keep her own last
name after getting married. Take a few minutes to
envision a scenario where the woman in the relationship decides to keep her last name. In particular, think about the characteristics of the woman,
the man, and their relationship.
After reading the prompt, participants responded to
the following open-ended questions: “In the scenario
you envisioned, are there any features of the woman’s
personality that contributed to her decision to keep her
own last name?” Responses were coded using Braun
and Clarke’s (2006) thematic analysis, which is a
qualitative method used to identify themes and patterns in open-ended responses. Based on our previous research on agency and communion, we used a
semi-inductive approach while coding the data. That
is, we anticipated that agency and communion would
emerge as themes, but we were also open to new
themes that appeared in the open-ended responses.
Ultimately, four themes emerged in the data (see
below for a detailed description of each). The first
author and her faculty mentor tested for inter-coder
agreement by double-coding approximately 50% of
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the responses. Inter-rater agreement for each theme
ranged from 82% to 100%, which constitutes an acceptable level of agreement.
RATINGS OF NONTRADITIONAL SURNAME
SCENARIO.
Participants who completed the second portion of
the survey (n = 144) rated a vignette that described a
woman who is about to get married. The full vignette
is as follows:
David and Christina met during their last year of
college. They have been together for three years and
recently got engaged. Both are extremely happy with
their relationships. As the wedding draws closer,
Christina realizes that she needs to decide whether
she will change her last name to David’s or keep her
own. Christina eventually tells David that she would like to keep
her own last name.
After reading the vignette, participants responded to
the following question: “Please rate the strength of
Christina’s commitment to having a successful marriage.” The rating scale ranged from 1 (very low commitment); 2 (low commitment); 3 (neutral); 4 (high commitment) 5
(very high commitment).
Results
The findings in our study are divided into a qualitative and quantitative section. The qualitative results
display the four consistent themes that emerged
while coding the open-ended responses using Braun
and Clarke’s (2006) thematic analysis.
QUALITATIVE PERSONALITY TRAIT THEMES.
The themes that appeared in the participants’ responses are as follows: agency, communion, feminist/egalitarian, and insecure/noncommittal. We
further describe each theme below.
Agency. The most common response regarding a
woman keeping her surname upon marriage was
agency. 76% of participants perceived the woman as
having agentic qualities, which implies the woman
is violating the social norm of the traditional female
gender role. The majority of responses that affiliated
the woman with agentic characteristics stated she
was independent and did not need to change her
surname. For example, one participant wrote, “The
woman could have a very strong personality and feel
very confident in who she is. She is probably very
independent and doesn’t want to take her husband’s
last name because she is her own person”.
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Responses also illustrated that a woman who keeps
her surname after marriage is more likely to be perceived as headstrong and dominant, which are personality characteristics associated with a traditional
male gender role.
Communion. A second theme that was less common
was communion. Communal personality traits are associated with women’s traditional gender roles. Only
11% of responses reported the woman had communal traits; most of these responses highlighted her
dedication to family. For example, “She feels connected to her family, and she knows that she loves
her husband, but she does not need to change her
last name to prove it.” Communal traits are related
to interpersonal skills, demonstrating the love she
has for her family has affiliated her with communal
personality characteristics.
Feminist/Egalitarian. The third theme that appeared
throughout the coding process was feminist/egalitarian.
The feminist/egalitarian theme was referenced by
21% of participants. Responses indicate the woman
was violating a social norm by choosing a nontraditional surname. For instance, one participant wrote,
“Maybe she is a feminist and feels that women don’t
have to follow typical female traditions.” This response entails that a woman changing her surname
is in violation of traditional gender roles, suggesting
she is a feminist because the decision is going against
traditional social norms.
Insecure/Noncommittal. The last theme that emerged
was insecure/noncommittal, which was referenced by 4%
of the participants. Although this theme does not
directly relate to violation of gender roles, we can
still infer based on participant’s responses that the
woman was perceived to have a low communion
role in the relationship. Responses such as, “Yes, her
insecurity. She doesn’t like to rely on her husband for
just about anything, including economically,” imply
the man was perceived as the less dominant figure in
the relationship.
QUANTITATIVE ANALYSES.
Given that age has been linked to marital surname
preferences in prior research (Carroll at al., 2011), we
also ran several tests in order to determine whether
relationship experience and age were associated with
how the woman was perceived in the hypothetical
scenario. We first used two separate t-tests to compare means of age and relationship experience to
participants who perceived the woman as agentic.

Next, we used two separate correlations to see if
there was a correlation between age and the woman
being perceived as agentic, and also if relationship
experience had a correlation with the woman being
perceived as agentic. Inconsistent with expectation,
neither set of analyses yielded significant findings.
Discussion and Future Directions
Our study sought to shed light on how women with
nontraditional surnames are likely to be perceived in
society. Previous research has illustrated that women
who have nontraditional surnames are perceived as
agentic. Our study had a similar focus, yet we wanted
to narrow down which subgroups and age ranges
were more likely to perceive the woman as agentic.
We were curious to know if emerging adults with less
relationship experience were more likely to view the
woman as agentic, because previous research has
concluded an age distinction exists between women
who change and sustain their birth surname. Data
were collected from a large sample of undergraduates who answered open ended questions about a
woman in a scenario who chose to keep her birth
surname after marriage. Our findings showed that
the woman was perceived to have a high proportion
of agentic qualities and a low proportion of communal qualities. However there were no significant findings in regards to age and relationship experience.
Limitations to the study were that we did not use a
wide variety of people for our sample. Our sample was
mainly composed of women in emerging adulthood
who stated they were White/European American. If
we would have had a more diverse set of participants,
results may have been skewed in a different direction. For instance, older age groups may have shifted
the data due to a generation gap of rejecting new
social norms. Contrarily, women with nontraditional
surnames tend to marry later in their lifetimes, which
may have skewed the data in the opposite direction
based on their new nontraditional views on marriage.
Also, the majority of the participants claimed they had
a relationship status of single. Results could have been
skewed if we were to have a sample with more relationship experience. If more people with relationship
experience participated in the study there could have
been a possibility for more liberal responses due to the
variety of different relationships people encounter.
With respect to future directions, it would be interesting to compare responses from emerging adults
to responses from an older age group in order to
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relate the negative stigma of nontraditional surnames
to a generation gap. An older age group may be less
or more accepting of nontraditional marriage rituals.
There could also be two distinctive responses from
an older age group, because research has shown
women who marry later in life tend to keep their
birth surname. However, there are older women that
married at a younger age who still believe in traditional marriage rituals. With the shift in generations’
acceptance of new social norms, an age related study
affiliated with nontraditional surnames could be
significant in regards to different generations’ acceptance of nontraditional marriage rituals.

Carroll, J. A., Willoughby, B., Badger, S., Nelson, L.
J., McNamara Barry, C., & Madsen, S. D. (2011).
Journal of Adolescent Research, 22(3), 219-247. doi:
10.1177/0743558407299697

Over time, it would be ideal to conduct this study
generations later as gender roles continue to fuse
into a neutral state. It would be interesting to observe
results from several generations later in order to
compare how the negative stigma has shifted within
Western society. Because gender-role attitudes often
change over time, the negative stigma associated
with nontraditional surname choices may completely
disappear within the next several decades. This is
especially true with the nontraditional relationships
that are accepted in today’s society.

Goldin, C., & Shim, M. (2004). Making a name:
Women’s surnames at marriage and beyond. The
Journal of Economic Perspectives, 18(2), 143-160. doi:
10.1257/0895330041371268

For example, because same-sex marriage is legal in
the United States, an abundance of information can
be collected by observing nontraditional marriages in
same-sex couples. In a same-sex relationship there
are many factors that violate traditional marriage
rituals. This would include who the proposer would
be and whose surname to take. Concluding from the
study, women who keep their surnames are perceived
as violating a social norm. However, how would this
change if a couple had a completely nontraditional
relationship, such as, a same-sex relationship? Future
research should examine marriage rituals in same-sex
relationships in order to understand which traditions
are more likely to be viewed as social violations.

Robnett, R. D., & Leaper, C. (2013). “Girls don’t propose! Ew.”: A mixed-methods examination of marriage tradition preferences and benevolent sexism in
emerging adults. Journal of Adolescent Research, 28, 96-121.
doi:10.1177/0743558412447871
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Abstract
Bullying and aggressive behaviors have adverse
effects on many children. Violent behavior among
children occurs most commonly in the school
setting and may lead to negative emotional
outcomes later in life (Kub & Feldman, 2015).
According to a study conducted by Baroncelli et
al. (2014), boys who have been found to be high in
aggression have a difficult time perceiving relevant
social cues such as fear and anger. However, boys
were prone to frequently identify happiness
and fear in faces when a different emotion was
expressed. For girls, Baroncelli and colleagues did
not find any significant relationships. The purpose
of this paper was to conceptually replicate the
research of Baroncelli et al. (2014), which was
originally done in Italy. For my study, I plan on using
children in the United States to determine if the
ability to perceive emotion predicts aggression.
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Participants will be recruited from Hyde Park Middle
School in Las Vegas, Nevada and will consist of
approximately 1,100 male and female students. The
Aggression Scale (Orpinas & Frankowski, 2001) and
the Diagnostic Analysis of Nonverbal Accuracy –2
(DANVA2; Nowicki, 2013; Nowicki & Duke, 1994) will
be completed online and will take approximately 30
minutes to complete. In order to determine if there
is a relationship between aggression and emotion
perception, I will calculate the correlation between
the DANVA and the Aggression Scale.
EXAMINING THE RELATIONSHIP BETWEEN
EMOTION PERCEPTION AND BULLYING: A
PROPOSAL
Aggression can be defined but is not limited to the
following aspects, which may or not occur together:
aggressive behavior, subjective feelings like rage
or hostility, biological and physiological reactivity,
aggressive motives and desires, and environmental
factors (Bolman, 1974). Aggression and aggressive
behavior in children seem to vary in how they are
defined. Aggressive behavior in children is often
related to violent and delinquent behavior, which
includes many intense overt hostile and aggressive
feelings and anger (Simeon & Links, 1978). Violence
can be defined as a multitude of aggressive
behaviors that are intended to cause harm resulting
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in injury or death to individuals or destruction of
things (Bolman, 1974).
Although the majority of children experience
aggression, either physical or relational, it is
essential for them to manage their emotions.
Emotional intelligence is the ability to be aware of,
manage, and clearly express one’s emotions
(Salovey & Mayer, 1990). It is important for children
to develop emotional intelligence early in
development and continue to improve it
throughout life in order to have successful social
interactions with their peers. Children equipped
with skills such as recognizing emotions in others,
understanding the causes and consequences of
emotions, and labeling emotions accurately are able
to improve their social information processing
skills (Arsenio & Lemerise, 2001). With a solid
understanding of emotions, children would have
the ability to engage in healthy social interactions
(Baroncelli, Ciucci, & Nowicki, 2014).
Children who accurately perceive others’ emotions
are strengthened by their interpretation of the
social situation through their social interactions,
and causal errors in emotion recognition are
usually rectified in their social transactions
(Baroncelli et al., 2014). Emotion perception can be
used to better understand bullying and aggressive
behavior in children who bully and their peers.
According to Dodge and Crick (1990), aggressive
behavior may stem from a misinterpretation of
social cues. Additionally, misinterpreting social cues
can be viewed as harmful. The ability to accurately
interpret facial cues from peers plays a major role
in aggressive behaviors (Dodge & Crick, 1990).
Bullies may have an inability to read facial
expressions and this may be associated with social
maladjustment in children (Arsenio & Lemerise,
2001).
One of the key studies on bullying and emotion
perception was conducted by Baroncelli et al.
(2014). In that study, participants were recruited
from a middle school in Tuscany, Central Italy.
Participants ranged in age from 11 to 15 years old
and attended grades 6, 7, and 8. This sample was
primarily made up of Italian school children, with
the remaining comprising of East European, Balkan,
African, South American, and Asian children. Data
were collected during regular school hours by
trained assistants. To start, trained assistants
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facilitated a comprehensive discussion in the
classroom to ensure all students fully understood
bullying. Following the discussion, an 11-item selfreport questionnaire was distributed to measure
involvement in traditional bullying. The Diagnostic
Analysis of Nonverbal Accuracy –2 (DANVA2;
Nowicki, 2013; Nowicki & Duke, 1994) was
individually administered to each student in a quiet
room and took about 10 minutes to complete.
Baroncelli et al. (2014) found that aggressive boys
have a difficult time in perceiving relevant social
cues, especially fear and anger. Specifically, boys
with higher levels of traditional bullying did not
show any deficit in their overall ability to perceive
emotions, but they were prone to identify
happiness and fear in faces when a different
emotion was expressed. Baroncelli and colleagues
did not find any significant relationships for girls.
Given that Baroncelli et al. (2014) research was
conducted in Italy, we do not know if their findings
would generalize to the United States. Therefore, I
will replicate the work of Baroncelli et al. (2014)
using children in the United States by assessing the
accuracy of the perception of four basic emotions:
happiness, sadness, anger and fear. The purpose of
this study is to conduct a conceptual replication of
Baroncelli et al. (2014) research to determine if
emotion perception predicts aggression, using
children in the United States.
Methodology
PARTICIPANTS
Participants will be recruited from Hyde Park Middle
School in Las Vegas, Nevada. The sample will consist
of approximately 1,100 students, from grades 6 and
7. They will include both males and females. I will
work with the administration of the school to get
permission to collect data in the school. I will ask
that the school participate in return for workshops
given to teachers and students. Prior to beginning
the study, I will ask parents to complete a consent
form and I will ask children to complete an assent
form.
PROCEDURES
Students will complete two measures on the
computer during their regularly scheduled
computer lab class. There will be roughly 40
computer lab classes. Afterwards, they will
participate in a workshop on bullying for the
remainder of class.
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MEASURES
The Aggression Scale (Orpinas & Frankowski, 2001)
is a self-report scale that measures aggressive
behaviors in young adolescents. The scale consists
of 11 items which measure behaviors that could be
potentially harmful physically and psychologically
to other students (Orpinas & Frankowski, 2001).
The scale includes questions about overt aggressive
behaviors (such as name-calling, teasing, encouraging
to fight) and physical aggression (such as punching,
pushing, and slapping) and also inquires about anger
and the frequency of anger throughout the day.
Responses for all items may vary from 0 times a day
to 6 or more times a day. I estimate it will take 10
minutes to complete this measure.
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DANVA
The Diagnostic Analysis of Nonverbal Accuracy –2
(DANVA2; Nowicki, 2013; Nowicki & Duke, 1994)
measures the ability to perceive happiness, sadness,
anger and fear in facial expressions. There are
two sections: the DANVA-AF and DANVA-CF. The
DANVA2-CF consists of child facial expressions and
DANVA2-AF consists of adult facial expressions
totaling 24 photograph facial expressions for
both. Each test uses 12 female and 12 male faces,
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identify if the person in the photograph felt happy,
sad, angry or scared. The photographs will be shown
for a total of two seconds and then the participant
will be asked to select which of the four emotions
they feel was being expressed. The total number of
correct answer choices can vary from 0 to 48 on
the DANVA 2 subtests, with higher scores indicating
greater accuracy of facial expression recognition.
I estimate it will take 20 minutes to complete this
measure.
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To determine if there is a relationship between
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Stress and Coping
Among Women of
Color
By Elizabeth Ochoa

Abstract
The purpose of this study was to examine selfassessed levels of stress and coping mechanisms
among women of color aged 18-25 years. Research
shows that women of color experience more
adverse health outcomes such as, cardiovascular
disease, diabetes, cerebrovascular disease, and
lower birthrates in comparison to Caucasian
women (Lekan, 2009; Donovan & West, 2014;
Woods-Giscombé, 2010). Stress and coping
mechanisms among the women has been
identified in the literature as a contributing factor
to the health disparities (Mays, Yancey, Cochran,
Weber, & Felding, 2002; Andrews, Felton, Wewers, &
Heath, 2004; Woods-Giscombé, 2010). In the
present study, participants were asked to complete
an online survey that was a modified version of
the Perceived Stress Scale (PSS). A total of 58
participants completed the survey. The majority
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(N=49, 84%) of women reported moderate to high
levels of stress and engaged in less positive
behaviors, when compared to the women in the
low stress group (N=9, 16%). We also found that the
majority of the women in the moderate to high
stress groups reported more trouble sleeping
(N=32, 63%), at night, and that they used eating as a
form of relaxation at higher percentages (N=32,
65%) then women in the low stress group (N=4,
44%). Further research should include a longer
survey period in order to recruit a larger sample
size, qualitative study follow up and based on the
findings of the research intervention and education
platforms created to address the behaviors that
result in disparities and poor health outcomes.
Introduction
In current health and health outcomes research
across the lifespan, stress has been defined as any
demands placed on a situation that exceed the
individual’s available coping mechanisms and
coping is defined as the ability to handle a
threatening situation through the use of thoughts
and action (Lavoie & Douglass, 2012; Strategies for
good mental health, 2009). Collectively research
has identified stress and lack of effective coping
mechanisms as contributors to the onset of
chronic disease and a lower quality of life among
women of color (Donovan & West, 2014; Woods-
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Giscombé, 2010; Mays, Yancey, Cochran, Weber, &
Felding, 2002; Andrews, Felton, Wewers, & Heath,
2004).
Women of color, a term used to classify African
American, Latina/Hispanic, Asian American, and
Native American women (Gutierrez, 1990). Women
within this population have been found to
experience an increased level of chronic stress and
employ less than effective coping mechanisms that
contribute to negative health outcomes that include:
obesity, cardiovascular disease, hypertension,
reproductive health and mental health issues such
as depression and anxiety (Roca, 2012).
In light of the health disparities and the impact of
current and future generations, research has been
conducted focusing on African American women, a
subset of women of color. The research explored
the mediating factors that result in poor health
outcomes and health disparities. The research
resulted in novel paradigms that seek to define and
explain the stress and coping mechanism of African
American women, which include the Sojourner
Syndrome, and Strong Black Woman Syndromes
(Woods-Giscombé, 2010; Donovan & West, 2014).
The Sojourner Syndrome is a behavioral strategy
that describes high-effort coping, or a behavioral
predisposition to cope with psychosocial
environmental stressors, and has been associated
with the African American women experiencing
lower birthrates (Mullings, 2005). The Strong Black
Woman Syndrome is the perception that black
women are naturally strong, self-contained, and
self-sacrificing, and endorsement of this syndrome
has demonstrated to increase the relationship
between stress and depressive symptoms (Donovan
& West, 2014).
Understanding how stress and coping impacts the
lives of women of color is paramount in order to
address and/or eliminate health disparities among
women of color.
This study will explore perceived stress, coping,
and health outcomes among women of color aged
18 – 25 years. By using a modified version of the
Perceived Stress Scale (PSS), this study will examine
to what extent are women aware of the stress in
their daily lives, and how they mitigate the negative
health effects of stress.
How women of color perceive and cope with

stress needs to be established in order to properly
create, and tailor programs to address the negative
impacts of stress. Through exploring the behaviors
and perceptions of women, this study can begin to
build the foundation and provide evidence to create
a new trajectory of health among women of color
and achieve health equity.
Literature Review
Health is the state of physical, mental, and social
well-being (WHO, 1948), and is essential for the wellbeing and happiness of an individual (Health and
Development, 2015). Health therefore is a construct
that is measured through outcomes and behaviors,
and explored through factors and determinants.
An important factor that impacts health outcomes
and quality of life is stress. Situations are considered
stressful when an individual recognizes that the
demands placed by that situation exceed the
available coping mechanisms (Lavoie & Douglas,
2012). There are many types of stress that are
associated with poor or negative health outcomes.
Chronic stress can cause long-term health problems
such as, obesity, cardiovascular disease, and mental
health disorders such as depression and anxiety,
etc. (Roca, 2012). Minorities have been known to
experience worse health outcomes. According to
Navarro (2009), a young African American is 1.8
times more likely to die of cardiovascular disease
compared a young Caucasian American. Women of
color, a term use to group African American, Latina/
Hispanic, Asian American, and Native American
women (Gutierrez, 1990), also, experience worse
health outcomes compared to Caucasian women
(Mays, Yancey, Cochran, Weber, & Felding, 2002;
Andrews, Felton, Wewers, & Heath, 2004). Obesity,
cardiovascular disease, cerebrovascular disease,
adverse birth outcomes, and hypertension are a few
of the diseases that women of color experience at
disproportionate rates and that contribute to earlier
mortality (Gay, 2002).
Research has shown that African American women
experience stress that creates health disadvantages
through a process called weathering, which is
the physiological wear and tear that provokes the
onset of disease (Lekan, 2009). Chronic stress can
alter adaptive self-regulatory systems such as the
baroreceptor control system for blood pressure
regulation (Linden, 2005). Baroreceptors are pressure
sensors, which play a critical role in short-term
and long-term blood pressure regulation (Linden,
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2005; Guyenet, 2006). According to Guyenet (2006),
baroreceptors are constantly regulating blood
pressure acting similarly to a thermostat, so that
when blood pressure levels remain high over a
long period of time, baroreceptors will set this new
level as the target level. Allostatic load, which is the
quantification of physiological measures such as
increased levels of blood pressure, cholesterol, and
other biomarkers, is thought to precede the onset
of disease and disability (Lekan, 2009). Furthermore,
adverse events appraised as stressful have greater
impact on allostatic load (Lekan, 2009), which helps
explain why women of color experience adverse
health outcomes
According to Mays et al. (2002), African American
women and Latina women have shown to have
more risk behaviors and lower health status. For
example, African American and Latina women
experience higher mortality from cardiovascular
disease, diabetes, and cerebrovascular disease
as well as higher levels of obesity, lower levels
of physical activity, and higher levels of dietary
fat consumption (Mays et al., 2002). A common
disease seen in African American women is that
of hypertension. African American women are
affected by hypertension in greater proportion
than any other group (Gay, 2002). Hypertension,
by definition is having a blood pressure higher
than 140 over 90 mmHg, and is known to be
a silent killer because it does not always have
easily identified symptoms (Why Blood Pressure
Matters, 2014). African American and Latina
women experience higher levels of obesity (Mays
et al., 2002). Additionally, diabetes, which can be
associated to obesity, kills more African American,
Hispanic/Latina, and Native American/Alaskan
women per group than Caucasian women (Gay,
2002). African American women also suffer from
higher incidence of reproductive health challenges
including preeclampsia, gestational diabetes,
pre-existing sexually transmitted infections,
preterm labor and low birth weight babies which
negatively impact birth outcomes. According to
Andrews et al. (2004), these differences are due
to complex multifaceted factors arising from
behaviors, lifestyles, violence, and lack of resources.
Interactions in relation to race, class, gender, and
age also, make women of color more vulnerable to
chronic health problems and stress (Lekan, 2009).
Women of color are exposed to daily stressors
such as unemployment, lack of housing, and lack
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of access to resources (Mullings, 2005). According
to Navarro (2009), it is important to understand the
power dynamics between class, gender, and race
in order to gain insight as to how health disparities
continue to persist in some groups compared
to others. In order to help eliminate these
disparities, there must be a broader approach that
includes political, economic, social, and cultural
interventions that touch on the social determinants
of health (Navarro, 2009).
Social Determinants of Health
The Social determinants of health are the
conditions, which are shaped by economics, social
policies, and politics, in which an individual is born
into, grows up in, or is a part of, and the systems
in place that help mediate with illness (Social
Determinants of Health, 2014).
GENDER AND RACE
According to Men, Freison, Socheat, Nirmita, and
Mondy (2011), gender is an important determinant
of health because gender inequality contributes
to income, education attainment, socio-economic
status, and access to culturally and gender specific
health. The daily reality of these inequalities,
among women can increase chronic stress, health
risk and contribute to poor health outcomes. The
cultural gender norms that exist in the United
States are unbalanced and have resulted in poor
symptomology of the most deleterious and
pervasive causes of death in the United States for
women cardio- vascular disease, diabetes and HIV
have markedly differing symptoms among men
than among women. The imbalance in healthcare,
professionally and socially can also contribute to
unmeasured levels of chronic stress that women
experience.
Women also suffer from gender-related stress,
which refers to being unfairly treated because
of being a woman (Lekan, 2009). Lekan (2009)
argues that this stress arises by being called
sexist names, unfair treatment in employment,
housing, healthcare, and being exposed to sexual
harassment. Women of color are described as in
double jeopardy, because they are subjected to
stress due to a combination of both racism and
sexism (Lekan, 2009). When experienced over a
lifetime, sexism and racism is associated with more
psychological distress that has an additive effect
(Lekan, 2009). In the study done by
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Mullings (2005), she found that women from lowincome and middle-income attributed their stress
to discrimination being felt by the government,
workplace, and community.
INCOME, SOCIO ECONOMIC STATUS, AND
EDUCATION
Socio- economic status (SES) and education has
been shown to be strong and consistent predictors
of health outcomes (Winkleby et al., 1992). According
to Winkleby et at. (1992), SES is important to health
because it reflects spending power, housing, medical
care, and even access to safe and timely physical
activity. According to Lekan (2009), African American
women who experienced poverty throughout their
life had greater chronic stress and poor health, and
displayed behaviors that lead to poor health. In
African American women, higher death rates from
heart disease and stroke are contributed to lower
income and educational levels (Gay, 2002). Latina
women, who tend to hold jobs with low pay are
more likely than any other group to be among the
working poor (Gay, 2002). Women of color make up
a majority of the working poor. The working poor
live in poor housing conditions, experience a lack of
attention and safety to the community parks, streets,
etc. (Mullings, 2005). Furthermore, poor housing has
been associated with some health issues especially
in pregnant women because they experience stress
associated with poor, inadequate or unstable living
conditions. (Mullings, 2005). Obesity among African
American and Latina women can be attributed to
something called a poverty diet, which includes
foods processed foods that are high in fats and
sugar and low in nutrients, and low in fresh fruits
and vegetables and nutrient value (Gay, 2002). Poverty
diets can are a result of the cost, availability, and
government allocations that are associated with
social service benefits and the environment of poor
housing (Mullings 2005).
ACCESS AND QUALITY OF HEALTH SERVICES
Treating diseases is also costly, and if insurance
covers some or all of the expenses there are
additional costs such as losing work wages, time and
cost to travel to centers for treatments, childcare, etc.
(Gay, 2002). Socioeconomic status has been shown
to impact health by operating through creating
behaviors risk such as, job strain, working conditions,
job insecurity, and poor diets, alcohol consumption,
and smoking (Lekan, 2009).

Lack of and access to quality health services has
greatly affected the health of minority women
(Andrews et al., 2004). When compared to Caucasian
women, women of color have less access to
preventive health services such as, cervical cytology,
mammography, clinical breast examinations, and
cholesterol and blood pressure screening (Mays et
al., 2002). Although cancer is the number two killer
for all women, African American women are less
likely to be diagnosed, but more than twice as likely
to die from breast cancer than Caucasian women.
African American women are diagnosed later and
with larger tumors than any other population
(Gay, 2002). According to Mays et al. (2002), access
to health services would contribute to the early
detection of chronic diseases, which would reduce
mortality rates.
CULTURE
Culture also plays in important factor in the health
care of women of color (Gay, 2002). Latina, Asian,
and Pacific Islander women often seek alternative
medicine such as acupuncture, herbs, or indigenous
healers to help alleviate their health conditions
(Gay, 2002). This creates additional health challenges
because it delays the use of health care services
and preventative screening (Gay, 2002). According to
Andrews et al. (2004), access to culturally competent
health care services would help reduce disparities
and promote health in minority women.
In order to help prevent the chronic effects of stress,
individuals must develop coping mechanisms.
Coping is the ability to handle a threatening situation
through the use of thoughts and action (Strategies
for good mental health, 2009.). Researchers suggest
that African American women might lack effective
coping mechanisms that are resulting them chronic
health problems (Donovan & West, 2014; WoodsGiscombé, 2010; Mullings, 2005). In Mullings (2005)
study, they found that African American women
experience lower birth rates regardless of socio
economic status and education. This suggests that
African American women’s health is being affected
by other factors. Researchers suggest African
American women who endorse or are affected
by the Sojourner Syndrome, Strong Black Woman
Syndrome, the Superwoman role (SBW) and or the
weathering effect show chronic health problems
(Donovan & West, 2014; Woods- Giscombé, 2010;
Mullings, 2005; Lekan, 2009).

University of Nevada, Las Vegas

379

UNLV Title III AANAPISI & McNair Scholars Research Journal

The Sojourner Syndrome is a conceptual
framework that offers a broader understanding
to why African Americans die at younger ages
(Mullings, 2005). In Mullings (2005) paper she
discusses The Harlem Birth Right project, which
was aimed at understanding the differences in
lower birth rates experienced by African American
women. The project analyzed how resource
inequality, racism, and gender discrimination
function to produce stress that may factor into
the high rates of adverse birth outcomes among
African American Women. The study concluded that
African Americans both low and middle-income
were exposed to many stressors such as: Housing
and environment, employment, and kinship.
Housing and environment were seen as potential
stressors due to limited amounts of housing
available. Employment was seen as a stressor by
low-income women in that they were constantly
being subjected to unemployment, which affected
access to work benefits and income security.
Middle-income women experienced similar fears
of being subjected to unemployment like lowincome women. Most of middle-income African
American women worked in sectors dominated by
government and non-profits but with cuts in federal
and state spending, their jobs were not guaranteed
and the fear associated with job instability created
unmitigated stressors. Lastly, kinship was seen as a
stressor in that women have continued to carry on
the responsibilities of caretaking for their families.
The Super Woman schema is an additional study
that helped to develop the ideation that stress
and coping had deleterious effects on the lives
of women of color. Woods- Giscombé (2010) in
their study of the Super woman, identified five
characteristics of the Superwoman role which
were: obligations to manifest strength, obligation to
suppress emotions, resistance to being vulnerable
or dependent, determination to succeed despite
limited resources, and obligation to help others.
Furthermore, liabilities were identified as related to
the Superwoman role such as strain in personal
relationships, stress-related health behaviors, and
embodiment in stress. Stress-related behaviors
were identified as overeating, poor or inconsistent
sleep patterns and, and postponed self-care.
Additionally, negative health outcomes associated
with stress that were identified among the
participants included: migraine headaches, hair loss,
panic attacks, weight gain and depression.

380

In a study done by Donovan and West (2014) in
which they looked at the relationships among
endorsement of the Strong Black Woman (SBW),
and stress, anxiety, and depressive symptoms
in African American female college students.
Participants were given the Depression Anxiety
Stress Scale and the Stereotypic Roles for Black
Woman scale. They found that moderate and
high levels of endorsement increase the positive
relationship between stress and depressive
symptoms. Most importantly they found that
the majority of participants endorse the SBW
at high rates. This could suggest that African
American college females may be less likely to seek
counseling or might have difficulty admitting that
they need help (Donovan & West, 2014).
In the studies done by Mullings (2005), WoodsGiscombé (2010), and Donovan & West (2014),
they all found negative implications to African
American women endorsing the Strong Black
Woman syndrome, the Sojourner Syndrome, or the
Superwoman role. Without coping mechanisms,
African American women have no way of
successfully dealing with the daily stressors such
as of being women of color and lack of access to
resources. This leads to chronic stress, which is
creating adverse health outcomes. It is therefore
important to establish a baseline of how women
of color perceive and cope with stress in order to
properly create, and tailor programs to address
the negative impacts of stress. By exploring the
behaviors and perceptions women of color, this
study can begin to set the foundation and provide
evidence to create a new trajectory of health for
women of color.
Methods
This project will seek to answer the following
research questions.
• How do women of color aged 18 – 25 years
perceive stress and their self-reported stress
levels?
• What coping mechanisms/behaviors are
employed by women of color ages 18-25 years?
• Do the social determinants of health mediate
coping behaviors and health outcomes among
women of color?
ASSESSMENT TOOL:
The PSS was designed over 25 years ago to measure
subjective levels of stress and can be used in a
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Recruitment / Participation

large (2387) non-clinical population and was
analyzed using principal component analysis and
varimax rotation. Although gender differences have
been reported in various samples, in which women
tend to report higher numbers, it is not clear
whether these differences are due true group
differences or if it is a deficiency in the way the PSS
constructs are measured between groups (Lavoie &
Douglass, 2012).

A snowball technique was employed to recruit participants o

relatives and associates that were within the
targeted
ofwas
women
of color
18 – 25to engage frien
period.
Anpopulation
initial email
sent out
by theages
researcher
years. To complete the electronic survey and the
link was provided.
Additionally
social
networking
associates
that were within
the targeted
population
of women of color ag
posts were made requesting for women of color
agedcomplete
18 – 25 years
to complete
theand
short
To
the electronic
survey
theonline
link was provided. Ad
survey (see Figure 2).

networking posts were made requesting for women of color aged 1
Figure 2. Facebook Post

complete the short online survey (see Figure 2).

The PSS (Cohen, 1984) is a ten-item questionnaire
that measures the perception of stress specifically
the degree to which situations are appraised as
stressful. Participants are asked from a scale of 0-4
(0= Never, 1=Almost Never, 2-Sometimes, 3= Fairly
Often, 4=Very Often) about their feelings and
thoughts during the past month. Items 4, 5, 7, and 8
are scored by reversing responses (i.e. 0=4, 1=3, 2=2,
3=1, 4=0) and items 1, 2, 3, 6, 9, and 10 are scored
with 0=0, 1=1, 2=2, 3=3, and 4=4. All responses are
summed in the end, with responses higher than 20
interpreted as high levels of stress, responses
ranging from 13-19 are interpreted as a moderate
level of stress, and responses 12 and lower are
interpreted as low levels of stress (see Appendix A)
For the purpose of this study, the PSS was modified
to include 10 questions asking participants about
their behaviors related to stress and coping.
Questions related to coping mechanisms with
negative health consequences included: alcohol
consumption, smoking, eating, and sleep
interruption. Questions related to coping
mechanisms that results in health benefits included:
prayer/meditating, time spent with friends and
family, doing physical activities, relaxing activities,
hobbies, and religious/spiritual actions (See
Appendix A).
PROCEDURE:
The survey included informed consent and contact
information of the research team for any questions
or concerns of the participants. Prior to
dissemination the protocol and instruments were
submitted, reviewed, and given exempt status by
the University of Nevada, Las Vegas Institutional
Research Board. (see Figure 1).
RECRUITMENT / PARTICIPATION
A snowball technique was employed to recruit
participants over a two week period. An initial email
was sent out by the researcher to engage friends,

Figure
2. Facebook Post
DATA COLLECTION
The survey was administered using Qualtrics
Research Suite® a web- based software designed
to collect, store and manage data on a secure
platform. By distributing only the link of the survey
anonymity was ensured to all participants in order
to reduce discomfort and bias associated with
stress and coping mechanisms. Upon completion
of the survey, participants were asked to distribute
the survey link, and request the support of their
social media friends and associates to complete the
survey.
ANALYSIS
The statistical analysis was conducted utilizing
Microsoft Excel 2011 Version. Descriptive statistics
were calculated for participant’s demographics and
percentage and rate comparisons were calculated
to illustrate the findings.
Results
A total of 61 participants completed our online
survey. Three participants had to be excluded from
our study because two participants reported that
they were White, and one participant reported that
her age was 27 therefore, the findings are based
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overweight, and 33% (N=19) were obese (see Table 2).

on the responses of a total of 58 women. The age
range was 18-25 years of age with a mean of 22.16.
Percentages of Stress Levels in
Seven-teen percent 17% (N=10) of participants
Women of Color
were Black, 56% (N=33) were Hispanic/Latina, 3%
(N=2) were Native American/ American Indian, 14%
high
moderate
low
(N=8) were Asian, and 8% (N=5) responded as other.
Eighty-eight percent (88% N=52) of participants
identified as heterosexual, 2% (N=1) gay/lesbian, 7%
16%
(N=4) bisexual, and 3% (N=2) other.
N=9
		
50% N=29
Fifty percent (50%, N=29) of participants reported
34% N=20
high levels of stress, 34% (N=20) of participants
reported moderate levels of stress, and 16% (N=9)
of participants reported low levels of stress within
the last month (see Figure 3). In relationship to
health behaviors, only 22% (N=38) of the responses
Figure 3. Percentages of Stress Levels in Women of Color
from participants with high levels of stress
reported that they engaged in positive health
behaviors fairly often or always, in the moderate
stress group 28% (N=28) of the responses to the
positive health behaviors were fairly often or
always, and in the low stress group 33% (N=18)
of the responses to the positive behaviors were
fairly often or always (see Table 1). Across all three
groups the majority of participants reported that
they never or almost never engaged in negative
behaviors (see Table 1). When looking at eating
and sleeping habits, participants with high to
Stress
andhad
Coping Among Women of Color
moderate levels of stress responded that
they
used eating as a form of relaxation fairly often or
always more than the low stress
Table 1
group and that they had trouble
Participant Responses by Stress Levels
sleeping at night fairly often or
Stress levels
Response
Positive behaviors
Negative behaviors
always (see Table 3 and 4). Body
High
Never
25% (N=43)
43% (N=50)
mass index (BMI) was calculated
Almost never
25% (N=44)
12% (N=14)
for all participants and we found
Sometimes
28% (N=49)
20% (N=23)
that 3% (N=2) of participants were
Fairly often
15% (N=26)
18% (N=21)
Always
7% (N=12)
7% (N=8)
underweight, 48% (N=28) of the
Moderate
Never
23% (N=28)
45% (N=36)
participants were normal weight,
Almost never
23% (N=28)
23% (N=18)
16% (N=9) were overweight, and
Sometimes
26% (N=31)
18% (N=14)
33% (N=19) were obese (see Table
Fairly often
21% (N=25)
14% (N=11)
2).
Always
7% (N=8)
1% (N=1)
Figure 3. Percentages of Stress
Levels in Women of Color
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Low

Never
Almost never
Sometimes
Fairly often
Always

17% (N=9)
24% (N=13)
30% (N=16)
22% (N=12)
11% (N=6)
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Table 3
Discussion
Participant’s Responses to Eating Habits
Overall we found that women
with moderate to high levels of
Stress level
Never
Almost never Sometimes Fairly often Always
stress report employing fewer
positive coping behaviors, than
High
10% (N=3) 17% (N=5)
31% (N=9) 28% (N=8) 14% (N=4)
women who reported low
Moderate
30% (N=6) 15% (N=3)
40% (N=8) 15% (N=3) 0% (N=0)
levels of stress. The majority
of participants did not report
Low
22% (N=2) 33% (N=3)
22% (N=2) 22% (N=2) 0% (N=0)
engaging in negative coping
behaviors such as drinking and
smoking. According to Collins
Table 4
Participant's Responses to Sleeping Habits
and McNair (2003), Latina
women show low rates of
Stress level Never
Almost never Sometimes
Fairly often Always
heavy drinking and high rates
of abstaining from alcohol.
High
17% (N=5)
10% (N=3) 24% (N=7) 34% (N=10) 14% (N=4)
Our sample, which primarily
Moderate
10% (N=2)
40% (N=8) 15% (N=3) 35% (N=7) 0% (N=0)
consisted of Latina women
(N=33, 56%), explains why most
Low
33% (N=3)
33% (N=3) 33% (N=3) 0% (N=0)
0% (N=0)
of the women did not report
heavy drinking. When looking at
Discussion
eating and sleeping habits, we
found that the majority (N=32, 65%) of women with Next Steps:
Overall we found that women with moderate to high levels of stress report
moderate to high levels of stress reported using
Further research should include a longer survey
eating as form of relaxation sometimes,
fairly
often,
period
in order
to recruit
a larger
samplelow
size.
An of
employing fewer positive
coping
behaviors,
than women
who reported
levels
or always, and with sleeping habits the majority
additional qualitative study can be conducted in
The majority oforder
participants
did not report
engaging in negative
behaviors
(N=32, 63%) of women with moderatestress.
to high
to develop
the reasoning
for thecoping
actions
of
levels of stress also reported that they had trouble
the
participants
and
what,
if
any
negative
health
such as drinking and smoking. According to Collins and McNair (2003), Latina women
sleeping sometimes, fairly often, or always (see
impacts are experienced. As the picture of stress
show low rates of heavy
drinking
andcontinues
high rates ofto
abstaining
from
alcohol.from
Our sample,
Table 3 and Table 4).
and
coping
develop
datum
this
study and others can be utilized to create
which primarily consisted of Latina women (N=33, 56%), explains why most of the
The limitations of the study include a low number
interventions, education platforms, and prevention
of participants, which can be attributed
to
a
short
to address
the behaviors
that
result
in we
women did not reportprogram
heavy drinking.
When looking
at eating and
sleeping
habits,
dissemination period. Given more time, additional
health disparities and negative health outcomes.
found
that the in
majority (N=32, 65%) of women with moderate to high levels of stress
participants could have been recruited,
resulting
larger participant numbers thus lending the data to References
reported using eating as form of relaxation sometimes, fairly often, or always, and with
additional statistical analysis as well as, making the
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results more generalizable. This studysleeping
was a habits
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The Effects of
Cocaine Exposure
and Exercise on
the Hippocampal
BDNF Content of
Maternally
Separated Rats
By Bernajane Palisoc

Introduction
Among industrialized nations, the United States
has the worst incidence of child maltreatment with
3 million cases per year (U.S. Department of Health
and Human Services, 2012). Studies have shown
that individuals who were maltreated when they
were young are more susceptible to drug abuse
such as alcohol, cocaine, and nicotine (Maddahian,
Newcomb, & Bentle, 1988). Early life stress (ELS)
causes hyperactivation of the HypothalamicPituitary-Adrenal (HPA) Axis (Heim et al., 2000;
Plotsky et al., 2005). The dysregulation of the HPA
axis causes the secretion of glucocorticoid stress
hormones by large amount, which in return
attenuates hippocampal Brain-derived
neurotrophic factor (BDNF) (Smith, Makino,
Kvetnansky, & Post, 1995). BDNF is a neurotrophin
that helps the growth, maintenance, and survival
of neurons and is also involved in neuronal
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plasticity. To mimic ELS, maternal separation is used
as an animal model. Studies have shown that adult
maternally separated rats have decreased
hippocampal mature BDNF (Lippman et al., 2007).
Exercise alters some of the effects of ELS by
protecting hippocampal BDNF from the downregulation caused by the hyperactivation of HPA
axis (Maniam & Morris, 2010; Neeper et al., 1996).
The purpose of this research is to investigate the
effects of ELS and exercise on behaviors related to
substance abuse and hippocampal BDNF content.
In order to mimic ELS in rats, maternal separation
was used. The rats were separated randomly into
two groups: maternally separated (MS) or control
groups (C). Maternal separation consisted of three
hours of separation from the dam each day from
postnatal day (PND) 2-14. Pups in the control
group were briefly separated from the dam,
weighed, and then returned each day during the
same period. By the time they were 21-52 day old,
the pups were randomly assigned into two groups:
exercise (Ex) or sedentary conditions (Sed). Rats in
the exercise condition were housed in cages with
running wheels, whereas those in the sedentary
condition were housed in standard cages. From
PND 42-52, each group was subjected to cocaine
conditioned place preference (CPP) to test for the
rewarding effects of cocaine. For each group before
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testing, the rats were assigned to cocaine (Co) or
saline conditions (Sal). Refer to Figure 1 for the
experimental design.
When we attempted to measure hippocampal
BDNF by the enzyme-linked immunosorbent
assay (ELISA), we did not observe the previouslypublished down-regulation of BDNF in the
hippocampi of maternally separated animals (Dold,
2013). Thus, a western blot protocol was developed
for the quantification of BDNF in the same protein
samples that were previously quantified using
ELISA. Western blot is more specific in targeting
protein due to SDS-page capability to separate
protein components in accordance to their size.
BDNF undergoes post-translational processing,
such that both pro-BDNF (the 32 kD precursor) and
mature BDNF (14 kD) are present and biologically
active in rat brain tissue. Thus, western blot will
allow us to distinguish between these BDNF
proteins, which is important in our study since
we are primarily interested in mature BDNF. We
expect maternal separation (MS) to attenuate the
hippocampal mature BDNF content. Furthermore,
we expect that the mature BDNF content will
positively correlate with the total running activity.
BDNF
Brain Derived Neurotrophic Factor (BDNF) is a type
of neurotrophin that helps facilitate the survival,
growth, preservation, and plasticity of neurons.
Neurotrophins also include neurotrophin 3 (NT3), neurotrophin 4 (NT-4), and nerve growth
factor (NGF) (Dechant & Neumann, 2002). The
neurotrophin activates signaling pathways, which
trigger the activation of proteins involved in
neuronal plasticity and growth. These signaling
pathways include the phospholipase C- γ pathway,
the phosphatidylinositol-3-kinase (PI-3-K) pathway,
and the mitogen-activated protein kinase (MAPkinase) pathway, also known as the extracellular
signal-regulated protein kinase (ERK) pathway (Chao,
2003; Kaplan & Miller, 2000; Rhee, 2001; Russel, 1995;
Segal & Greenberg, 1996). Upon activation, these
mechanisms are involved in increased production
of neurons.
The tyrosine-kinase B (TrkB) receptor is the primary
receptor to which mature BDNF binds (Barbacid,
1995; Barde, 1989). The binding of BDNF and TrkB
results in the activation of transcription in the
hippocampus through the cyclic-AMP response
element binding (CREB) protein, which leads to
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the transcription of protective factors through
the ERK and PI-3-K pathways (Xheng, Zhou,
Moon, & Wang, 2012; Barnabe-Heider & Miller,
2003). Furthermore, BDNF has been shown to
differentiate glutamatergic and GABAergic cell
types and has the ability to modify pre- and
postsynaptic transmission, substantiating its
role on hippocampal synaptic plasticity and its
protective mechanism (Gottschalk, Pozzo-Miller,
Figurov, & Lu, 1998). Moreover, BDNF was found
to have a role in excitatory synapses such that it
only affects the glutamatergic presynaptic neurons,
but not GABAergic postsynaptic neurons (Schinder
et al., 2000). Recent studies have found that BDNF
attenuates the effectiveness of the hippocampal
inhibitory transmission while decreasing excitatory
transmission (Tanaka, Saito, & Matsuki, 1997)
since BDNF can control the release of presynaptic
transmitter onto a GABA-ergic post-synaptic
neuron, which in turn releases GABA onto a
glutamatergic neuron (Wardle & Poo, 2003).
BDNF has been shown to have a role on the
development and preservation of the serotonergic
system (Djalali et al., 2005; Mamounas et al.,
2000; Rumajogee et al., 2002), coping mechanisms
to stress (Taliaz et. al., 2011), and encouraging
long-term potentiation (LTP) development in the
hippocampus, supporting long-term synaptic
plasticity (Korte, Staiger, Griesbeck, Thoenen, &
Bonkoeffer, 1996; Kovalchuk, Hanse, Kafitz, &
Konnerth, 2002; Ying et al., 2002;).
Maternal Separation
It is well documented that there is a relationship
between early life stress (ELS) and adults’ stress
responses (Kalinichev, Easterling, Plotsky, &
Holtzman, 2002). ELS has been shown to modify
HPA axis responsiveness to later stressors (Essex
et al., 2011). Due to stress, the HPA axis become
hyper-activated, which causes it to secrete amplified
amounts of glucocorticoid stress hormones (Heim
et al., 2000; Rinne et al., 2002). One typical source
of ELS in humans is severe disruptions of parental
care, such as neglect. Since parental care could not
be manipulated in the human population for ethical
reasons, rodent models of maternal separation
have been used to mimic ELS (Lippmann, Nemeroff,
Plotsky, Monteggia, 2007; Marais, van Rensburg, van
Zyl, Stein, & Daniels, 2008). Adult rodents that were
maternally separated possess less hippocampal
BDNF and a hyper-responsive HPA axis, especially
to environmental stressors. (Nishi, Horii-Hayashi,
Sasagawa, & Matsunaga, 2013; Smith, Makino,
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Kvetnansky, & Post, 1995; Ueyama et al., 1997). The
continued proliferation in glucocorticoids caused
by the stress of maternal separation, even after
the stress is removed, results to the attenuation
of hippocampal BDNF expression (Smith, Makino,
Kvetnansky, & Post, 1995). Furthermore, maternally
separated rodents have fewer hippocampal neurons
due to apoptosis and decreased proliferation of
neurons in hippocampus (Mirescu, Peters, & Gould,
2004).
Cocaine
Cocaine and many other addictive drugs increase
dopamine production in mesolimbic and
mesocortical pathways which have positivereinforcing effects (Goeders & Smith, 1983). They
work, especially cocaine, by inhibiting the reuptake
of serotonin, norepinephrine, and dopamine. The
HPA axis has been shown to be stimulated by
dopamine (Borowsky & Kuhn, 1991). Furthermore,
with the addition of stress, cocaine administration
causes the mesolimbic dopamine pathway and
HPA axis to hyper-respond, which leads to the
proliferation of dopamine release (Saal, Dong, Bonci,
& Malenka, 2003). With that being said, individuals
who are both stressed and addicted to cocaine
display dysregulation of HPA axis. In response to
cocaine administration, BDNF and its receptor,
TrkB, are up-regulated (Fumagalli, Pasquale, Caffino,
Racagni, & Riva, 2007).
It has been found that increasing BDNF levels in
the midbrain result in the suppression of cocaine
seeking in rats (Berglind et al., 2007), demonstrating
that BDNF may control the effects of cocaine as it
regulates the cortical pathways related to stress.
Furthermore, BDNF and its receptor, TrkB, did not
get upregulated by acute cocaine administration
in stressed animals (Fumagalli, Pasquale, Caffino,
Racagni, & Riva, 2009), indicating that BDNF could
be a factor in the cross-sensitization between
cocaine and stress. Thus, BDNF could be a mediating
factor of both the negative effects of ELS and the
protective effects of exercise in susceptibility to the
effects of cocaine. Since ELS causes attenuations in
BDNF and has been linked to increased substance
abuse such as cocaine following ELS, (Cleck &
Blendy, 2008), it is a possibility that exercise could
have a preventative function to decrease the effects
of early life stress.
Exercise
The release of glucocorticoids by the HPA axis

when homeostasis is challenged, especially under
stress, creates harmful and antagonistic behavioral
pathologies if not regulated appropriately (Nibuya,
Takahashi, Russell, & Duman, 1999; Smith, Makino,
Kventnansky, & Post, 1995). Exercise has been shown
to control the HPA axis through the production
of glucocorticoids due to voluntary stress from
exercising (Stranahan et al., 2006). Although exercise
imposes voluntary stress, it does not, however,
produce harmful effects in the brain. Exercised rats
have higher baseline levels of cortisol, and even
though their cortisol levels increase significantly
during stress, they do not show down-regulation of
BDNF in response to stress like sedentary controls
do; thus, it has been hypothesized that decreased
affinity or expression of glucocorticoid receptors
may render hippocampal neurons less sensitive to
acute spikes in CORT, thus preventing BDNF downregulation (Adlard & Cotman, 2004). Furthermore,
the exercised animals have proliferated dendritic
branching and density in the hippocampus which
further attenuates the damage induced by stress
(Redila & Christie, 2006; Stranahan, Khalil, & Gould,
2010).
Importantly, exercise has been shown to escalate
BDNF expression in the hippocampus (Maniam &
Morris, 2010; Neeper et al., 1996). Evidently, voluntary
exercise has shown to increase BDNF expression in
stressed animals (Adlard & Cotman, 2004; Johnson,
Rhodes, Jeffrey, Garland, & Mitchell, 2003; Neeper et
al., 1996; Oliff, Berchtold, Isakson, & Cotman, 1998).
Since BDNF is known for its protective mechanism,
the proliferation of its expression would result to
the protection against damages induced by stress.
One of the hypothesis of this study is that exercise
would attenuate the effects of maternal separation
on the BDNF expression.
Methods
SUBJECTS AND MATERNAL SEPARATION
This study used four litters (n=46) of male and
female Long-Evan rat pups. The behavioral part of
this study has already been performed and the
BDNF protein content was analyzed using
sandwhich ELISA (enzyme-linked immunosorbent
assay) technique. For the purpose of the this study,
the same hippocampal tissue samples collected
from the previous study will be used and analyzed
using a western blot protocol instead of ELISA.
PROTEIN ANALYSIS
The samples collected from the previous study
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will be quantified using a western blot procedure.
Prior to running the western blot protocol with the
hippocampal tissue samples from this experiment,
three samples of spare tissue from a different
experiment were randomly chosen to optimize and
troubleshoot the whole procedure. The samples
were homogenized with lysis buffer (150mM
NaCl, 20mM Tris-HCl (pH 8.0), 1% Nonidet P40, 10%
glycerol, 1mM phenylmethylsulfonyl fluoride, 10
µg/ ml aprotinin, 1 µg/ ml leupeptin, and 0.5mM
sodium vanadate) and were centrifuged for 15
minutes at 15,000 xg, at 4 ºC. The supernatants
were collected and stored at -80 ºC.
In order to calculate the total protein concentration
for each sample, the total protein concentration
assay (PCA) was conducted using a 96-well plates
and Pierce® BCA Protein Assay Kit by Thermo
Scientific. The samples were diluted in deionized
water (sample to deionized water = 1:19) for a
total of 40 μl. To get a standard curve range of
0-2,000 mg/mL, Albumin Standard (BSA) was
diluted in deionized water. 200 μl of BCA Working
Reagent (WR) were then added to each well. WR
was prepared by mixing 50 parts of BCA Reagent
A (bicinchoninic acid) with 1 part of BCA Reagent B
(24 mL of Reagent A with 480 μL of Reagent B). After
the addition of all solutions, the plate was placed
on a shaker briefly to mix. The plate was then
incubated for 45 minutes at 37 ºC. After incubation,
the plate was read for the absorbance using a plate
reader set at 562 nm.
WESTERN BLOTTING/ SDS-PAGE
Laemmli Buffer with beta-mercaptoethanol was
added in a 1:1 ratio in Eppendorf tubes. After adding
the buffer, water was added up to 10 μL to each
tube. The samples were denatured for five minutes
at 100 ºC and then were buried completely in
ice for another five minutes. The samples were
carefully loaded into 14% polyacrylamide gel with
10 µg total protein per lane and 7 µl of Bio-Rad
dual color protein standards to one lane in the gel.
It is important to load the protein standard in the
ladder as a marker to identify the bands’ different
molecular weights. The gel was then run with 10x
tris-glycine diluted to 1x with SDS for 45 minutes
at 200 volts and transferred in Polyvinylidene
Fluoride membrane (PVDF) for one hour and 0.35
amps with a transfer buffer (1 x tris-glycine with
10% methanol). After transfer, the membrane was
cut horizontally below the 37 kD band into two
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separate membranes and blocked together with 5%
milk in Phosphate Buffered Saline (PBS) for three
hours. The membranes were washed three times
for five minutes and were incubated separately
overnight in primary antibody with 5% milk in Trisbuffered saline with Tween 20 (TBST) at 4 ºC. The
top half of the membrane was incubated with an
anti-β-actin antibody (raised in mouse; 1:30,000;
Proteintech) and the lower half was incubated
with an anti-BDNF antibody (raised in goat; 1:500;
Santa Cruz). The membranes were washed three
times for ten minutes with TBST followed by
the incubation with the secondary antibody for
an hour in 5% milk in TBST. The membrane with
β-actin was incubated with an anti-mouse (1:5000;
Li-Cor) secondary antibody while the membrane
with BDNF was incubated with an anti-goat
(1:5000; Li-Cor) secondary antibody. Both secondary
antibodies were labeled with 800CW infrared dye,
which emits a green signal. Membranes were
washed three times for ten minutes with TBST and
were analyzed with an Odyssey imager (Li-Cor).
β-actin was used as a loading control, to ensure
that equal amounts of protein were loaded onto
the gel for each sample.
Data Analysis
Before the actual hippocampal tissue samples
were analyzed using western blot, three samples
from a different experiment were used for the
optimization of the western blot protocol. Once
the western blot protocol is optimized, we plan to
quantify the hippocampal BDNF content from the
present study.
Results
Experiment 1: Standard Conditions.
The first experiment used a 10% polyacrylamide
gel. The β-actin primary antibody was diluted to
1:30000 and BDNF primary antibody to 1:500, and
blocked with 5% milk in TBST. The standard
conditions resulted to weak signals for both
β-actin and BDNF (see Figure 2). To troubleshoot
this problem, 14% polyacrylamide gels were used
for all subsequent experiments. The concentration
of both antibodies were also increased for
Experiment 2.
Experiment 2: Primary Antibodies Dilution.
A 1:3000 dilution for β-actin primary antibody and
1:300 dilution for BDNF primary antibody were
used for the second experiment. The increased in
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the concentration of the antibodies resulted to a
very high signal for β-actin and resulted to no
signal for BDNF (see Figure 3). To solve this
problem, the primary antibodies were diluted to
1:30000 for β-actin and 1:500 for BDNF for all
subsequent experiments, based on the
manufacturer’s recommendation.
Experiment 3: Phosphate Buffered Saline (PBS)
Previous studies which looked at BDNF using
western blot protocol used different kinds of
blocking buffer. For the third experiment, the
membranes were blocked with 5% milk in
Phosphate Buffered Saline (PBS) for 3 hours. The
experiment showed a weak and scattered signals
for β-actin and a strong signal for BDNF (see Figure
4).
Experiment 4: Tris-buffered saline with Tween 20 (TBST).
Since the 5% milk in PBS failed to show consistent
result for both β-actin and BDNF, the fourth
experiment used 5% milk in TBST as the blocking
buffer. The membranes were incubated for 3 hours.
The result showed a strong signal for β-actin.
Interestingly, bands between 25 kD and 20 kD also
appeared (see Figure 5).
Experiment 5: PVDF Membrane.
Since mature BDNF is miniscule in weight, there is
a possibility that it was going through the
membrane during transfer. To test this, the fifth
experiment utilized two membranes for
transferring. The first membrane was Millipore
Immobilin-FL while the second membrane was the
BioRad immunblot. Both membranes have 0.45 µm
pore size. The experiment showed bands on the
first membrane and no bands on the second
indicating that BDNF was not going through the
first membrane.
Conclusion
Under standard conditions, both β-actin and BDNF
showed weak signals which indicated the need to
develop a western blot protocol appropriate with
the target protein’s quantification. The first
experiment used a low percentage of
polyacrylamide gel. Since the protein of interest has
a very small molecular weight, BDNF transfers very
fast and goes through the pores of the gel very
easily. Furthermore, the low percentage of the
polyacrylamide gel attributed to the scattered
appearance of the bands. Thus, a higher percentage

of polyacrylamide gel was needed. The subsequent
experiments used 14% polyacrylamide gels and was
proven to better accommodate the molecular
weight of BDNF based on the following
experiments’ results. During the second
experiment, aside from the increased percentage of
the polyacrylamide gels, the dilutions for both
primary antibodies were changed. The experiment
found that 1:30000 dilution of β-actin is better than
1:3000 while 1:500 dilution of BDNF is better than
1:300 based on the result. For the third and fourth
experiment, we found that 5% milk in Tris-buffered
saline with Tween 20 (TBST) as the blocking buffer
resulted to stronger signals for both β-actin and
BDNF than 5% milk in Phosphate Buffered Saline
(PBS). Furthermore, it is important to note that the
BDNF band from experiment 4 (between 20 and 25
kD) is likely not BDNF. Previous studies have
observed a band of this size with other anti-BDNF
antibodies, and the band is also present in brain
lysate from BDNF knockout mice (Nagappan et al.,
2009). Moreover, BDNF band from experiment 5
could be either a mature BDNF homodimer (28 kD)
or pro-BDNF (32 kD) based on its size. Lastly, we did
not see any BDNF bands on the second membrane
in experiment 5, suggesting that mature BDNF (14
kD) was not “blowing through.”
The results of the present study opened other new
possibilities for improving the western blot
protocol which will be used to quantify
hippocampal BDNF content. One of the possibilites
is using a gradient gel to resolve low molecular
weight proteins like mature BDNF. Furthermore, it
will be important to test the anti-BDNF antibody
for specificity on peripheral tissue samples lacking
BDNF to determine whether or not the bands seen
in experiment 4 (20-25 kDa) are truly not BDNF.
Finally, future study could also probe blots with an
anti-pro-BDNF antibody to determine whether antiBDNF antibody is recognizing pro-BDNF, as seems
to be the case in experiment 5.
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Figure 1: MS = Maternally Separated; C = Control; Ex = Exercise; Sed = Sedentary; Co =
Cocaine; Sal = Saline
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ALTERNATE
GERMINANTS OF
CLOSTRIDIUM
DIFFICILE, A LEADING
PATHOGEN OF
HOSPITAL DISEASE
By Sean Tanzey

Abstract
Clostridium difficile infections (CDI) are the leading
nosocomial infections worldwide. Humans are
asymptomatic carriers of C. difficile spores in the
intestinal tract. The process known as germination
occurs when otherwise harmless C. difficile spores
are converted to toxin-producing cells upon
recognition of bile salts in humans. This distinctive
transition ultimately leads to the onset of disease
and recurrent CDI. Germination profiles will be
characterized in response to peptidoglycan
fragments isolated from various bacterial species.
These specific peptidoglycan fragments contain
different amino acid residues that may induce
different germination responses. Purification and
structural determination of the peptidoglycan
fragments will be carried out by HPLC-MS. In this
study, C. difficile germination will be tested against
exhausted media containing cellular debris, as well
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as with solutions obtained from post-germination
assays. This will reveal if germination of C. difficile
induces other spores to germinate as well. If it is
shown that there are alternant germinants of C.
difficile, further characterization and modeling of C.
difficile can be made, and further inhibitors can be
tested to ensure complete inactivation of spores,
ultimately preventing CDI.
Introduction
The purpose of this study is to test if Clostridium
difficile, a spore-forming, anaerobic, toxin-producing
bacterium, germinates in the presence of
peptidoglycan fragments isolated from various
bacterial cell walls. In other words, this study will
look at the effects of peptidoglycan fragments on
C. difficile. Sometimes single germinants cannot elicit
a germination response all on their own, and a
second germinant, also known as a co-germinant
is needed to produce the desired effects. Therefore,
to expand on the primary focus of this study, the
research question being proposed is, “Are
peptidoglycan fragments sufficient to induce a germination
response in C. difficile, and what is/are the co-germinant(s), if
any?” It has been shown time and time again that
enzymes sometimes require more than one
substrate to carry out its catalytic function, thus
the enzyme that will sense peptidoglycan
fragments, if any, might require a second substrate
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to produce the biochemical response that leads to
germination of the dormant spore. (Berg, 2012)
Previously, it has been shown that another sporeforming bacterium, Bacillus subtilis, has germinated in
the presence of specific peptidoglycan fragments
due to the activity of a germination receptor, PrkC, a
Serine/Threonine Kinase.(Shah, Laaberki, Popham,
& Dworkin, 2008) The specificity of the
peptidoglycan fragments to induce germination of
B. subtilis depends on the third amino acid residue,
characteristic of the structure of the peptidoglycan
fragments. The peptidoglycan fragments can come
from either gram-positive or gram-negative
bacteria, as long as the third amino acid residue on
the peptide chain attached to n-acetylmuramic acid
is L-lysine and is not cross-linked. To explicitly
describe the structure of the peptidoglycan
fragment that results in the highest turn-over rate
for spore germination, one would need to know
the structure of complex carbohydrates and amino
acids. Put simply though, it is a disaccharide
tripeptide. (Abel-Santos, 2012)
Now, after we performed a homologue search
using the NCBI database for the PrkC gene in C.
difficile, a similar gene was found in several strains
of previously sequenced C. difficile genomes that
have been identified to produce a protein with
Serine/Threonine Kinase properties. One of the
most hypervirulent strains, C. difficile str. R20291 has
even been assigned a name for this gene, obviously
being STK. The catalytic domains have been
conserved in the C. difficile PrkC homologue, yet no
experiments have been performed to see if it still
carries out the same function. Therefore, the next
logical step would be to test if this protein still
performs the same function, if it is expressed.
Currently, C. difficile has been a very difficult—hence
the name “difficile”—model organism to work with in
the laboratory setting. This explains the large
absence of experimental knowledge on the
infectious bacteria. No known C. difficile receptors
have been adequately identified, and the proposed
set of experiments will clear some of the confusion
that has constantly bemused scientists that is the
germination mechanism of C. difficile. It is extremely
important that the germination receptors and other
germinating factors of C. difficile be elucidated so
that novel inhibitors can be designed to inhibit this
pathogen from establishing disease. Clostridium
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difficile is the bacterium responsible for the number
one, worldwide nosocomial epidemic, C. difficile
Acquired Disease (CDAD). If the data from these lab
trials demonstrate that the presence of
peptidoglycan fragments do indeed result in a
germination response of C. difficile, then a
germination receptor can next be identified for the
target of future pharmaceuticals for CDAD
treatment.
Background
In the seventeenth century, it wouldn’t take long
after the invention of the microscope for scientists
to start inspecting the microscopic world to view
never-before seen, miniscule life that we now call
bacteria. Although, it would take another three
whole centuries before one of the most interesting
and problematic microbiological life forms was
discovered even after all the taxonomic
classification of the first life on earth. Ivan C. Hall
and Elizabeth O’Toole, during 1935, were studying
enteric specimens in the feces of new-born infants
when they came across a bacterium that had never
been classified before, known today as Clostridium
difficile. (Hall & O’Toole, 1935)
When Hall and O’Toole isolated the bacterium on
blood agar culture, they began to characterize the
microbe by its phenotypical, morphological and
culturing qualities. After performing an iodine stain,
they visualized its shape as being rod-shaped,
referred to in the microbiology field as bacillus,
with terminal spore-like structures. Endospores had
recently been discovered and understood before
Hall and O’Toole’s discovery, so it was no surprise
that the spores themselves were not producing the
harmful toxins, but rather its rod-shaped
counterpart that were responsible for the death of
multiple animals when Hall and O’Toole were
testing the pathogenicity of the bacteria.(Morrison
& Rettger, 1930),(Snyder, 1937) During their work,
they commented on how difficult it was to work
with this specific bacterium, thus leading them to
call it, Bacillus difficilis. However, with today’s
technology, being able to sequence an entire
genome, and study the evolution of bacterial
species for taxonomic classification, the bacterium
is now known today as Clostridium difficile. Now, we
can fully describe this microscopic terrorist, the
sole cause of pseudomembranous colitis, as a
Gram-positive, spore-forming, toxin-producing,
anaerobic bacterium that inhabits the
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gastrointestinal tract where it establishes infection,
and when antibiotic treatment is given, disease
occurs as a result.
Hall and O’Toole’s experiments showed the
pathogenic effects of C. difficile and the minimal
dosage required for being lethal to animals, which
in turn led them to study the biological activities of
the toxins that they later identified as toxin A and
toxin B.(Snyder, 1937) However, it wasn’t until the
link between enteric diseases and C. difficile was
established that these experiments hit the spotlight
in the medical community.(Aktories & Wilkins,
2000) Medical researchers poured numerous
amounts of time into elucidating the mechanisms,
regulation, and treatment of these toxins so as to
negate its effects, just as Hall and O’Toole designed
an anti-serum for the toxins they infected their
animals with.
What made this pathogen very interesting is that it
only produces disease after antibiotic treatment has
been given to a patient, which the doctor would
have to diagnose after the patient came in with
another problem entirely. The doctor may seek to
administer other antimicrobial reagents to the
patient, which will resolve 15-23% of patients within
two to three days, but recurrence of the disease is
often a problem in hospitals.(Aktories & Wilkins,
2000) In the past decade, C. difficile Infection (CDI)
cases have quadrupled from 25,200 to 110,600 in
the U.S. intensifying the urgency to combat this
painful disease.(Burke & Lamont, 2014)
With the prevalence of this infection in mind, and
its ability to remain viable in even the harshest
environments and after treatment, many scientific
and medical teams have tried to further their
understanding of this enigmatic pathogen. The
biochemical mechanisms that lead to germination
are not fully understood, leading to experiments
that beg the questions, “What is the putative
germination receptor(s) of C. difficile?” and “Do
receptors remain conserved among each virulent
bacterial strain?” Only questions that lead to more
questions have guided current research into the
understanding of Clostridium difficile and here is the
story of the experiments that have led us where we
are today.
In 1977, C. difficile was implicated as the cause of
lethal colitis when it was found that antiserum to C.

sordellii neutralized toxic activity found in fecal
filtrates from patients with antibiotic-associated
colitis. (Aktories & Wilkins, 2000; Bartlett, 1994)This
surprising finding led scientists to make
correlations between C. sordellii toxins and C. difficile
toxins since the same antisera seemed to work on
both their toxins. Therefore, it was believed then
that the C. difficile toxins A and B had
glucosyltransferase activity, involving glucosylation
of GTP-binding proteins since the toxins were so
similar. Following this finding, the biochemical
activity needed to be verified and hard evidence
was needed to ensure the cytotoxicity of these
toxins.
First, in 1990, at the Virginia Polytechnic Institute, a
team of anaerobic microbiologists performed
rigorous cell culture studies that showed rounding
of 90% of tissue culture cells from intestinal
epithelial cell lines by Toxin A.(Tucker, Carrig, &
Wilkins, 1990) This indicates that Toxin A was the
toxin responsible for producing colitis and diarrhea
and not Toxin B. Previous studies had shown Toxin
B to be extremely toxic at low dosage to a wide
array of cell lines, giving rise to controversy of
whether Toxin A or Toxin B was the initiator of
disease. Thus, this experiment put the controversy
to rest and showed that it was indeed Toxin A to be
of upmost concern and Toxin B propagates the
effects of Toxin A.
Further studies needed to evidence the enzymatic
activity of the toxins so scientists could explain the
mechanism of cytotoxicity. First, in Germany, EichelStreiber and other scientific collaborators incubated
Toxin B with a Rho protein, known to regulate actin
cytoskeleton arrangement, and indeed showed
inhibition of this regulator by visualization with
SDS-PAGE.(Just et al., 1995) It was implied that
Toxin B was a glucosyltransferase by this set of
experiments, but the next year Dillon et al. showed
directly that Rho proteins are covalently modified
by both C. difficile toxins A and B. They proved the
loss of immunoreactive endogenous Rho in toxintreated cells reflected the loss of Rho protein by
using anti-RhoA antibodies to detect toxin-modified
Rho.(Dillon et al., 1995) Thus, Toxins A and B cause
the rounding of tissue culture cells by inhibiting the
Rho protein that regulates actin cytoskeleton
arrangement, which results in the cell losing its
structure and framework so that the cells may not
perform their functions correctly.
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During the entire cell culturing experiments and
biochemical assays, Eichel-Streiber had provided
reason for scientists to induce that Toxin A and
Toxin B had similar activities after their
bioinformatics analysis of the two genes that
encode Toxin A and B.(von Eichel-Streiber,
Laufenberg-Feldmann, Sartingen, Schulze, &
Sauerborn, 1992) On the amino acid level, the
toxins are very similar in sequence, however,
exhibit very different reaction characteristics in
vitro and in vivo. From these studies, experiments
expanded on these findings by denoting the
glucosyltransferase domain at the N-terminal and
the binding domain at the C-terminal. Now, a very
descriptive model could be outlined for the toxins
of C. difficile with all aspects of the model being a
target for potential pharmaceuticals to negate the
biological effects of the toxin.
Finally, because the severity of disease was
dependent on the amount of toxin release by
different C. difficile strains, scientists needed to look
at the genetic regulation of toxin production in C.
difficile. Many experiments were performed and all
agree that TxeR is a negative regulator of the gene
and the expression of the txeR gene will directly
affect toxin production.(Mullany & Roberts, 2010)
Many other factors contribute to toxin expression
such as glucose and environmental conditions.
Thus, a need to classify C. difficile based on toxin
expression has arisen and much work has been
done to describe the variant toxinotypes based on
the PaLoc region, responsible for regulation of the
two main toxins A and B.
Known today as toxinotyping, the C. difficile
pathogenic locus region (PaLoc) is covered by 10
overlapping PCR amplification products that include
the two toxin genes, promoters, amplify accessory
genes, and intergenic regions. Up to twenty-seven
toxinotypes have been identified with this method.
(Mullany & Roberts, 2010) C. difficile strains have
insertions, deletions, or point mutations at this
toxin locus that affect restriction enzyme analysis,
thus giving rise to various cytotoxicity levels of C.
difficile. Thus, these twenty-seven strains do not
result in the same severity of disease because they
can have mutations in the toxin genes themselves.
Since C. difficile causes disease all around the world,
a global standard for typing protocols needs to be
established, yet we are far from that when each
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continent has their own standard for classifying
pathogenic bacteria. The importance of interlaboratory comparability is of the upmost
importance; otherwise everyone’s experiments may
not translate well if all labs are dealing with a
different strain entirely. Also, C. difficile has a highly
mosaic genome, resulting in vast, drastic differences
between bacterial strains that include changes in
toxic expression, phenotypes involving germination
characteristics and culturing qualities that give
reason to believe that C. difficile may be a pseudospecies.(Sebaihia et al., 2006)
The three most common methods of C. difficile
typing used include Endonuclease restriction
Analysis (REA), Pulsed Field Gel Electrophoresis
(PFGE), and PCR Ribotyping. The first two methods
are used in North America, and use restriction
enzymes to separate the bacterial chromosomes
into smaller fragments that give a characteristic
band pattern when the DNA strands are separated
by gel electrophoresis. Bacterial strains with greater
than 80% similarity for PFGE are given the same
number with the abbreviation NAP before the
assigned number. PCR ribotyping looks at intergenic
regions between 16S and 23S rDNA. Primers are
designed from conditions described by Stubbs et al.
or Bidet et al. and the band patterns are compared
to a reference strain, otherwise local nomenclature
must be used.(Mullany & Roberts, 2010) This is the
standard method for typing C. difficile in Europe and
up to two hundred strains have been identified this
way. A database of ribotypes is kept at the Anaerobe
Reference Unit in Cardiff, UK. A combination of
pulsetype and ribotype is used to unify typing
nomenclature, which was needed when the
virulent strain B1/NAP1/027 was emerging in
hospital settings.
The epidemic strain B1/NAP1/027 has been
emerging in hospital settings worldwide and has
been demonstrated to acquire antimicrobial
resistance.(Burke & Lamont, 2014) This is bad news
for the medical world as all the immunological
research of C. difficile toxins have led to treatments
that require antibiotics such as vancomycin and
metronidazole. Thus, experimental methods needed
to be shifted from focusing on toxins to the
structure and genetic regulation of C. difficile so that
treatment can be administered to affect the source
of the disease. CDAD only results if C. difficile spores
germinate in the gastrointestinal tract, therefore, if
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this life-cycle transition can be stopped, treatment
will then be preventative rather than waiting until
the disease manifests.
Studies have been performed to understand the
spore structure, and many cell wall proteins and
other components have been identified. Since the
cell wall and outer membrane of the spore are in
constant exposure to the external environment, it is
important to understand how these toxins may get
through this membrane and if there are any
proteins that are responsible for detecting certain
conditions in the environment that signal C. difficile
spores to exit dormancy.
From the most recent studies, a putative
germination receptor has been suggested by
kinematic testing with bile salts.(Ross & Abel-Santos,
2010) Bile salts were chosen as germinants in a
series of experiments at Tufts University School of
Medicine, Boston, Massachusetts by Sorg and
collaborators because they are the molecules
present in the digestive track where C. difficile thrives.
It was first shown that C. difficile has specificity to
taurocholate and glycine as germinants.(Sorg &
Sonenshein, 2008) The need for glycine shows that
the receptor requires a co-germinant. Then it was
discovered that C. difficile germination was actually
inhibited by chenodeoxycholate, putting forth the
proposition that a receptor is present in C. difficile
spores due to the specificity and kinematics of
germination.(Sorg & Sonenshein, 2009)
Based on this set of experiments, it was only a
matter of time before a lab in the heart of Las Vegas,
Nevada interpreted these results to produce various
bile salt analogues that could inhibit this
unidentified receptor. In 2010, Dr. Abel-Santos’ team
tested many bile acid homologues and identified a
few compounds that could also inhibit germination,
adding to the anti-germinant family that
chenodeoxycholate belongs too.(Howerton,
Ramirez, & Abel-Santos, 2011) To elaborate upon
these findings, a meta-sulfonic benzene derivative
CAmSA was found out of all the tested compounds
to have maximum inhibitory effects, being fourtimes greater than the natural inhibitor
chenodeoxycholate.(Howerton, Patra, & Abel-Santos,
2013) This was shown in vitro through kinematic
testing and even in vivo through clinical testing on
mice and hamsters.

Now with a potential pharmaceutical underway and
with no mechanism of action described, Sorg’s
research team at Texas A&M University has tried to
identify the true receptor responsible for all this
experimental activity. Through mutation and genetic
experiments utilizing complementation, this group
of scientists identified a potential gene responsible
for the receptor protein, CspC.(Francis, Allen,
Shrestha, & Sorg, 2013) They identified ten different
C. difficile mutant strains that could not germinate to
taurocholate, a known germinant of C. difficile.
Through bioinformatics analysis, they showed that
all of these mutants had a similar mutation in the
csp locus. After intentionally mutating the CspC
gene, it was shown that germination could no
longer be activated for these mutants and their
germination profile to taurocholate could only be
restored through subsequent complementation.
Although the identity of the receptor is suggested to
be CspC, it is still unsure due to unconvincing
methods used, and more evidence needs to be
provided to support the idea that CspC is the
preferred receptor responsible for human infection.
Around the same time that CspC was reported to
be the putative germination receptor, a lab at the
University of Nottingham in Nottingham, UK
displayed various germination profiles of several
C. difficile clinical isolates.(Heeg, Burns, Cartman, &
Minton, 2012) Alas, without mutagenesis, there were
strains whose “wild type” germination phenotype
were no germination to Taurocholate or not
inhibited by Chenodeoxycholate. Several isolates
including the B1/NAP1/027 strains showed multiple
levels of germination, indicating a spectrum of
different percentages of germination when C. difficile
was exposed to these known germinants and
inhibitors.
Finally, at this point in the story, there have been
several ways that C. difficile has been studied in order
to stop this bioterrorist from killing hospital
patients. Antimicrobials have been used for
treatment only for C. difficile to side-step this by
sporulation and cause recurrence of PMC at a later
time, and now inhibitors of spore germination have
been identified so that pharmaceuticals may be
employed during antibiotic treatment to prevent the
disease from ever occurring. With a potential
receptor in mind, a mechanism of inhibitory action
may be identified, leading to more potent inhibitors.
However, after performing bioinformatics analyses
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on eight different strains shown to have different
germination phenotypes in Heeg et al., CspC may
not be the receptor we are looking for. With CspC
and the different germination phenotypes in mind,
the DNA sequence and especially the amino acid
sequence of the CspC protein should have
considerable variations among the strains
exhibiting multiple germination characteristics. This
was not seen, and now, with a lead into another
potential germination receptor by identifying a C.
difficile PrkC homologue, experiments are underway.
Methods
In this research set up, a series of controlled
experiments were designed to provide an answer
to the question, “Are peptidoglycan fragments sufficient to
induce germination in C. difficile, and what is/are the
co-germinant(s), if any?”
In the context of bacterial spores, germination
refers to the life-cycle transition from a dormant
endospore to a metabolically active vegetative cell.
Germination is characterized by various
biochemical activities starting with the breakdown
of cortex peptidoglycan, then the release of Ca2+DPA from the spore core, and finally rehydration
and outgrowth of the vegetative cell. In the lab
setting, this transition may be measured multiple
ways including a microplate reader that may use
absorbance or fluorescence to track the progress
of germination; therefore, germination may also be
defined as the change in optical density over time
during cell rehydration, the increase in
fluorescence over time determined by DPA release
assays, or even reduction in CFU/mL indicated by
loss of heat-treated cells after germination was
initiated. Peptidoglycan fragments may come in
various sizes and multiple compositions
dependent on bacterial species. Peptidoglycan is a
polymer of sugar and amino acid residues that
form bacterial cellular membranes. Peptidoglycan
fragments are obtained by rigorously disrupting
this cellular layer and exposing it to a muramidase
that can cleave in between the sugar units that
compose the polymer. Germinants are molecules
that can bind to the germination receptors of
spores which are responsible for the initiation of
germination. Thus, these experiments will test to
see if peptidoglycan fragment molecules can
initiate the germination response in C. difficile.
Negative controls will be used that possess
germination buffer and the spores alone, and
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another negative control will have germination
buffer and the germinants alone for measurement
purposes. The positive control will contain
germination buffer, spores, and germinants known
to cause germination.
Since germination can be measured by either
optical density or fluorescence, we can only
determine that the germinant we are testing is the
causative agent of germination and not make
generalizations on the mechanism of interaction of
the germinant with the receptor. When analyzing
optical density measurements, a change in relative
optical density only means a change in the
absorbance of the germination assay solution and
several interpretations may be induced. For
example, the findings could only mean the spores
are falling out of solution and not actually
germinating. Thus to ensure germination was the
cause of these measurements, visualization of
germination may be achieved through endospore
staining, and fluorescence assays performed in
concurrence with the absorbance measurements
will provide stronger evidence to conclude the
occurrence of germination.
In order to ensure proper germination conditions
are being met for C. difficile germination assays and
can be measured by a microplate reader or CFU
counting, optimal conditions must be verified
using B. subtiltis spores which have been shown to
undergo a germination response with
peptidoglycan fragments Shah et al. B. subtilis
spores were obtained by growing the cells to
exhaustion at 37°C in a supplemented nutrient
broth, DSM, and harvested with sterile water.
Soluble peptidoglycan fragments were obtained
from B. subtilis str. 168 and E. coli, which were
shown to induce germination and not cause
germination respectively. Before isolation of
peptidoglycan fragments from these bacteria, no
contamination was verified by Gram-staining.
Steps for isolation of peptidoglycan fragments to
be used in spore germination assays were followed
from Shah et al. Muramidase digestion with
Mutanolysin was verified by a colorimetric assay
outlined by Ghuysen et al. In order to perform
germination assays with B. subtilis, the
peptidoglycan fragments need to be purified by
HPLC. An HPLC is currently unavailable, so optimal
germination conditions are being tested for with
unpurified, soluble peptidoglycan fragments.
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Germination assays are being carried out by
absorbance and fluorescence measurements by a
Tecan infinite M200 microplate reader as well as
serial diluting germination reactions and plating
onto LB media for determination of CFU’s. Once
optimal conditions are found for germination of B.
subtilis spores, C. difficile str. 630 and str. R20291 will be
sporulated using SMC media and BHIS media
respectively in an anaerobic chamber.

OD reading at the zero time point. The average of
the three reactions is calculated and is graphed as a
function of time. This provides a graphic
representation of the germination process over
time. To test for optimal conditions, the
concentration of the peptidoglycan fragments was
increased by performing 1:1 200µL reactions in the
96-well plate (Figure 2).

A second way to perform statistical analysis of the
Data Analysis
germination reaction is through a method involving
In order to test for optimal conditions for
serial dilutions and CFU counting. Keeping the ratio
germination using unpurified, soluble peptidoglycan of spores to germinants the same as in the
fragments, several concentrations of B. subtilis and E. previous germination reactions, 400µL reactions
coli peptidoglycan fragments were incubated with B. were carried out in an Eppendorf tube for two and
subtilis spores in 200µL reactions in a 96-well
a half hours. Serial dilutions were being made by a
plate.  B. subtilis spores were heat-shocked during
factor of ten (1:10) to reach concentrations of 10-5
to 10-7. 100µL of this dilution range was plated on
preparation to kill any vegetative cells and autoLB agar and incubated at 37°C overnight to give a
germinating spores and keep a stock solution of
total CFU count that included germinated and nonviable spores. The stock solution was diluted in
germinated spores. \The germination reactions
sterile water until an OD580 of 1.0 was measured
by a spectrophotometer. Since the concentration of were subjugated to heat-treatment for thirty
the peptidoglycan fragments were not determined,
minutes, serial diluted, and plated accordingly so
half dilutions were made of the original
Results
germinant sample and 20µL of these
diluted samples were used to react with
180µL of the OD580 1.0 stock solution
(Figure 1). Previous studies showed
that B. subtilis spores germinate in the
presence of purified B subtilis
peptidoglycan fragments, but they do
not respond to E. coli peptidoglycan
fragments. When spores germinate, they
begin to rehydrate with water, changing
the refractory properties of the solution.
More light is able to pass through a
hydrated spore versus a dormant one,
thus the optical density of the solution
Figure 1. B. subtilis spore Germination with PG Fragments. B. subtilis spores were incubated
will decrease. This change is monitored
by light absorbance of a specific wave
with varying concentrations of PG fragments, isolated from B. subtilis and E. coli. B. subtilis
length of light being passed through the
spores germinated in the presence of L-alanine, as depicted by a drop in OD580. Peptidoglycan
medium. All reactions are performed in
fragments, isolated from B. subtilis and E. coli, displayed germination kinetics similar to that of
triplicate for statistical evidence of
germination. The negative control was
spores incubated with water alone.
comprised of spores in germination
B. subtilis spore germination CFU Count
buffer, being water. 200µM of L-alanine,
Plate
10-3 M
10-5 M
a known germinant of B. subtilis, was
Water (Negative Control)
166
3
L-alanine (Positive Control)
7
0
used as a positive control. During two
B. subtilis PG Fragments
157
1
hours of the germination reaction, an
[1/2] B. subtilis PG Fragments 143
1
4
absorbance measurement is taken every [1/4] B. subtilis PG Fragments 164
E. coli PG Fragments
149
3
minute. Relative OD580 is calculated by
[1/2] E. coli PG Fragments
199
8
160
0
dividing each measurement by the initial [1/4] E. coli PG Fragments
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that CFU count could be obtained after
killing off germinated spores in order to
compare to the non heat-treated samples
so that percent germination could be
calculated. The controls were the same as
used in the microplate reader germination
reactions. If peptidoglycan fragments are
able to germinate spores, there will be a
reduction in CFU’s as compared to the
negative control and its non heat-treated
counterpart.

Figure 2
With an unpurified PG solution isolated from following a verified protocol, the
germination assay in Figure 2 showed 50% germination of B. subtilis spores with the addition of
isolated B. subtilis PG fragments (1:1 ratio of PG fragments to spores) as indicated by a decrease
in relative optical density from 1.0 to approximately 0.8. The concentration of PG fragments is
unknown here and it is expected that 100% germination should result from purified
muropeptides.

Figure 3. Germination of C. difficile spores with post-germination supernatant.
The preliminary data in Figure 3 shows the germination response of C. difficile to solutions at
multiple concentrations containing excrement from prior C. difficile germination. That is, C.
difficile spores were germinated to known germinants, Taurocholate and glycine, and then more
C. difficile spores were incubated with the supernatant from the first germination assay. This
experiment was designed in order to observe if any secreted compounds during spore
germination could act as germinants for C. difficile spores, resulting in an increased rate of
germination. This blind study suggests the need for better control design so that fluctuations in
the negative control are not observed.
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Figure 4 Positive Control: Germination of Spores
Figure 5 Negative Control: NO Germination
Figure 2 Positive Control: Germination of Spores
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STUDY OF CUINTE2
QUANTUM DOTS
UNDER EXTREME
CONDITION
By Howard Yanxon

Abstract:
A high pressure Raman spectroscopy was
performed on CuInTe2 Quantum Dots (QD) up
to 7.7 GPa. At ambient conditions, the Raman
modes of the QD loaded into a high-pressure
diamond anvil cell (DAC) were observed at 125.1
cm-1 (A1 mode) and 142.8 cm-1 (B2 or E mode). As
the pressure increases, the A1 mode starts to split
above 2 GPa and shifts to the left as indication of a
structural change. A pressure-induced phase
transition was observed around 2.9 GPa due to the
collapse of the modes with the appearance of a
new Raman peaks. The phase transition observed
in our experiments compare well with the
characteristics of bulk and larger nanoparticles.
Further it could be concluded that the phase
transition pressure observed mainly depends on
the particle size.
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Introduction
In this project, the ternary chalcogenide CuInTe2,
(I-III-VI2) QD, were studied. The CuInTe2 QD were
characterization using powder X-Ray diffraction
technique and high pressure Raman spectroscopy
experiment via the high pressure DAC. In the
Raman study, one would expect pressure-induced
phase transition to occur since the bulk and
related larger sized nanoparticles are very sensitive
to external applied pressure.
In recent years, QD materials have attracted
considerable interest due to their versatile
properties and potential applications, such as in
electronics, biology, and optoelectronics, i.e.
photovoltaic solar cell materials [1-2]. QD have
very unique properties such as its band gaps that
depend in a complex way upon several elements,
for example the type and strength of bonding
with the nearest neighboring atoms [3]. The
chemical and physical properties (e.g.
photoluminescence and phase structure) of a
widely used QD such as CdSe, in solar cell
applications have been rigorously studied using
high pressure Raman spectroscopy, as well as,
high pressure X-Ray diffraction technique [4]. The
pressure-induced structural transformations
of CdSe/ZnS (core/shell) QD have a strong
correlation with its photoluminescence (PL)
property. As reported by Fan et al in Ref. 5, the PL
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shrinks as the increasing pressure. However,
in the emission band, blueshift to the spectra has
been observed as the pressure increases.
Moreover, the increasing of spectra narrowing was
observed by approximately 30% [5].
In 1998, Raman spectra at several temperature
points of the bulk material of CuInTe2
have been reported by RincÓn et al in Ref. 6. In
2000, RincÓn et al reported a more extensive
study of the bulk material of CuInTe2 along with
its comparison to its ordered defect compounds
in Ref. 7. The chalcopyrite structure consists of
eight atoms in the unit cell. This means there are
24 vibrational modes expected for the tetragonal
structure. Out of the 24 modes, 21 vibrational
modes belong to optical modes, and the other 3
modes are acoustical modes. The irreducible
representation of the optical modes at Γ point is
given as,
Γ = 1A1 + 2A2 + 3B1 + 3B2 + 6E,

where E modes are twofold degenerate vibrations.
Theoretically, other than A2 modes, the optical
modes at Γ point should be Raman-active [6-7].

At ambient pressure and temperature, both bulk
and nanoparticle of CuInTe2 exhibits
chalcopyrite structure [7-9]. In bulk, the CuInTe2
chalcopyrite structure (i.e twice zinc blende
(B3)) is reported to undergo a pressure-induced
phase transition to an orthorhombic (d-Cmcm)
structure around 3.6 GPa [9]. A body-centered
tetragonal structure with the cell parameters, a = b
= 6.165 Å and c = 12.342 Å, was reported for the
nanoparticle of CuInTe2 [8]. In QD, Kosuga et
al reported I-42d as the space group of CuInTe2
[10]. The I-42d space group is translated to D2d
or Vd point group. Their unit cell parameters were
reported slightly different [7-8]. At ambient
pressure and temperature, the Raman peaks of
CuInTe2 nanocubes were observed at 121 cm-1
and 174 cm-1, which 121 cm-1 peak has the
highest intensity. The 121 cm-1 and 174 cm-1 have
been assigned as A1 and E or B2 (LO) modes,
respectively. The A1 mode of CuInTe2 is due to of
the motion of tellurium atoms with the idle
Copper and Indium atoms [11].
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Experimental Method
Two experiments were accomplished using the
optical facility of High Pressure Science and
Engineering Center (HiPSEC), the Department of
Physics and Astronomy at University of Nevada,
Las Vegas (UNLV) [12]. A high purity (>99.0%) of
CuInTe2 QD in powder form was purchased from
NNCrystal US Corporation and used without
further purification. The sizes of the CuInTe2 QD
are 3-8 nm.
a. X-RAY DIFFRACTION PATTERN OF CUINTE2
QUANTUM DOTS
The sample was contained on a silicon low
background sample holder. Afterwards, the sample
holder was placed on a sample cup for rotating
sample stage and was attached to a Bruker D8
Advance® powder X-Ray diffractometer, with Cu
K-alpha 1 (1.5418 Å) wavelength, and a nickel filter.
The radiation power was at 40 kV/40 mA. An X-Ray
diffraction pattern was obtained from 5o–57o with
0.03 increment and 3 seconds scan speed at
ambient conditions.
Subsequently, the X-Ray diffraction pattern was
analyzed using MDI Jade® and PowderCell®
software to obtain the crystal structure
information and unit cell parameters.
b. HIGH PRESSURE RAMAN SPECTROSCOPY
EXPERIMENT OF CUINTE2 QUANTUM DOTS
A Symmetric-type Diamond Anvil Cell (DAC) with
~300 μm diamond culet diameter
was used to confine the high purity CuInTe2 QD
powder. The diamonds used were low
fluorescence type II (preferable for Raman
experiment usage) quality. A 250 μm thick stainless
steel gasket was used as the container of CuInTe2
QD. The stainless steel gasket was preindented
to ~60 μm in thickness, and a hole is drilled with
~100 μm in diameter using electric discharge
machine (EDM). Then, the CuInTe2 QD along with
a 10 μm ruby sphere were loaded to the DAC
without any pressure-transmitting medium.
The Raman spectra from the DAC were obtained
for CuInTe2 QD using a Spectra Physics® Ar Ion
laser. The laser was tuned to 514.532 nm. During
the experiment, the power of the laser is between
60 – 120 mW, and the acquisitions was 600
seconds/scan. After the laser interacted with the
sample, the backscattered light was dispersed by a
Jobin Yvon U1000® spectrometer (~1 cm-1 of
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resolution) and stored with an ISA Instruments
Spectrum One® detector. With a Kaiser optics® 514.5
nm holographic notch filter, the Rayleigh scattered
light was filtered.
3. Resultand
and Analysis
Analysis
Result
a. X-Ray Diffraction Pattern of CuInTe2 Quantum Dots

Typical Raman modes usually shift toward higher
frequencies as the pressure increases.
Nevertheless, as seen in figure 2, the A1 mode is
found to shift toward lower frequency as
pressure increases. Comparing the spectra at 2.9
and 3.7 GPa, the A1 mode drops by
approximately 5 wavenumbers (shown in
figure 5), and a new Raman peak, 124.5
cm-1, is noticed at 2.9 GPa (shown in figure
4). Based on these results, a pressureinduced phase transition starts to occur at
2.9 GPa. At 3.7 GPa, the new peak shifts to
125.6 cm-1. The B2 or E mode is
consistently shifting toward higher
frequency. Later at ~6 GPa, another Raman
peak shows up. These two new peaks are
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Figure 4. Raman spectra at 2.9 and 3.7 GPa.
A new Raman peak is observed around 124.5 cm-1 at 2.9 GPa.
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Conclusion
A Raman spectroscopy study of CuInTe2 QD
was carried out up to 7.7 GPa. At ambient
conditions, the Raman modes from the DAC
were observed at 125.1 cm-1 (A1 mode) and
142.8 cm-1 (B2 or E mode). From the
variation of the Raman modes and splitting
of the peaks, we have found a phase
transition of CuInTe2 QD occurring at 2.9
GPa. The transition pressure mainly
depends on the particle size and is lower for
CuInTe2 QD in comparison with the bulk.
To supplement our results, we would like to
perform Infrared Spectroscopy to study the
optical vibrational modes of CuInTe2 QD and
high-pressure X-Ray experiments to obtain
the high-pressure phase structure(s) of
CuInTe2 QD.
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These goals are achieved when we see an increase in student admission, retention and
graduation rates in secondary, undergraduate, and postgraduate programs. With all that the Center
encompasses, our efforts and programs can only be as effective as the parts are strong. The Center
is supported by many legs, each focusing on specific areas, age groups, and functions.
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