Uttering words involves a series of processes that begins with the activation of concepts and results in overt articulation (Butterworth, 1980 (Butterworth, , 1989 Dell, 1981 Dell, , 1986 Dell, , 1988 Dell, , 1992 Fay & Cutler, 1977; Garrett, 1975 Garrett, , 1992 Levelt, 1989; Shattuck-Hufnagel, 1979 . Current models of speech production postulate that, when one wants to utter a word, its abstract representation is retrieved from the mental lexicon and is used to construct a detailed phonological plan to be executed by the articulatory system. The details of this process (which we refer to as phonological encoding are still being debated, but all models assume that some minimal portion of phonological plan has to be built before articulation can begin. What is the size of the minimal portion of the phonological plan?
Many authors have assumed that articulation can start when at least an entire word has been completely encoded (Levelt, 1989; Maclay & Osgood, 1959; ShattuckHufnagel, 1979; Sternberg, Monsell, Knoll & Wright, 1978 , 1980 . This assumption is supported in part by the observation that participants are slower in uttering bisyllabic rather than monosyllabic words (Eriksen, Pollock & Montague, 1970; Klapp, Anderson & Berrian, 1973) . These effects of word length on naming latency supposedly arise because short words require less planning and hence can begin to be articulated more quickly than longer words. Indeed, most models assume that the phonological plan is built incrementally, with segmental units being specified one after the other (see Levelt, 1992; Meyer, 1990; 1991; Meyer & Schrieffers, 1991; Shattuck-Hufnagel, 1992 for strict seriality; see Costa, Sebastian and Pallier, submitted; Levelt & Wheeldon, 1994; Wheeldon & Levelt, 1995 for seriality with partial overlap). Only models with parallel insertion of all segments, as in Dell (1986) , have problems accounting for an effect of word length on naming latencies.
The notion that the minimal planning unit is the word may seem counter-intuitive. Clearly, there are cases in which one can begin articulation before the entire word is programmed. For instance, Marslen-Wilson (1973) has shown that some people can repeat an utterance with a lag of around 250 msec. We can assume that people begin to articulate words before they know much more than the first syllable of, say, a quadrisyllabic utterance. However, shadowing experiments do not necessarily clarify what happens when people spontaneously generate speech.
What then is the empirical support for the length effect in the existing literature? Knowing whether the length effect is reliable is an essential empirical datum for models of speech production. The existence of a length effect would support the hypothesis that one cannot begin pronouncing a word until encoding has been completed. Furthermore, it would indirectly support the hypothesis that segments are serially encoded in the articulation plan. In contrast, the absence of a length effect would require that at least one of these two assumptions be abandoned.
Many studies have observed some effect of word length on reaction times. However, it is important to consider the precise task used. The relevant studies involved principally three tasks: word naming (Balota & Chumbley, 1984 , 1985 Forster & Chambers, 1973; Frederiksen and Kroll, 1976; Jared & Seidenberg, 1990) , list repetition (Sternberg et al., 1978 (Sternberg et al., , 1980 , and picture or digit naming (Eriksen et al., 1970; Klapp et al., 1973) . Since the studies by Morton and Patterson (1980) and Newcombe and Marshall (1980) , it is accepted that naming of printed words may involve a lexical route -which involves phonological planning, as well as a nonlexical surface route -which partly short-circuits planning and directly converts graphemes to phonemes. Therefore, word naming cannot be assumed to unambiguously tap the phonological planning process. Some of the reported effects of length on word naming may be related either to the input phase of word reading or to the grapheme-phoneme transcription route, rather than to phonological encoding per se. A similar comment applies to the list repetition task, which involves both a memory retrieval process and phonological planning. Indeed, in the list repetition task, effects of length have been attributed to retrieving or triggering items from an articulatory buffer rather than to phonological planning per se (see Sternberg et al., 1978) . Of the three tasks, digit or picture naming appears to be the most straightforward one to address the construction of the phonological plan. It involves visual processing, lexical access, and phonological planning. Provided confounding variables at the visual or lexical levels are controlled, it can be used to evaluate the time course of phonological planning.
Two naming studies report the existence of a length effect: Eriksen et al. (1970) and Klapp et al. (1973) . Eriksen et al. (1970) used a digit naming paradigm while Klapp et al. (1973) used a picture naming task. Eriksen et al. (1970) found that numbers with long names had longer naming latencies than those with short names, while Klapp et al. (1973) found a similar length effect with pictures. In both of these experiments, length was measured in terms of number of syllables. Given that the first phonemes of the short versus long items were not matched in either of these studies, some low level property of the initial phonemes (e.g., ease of articulation or acoustic detectability) might have been confounded with the length variable. Both studies, however, used a delayed naming task as a control. In this task, no length effect was found, making it unlikely that the results in the immediate naming conditions were due to a low-level artifact.
More importantly, however, both Eriksen et al. (1970) and Klapp et al. (1973) failed to control adequately for frequency or familiarity across lengths. In the Klapp et al. study, the monosyllabic words apparently were more familiar than the bisyllabic ones. Of the 14 pictures used in Klapp et al., 10 can be assessed on the Snodgrass and Vanderwart (1980) scale; their familiarity score is 3.7 for the monosyllables and 2.4 for the bisyllables (1-5 scale), a statistically significant difference (t(8)=2.8; p<.02). Hence, it is difficult to decide whether the 14.4 msec. effect is due to length, familiarity, or both. Eriksen et al. tested participants with twodigit numbers that were 2, 3 or 4 syllables long. The bisyllabic items were mostly "reference numerals" such as 15, 20, and 30, while the 3 and 4 syllable items included nonreference numerals such as 17, 28, and 37. They were also of greater magnitude than the bisyllabic items. Dehaene and Mehler (1992) have demonstrated a strong word frequency advantage for reference numerals as compared to neighboring nonreference ones across several languages. Moreover, they found a negative correlation between word frequency and magnitude for numerals. Hence, in the Eriksen et al. study, there is a confound among length, frequency, and magnitude, which makes it difficult to conclude that a true length effect was indeed observed.
Given these reservations concerning the results of Eriksen et al. and Klapp et al., we decided to explore once again whether long words have longer naming latencies than short ones. In Experiments 1 and 2 we tested the length effect with French words. In Experiments 3, 4 and 5, we used English words to compare our results more directly with those of Klapp et al. and Eriksen et al., as well as to assess the existence of the length effect cross-linguistically. This is an important issue because recent research (Cutler, Mehler, Norris & Segui, 1983 has shown that different languages, and in particular English and French, give rise to different processing routines. In our experiments we used picture naming as well as the symbol naming method developed by Levelt and Wheeldon (1994) . The words in English and French were matched for frequency, syllabic structure and initial phoneme.
EXPERIMENT 1: PICTURE NAMING IN FRENCH Experiment 1 was designed to investigate whether naming latencies increase with number of syllables in French mono-and bisyllabic words. A picture naming paradigm was used in order to ensure that no phonological information was provided to the participants. To name a picture, participants had to perceive and identify it and access the corresponding lexical entry containing the phonological and articulatory codes.
It is generally accepted that naming latencies increase as the frequency and the familiarity of the targets decrease (Connine, Mullenix, Shernoff & Yelen, 1990; Fraisse, 1964; Jescheniak & Levelt, 1994; Oldfield & Wingfield, 1965; Wingfield, 1968) . Thus, frequency and familarity were systematically balanced across conditions. Moreover, each bisyllabic item had a monosyllabic counterpart with the same initial phoneme. Participants were told to name each picture as soon as they saw it.
Method
Materials. Thirty pictures of objects were selected from the set of line drawings in Snodgrass and Vanderwart (1980) . In order to ensure that only the expected words were produced, the original corpus of 260 pictures was presented to 15 participants for naming. The experimental material was chosen from a set of 115 pictures on which all participants agreed completely. Fifteen pictures had monosyllabic names (median frequency: 22 per million according to Content, Mousty & Radeau, 1990) , and 15 had bisyllabic names (median frequency: 31 per million), see Appendix. These items were arranged in pairs the members of which shared the same initial phoneme. The two classes of stimuli were also matched for word frequency (Content et al., 1990) and object familiarity (Snodgrass & Vanderwart, 1980) . The location of stress followed its typical French distribution, that is, was on the last syllable in polysyllabic words.
Procedure. Pictures were digitized and presented on the plasma screen of a Toshiba T-5200 computer. A microphone was connected to an OROS AU-22 digital board that digitized the naming response (8 KHz, 16 bits) and ran a signal detection algorithm (using an adaptative threshold) to find word onset. Digitized responses were stored on a disk for subsequent scoring of errors.
Participants were instructed to name the picture as soon as it appeared on the screen. The target picture remained visible until a vocal response had been provided (with a time-out of 5 sec.). The response was followed by a 2 sec. blank screen before the next trial began. Naming latencies were measured from the onset of the picture. The set of 30 drawings was presented twice. The order of the pictures was randomized within each block of 30 pictures. Participants received five practice trials using different pictures.
Participants. Eighteen French students (10 men and 8 women), aged from 21 to 32 years of age, participated in this experiment. All were native speakers of French.
Results
Reaction times corresponding to erroneous responses, stuttering, self-correction and technical malfunction were excluded from the analyses. In all, these accounted for 4.9% of the responses.
Two ANOVAs were conducted on naming latencies and errors, one with participants and one with items as random variables. In the participant analysis, outliers were defined as latencies that differed by more than two standard deviations from the mean for each participant (1.6%). A similar definition was adopted in the item analysis (2.16%). Outliers were excluded from the analysis. The same procedure was used in all experiments. There was one within-participant factor (number of syllables). Importantly, there was no significant latency difference between monoand bisyllabic words (respectively 565 msec. vs 561 msec.; F1(1, 17) < 1, p = .39; F2(1, 14) = 1.7, p = .21).
A post-hoc regression analysis assessed the effect of frequency, and familiarity on naming latencies. The regression analysis revealed that naming latencies decreased as familiarity and frequency increased (familiarity: t(29) = -10.87, p < .02, and frequency: t(29) = -5.72, .05 < p < .1 respectively).
There were significantly more errors with monosyllabic words than with bisyllabic words in the participants analysis but not in the items analysis (6% vs 4% errors, F1(1, 17) = 5.6, p < .03 and F2(1, 14) = 1.3, p = .3). Four pictures yielded more than 20% errors (namely "coq" (rooster), "gant" (glove), "chemise"(shirt), "mouche" (fly)). A new analysis was conducted excluding these pictures, but this did not alter the pattern of results.
Discussion
This experiment failed to reveal a length effect in French. The regression analysis revealed that naming latencies decreased as familiarity and frequency increased, in accordance with the findings of Balota and Chumbley (1985) , Connine, Mullenix, Shernoff and Yelen (1990) , Forster (1981) , Fraisse (1964) , and Monsell, Doyle and Haggard (1989) .
Before concluding that a length effect does not arise in naming with French participants, we have to address the following potential shortcoming: Naming latencies not only reflect phonological encoding but also earlier visual and lexical processes. Could the observed results be due to the fact that, for some unknown reason, such nonphonological processes take longer for monosyllabic than for bisyllabic items? To answer this question, we ran a control experiment using a task that requires the same visual and lexical processes as above, but no phonological planning. The difference in reaction times between monoand bisyllabic items in this control task can be used to assess the visual/lexical contribution to the effects observed with the naming task. We presented sixteen participants from the same populations as those of Experiment 1 with a written word for 500 msec., followed by a picture after 1.5 sec. They had to press on one of two buttons to indicate whether the picture matched or did not match the word. We found no significant latency difference between mono-and bisyllabic words (514 msec. vs 520 msec. respectively; all Fs <1). Nor was the number of errors significantly different (4.2% for monosyllables, 3.3 % for bisyllables, Fs < 1). This control experiment suggests that the observed absence of length effect is not due to putative differences in early visual or lexical processes between mono-and bisyllabic items.
We must also consider why, in the present experiment, the frequency effect was only marginal while the familiarity effect was significant. In some studies, familiarity has been shown to be a stronger predictor of naming latencies than frequency (Fraisse, 1964 ; but see Jescheniak & Levelt, 1994) . More importantly, the materials we used were in a narrow frequency range, which might have prevented the emergence of a frequency effect. Experiment 2 was designed to confirm the absence of length effect in the presence of an explicit frequency manipulation. In order to achieve this, we used a different technique that allows greater flexibility in the selection of stimuli.
EXPERIMENT 2: NAMING OF ARBITRARY SYMBOLS IN FRENCH
In the present experiment, we investigated the existence of a length effect using a symbol naming paradigm similar to the one developed by Levelt and Wheeldon (1994) . In this paradigm, participants are required to learn an arbitrary association between a symbol and a word. During the test phase, a symbol is displayed on the screen and participants have to pronounce the corresponding word as quickly as possible. This procedure has the advantage that, since symbols are rotated across subjects, differences in visual processing across items of different length cannot interfere. Moreover, the symbol naming procedure allows flexibility in the selection and control of stimuli.
As in Experiment 1, we explored naming latencies for French monosyllabic and bisyllabic words. This time, the materials were also partitioned into low and high frequency words.
Method
Materials. We constructed 12 quadruplets containing a pair of mono-and a pair of bisyllabic words (see Appendix). All members of the quadruplets shared the initial phoneme and structure of the first syllable (e.g., CV or CVC for example). In each pair, one word had a low frequency (less than 5 per million according to Content et al. (1990) ) and the other a high frequency (more than 100 per million). For example, the monosyllabic low frequency word "pope" (pope) was matched with the monosyllabic high frequency word "peur" (fear), and also with the bisyllabic low frequency word "pactole" (treasure) and the bisyllabic high frequency word "personne" (person). The stress pattern followed the French distribution. The 12 quadruplets were divided into three sets of 4 quadruplets each. Each set of 4 quadruplets was rearranged to compose four groups of 4 words each. Each group contained one member of each quadruplet and only one member of each condition for length and frequency. No semantically or phonologically close words belonged to the same group. Three such rearrangements were prepared for each set. In this way, 9 rearrangements were obtained for the entire set of stimuli. Nine additional rearragements were made by changing the order of the groups of the 9 previously obtained rearrangements. This procedure resulted in 18 experimental lists consisting of 4 groups of 4 words each.
Four groups of 4 symbol pairs were also constructed (see Table 1 ). For each experimental list, we established a random mapping between group of symbols and group of words. //^^** )) == !!~~&& Design and procedure. Each participant was assigned to one list. The experiment was divided into four blocks for each group of 4 words. Each experimental session was subdivided into a learning phase, a training phase and a speeded naming phase. As soon as one block was over, another one began with the next group of words.
At the onset of the learning phase, participants saw the instructions displayed on the computer screen. They were instructed to learn each of the four written words and their associated symbols. When participants felt they had mastered the associations, they pressed a key to stop the learning phase and start the training phase. In this second phase, symbols were presented one-by-one on the screen. Participants were told to pronounce the corresponding word loudly and clearly and then press a key to verify whether their response was correct. When participants made no errors, they were told to start the next phase by pressing another key. The instructions for the speeded naming phase were then displayed and the four words and their corresponding symbols were presented again on the screen. In this phase, a symbol was presented on the screen and remained visible until a vocal response was detected by the computer. If the participant gave no response, the symbol disappeared after five seconds. The next trial was initiated after a 2 second delay. In each naming phase, each symbols was tested 5 times. The order was random with the constraint that the same symbol did not occur in consecutive trials. The first time a word was uttered was considered a practice trial and its reaction time was not recorded.
Overall, 64 responses and reaction times (4 x 4 x 4) were recorded for each participant.
Participants. The participants were the same as in Experiment 1. Experiments 1 and 2 were performed in separate sessions and Experiment 1 preceded Experiment 2.
Results
Three participants who either failed to learn the associations properly or made more than 15 % errors were replaced. The mean reaction times are shown in Table 2 . A total of 7.5% of the responses (omissions, false starts, breaths, etc) were excluded from the analysis. 4.3% of the responses were excluded as outliers from the participants analyses and 5% from the items analyses. Two ANOVAs were conducted on naming latencies; one with participants and one with items as random variables. There were one between-participant factor (list) and two within-participant factors (number of syllables, frequency of words). There was no significant latency difference between mono and bisyllabic words (F1(1, 15) = 2.24, p = .15 and F2(1, 36) = 0.75, p = .40). High frequency words were produced significantly faster than low frequency ones (F1(1, 15) = 12, p < .004; F2(1, 36) = 5.2, p < .03). There was no interaction between length and frequency (F1 and F2 < 2, p > 0.1) Analyses of errors yielded the same pattern of results as the analyses of the reaction times. Mono-and bisyllabic words did not differ in terms of number of errors (F1(1, 15) < 1, p = .7; F2(1, 36) < 1, p = .6). High frequency words were pronounced with significantly fewer errors than low frequency words (F1(1, 15) = 6.4, p < .03; F2(1, 36) = 13.5, p < .001). 
Discussion
As in Experiment 1, naming latencies and errors were not affected by the length of the target words. We did find a frequency effect as in previous studies (Balota & Chumbley, 1984 , 1985 Connine et al., 1990; Forster, 1981; Jescheniak & Levelt, 1994) . Frequency effects are an indication that the paradigm is sensitive to word form retrieval. Taken together with the results of Experiment 1, Experiment 2 shows that naming is influenced by word frequency/familiarity but not by word length.
Our results contrast with previous findings (Eriksen et al., 1970; Klapp et al., 1973) . However, both Eriksen and Klapp's experiments were run in English, whereas our study involves only French materials. Could it be that phonological planning in French speakers is different from that of English speakers? Recent investigations suggest that basic speech perception strategies often differ across languages (Cutler et al.,1983 (Cutler et al., , 1986 Cutler & Norris, 1988; Mehler, Dommergues, Frauenfelder & Segui, 1981; Morais, Cary, Alegria & Bertelson,. 1986; Otake, Hatano, Cutler & Mehler, 1993; Pallier, SebastianGalles, Felguera, Christophe & Mehler, 1993; Sebastian-Galles, Dupoux, Segui & Mehler, 1992; Segui, Dupoux & Mehler, 1990) . For instance, French participants are sensitive to syllables (Mehler et al., 1981; Segui, Dupoux & Mehler, 1990 for a review), Japanese participants to morae (Otake et al., 1993) , and English participants to the rhythmicity resulting from the alternation of full and reduced vowels (Cutler et al., 1986; Cutler & Norris, 1988) . A difference between French and English production routines, therefore, cannot be discarded on a-priori grounds. However, before speculating further about potential processing differences between the two languages, it would seem wise to check for the existence of a length effect in English using the same procedure as we used in French. This was the aim of the next three experiments.
EXPERIMENT 3: PICTURE NAMING IN ENGLISH
This experiment was carried out to assess the existence of a length effect in a picture naming task in English. The design of this experiment is similar in most respects to that of Experiment 1. The location of stress followed its typical English distribution, that is, most words were stressed in the first syllable. If speech processing in French is similar to that of English, no differences should be found between Experiments 1 and 3. In contrast, if a length effect is observed in English, phonological processing differences between English and French may be the cause.
Method
Materials and procedure. As in Experiment 1, thirty pictures were selected with corresponding words that were mono-(median frequency: 18 according to Kuçera and Francis (1967) ) and bisyllabic (median frequency: 17.5). Most of the bisyllabic items had stress on the first syllable (see Appendix). The frequency and familiarity of the monosyllabic words matched those of the bisyllabic words. The procedure and the equipment were identical to those employed in Experiment 1.
Participants. Eighteen students from London University (11 men and 7 women), aged from 19 to 22 years, participated in this experiment. All were native speakers of British English.
Results
A total of 6.7% responses were excluded from the analysis. There were 2% unexpected productions and 3.7% false starts and technical problems. 5.3% of the responses in the participants analysis and 5.6% in the items analysis were rejected as outliers. Two ANOVAs were conducted on naming latencies and errors; one with participants and one with items as random variables. There was one within-participant factor (number of syllables). There was no significant latency difference between mono-and bisyllabic words (601 msec. vs 602 msec. respectively; F1(1, 17) < 1, p = .79; F2(1, 14) < 1, p = .87). Analyses of errors yielded the same results. That is, there was no significant difference between mono-and bisyllabic words (7.2% vs 6% errors, F1(1, 17) = 1, p = .3 and F2(1, 14)=1.4, p = .3).
A post-hoc multiple regression analysis was conducted to evaluate the effects of familiarity and lexical frequency. A familiarity effect appeared (familiarity: t(29) = -2.65, p < .02) while there was no frequency effect (p > .1).
Discussion
This experiment used English materials, and no length effect was found. This outcome is quite similar to that of Experiment 1 that used French materials and identical procedure. Up to this point, there is hence no evidence of a processing difference between French and English. However, our results are at odds with previously obtained length effects (Eriksen et al., 1970; Klapp et al. 1973) . Given the importance of the length effect as an indicator of the phonological planning process, we decided to look for this effect again, using a procedure similar to that used in Experiment 2.
EXPERIMENT 4: NAMING OF ARBITRARY SYMBOLS IN ENGLISH
Experiment 4 was designed to assess the influence of frequency and length on naming latencies. To avoid the limitations imposed by pictures, Experiment 4 used naming of arbitrary symbols. Naming latencies of monoand bisyllabic words of high or low frequency were compared. In this experiment (as in the corresponding French experiment), stress location was kept constant. In contrast with French, however, the stress was always located on the first syllable, which is the most typical stress pattern in English (Cutler & Carter, 1987) . Experiment 4 was similar to Experiment 2, with minor differences as indicated below.
Method
Materials and procedure. Twelve quadruplets containing one pair of mono-and one pair of bisyllabic English words were constructed. The members of each quadruplet shared both the initial phoneme and the structure of the first syllable. In each pair, one word had a low frequency of occurence (less than 5 per million according to Kuçera and Francis, 1967 ) and the other a high frequency of occurence (more than 100 per million), for example: "sash"/"sun", and "suction"/"section". Stress was always on the first syllable. The 18 lists were constructed in the same way as in Experiment 2 (see Appendix).
The procedure and the equipment were identical to those employed in Experiment 2. As in French, the first production of each word was considered as a practice trial and was not recorded.
Participants. The participants were the same as in Experiment 3. Experiment 3 and 4 were 
Results
One participant who failed to learn the associations properly was replaced. Mean reaction times across length are presented in Table 3 . A total of 5.5% responses was excluded from the analyses (1.2% unexpected productions and 3.3% false starts and technical problems, while 4.3% of the data in the participant analysis and 5.4 % in the item analysis were rejected as outliers.
Two ANOVAs were conducted on naming latencies and errors; one with participants and one with items as random variables. There were one between-participant factor (list) and two within-participant factors (number of syllables, frequency of words). There was no significant latency difference between monoand bisyllabic words (F1(1, 15) = .02, p = .9 and F2(1, 36) = 0.25, p = .62). High frequency words were produced significantly faster than low frequency words (36 msec. difference, F1(1, 15) = 5.18, p < .04 and F2(1, 36) = 3.83, p = .058). There was no interaction between frequency and length (F1 and F2 < 1, p > 0.1).
Finally, there were no differences in error rates either between mono-and bisyllabic words or between high and low frequency words, and there was no interaction between length and frequency (F1(1, 15) and F2(1, 36) < 1 ).
Discussion
In this experiment, we used English materials and found results very similar to those of Experiment 2 with French materials. In both cases we failed to find a length effect. The frequency effect found in both experiments indicates that the paradigm was sensitive to phonological encoding (Jescheniak & Levelt, 1994) .
In Experiment 3, stress location was not controlled but the first syllable of the majority of the items was stressed, following the typical stress pattern of English. In Experiment 4, however, the location of stress was fixed on the first syllable. The experiments by Klapp et al. (1973) and Eriksen et al. (1970) were not designed to study the effect of stress location, and they generally contained words with stress on the first syllable. Although differences due to stress between these studies and ours seem unlikely, we wanted to carry out one last experiment where stress location was systematically varied. It is possible that if stress is kept constant throughout the experiment, participants may use a strategy that takes into account this special property of the list. As a result, potential effects of length could have been missed. This final experiment also controlled for another potential difference between our study and previous ones. Although Klapp et al. used mono-and bisyllabic items as we did, Eriksen et al. used words containing 2, 3, and 4 syllables. Hence, length effects may be more apparent when longer words are used, and for this reason we used mono-, bi-, and trisyllabic words in our final experiment.
EXPERIMENT 5: NAMING OF ARBITRARY SYMBOLS AND ROLE OF STRESS IN ENGLISH
The aim of this experiment was to test the generality of the findings of Experiments 2 and 3, by using more varied materials. We used mono-, bi-, and trisyllabic English words in order to increase length differences, and hence the likelihood of finding a length effect. In order to avoid potential strategies due to a fixed stress pattern throughout the experiment, half of the polysyllabic items had stress on the first syllable, and half on the second.
Method
Material. We constructed 8 sextuplets containing a pair of mono-, a pair of bi-, and a pair of trisyllabic words each (median frequency: 30, 38, 34, respectively; see Appendix). All members of a sextuplet had the same initial phoneme and the same first syllable structure (e.g., CV or CVC). In one member of each bisyllabic and trisyllabic pair, the first syllable was stressed, while in the other, stress was on the second syllable. Frequency was matched across number of syllables and across stress location. The eight sextuplets were divided into four sets of four triplets each. Each set of triplets contained two triplets carrying stress on the first syllable, and two triplets with stress on the second. Each set was rearranged to make a list consisting of four groups of words. Each group contained a mono-, a bi-, and a trisyllabic word. Three rearrangements were made for each set. Two words never occurred together in two different groups. There were no semantically or phonologically close words in the same group. This resulted in 12 lists for the entire set of stimuli. Twelve more lists were created by changing the order of the groups of the 12 previously obtained lists. In this way, a total of 24 experimental lists of 4 groups of 3 words each were constructed.
Procedure. Each of the 24 participants was assigned to a list. The procedure and the design were identical in most respects to that of Experiments 2 and 4. In contrast with Experiment 2 and 4, though, the four experimental sessions involved groups of three words rather than four. Moreover, the number of trials was smaller (60 per participant). As before, the first presentation of the word was considered a practice trial and the answer was not recorded. The equipment was identical to that used in the previous experiments.
Participants. Twenty-four English students from London University (15 men and 9 women), aged from 18 to 41 years, participated in this experiment. All were native speakers of English. None had participated in the other experiments.
Results
The mean reaction times are displayed in Table 4 . A total of 3.7% responses were excluded from the analyses (1.5% errors and 2.2% false starts and technical problems). Furthermore, 2.5% of the data in the participant analysis and 4.6% in the item analysis were excluded as outliers. Two ANOVAs were conducted on naming latencies; one with the participants and one with the items as random variables. There was one between-participant factor (list) and two within-participant factors (number of syllables, stress location). There were no significant latency difference either between mono-, bi-, and trisyllabic words (F1(2, 40) < 1, p = .40, F2(2, 24) < 1, p = 0.98), or between words carrying stress on the first or on the second syllable (F1(1, 20) < 1, p = .74, F2(1, 24) < 1, p = .52). There was also no interaction between stress position and length (F1 and F2 < 2, p > .1).
As the monosyllabic words cannot be considered to carry stress on the second syllable in this experiment, four restricted ANOVAS were performed. In the first, reaction times for mono-, bi-, and trisyllabic targets with stress on the first syllable were compared. The second analysis was restricted to the latencies for mono-and bisyllabic words. In the third, latencies of bisyllabic and trisyllabic words with stress on the first or second syllable were analyzed. Finally, in the last analysis, mono-and trisyllabic words were compared. None of these ANOVAs yielded an effect of either length or stress (F1 and F2 < 2, p > .1).
There were no significant effect of number of syllables or stress on the errors; no interactions between these factors emerged either in the combined or in the restricted analyses (F1 and F2 < 1, p > .1).
Discussion
In this experiment, we found no significant effect of length although we used a wider range of length and variations in word stress. However, our results show a numerical trend for subjects to name monosyllables with shorter latencies than polysyllabic items. This trend does not approach statistical significance but it is interesting and merits future studies. Possibly, adding variability in both stress and length promotes such a trend, although not enough to make it significant (Colombo, 1992) . It is also possible that this trend is simply due to error of measurement. Note that the trend does not appear to be stronger for one pattern of stress than for another. In fact, we found that the latencies for the triplets of items carrying stress on the second syllable were not significantly different from those of the triplets carrying stress on the first syllable.
GENERAL DISCUSSION
We reported the results from five naming experiments. Experiments 1 and 2 reported the behavior of French participants naming French words, while Experiments 3, 4 and 5 reported results of English participants naming English words. In all experiments, word length was the dependent variable, while frequency and/or familiarity was controlled. Moreover, for English, Experiment 5 explored the role of stress variability. In none of the five experiments did we find that naming latencies or errors were significantly related to the number of syllables in the target. Neither did we find that stress location affects naming latencies for English items. Two procedures were used. In Experiment 1 and 3, we used picture naming, while in Experiments 2, 4 and 5, we used the symbol naming task of Levelt and Wheeldon (1994) .
How can we account for the absence of a length effect in our data? How likely is it that we missed a true but small length effect? Klapp et al. (1973) found a 14 msec. difference between mono-and bisyllabic items. Eriksen et al. (1970) did not directly compare mono-and bisyllabic items, and measured naming times for words containing 2, 3 and 4 syllables. They found a 17 msec. difference in 2 versus 3 syllable words 1 . On the basis of these results, let us assume that the expected value of a potential length effect is of the order of 15 msec. How can we assess the likelihood that we missed a length effect of 15 msec. or more?
To assess the robustness of our experiments, we performed two kinds of analyses. In the first analysis, the length effect for each participant was computed separately for each experiment. Within each experiment, we computed the average and variability of the length effect, from which confidence intervals were derived (two standard deviations of the mean). The first two experiments in French allow us to discard a potential 15 msec. effect (in fact, they allow us to discard a length effect of 11 msec. or more, at p < .05). The data of the final three experiments are somewhat noisier and do not allow us to reject a 15 msec. effect (although the third experiment allowed us to reject a 17 msec. effect). The second analysis rests on the distribution of mean length effects across experiments. If the underlying effect was 15 msec., we should have found a distribution of effects centered around 15 msec. However, we found effects distributed around 1 msec. (-4, -11, 1, 3, 14) . A non-parametric rank test for location confirmed that our sample had a median significantly deviant from 15 msec. (Z = 1.99, p < .05) 2 . Consequently, we feel confident in rejecting the existence of a length effect of a size comparable to what was reported by Klapp et al. and Eriksen et al. (Our own estimate of the putative length effect is 1.3 msec., plus or minus 9.7 msec. We obtained this estimate by computing the mean length effect across participants in our five experiments, and computing a p<.05 confidence interval.).
How can we account for the discrepancy between our 1.3 msec. and the reported 14 msec. and 17 msec. length effects found in Klapp et al. and Eriksen et al.? As mentioned in the introduction, these two studies had some shortcomings. In particular, the Klapp et al. (1976) experiment controlled for frequency but not for familiarity, while the Eriksen et al. experiment did not control for frequency. From our results, we estimate that large differences in frequency can give rise to a 35-40 msec. advantage for frequent words. It is plausible that smaller differences in frequency or familiarity may have resulted in the observed 14 msec. and 17 msec. of Eriksen et al. and Klapp et al. As mentioned in the introduction, some studies using other paradigms have reported that the length of an utterance to be produced influences production latencies. Most notably, Sternberg et al. (1978 Sternberg et al. ( , 1980 used a list repetition paradigm in which participants had to retain a list composed of several items and produce it whenever a response signal appeared on the screen. The latency between the response signal and the onset of the utterance was linearly related to the number of items in the list (about 10 msec. for each additional item). However, such a "length effect" is very different from the one we have discussed. First, participants had about four seconds to study the list and prepare to respond, a situation similar to delayed naming. Under these conditions, people can presumably prepare a large part of the plan before overt articulation, and hence latencies may only partially reflect the building up of the plan. Indeed, Sternberg et al. interpret latencies as reflecting the time needed to transfer a previously constructed motor program to the articulators (motor preparation). Second, the effects found with this paradigm are quite different from the effects found in immediate naming. Sternberg et al. argue that the critical variable is not the number of syllables, but rather the number of words. Indeed, the slope of the latency function was not influenced by the addition of unstressed syllables to each word (e.g. bayrum-cow vs baby-rumble-coward) 3 . These results are difficult to compare with results obtained in immediate naming. Indeed, in the Klapp et al. and Eriksen et al. naming studies, only one word was tested, and length was manipulated by the addition of (mostly 3 In fact, the addition of unstressed syllables between words (bay-and-rum-and-cow) did not change the slope either. The authors concluded that the relevant unit was the stress group (or metrical foot), and not the word.
unstressed) syllables. In our experiments, we were interested in the time it takes to build the phonological plan, and we tried to keep constant the variables that affect other processes. In particular, we neutralized the factors that affect motor preparation by keeping constant the number of words, as well as the number of stressed syllables to be pronounced. Thus, the absence of length effect in our studies is not contradictory with the results of Sternberg et al. (1978; 1980) . Let us grant that word length does not affect naming latencies. Such a result obliges us to reevaluate some basic assumptions made by models of speech production. The absence of a length effect can be accounted for in two ways. The first assumes that the phonological plan is stored as a whole in the lexicon, or that the phonological plan is built in a massively parallel fashion. Following such a view, it takes the same amount of time to compute the plans for short or long words. The second possible interpretation is that plans are built in a sequential fashion, but that speakers can start uttering a word before the phonological plan has been completed. As we mentioned in the introduction, there is one model that is incompatible with the absence of a length effect: i.e., the one which claims that encoding is sequential and that people cannot begin speaking until they have finished computing the plan for the whole word. Thus, our results force us to make the following exclusive choice: Either the segments of a word are encoded in parallel, or articulation can be initiated before the entire phonological plan for the word is available.
Evidence in favor of serial encoding has been accumulating fast. Meyer (1990 Meyer ( , 1991 , using an implicit priming paradigm based on a paired-associate learning task, showed that when the first segment of a word is predictable, naming latencies are shorter. The more predictable the segments from left to right, the shorter the naming latencies. In contrast, predictable segments starting from the right do not result in a decrease in naming latencies. This suggests that both phonemes and syllables are encoded from left to right. Sevald and Dell (1994) also found results that led them to reject a parallel encoding model: the time to repeat a sequence of items is shorter when the items share the coda than when they share the onset of the syllable. The sequence "pick tick pick tick" for example, requires less time to repeat than "pick pin pick pin". Such differences would not appear in a purely parallel model. Using a picture-word interference paradigm, Meyer and Schriefers (1991) found phonological facilitation when the probe was related to the onset of the name of the picture and was presented 150 msec. before or after the picture. However, they could only find facilitation for the end of the picture name if the probe was presented simultaneously or 150 msec. after the picture. The authors also concluded that the phonological encoding of a word proceeds incrementally. Finally, using phoneme monitoring in a covert translation task, Wheeldon and Levelt (1995) found that earlier phonemes in a word are available before later phonemes. In Experiment 1, they found that the difference in phoneme monitoring time in the first versus the second syllable was 123 msec. (and 72 msec. in a replication with articulatory suppression). In Experiment 3, they found a difference of 111 msec. for onset phonemes and 69 msec. for coda phonemes. Costa, Sebastian and Pallier (submitted), using a similar task applied to picture naming, showed that word onsets were available before the other phonemes of the word, with a difference in latencies comparable to that reported by Wheeldon and Levelt (1995) .
On the basis of the above experiments, one can estimate that the speed of serial encoding is in the range of 70-150 msec. per syllable (which is faster than the average articulation time for syllables in continuous speech: 150-200 msec.). Even if we halve the low estimate of serial encoding to 30 msec., our experiments should have detected such a difference. Thus, we have to ask why naming times are not affected by word length in any of our experiments. We suggest that people (at least in our experiments) do not need to complete the plan for the whole word before they start speaking. We are aware, however, that several researchers claim to have found empirical support for the notion that subjects cannot start articulating before the whole word plan has been completed. For instance, Levelt and Wheeldon (1994) found that naming latencies are related to the syllabic frequency of the second syllable of a word (but not the first). They claim that their finding implies that articulation requires full encoding of all the syllables in a word. How could the frequency of the last syllable have an impact on naming if subjects do not wait until the second syllable becomes available? Similarly, Meyer and Schriefers (1991) found that, apparently, articulation does not start until the second syllable of a word is planned.
How can we reconcile these discrepant results? We can offer at best some speculations. Many processing models accept that encoding arises simultaneously at different levels of a hierarchically organized structure, including phonemes, syllables, phonological words, and so on. It is possible that, depending on task demands, articulation can be initiated using different levels of the hierarchy. Presumably, the larger the utterance to be produced, the more advance planning is necessary, and hence the higher the level of the hierarchy that will be concerned. Likewise, different pressures on speed or accuracy may cause people to use a planning strategy based on a smaller or larger structural level. The notion that planning is flexible is supported by recent work by Schriefers and Teruel (submitted) and Huitema (1994) . Of course, the extent and conditions of this flexibility have strong methodological implications on the use of naming latencies as an index of planning time (see Lupker, Brown & Colombo, 1997) . More experiments are needed to explore these issues.
