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Abstract of the Dissertation 
Hybrid Analysis Techniques 
for Software Fault Detection 
by 
Michal Terry Young 
Doctor of Philosophy in Information and Computer Science 
University of California, Irvine, 1989 
Professor Richard N. Taylor, Chair 
Since the question "Does program P obey specification S" is undecidable in 
general, every practical software validation technique must compromise _accuracy in 
some way. Testing techniques admit the possibility that a fault will go undetected, as 
the price for quitting after a finite number of test cases. Formal verification admits 
the possibility that a proof will not be found for a valid assertion, as 'the price for 
quitting after a finite amount of proof effort. No technique so dominates others that 
a wise validation strategy consists of applying that technique alone; rather, effective 
validation requires applying several techniques. 
Xl 

Introduction 
A variety of techniques for detecting faults in software have been developed 
[MH81, ABC82], and new techniques and refinements continue to appear [Hau84, 
TAV86, TAV88]. Fundamental undecidability properties of software make it unlikely 
that any single technique will be a panacea. Rather, each technique has partic-
ular strengths and weaknesses, and practical validation requires a combination of 
techniques. Growing support for the position that formal verification and program 
testing are complementary aspects of an integrated validation regimen is evidenced 
by the evolution of a workshop on program testing [TAV86] to a symposium on test-
·ing, analysis, and verification [TAV88]. A few proposals for cooperative, or hybrid 
techniques have appeared [Tay84a, Ost84]. This dissertation advances understanding 
of synergistic combinations of fault detection techniques, especially for concurrent 
software, by 
• Introducing an improved classification scheme for considering the strengths and 
weaknesses of techniques and a framework for identifying ways of combining 
them, 
• Providing the necessary theoretical underpinnings for establishing the soundness 
of certain combinations of techniques, and 
• Describing a particular hybrid technique for analysis of concurrent software, in 
accordance with the framework and theory. 
These contributions are described in more detail below. 
Background 
Software may contain faults, which may cause errors in executions of that soft-
ware, possibly manifested in failures in the system of which the software is part. (The 
terms fault and error are sometimes used in these senses, and sometimes interchanged, 
in the testing literature.) 
A fault is a discrepancy between a specification and its realization. It is mean-
ingless to speak of faults (or errors, or failures) in the absence of a specification of 
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performed using a flowgraph model of computation as described by Taylor (Tay83b], 
a Petri net model as prescribed by Mandrioli et al. [MZGT85], or some entirely 
different algorithm. 
Most lower bounds on complexity, and in particular the lower bound results 
on complexity of checking deadlock, are established by an argument of the following 
form: 
To determine whether an object X (of a certain class), of size IXI, has 
property Pis known to require at least f(IXI) steps in the worst case. 
Any object X can be transformed into an object Y of size at most g(IXI) 
in at most g(IXI) steps. Moreover, object Y has property P' iff object 
X has property P. 
Let h(IYI) be an upper bound on the complexity of determining whether 
an object Y has property P'. If h(g(IXI)) were less than f(IXI), then 
the previously known lower bound would be contradicted; therefore 
h(g(IXI)) ~ J(IXI). 
In the case of deadlock checking, X is drawn from a class of programs or models 
of programs, and Y is a decision problem known or believed to require exponential 
time (e.g., 3-CNF s'atisfiability). Since g is a polynomial in IXI and f is an exponen-
tial, h must be an exponential. An analysis that is polynomial in the worst case must 
sidestep the above argument. It can do so in one of the following ways: 
• Further restrict the class of programs that may be analyzed. 
• Further restrict the class of specifications to be checked, i.e., check a simpler 
property. 
• Announce the possibility of deadlock in programs where deadlock is impossi-
ble, when the exponential algorithms would correctly deduce the absence of 
deadlock. 
• Announce the absence of deadlock in programs that may deadlock, when the 
exponential algorithms would correctly deduce the possibility of deadlock. 
The first two approaches invalidate the lower-bound argument by contradicting 
its assumptions. Restricting the class of programs to be analyzed allows "hard" 
problems to be rejected (not all X can be transformed to Y in the restricted class). 
Restricting specifications is similar (property P' does not allow inferring property P). 
Since the lower bound argument says nothing about how long it takes to get 
a wrong answer, the latter two approaches may also escape the lower bound. A de-
generate technique could always announce a possibility of deadlock, regardless of the 
program to be inspected, in constant time. The fh:st two approaches are subsumed by 
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• A hybrid fault detection technique that demonstrates the above-mentioned prin-
ciples. The starting point is static concurrency analysis [Tay83b], a reachability 
analysis technique for detecting deadlocks and other anomalies in concurrent 
programs. Static concurrency analysis suffers from combinatorial explosion that 
currently limits its application to small programs, and on the other hand also 
suffers from spurious error reports (pessimistic inaccuracy). Both problems 
are addressed by appeal to the principle of folding a state-space in accordance 
with the principles of error-preserving abstraction. The combinatorial explosion 
problem is addressed by parceling large programs into modules; analysis of a 
module in isolation can be justified as a way of folding details of the system 
outside the module under analysis. The problem of spurious errors is addressed 
by combining static concurrency analysis with symbolic execution. The com-
bined technique is sound because, for a large class of concurrency-related errors, 
static concurrency analysis is an error-preserving abstraction of symbolic exe-
cution and both are error-preserving abstractions of actual execution. While 
not yet incorporated in a practical tool, the concepts are demonstrated with 
a combination of some actual implementation, some detailed design, and some 
hand-worked examples. 
Overview of the dissertation 
A framework for combining techniques 
Chapter 1 describes a classification scheme for fault detection techniques. Before 
one can discuss combining fault detection techniques in a useful way, one must have a 
general framework for comparing the contributions and weaknesses of each technique. 
The conventional taxonomy, characterized by a central dichotomy between static and 
dynamic analysis, is poorly suited to this end. We propose a modified classification 
scheme that highlights cost/ accuracy tradeoffs inherent in every fault detection tech-
nique. This cost/accuracy tradeoff is the basis of principles for combining techniques. 
State space analysis 
A framework for evaluating the strengths and limitations of various validation 
techniques is a prerequisite for recognizing complementary techniques and combining 
them. A useful perspective (certainly not the only useful perspective) for evaluating 
techniques is to consider behavioral models of software as generators of state spaces. 
A model of an artifact is a representation that exhibits some interesting properties of 
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Sampling A simple strategy for dealing with an infinite state space is to explore 
only part of it. Many techniques do just this. In particular, since the set of actual 
computation states of most programs is infinite, all techniques normally grouped 
under the rubric of dynamic analysis sample the state space of program execution. 
Failure to report an error that may occur is called optimistic inaccuracy. The 
well-worn admonishment that program testing can reveal the presence of errors but 
not their absence derives from the fact that a sampling technique may admit opti-
mistic inaccuracy. Pessimistic inaccuracy cannot occur in a technique that applies 
only sampling (and no folding) unless normal execution is disturbed in some way (e.g., 
if execution of a real-time program were slowed enough to miss a deadline). Much 
of the testing literature, therefore, is concerned with determining when a sufficiently 
representative portion of the state space has been explored to merit some confidence 
in the unexplored portions. 
Combining fault detection techniques 
Characterization of fault detection techniques in terms of folding and sampling, 
and consequent optimistic and pessimistic inaccuracy, can provide guidance for devis-
ing hybrid analysis techniques and integrated approaches to software fault detection. 
Folding techniques are subject to (at least) pessimistic inaccuracy, and sampling tech-
niques are subject to (at least) optimistic inaccuracy. Some techniques employ both 
sampling and folding, and are subject in some degree to both sorts of inaccuracy. One 
may combine fault detection techniques to partially overcome these inaccuracies, in 
which case the pr-Unary concern must be the nature and extent of inaccuracy of each 
technique. 
Several strategies for combining te_chniques are described in Chapter 1. The 
framework described in that chapter taxonomizes fault detection techniques by sev-
eral attributes, and notes that many techniques in the literature leave some of these 
attributes unspecified. A first step, then, is to fully specify an analysis method 
by combining techniques to fully determine each attribute. Strategies for balancing 
effort and accuracy include using pessimistic techniques to concentrate optimistic 
techniques, using a more pessimistic technique to generate candidate errors for ex-
amination by a less pessimistic (more accurate) technique, and combining coverage 
criteria (e.g., functional and structural testing) for optimistic techniques. 
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from a graph embedded inn-space to a hyperplane of n - k dimensions, every node 
(and edge) in the range corresponds to one or more nodes (edges) in the domain. 
A characteristic of practical simplifications, on the other hand, is that they often 
introduce unexecutable paths, i.e., nodes and edges that do not occur in the original 
state space. 
Sufficient conditions for proving that an abstraction is error-preserving are de-
veloped in two stages, for pedagogical reasons. First, a set of conditions relative to 
global safety properties expressed in propositional logic is described. More interesting 
is an additional set of conditions that are imposed when one expands the class of spec-
ification formulas from standard propositional logic to propositional temporal logic. 
Temporal logic is suited for specifying the behavior of reactive systems, and is partic-
ularly useful in concurrent systems where even the propositional form of the logic can 
be used to specify non-trivial properties. Furthermore, the branching-time version of 
propositional temporal logic can be efficiently checked against directed graph repre-
sentation of program behavior [ CES86], and this capability has been incorporated in 
practical analysis tools for concurrent software [FRV85, MR87]. 
In Chapter 2, conditions for establishing an error-preserving abstraction are 
related to the CTL * logic of Emerson and Halpern [EH83]. This logic combines linear 
and branching time in a single system. Most of CTL * is handled, including all of 
its linear-time subset except for the "next-time" operator. The "next-time" operator 
allows construction of statements like "a will be true in the forty-seventh state," 
. violations of which are not amenable to preservation by non-trivial abstractions. 
A hybrid analysis technique 
Static concurrency analysis is an analysis technique for detecting anomalous 
synchronization patterns (deadlocks, misuse of shared variables, etc.) in concurrent 
programs. In addition to errors that may actually occur, it may also report spurious 
errors involving infeasible execution paths. Moreover, combinatorial explosion lJ.mits 
application of the technique to small programs and programs that obey severe re-
strictions in synchronization structure. Both of these problems can be ameliorated 
through application of the theory of error-preserving abstractions within the frame-
work of hybrid analysis techniques. 
Chapter 3 describes ways to overcome complexity problems in static concurrency 
analysis by constructing parceled models which are error-preserving abstractions of 
the complete program. The class of systems that can be effectively parceled for 
analysis (limiting each parcel to a size that can be practically analyzed) is expanded by 
allowing each partition to be an error-preserving abstraction of the whole, rather than 
a projection as in earlier approaches. Chapter 4 shows how pessimistic inaccuracy in 

Chapter 1 
Framework 
1.1 Introduction 
The goal of this dissertation is to advance understanding of how different fault 
detection techniques (analysis, testing, and verification) can be combined. To consider 
how techniques are to be combined, one must have a framework - a taxonomy, or 
classifi~ation scheme - for characterizing strengths and weaknesses and opportunities 
for combination. In this chapter we examine a conventional taxonomy and find it 
wanting with respect to our goals. A revised classification scheme is proposed. 
Software validation techniques are usually classified as dynamic analysis if they 
involve program execution, or static analysis otherwise. This dichotomy serves a use-
ful purpose in planning validation activities, if fault detection techniques are consid-
ered in isolation. But a thorough validation regimen incorporates several fault detec-
tion techniques, and it is important to consider their interactions. The static/ dynamic 
distinction is not very helpful in this regard. 
Every practical fault detection technique necessarily embodies a delicate balance 
of accuracy and effort. The design tradeo:ffs made in achieving this balance are 
more useful in elucidating relations between techniques and taking advantage of their 
interactions than the static/ dynamic distinction. A particularly useful distinction is 
between state-space analysis techniques that fold actual execution states together (to 
make the state space smaller or more regular) and those that explore only a sample of 
possible program behaviors. The strategies of folding and sampling result in different 
sorts of inaccuracy (pessimistic and optimistic) respectively), which are sometimes 
erroneously equated with the static/ dynamic distinction. 
11 
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Static Dynamic 
Functional testing 
Informal checklists Testing by classes of input data 
Formal modeling Testing by classes of 
Requirements 
output data 
Design 
Static analysis of design 
Design-based testing documents 
General information Structural testing 
Prngrams Static error analysis Expression testing 
Symbolic execution Data-fl.ow testing 
Table 1.1: A conventional taxonomy of software modeling and analysis techniques, 
from [How81 b] and [How8la]. 
The dimensions of this tradeoff are largely orthogonal to the issue of whether or not 
program execution .is involved. These tradeoffs are explored in Section 1.3. 
The shortcomings of operational classification are highlighted by the family of 
techniques known as symbolic execution, symbolic evaluation, or symbolic testing. 
These techniques do not fit clearly in either the static analysis or dynamic analysis 
category. Howden [How81b, How77] places symbolic testing among static analysis 
techniques, although conventional program testing is a special case of symbolic test-
ing. In fact, variations on symbolic execution span the gamut from formal verification 
to testing. Section 1.4 describes in more detail the problem of lumping these tech-
niques in the "static analysis" category, and how these problems are avoided by a 
revised categorization. 
1.3 Analysis tradeoffs 
Since the question "Does program P obey specification S" is undecidable for 
arbitrary programs and specifications, every fault detection technique embodies some 
compromise between accuracy and computational cost. It is important to grasp that 
the necessity of admitting inaccuracy does not arise out of limitations in the current 
state of the art. Rather, since the presence of faults is generally an undecidable 
property, it is not even theoretically possible to devise a completely accurate technique 
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Since the purpose of a taxonomy is prc;i.ctical rather than theoretical, we treat 
computational effort as a continuum with no sharp division between the truly impos-
sible and the merely hopeless. The "threshold of tractability" in Figure 1.1, which 
separates pragmatic techniques from theoretically possible but vastly expensive de-
cision procedures, is more important than the imaginary "threshold of decidability" 
beyond which effective algorithms do not exist. (A more accurate representation of 
the design space would depict the "effort" axis stretching off to infinity, with guaran-
teed proof of correctness and exhaustive testing at infinite distance from the origin. 
Figure 1.1 compromises accuracy in order to fit the diagram on a finite page.) 
In order to limit computational expense, a technique must admit at least one 
of two possible kinds of inaccuracy, pessimistic inaccuracy or optimistic inaccuracy. 
Pessimistic inaccuracy is failure to accept a correct program. Optimistic inaccuracy 
is failure to reject an incorrect program. Techniques that admit of pessimistic in-
accuracy but no optimistic inaccuracy are sometimes called conservative. Optimism 
and pessimism are shown as opposite directions on a single axis in Figure 1.1 be-
cause most often optimism results from sampling and pessimism results from folding. 
In principle, and sometimes in practice, a single technique may suffer both sorts of 
maccuracy. 
Automatic construction of program proofs for arbitrary programs lies at the 
apex of the design space triangle, representing an ideal case of complete accuracy. 
Being infallible, it is allowed neither to construct an invalid proof, nor to fail to find 
a valid proof for a correct program. Such an infallible technique is, of course, impos-
sible (because of the halting problem). The more reasonable hope of automatically 
constructing program proofs for some programs, or assisting a programmer in con-
structing proofs, is a pessimistic technique, because failure to construct a proof does 
not imply the program is incorrect. 
Exhaustive testing shares the apex of the design space with infallible proof 
construction. Exhaustive testing is, in fact, a "proof by cases" of program correctness. 
Testing all executable paths through a program (which is already only a sample of 
the space of behaviors generated by all possible input data) is generally impossible 
because programs with loops have an infinite number of possible paths. 
The reader may find it unintuitive to equate infinite effort for exhaustive test-
ing with undecidability in program proving. To see that these are in fact the same 
problem seen from different perspectives, consider the following procedure for verifi-
cation: Generate all theorems derivable, by valid proof rules, from axioms describing 
the program. This procedure is easily mechanizable. Syntactic variations can be gen-
erated in the same manner, by including appropriate rewrite rules among the valid 
proof rules. If any of the generated theorems is identical to the program specification, 
announce that the program has been verified and halt. Clearly, this procedure would 
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to be practical, a finite number of model states must represent an infinite number of 
program states. 
Usually one wishes to guarantee that simplifications employed in analysis intro-
duce only pessimistic inaccuracy, i.e., that no errors will be hidden. Such a guarantee 
can only be made relative to a class of specifications. For safety properties of individ-
ual states, it is sufficient to show that each potential "bad" state in normal1program 
execution is represented by a "bad" state in the folded model. To preserve viola-
tions of specifications regarding paths in the execution state space, including liveness 
properties and precedence properties, additional conditions must be imposed on the 
mapping. A set of sufficient conditions for showing that a folding preserves violations 
of specifications expressed in propositional temporal logic are given in Chapter 2. 
The degree of folding is generally determined by the class of model, and how it 
is derived from program text. For instance, many techniques model control flow and 
omit data, thus folding together program states that differ only in variable values. 
It is also possible to fold instances within the same class of model (e.g., folding a 
Petri net model to create a simpler Petri net). For instance, in analyzing concurrent 
systems, a principle sometimes called "virtual coarsening" allows many sequential 
steps of a process to be combined when those steps are independent of other pro-
cesses. Applications of virtual coarsening include reductions of control graphs. by 
analysis tools in the SARA design environment [EFRV86], and reductions of program 
flowgraphs in the anomaly detection techniques of Taylor [Tay83b] and Long and 
Clarke [LC89]. 
Folding in program verification. In formal program verification one usually 
avoids explicitly constructing representations of program states. Instead, theorems 
describing properties of program behavior are derived. Since the set of theorems 
derivable from a program text taken together with a set of axioms and rules of infer-
ence expressing the semantics of a programming notation2 is infinite, exhaustive enu-
meration of theorems is no more practical than exhaustive enumeration of execution 
states. The hierarchical structure of abstractions necessary for practical verification 
1 Normal execution may be execution on an ideal, theoretical machine, or execution on a particular 
machine, depending on the goals of analysis. When there is a mismatch between the goal and 
the "normal" model, both pessimistic and optimistic inaccuracies can result. For instance, if one 
is interested only in execution on a particular machine, a deadlock detection technique based on 
the semantics of a programming language may both report errors that cannot occur because of 
peculiarities of the process scheduler on the target machine (pessimism) and fail to uncover errors 
in the implementation of the language (optimism). 
2This discussion is oriented toward axiomatic semantics and verification in the Floyd-Hoare style. 
Details of the relation between implicit and explicit representations of an execution state-space would 
differ if one chose, say, a denotational framework, but a similar relation could be drawn. 
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The well-worn admonishment that program testing can reveal the presence of 
errors but not their absence derives from the fact that a sampling technique almost 
always admits optimistic inaccuracy. 4 Pessimistic inaccuracy in a technique based on 
sampling the actual execution state space is impossible unless normal execution is 
disturbed in some way (e.g., if execution of a real-time program were slowed enough 
to miss a deadline). Much of the testing literature, therefore, is concerned with 
determining when a sufficiently representative portion of the state space has been 
explored to merit some confidence in the unexplored portions. (Contrary to what 
Figure 1.1 may suggest, common coverage metrics are only partially ordered with 
respect to optimistic inaccuracy; see, for instance, [ CPRZ85] and [FW86].) 
Sampling is not limited to techniques that explore the state space of normal 
program execution (conventional testing). All varieties of symbolic execution, for 
instance, fold states together by representing a large number of actual data states 
by a smaller number of symbolic data states. Many varieties of symbolic execution 
explore only a portion of the resulting state space, because although "smaller" it is 
generally still infinite. (Varieties of symbolic execution are considered in more detail 
in Section 1.4.) Some models with finite but large state spaces also rely on sampling. 
For instance, a Petri net may be exhaustively analyzed in some cases, but when 
exhaustive analysis is impossible, Petri net simulation may be used [Raz87]. 
Choosing samples. In classical testing of programs, program behavior is controlled 
by input data. Thus, a sample of program behaviors is chosen indirectly through a 
choice of test data. Uniform sampling of the input space (random testing) generally 
projects onto a very non-uniform sample of the space of possible execution states; 
consider: 
if i = j then 
Do something wrong 
else 
Do the right thing 
end if; 
If i and j are integers, and are inputs to the program, then random selection of inputs 
has an infinitessimal chance of exercising the erroneous behavior. 
Test adequacy criteria are designed to ensure that the behaviors chosen are 
appropriately distributed to increase the likelihood of revealing errors. Often this 
is accomplished by partitioning behaviors into classes, and requiring samples to be 
4Cases in which sampling may be relied upon without optimistic inaccuracy are limited to very 
restricted classes of programs. For instance, Howden [How85] has shown that a finite set of test 
points suffices to establish equivalence of polynomials. 
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representation of a program state, and very little else, are described below. The differ-
ences between these techniques, their capabilities, and their shortcomings illustrate 
the problems inherent in lumping them together in a taxonomy of fault detection 
techniques. The revised taxonomy reveals that, while both techniques employ some 
folding, one folds the state space further to allow exhaustive enumeration of program 
behaviors, and the other visits only a sample of the complete space of possible states. 
The two techniques described here are symbolic execution and global symbolic 
evaluation. The description of symbolic evaluation methods here differs in detail 
from descriptions in the literature, in order to simplify the presentation and highlight 
the state-space perspective. We limit attention to programs containing only assign-
ment statements, whil,c, loops, and if statements, and ignore procedure calls and 
input/output. The interested reader can find thorough introductions to theoretical 
and practical aspects of symbolic evaluation in [HK76] and (CR81], respectively. 
1.4.1 Symbolic execution 
The model schema used by symbolic execution is a program fiowgraph, with 
nodes for each executable program statement. An additional node is placed before 
the first executable statement, and one after each terminal node. If statements and 
while loops are represented by nodes with two out-edges. A token is used to represent 
a thread of control. (For the current discussion, we assume a single thread of control.) 
Two additional pieces of information are maintained. The path expression associates 
program variables with symbolic values (algebraic expressions). The path condition 
is a predicate that describes the conditions necessary to follow a particular execution 
path. 
Symbolic execution begins with a token on the edge leading into the first exe-
cutable statement of the program. (We added ~ node before this statement so that 
execution could begin with a token on this edge.) The path condition is initially 
set to true) and the path expression associates each program variable with a unique 
symbol. 
Analysis proceeds by advancing the token through a statement, and onto an edge 
leaving the statement. When a token is advanced through an assignment statement, 
the path expression is modified. For instance, if the assignment were C : = A + B, 
then the current expression associated with C would be replaced by a + f3, where a 
and /3 are· the current symbolic values of A and B, respectively. 
Advancement of a token through a conditional branch node (if or while) adds 
a term to the path condition, corresponding to the branch chosen. For instance, if 
the branch condition were A = B, and the true branch were chosen, then a = f3 
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cases can be simplified to closed form expressions [CHT79]. An alternative, especially 
suitable when symbolic evaluation is used as an aid to formal verification, is to cut 
each loop with an assertion. The latter approach is discussed here. 
Imagine that every loop in a program is cut by a loop invariant assertion that 
lies on a flowgraph edge. Also, an edge leading into the first program statement is 
labeled with an assertion describing the domain of applicability of the program, and 
the edge leading out of each terminal statement is labeled with an assertion stating 
the required output condition of the program. An assertion is satisfied if, for every 
state in the state space of symbolic evaluation such that the token lies on an edge 
labeled by the assertion, the assertion can be proven from the path condition and 
path expression. If the path expression and path condition are not sufficient to prove 
the assertion, then we say the assertion is violated. 
If every loop is cut by assertions, then every path through the flowgraph is made 
up of a sequence of subpaths between assertions. Every such subpath is finite, and 
there are a finite number of them. Analysis proceeds as for symbolic testing, but with 
one important difference: instead of following a path from the beginning of execution, 
each subpath from one assertion to the next is separately analyzed. For each such 
subpath, the path expression and path condition are initialized to reflect the initial 
assertion. At the final state along each subpath, the final assertion is checked against 
the path condition and path expression. If the assertion cannot be proven, an error 
is reported. If each individual subpath is accepted, then every path through the 
program must satisfy every predicate. 
Note that what the loop-cutting assertions have done is to fold infinite sets of 
states into representative states by discarding details of the execution state. Each 
time an assertion is reached at the end of a subpath, the path expression and path 
condition may be different. Details of these different conditions are discarded, and 
only the information in the assertion is preserved. One may think of the assertions as 
filters that prevent too much information from passing through. (Used in this way, 
they also preclude derivation of a symbolic representation of a complete path, which 
is an advantage of methods that solve recurrence equations to derive closed forms.) 
Unlike symbolic testing, global symbolic evaluation is a pessimistic technique. 
It does not accept incorrect programs (assuming, of course, that the input and output 
assertions fully and correctly capture program specifications). Pessimistic inaccuracy 
stems from the difficulty of finding satisfactory loop-cutting assertions. An unsatisfac-
tory assertion will either be too strong (not provable at terminal states along partiaf 
paths) or too weak (not sufficient as an assumption to prove the next assertion along 
a subpath), or perhaps both. In fact, since successful global symbolic evaluation us-
ing the loop-cutting method is a machine-aided proof of partial correctness using the 
loop invariant method [HK76, KE85], finding satisfactory assertions is an unsolvable 
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Model schemata. A class of model schemata (Petri nets, fiowgraphs, program 
texts in some language) determines a class of state spaces within which sampling or 
folding may occur. It is easiest to exploit interactions between techniques when the 
same model schemata is shared between them. For instance, Chapter 4 of this dis-
sertation describes a method for combining static concurrency analysis with symbolic 
execution, based on the observation that they share an underlying fiowgraph model 
of execution, and that the state space of the former is (conceptually) obtained from 
the latter by folding together states with different path expressions. 
Representation of the state space. Some techniques explicitly represent the 
state space in the form of a reachability graph, while other techniques leave the state 
space implicit and represent only a single "current" state at any one time. Some 
techniques (notably test coverage metrics) keep a partial record of the portions of the 
state space visited. Some techniques, e.g. constrained expression analysis [ADWR86], 
infer properties of a state space without constructing any explicit representation of 
it. 
Oracles. Among techniques that build explicit representations of a state space 
(whether partial or complete), one can often distinguish a component of the tech-
nique for exploring the state space from a procedure for determining whether a state 
or path is faulty. In the testing literature, for instance, coverage criteria are usually 
treated separately from test oracles. The notion of oracle is present in practically 
every technique, however, and so is called out here. 
Important characteristics of oracles include: 
• Is an oracle function explicit in the technique? Some techniques (notably test 
coverage metrics) assume the availability of an oracle, but do not describe how 
to build it. 
• If the oracle is explicit, does it check individual states or paths? If it checks 
states, does it check only a subset of states (e.g., terminal states)? 
• Does the oracle check for certain fixed properties (e.g., absence of deadlock) or 
may a class of properties be specified by the user? (When fixed properties are 
checked, these are usually implicit specifications, whereas explicit specification 
are supplied by the user.) 
1.5.2 Sample derivative categories 
These characteristics can be used to divide state space analysis techniques for 
fault detection into groups exhibiting similar properties in the critical dimensions. 
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Conventional Testing. 
Folding: Conventional program testing explores the state space of actual pro-
gram execution with no folding. 
Sampling: The state space is infinite or very large, and only a portion of it is 
explored. Usually a coverage criterion is specified to provide a way of determining 
that an adequate sample of behaviors has been inspected. Coverage criteria include 
path related criteria (used, e.g., in structural coverage schemes) and input/ output 
class criteria (used, e.g., in functional testing). 
A coverage criterion may be based on an auxillary, folded model of execution. 
For instance, data flow testing [RW82, CPRZ85] measure representativeness in terms 
of coverage of certain control-flow subpaths, thereby relating program execution to 
paths in a fl.owgraph model. 
Model schema: Some form of program text (such as compiled binary). 
Representation of the state space: Only the current state is fully represented 
during exploration. 
Oracle: Testing techniques focusing on exploration of the state space, such 
as structural and functional coverage schemes, usually leave the oracle unspeci-
fied. Assertion-checking schemes are programmable oracles; examples include Anna 
[LvH85] for checking states and TSL [LHM+87] for checking paths. 
Simulation. 
Folding: Classes of data are folded in the case of symbolic testing. Additional 
folding of implementation details may occur in simulations based executable specifi-
cations such as Petri nets or PAISley [ZS86]. In these techniques, the state space is 
considerably simplified by comparison to actual program execution, but may still be 
too large to exhaustively enumerate. 
Sampling: Exploring a sample of the behaviors of an abstract model of execution 
is clearly a testing technique (and subject to the same optimistic inaccuracy), even 
when conventional program code is absent as in executable specifications. While the 
notion of coverage criteria has usually been applied only to testing of actual execution, 
it is applicable as well to other models of execution. But whereas classical testing 
selects a sample of the execution space indirectly by selecting test data, abstracted 
models may allow other ways of choosing a sample. The ATTEST symbolic execution 
system can be directed to select paths according to a structural coverage criterion 
[CR81], while executable specification systems typically support random choice in 
simulation. The Argos system for protocol testing also allows heuristic guidance 
[Hol87]. 

1.6.2 Using pessimistic techniques to concentrate 
optimistic techniques 
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Pessimistic techniques often fail to distinguish between executable and non-
executable paths. If the state space of a pessimistic technique can be related to 
the state space of an optimistic technique, it may be possible to concentrate the 
optimistic technique on just those portions of the state space that are reported faulty 
by the pessimistic technique. For instance, if a class of faults can be ruled out by 
using a pessimistic technique like flow analysis, then optimistic techniques like testing 
should concentrate on finding other faults. If symbolic evaluation with loop-cutting 
assertions is used to show that most of the assertions in a program are satisfied, testing 
should be concentrated on paths that pass through the assertions that cannot be 
verified. If a data flow analysis technique reports "may" faults (a possible reference to 
an uninitialized variable), these could be used in the same way to concentrate testing. 
Anomalies reported by data flow analysis, such as computation of a value that is never 
used, might be used to trigger more intensive use of a fault-based technique. One 
integrated validation methodology that uses pessimistic techniques to concentrate 
optimistic techniques has been described in detail by Osterweil [ Ost84]. 
1.6.3 Combining pessimistic techniques 
Two pessimistic techniques may also benefit from combination, if one is more 
pessimistic (folds the state space farther) than the other. As mentioned earlier, 
Chapter 4 of this dissertation proposes combining static concurrency analysis with 
symbolic execution on this principle. The less pessimistic technique need only follow 
paths that lead the more pessimistic technique to errors; an error is reported only if 
both techniques reach it. One can imagine analogous approaches for techniques based 
on other model schemas. For instance, it is not difficult to show that interpreting 
a Time Petri net [Mer74] as a standard (untimed) Petri net is a more pessimistic 
approach than interpreting the time information. 5 That is, the untimed interpreta-
tion will reach every state reachable by the time version. If analyzing the standard 
interpretation is cheaper (because it folds together states that differ only with respect 
to remaining enable time), it could be used to guide the timed interpretation. 
5The standard interpretation will contain a sequence of firings for every sequence of :firings in 
the time interpretation. This will make it pessimistic for most classes of errors, but it is possible 
to compose a branching time temporal logic assertion that may be satisfied only by the standard 
interpretation, e.g., an assertion that a certain state is reachable but not in~vitable. 
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1.7 Summary 
The dichotomy between static and dynamic analysis in the conventional tax-
onomy of fault detection techniques [MH81] is too coarse a distinction to serve as a 
guide for combining techniques and devising new, hybrid fault detection techniques. 
We have proposed to partially remedy that situation by replacing the static/ dynamic 
distinction by a distinction between sampling the space of possible behaviors, and 
folding states together to make the space smaller. This distinction is better at cap-
turing important tradeo:ffs in the design of state-space analysis techniques. 
All practical techniques are vulnerable to some kind of inaccuracy. The distinc-
tion between pessimistic inaccuracy (characteristic of techniques that limit effort by 
folding states together) and optimistic inaccuracy (characteristic of techniques that 
explore only a sample of a state space) is the major dimension of the extended tax-
onomy. In many cases this distinction coincides with the static/ dynamic dichotomy: 
Most static analysis techniques are pessimistic, and all dynamic analysis techniques 
are optimistic. The folding/ sampling distinction, though, is not just a new name for 
the old dichotomy. This is shown most clearly by the case of symbolic evaluation, 
which is conventionally considered a static technique, but which actually encompasses 
both folding and sampling techniques. 
By focusing on analysis tradeo:ffs, and especially on the relation between strate-
gies for state-space exploration and inaccuracy in the pessimistic or optimistic di-
rection, the revised taxonomy suggests some fruitful areas of research. For instance, 
coverage criteria are applicable in principle to any sampling technique, and not just 
to conventional program testing. And while coverage criteria, which relate the extent 
and nature of sampling to the extent of optimistic inaccuracy, is an active research 
topic, there is currently no analogous theory characterizing the relation of folding to 
pessimistic inaccuracy. 
Finally, a taxonomy that recognizes the design tradeo:ffs inherent in devising 
fault detection techniques is a useful guide to the potential interactions between 
techniques. This should become increasingly importa:q.t in the future, as more research 
moves beyond consideration of individual techniques applied in isolation to integrated 
application of combinations of techniques and new hybrid techniques. 
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logic, which allows them to be used when validating software against user-supplied 
specifications as well as for detecting a variety of common errors. 
The rules developed in this chapter are focused particularly on concurrent soft-
ware. Although the rules are equally valid for reasoning about models of sequential 
software, temporal logic specifications are useful primarily when reasoning about con-
currency. 
Outline of the chapter. Section 2.2 of this chapter gives a precise statement of 
a property, error-preserving, which captures the requirement that transformation of 
a state-space· model not hide errors. Section 2.3 formalizes the notion of "leaving 
out details" in a state-space model. Section 2.4 gives sufficient conditions for showing 
that the effect of leaving out a detail is error-preserving with respect to a global safety 
property expressed in propositional logic. Section 2.5 extends the result to temporal 
logic specifications. Sections 2.4 and 2.5 also elucidate the relation between details 
that can be left out and the class of specifications against which programs are to be 
validated. Section 2. 7 demonstrates application of these rules. Section 2. 9 concludes. 
2.2 Preserving errors 
A simplification is a function that maps models to models. A fault detection 
technique maps models into booleans. Informally, the property we desire is that 
simplifying a model of execution in some way (by omitting certain details, or making 
simplifying assumptions) will not cause any faults to go undetected. To formalize this 
property, it must be made relative to a class of models and to a class of specifications, 
both of which will be considered in more detail below. (Recall from the Introduction, 
page 1, that a fault is a discrepancy between a specification and an implementation.) 
Ignoring the finer structure of models and specifications for the moment, the desired 
property is formalized as follows: 
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called a structure or model) allows us to use the axioms of a logical system (first 
propositional logic, and then propositional temporal logic) to derive conditions that 
guarantee the error-preserving property. Properties of¢ with respect to a formula f 
are related to properties of¢ with respect to component sub-formulas off. Equivalent 
reasoning with respect to µ is impossible ifµ is allowed to be absolutely arbitrary in 
its interpretation of formulas. 
Development of sufficient conditions for establishing that a simplification func-
tion¢ is error-preserving will require a pair of properties, one for falseness-preservation 
and one for truth-preservation: 
Definition 2 A map ¢; is falseness-preserving with respect to a class of models S 
and a specification formula f, written FP( ¢, f), iff for all S E S, 
if S Ff f then <P(S) Ff f 
Definition 3 A map ¢; is truth-preserving with respect to a class of models S and a 
specification formula f, written TP( ¢, f), iff for all S ES, if S f= f then ef;(S) f= f 
These definitions relate a simplification to a particular specification formula. 
One usually wants to show that a simplification is error-preserving with respect to a 
whole class of formulas. Unfortunately, that is not possible for all classes of specifi-
cation formulas. If a map <P is error-preserving with respect to specification formula 
f, then it will generally not be error-preserving with respect to •f. For instance, 
classical techniques for anomaly detection using static data flow analysis [F076] are 
conservative with respect to the specification, "definition of variable v always precedes 
reference to variable v", but would not be conservative with respect to the (rather 
strange) specification "definition of variable v sometimes does n.ot precede reference 
to variable v." This is seldom a problem for techniques that detect a fixed class of 
errors (e.g., deadlocks, uninitialized variables). For analysis techniques that check 
formulas in a rich specification language, this limitation is an inevitable reflection of 
the tradeoffs involved in deciding which details to omit from a model. 
2.3 Leaving out details 
Omitting (or ignoring) some details has the effect of folding many states into 
a smaller number of states, or of making the structure of a model more regular. To 
make this notion precise, the structure of a model is given in more detail: 
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The models discussed here are operational in flavor, with explicit states and 
transitions. This approach is compared to an alternative, denotational framework in 
Section 2.8. 
2.4 Global safety properties of states 
We begin by considering specifications that describe individual states, where 
specifications are expressed in propositional logic quantified over all states in a model. 
These specification formulas are implicitly or explicitly prefixed by Vq E Q. A pro-
gram is correct if every state satisfies the specification formula. 
Satisfaction of a propositional formula in a state is defined as one would expect: 
Formula f is evaluated by replacing each propositional variable by True if it belongs to 
r;( q) and False otherwise. The definitions of truth-preserving and falseness-preserving 
are extended to apply to </;Q in the obvious way. ¢>is falseness-preserving (respectively, 
truth-preserving) for a class of models if </;Q is falseness-preserving (truth-preserving) 
for all states. 
The following conditions are sufficient to show that ¢; applied to model S is a 
falseness-preserving abstraction with respect to formula f, where f is interpreted as 
a global safety property of states. 
Fl. if f is an atomic proposition, and f tf. r;(q), then f rf_ 'T/(</;(q)) 
F2. if f is a conjunction a/\ b, then FP(ef;, a) and FP(ef>, b) 
F3. if f is a disjunction a V b, then FP( ¢;,a) and FP( ¢>, b) 
F4. if f is a negated formula •a, then TP( ¢;,a) 
Condition F4 calls for a corresponding set of conditions sufficient to guarantee 
that ¢>is truth-preserving with respect to some component sub-formula. 
Tl. if f is an atomic proposition, and f E r;(q), then f E 'T/(</;(q)) 
T2. if f is a conjunction a/\ b, then TP( ¢;,a) and TP( ¢;, b) 
T3. if f is a disjunction a V b, then TP( ¢;,a) and TP( ¢>, b) 
T4. if f is a negated formula •a, then FP( ¢;,a) 
Condition Fl is the base case of a recursive consideration of formulas. Together 
with F2 and F3, Fl determines a set of propositional variables that must be "biased 
false" in mapping states. That is, when states q1 , q2, q3 ••• are mapped to the same 
state ef;(q), the proper value of a proposition a identified by rule Fl is r;(q1 ) /\ ry(q2 ) /\ 
r;( q3) /\ ... 
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Properties of reachable states. Many practical analysis techniques use relation 
R to explore a state space. That is, R is represented as a function for generating new 
states from initial states and states already generated. In this case, the specification 
formula f is implicitly quantified over reachable states. If the set of states Q may 
contain unreachable as well as reachable states, the following conditions will ensure 
that <P maps reachable states onto reachable states: 
Definition 5 A map <P is connectivity-preserving iff 
(Roots) if i E J, then <P( i) E J', where I and I' are the sets of initial states in S 
and <P(S), respectively. 
(Edges) if q1Rq2 and ¢(q1) :I ¢(q2), then ¢(q1)R<P(q2) 
The first condition requires initial states to map to initial states. The second 
condition preserves connections between states, except that self-loops need not be 
introduced when connected states are merged. These two conditions, together with 
Fl-F4 and Tl-T4, are sufficient to show that a model simplification <P is error-
preserving with respect to a propositional formula f that is implicitly quantified over 
reachable states. 
2.5 Temporal properties 
A number of systems for specifying sequence constraints (allowed and disallowed 
sequences of events or operations) have been proposed. Several of these are based 
on formal languages, typically regular expressions [KS83, 0086, Mac82]. Recently, 
more interest has been shown in temporal logics for specifying allowable -sequencing 
[Lam83] and systems for checking software against temporal logic specifications have 
begun to appear [FRV85, CES86, MR87]. 
The previous section established conditions under which details could be omitted 
from a state-space model of program execution without causing faults to go unde-
tected. The conditions were relative to particular specification formulas stated _in 
propositional logic, and interpreted as applying globally to all program states. In this 
section we derive conditions that allow leaving out details when the specification to 
be checked is a formula of propositional temporal logic. Section 2.5.1 introduces the 
system of temporal logic, Section 2.5.2 gives general properties ¢ should exhibit, and 
Section 2.5.3 derives sufficient conditions to show that <P is an error-preserving ab-
straction with respect to a formula in temporal logic, provided the general properties 
are obeyed. 

41 
Table 2.1: Syntax and semantics of a temporal logic combining branching time and 
linear time formulas (adapted from (EH83]). (sf) is a state formula (branching time 
logic formula), (pf) is a path formula (linear time logic formula). 
Syntax 
(sf) : : = variable 
(sf) ::= (sf) /\ (sf) 
(sf) ::=•(sf) 
(sf) ::= A(pf) 
(sf) ::= E(pf) 
(pf) ::= variable 
(pf) ::= (pf) /\ (pf) 
(pf) ::= -, (pf) 
(pf) ::= G(sf) 
(pf) ::= F(sf) 
(pf) ::= G(pf) 
(pf) ::= F(pf) 
(pf) ::= X(sf) 
(pf) ::= (sf) U (sf) 
(pf) ::= X(pf) 
(pf) ::= (pf) u (pf) 
Interpretation 
q I= a iff a E 77( q) 
q I= a /\ b iff ( q I= a) and ( q I= b) 
q I= •a iff q ~ a 
q I= Aa iff V xeX (S) ((head( x) = q) ==?- x I= a) 
q I= Ea iff 3xeX(S) ((head( x) = q) and x I= a) 
x I= a iff a E 77(head(x )) 
x I= a /\ b iff ( x I= a) and ( x I= b) 
x I= -,a iff x ~ a 
x I= Ga iff Vi~o(head( tail( i, x)) I= a) 
x I= Fa iff 3i~o(head( tail( i, x)) I= a) 
x I= Ga iff Vi~o(tail(i, x) I= a) 
x I= Fa iff 3i~o( tail( i, x) I= a) 
x I= Xa iff head(tail(l, x )) I= a 
x I= a Vb iff 3i>o(head(tail(.i, x )) I= b 
and Vj>o((I~ i) ==?- head(tail(j,x)) I= a)) 
x I= Xa iff tail(l, x) I= a 
x I= a Vb iff 3i>o(tail( i, x) I= b 
and Vj>o((j ~ i) ==?- tail(j, x) I= a)) 
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S: 
q)(S): 
Figure 2.1: Loops must be preserved. If the loop between states b and c in S were not 
reflected by a self-loop on state be' in ~(S), formula AFd, which is false in S, would 
become true in </>(S). 
in which a variable takes a new value on each iteration. In such a case, ¢x as defined 
above may not be a function from infinite sequences to infinite sequences. 
It is difficult to define a function </>x that is always satisfactory for infinite 
state spaces, but satisfactory functions are usually not hard to define for a particular 
simplification. The conditions </>x should satisfy (i.e., the properties we will use in 
the proofs below) are: 
Definition 8 </> is order-preserving iff for all x J for all i ~ 0 J 
1. </>(head( x)) = head(¢( x)) 
2. 3j>o (¢(tail( i, x)) = tail(j, </>( x))) 
(!;formally: Every tail of x is represented). 
3. 3j>o (tail( i, ¢( x)) = </>( tail(j, x))) 
(!;formally: Tail of image is image of some tail). 
It can be shown that the particular function </>x defined above for finite state 
spaces meets these conditions. Condition 2 implies that ¢x preserves the order of 
states on a path in the following sense: 
If </> x satisfies condition 2 above, then} if x is a path and j ~ i J then 
3o<i'<i' (¢(tail( i, x)) = tail( i', ¢( x)) and q)( tail(j, x)) = tail(j', ¢( x))) 
Proof: tail(j, x) is tail( i + k, x) for some non-negative k, which may be rewritten as 
tail(k,tail(i,x)). q)(tail(k,tail(i,x))) is tail(j',q)(tail(i,x))), by condition 2 above. 
An analogous but converse condition can be proven from condition 3; hence 
they are together called the order-preserving property. 

Proof: Suppose x f= •a, and FP( </>,a) for a path formula a. Then x ~ a, and 
therefore </>( x) ~ a. Therefore ¢( x) f= -ra. 
Proofs of the remaining cases are similar. 
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Lemma 3 If a is a path formula or state formula, and if FP(¢, a), then FP(¢, Ga) 
and FP( ¢,Fa). 
If a is a path formula or state formula, and if TP( </>,a), then TP( </>,Ga) and 
TP(¢,Fa). 
Proof: Assume FP( ¢,a) for a path formula a, and suppose x ~ a. Then 
...,3i~O (tail( i, x) F a), or equivalently, vi~O (tail( i, x) l=rf a). From FP( </>,a) we 
conclude Vi~o (¢(tail(i,x))l=rf a), and from the condition on ¢x that every tail of an 
image of x is the image of a tail of x' we have vi>O (tail( i' </>( x)) ~ a). Thus we 
obtain </>( x) ~ a. -
The other cases are similar. 
Lemma 4 If a and bare both path formulas, and if FP(¢;, a) and FP(¢, b), then 
FP(</>,aVb). 
If a and b are both state formulas) and if FP( </>,a) and FP( ¢, b), then FP( ¢,a Vb). 
Proof: Assume FP(¢,a) and FP(¢,b) and x~aVb. Either -,:Ji>o (tail(i,x) f= b), or 
for all such i, 3j,o~J:~i ( tail(j, x) ~ a). -
Case 1: -,:Ji>o (tail(i,x) f= b). This is identical to inferring FP(¢,Fb) from FP(</>,b), 
in the previous lemma. 
Case 2: :Ji~o (tail(i, x) f= b), and for all such i, :lj,o~j~i (tail(j, x) ~a). Essentially, 
we need to show that ¢; preserves the order of states at least to the extent that the 
violation of a still precedes the first suffix satisfying b. Choose an i and j according 
to the hypothesis of the case; then, there must be a i' and j' such that 
¢(tail( i, x)) = tail( i', ¢( x)) and ¢( tail(j, x)) = tail(j', </>( x)). Moreover, 
tail(i,x) = tail(k,tail(j,x)) for some k 2: 0. Thus, j' ~ i', and since from FP(¢,a) 
we have tail(j', ¢( x)) ~ a, we conclude ¢( x) ~ a. 
Lemma 5 If a and b are path formulas, and if TP( ¢,a) and TP( </>, b) then 
TP(</>,aVb). 
If a and b are state formulas, and if TP ( </>, a) and TP ( ¢, b) then TP (</>,a U b). 
Proof: Similar to the version for FP, but use condition 3 of the order-preserving 
property. 
Lemma 6 If a is a state formula) and if FP( </>,a), then FP( Aa). 
Proof: The A operator involves universal quantification over paths from a state. If 
any such path violates a, then the quantified formula must be violated. 
Lemma 7 If a is a state formula) and if TP( </>,a), then TP(Ea). 
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(1) (2) 
Figure 2.2: Using the special coarsening rule for FP(Fa). The upper model is simpli-
fied into the lower model by merging states. It is permissible to label the representa-
tives of region (1) with a and region (2) with b, even though the falseness of neither 
proposition is maintained, provided the specification calls only for the eventuality of 
each condition. 
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9. IfTP(¢,a) and TP(¢,b) then TP(¢,aVb). 
10. If TP( ¢,a), then TP(Ea ). 
2.6 Sequences of events 
The temporal logic considered in the previous section considers only properties 
of states and sequences of states. Sometimes it is more convenient to consider the 
events that take a system from one state to the next. 
Since it is natural to think of sequences of events as the language generated by 
the state space considered as an automaton, and since language and automata theory 
are relatively well-explored research areas, it is not surprising that many analysis tech-
niques for verifying correct sequencing of events are based on automata theory rather 
than temporal logic. These include the constrained expressions analysis approach 
of Avrunin et al. [ADWR86, DAW88], and AQRE (Anchored Quantified Regular 
Expressions) analysis technique of Olender [0086]. It is also possible, however, to 
consider sequences of events in a temporal logic framework, as shown for example by 
Barringer et. al. [BKP84]. Here we consider temporal logic specifications that may 
encompass both states and events in the same specification formula by adding event 
formulas to CTL *. 
We introduce two new aspects of a state space model: 
E is a finite set of operation symbols. Like P, we assume a single E when com-
paring two models. 
8: Q x EH 2Q 
is a transition relation, with the proviso that 8( q, a) must be finite for any q E Q 
and a E E. 
The state space models considered thus far have had a transition relation R. 
R determines which states may follow each other in a computation, but doesn't say 
what action causes the transition. 8 gives information about the event that takes the 
system from one state to the next as well. Rather than replacing R by 8 in the general 
requirements for error-preserving abstractions (Section 2.5.2), it will be sufficient to 
treat Ras being a derivative property based on 8: 
Definition 9 (p, q) ER iff ((p, a), q) E 8J for some a E E. 
The definition of paths is changed in the obvious way. Instead of a sequence of 
states 
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(a) before 
:::o 
(b) after 
Figure 2.3: Transforming a model (a) with event symbols into an equivalent model 
(b) without event symbols. 
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omits path condition and path expression (call it ¢1 ) and a function that merges 
fl.owgraph nodes (call it ¢2 ). A possible additional simplification is that the first-in 
first-out ordering of tasks in entry queues [ALR83, 9.5.15] may be ignored without 
risk of failing to identify potential deadlocks or race conditions; this simplification is 
considered separately below. 
For brevity, only a single simple property is considered here. One sort of dead-
lock occurs when a task issues an entry call, and that entry call is never accepted by 
another task. We use symbol c to represent the event in which a particular task T 
calls entry e, and event symbol a for the called task engaging entry e. The specifica-
tion formula to be considered is c ~ Oa in the common notation of linear time logic, 
or A(c ~Fa) in the CTL* temporal logic (extended to include events, as described 
in the previous section). The property we wish to show is therefore FP(A(c ~Fa)). 
General conditions. Omitting data values from a program execution state, leav-
ing only a tuple of control points (fiowgraph edges), is clearly a total function from 
states to states. (We adopt the convention that ¢1 and ¢2 are identity mappings 
when applied to already-simplified states.) Merging fl.owgraph nodes likewise re-
sults in a total function. Connectivity in the state space is preserved, since static 
concurrency analysis follows all paths ( unexecutable as well as executable) in each 
fl.owgraph. Omitting the path condition and path expression is also loop-preserving, 
but fl.owgraph reductions may not be, so it is necessary to assume that program loops 
between synchronization points always terminate. A pointwise extension of ¢1 is an 
order-preserving function from paths to paths, and since the state space resulting 
from ¢1 is finite, the standard extension of ¢2 (Definition 7) is order-preserving. 
Conditions relative to specification formulas. Decomposing FP(A(c ~Fa)) 
according to the lemmas in Section 2.5.3, we find that it is sufficient to show TP(c) 
and FP(a). 
To facilitate reasoning about FP (a), we perform the transformation described in 
Section 2.6 above, so that c represents the state just before an entry call is performed, 
and a represents the state just before the entry is accepted. This matches Taylor's 
original description of the technique [Tay83b], in which tasking actions are represented 
by nodes rather than edges in a fiowgraph. 
Condition TP(c) is easy, since static concurrency analysis retains fl.owgraph 
nodes in which synchronization activities occur and sometimes uses them to represent 
other adjacent nodes. However, the sufficient conditions for FP( a) are not satisfied. 
The simplified state representing engagement of an entry may also represent some 
fl.owgraph nodes following the node at which the entry call becomes engaged. a must 
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causing spurious error reports to be generated (pessimistic). This is in contrast 
to the way that such claims have been relativized to specification formulas in this 
chapter. Indeed, it turns out that the theorem proved by Shatz and Cheng (that, 
in a particular state in which two or more tasks are waiting in the queue, the order 
in which they arrived is independent of program semantics) is not equivalent to the 
more general claim. 3 This is shown by considering absence of starvation conditional 
on a weakly fair task scheduler, i.e., one in which every task that is not blocked 
must eventually get a time slice. Pessimistic inaccuracy is introduced in this case, 
since starvation may be detected even when it would be prevented by queue ordering. 
To show the absence of pessimistic inaccuracy using the system described here, one 
would attempt to derive TP( </>, Af), where f is the conditional statement. Recall 
that there is no rule for deriving TP ( </>, Af), regardless of the form of f - precisely 
because simplifications that introduce new paths, as ignoring entry queue order does, 
are liable to introduce pessimistic inaccuracy. 
Lam and Shankar [LS84] have also given rules for simplifying state-space models. 
Some of their rules for preserving liveness properties correspond to our general rules 
for verifying temporal properties, but Lam and Shankar give no rules relative to par-
ticular specification formulas. The general rules must therefore be overly restrictive 
(for the uses we have in mind; they may be appropriate for verifying communica-
tion protocols). The property of faithfulness described by Lam and Shankar is too 
strong a condition to allow ignoring FIFO order in entry queues because it depends 
on a property of well-formedness that is not satisfied by simplifications that introduce 
unexecutable paths. 
2.8 Abstract interpretation 
The state-space models considered here are operational in the sense that there 
is an explicit notion of state and state transition. Operational models are quite intu-
itive, and we believe the simple notion of a function </> mapping states to states will 
facilitate reasoning about error-preserving abstractions. On the other hand, denota-
tional semantics has some advantages over the operational approach. The analogue 
of error-preserving abstractions in a denotational setting is abstract interpretation 
[ AH87]. We compare the two approaches here, and show how abstract interpretation 
can be used to define suitable abstraction functions. 
3 The claim and the theorem would be equivalent if only properties of states, and not temporal 
specifications, were allowed. Although Shatz and Cheng do not explicitly state this restriction, the 
properties they consider all fall into the class of properties for which entry queue order is indeed 
irrelevant. 
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Abstract interpretations are devised in a manner that allows computation of 
fixed points in a finite number of steps. (Thus, unlike error-preserving abstraction, 
abstract interpretation allows one to reason explicitly about some kinds of analysis 
procedures.) It is intended that these fixed points be valid approximations of all 
possible program executions. This correctness property is established by proving a 
relation between the abstract semantics, including the abstract program functions like 
+ in the example above, to the usual semantics of a language. The concrete value 
domain is extended to a "collecting" semantics in which each program state includes 
a representation of all prior states. This allows relating the two domains by showing 
that abstract values are supersets of the concrete values they represent. 5 
2.8.2 Interpreting propositions 
Abstract interpretation is closely related to the abstraction function </> upon 
which we have been placing requirements. Although states in the state spaces con-
sidered are not necessarily organized as a lattice, it is not too difficult to adapt an 
abstract interpretation into a mapping from states to states. Boolean values in an 
abstract interpretation can be organized in the lattice: 
T 
true false 
~/ 
J_ 
In this lattice, the top element T represents "don't know," or collections of 
states in which a boolean expression may be sometimes True and sometimes False. 
This is analogous to the situation in which ¢> folds together states that differ in the 
value of an atomic proposition. Atomic propositions in state space models, as treated 
here, take on only the values True and False. To satisfy the basic rules concerning 
the value of an atomic variable in a folded state, it is merely necessary to treat "don't 
know" as "whatever is worse." Thus, if we are obliged to preserve the falseness of a 
propositional variable, we group T with False: 
5More precisely, abstract values are related to concrete values by a pair of functions, 
a: concrete-+ abstract and I: abstract-+ concrete. The requirements are a(1(x)) = x and 
1( a( x)) ~ x where ~ is the lattice ordering. 
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T 
//··~····· ... 
• • . . . true ..... · · · ..... · .... · · · · false ..•. 
~/// 
J_ 
The correspondence between abstract interpretation and error-preserving ab-
straction is very close. For specifications in a standard propositional logic, everything 
that can be done with error-preserving abstractions can be done as well in a deno-
tational framework using abstract interpretation. In fact, the presence of T in value 
domains makes abstract interpretation somewhat more refined. 
Abstract interpretation is essentially a special case of proving equivalence be-
tween two dentotational semantics6 , so it is applicable to any structure with a deno-
tational semantics. This includes process algebras for modeling concurrent execution, 
which in modern expositions are given denotational semantics with value domains or-
dered by determinacy (see, e.g., [Hen88]). In principle, abstract interpretation might 
be used also to reason about simplifying models for analysis of sequencing properties. 
This would require not only denotational semantics for the models, but a suitable 
lattice of denoted values for specification subformulas. 
Abstract interpretation seems to be an appropriate theoretical tool for abstract-
ing the values of variables. It is less suitable for reasoning about control, or about 
models other than conventional program texts. The more operational approach of 
devising a mapping <P from states to states is well suited for those problems. In par-
ticular, when specifications are stated in temporal logic, it is easier to apply the rules 
given here than to reformulate the requirements using denotational semantics. 
The example above, in which we justified ignoring the order of Ada entry queues, 
would have been greatly complicated by a denotational semant.ic framework, espe-
cially if the specification were a temporal logic formula. Fortunately abstract in-
terpretation and error-preserving abstraction are easy to combine. One can use the 
6 According to Mycroft (Myc87, page 205]. 

Chapter 3 
Parceling the analysis of 
concurrent systems 
3.1 Introduction 
This chapter and the next consider the problem of detecting faults in the syn-
chronization structure of concurrent programs. Such faults include, for instance, 
deadlocks and race conditions. As with fault detection in general, there is no possibil-
ity of devising a perfect technique for recognizing synchronization errors. In its most 
general form the problem is undecidable, and it remains intractable even for severely 
restricted problems. Practical approaches to analyzing concurrent software require a 
delicate balance to make the problem tractable for typical cases without introducing 
so much inaccuracy that the analysis becomes worthless. We consider refinements 
to a particular technique, static concurrency analysis. This chapter examines the 
problem of controlling combinatorial explosion in static concurrency analysis, at the 
cost of some additional inaccuracy. The primary focus is on dividing a large analy-
sis problem into smaller problems, incurring some pessimistic inaccuracy. Sampling 
a folded model, thus incurring optimistic inaccuracy, is also considered. Chapter 4 
addresses the complementary problem of refining the results of static concurrency 
analysis, reducing pessimistic inaccuracy at the ·cost of some additional effort. 
3.2 Background 
3.2.1 The problem 
Analyzing concurrent software is difficult. Complexity is inherent in the prob-
lem, rather than being a fl.aw in a particular model or analysis technique. Taking 
exposure to deadlock as a representative problem for analysis, it is easy to see that it 
is undecidable in the general case. One may reduce the halting problem to a deadlock 
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3.2.2 Static concurrency analysis 
Static concurrency analysis [Tay83b, Apt83] can be used to detect synchroniza-
tion errors such as deadlock and parallel update of shared variables in concurrent 
programs where the model of synchronization is some form of rendezvous, as in Ada 
[ALR83), CSP [Hoa78], or Hal/S [Mar77]. Taylor [Tay83b] has described a con-
currency analysis algorithm in a form suitable for Ada; Apt [Apt83] has applied 
essentially the same technique to CSP. It should be equally applicable to design nota-
tions utilizing rendezvous for synchronization. Language-dependent examples in this 
dissertation are based on Ada. 
Static concurrency analysis builds a rooted directed graph of concurrency states. 
A concurrency state summarizes the control state of each of the concurrent tasks at 
some point in an execution, including synchronization information, while omitting 
other information such as data values. Directed edges in the concurrency state graph 
indicate which states may follow each other in executions of a program. A path 
from the root node to any node in the graph is called a concurrency history) since it 
captures a sequence of synchronization events that may occur in a program execution. 
Some tasking-related errors are manifested in a concurrency state, while others 
are properties of multiple states in a concurrency history. An infinite wait, for in-
stance, is manifested as a concurrency history ending in a state (therefore a leaf node) 
with one or more tasks still active. Concurrent update of a shared variable shows up 
as a state in which more than one task is capable of writing to that variable before 
the next synchronization event. 
The primary strength of static concurrency analysis is that it examines all pos-
sible synchronization patterns. Errors cannot be masked by differences between the 
testing environment and production environment, as they might be in dynamic analy-
sis. This property is especially crucial in validating concurrent software, since syn-
chronization patterns are partially determined by a scheduler, and may be sensitive 
to timing. 
Static concurrency analysis represents one possible compromise between compu-
tational effort and accuracy. In terms of the framework discussed in Chapter 1, static 
concurrency analysis folds the infinite state space of a concurrent program into a fi-· 
nite state space, incurring as a consequence some pessimistic inaccuracy. The folding 
is defined only for programs in which the number of tasks is bounded. Analysis of the 
folded model is no longer undecidable, but it remains expensive enough ( exponentfal 
in space and time) that only small programs can be analyzed in whole. 
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The state machines must be modified in two ways before analysis. First, a single 
entry call or accept in Ada must be split into multiple actions, representing steps in 
a rendezvous. An entry call is represented by an action to engage the rendezvous, 
followed by an action to finish the rendezvous. During the time a rendezvous is 
engaged, the calling task is blocked, so the two actions representing the calling side 
of a rendezvous are separated by a single node with no other edges. Complementary 
actions for engaging and finishing a rendezvous are used to represent a single accept 
statement, but in this case intervening nodes may represent tasking or non-tasking 
actions, since a block may be nested within an Ada accept statement. 
We will use the following notation in diagrams: 
A is the beginning of a rendezvous at entry A, offered by the calling task. 
A is beginning of a rendezvous (engagement) at entry A, offered by the accepting 
task. A and A are complementary actions. They occur jointly or not at all. 
AE is the end of a rendezvous at entry A, offered by the calling task. This is the 
only action a calling task can take after engaging a rendezvous. 
AE is the end of the rendezvous at entry A, offered by the accepting task. AE and 
AE are complementary actions. A calling task blocks waiting for AE, but the 
accepting task is never blocked at AE. 
Once task communications have been broken into their atomic steps, one could 
in principle construct a product state machine directly from the representations of 
individual tasks. However, it is much better to first reduce the individual state 
machines as far as possible. Taylor [Tay83b] gives one set of rules for reducing the 
individual state machines, and Long and Clarke [LC89] give a modified set of rules 
which usually result in smaller models. Long's models are called "task interaction 
graphs," to emphasize the fact that all edges in the summarized model represent 
interactions between tasks, and all non-tasking actions are summarized within nodes.3 
Figure 3.1 illustrates how a program fiowgraph is summarized. A single node in 
the summarized representation takes the place of a set of fiowgraph paths up to a set 
of possible synchronization actions. The representation used here is essentially that 
of [LC89], except that to keep the examples s:r:nan we omit initiation and termination 
and we allow nodes to have in-edges with different actions. (If the rules of [LC89] 
were followed precisely, the final node in diagram 3.1 would be split into three, to 
account for possibly different non-tasking activities following the task interactions on 
each of the two program branches and preceding termination.) 
3 Some readers may notice that the distinction between internal nondeterminism (conditional 
branches in a single task) and external nondeterminism (Ada select statements) has been lost. This 
distinction is essential for recognizing deadlock. Fear not: The problem has been glossed over for 
the moment, but it' will be cleared up in Section 3.3.3 below. 
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The modeling procedure can be intuitively viewed as moving tokens through the 
task interaction graphs. Analysis begins by placing a token at the initial node of each 
task. A concurrency state is a list of the current positions of all tokens. New states 
are generated by advancing a pair4 of tokens together at synchronization points. As 
in similar models, we perform only one joint action even when multiple, independent 
joint actions are possible, on the grounds that an observer that can make only a single 
test at each moment cannot distinguish between interleaving and true simultaneity. 
It is easy to see that the number of states in the concurrency graph is bounded 
by the product of the number of nodes in the reduced flowgraph representation of 
each task. For a system of T tasks, each with n nodes, the concurrency graph will 
have at most nT states. One might hope that behavior in typical cases would not 
approach this upper bound, but experience with static concurrency analysis [Wam85] 
and similar techniques suggests that the exponential upper bound is an accurate 
predictor of actual behavior. Static concurrency analysis can be applied only to small 
systems in whole. 
3.3 Parceling 
Since a single, global analysis of a program with many tasks is hopeless, we must 
consider ways of parceling the global analysis problem into a number of sufficiently 
small local analysis problems, and then combine the local results. The ultimate 
parceling would be individual analysis of each task, such as the Lamport-Owicki-
Gries approach to separating local process proofs from a cooperation proof [OG76, 
Lam83] or the compositional temporal logic proof system described by Barringer, 
Kuiper, and Pnueli [BKP84]. Applying these proof systems requires considerable 
human ingenuity (or else suffers from even worse combinatorial explosion than explicit 
modeling). For an automatable technique like static concurrency analysis, it is not 
necessary to achieve completely independent analysis of each task. It is enough to 
divide a large system into parcels of a few tasks each, provided each parcel is small 
enough for practical analysis. 
4We need move only pairs because rendezvous is the only task interaction considered, as per 
the simplifying assumptions listed above. Proper modeling of initiation and termination of tasks 
requires moving single tasks and/ or larger groups of tasks in some situations. 
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an intractable analysis problem remains. We th~refore propose a parceling method 
with an increased domain of applicability as compared to the biconnected compo-
nents method. We pay for increased applicability in two ways: The programmer 
will be required to guide the parceling, and additional spurious error reports may be 
produced. 
A weak monitor is a group of procedures, tasks, and packages identified by the 
programmer as a module and alleged to have certain properties (described below) 
which allow it to be analyzed in isolation. During the analysis of one weak monitor, 
the required properties are assumed for other alleged weak monitors, and verified for 
the currently considered weak monitor. An acyclic dependency relation among weak 
monitors makes the entire analysis procedure sound. 
A subset of the task entries comprising a weak monitor may be called by code 
outside the monitor; we call these the "entries" of the monitor (by analogy to task 
entries). For an entry which is a task entry, the notions of "called", "engaged", and 
"finished" are used exactly as in tasking. For procedures, we treat a procedure call as 
if it were a task entry call immediately engaged, and as if the return from a procedure 
were the end of a rendezvous. (Reentrancy of procedures requires a modified analysis 
procedure, described below.) A weak monitor must have the following properties: 
(A) No data item accessed or updated by any task or procedure in the monitor is 
accessed or updated by any procedure or task outside the monitor. 
(B) From any program state in which no entry of a monitor is engaged, but some 
entry has been called, there must follow eventually a state in which either the 
call is retracted (in the case of a conditional entry call) or else the call is engaged. 
(C) From any program state in which N calls are engaged, N ~ 1, there inust follow 
eventually a finish of an entry call. 
The reason for the name, weak monitor, can now be explained. The first prop-
erty described above is part of the conventional purpose of a monitor, i.e., to assure 
mutual exclusion to data. The second and third properties above are satisfied by true 
monitors, which strictly serialize calls, but the weak monitor properties are weaker 
in that they allow (but do not promise) multiple simultaneous calls, provided ter-
mination of a rendezvous may never depend upon other client activities during the 
rendezvous. (Starvation, in which one task waits forever while other tasks are served, 
is not precluded.) This is a strong enough condition to allow us to analyze weak 
monitors separately from their clients. 
The properties of a weak monitor make it suitable as an implementation of a 
server in a client-server system architecture. From the point of view of a client, any 
concurrency within the server is invisible. A server implemented as a weak monitor 
appears to the environment as a set of procedure calls. 
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represents internal nondeterministic choice. If the environment provides action El 
but not action E2, the task may deadlock because it has chosen to accept only E2. 
There are two common strategies for representing the distinction between in-
ternal and external nondeterminism. One approach is to represent internal nondeter-
minism by extra edges in the state machine model, either by explicitly representing 
some internal actions, or by duplicating some edges representing task interactions in 
order to represent the set of states after the next sequence of internal moves. This 
approach is used in the Milner's Calculus of Communicating Systems (Mil80]. The 
alternative is to use an additional property of states, such as refusal sets [BHR84] or 
acceptance sets [Hen88]. 
Edge groups in Long and Clarke's Task Interaction Graph model are a repre-
sentation of acceptance sets. They have no effect on the structure of the concurrency 
graph, but are essential to recognizing deadlock. A potentially dead state may be 
represented by a concurrency graph node with out-edges. Potential deadness is rec-
ognizable from a choice of acceptance sets, one from each task, such that the union of 
all does not contain any pair of complementary actions. The analysis procedure de-
scribed below uses acceptance sets, and the prototype system described in Appendix A 
uses task interaction graphs. 
3.3.4 Analysis procedure 
The properties of a weak monitor are such that a client may be analyzed as if 
calls on weak monitors were calls on procedures which do not perform tasking activity. 
The properties guaranteed by a weak monitor (and verified by the analysis) provide 
that each call can eventually return, whether or not other clients or tasks within a 
client can progress in the meantime. 
Two sets of modifications must be made to the standard concurrency analysis 
procedure. First, we consider how a weak monitor can be analyzed separately from 
its clients. Then, we consider how a client can be analyzed separately from the weak 
monitors it calls upon. These two sets of modifications can be applied together when 
a weak monitor is a client of other weak monitors. 
The promises made by a weak monitor to its clients are designed to be inde-
pendent of the particular pattern of calls by a client (or multiple clients). We wish 
to simulate a completely unpredictable set of clients. In particular, we don't know 
how many clients will make calls on a weak monitor or how their actions may be 
coordinated. Assume that the count attribute5 is used nowhere within the weak 
5In Ada, the count attribute is used to determine how many tasks are waiting on an entry queue. 
It could be accommodated in the analysis by allowing it to take an undetermined value, but of 
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E, EE 
{E, EE}, {EE} 
Figure 3.3: Representation for N clients of a weak monitor. The acceptance sets 
represent the fact that a client need not be willing to engage an entry, but it can 
never refuse to finish a rendezvous. 
monitor. Then, for analysis purposes, a state in which N > 1 calls are waiting on 
a particular task entry is indistinguishable from a state in which 1 call is waiting on 
that entry. This observation allows us to simulate an arbitrary number of clients by 
a single pseudo-task. The pseudo-task, unlike a real task, may engage one entry call 
after another without an intervening finish of an entry call. 
A one-state machine to represent an arbitrary number of clients calling a single 
entry of a weak monitor is illustrated by Figure 3.3. This is a trivial folding which 
completely ignores the internal states of clients. It allows the client to engage and 
finish entry calls in any order whatsoever. This clearly has the desired effect with 
respect to reaching all potentially reachable states of the weak monitor. That is, the 
folding ¢ which reduces a set of clients to a single state is total and preserves con-
nections in the concurrency graph, in line with the general requirements of Chapter 2 
for error-preserving abstractions. 
Whereas the number of clients waiting on a task entry can be ignored, beyond 
distinguishing none and at least one} any number of clients may simultaneously en-
gage a reentrant procedure in the interface of a weak monitor. This may be modeled 
as follows: A counter is associated with each fiowgraph node in the procedure. Each 
counter may take the values 0, 1, and w, where w represents two or more instanti-
ations at the same control point. Concurrency sta~es will include the values of all 
counters, so this procedure will be practical only if procedures in the interfaces of 
weak monitors are simple. Progress in the procedure is modeled by decrementing 
one counter and incrementing a counter in the next node. Incrementing w results 
course this could introduce additional spurious error reports. Its most common use is to distinguish 
between no pending calls and one or more. This use could be accommodated at the cost of some 
added complexity in the model. Fortunately, use of the count attribute appears to be rare in practice. 
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involves engaging the entry an infinite number of times. We claim that, in the ab-
sence of deadlock, this property is enough to establish the other properties of a weak 
monitor. Nor is it too strong a property to require of a weak monitor: If false, the 
server may spin internally without ever providing service. 
Property B: From any program state in which no entry of a monitor is engaged, but 
some entry has been called, there must follow eventually a state in which either 
the call is retracted (in the case of a conditional or timed entry call) or else the 
call is engaged. 
In the absence of deadlock, property (B) follows directly from infinitely repeated 
service. 
Property C: From any program state in which N calls are engaged, N ~ 1, there 
must follow eventually a finish of an entry call. 
We observe that, provided there is a finite number of tasks in the client or server, 
a rendezvous can be engaged at a particular entry of the weak monitor an infinite 
number of times only if it is finished an infinite number of times, and vice versa. Thus 
property ( C) also follows from the temporal property above. 
3.3.6 Analyzing clients 
A client of a weak monitor is analyzed as if calls on the weak monitor were 
calls on procedures which do not perform tasking activity. Properties B and C above 
provide that each call will eventually return, whether or not other clients, or tasks 
within a client, can progress in the meantime. Since these properties are verified in 
the analysis of a weak monitor, they can be assumed in the analysis of its clients. On 
the other hand, properties of weak monitors do not rule out sequences in which one 
client may wait forever while other clients are served. 
Spurious states and paths in the concurrency graph may be generated, since 
details of the possible interactions with a weak monitor have been abstracted away. 
For instance, a true monitor could guarantee that only one client is ever engaged, 
and clients are served in first-come, first-serve order. This additional information is 
lost in the analysis, and the concurrency graph of a client may include paths which 
violate this constraint. 
Extra states and paths in the concurrency graph may be reflected in spurious 
error reports, but they will not cause reports of illegal parallel actions to be missed. 
The prohibition against sharing variables between weak monitors is intended to ensure 
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of analysis is to bring design errors to the programmer's attention, one reasonable 
approach is to concentrate effort on paths most likely to contain errors. Of course, if 
a perfect oracle could guide the search, we would throw away the analysis technique 
and keep the oracle. The best we can hope for, then, is to find a reasonable estimator 
of the distance (number of state transitions) between a given node and some node 
representing an error. Such an estimator is called a heuristic function. 
Pearl [Pea84] describes how heuristic functions may be derived by relaxing con-
straints on the state generation function. In static concurrency analysis, the ad-
vancement of tokens through reduced fl.owgraphs is constrained by the semantics of 
the language being modeled. Distance between states is difficult to estimate because 
each movement of a token may restrict movement of other tokens in later steps. But 
consider a relaxed form of concurrency analysis in which tokens are allowed to move 
independently, unconstrained by synchronization with other tasks. In this case the 
distance to a certain configuration of tokens is just the sum of the distances of each 
token to its position in that configuration. Moreover, if interesting configurations can 
be described in advance, then most of the distance computation can be moved to a 
pre-processing stage. 
This approach is demonstrated by creating a heuristic function for a particu-
lar class of synchronization errors. Suppose several tasks share a global variable v. 
The problem is to discover whether two or more tasks can ever write to variable v 
simultaneously. The distance from some concurrency state to a write-write conflict 
on variable v is then the sum of the two minimum distances of individual tokens to 
writes of v. Read-write conflicts and variable serialization errors (Task1 reads v, then 
Task2 reads v, then Task1 writes v, then Task2 writes v) can be detected analogously. 
The distance from each fl.owgraph node to a node in which variable v may 
be written can be determined before search begins, in time linear in the number of 
fl.owgraph nodes. If no descendant of a node can write to v, the distance will be 
considered infinitely large. The cost of this preprocessing is insignificant compared 
to any computation that must be carried out for each concurrency state. 
The heuristic distance estimates would be used to determine the order in which 
paths are explored in static concurrency analysis. If h is calculated after each state 
transition (for instance, if the A* search algorithm [Nil80] is used to guide all gener-
ation of concurrency states), the individual distances can be kept in a priority queue 
implemented as a heap, at a cost of O(log T) operations to update the heap at each 
state transition, and a cost of T storage locations in each state on the search frontier. 
Recomputing the heuristic function h is then performed in constant time, since the 
two minimum-valued elements of a heap can be obtained in three accesses. A priority 
queue is overkill if the number of tasks is small (but in that case exhaustive analysis 
may be possible). 

Chapter 4 
A hybrid technique: Combining 
static concurrency analysis with 
symbolic execution 
4.1 Introduction 
This chapter continues consideration of static concurrency analysis. Whereas 
Chapter 3 considered ways of trading some inaccuracy to achieve better performance, 
here we consider a way of improving the accuracy of the technique at some cost in 
performance. Though seemingly contrary, the two directions are actually complemen-
tary. 
Suppose one has a spectrum of fault detection techniques, ranging from tech-
niques that are very cheap but subject to severe pessimistic inaccuracy, to techniques 
that are very accurate but very expensive to apply. Under the right conditions, it 
may be possible to combine the techniques as follows: A relatively cheap technique is 
first applied, and (possibly due to pessimistic inaccuracy) it produces a list of possible 
errors. Then a more expensive technique is applied, but instead of being applied in 
an exhaustive fashion, it is used to filter the set of possible errors. The filtered list is 
then filtered further by a more accurate technique, and so on. The basic idea is that, 
by using the more accurate techniques only to filter candidate errors generated by 
less accurate techniques, one may derive the benefits of the more expensive technique 
without the full expense of applying it in isolation. 
Integrating static concurrency analysis with symbolic execution can sharpen 
the results of static concurrency analysis without incurring the full cost of symbolic 
execution. Symbolic execution can be used to filter candidate errors detected by 
static concurrency analysis, without danger of failing to detect errors, because static 
concurrency analysis is an error-preserving abstraction of symbolic execution with 
respect to the classes of errors it is designed to detect. 
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results except in the case of conflicting access to a shared variable. Conflicting access 
to shared variables is detected as a synchronization anomaly by static concurrency 
analysis, so it can safely be ignored in symbolic execution. 
In [HK76], the paths explored by symbolic execution of a sequential program are 
represented by a computation tree in which nodes are states and edges are program 
actions. For a concurrent program, the tree becomes a directed graph, since the same 
state may be reached through different interleavings of task executions. Computation 
trees in [HK76] have the property that every node has a unique path condition, in-
duced by the unique path from the root to that node. This property is a consequence 
of conjoining complementary predicates to the path conditions of nodes following a 
conditional branch. Scheduling decisions in concurrent programs are generally non-
deterministic (or modeled as such), which allows different paths to arrive at the same 
node. It is this directed graph representation of symbolic execution histories, the 
symbolic execution graph) which we rely upon below to combine symbolic execution 
with static concurrency analysis. Except for the detail of multiple paths to the same 
state, the reader may rely upon [HK76] for an understanding of symbolic execution 
graphs. 
4.3 Example: Readers/writers 
Symbolic execution could be used in place of static concurrency analysis to 
detect synchronization errors, but it would be much more expensive. On the other 
hand, symbolic execution is a more accurate technique. We illustrate with an example 
problem that static concurrency analysis alone is unable to accurately model. 
The example is a mutual exclusion problem. A variable is to be shared among 
tasks. Any number of tasks are allowed to read the shared variable concurrently, but 
only if no task is currently writing to the variable. At most one task may be writing 
to the variable. One possible solution to this problem is to create a control task that 
manages access to the variable. The control task keeps track of the number of tasks 
currently reading the variable. Each task that accesses the shared variable is required 
to first obtain permission from the control task, and to afterward inform the control 
task that it has finished its access. 
An example program illustrating this approach with one reading task and one 
writing task is excerpted in Figure 4.1. The control task is taken from a popular Ada 
textbook [Bar84, pg. 241]. Reduced representations (task interaction graphs) of the 
writer task and the control task are illustrated in Figures 4.2 and 4.3, respectively; 
the reduced representation of the reader task is identical to that of the writer. 

begin 
call start_write ..••.•••••••........................... ~ 
...... '• ... SWE 
assignment 
····· 
assignment 
.... 
call stop_write 
.... 
. ... 
Abbreviations: 
SW represents engagement of a call on entry start_write. 
SW E represents termination of the rendezvous at entry starLwrite. 
XW represents engagement of a call on entry stop_write. 
XW E represents termination of the rendezvous at entry stop_write. 
xw 
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Figure 4.2: The writer task flowgraph is summarized into a state machine (task 
interaction graph) for analysis. Dotted lines show the relation between the two repre-
sentations. Labels (a)-( d) will be used to identify nodes in subsequent diagrams and 
in the text. In the general case, node (a) would be split into a pair of nodes. Since 
there is no computation before the first iteration of of the loop, we simplify this and 
subsequent diagrams by letting a single node represent all the code up to the entry 
call on start_ write. 

start 
write 
(finish) 
stop 
write 
start stop 
read 
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Progress of the reader task is shown in the horizontal direction, and progress of the writer 
task in the vertical. Node labels correspond to labels on the summarized flowgraph nodes 
in Figures 4.2 and 4.3. Error states are shown as double circles. They are: 
a,b,2: Deadlock if the control task accepts start_write and then waits for stop_read when 
readers= 0. 
c,c,4: Erroneous parallel access to protected_variable if the control tasks fails to wait for 
stop_read before terminating the starLwrite rendezvous, when readers> 0. 

Concurrency 
State CS1 
b 
c 
Concurrency 
State CS2 
Edge (a) represents movement of a token through a flowgraph node that performs a 
non-tasking activity. The flowgraph node will be part of a region summarized 
into a node in the task interaction graph representation. Symbolic execution 
states SE1 and SE2 are associated with the same concurrency state CS1 . 
Edge (b) represents movement of a pair of tokens through a synchronization action. 
Flowgraph nodes representing these actions will be represented as edges in task 
interaction graphs, and the joint action will be represented in the concurrency 
state graph. This edge in the symbolic execution graph corresponds to edge ( c) 
from concurrency state C S1 to C S2. 
Figure 4.4: Relation of symbolic execution states to concurrency states. 
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simplified flowgraphs used for concurrency analysis. The relation is many to one.3 
Edges in the symbolic execution graph can be divided into two classes (Figure 4.4): 
Edges representing non-tasking actions in a single task always connect two symbolic 
execution states that correspond to the same node in the concurrency graph. Edges 
representing synchronized movement of a pair of tasksalways connect symbolic execu-
tion states corresponding to two different concurrency states, and always correspond 
to edges in the concurrency state graph. 
Thus every path in the symbolic execution graph corresponds to a path in the 
concurrency state graph. But the reverse is not true: some paths in the concurrency 
state graph do not correspond to paths in the symbolic execution graph. This is 
because static concurrency analysis may follow unexecutable program paths that are 
eliminated from the symbolic execution graph when nodes with inconsistent path 
conditions are discarded. In the example program (Figures 4.1-4.3), every path to 
the error states will induce an inconsistent predicate involving the variable readers. 
Thus the symbolic executor can determine that these error states are spurious. 
3In general the relation can be many to many, but it is always total. 
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4.4.3 Interleaved application 
Often it would be more useful to receive a single error report quickly than to 
receive a batch of error reports after a long wait, especially if many of the reports result 
from a single conceptual error. In this case better performance can be realized by 
interleaving concurrency analysis and symbolic execution in a more tightly integrated 
fashion. 
This method iterates phases of static concurrency analysis followed by phases 
of symbolic execution. A concurrency analysis phase may progress until an erroneous 
concurrency state is detected or until some other condition is met, e.g., until a certain 
number of concurrency states have been generated. Some subset of the nodes on 
the frontier of the search are then marked as "interesting," and their ancestors are 
marked as "promising." "Interesting" nodes could be chosen on the basis of a heuristic 
function (Section 3.4), or in the simplest case all nodes on the frontier may be deemed 
"interesting." 
A symbolic execution phase proceeds as before, following only paths through 
"promising" nodes. Every concurrency state reached is marked "feasible." When 
symbolic execution reaches a state corresponding to a concurrency graph node with no 
"promising" children, execution of that path is suspended. It mustn't be abandoned 
completely, because it might later become "promising." Since the control point of 
the suspended symbolic execution can be derived from the concurrency state, it is 
only necessary to store the path expression and path condition to allow resumption, 
and to "attach" this extra information to a concurrency state. This association may 
be simply accomplished with a table (but note that several suspended paths could 
be associated with a single concurrency state). At the end of a symboli-c execution 
phase, states on the frontier are attached to corresponding concurrency state nodes. 
Subsequent phases of concurrency analysis start from those portions of the con-
currency analysis frontier marked both "feasible" and "promising." Nodes that ap-
pear infeasible are not discarded, because they may be reached by symbolic execution 
in a later iteration, but search effort is expended only on regions of the graph most 
likely to correspond to executable program paths. At the end of a concurrency analysis 
phase, "promising" markers are recomputed and symbolic execution states attached 
to "promising" nodes become the new symbolic execution frontier. 
A benefit of interleaved phases of symbolic execution and static concurrency 
analysis is that each technique may prune search by the other. From the point of 
view of concurrency analysis, symbolic execution is a way of pruning away infeasible 
execution paths. From the point of view of symbolic execution, concurrency analysis is 
a method of selecting paths leading to concurrency-related errors. This benefit accrues 
when errors are present, and analysis can be halted (and debugging begun) after 
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The integration scheme described above remains valid if any part of a flow-
graph is replaced by a simpler graph, provided the replaced portion does not contain 
any tasking-related activities such as rendezvous or task activations. In particular, 
loops may be generalized, and calls to non-tasking procedures can be replaced by 
a summary of the procedure computations. The restriction to non-tasking activities 
preserves the condition that every node in a flowgraph used by symbolic execution can 
be associated with a node in the summarized flowgraph used by static concurrency 
analysis. Symbolic execution states will, therefore, fall entirely within concurrency 
states, as before. 
Access to shared variables causes no extra problems in this case. It is merely 
necessary to ensure that no accesses are entirely summarized away. For instance, if 
a shared variable were incremented and later decremented, a generalization of that 
sequence must still note that the variable is both read and written so that possible 
conflict with interleaved reads and writes by another task will be detected. 
Unnecessary interleaving can be avoided even when fl.owgraphs are not summa-
rized (e.g., if the system fails to determine a suitable loop invariant to cut a loop 
that does not contain any tasking activity). Control over interleaving equivalent to 
that achieved by summarizing the flowgraph can be exercised during the analysis by 
following execution of a single task up to the next task interaction. This approach 
has been taken by Knight and Grine [KG85]. 
Loop generalization across task interactions 
Unfortunately, the restriction of generalization to non-interacting portions of 
task flowgraphs means that the symbolic execution graph will remain infinite in most 
cases, whereas generalization of all loops in sequential programs can produce finite 
graphs. The usual view of loop generalization is that a loop is represented by a 
closed-form expression or replaced by equivalent straight-line code5 [CR84, CHT79]. 
That is, deriving loop expressions is a kind of program trans/ ormation. Because loop 
expressions cannot represent the effect of a loop on other tasks, nor fully capture the 
effect of a loop without considering the effect of other tasks on it, loop generalization 
across task interactions requires a slightly different view: A loop-cutting assertion is 
treated as a state transformation. The purpose of the state transformation is to map 
an infinite number of symbolic execution states into a finite number of representative 
states. 
In symbolic execution of a sequential program, an inductive assertion cutting 
a loop maps all states associated with a particular edge in the flowgraph onto a 
5The treatment of loop-cutting assertions in the Unisex symbolic execution system is consistent 
with the view advocated here 
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single representative state (see Figure 4.5). The key is that some information is 
discarded-some of the information in the path expression and path condition is, in 
effect, replaced by the assertion when it is encountered.6 In symbolic execution of 
concurrent programs, each loop in each task must be cut by an inductive assertion. 
The set of loop-cutting assertions is a minimum requirement for keeping the symbolic 
execution graph finite7; additional assertions may be placed at other points in the 
task, and will be useful in reducing the number of symbolic execution states that 
must be explored. This set of local assertions (in different tasks) can be used to map 
an infinite set of symbolic execution states onto a finite set of representative states, 
even if all tasks never reach assertions simultaneously. 
The symbolic execution algorithm is modified to maintain a separate path con-
dition (PC) and path expression (PE) for each task. It is convenient to assume that 
conventional generalization methods have been applied to regions between task in-
teractions, as described above, so that the flowgraphs used by symbolic execution 
correspond exactly to the flowgraphs used by static concurrency analysis, and each 
edge in the graph of symbolic execution states corresponds to an edge in the con-
currency state graph. (If interleaving is controlled instead by scheduling tasks only 
when they interact, then the same effect may be achieved by discarding intermediate 
symbolic execution states between task interactions.) Assertions are associated with 
:flowgraph edges rather than nodes. For the moment, assume that the head of each 
loop is cut by an inductive assertion, and that each loop contains only straight-line 
code. Loops may contain tasking-related actions, but may communicate values only 
through parameter passing during rendezvous. The restrictions on position of the in-
ductive assertion, the restriction to straight-line code within loops, and the restriction 
against communication through global variables will be relaxed below. 
When an assertion is encountered in a task (whether at the head of a loop or 
elsewhere), it is first proven from the current PC and PE of that task (else an error 
is reported), and then a new PC and PE are built from the assertion. Assertions 
immediately following inter-task communication are treated specially: the PC and 
PE of both tasks are temporarily conjoined for the purpose of proving the assertion. 
A communicated value, however, is given a new unique symbol in the PE of the 
receiving task, and the updated PC reflects the local assertion rather than any part 
of another task's PC or PE, in order to maintain independence between the PC's and 
6 An unfortunate result of this approach is that the path condition and path expression will no 
longer be sufficient to generate test data. · 
7When a variable value is used strictly for control, rather than computation, it may not be 
necessary to abstract away actual values to obtain a finite symbolic execution graph. In fact, 
generalizing over the possible values of such a variable may be impossible without introducing 
spurious error reports. This is the case with the readers variable in the example program. It is 
probably necessary to allow the programmer to "exempt" such variables from loop generalization. 
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variable is treated as unknown. Similarly, an assertion involving a global variable 
is checked using the PC and PE of that variable as well as the PC and PE of the 
task containing the assertion. Only the PC and PE of the task are replaced by the 
assertion. 
Practical considerations. As described, loop generalization requires placement of 
assertions after each rendezvous and after each read of a shared variable. Moreover, 
some extra control of loop generalization may be needed to prevent generalizing away 
important information, like the actual value of variable readers in the example pro-
gram. As in formal verification, it may be necessary to introduce auxiliary variables 
in order to express suitable assertions. While these complications present no concep-
tual problems, they are burdensome to the programmer. A practical analysis system 
would relieve the programmer of some of this burden by inferring some of the trivial 
assertions and control information from the structure of the program. Our purpose 
here is limited to describing what information must be present to allow loop gener-
alization in concurrent programs. Convenient notation and aids for providing this 
information are beyond the scope of this dissertation. 
Partial paths 
Although the description of interleaved concurrency analysis and symbolic exe-
cution considered symbolic execution of entire paths from the beginning of execution, 
symbolic execution of sub-paths can also be useful. Symbolic execution of a partial 
path begins with the path condition set to true) and the path expression associating 
unique (but unknown) values with each program variable. A path predicate describ-
ing any path that includes the partial path is built up in the usual way, and as before 
a path condition equal to false indicates an infeasible path. The implication analysis 
technique of Tai [TD85] is a special case in which only sub-paths of length one are 
considered. Symbolic execution of relatively short paths leading to an error state may 
be much cheaper than symbolic execution from the initial state, and may be sufficient 
to show the infeasibility of an error state when a sort of "handshake" between tasks 
is involved. It is ineffective when variable values reflect the cumulative history of task 
interactions. For instance, only symbolic execution rooted at the initial node of the 
example program can show the infeasibility of the errors in that program. 
Slicing 
Since the primary aim of combining symbolic execution with static concurrency 
analysis is to eliminate error reports resulting from infeasible program paths, it is not 
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4.6 Summary 
Static concurrency analysis and symbolic execution complement each other in 
detecting anomalous synchronization patterns. Concurrency analysis reduces the 
number of inter leavings that must be considered by the symbolic executor, while 
symbolic execution reduces the number of spurious error reports produced by the 
concurrency analysis algorithm. Opportunity for fruitful integration of these two 
techniques follows naturally from characterization and comparison of the state spaces 
they explore. 
The two combinatorial problems involved in symbolic execution of concurrent 
programs, in addition to those shared with concurrency analysis, are unnecessary 
exploration of execution interleavings and the difficulty of loop generalization across 
task interactions. The former problem is addressed by summarizing flowgraph nodes, 
as in concurrency analysis, or by simulating task scheduling only at task interactions. 
The latter problem leads to reconsideration of what loop generalization in symbolic 
execution means; the state-space framework suggests a method based on transforming 
states rather than programs. 
A similar approach to devising hybrid software analysis techniques may be use-
ful for integration of other analysis techniques. The ultimate goal of this work is 
to synthesize a range of techniques for analyzing concurrent programs, exploiting 
the strengths of each. Simple structural analyses (and related program construction 
methodologies) can often prevent combinatorial explosion in static modeling, while 
more powerful analyses like symbolic execution and, ultimately, program proving 
techniques capture dynamic properties lost in the simpler techniques. 
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• A particular combination of techniques which, like steel bars in concrete, in-
creases the strength of one without incurring the full cost of the other used in 
isolation. 
The classification scheme presented in Chapte~ 1 focuses on tradeoffs between 
accuracy and computational effort. Accuracy must be compromised, else infinite 
effort is required. Exploring only a sample of the space of possible program execution 
states causes optimistic inaccuracy, since errors may occur in the unexplored portions 
of the space. Folding the state space into a smaller or more regular model of the space 
results generally in pessimistic inaccuracy. This perspective on the way accuracy is 
traded for efficiency leads to a clearer view of how techniques might be combined 
than the conventional dichotomy of static and dynamic analysis. 
One way to combine techniques is to use a relatively cheap technique to generate 
candidate errors, and then to focus a more expensive and more accurate technique on 
those candidates, to determine which may actually occur. This approach is sound if 
the cheaper technique is guaranteed to lists as candidates all errors the more expensive 
technique would have found. Chapter 2 provides the theoretical tools to ensure this. 
Chapters 3 and 4 put the theory to work. A reachability analysis technique for 
finding sequencing errors in concurrent programs is combined with the stronger, but 
much more expensive, technique of symbolic execution. Static concurrency analysis 
generates candidate errors, and symbolic execution filters out some errors that cannot 
actually occur. Because static concurrency analysis, while cheaper than symbolic 
execution, is still an expensive technique, the theory of error-preserving abstractions 
is also used to justify a parceled analysis procedure that is far cheaper at a cost of 
some restrictions on programs and some additional pessimistic inaccuracy. 
We are still a long way from understanding software fault detection as an engi-
neer understands building materials. Progress will depend on more theoretical studies 
of testing and analysis, and more empirical studies to measure the relevance of the 
theories. Even more, progress will depend on a perspective that treats each tool 
and technique not as a stand-alone solution for software quality but as a potential 
component of an integrated strategy for preventing and detecting faults. 
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Appendix A 
A modular tool set to support 
hybrid analysis techniques in a 
software development 
environment 
A.1 Introduction 
This dissertation has argued that fault detection techniques for software can and 
should be combined. In this appendix, we consider how hybrid analysis techniques 
can be supported by tools in a software development environment. Tools in support 
of each technique must not only aid in the application of that particular technique, 
but also support integration by taking advantage of information obtained from, and 
provide further information to, other analysis techniques. 
Analysis techniques and the way they may be applied in an integrated fashion 
are discussed in Section A.2. Requirements on a tool set to support the integrated 
analysis approach are also given. Section A.3 proceeds to describe CATS (Concurrency 
Analysis Tool Suite), which is being built to satisfy these requirements. The de-
scription of CATS proceeds from presentation of a general model for tool-supported 
analysis. Section A.4 details our experience with CATS through description of its 
application to some well-known examples. Section A.5 summarizes. 
A.2 Analysis approach 
Work over the past two decades has produced a number of approaches to ana-
lyzing concurrent systems, each of which has strengths but also limitations. Below, 
we briefly discuss some individual analysis techniques, and then propose a strategy for 
supporting integration of multiple techniques in a software development environment. 
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Reachability analysis. The term "reachability analysis" is used to describe con-
struction of a state-transition model of larger modules (or a complete system) from 
models of individual processes. The composite state-transition model is often called 
a "reachability graph." These models typically highlight synchronization _structure 
and abstract away other details of execution. Reachability analysis has been ap-
plied to Petri nets and CSP-like and CCS-like state machine models, among oth-
ers [Apt83, Tay83b, Pet81, MR87]. 
A primary use of reachability analysis is verification of properties of the synchro-
nization structure of software, e.g., freedom from deadlock, freedom from starvation, 
and freedom from dangerous parallelism. With respect to these properties, reacha-
bility analysis provides the same level of assurance as formal verification. 
Reachability graphs can also be used to support other verification and validation 
techniques. Each of the testing techniques mentioned above, for instance, requires 
an outside source of information. Kelly and Taylor's structural coverage metrics are 
defined in terms of a species of reachability graph. A reachability graph might also 
be used to generate candidate sequences for Tai's technique or serializations (which 
correspond to paths through a reachability graph) for Weiss's framework. 
Reachability analysis suffers from two major kinds of problems. First, the details 
abstracted away in the simplified models may be essential to the correctness of soft-
ware. Omitting these details often has the effect of producing spurious error reports. 
Second, the size of a global model usually grows as the product of the sizes of individ-
ual process models. Moreover, basic complexity results [Lad79, Tay83a, Smo84] imply 
that there is no universally applicable short-cut without further sacrificing accuracy. 
A.2.2 Integrated application strategy 
Given these individual detailed approaches; one can specify an integrated analy-
sis strategy that attempts to capitalize on the strengths of the individual techniques 
and compensate for their weaknesses. While detailed technical descriptions of such 
integrated schemes have appeared in the literature [Tay84a] and in an earlier chapter 
of this dissertation, for our current purposes it is more helpful to first describe the 
gross activities and flow of information, for it is these properties that determine the 
necessary characteristics of a supporting tool set. Analysis at a particular point in 
development should include at least the following steps: 
1. Examine the current structure of the system, possibly including multipb design rep-
resentations, to determine which analysis techniques are currently applicable. 
2. Examine a repository of asserted properties that have been established or alleged for 
portions of the system. 
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are rewritten rather than reused) to perform these steps independently many times. 
Derivation of useful representations, whether they be parse trees or :flowgraphs or 
reachability graphs, should be an integral part of the analysis plan. 
A.2.3 General concurrency analysis model 
Turning now to the more specific topic of concurrency analysis, a variety of 
analysis techniques can be framed in the general model that is presented in Figure A.l. 
An abstract representation of the system is constructed, and from this a representa-
tion of possible behaviors is constructed. This representation of possible behaviors 
is checked against a specification of acceptable behaviors, and violations of the spec-
ification are reported. This basic framework is general enough to describe testing 
(where the model is a program, the representation of behaviors is a set of actual 
runs, and the checking procedure is the test oracle), reachability analysis (where the 
representation of behaviors is a state-transition graph), and constrained expression 
analysis [ ADWR86, DAW88] (where the representation of behaviors is a set of in-
equalities, and the checking procedure is a ·linear inequality solver), among many 
others. 1 
1 With only a slight stretch of the imagination, one can even place formal verification in this 
framework: The model is the program, augmented by auxiliary variables or control predicates; the 
specification includes assertions in the program; and the representation of actual behavior consists of 
a set of theorems derived from the program, axiom schemata, and rules of inference. The program is 
accepted if each assertion in the specification also appears in the representation of actual behavior. 
Of course this characterization doesn't have much to do with the way people actually perform formal 
verification, but it may help in thinking about how formal verification can be combined with other 
techniques. 
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• Separate semantics of the model representation from the semantics of the actual 
system. 
The following paragraphs discuss these rules, how they were influenced by other 
reachability analysis systems, and how they were applied to the design of CATS. 
Separate modeling from analysis. It is tempting to tightly couple modeling 
(construction of a reachability graph) with analysis. For instance, one could easily 
combine generation of successor states with a check for deadlock, perhaps avoiding 
some redundant computations. An earlier prototype tool for analyzing concurrent 
Ada programs, constructed at UCI, did just that (Wam85]. In some other reachability 
analysis tools, analysis of a reachability graph is kept strictly separate from generation 
of the graph. In the PNut system for analysis of Petri nets [Raz87, MR87], reachability 
graphs are built by one program and analyzed by a completely separate program, with 
communication between the two only via the file system or Unix pipes. Important 
benefits accrue from this separation: 
• The analysis component can be used with different modeling approaches. In 
PNut, a complete reachability graph can be generated by the Reachability 
Graph Builder (RGB) tool, or a single trace can be generated by the Petri 
net simulator. A trace is a degenerate reachability graph, so the Reachability 
Graph Analyzer (RGA) tool can be applied to the output of either modeling 
tool. 
• The analysis component may be used with different models. A temporal logic 
model checking tool constructed at Carnegie Mellon [CBES85] has has been 
applied to models of sequential circuits as well as concurrent software. 
• Both the modeling component and the analysis component are likely to be 
simpler. 
This factoring of analysis from modeling need not imply a sequential two-phase 
operation in which all modeling precedes all analysis, although current operating 
system substrates make that the easiest way to compose tool components. The goal 
is to maintain a logical separation of modeling and analysis, and a clean interface 
between them, without ruling out tight integration and feedback from the analysis 
component to the modeling component. 
Well-defined internal representations. Modeling tools for Petri nets or other 
simple models with simple operational semantics have obvious advantages over tools 
for directly modeling more complex phenomena such as concurrent software written 
in a language such as Ada or CSP. The usual approach to modeling software is to 
first build a simplified model of the complex artifact, and then to model executions 
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will demonstrate such an architecture with support for analysis, verification, and 
testing capabilities. 
In Arcadia-1, software processes are themselves treated as software, conceived 
of as "process programs" [Ost87]. A primary constituent of the Arcadia environment 
infrastructure is a process programming language and interpreter. The operators of a 
process program are the tools available in the environment and the operands are the 
objects created by those tools and by users. The process programming framework 
encourages tool builders to identify small components, or tool fragments, which can 
be treated as operators to be composed in various ways by process programs. 
In particular, the general process for concurrency analysis discussed in Sec-
tion A.2.3 can be encoded and supported in the environment. Modifications to the 
process, based on experience, can therefore be more readily supported than otherwise, 
by changes to the process program and its operators. Another part of the Arcadia 
infrastructure, the object management system, furthers this support by providing 
persistence of the typed objects created, as well as the persistence of the operators 
and their orchestrating process program. 
TEAM. Testing, Evaluation, and Analysis Medley (TEAM) is a research effort to 
create a framework in support of extensible integration and experimentation for au-
tomated software testing and analysis techniques [CRZ88]. The analysis capabilities 
of CATS are intended to fit in the TEAM framework, within the Arcadia-1 prototype 
environment. 
The basic design principles leading to :flexible integration of analysis support in 
TEAM are modularity, generic components, and language independence. These prin-
ciples have had a major influence on the design of CATS. The TEAM architecture is 
divided into an environment support level, language processing support, basic analy-
sis components and advanced testing capabilities. The CATS system as a whole is an 
instance of an advanced testing capability. It utilizes the environment support level 
(e.g., for persistence of intermediate results), the language processing tools (for pro-
ducing simplified models of software to be analyzed), and basic analysis components 
(primarily a symbolic interpretation system). 
A.3.3 CATS architecture 
The organization of the CATS system, and the tool components that comprise 
the system, fits the general model of Figure A.1. A more detailed diagram of informa-
tion flow in the CATS system is presented in Figure A.2. The system model is a set 
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Figure A.3: Division of task interaction concurrency graphs (TICG's) into a language-
independent attributable graph structure and a set of attributes, using a parallel array 
structure for efficiency and to allow easy creation of new attributes. For simplicity, 
only attributes of states (nodes) are shown here; edges (events) are attributed in a 
similar manner. 

123 
r---------------------------------------------, 
I I 
I I 
TICG 
builder 
1-----'''----"~ Attributable Model Values of : 
1 graph checker subformulas 1 
TIG model 
of program 
Key: 
................ ::>-
I I 
I A I 
I I 
1 ~ ...... (shared key) ...... ;............. 1 
I I 
L - - - - - -:- - - - - - -, I 
: I I 
: I I 
: 
1 Values .of 1 
• 
1 atomic 1 
States 
Atomic 
proposition 
evaluator 
logical 
pointers 
information 
flow 
: propositions : 
I I 
I I 
I I 
I I 
~-.----Temporal logic. __ _ 
formulas 
I 
I 
I 
Language 1 
I independent 1 
components : 
I I 
L------------------------------~ 
Figure A.4: Many of the components of CATS are independent of the particular system 
model. In the initial version, the language-dependent parts (outside the dashed line) 
model concurrent Ada programs. The model-independent portions can be reused 
for other reachability analysis capabilities, e.g., of executable design notations. The 
dotted lines represent the logic pointer relation illustrated in Figure A.3. Values of 
atomic propositions and assertion subformulas are boolean attributes of the graph 
structure. 
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(postfix) form of assertions. And while experiments with a symbolic interpretation 
system have begun, integration of symbolic execution into the operational system 
is still in the design stages; one of the experiments described .below simulates the 
contribution of symbolic evaluation to concurrency analysis. 
The following experiments were performed with the currently operational por-
tions of CATS. In other words, we produced a TIG representation of a concurrent 
program by hand, along with temporal logic assertions. The remainder of the pro-
cessing - building the TICG, checking it for deadlock and for conformance with 
temporal logic formulas, and generation of example behaviors - was automatic. 
Dining philosophers 
The dining philosophers problem is a well-known example of exposure to dead-
lock. It is attractive for experimentation primarily because so many other developers 
of tools and techniques for analyzing concurrent software have used it, facilitating 
comparisons. Moreover, it is a simplified version of a significant class of problems for 
concurrent systems. We assume the reader has some familiarity with the problem. 
Experiment 1: Capacity and performance. The :first version of the dining 
philosophers considered is the classic (non-)solution, in which all n philosophers re-
main seated at the table and each picks up the left fork before the right. In this 
version deadlock occurs when each philosopher holds one fork. In this case analysis is 
trivial, once the TICG is built. The interesting questions concern capacity and per-
formance of tool components, which will be important in determining the granularity 
of modules that must be achieved for practical analysis of large systems. 
The dining philosophers system consists of 2n processes (Ada tasks), one for 
each philosopher and fork. Using an unoptimized representation of the tasks, in which 
each communication (fork up, or fork down) is represented by two distinct interac-
tions (beginning and end of Ada rendezvous), the performance of the TICG builder, 
compiled under Verdix Ada 5.41 and measured on a Sun 3/260, are as follows: 4 
4These are approximate elapsed times, obtained from the Unix time command, and were not 
obtained under controlled conditions. Variations ranging up to a factor of 2 were observed. Times 
in tables are always for building the TICG, and do not include checking for deadlock or violations 
of temporal logic formulas. In every case, the analyses were much faster than building the TICG. 
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Temporal logic checking. After freedom from deadlock was verified in the four-
philosopher system with resource ordering, the following temporal logic assertion was 
checked: 
(always (eventually accept fork1.up) and 
(eventually accept fork2.up) and 
(eventually accept fork3.up) and 
(eventually accept fork4.up)) 
Together with the FIFO acceptance of queued entry calls guaranteed by Ada, 
this property should guarantee that philosophers never starve. If the task scheduler 
is unfair, though, the property may not hold. A sequence of events violating the 
constraint is reported to the user: 
Engage phil1, fork1.up 
Finish phil1, fork1.up 
Engage phil1, fork4.up 
«LOOP» 
Finish phil1, fork4.up 
Engage phil1, fork1.down 
Finish phil1, fork1.down 
Engage phil1, fork4.down 
Finish phil1, fork4.down 
Engage phil1, fork1.up 
Finish phil1, fork1.up 
Engage phil1, fork4.up 
A version of the model checker that will allow the user to assume fair scheduling 
(using the extended CTL algorithms of [CES86]) is under development. 
Experiment 3: Butler. Another well-known solution to the dining philosophers 
problem is the addition of a "butler" process, which ensures that the number of 
philosophers at the table is one fewer than the number of forks. The butler task is as 
follows: 
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CATS is designed to support this approach, as indicated in Figure A.2. However, 
neither the symbolic execution capabilities of the ARIES generic interpretation sys-
tem [ZE88] nor the remainder of CATS is yet mature enough to test this combination. 
An alternative way to combine symbolic execution with static concurrency 
analysis is to "unroll" the butler. Every programmer knows that complexity of control 
flow can often be traded for flags and counters. Symbolic execution can be used to 
automate a translation from flags or counters to control fl.ow, similar to loop unrolling 
in an optimizing compiler. (This is actually a slight generalization of unrolling definite 
loops, which was proposed by Taylor in [Tay83b]). For a fixed value of room_limi t, 
the butler task can be unrolled into: 
loop 
select -- room_occupants = O; 
accept enter; 
select -- room_occupants = 1; 
accept enter; 
or 
select -- room_occupants = 2; 
accept enter; 
-- Etc. until room_occupants = room_limit 
or 
accept leave; 
end select; 
accept leave; 
end select; 
or 
accept leave; 
-- ERROR: room_ocupants = -1 
end select; 
end loop; 
10 
20 
The count of philosophers in the room is replaced by nesting copies of the 
loop body. At each step in the unrolling, the guard predicate room_occupants < 
room_limi t evaluates either to TRUE or FALSE, and can be discarded. When it 
evaluates to FALSE, the unrolling process terminates (the innermost copy of the 
select clause contains only the accept leave alternative). The eventual termina-
tion of the unrolling process guarantees that the value of room_ occupants will never 
exceed a fixed maximum value, but information in the butler task alone is not suf-
ficient to verify that it cannot be decremented after reaching zero. For this reason, 
the outermost accept leave alternative is associated with an error state in the TIG 
representation; absence of this state in modeled executions can be checked automat-
ically. 

