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NOVEL PSEUDO-RANDOM SEQUENCE OF NUMBERS GENERATOR BASED 
CELLULAR AUTOMATA 
 
This paper considers a novel pseudo-random bit sequence generator, which is implemented on 
a cellular automaton. It presents the hardware implementation of the generator and it the software 
simulation. With the help of the software model is testing of the random number generator was 
conducted. Tests showed a positive result, which confirms the high statistical properties of the 
generated random sequence. 
Keywords: generator of pseudo-random sequence of numbers, cellular automata. 
 
Introduction. Today there are many random number generators [1-19]. Realization of 
generators has a different nature. A large number of the developed random number generators 
(RNG) are used due to their wide application in different fields of human activity. Of particular 
need for RNG are areas such as: cryptography, protection and diagnostics data transmission 
systems, game theory, simulation, and many other fields. All tools and processes that use the RNG, 
can be divided into the use of the resulting random number sequence, both in static and in dynamic. 
Using a static random number sequence assumes pre-generating random numbers, and the 
formation of a database. Then, the generated sequence is used effectively. There is also a need for 
the generation and use of random numbers in real time is used effectively. 
However, the existing queries are not always satisfied by existing generators. This is due to 
difficulties in achieving optimal values of the basic parameters of the RNG. These are the main 
parameters: 
1. The length of the repetition period of a sequence of random numbers. 
2. Low statistical properties of the generated sequence. 
3. Slow performance. 
4. The degree of independence of successive values of numbers. 
5. Range of numbers to select. 
These characteristics may be acceptable for some tasks and unacceptable for others. Of great 
importance in the construction of RNG has its implementation (software or hardware). Often there 
are cases when the proposed generator has good statistical properties, but its implementation 
sharply reduces performance and may require additional resource costs that does not meet the goal. 
Based on the described characteristics, it becomes clear that the need for the creation and 
development of new algorithms for generating pseudo-random sequences that combine high 
performance and good statistical properties of the output sequence formed, is still relevant. 
Statement of the Problem. The objective of this work is to create the pseudo-random 
sequences generator based on a cellular automaton that has a high statistical characteristics and high 
speed. Through the use of cellular automata (CA), we have the task of constructing a random 
number generator without feedback and with long period of formation of the sequence. 
Review of existing methods and tools for generating pseudo-random numbers. To date 
developed a huge number of RNG [1-19]. All of them are divided into physical and deterministic. 
Physical generators are based on various physical phenomena and processes that occur at random to 
an observer. These RNG are indeed random. Deterministic generators form a predictable 
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sequence of random numbers, which depends on the computational structure of the generator and of 
the initial settings. Random sequences generated by the RNG is called deterministic pseudo-random 
and these generators are called pseudo-random number generator (PRNG). 
Physical generators implement the transform of selected parameters any analog signal to a 
digital value (number). In fact, such generators act as a means for converting analog signals 
parameters which worked out by various physical phenomena and processes. 
Deterministic generator is a device that implements a user-defined sequence of operations. 
Typically, such a device can be realized by a circuit design or mathematical models. From the point 







 Fibonacci generators; 
 Mersenne whirlwind; 
 on the basis of shift registers; 
 based on cellular automata, etc. 
The wide interest wipes in toward the creation PRNG working in real time. They are 
especially important for the implementation of systems, of streaming encryption, game theory and 
in various learning simulators. By such a PRNG were carried out a good overview of the [1]. Lot of 
attention paid to the implemented generators by the shift registers with linear and nonlinear 
feedbacks and their combinations [11-14]. There are also a lot of other generators that require 
further research and development. 
PRNG based CA. To construct a PRNG can also be used CA. However, generators that are 
based on the CA, do not give the desired results [15-19]. For example, the PRNG based on one-
dimensional CA, which has developed by Stephen Wolfram [18, 19], generates quite a random 
sequence of numbers. However, the use of such a generator to encrypt did not give the necessary 
protection and the cipher can be opened when known the plaintext [20, 21].  
Also known PRNGs, which are implemented on the hybrid CA (HCA) [22-26]. In such HCA 
uses different rules for the functioning of individual cells. This leads to the evolution of the various 
embodiments of the CA and forms different pseudorandom sequences. Combining rules for 
different cell CA gives a pseudo-random sequence of numbers. However, their invariability of 
functioning and at small total number of cells leads to the formation of repetitions values. 
Moreover, if it is known that as the of generator AC is used, the rule for each cell can be calculated. 
Especially if such cells are little used to implement the rules. Furthermore, based on CA, PRNG 
better in hardware implemented, as a software implementation is time-consuming. 
There are PRNG based on CA which is implemented using an additional generator, which is 
implemented on a linear feedback shift register [15, 16]. They also have increased the neighborhood 
of each cell, which impairs its statistical properties. For such a CA would be logical to carry out 
reading from all cells. And in case with the various operations within the cell function will have 
different values. 
With all of this increases the number of connections for each cell of CA, which reduces the 
reliability of the operation. Moreover, increasing the number of cells in the analysis involves 
decreasing of generator speed. And the use of an additional generator for mixing which 
implemented on the shift register with feedback certainly improves its properties. However, this 
increases the amount of feedback, which also reduces the speed. The inhomogeneity of the 
proposed generator is used, which requires an initial setup it toughly. This increases the number of 
initial settings. The problem is also the fact that the use of several CA and a shift register twice 
complicates the implementation of circuit. While not shown on any change of states by the law is 
carried out of both CA. Actually carried out modulo-2 addition of the three of bits. Two bits are 
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defined by the functions of an array of cells that were part of the respective cells of CA, and the 
third bit is a bit at the output of generator, that implemented on a linear feedback shift register. In 
fact, using three separate generators, which have output bits that are the arguments of the resulting 
function. 
All the pseudo-random number generators based on the CA depend on the behavior of the CA 
itself and the characteristics of their organization. 
Features of the organization of CA with internal local control. In all the known CA that 
are used to implement the PRNG are chosen neighborhood cells for each control cells. All cells 
change their state at each time point. Their values are depended on the local function whose 
arguments are the values of the outputs of the cells belonging to the neighborhood. 
Initially, this approach makes the PRNG on CA vulnerability. The sequence may be 
predictable, if it is known that the main element is the CA. Also, if in the hands of the analyst is the 
sequence that generated by such PRNG. It is enough to determine the length of the one-dimensional 
CA and build the appropriate truth table on which to calculate the local feature. 
Thus, if all cells of CA are changed state at each instant of time in accordance with a selected 
local function, it is possible to determine this local function. Therefore the problem arises of 
building CA, wherein at each moment not change their state all the cells, and only those that are 
excited by. These CA are used for various tasks [27-31]. However, to realize PRNG their 
application by authors unknown. 
Such CA may be described by the following model. 
 
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where  tS ji , - state of a cell at a time t, which has coordinates (i,j);     tatA jiSij ,  - a lot of signals 
that make up the cell neighborhoods for the cell with coordinates (i,j); D – the number of 
neighborhood cells for cells with coordinates (i,j);  f  - function performed by the cell. 
Equation (1) indicates the behavior of each cell at time t. The formula (1) shows that in the 
medium of CA distributed the excitation signal. Each excitation cell changes its state. 
However, the model (1) is valid for the CA in which the cells are excited and the excited state 
is stay for them before the end of the operation. With every cycle time such CA increases the 
number of cells that simultaneously change their state according to the local function. 
To implement the CA in which only one cell changes its state each time of cycle is used more 
outlets in each cell. They are determined by the vector G. 
dgggG ,...,, 21 , 
where d – number of neighborhood cells which can receive excitation signal. 
The signal at the corresponding excitation output of cell is determined by the following model 
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where  tg dS ij  - signal on the d-th excitation output of cell with coordinates (i,j). 
Thus, each cell has a single information output and d excitation outputs. At the same time 
Dd  . By using CA, which is described by formulas (1) and (2) can achieve a change in the state 
of only one cell at each time point. Such CA can effectively implement pseudo-random bit sequence 
generator (PRBSG). 
Generators of pseudorandom bit sequence based on the locally controlled CA 
The paper proposes PRBSG that uses CA as a basic element. The structure of this PRBSG is 
shown in Fig. 1 [31-33]. 












Figure 1 – The general structure of the PRBSG on the CA 
The generator includes a CA and matrix switching system (MSS). The output of the MSS is 
generator output (output), and inputs of CA are inputs initial settings of generator (IIS). 
For the initial installation of the generator the following actions are executed. 
1. The structure of the CA and its geometric coverage are chosen. 
2. The structure of the neighborhood cells are choosing. 
3. Coverage map of CA are chosen. 
4. Specifies the original coordinates of excited cells. 
5. Specifies local function for each cell. 
6. Sequences of cells are chosen to form a bit an additional sequence. 
PRBSG on CA operated by the following algorithm. 
1. The states card in CA are recorded. 
2. In the first cell of CA are selected to start the spread of the excitation signal. 
3. XOR operation is performed on the values of neighboring cells with the value of the own 
states and the value corresponding to the specified bit of the sequence. 
4. The resulting bit values at the output of the generator are forming. 
5. The excitation signal transmitting to one of the neighboring cells of a given local 
neighborhood functions. 
The first initial settings item characterizes the geometrical shape of the cells (rectangular, 
triangular, hexagonal, etc.). From the chosen geometric shape of cell the coating on the CA is 
depends. Also from this form depends the neighborhood structure, which is chosen according to the 
second paragraph of the initial settings. 
Coverage map of CA specifies cells that must install in one state, as well as cells that have 
zero state. Such a map can be chosen at random. 
Also initial excited cell can be chosen randomly. 
For the initial settings include a choice of local functions for all CA cells. For each cell two 
functions are chosen: 
- Function which allows you to set the cell to the state, depending on the signal of state 
neighborhood cell (usually is the operation XOR); 
- Function which indicates cells of neighborhood, which is transmitted excitation signal. 
Last initial setting specifies how a additional sequence of bits is forming. The simplest option 
is enumeration bits which are located in the cells of lines CA. Formation occurs by reading bits 
cells of CA is left - right and top – down. 
From these initial settings depends structure formed by a pseudo-random sequence. 
Running the generator and the following operation is performed on the basis of initial 
settings. Reading generated bits at each time cycle is performed from the information output of a 
cell that is excited at this time point. With the help of MSS generated bits is output of generator. An 
example of operation PSBPG in three time cycle shown in Fig. 2 [32-34]. 
Comments in Fig. 2 allow us to determine the values of the intermediate bit, and bit of the 
result at each time cycle. From Fig. 2 shows how the transmission of excitation signal from cell to 
cell and like excited state is changing of each cell. The proposed generator has not feedback and 
performance is determined by execution of simple logic function and the time it takes to 












Figure 2 – An example of the functioning of the generator 
Software implementation PRBSG on CA. For presentation and comfortable evaluation of 
the functioning of the generator developed its programming model. The program interface is shown 
in Fig. 3. 
 
Figure 3 – The main interfaces of the program 
For a better understanding of the work and research of the generator interface contains a field 
CA. This field is displayed in the dynamics of the work of the CA. Also, in another field shows the 
random bit sequence. The program allows you to save a random sequence of bits in the file. In 
addition, the program allows you to divide the resulting bit sequence into bytes and convert them to 
decimal numbers. Examples of the formed sequences and the numbers of bits shown in Fig. 4,5. 









Figure 5 – An example of a random sequence of numbers and random bit sequence 
The program allows you to create random bit sequence for testing. 
Estimation of quality of the generated random sequences. Today proposed lot of tests to 
verify the pseudo-random sequences are described in detail in various literary sources [2, 3, 35]. All 
of them are divided into graphics and statistics tests. There is software which is arranged on sites 
[36-39]. These programs make it possible to assess the correct sequence of numbers placed on sites. 
These programs is: ENT, DIEHARD, RABENZIX, NIST  etc. Each program implements a set of 
tests, which are detailed in the current literature. Some programs are updated, and the number of 
tests realized in them increases. It is believed that the larger successfully conducted test, the closer 
to the random sequence. 
For our generator was used tests described the program ENT [36]. This program implements 
the following tests: 
1. Calculates the entropy. The test is described in [40]. According to this test it is determined 
by the size of the resulting file compression. The sequence is considered to be random if the file 
compression does not reduce its size. 
2. Chi-square Test. This test is to determine the rate of interest, which indicates the frequency 
of exceeding the calculated value. This gives an estimate of the percentage of random sequences 
[41]. 
3. Arithmetic Mean. Simple arithmetic test that determines the value obtained by dividing the 
sum of the byte length of the file. For random value should be close to 0,5. 
4. Monte Carlo Value for Pi. The test determines the percentage of hits in the values of a 
circle inscribed in a square. Calculate the number of Pi. If this value approaches the value 
3,143580574, then the sequence is determined by a random. 
5. Serial Correlation Coefficient. The test determines the dependence of each byte from the 
previous. For random sequences, this quantity tends to 0 [41]. 
To test it was formed several sequences with lengths 1000, 100000, 500000 and 1000000 bit. 
All tests for all sequences have been successful, and pointed out that the sequence is random. 
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Examples of the generator and run tests are presented in Fig. 5. 
 
Figure 5 – Examples of the programs in the generation and testing of random sequences 
To assess the quality of the proposed generator partially packet of tests was used NIST800-22 
[35]. Were used and the following tests were performed. 
1. The Frequency (Monobit) Test. 
2. Frequency Test within a Blok. 
3. The Runs Test. 
4. Test for the Longest-Run-of-Ones in a Blok. 
5. The Binary Matrix Rank Test. 
6. Discrete Fourier Transform (Spectral) Test. 
7. The Non-overlapping Template Matching Test. 
8. Overlapping Template Matching Test. 
9. Maurer’s “Universal Statistical” Test. 
10. Linear Complexity Test. 
All of the tests were implemented using individual programs that have shown successful 
results. 
Conclusion. This paper presents a new pseudo-random number sequences generator, based 
on CA. The generator is different from the known generators, which are based on CA. It has better 
statistical characteristics that prove that the tests and has a high speed. The proposed generator is no 
feedback, which increases the reliability of functioning. Using an additional sequence which is 
formed by cells of the CA improves the statistical characteristics of the pseudo-random number 
sequence. 
Further research. The authors have developed several modifications of generators based on 
such CA. We plan to increase the number of well-known tests for the qualitative analysis of the 
proposed generators. 
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НОВЫЙ ГЕНЕРАТОР ПСЕВДОСЛУЧАЙНЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
ЧИСЕЛ НА ОСНОВЕ КЛЕТОЧНОГО АВТОМАТА 
Рассматривается новый генератор псевдослучайных последовательностей бит, который 
реализован на клеточном автомате. Представлена аппаратная реализация генератора и 
выполнено его программное моделирование. С помощью программной модели проведено 
тестирование разработанного генератора псевдослучайных чисел. Использованные тесты 
показали положительный результат, который подтверждает высокие статистические 
свойства сформированной случайной последовательности. 






НОВИЙ ГЕНЕРАТОР ПСЕВДОВИПАДКОВИХ ПОСЛІДОВНОСТЕЙ ЧИСЕЛ 
НА ОСНОВІ КЛІТИННОГО АВТОМАТА 
Розглядається новий генератор псевдовипадкових послідовностей біт, який 
реалізований на клітинному автоматі. Представлена апаратна реалізація генератора і 
виконано його програмне моделювання. За допомогою програмної моделі проведене 
тестування розробленого генератора псевдовипадкових чисел. Використані тести показали 
позитивний результат, який підтверджує високі статистичні властивості сформованої 
випадкової послідовності. 
Ключевые слова: генератор псевдовипадкової послідовності чисел, клітинний 
автомат. 
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МЕTОД МОДЕЛИРОBАHИЯ ЦИФРОBЫX СXЕМ С HЕИСПРАBHОСTЯМИ 
 
Рассматривается метод моделирования цифровых схем применительно к решению 
задачи поиска неисправности, не обнаруживаемой по реакции схемы на заданную входную 
последовательность сигналов (проверки полноты теста). Метод позволяет строить модели 
цифровых схем, обладающие лучшими показателями скорости моделирования по сравнению 
с известными методами. Высокая скорость моделирования достигается за счёт сведения 
процесса моделирования к операциям поразрядного логического умножения и сложения 
рабочих полей, в которых содержится вся необходимая информация о сигналах и 
неисправностях схемы.  
Ключевые слова: метод моделирования, цифровые схемы, неисправность. 
 
Постановка задачи. Рассматриваемый метод является интерпретативным, 
событийным, дедуктивным методом Δ-моделирования от входов к выходам в троичном 
алфавите для цифровых схем, представленных на вентильном уровне, с неявным учетом 
задержек элементов, с параллельным моделированием схемы во всех рассматриваемых 
состояниях. Метод является дальнейшим развитием идей дедуктивного и параллельного 
моделирования и обладает лучшими их свойствами. Описание метода сопровождается 
примером применения его для моделирования простой комбинационной схемы, известной 
как схема С17 ISCAS’85 (см. рис.1) [1-4].  
Идея метода предложена В.А. Ермиловым. 
