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Abstract
Terminated emissions are obtained using a fully self-consistent nonlin-
ear whistler wave theory. The construction of a variable perpendicular
distribution function dependent upon the inhomogeneous resonant velocity
results in terminating the wave-particle interactions. This turning-off of
the interaction is known as a terminated emission.
I Introduction
There has been a great deal of work by Nunn et at. [1,2,3], Vomvordis et
al. [4,5] and Molvig et al. [6,7] in understanding the theoretical nonlinear
dynamics. The theory by Molvig et al. [6,7], has a relatively simple an-
alytical solution which can be used to illuminate the nonlinear dynamics
and will form the basis of the work performed in this paper. The theory
presented here will use an asymptotic results for the nonlinear currents ex-
pressed in terms of r, the time the particle is trapped. What necessitates
an asymptotic analysis is the complexity of the nonlinear dynamics. In
this asymptotic limit, the current integrals are simplified to a sum over the
trapped perpendicular velocities where the integrand becomes an explicit
function of the trapping time, r. The nonlinear dynamics are reduced to
solving a simple convection equation for r,
a a
+ V. )r=1()
which is integrated subject to the trapping condition:the trapping condition
comes from a detailed balance between field aligned gradients and longi-
tudinal Lorentz force. The emission mechanism is greatly simplified but
accurately models the nonlinear dynamics; provided, the resonant particles
remain trapped for several trapping oscillations.
The theory by Molvig et al. [6,7] used a simplified perpendicular dis-
tribution function which was independent of the spatial resonant velocity.
In the actual magnetosphere, the resonant velocity has a spatial variation
along the geomagnetic field line with a minimum occurring at the geo-
magnetic equator. This variation must be included in the perpendicular
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distribution which is used in calculating the nonlinear currents. Without
the variable distribution, the emission remains attached to the equator.
The emission form then amplifies without disconnecting from the equator
and becomes numerically unstable. The inclusion of the new distribution
results in disconnection and termination of the whistler pulse. The result-
ing emission. forms produced by the variable distribution function will be
discussed in this paper.
II Theory
A ducted [8], coherent, right hand circularly polarized wave propagates
from the south pole where it interacts near the geomagnetic equator with
electrons traversing in the opposite direction. The wave-particle interac-
tions occur near the geomagnetic equator where the magnetic and density
inhomogeneities are small to allow for trapping of the resonant particle.
Through an axial bunching in phase a nonlinear current is produced which
drives the slowly varying amplitude and phase resulting in an emission.
II.1 Nonlinear Equations of Motion
The equations of motion for the electron in a monochromatic whistler wave
propagating along an inhomogeneous geomagnetic field are [1,6,7,9]
ds
=s o(2)
dvs w B'" 1 v||vjeB
- =(v1 1- -)wce- cos?,+ 2 s(3)
dvjj Bw 1 vi 2 B
=v -ce vi cos 1 - (4)di B 2Bas
db = (v1 - wik ) BWd = - Wce -- sin + we, (5)dt Vi B
where Ampere's Law has been used to relate the electric and magnetic
fields, i.e.,
ck ck
Bw = -E" = -ETA (6)
ET is the triggering input wave electric field and A is a slowly varying
amplitude, initially of order unity. The last terms in Eq.(3) and Eq.(4)
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are from the inhomogeneity parallel to the geomagnetic field. The inho-
mogeneity perpendicular to the geomagnetic field has been neglected since
this variation scales as 1/R,. The triggered emissions originate at 4 earth
radii from the earth, near the plasmapause, therefore R, ~ 4RE. The rela-
tive phase between the perpendicular velocity vector and the electric field
vector can be written as
0 = 0 - (0. + 0) (7)
where 4 is the gyrophase. The electric field vector is described by two
phases:
1. p, a slow phase that describes the amplitude evolution and the re-
sulting frequency variation,
bw - (8)
2. 0,,, a fast phase that describes the input electric field frequency,
19.WO = t (9)
The total frequency, at any given time, is the sum of Eq.(8) and Eq.(9),
= wO + Sw (10)
The equation that describes the gyrophase evolution, Eq.(5), can be trans-
formed into,
dk _ (v1 - e ) BW
- = - _VII - Wce sin4o + kvj - w + w,,dit V B
where Eq.(7) was used to define -0. Using the resonant velocity, which
is given by matching the doppler-shifted wave frequency and the gyrofre-
quency of the electron,
VR = (12)k
Eq.(11) becomes
d vp (v - a ) Bw
= k(I - VR) -- w -e sin (13)dt Vs B
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The second term on the right hand side of Eq.(13) comes from the wave elec-
tric and transverse Lorentz forces. The first term comes from a longitudinal
Lorentz force which is larger than the second by ????. It is this term, that
is responsible for the trapping that generates the nonlinear currents. The
exact equations for the orbits that we will be using are Eqs.(2),(3),(4),and
(13).
The particles of interest will have their parallel velocities on the order
of the resonant velocity so a new velocity variable will be defined,
V = v11 - VR (14)
which describes the perturbation of the parallel velocity about the resonant
velocity. Inserting Eq.(14) into the equations of motion, they become
= Vi + V (15)
dv Ew2 c L 2  W
= -v.- w"cos - [ - (VR + v) (3 -2 (1 - )
(1+")k "(16)
dvr we B" 1 18B
= -( -v)we, cos 4 + 1 vi(VR + v) B 8B (17)
dV) k (vj - 1f) Bw
- =kvI ee -- sin (18)
The explicit spatial dependence of the electron density and magnetic field
were assumed parabolic, i.e.
B = Bo(1+ ) (19)
n = no(1+ ) (20)
where BO and no are the values of the density and magnetic field at the
geomagnetic equator and their corresponding scale lengths, LN and L.
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11.2 Asymptotic Theory
The orbit equations have a common factor B'/B which is a small quantity
in the magnetosphere. For triggered emissions, the wave magnetic field, B"',
is on the order of 10 pT or less. This is five orders of magnitude smaller
than the geomagnetic field at the plasmapause. This provides a natural
expansion parameter for the equations of motion.
If we define a smallness parameter, e, as
Wt= < 1 (21)
Wce
where wt,. is the trapping frequency, an asymptotic theory can be developed
[6,71. For trapping to occur, the inhomogeneity factors and wave terms must
be comparable in Eq.(16). Using this and the requirement that there be
many trapping oscillations as the particle moves thought the interaction
region, an expansion parameter el/" is obtained [6,7](For further informa-
tion on this derivation, the reader is suggested to consider the papers by
Molvig et al.)
The rescaling of the equations of motion is done by choosing an appro-
priate time and velocity scale. The velocity scale is set by the resonant
condition,
V, = IVR(w ~ we,/2) (22)
By assuming that Lo w/2, due to ducting [8], one obtains VR - We,/k.
For wave frequencies near the gyrofrequency, the cold electron dispersion
relation
N 2 = 1 - (23)L0 W(W - U.e,)
yields a wavevector on the order of the collisionless skin depth, k - W,/c.
Using this relation for the wavevector, the velocity scale can be written as
V| W- (24)
V VRI C-k U;,
An important relation that will be need later in performing the asymptotic
expansion is the ratio,
V Wc U~t
(25)VR kVR uje,
The time scale is set by the trapping period which will be discussed
later in the paper but can be seen from the first term on the right hand
side of Eq.(16). The trapping is a longitudinal trapping and will cause
an oscillation about the perturbed velocity, v. For this reason, the scale
frequency, which is proportional to the inverse of the time scale, will be on
the order of the trapping frequency which scales as,
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w,2 ~ kv- Bw (26)B c
therefore, the scaling frequency will be defined as,
W, (Wcewpe )1/2 (27)
Using the scaling arguments w, and V,, Eq.(15)-(18) can be rescaled.
Rescaling the equations of motion and performing the asymptotic ex-
pansion correct to order el/ 3 , we obtain for the approximate nonlinear equa-
tions of motion for the electron [6,7],
ds =-= W -e (28)
dt We, W
du v1 A
-- cos $ - S (29)
S(30)
dt
where u kv and S has the form
S = S', + T( (31)
and S' can be written as
S'=CvI +D (32)
The factor S is the effective inhomogeneity and it will play an important
role in energy exchange and trapping. The coefficients D, C and T are
complicated functions of the frequency, scale lengths and magnetospheric
parameter,
C = 2  ( e )1/2 1(33)
L,2L2 ETW,, (" - 1)1/2
D W W L2 W)))(3 - 270 - )(34)C Wce W L,2 We
T = 1 + W" (35)
2w
The equation for the change in perpendicular velocity is of higher order.
Once rescaled , we obtain
dvj A
T =- Cos T (36)dt w
For the trapping dynamics, the perpendicular velocity is a constant,
v1 ~ const .
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II.2.1 Nonlinear Trapping
The electron undergo an axial bunching due to trapping by the wave. This
trapping can be seen by combining Eq.(28) and Eq.(29),
+ cos = -S (37)dt2 1 - W-oi=-
where
W= W (38)
is the trapping frequency. Eq.(36) is a nonlinear oscillator equations whose
solutions are elliptic integrals. There exist bounded oscillatory solutions to
this equation as long as the inhomogeneity parameter , S, satisfies
ISI(1 - -)j "A - 1Q1 < 1 (39)
v1 A
For this reason, one can see that trapping occurs near the geomagnetic
equator where the inhomogeneity becomes small. This doesn't mean that
the inhomogeneity is not important. It is the inhomogeneity that yields
the energy transfer between the electrons and the wave.
Suppose we expand 0 about a trapping vortex,
0 = cos~1(-Q) + 6b (40)
The insertion of Eq.(39) into Eq.(36) yields an oscillator equation for small
perturbations about the trapping vortex, cos-1 (-Q),
d 2b + 2&0 0(41)
dt2
with an average phase
<,O >= cos 1 (-Q) (42)
Recalling Eq.(35), we obtain for the energy transfer
dvo
~. const cos(cos(-Q)) - Q (43)
The energy transfer is proportional to the rescaled inhomogeneity, Q. For
a homogeneous case, Q = 0, there is no energy transfer.
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11.3 Wave Equation and Nonlinear Current
Since the amplitude and phase are slowly varying quantities relative to the
frequency and wavelength, the WKBJ wave equations can be used [1,6,7].
8 8
9 +v (9 )A =-IR (44)
S 8 I( + Vy)$ A - (45)
Eq.(42) and Eq.(43) are simple advection equations for the amplitude and
phase, respectively. The nonlinear currents have a very complex form which
can be written as follows
4 7r exp(-i(O, + Wp))e* -JNL
INL = IR + iII = (46)(w8D/8w)wET
where e* is the complex unit vector describing a RHCP wave and D is the
dispersion relation satisfying the following equation,
c
2 k 2  .2D = 1 - Pe (47)
w2  W(W - W')
The nonlinear current density is calculated by taking a velocity moment
which yields,
INL = -( "1/2 -dvF exp (48)
We Wce
where F is the distribution function normalized to unity. Using Liouville's
theorem and expanding F about v1 = VR and v1 = v±c, we can push time
back along the characteristics of the particles to where the distribution
function is independent of 0 [6,7]. The distribution becomes,
F~~/'v±t (V~±) 8F 8F
F(v,, vi-, t) = F(VR, v) +vC (Vv±e ) + AVv±9 ,, (VR,v±e ) (49)
where the subscript, c, denotes characteristics. Using Eq.(49) and keeping
to 61/3, the nonlinear current becomes
INL )r ~(- 1 -- -- /2Wce I -- . (50)
Wee WCe 5J
The change in the perpendicular velocity can be calculated by integrating
Eq.(36) backwards along the particle characteristics. The current can be
expressed as
IR = -OA1/2j dv vI 2a,(Q)Q(Sr - VS'r2) - (51)
ftr 2 BO-V
8
/2 /2 1, 2 ) FIj= OA' 1  dvv 'Lav(Q) (1 - Q2)(Sr - 2V.S T (52)
av(Q) = 27r(1 - Q2)1/4 j U/WC dxx J2(x) (53)
= (-)1/2(l 
_' )Wce (54)
Wee wee
where IR and II are the real current and out of phase current, i.e. imagi-
nary current and av(Q) is the trapping volume. (The reader is referred to
the papers by Molvig et al. for a detailed derivation of the nonlinear cur-
rents). The integrals for the imaginary currents are over a range of trapped
perpendicular velocities. The range of velocities is given by the assumption
that at least one trapping oscillation occurs during a trapped state which
is given by
wt,.r > 27r (55)
where wt,. is the trapping frequency. The above equation along with r being
defined as
r = 6./VY (56)
which is the length of the interaction region divided by the resonant velocity,
yields a cubic equation for the amplitude in terms of v1 ,
A3 > 7r2 V2 C 2(1 _ W)(VI + )2 (57)
Solution of this equation determines the upper and lower limits of the per-
pendicular velocity integral. We refer the reader to the papers by Molvig
et al. [6,7) which further illuminates the asymptotic derivation of the non-
linear currents. The nonlinear asymptotic currents still have a complex
functional form, but the important results are that they depend upon:
1. The time the particle is trapped, r
2. The effective inhomogeneity Q and S 11 to Bo
3. The trapping volume, a,(Q)
4. The velocity derivative of the distribution function, F
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II.3.1 Trapping Time
The fundamental quantity in the nonlinear currents is the time the parti-
cle is trapped by the wave or the trapping time. This quantity, r, can be
calculated by propagating the trapping condition back in time along the
particle's orbit to when the particle is first entrapped. The trapping time
can also be calculated by noticing that the trapping condition is invari-
ant under particular transformations. The latter method is the simplest
numerically and analytically; therefore, we shall adopt that methodology.
The trapping condition, Eq.(39), is invariant under the following transfor-
mations,
t - t +At (58)
T -+ + Ar (59)
s - IVRJAt (60)
therefore the root, r = r(s, t), satisfies
ir(a,t) = r(s + IVRIAt,t - At) + At (61)
One can form a differential equation from Eq.(61) by Taylor expanding the
R.H.S. and taking the limit At, as -* 0, i.e.,
(9 + Va )r = 1 (62)
Note that the resonant velocity is not the absolute value, VR = - VRI.
Eq.(62) is true provided the particles satisfy the trapping condition. In
that case, Eq.(62) simply advances r. If the trapping condition is not met,
then r = 0.
II.4 Distribution Function
The emphasis of this paper is on the functional form of the resonant per-
pendicular distribution function. Fig.(3) shows the approximate form of
the distribution function used in our theory. The distribution is the solid
contour that are representative of a loss-cone distribution. For Fig.(3), the
parallel part of the distribution function was assumed a maxwellian.
F(vj1 , v±) = const exp(-v /vth) exp( -v2 /vth) (1 - exp(-v. /vb)) (63)
This was done so that contours could be drawn along with the illumination
of a perpendicular distribution as a function of the resonant velocity. In
our theory, all the parallel dependence at a particular resonant velocity has
been incorporated into an input constant A,
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A ~ const f(oj = VR)
where the full distribution has the following form
F(v±, V,.) conat f (vj = VR) G(v±)
= A exp(-v'/v') {1 - exp(-±/v,)I (65)
The dashed vertical line marks the resonant velocity and the dashed con-
tours represent the single-wave characteristics. The wave characteristics
are calculated by using Quasi-Linear theory where they represent the dif-
fusion paths of the particles under the influence of a multi-frequency wave.
The application of Q.L. theory on a monochromatic wave isn't really useful
but it does illuminate the nature of instabilities. The characteristics are
obtained by the coexistance of an asymptotic steady state of nonzero wave
excitation and a steady particle distribution. Under these conditions, one
can show from an H-theorem
dH
dt =-0 (66)
which implies that the zero order distribution function satisfies
G(vi,vl1 )k Fo = [(1 - ka) a + -]Fo = 0.0 (67)
Wk Ovj Wk 8 VII
The result from Eq.(67) is that the distribution function is a constant
along the characteristics of the velocity space operator, G(v±,v1 1) [10]. Let
s stand for the distance along the diffusion path or characteristic, then
dFO dvj OF0  dvOF OF(da de 0v + dvj Mo (68)da da s da Ov~l
where
dv-( 1 - ) (69)
da w
dvl = a(70)
da Wk
Integrating Eqs.(69) and (70), one obtains the single-wave characteristics
(vil - w) + v' = conat (71)k1l
The wave characteristics are concentric circles displaced from the origin by
the amount, wk/k 1 , in the voj direction. Eq.(70) also represents constant
energy contours in the rest frame of the wave. By looking at the diffusion
paths of the particles in reference to the constant energy curves,
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(64)
v2 +V2 = constVj1 1. (72)
which are centered at the origin, a stable or unstable system can be deter-
mined.
Figs.(1) and (2) are plots of anisotropic distribution functions: Fig.(1)
has an anisotropy in the parallel direction, T11 > Ti; Fig.(2) has an anisotropy
in the perpendicular direction, Ti > T11. The direction in which the parti-
cles move along the characteristics will determine whether energy is gained
or lost. By examining the point at which the resonant velocity and charac-
teristic meet, this determination can be made. The motion of the particle is
confined to the diffusion paths so given the direction of motion the particles
will gain of loss energy to the wave. The particle will always move in the
direction of decreased density, i.e., towards a distribution contour of lower
magnitude. Summarizing the analysis,
1. Find the point at which the resonant velocity meets the single-wave
characteristic
2. Determine in which direction the particles will move along the charac-
teristics by noting that motion is towards a decreasing density contour
3. Given the direction of motion, determine if the particles move to lower
or higher energy. Constant energy curves are concentric circles cen-
tered about the origin where motion towards larger contours implies
a gain in energy and vice versa.
If the particle moves in the direction of a lower constant energy contour
then the particle losses energy which is an indication of instability, where
motion on the contour to higher energies implies stability. For T11 > TL , the
particles move to higher energies and the system is stable. For T1 > T1, the
particles move to lower energies and the system is unstable. The nonlinear
instability that we are considering is independent of 8F/Oj which is not
the case in linear and quasi-linear theory. Linear theory may be important
only in raising the wave amplitude toward the required threshold value but
it doesn't apply to the driving mechanism responsible for our emissions.
By moving the resonant velocity in Fig.(3), the slice of the distribution
function that is used in the current calculation varies. Figs.(4)-(7) show the
distribution function for various resonant velocities. With this particular
choice of distribution(excluding energy inversion), the number of resonant
particles decreases as the resonant velocity increases, i.e., there are less
particles as one moves to higher energies. The decrease in particles is
solely controlled by the parallel part of the distribution function. To model
this variation, we will have to include a functional dependence in the input
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parameter A. We can imagine a similar dependence in the input parameter
Vth and vb of the distribution.
Eq.(65) will be the distribution function used in the current calculations
where a resonant velocity dependence will be inserted. The functional form
assumed to model this variation in A, Vth and Vb is an exponential whose
argument is proportional to the difference between the equatorial resonant
velocity and the resonant velocity at the arclength value, s:
A(s) A(0) exp(-e1 [VR(s) - VR(0)]) (73)
Vth(S) vth(0) exp(-e62[V(s) - VR(0)]) (74)
Vb(s) vb(O) exp(-e 3 [1iq(s) - 1R(0)]) (75)
where vth(0), vb(O) and A(0) are evaluated at the geomagnetic equator
and e1 2 3 are input constants. The resonant velocity has a minimum at
the equator and correspondingly the functional form is maximized at the
equator and falls off exponentially from the geomagnetic equator.
III Results
The inclusion of the resonant velocity dependence yields a variable distri-
bution which solved a numerical instability. Prior to this theoretical devel-
opment, the amplitude would not disconnect from the origin. Figs.(8)-(18)
show the time development of the emission without a variable distribution
function. Fig.(8) has the initial triggering wave that undergoes the nonlin-
ear amplification and frequency variation. Figs.(9)-(18) are plots at every
200 time steps in the computer simulation. At each 200 time steps or every
74 msec, two plots are displayed: (1) the amplitude and real current; (2)
the frequency, w = wo + bw, and the resonant velocity at each grid point in
space.
The run with no resonant velocity stops at 800 time steps because of a
numerical instability. This instability comes about because of the inherent
size of the real current that develops from the nonlinear wave-particle in-
teractions. Once the pulse moves to the downstream side of the equator,
i.e., the R.H.S. of the equator, the pulse remains fixed at the equator. The
continual trapping at the equator at zero amplitude and the production of
a large current causes the amplitude to remain fixed to the equator and
amplify. This large current production, just off the equator, off-sets con-
vection of the pulse. The reason for trapping at the equator comes from the
ability to trap particles with zero amplitude. This issue has been explain
in great detail in the previous papers by Molvig et al.. Summarizing the
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explanation, the parameter that determines whether or not trapping occurs
is given by Eq.(39), Q. This parameter remains finite at the origin since,
A - const - s (76)
S - const- s (77)
which yields,
Q - const (78)
The continued trapping allows for the currents to become very large.
Figs.(19)-(26) are the 3-Dimensional plots of the trapping time and the real
current. Fig.(19)-(22) show the trapping time for varied time step; 600, 800,
1000, 1200 time steps. The trapping time is centered near the geomagnetic
equator and slopes downward towards higher v1 . The reason for the sloping
is due to the trapping windows which are calculated by solving Eq.(57).
Initially, the amplitude is small and correspondingly the window in velocity
space is also small. As the nonlinear interaction continues, the amplitude
increases. This increase in the amplitude causes the trapping windows to
expand where the whole distribution can be sampled. The sloping of r
will flatten off as the interactions continues which is an indication that
the velocity windows are becoming larger. This can be seen by viewing
Figs.(19)-(22).
Figs.(23)-(26) are the corresponding 3-Dimensional real current plots.
The current is small initially but as the time increases it become very large.
The positive and negative maximas of the current integrand are given by the
slope of the distribution function. The current integrand would continue to
grow if it were not for the numerical instability that destroys the computer
simulation. At the equator, the current must be exactly zero since the origin
is the detrapping point for the particles, i.e., r(s = 0) = 0. The current is
changing very rapidly throughout the calculation and at each instant the
current must be zero at the equator. The summation of large positive and
negative contribution from different velocities at the equator yields some
uncertainty in the sum being exactly equal to zero at each time step. This
uncertainty manifest itself in Fig.(15) where IR has an oscillating value at
the equator. This oscillation continues until 'R is oscillatory throughout
the whole spatial grid. This current variation is felt by the amplitude
through Eq.(44) so that the amplitude eventually becomes meaningless.
The corresponding 3-D plot of the current in Fig.(15) is Fig.(24).
Fig.(17) is the distribution function used in the calculation of the cur-
rents which is held constant throughout this run. The frequency and reso-
nant velocity, however, have a variation which can be seen from time step
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to time step. The nonlinear wave-particle interaction generates a change
in the frequency which is also seen in the resonant velocity, Eq.(28). The
resonant velocity has a near parabolic form since it depends on Wc, and w,.
As the interaction continues, the change in frequency becomes large caus-
ing a larger depression in the resonant velocity. This depression would also
continue without bound since the pulse is trapped at the equator. Fig.(18)
is the non-terminated emission frequency which is out of the graphical win-
dows. The frequency has a fairly constant slope and would also continue
without bound. The constant depression of the resonant velocity indicates
that the particles which are resonant with the wave must have an increase
energy. The theory only sampled particles at one parallel energy and there-
fore it became necessary to include a variable distribution function into
the calculation of the nonlinear current.
Figs.(27)-(44) are the plots with the variable distribution. The begin-
ning of the run is very similar to the old case. The run, however, continues
for 1200 time steps more than the non-terminated case. Every 200 time
steps the same plots are outputted. The emission becomes significantly
different around the 600 time step or 223 msec into the run. Fig.(31) has
a smaller amplitude and current than in Fig.(13). The current is no longer
constant through the linear slope region of the pulse: this is due to the in-
clusion of the new distribution function. The 600 time step emissions have
roughly the same frequency and resonant velocity plots, but the distribu-
tion functions are different. The distribution function at the entrapping
point has not been included because of the numerous plots already being
displayed. The distribution undergoes a maximum change which occurs
near the end of the run and can be seen in Fig.(43) for comparison with
Fig.(17).
One finds that the maximum of Fig.(43) is smaller than that in Fig.(17).
This decrease causes a smaller current to be produced and therefore a
smaller emission amplitude. As the new run continues, the current becomes
smaller through out the interaction region which is a direct result of the
variable distribution and the increased depression of the resonant velocity.
The resonant velocity becomes larger as the change in frequency contin-
ues. This depression in the resonant velocity causes a different sampling
of the distribution. The depression in the resonant velocity becomes large
enough such that the current near the origin decreases sufficiently that the
convection of the pulse cannot be overcome. The pulse disconnects from
the origin and propagates downstream. Examining Fig.(37), one can see
that this did in fact happen. The emission has disconnected from the origin
and has started to propagate towards the receiver. The current form has
also changed where it has positive and negative values. This is due to the
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change in the distribution function and the other parameters in the current
such as the trapping volume and the trapping parameter, c,(Q) and Q,
respectively. Figs.(45)-(52) are the 3-D plots of the trapping time and the
current. Figs.(45)-(48) are the trapping time plots which have a very differ-
ent form than Figs.(19)-(22). The trapping time in Figs.(45)-(48) doesn't
have as large a maximum and the limit in velocity space which is trapped
is smaller than in Figs.(19)-(22). The range of trapped velocities decreases
as the interaction continues which is indication of a shutting-off of the in-
teraction or termination. This can also be seen in the 3-D current plots
in Figs.(49)-(52). The currents don't reach the same magnitude as can be
seen in Figs.(23)-(26) where the variable distribution is not included. Not
only can one see a decrease in the magnitude of the 3-D current but the
range of velocity contributions is decrease which is a direct result from the
decrease trapped velocity space seen in Figs.(45)-(48). The current shuts-
off as time continues along with moving spatially to higher s values. By
the 2000 time step, the emission has terminated. There is no longer any
current being produced and the pulse is free from the geomagnetic equator
to propagate to a receiver. The terminated emission frequency can be seen
in Fig.(44). The frequency doesn't continue to grow but stops once the
nonlinear wave-particle interactions terminate. This is called a terminated
emission.
IV Conclusion
Terminated emissions were obtained by using a variable perpendicular dis-
tribution function. This distribution, dependent upon the spatial value of
the resonant velocity, shuts-off the wave-particle interaction which yielded
a terminated emission. Future work will continue in applying the theory
to various magnetospheric conditions along with various magnetosphere.
A new frequency theory is being developed and along with the variable
distribution should be able to predict risers and hooks.
16
iV *
', I t- I -
- 1 , x 1 f
\ -
-r' l ' , 0 ' t-
Figure 1: Anisotropic Distribution Function, T11 > TL.
17
r'.
c I
E
C/O
E x
-1 - -A
~IU'1IA Ie I
Figure 2: Anisotropic Distribution Function, T±. > T .
18
-N 
-
-
-L
I--
-- ---- - - - - -
..
na
96
9'-
0' 1-
z
4!
CN
a
e-,
I.
S- 
-
;L
rr
- N-
it
/0
Itt
S Ni
if
Figure 3: Loss-cone Distribution.
19
1'-
rzn
I-
.1
V)
0' i
0 '
- e
I --
cc.
- - - - - - - - -- - - - - - --- -
-0 1
C4.
c~- 1
0
(JA dsadA)t =
Figure 4: Loss-cone Distribution VR= -0.8.
20
0' 1
a
- ,
9-
ro
r .0
S- S
4' - T
(JA' dj.dA))
Figure 5: Loss-cone Distribution VR= -2.0 .
21
-4
-. 4
Cm.
- ~ ~ ~ ~ ~ ~ ~ ~ ~ g --
*0.
-44
(JAUdjadA?~j
Figure 6: Loss-cone Distribution VR= -3.2 .
22
011
6
4
46
-. of
.0
CDi
ao 9 -
i . -
- .
.. 1
'0 4- 0
(JAFdjadA)g
Figure 7: Loss-cone Distribution VR= -4.4 .
23
I I I I I I I I I I I I I I T I I
-)
C*4
Ul) C0
I I I - L-
U)
(u a IoJ q g x ) u aJ Jn D a I J ( p ! I o ) )pn Q p duJD
Figure 8: Initial amplitude wave form w/o VR dependence.
24
C
(-)
0
*0
C
0
CL
E
0
I
I I I
I I I I I I I
* + 3
01
E
C
0 0
I I I I I I I I I I I i I. I
I I I I I ~T I I I I I I I I I I I I I I I I
I I . . . I
II I I I
U->C0
C14
. . I I I I I
W W(0-
Eu>
C
W
CL
E
a
I LUJ
(u J X o i x ) 1 u n o ( a ) pn I dwD
Figure 9: A and IR at t=200 w/o dependence.
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Figure 14: w and VR at t=600 w/o dependence.
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Figure 15: A and IR at t=800 w/o dependence.
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Figure 16: w and VR at t=800 w/o dependence.
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Figure 23: 3-D real current at t=600 w/o dependence.
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Figure 24: 3-D real current at t=800 w/o dependence.
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Figure 25: 3-D real current at t=1000 w/o dependence.
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Figure 28: w and VR at t=200 with VR dependence.
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Figure 29: A and IR at t=400 with VR dependence.
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Figure 30: w and VR at t=400 with VR dependence.
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Figure 31: A and IR at t=600 with VR dependence.
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Figure 32: w and VR at t=600 with VR dependence.
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Figure 33: A and IR at t=800 with VR dependence.
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Figure 34: w and VR at t=800 with VR dependence.
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Figure 35: A and In at t=1000 with VR dependence.
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Figure 36: w and VR at t=1000 with VR dependence.
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Figure 37: A and IR at t=1200 with VR dependence.
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Figure 38: w and VR at t=1200 with VR dependence.
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Figure 39: A and IR at t=1400 with VR dependence.
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Figure 40: w and VR at t=1400 with VR dependence.
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Figure 41: A and IR at t=1600 with VR dependence.
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Figure 42: w and VR at t=1600 with VR dependence.
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Figure 43: A and IR at t=1800 with VR dependence.
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Figure 44: w and VR at t=1800 with V dependence.
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Figure 46: w and VR at t=2000 with VR dependence.
62
11-
'~
E
9-~
. .
0
+ 3
I I I I . , , , ,,iI
i I I I
z ,
*2
- .9
g
--. . . - -,- - - - - - - - - - --,- - - - - - - - - - - - ---
(d j ad A) u o In qi I s ip
Figure 47: Distribution function with VR dependence,
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Figure 48: Terminated Emission frequency
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Figure 49: 3-D trapping time at t=600 with VR dependence.
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Figure 50: 3-D trapping time at t=800 with VR dependence.
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Figure 51: 3-D trapping time at t=1000 with VR dependence.
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Figure 52: 3-D trapping time at t=1200 with VR dependence.
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Figure 53: 3-D real current at t=600 with Va dependence.
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Figure 54: 3-D real current at t=800 with VR dependence.
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