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ABSTRACT Automated human action recognition has the potential to play an important role in public
security, for example, in relation to the multiview surveillance videos taken in public places, such as
train stations or airports. This paper compares three practical, reliable, and generic systems for multiview
video-based human action recognition, namely, the nearest neighbor classifier, Gaussian mixture model
classifier, and the nearest mean classifier. To describe the different actions performed in different views,
view-invariant features are proposed to address multiview action recognition. These features are obtained
by extracting the holistic features from different temporal scales which are modeled as points of interest
which represent the global spatial-temporal distribution. Experiments and cross-data testing are conducted
on the KTH, WEIZMANN, and MuHAVi datasets. The system does not need to be retrained when scenarios
are changed which means the trained database can be applied in a wide variety of environments, such as
view angle or background changes. The experiment results show that the proposed approach outperforms
the existing methods on the KTH and WEIZMANN datasets.
INDEX TERMS Multi-view video, action recognition, feature extraction, background subtraction,
classification, machine learning.
I. INTRODUCTION
Recently, human action recognition research has brought
many challenges in the areas of sports, security and per-
sonal health care systems. Automatic video analysis systems
which can recognize events related to human actions are
becoming necessary in different industry areas. Therefore,
human action recognition has become a hot research area
in computer vision and there have been many papers pub-
lished on this and many real-world applications have been
developed, such as searching for the structure of large video
archives, gesture recognition, video indexing, and video
surveillance [1]–[7]. Human-computer interaction, in par-
ticular, is a crucial application in action recognition
research. Visual cues are a significant part of human-
computer interaction to enable better communication
between humans and computers, hence researchers utilize
visual cues to recognize gestures and actions. Most of the
recent action recognition work samples an action sequence
manually before it can be recognized in a film. However, it is
not practical to manually set the beginning and ending of an
action sequence of the film previously. Therefore, a practical
recognition system needs to be able to automatically separate
many actions in an image sequence.
The current published methods for action recognition often
sample an action sequence manually before it is recognized
in a film [8]–[10]. However, it is not practical that setting
the beginning and end of an action sequence of the film
previously. Therefore, a practical recognition system needs to
separate many actions at an image sequences automatically.
Moreover, actions can be performed as different subjects
such as size, posture, motion and clothing, which is still a
challenging problem for several reasons, such as illumination,
occlusion, shadow, camera movement or other environment
changes. In addition, the actions depend on or involve objects
which could add another layer of variability. As a conse-
quence, action recognition methods often assume that the
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action is captured under restricted and simplified environ-
ments such as static backgrounds, non-complicated action
classes and static cameras [11]–[15]. In particular, frequently
moving the camera to an unknown position is the main cause
of view variations. Similar to observing static objects from
multi-view points, the actions may appear to be different from
different angles. On the other hand, a moving camera could
also affect the action appearance by incorporating dynamic
view changes. Therefore, an action recognition system should
be robust against environment and view-point changes when
capturing an action sequence.
The current approaches does not require any specific
parameter tuning for data processing and it explicitly exploit
spatio-temporal information at multiple temporal scales.
Therefore, the proposed approach is able to capture local and
global temporal information as well, for interesting points of
distribution. The proposed approach labels the beginning and
end of the action sequence automatically. In addition, the pro-
posed method takes advantage only of the global spatio-
temporal information about where and when the points of
interest are detected. Therefore, it is able to capture sequence
motions and occlusions at a low computational cost. In par-
ticular, the proposed approaches use view-invariant features
to address multi-view action recognition from a range of
perspectives.
The key contribution of this paper can be summarized as
follows:
• The proposed approach labels the beginning and end of
an action sequence in a video stream automatically.
• The proposed approach is able to capture sequence
motions and occlusions at a low computational cost due
the detection of the points of interest.
• The proposed approach applies view-invariant features
to address multi-view action recognition from differ-
ent perspectives. Thus, the proposed approach is robust
against view changes.
The proposed novel action recognition system is more robust
against view, scale and subject variance. Fig. 1 shows an
overview of the proposed approach for the action recognition
system. It can be separated into two parts: offline training and
online testing. In offline training, feature extraction is the first
stage in extracting interesting information. Secondly, the fea-
ture vectors of each image sequence are described. Thirdly,
the feature vectors are quantized to reduce their dimension.
Finally, these vectors are stored in the database. In online test-
ing, the first two stages are similar to offline training. Then,
using the histogram range of the database, the dimension of
the feature vector is reduced. Thus, the results show which
action is present in the test data. The proposed approach
is evaluated using the KTH dataset [16], the WEIZMAN
dataset [17] and the MuHAVi dataset [18].
The rest of the paper is organized as follows. Section II
details the related work. Section III describes the datasets.
Section IV and V presents the feature extraction and descrip-
tion. All the action recognition classifiers applied to different
datasets are discussed in Section VI. Section VII introduces
FIGURE 1. System Overview.
the experiments and the results. Section VIII suggests poten-
tial research opportunities and provides a conclusion.
II. RELATED WORK
In the early stages of action recognition research,
the techniques were based on optical flow [19], [20],
tracking [21]–[24] and a spatio-temporal shape template [17],
[25], [26]. The computation of optical flow helps to construct
action templates for flow and tracking-based approaches.
However, at the boundary of the segmented human body,
the features are more sensitive to noise, which are extracted
from the flow templates. The action recognition problem is
treated as 3D object recognition by spatio-temporal shape
template approaches. These approaches require the extraction
of highly detailed silhouettes, which may not be possible
when there is real-world noisy video input. Further, a recog-
nition rate with 100% accuracy has been demonstrated on
the WEIZMAN dataset [17], however, these approaches
do not work properly on a dataset which contains noise
such as the KTH dataset [16]. The KTH dataset contains
noises such as low resolution, zooming, and camera move-
ment, which makes it impossible to extract a clean silhou-
ette. The spatio-temporal interest point-based approaches
have become increasingly popular to address this prob-
lem. Further, the 2D SIFT descriptors [27] are extended
to 3D with the addition of dimension to the histogram
orientation by Scovanner et al. [28]. Due to the encoded
temporal information, the extended 3D descriptors perform
better than the 2D descriptors in action recognition. Fur-
thermore, Willems et al. [29] proposed the spatio-temporal
domain which is an extension of the SURF descriptor.
Schuldt et al. [16] and Dollar et al. [30] described sparse
spatio-temporal features to deal with the complexity of
human action recognition [18], [31]. Schuldt et al. [16] pro-
posed the representation of action using 3D spatio-temporal
interest points captured from video frames. Schuldt also
produced a histogram of informative words for each action
adopting the codebook and bag-of-words (BOW) approach.
A dictionary of prototypes or video-words can be formed
based on the clustering of the detected points of interest.
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Similarly, Dollar et al. [30] introduced a multi-dimensional
linear filter detector which is able to detect denser points of
interest. The BOW approach was applied but it took sparser
sampling of the points of interest. Niebles and Fei-Fei [32]
introduced a hierarchical model which can be characterized
as a constellation of bags-of-features to improve the perfor-
mance. The approaches [30], [32] represent BOW features,
which are adopted successfully for 2D object categorization
and recognition. The BOW features are robust against noises,
camera movements and low resolution datasets compared
with object tracking and shape-based approaches. Moreover,
these approaches mainly focus on individual local space time
descriptors rather than global space time descriptors.
However, the early work did not consider noise. In recent
years, researchers have applied different new methods to
tackle the challenges from noise in the human action recog-
nition area, such as camera in-variation, camera motion and
occlusion. Most of the early work assumes that the action is
captured from a static viewpoint without any camera move-
ment. However, the patterns of human actions appear to be
different from different angles. A person’s gestures and their
location vary according to each camera angle. Some of the
approaches train a single classifier for all viewpoints or a
set of classifiers where each classifier deals with one view-
point [33], [34]. However, these approaches only extend
the system from a single viewpoint to a multi-view dataset.
Therefore, the performance only depends on the extracted
features and the trained classifiers. Lu et al. [35] introduced
motion history and motion energy images to observe the
additional action features in the images. This approach may
disrupt the background of the image especially if there is
more than one person in the image. In order to obtain accu-
rate multi-view action representations, researchers proposed
some models to generate 3D or 2D body gestures through
the multi-view datasets. The human body can be distin-
guished into several parts, and action recognition depends
on the features extracted from the different body parts.
Kumar andMadhavi [11] used an envelope shape to represent
the human body and model the action recognition classifier.
The aforementioned approaches have difficulty ensuring
the performance of the classifier when the viewpoint or envi-
ronment changes. However, this paper introduces robust fea-
tures to address multi-view action recognition from different
perspectives and view changes as well.
III. DATASETS
The KTH Royal Institute of Technology created a dataset
named the KTH Dataset [16] in 2004. It was the largest
human sequence action dataset in video with different sce-
narios and the most popular dataset at that time, achieving
a milestone in the computer vision research area. The KTH
dataset includes six action classes, these being boxing, hand
clapping, hand waving, walking, jogging and running. Each
class is performed by twenty-five people in four different sce-
narios (outdoor actions, outdoor actions with zoom, outdoor
actions with different clothing and indoor actions). There are
FIGURE 2. Examples of KTH dataset. The four different scenarios are
outdoor actions (s1), outdoor actions with zooming (s2), outdoor
actions with different clothes (s3) and indoor actions (s4).
FIGURE 3. Examples of Weizmann dataset includes extracted silhouettes.
a total 25 × 6 × 4 = 600 video files in the dataset and each
video only contains one person performing a single action as
shown in Fig. 2. The resolution and length of each video is
160× 120 and ten to fifteen seconds respectively captured at
twenty-five FPS.
TheWeizmann Institute of Science created a dataset named
theWEIZMANNDataset [17] in 2005 comprising 90 low res-
olution (180× 144) videos involving nine different subjects,
each of whom performs 10 basic actions, as shown in Fig. 3.
Kingston University collected a large multi-view human
action dataset named the MuHAvi (Multicamera Human
Action Video) dataset in 2010 [18]. It comprises multi-view
videos of 17 different actions performed several times by
14 people in a designated action area and is captured from
different angles and distances by eight cameras. The resolu-
tion of the dataset is 720 × 576 pixels and it is captured in
complex backgrounds and varying lighting conditions. The
eight cameras are positioned on different sides and corners on
a rectangular platform, as shown in Fig. 4 and Fig. 5 shows
six example frames from this dataset.
IV. FEATURE EXTRACTION
This section describes feature extraction which includes
information onmoving object extraction and points of interest
extraction. The details of the extraction of moving objects and
interest points are shown in Fig. 6.
A. MOVING OBJECT LOCALIZATION
In action recognition, detecting and segmenting the fore-
ground object without the noise produced by camera
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FIGURE 4. Location of cameras at four sides and four corners from
MuHAVi dataset.
FIGURE 5. Examples of MuHAVi dataset.
FIGURE 6. Overview of feature extraction.
movements, zoom, shadows etc. is difficult. To do this,
the model can be divided into the following steps. Firstly,
the Gaussian mixture model (GMM) is used [36] to construct
the background and obtain the silhouette by background sub-
traction. Secondly, the Prewitt edge detector [37] can be used
to segment the objects from the foreground. The GMM is
a common and robust method in background construction.
For the purpose of action recognition in a complex scene
condition, the GMM is used to build the background image.
It is described as follows.
The intensity of each pixel varies in a small interval except
in the region of foreground objects. It is appropriate to use
a Gaussian model to construct the background image. How-
ever, in many surveillance videos, if there are waving leaves,
sparking light, etc. Some background pixels vary in several
specific intervals. In other words, using two, three or more
FIGURE 7. GMM background model construction.
Gaussian distributions to model a pixel will obtain better
performance. The flow chart of the GMM background con-
struction is presented in Fig. 7.
Firstly, a low-pass filter is used to reduce the noise. The
GMM method models the intensity of each pixel with K
Gaussian distributions. The probability that a certain pixel has











where K is the number of distributions that are used, ωk,t
represents theweight of k-th Gaussian in themixture at time t ,
µk,t is the mean of k-th Gaussian in the mixture at time t ,
6k,t is the covariance matrix of the k-th Gaussian in the
mixture at time t , and η is a Gaussian probability density






















where n is the dimension of data. In order to simplify the
computation, it is assumed that each channel of data is inde-
pendent and has the same variance, and it can then be assumed
that the covariance matrix is as shown Eq. 3:∑
k, t = σ 2k I (3)
Temporal difference is applied to extract the possible back-
ground regions, and update the pixels inside these regions.
Then, we sort Gaussian distributions by the value ofω/σ , and
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FIGURE 8. Background image construction by GMM. (a) Video Sequence.
(b) GMM Background Image.
choose the first B distributions to be the background model,





ωk, t > T
)
(4)
When a new pixel is imported (intensity is Xt+1), it will be
checked against the K distributions in turn. If the probability
value is within Eq. 5 standard deviations, this pixel is consid-
ered as background. Then, weight, mean, variance is updated
using Eq. 5, 6, 7:
ωk, t + 1 = (1− α)ωk, t + α(Mk, t + 1) (5)
µt + 1 = (1− ρ)µt + ρXt + 1 (6)
σ 2t+1 = (1− ρ)σ
2
t + ρ(Xt + 1− µt + 1)
T
· (Xt + 1− µt + 1) (7)
where α is the learning rate, Mk,t+1 is 1 for the model
which matched and 0 for the remaining models. Eq. 8 shows
the second learning rate ρ.
ρ = αη(Xt + 1|µk, t, σk, t) (8)
In addition, the remaining Gaussians only update the weight.
If no distributions are matched, then the mean, variance and
weight of the last distribution are replaced by Xt+1, a high
variance and a low weight value, respectively. Fig. 8 shows
the background image constructed by GMM. Fig. 9 shows the
silhouette obtained by background subtraction. In Fig. 10(a),
using the edge detector to detect the location of a moving
object from foreground image. In addition, a bounding box
is used to indicate the presence of a foreground subject at a
particular area in Fig. 10(b).
FIGURE 9. Silhouette obtained by background subtraction. (a) Current
Image. (b) Silhouette.
FIGURE 10. Moving object obtained by Prewitt filter. (a) Location of
Moving object. (b) Bounding Box.
B. EXTRACTION OF POINTS OF INTEREST
The actions performed by the person should be shown in
the bounding boxes. For instance, the bounding box must be
located around the hands when the person performs the action
‘‘boxing’’. Thus, Bregonzio et al. [38] proposed a detector
to capture spatio-temporal information from the bounding
boxes. More specifically, the detector works in two steps:
firstly, the frame differences are monitored based on the
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focus of the attention and detection of the region of interest.
Secondly, 2D Gabor filters of different orientations are used
to filter the regions of interest. These two steps give a com-
bined filter response based on both the spatial and temporal
domains.
Points of interest are local spatio-temporal features which
can be considered as salient or descriptive of the action
in the frames. In Dollar’s method [30], the Gabor filter is
used to detect intensity variations in the temporal domain.
In addition, the detected points of interest correspond to
local 3D peaches that represent complex actions. To be more
specific, the response of the Gabor filter is given as:
R = (I ∗ g ∗ hev)2 + (I ∗ g ∗ hod )2 (9)
Where the Gaussian smoothing kernel can be represented as
g(x, y : σ ) and can be applied in the spatial domain. hev and
hod are the 1D Gabor filters worked on the temporal domain
which can be defined as:
hev (t; τ, ω) = −cos(2π tω) e−t
2/τ 2 (10)
hod (t; τ, ω) = −sin(2π tω)e−t
2/τ 2 (11)
By setting the ω = 4/τ , τ and σ are the two free parameters
which control the space and time scales of the detector.
However, the Dollar detector has four drawbacks:
(1) The pure translational motions are ignored by the
method;
(2) False detection occurs easily because of the noise in the
video, which is because the approach uses local informa-
tion within a small region;
(3) The approach tends to generate a spurious detection
background area surrounding object boundary;
(4) The detection approach is weakened when there is slow
object motion, slight camera movement or zoom.
To overcome these four problems of the Dollar detector,
the detector proposed by Bregonzio et al. [38] can be uti-
lized which proposes different filters for detecting under-
going complex motions from salient space-time local areas
and capture spatio-temporal information from the bounding
boxes.
The Gabor filter is a linear filter which is widely used for
edge detection in image processing, and the frequency and
orientation representations are similar to the human visual
system. In addition, it is particularly suitable for the repre-
sentation and discrimination of texture. In the spatial domain,
a 2D Gabor filter is a Gaussian kernel function modulated by
a sinusoidal plane wave. Therefore, the 2D Gabor filter has
two parts, the first part s(x, y) is the carrier, which represents
the real part of a complex sinusoid:
s (x, y) = cos[2π (µ0x + υ0y)+ θi] (12)
where µ0 and υ0 are the spatial frequencies of the sinusoid
controlling the scale of the filter and θi defines the orientation
of the filter. In the experiments, the 2D Gabor filters contain
5 different orientations, θi = 1, . . . , 5 = {0◦, 22.5◦, 45◦,
67.5◦, 90◦} which shown in Fig. 11.
FIGURE 11. Examples of the 2D Gabor filters oriented along (a) 0o,
(b) 22:5◦, (c) 45◦, (d) 67:5◦ and (e) 90◦.
The second part of the filter G(x, y) called the envelope
represents a 2D Gaussian-shaped function:




15288 VOLUME 6, 2018
K.-P. Chou et al.: Automated Multi-View Human Action Recognition System
FIGURE 12. Results of interest point detection. (a) Walk. (b) Wave Arms.
(c) Punch.
where the width of G(x, y) is controlled by the parameter ρ
and µ0 = υ0 = 12ρ . Therefore, ρ is the only parame-
ter control- ling the scale, which is set to 11 pixels in the
experiments. By setting the threshold, the points of inter-
est can be obtained after convolving the bounding boxes
with 2D Gabor filters. Local and distinctive properties of
human actions can be represented by using points of interest.
Fig. 12 shows the results of the point of interest detection
using the MuHAVi dataset.
V. FEATURE DESCRIPTION
This section introduces the feature vectors described by the
location of moving objects and points of interest discussed in
the previous chapter. Section IV.A and section IV.B illustrate
the box features and cloud features. Moreover, section IV.C,
describes the quantization for reducing the dimension of the
feature vectors.
A. BOX FEATURE
The first set of features is global and holistic and is concerned
with the shape and speed of the foreground object. Once
the object is segmented from the detected foreground area
by the Prewitt edge detector [37], two features are consid-
ered: Brt measuring the ratio of the object height and width,
BSpt and measuring the absolute speed of the object which is
normalized by the height of the object for scale invariance.




Spatial information, such as human pose information, can
be preserved by the detected points of interest. Moreover,
the frames have a temporal dependency between each other,
and in order to use such information, the points of interest
FIGURE 13. Cloud for different temporal scale S. (a) S = 1. (b) S = 2.
extracted from a set of consecutive frames are able to accumu-
late and form a point cloud [38]. Thus, the points of interest
could represent both the spatial and temporal information for
human actions.
For an action video sequence, A contains T frames, which
can be represented as A = [I1, . . . , It , . . . , IT ], where It is
the t-th frame of the video. Then, the It is set as the current
frame and the Ns as the size of a temporal scale. The sets of
the pastK cumulative scales can be defined as [It−Ns, . . . , It ],
[It−2×Ns, . . . It ], . . . , [It−K×Ns, . . . , It ]. Thus, for the specific
frame It , there are a set of K interest point clouds where
different temporal scales are formed. As shown in Fig. 13, the
clouds can be represented as [C1, . . . ,CS , . . . ,CK ]. To be
more specific, by accumulating the detected points of interest
over the past S × NS frames, the cloud of the s-th scale
can be built. Fig. 14 shows examples of the interesting point
clouds extracted from the MuHAVi dataset. It shows that
different actions represent point clouds of interest which are
of a different shape, relative location and distribution.
Therefore, the second set of features are called cloud
features. The cloud features are scale dependent and are
extracted from the point clouds of interest with different
scales. Eight features are computed from the s-th scale cloud.












where Crs is the height and width ratio of the cloud. C
Sp
s
is the absolute speed of the cloud. CVds and C
Hd
s measure
the spatial relationship between the cloud and the detected
object area. Specifically, CVds is the vertical distance between
the geometrical centroid of the object area and the cloud,
and CHds is the horizontal distance between the geometrical
centroid of the object area and the cloud. CHrs and C
Wr
s are
the height ratio and width ratio between the object area and
the cloud respectively. Overall, the six features can be put into
two categories: Crs and C
Sp
s measure the shape and speed of
cloud itself; the rest four features capture the relative shape
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FIGURE 14. Examples of the interest points clouds. (a) Walk. (b) Run.
(c) Punch. (d) WaveArms.
and location information between the object and the cloud
areas
Since, each video frame includes S temporal scales. For
example, for each frame, there are S point clouds of interest.
In total, there are 6S features from the point clouds of interest.
In addition, two other features emanate from the foreground
area. As a result, the representation of each frame is 6S + 2
features, where S is the total number of scales (i.e. 6 fea-
tures for each scale along with 2 scale-independent features
Brt and B
Sp
t ). An overview of the features of the proposed
approach are shown in Fig. 15.
C. QUANTIZATION
A total (6S + 2)T features are used to represent the whole
action sequence, which leads to a very high-dimensional fea-
ture space. The high dimension feature space can be caused
by over fitting and leads to poor recognition performance.
If S = 6, we observe one of all the features in all the datasets
separately using the empirical cumulative distribution func-
tion [39], as shown in Fig. 16. The empirical cumulative
distribution function reduces the feature space dimension,
and more importantly, makes the system representation less
sensitive to feature noises and invariant to duration T for
each action sequence. In particular, the proposed system
separates the empirical cumulative distribution function into
Nb portions.
VI. FEATURE REDUCTION AND CLASSIFICATION
In offline training, the proposed system stores quantized fea-
ture vectors, as described in Section IV.C. In online testing,
FIGURE 15. Overview of the features of the proposed approach.
FIGURE 16. Overview of quantization. (a) A histogram range is produced
by observing one of all features in all the dataset separately. (b) Each
action sequence A is represented as (6S + 2) Nb features.
the proposed system uses the histogram range of the training
database and transforms the testing data Atest to a feature
vector Vtest . Three classifiers are separately used to recognize
the testing data for different recognition rates. Fig. 17 shows
an overview of the feature reduction and classification. The
three classifiers are the nearest neighbor classifier (NNC),
the Gaussian mixture model classifier (GMMC) and the
nearest mean classifier (NMC). This section discusses the
different classifiers.
A. NEAREST NEIGHBOR CLASSIFIER
NNC is used widely for action recognition by computing
the absolute distance between the testing vector and all of
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FIGURE 17. Overview of feature reduction and classification.
FIGURE 18. Overview of NNC for the proposed work.
the training vectors. Majority voting is used to classify the
object, and usually, the object is classified to the class which
was voted the most common amongst its k nearest neighbors.
Fig. 18 shows an overview using NNC to obtain the most
similar action to the testing film. In particular, set K = 5 for
WEIZMANN dataset, K = 3 for KTH dataset and K = 6
for MuHAVi dataset. However, it takes a long time at the
recognition stage using NNC if there are a large number
of training samples because NNC needs to compare whole
feature vectors in the database.
B. GAUSSIAN MIXTURE MODEL CLASSIFIER
To reduce the quantity of the feature vectors another method
is to use GMMC to model the training data to speed up
the recognition time and to utilize k Gaussian functions to
model each feature of the feature vectors in the database.
The result is obtained using the maximum probability value
which is summed up by the probability values of each feature,
as shown in Fig. 19. In particular, three Gaussian functions
are set for the KTH dataset, three Gaussian functions for
the WEIZMANN dataset and four Gaussian functions for the
MuHAvi dataset.
C. NEAREST MEAN CLASSIFIER
Another method, the NMC, uses minimum distance between
the testing vector and training vectors which is themean value
of the feature vectors of the same action and the same view.
FIGURE 19. Overview of GMMC for the proposed work.
FIGURE 20. Overview of NMC for the proposed work.
An absolute distance is chosen for the recognition decision,
as shown in Fig. 20. Therefore, NMC is more suitable for the
proposed system for real-time recognition and has a better
recognition rate. Moreover, the dimension of the subject is
reduced to one, which improves performance and results in
more efficient recognition.
VII. EXPERIMENT RESULT
In this section, several results of action recognition are pre-
sented. This section details the recognition rate for sub-
ject invariance and for view invariance in section and
section VII.B, respectively. The algorithm was implemented
on a PC platform with Intel Core i5 3.3GHz and 8GB RAM.
The development tool was MATLAB2010 and the operating
system was Windows 7. All of the testing inputs are uncom-
pressed AVI video files. The resolution of the video frame
is based on the testing datasets. In order to construct multi-
scale interest point clouds, N s was set to 5 and the total
number of scales was 6. This gives 38 features, and a 40-bin
histogram can be generated through linear quantization for
each feature, for instance, the total features can be represented
in 1520 dimensional space.
A. SUBJECT INVARIANCE EVALUATION
To evaluate subject invariance, the Leave-One-Out Cross-
Validation (LOOCV) scheme is adopted to compute the
recognition rates. It selects a group of clips from a single
subject in a dataset as the testing data, and the rest of the
clips are the training data. The repeated progress ensures
that each group of clips in the dataset is used once as the
VOLUME 6, 2018 15291
K.-P. Chou et al.: Automated Multi-View Human Action Recognition System
FIGURE 21. Recognition performance of the proposed approach for KTH
dataset measured using confusion matrices: (a) NNC. (b) GMMC. (c) NMC.
testing data. For the KTH dataset, the clips of 24 subjects
were used for training and the clips of the remaining sub-
jects were used for validation. For the WEIZMANN dataset,
the training set contains 8 subjects. For the MuHAVi dataset,
5 of the 17 actions (Walk- TurnBack, Run-Stop, Punch,
CrawlOnKnees,WaveArms)were chosen as the experimental
data and the clips of 6 subjects were used for training and the
clips belonging to the remaining subjects were used for vali-
dation. The results of using NNC, GMMC and NMC for the
KTH dataset, WEIZMANN dataset and MuHAVi dataset are
shown in Fig. 21, Fig. 22, Fig. 23 and Table 1. In particular,
NMC obtained a recognition rate of 90.5797% for the KTH
dataset, 95.5556% for the WEIZMANN dataset and 97.5%
for the MuHAVi dataset. Table 2 compares the proposed
approaches with the existing approaches, the results showing
that GMMC and NMC outperform the existing methods on
the WEIZMANN and MuHAVi dataset.
B. VIEW INVARIANCE EVALUATION
To evaluate the proposed method in relation to view invari-
ance, a group of clips from a single view in a dataset is
employed as the training data and the remaining clips are the
frames, of each action as the testing data. This was repeated
so that each group of clips in this dataset is used once as the
FIGURE 22. Recognition performance of the proposed approach for
WEIZMANN dataset measured using confusion matrices: (a) NNC. (b)
GMMC. (c) NMC.
TABLE 1. Recognition performance of our approach by using NNC,
GMMC, NMC.
training data. Five actions out of 17 in the MuHAVi dataset
were chosen as the experimental data similar to the subject
invariance evaluation. Then, one of the eight views in the
MuHAVi dataset is utilized in training and the other view is
utilized in testing. This procedure is repeated for all 8 views
and the resulting recognition rates are then averaged. The
recognition rates are 78.2143% and 81.4286% using GMMC
and NMC, respectively (as shown in Fig. 24). Table 3 shows
the recognition rate of each view using GMMC and NMC.
The recognition rates of training view3, view5, view6 and
view8 are better than the others. These views contain more
information than the other four views which allows them to
be more robust to view change. Table 4 compares the results
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FIGURE 23. Recognition performance of the proposed approach for
MuHAVi dataset measured using confusion matrices: (a) NNC.
(b) GMMC. (c) NMC.
TABLE 2. Comparative results on the KTH, WEIZMANN, MuHAVi datasets
for subject invariance.
with the existing approaches. It can be seen that the proposed
method is better than the others.
We also evaluate the proposed approach in terms of
its robustness against different cameras and evaluate it in
terms of view invariance using cross dataset testing. There
are three similar actions (Walk, Run, Wave) in the three
datasets, including different scenes as previously discussed.
The results shown in Table 5 and Table 6 indicate that the
recognition rate of training the MuHAVi dataset is better
than training the KTH and WEIZMANN datasets since the
TABLE 3. Recognition performance of each view in MuHAVi dataset using
GMMC and NMC.
TABLE 4. Comparative results on the MuHAVi dataset for view invariance
evaluation.
TABLE 5. Recognition rate of the proposed approach for cross dataset
testing using GMMC.
TABLE 6. Recognition rate of the proposed approach for cross dataset
testing using NMC.
MuHAVi dataset contains many views. However, the recog-
nition rate of the testing MuHAVi dataset is worse than the
testing KTH and WEIZMANN datasets since the MuHAVi
dataset tests many actions belonging to different views which
are not included in the KTH and WEIZMANN datasets.
C. AUTO LABELING
The proposed method utilizes a mechanism which can watch
a person’s actions in an image sequence and separate these
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FIGURE 24. Recognition performance of view invariance evaluation using
confusion matrices: (a) MuHAvi dataset using GMMC. (b) MuHAvi dataset
using NMC.
FIGURE 25. Overview of auto labeling.
actions automatically. Firstly, it adopts four different tem-
poral scales ((1/4)T-frames, (1/2)T-frames and T-frames) of
each action to be the training data for the offline training.
Secondly, feature vectors of the four temporal scales belong-
ing to each action are produced using the function described
in Section IV and Section V. Then, these feature vectors are
placed into different temporal scale databases.
For the online testing, first, the system scans the image
sequence using a scanning window whose temporal scale is
(1/4) T -frames. Second, the (1/4) T -frames window W(1/4)T
is transformed to a feature vector using the function detailed
in Section IV and Section V. Then, in the classification
stage, NMC is used to classify the feature vectors from the
T-frames database. Actions are classified as candidate actions
if similarity S is over 70%. Similarity S is defined as:
S =
F × Nb − D
F × Nb
(15)
where F is the number of features, Nb is the number of bins
and D is the absolute distance between the testing feature
vector and the training feature vector. However, if similarity
S is below 70% the (1/4) T -frames scanning windowW(1/4)T
skips I frames to find other actions from the other images.
In the experiment, set F = 38, Nb = 40 and I = 15.
As soon as some actions produced by the (1/4)T -frames
scanning window are deemed to be candidate actions, the sys-
tem uses (1/2)T -frames scanning window W(1/2)T to scan
the next (1/4)T -frames and the previous (1/4) T -frames.
In the classification stage, NMC is utilized to classify the
feature vector from (1/2)T -frames database of the candi-
date actions. Similar to the (1/4)T–frames scanning win-
dow W(1/4)T, the candidate actions remain candidate actions
if similarity S is over 70%. Then, set beginning of the
action from testing image sequences using the first index
of (1/2)T -frames scanning window. (3/4)T -frames, T-frames
and (5/4) T -frames scanning windows are used to scan the
images and classify the produced feature vectors from the
T-frames database. The maximum value similarity S is used
to obtain the result. The difference rate R is used to find the
end of the action which occurs when the difference R is





where Dc is the absolute distance of the feature vec-
tor between the current scanning window and the train-
ing database; Dl is the absolute distance of the feature
vector between the last scanning window and the training
database. Finally, the system labels one of actions in the
image sequences and uses (1/4) T -frames scanning window
to find the next action in the video. In the experiment, set
T = 100 and Fig. 25 shows an overview of auto labeling.
VIII. CONCLUSION
This paper presents an approach for real-world applications
which automatically labels the beginning and ending of an
action sequence. The system uses the proposed view-invariant
features to address multi-view action recognition from dif-
ferent perspectives for accurate and robust action recogni-
tion. The view-invariant features are obtained by extracting
holistic features from different temporal scale clouds, which
are modeled on the explicit global, spatial and temporal
distribution of interest points. The experiments on the KTH
and WEIZ- MANN datasets demonstrate that using view-
invariant features obtained by extracting holistic features
from clouds of interest points is highly discriminative and
more robust for recognizing actions under different view
changes. The experiments also show the proposed approach
performs well with cross-tested datasets using previously
trained data, which means there is no need to re-train the
system if the scenario changes.
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