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C. Enyioha, M. A. Rahimian, G. J. Pappas and A. Jadbabaie †
Abstract—In this paper, we study controllability of a network
of linear single-integrator agents when the network size goes
to infinity. We first investigate the effect of increasing size by
injecting an input at every node and requiring that network
controllability Gramian remain well-conditioned with the in-
creasing dimension. We provide theoretical justification to the
intuition that high degree nodes pose a challenge to network
controllability. In particular, the controllability Gramian for the
networks with bounded maximum degrees is shown to remain
well-conditioned even as the network size goes to infinity. In the
canonical cases of star, chain and ring networks, we also provide
closed-form expressions which bound the condition number of
the controllability Gramian in terms of the network size. We
next consider the effect of the choice and number of leader
nodes by actuating only a subset of nodes and considering the
least eigenvalue of the Gramian as the network size increases.
Accordingly, while a directed star topology can never be made
controllable for all sizes by injecting an input just at a fraction
f < 1 of nodes; for path or cycle networks, the designer can
actuate a non-zero fraction of nodes and spread them throughout
the network in such way that the least eigenvalue of the Gramians
remain bounded away from zero with the increasing size. The
results offer interesting insights on the challenges of control in
large networks and with high-degree nodes.
I. INTRODUCTION & BACKGROUND
The literature on the control of networks is vast and con-
tinues to attract much attention amongst diverse communities
ranging from controls and theoretical physics to biology and
applied sciences. In [1] for instance, an interpretation of the
controllability matrix is presented and applied to networks in
biology for monitoring protein concentrations; while in [2],
controllability of Brain networks is investigated.
In the control community as well, Pasqualetti et al. in
[3] study the problem of controlling complex networks and
quantify the difficulty of the control problem as a function of
the minimum energy control. There, they also derived bounds
to analyze the trade-off between control energy and number
of driver nodes. Whereas earlier works started by [4] and later
carried through by Mesbahi, Egerstedt and their collaborators
[5], [6] have been focused on Laplacian dynamics, where
leader nodes update their state values based on exogenous
inputs and non-leader nodes update their states according to
their relative states with their neighbors. Existing literature on
controllability of networks has mostly focused on undirected
networks.
In this paper, we consider the problem of controllability
for a directed or undirected network of linear single-integrator
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agents and investigate the core challenges of control as net-
work size increases. To begin, we assume that each agent
is injected with an exogenous control signal and there our
primary contribution is in bounding the condition number of
the controllability Gramian in terms of the singular values
of the network matrix, such that the Gramian remains nu-
merically stable with the increasing dimension. In particular,
we show that in structures with a bounded maximum degree
the controllability Gramian remains well-conditioned even as
the network size increases. Controllability of large networks
and the interplay between structure and degree distribution has
been a focus of recent studies [7], [8]. Our results supplement
the existing literature by providing the Gramian condition
number as a metric to test controllability with the increasing
network size; hence, highlighting the challenges posed by the
high degree nodes on the network controllability. We next shift
attention to the choice of leaders, i.e. exogenously actuated
nodes, in the canonical cases of star, path and cycle networks
and point out their main difference with respect to the spectral
radius of the controllability Gramian inverse. In particular,
while the star network can never be made controllable for
all sizes just by selecting a fraction f < 1 of nodes as leaders,
in cases of the path and ring networks, one can select a non-
zero fraction of nodes and spread them across the network to
maintain controllability with the increasing size.
The rest of this paper is organized as follows. The model and
problem formulation are presented in Section II. In Section III,
we present our main result on the numerical stability of
the Gramian with the increasing dimension, and follow up
with illustrations on canonical networks. In section IV, we
investigate the effect of the ratio and location of designated
leader nodes on the controllability properties of star, path
and cycle networks and with the increasing sizes. Concluding
remarks are provided in Section V.
II. PRELIMINARIES
A. Network Information Flow Graph
Throughout the paper, R is the set of all real numbers,
N is the set of all natural numbers, N ∈ N denotes the
network size, and N = {1, . . . , N}. Matrices are represented
by capital letters, vectors are expressed by boldface lower-case
letters, and the superscript T indicates the matrix transpose.
Moreover, for a matrix D, [D]ij indicates the element of D
which is located at its i−th row and j−th column, and D is
symmetric if D = DT . We denote as G = (N , E) a (directed
or undirected) graph comprising N nodes labeled by N , and
E ⊂ N × N the set of edges of G. Agents i and j are
called neighbors if (i, j) ∈ E , graphs are used to capture the
network information flow structure and we say that (i, j) is
an edge from i to j, and represent it by an arrow starting
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from i and ending at j. Given G, we denote the network
(weighted adjacency) matrix of the graph G by A ∈ RN×N ,
where the entries of A are such that [A]ji = 0 if edge
(i, j) 6∈ E . A is a symmetric matrix iff the graph is undirected
(symmetric). The eigenvalues of the matrix A are denoted
by λ1(A) ≥ λ2(A) ≥ . . . ≥ λN (A), and its the singular
values are denoted by σ1(A) ≥ σ2(A) ≥ . . . ≥ σN (A) and
given as {σ2i (A), i ∈ N} = {λi(AAT ), i ∈ N}. An infinite
network is a network G = (N , E), in which N is countably
infinite so that N ↔ N. A locally M -bounded network is a
network G = (N , E) together with its associated matrix A,
satisfying ∀j,∑i∈N |aji| < M , and ∀i,∑j∈N |aij | < M ,
where M <∞ is a bounded constant.
B. The Model
We consider a network of N single integrator agents, which
are labeled from 1 to N and whose interaction structure is
expressed by the graph G. We assume discrete-time dynamics
in the interaction of the networked agents and let xi, i ∈ N
represent the scalar state of agent i such that the temporal
evolution of the agents after a fixed initial time t0 ∈ N is
given by:
x(t+ 1) = Ax(t) +Bu(t), t > t0, t ∈ N, (1)
where A is the network (or adjacency) matrix de-
scribing the interaction links between agents, x(t) =
[x1(t), x2(t), . . . , xN (t)]
T is the state vector of the nodes,
B = I is the input matrix and u(t) ∈ Rn is an exogenous
control input signal injected at each node in the network. We
make the following assumptions in our modeling.
Assumption 1. The network matrix A is Schur stable; that is,
all its eigenvalues are strictly inside the unit circle.
Assumption 2. The input matrix B is an N × N diagonal
matrix, whose diagonal entries consist only of 0 and 1.
Remark 1. Notably, Assumption 2 is significant in that any
such choice of matrix B indicates a particular selection of
leader nodes, which are those nodes to which a designer has
access and can feed them with control signals. The diagonal
structure of B further implies that the leader nodes are driven
independently of each other. In particular setting B = I , to
imply that the exogenous control input signals are injected
at each node in the network, allows us to investigate the
controllability properties of the network as reflected through
the solution of (2) and solely determined by the network
matrix A. As we shall see, this feature plays a key role in
helping us characterize the influence of network size and
maximum degree on controllability, and is distinct from much
of the existing literature where the notion of driver nodes are
typically considered [3], [9], [10].
Assumption 3. The network matrix A is locally M -bounded.
Remark 2. It is worth highlighting that stability and control-
lability properties of A differ in the sense that while stability
of A is sensitive to perturbations in the network matrix A,
controllability is not. Rather controllability is sensitive to
structural changes. As such, if the given network matrix A
in (1) is not stable, it is possible to shift its eigenvalues to
make it Schur stable, by scaling its entries so that they lie
within the unit circle and without affecting its controllability
property. We shall make use of this feature when considering
a family of networks with a particular structure but of varying
sizes, as we can ensure that all network matrices are Schur
stable by uniformly scaling all members of the family by some
large enough constant γ.
C. Network Controllability Gramian, its Condition Number,
and Relation to Minimum Energy Control
The networked system in (1) is controllable if any state
x(t0) can be steered to the zero state 0 = x(t1), for some
finite t1 > t0 and using an appropriate input signal u(t), t0 ≤
t ≤ t1. This controllability condition for a Schur stable matrix
A is equivalent to requiring that the solution to the discrete
Lyapunov equation
AGcA
T −Gc = −BBT (2)
is invertible. The controllability Gramian is the symmetric
positive semi-definite matrix Gc that uniquely satisfies (2) and
is given by [11, Chapter 6],
Gc = lim
t→∞G(t), where, G(t) =
t∑
τ=0
AτBBT (AT )τ .
The controllability condition is equivalent to positive-
definiteness of Gc. The difficulty of control can be quan-
tified by the minimum amount of energy required to reach
a state x(t) = xdes from x(0) = 0, which is equal to
xTdesG
−1(t)xdes and can be achieved through the least norm
input u(τ) = u∗(τ) given by u∗(τ) = BT (AT )t−1−τG−1(t−
1)xdes for all τ ∈ [t − 1]. However, for A Schur stable per
Assumption 1, G(t) converges to Gc, exponentially fast and
for sufficiently large t, the two matrices can be made arbitrarily
close. In particular, if Gc is nearly singular, then large energy
inputs are required to reach those states xdes belonging to the
eigenspace of its least eigenvalue λN (Gc). This motivates the
use of the minimum eigenvalue of the controllability Gramian
in [3], and we adopt the same measure of the worst case
control effort when investigating the role of the choice and
fraction of leader nodes in Section IV.
Moreover, when investigating the problem of network con-
trollability with the increasing size, it becomes crucial for large
N that computations of G−1(t) for minimum energy control
remain numerically stable; that is, for G−1(t) to be well-
conditioned as the dimension N increases [12, Chapter III].
To this end, we require that the Gramian condition number,
κ(Gc) , σmax(Gc)/σmin(Gc), with σmax(Gc) and σmin(Gc)
being the maximal and minimal singular values of Gc, remain
bounded uniformly in N . This is especially important when we
guarantee that σmin(Gc) is bounded away from zero by taking
B = I , as then even though the network is controllable for any
finite N , for certain networks as N →∞ the Gramin condition
number grows unbounded. Examples of such networks are
star and complete networks, as shown in Fig. 1. Clearly,
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Fig. 1: The plot above depicts how the condition numbers
κ(Gc) of undirected star and complete networks grow un-
bounded as the network size N →∞.
the controllability Gramian for certain networks becomes ill-
conditioned as the network size increases. The importance
of condition number for the controllability Gramian and the
network control problem is also highlighted in [13], [14]
and our main results in the next section provide a sufficient
characterization of the networks for which κ(Gc) remains
bounded as N →∞.
III. CONTROLLABILITY & BOUNDED DEGREES
As a key insight, in this section we characterize how the
increasing local degrees in a network hinders its controllability
property. The main result of this section provides a theoretical
justification to this intuition, resulting in a sufficient condition
for having a well-conditioned Gramian as network size in-
creases. First, we state a lemma bounding the singular values
of the Controllability Gramian which we use in the sequel.
Lemma 1 ([15]). Let the matrix A in (1) be asymptotically
stable such that the solution Gc = GTc  0 to (2) exists.
Furthermore, let α1 ≥ . . . ≥ αN be the eigenvalues of Gc,
β1 ≥ . . . ≥ βN be the eigenvalues of B, Re(λ1) ≥ . . . ≥
Re(λN ) be the eigenvalues of A, and 1 > σ21 ≥ . . . ≥ σ2N
be the eigenvalues of AAT . Then, the eigenvalues of Gc are
upper and lower bounded by βi +
σ2NβN
1−σ2N
≤ αi ≤ βi + β1σ
2
1
1−σ21 ,∀i ∈ N .
Proof: The proof is a direct consequence of the Ostrosky
inequalities for the eigenvalue of a sum of symmetric matrices
and for the eigenvalue of a matrix product. We refer readers to
[15, Theorem 3.1] for proof of Lemma 1. Similar and related
results are presented in [16] and [17].
Observe that since Gc = GTc , its singular values and
eigenvalues coincide and Lemma 1 can be used to bound the
condition number of controllability Gramian for the network
model given by (1) under the Assumptions 1 to 3.
Theorem 2. Given B = I , together with Assumptions 1
and 3 for the network model (1), the condition number of
the controllability Gramian κ(Gc) is bounded in terms of the
singular values of the network matrix A, as follows:
κ(Gc) =
σ1(Gc)
σN (Gc)
≤ 1− σ
2
N (A)
1− σ21(A)
. (3)
Proof: First since B = I , βi = 1,∀i and the spectral
bounds of Gc from Lemma 1 become
1
1− σ2N
≤ αi ≤ 1
1− σ21
,∀i ∈ N . (4)
We can now upper bound κ(Gc) as in (3), noting that κ(Gc)
is trivially lower bounded by 1.
The bounds in (3) are in terms of the singular values of the
network matrix A, and the following result attributed to Schur
allows us to uniformly bound σ2i (A),∀i ∈ N of an adjacency
matrix A, provided that its maximum degree does not scale
with the network size N .
Lemma 3. (Schur Bound [18]) Let A be an N × N locally
M -bounded network matrix; then its largest singular value
satisfies σ21(A) ≤M2.
Proof: For all i, j ∈ N , let Ri =
∑
k∈N |[A]ik| and Cj =∑
k∈N |[A]kj |. It follows by the Schur Bound [18], [19], that
σ2(A) ≤ maxi∈N
∑
j∈N |[A]ij |Cj ≤ maxi,j∈N ,[A]ij 6=0RiCj ,
and by locally M -boundedness we get that Ri < M and Cj <
M , ∀i, j ∈ N , so that the claimed bound follows.
Lemma 3 implies that for locally bounded networks and
after a proper normalization to ensure it is Schur stable, we
can derive upper bounds for κ(Gc) that does not scale with the
network size N and hence ensure controllability as N →∞.
This leads us to our main result on controllability of locally
bounded infinite networks.
Theorem 4. Let A be the network matrix corresponding to
a locally M -bounded network and γ > M constant. The
condition number of the Gramian for a network, following
the dynamics in (1) with network matrix 1γA and the input
matrix B = I , is bounded uniformly in N , whence the Con-
trollability Gramian is guaranteed to remain well-conditioned
as N →∞.
Proof: It follows from Lemma 3 that the singular values
of 1γA are bounded above by
M
γ < 1. Replacing the latter
inequality in (3) and noting that 1γA is Schur stable we get
κ(Gc) ≤ 1− σ
2
N (A)
1− σ21(A)
≤ γ
2
γ2 −M2 <∞. (5)
Remark 3. The result of Theorem 4 is to a great extent an
artifact of our methodology. In particular, by taking B = I the
minimum eigenvalue αN of Gc is lower-bounded by one and
away from zero per (4). Indeed, setting B = I and allowing
for an input signal to be injected at every node of the network
factors out the variety of structural and dynamical influences
that affect the control behavior, whence singling out the effect
of network size N . This in turn enables us to highlight the role
of maximum degree, or more generally local boundedness, in
controllability of large networks. Our result shows that though
for each finite N the network is controllable, as N goes to
infinity being locally-bounded is a sufficient condition for the
controllability Gramian to remain well-conditioned.
By considering the condition number of the controllability
Gramian, we are able to use bounds on κ(Gc) to investigate
the effect of network size N , and the limiting behavior as
N →∞. This idea is explored further in the next subsection,
where we consider the cases of star, path and cycle networks
and proffer closed form expressions for the upper-bound in
(3).
A. Bounds on Condition Numbers for Canonical Networks
In this subsection, we illustrate our key result on some
canonical graphs. For the cases considered, we compute
bounds on κ(Gc) and consider the limit as N → ∞ of
κ(Gc). In each case, based on the premise of Theorem 4 and
per Remark 2, we scale the 0 − 1 adjacency matrices by a
common constant γ to ensure the Schur stability of 1γA for
every network in the range of sizes considered.
Undirected star graphs on N nodes have eigenvalues
that are given by λi = 0, ∀i ∈ {2, . . . , N − 1}, and
λN = −
√
N − 1, λ1 = +
√
N − 1 [20]. Based on (5) in
the proof of Theorem 4, we can bound κ(Gc) as follows:
κ(Gc) ≤ γ
2
γ2−(N−1) . First, we note that star networks do not
satisfy the premise of Theorem 4, since its maximum degree
is not bounded as N →∞. As shown in Fig. 1, a star network
is a perfect archetype of networks that become uncontrollable
since its maximum degree is unbounded as N →∞, causing
the condition number of its associated Gramian, κ(Gc) to grow
unbounded as N →∞.
Undirected path graphs have a maximum degree of two
that is constant, hence bounded, as the network size N →∞.
The eigenvalues of an undirected path network with N nodes
are given by λi = 2 cos
(
ipi
N+1
)
, ∀i ∈ N [20]. Hence, κ(Gc)
for a path network is upper bounded by
κ(Gc) ≤
1−
(
2 cos( bN/2cpiN+1 )
γ
)2
1−
(
2 cos( piN+1 )
γ
)2 = γ2 − 4 cos2
(
bN/2cpi
N+1
)
γ2 − 4 cos2
(
pi
N+1
) .
As N → ∞, we can see that the upper bound of κ(Gc) in
undirected path graphs, as shown in Fig. 3, is bounded, and
approaches its bound from below. Specifically, as N → ∞,
cos2( piN+1 )→ 1 and cos2
(
bN/2cpi
N+1
)
→ 0, so that κ(Gc) for a
path network is essentially upper bounded by γ
2
γ2−4 .
Undirected ring graphs remain locally bounded as the
network size increases, similarly to undirected path graphs.
The eigenvalues of a ring network of size N is given by
λi = 2 cos
(
2pi(i−1)
N
)
, i ∈ {1, . . . , N}; hence, the condition
number of the controllability Grammian for a ring network is
upper bounded as κ(Gc) ≤ γ
2−4 cos2( bN/2cpiN )
γ2−4 . The behavior
of the upper bound on κ(Gc) is similar to that of the Path
graph. Shown in Fig. 3, the periodic spikes observed in the
plot are due to the term 4 cos2
(
bN/2cpi
N
)
. In particular, for
low values of N , the differences in the values of bN/2cpiN are
higher; and as N increases, the differences reduce, resulting
in the evening out of the ‘saw-tooth’ observed for low values
of N ; and as N →∞ the term 4 cos2( bN/2cpiN ) approaches 0.
Observe that for both path and ring graphs we get the same
asymptotic bound of γ
2
γ2−4 , also captured by Fig. 3; and indeed,
it is to be expected that ring and path networks should behave
increasingly similar to each other as N →∞.
Undirected complete graphs do not satisfy the premise of
Theorem 4. In particular, the eigenvalues of an undirected
complete network are given by λ1 = N − 1, λi = −1,
∀i ∈ {2, . . . , N}. Hence, the condition number of the control-
lability Gramian for a complete network is upper bounded by
κ(Gc) ≤ γ
2−1
γ2−(N−1)2 . Like star networks, complete networks
are not locally bounded as N → ∞. Hence, the sufficient
conditions in Theorem 4 are not satisfied and as we observed
in Fig. 1, κ(Gc) for complete graphs grows unbounded with
increasing network size.
Directed star networks have a constant condition number
on the controllability Gramian, even though the bound on
κ(Gc) increases unbounded with as N →∞. This observation
is intuitive, since an application of control input at the central
node affects other nodes to control the network, implying that
the network can be controlled with low energy. The squared
singular values of a directed star networks with edge orien-
tation as shown in Fig. 2a are σ2i = 0,∀i ∈ {1, . . . , N − 1}
and σ2N = N − 1. Substituting these into (3), we have that
κ(Gc) ≤ γ
2
γ2−(N−1)2 , where for the range of values that
N takes, the sale factor γ is such that it dominates the
largest N , thence for the directed star the bound increases as
N increases. Numerical experiments indicate that the actual
condition number of the Gramian associated with the directed
star network is bounded, pointing out that locally-boundedness
in Theorem 4 is a sufficient but not necessary condition.
Directed path networks have maximum degree that is
bounded as N → ∞. For directed path graphs with edge
orientation shown in Fig. 2b, the squared singular values are
σ2i = 1, for i = 1, . . . , N − 1 and σ2N = 0, which yield an
upper bound of κ(Gc) ≤ γ
2
γ−1 , applying (3). Observe that the
bound is constant; in fact, κ(Gc) = γ
2
γ−1 , ∀ N and as N →∞,
in directed path networks.
Directed ring networks with edge orientation as shown in
Fig. 2c have squared singular values given as σ2i = 1, ∀i ∈ N .
From (3) we can get the bound κ(Gc) ≤ 1, which is constant
and in fact binding: κ(Gc) = 1,∀ N and as N →∞.
IV. CONTROLLABILITY & FRACTION OF LEADERS IN
DIRECTED CANONICAL STRUCTURES
Thus far, in analyzing the effect of increasing size on
network controllability, we have assumed that all nodes are
injected with an input, so that B = I . In this section, we
study how the fraction and spread of leaders in the three
0 10 20 30 40 50 60 70 80 90 100
0
50
100
150
200
250
Network size
k(G
) a
nd
 its
 up
pe
rbo
un
d
 
 
k(G) for a Path graph
upperbound for Path graph
k(G) for a Ring graph
upperbound for Ring graph
Fig. 3: Gramian condition numbers for ring and path graphs.
directed structures (depicted in Fig. 2), affect their control-
lability properties. Thence, rather than set the input matrix
B = I , we inject the inputs only into a subset of nodes,
dubbed leaders. While condition number has been effective in
investigating the effects of increasing size in Section III, here
we adopt minimum required energy in the worst case captured
by 1/λN (Gc) as the measure of interest for investigating the
role of leader nodes.
To begin, consider the cases of the star and path network in
Figs. 2a and 2b with their respective N ×N adjacencies As
and Ap given by
As =

0 0 · · · 0
1 0 · · · 0
...
...
. . .
...
1 0 · · · 0
 , Ap =

0 0 0 · · · 0
1 0 . .
. ...
0
. . .
. . . 0
...
. . .
. . . 0 0
0 . . . 0 1 0

.
We can now replace the scaled adjacencies 1γAs and
1
γAp in
(2) and with B given per Assumption 2, we can solve for the
corresponding Gramians Gsc and G
p
c as follows.
Directed star networks have a controllability Gramian
Gsc whose entries are given by [G
s
c]11 = [B]11, [G
s
c]ii =
γ−2[Gsc]11 + [B]ii,∀i > 1, [Gsc]j1 = [Gsc]1j = [B]1j = 0,
∀j > 1, and [Gsc]ij = γ−2[Gsc]11, ∀j > 1, j 6= i. In particular,
all entries on the first row of the Gramian are zero except for
the 1, 1 entry which is equal to [B]11. Hence, in order for a star
topology to be controllable the designer should always select
the first (central) node as a leader. Further calculation of the
eigenvalues indicate that we alway need to select all but one
peripheral node of the star network to order to have a full rank
Gramian or a controllable network, λN (Gsc) > 0. Therefore,
there is no fraction f < 1 of nodes that can be chosen to
ensure controllability of a star network, as N → ∞. This
behavior is in sharp contrast with the directed path and cycle
topologies analyzed next. In the latter cases, although no finite
collection of leaders can ensure controllability as N → ∞,
the designer can still select an asymptotically non-vanishing
fraction of nodes as leaders and obtain a controllable ring or
path network for all N and as N →∞.
Directed path networks have a diagonal controllability
Gramian Gpc whose diagonal entries are give by [G
p
c ]ii =∑i
k=1 γ
2(k−i)[B]kk,∀i. The eigenvalues of Gpc are the same
as its diagonal entries, and the designer would again need to
select the first (root) node if the system is to be controllable.
However, with just the root node as the leader λN (Gpc) =
γ2(1−N) → 0 as N → ∞ so that injecting the input just at
the first node cannot ensure the controllability of an infinite
integrator chain with the increasing length. Indeed, with any
finite collection of leaders it follows that the distance to the
leader nodes grows for the nodes further through the chain and
the minimum eigenvalue of the Gramian would approach zero
geometrically fast as N →∞. On the other hand, by selecting
a non-zero fraction f of nodes as leaders and spreading them
uniformly throughout the chain one can ensure a distance
of at most 1/f to the closest leader for every node in the
chain and the above calculation of the Gramian would then
imply a lower bound of λN (Gpc) ≥ γ−2/f , which holds even
as N → ∞. By selecting a non-zero fraction of nodes and
spreading them uniformly throughout the network, the designer
can ensure the controllability of an infinite integrator chain.
The numerical experiments in what follows indicate that this
observation applies also to the case of networks with directed
ring topology.
Directed ring networks demonstrate an asymptotic behavior
that resembles that of the path networks as N → ∞. Here,
we investigate the effect of the fraction of leaders on the least
eigenvalue of the Gramian in a ring network of 800 nodes. To
this end, we first divide the nodes into consecutive blocks of a
fixed length and with varying number of leader nodes at each
block. We next consider the effect of varying the block length
by fixing only one leader at each block and increasing the
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(a) A directed 5−node star network
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(b) A directed 5−node path network
1
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(c) A directed 5−node ring network
Fig. 2: Edge orientations of Directed Graphs considered
block length. The two experiments in Fig. 4 indicate although
the worst case least control effort decreases with the increasing
fraction of leader nodes, when a single leader is fixed at each
block better control can be achieved with a smaller fraction of
leaders, since the leaders are better spread throughout the the
network. Indeed, in the extreme case where all the leaders are
clustered together then no fraction f < 1 of leaders can ensure
controllability as N increases. This can be attributed to the fact
that even though the number of leader nodes increases with
the network size, when all the leaders are clustered together
and not spread through the network there will always be some
nodes in the network that get arbitrarily far from all the leader
as the network size increases.
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Fig. 4: Effect of the fraction and spread of leaders for an 800-
node directed cycle network: putting a single leader in each
block and varying the block lengths over the first 11 divisors
of 800 for the green curve; and fixing block length at 20 and
increasing the number of nodes at each block for blue curve.
V. CONCLUSIONS
In this paper, we investigated the controllability of a linear
single integrator network as the number of nodes increases.
We first injected input signals at every node and required
the controllability Gramian to remain well-conditioned even
as the network size increases. Accordingly, with a proper
normalization that is uniform in the size of the network,
the Gramian condition number for graphs with a bounded
maximum degrees was shown to remain bounded, uniformly
in the size. The results provide theoretical insights on the
challenges of controllability for large networks in general,
and highlights the role of bounded degrees in particular.
Furthermore, we proffered bounds on the condition number
of the controllability Gramian, which in the cases of cycle,
path or star topologies were expressible in terms of the
network size and could guarantee numerical stability with
the increasing dimension. We next shifted our attention to
the question of choice and number of leader nodes for large
networks, and showed that while a star topology can never
be made controllable for all N by selecting any fixed fraction
f < 1 of nodes as leaders; in the cases of path and ring
networks, by selecting a non-zero fraction of nodes as leaders
and having them spread across the network such that no nodes
gets arbitrarily far from all leaders, the designer can ensure
that the minimum eigenvalue of the Gramian is bounded away
from zero even as the network size increases. This distinction
between the star topology and path or rings with respect to
the required asymptotic fraction of leaders for controllability
with the increasing size, further highlights the challenges
imposed by the high-degree nodes on the controllability of
large networks.
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