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Abstract. In this paper, we construct and analyze an energy stable scheme by
combining the latest developed scalar auxiliary variable (SAV) approach and lin-
ear finite element method (FEM) for phase field crystal (PFC) model, and show
rigorously that the scheme is first-order in time and second-order in space for the
L2 and H−1 gradient flow equations. To reduce efficiently computational cost and
capture accurately the phase interface, we give a simple adaptive strategy, equipped
with a posteriori gradient estimator, i.e. L2 norm of the recovered gradient. Ex-
tensive numerical experiments are presented to verify our theoretical results and to
demonstrate the effectiveness and accuracy of our proposed method.
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1. Introduction
The phase field crystal (PFC) model [1,2] was proposed as an approach to simulate
crystals at the atomic scale but on a coarse-grained diffusive time scale [4]. Many
physical processes, such as the formation of ordered structures, phase separation of
polynary systems, can be described using this model. The PFC model can also explain
elastic and plastic deformations of the lattice, dislocations, grain boundaries, multiple
crystal orientations and many other observable phenomena [4, 6].
There are several kinds of PFC models. In general, they can be classified into two
classes according to characteristic length scale: one-length-scale and multi-length-scale.
One-length-scale PFC models can be used to describe the phase behavior of periodic
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structures [7–9]. Accordingly, multi-length-scale PFC models can be employed to ex-
plain the formation of quasicrystals [10,11]. In this work, we focus on the development
of numerical methods of one-length-scale PFC model. In particular, the classic Landau-
Brazovskii (LB) model [7,12,13] will be used to demonstrate our proposed method. The
LB model was built to investigate the character of phase transition. It has been dis-
covered in many scientific fields. For example, the LB model can be derived from more
complicated self-consistent field theory of diblock copolymers [14]. Compared with the
typical Swift-Hohenberg (SH) model with double-well bulk energy [8], LB energy func-
tional includes a cubic term which can be used to study the first-order phase transition.
The L2 (Allen-Cahn) or H−1 (Cahn-Hilliard) gradient flow equation is usually
adopted to describe the dynamic behavior of the phase-field or PFC model. These
dynamic equations are time-dependent nonlinear partial differential equations (PDEs).
It is hard to find non-trivial analytical solutions. Therefore, numerically solving these
nonlinear PDEs is an efficient approach. To guarantee convergence, numerical schemes
of these equations are required to satisfy the energy dissipation property. Meanwhile,
an accurate and efficient approach should be designed to deal with nonlinear terms.
In terms of time discretization, there have been several effective methods which can
preserve energy dissipation law, including the convex splitting method [4, 15–21], sta-
bilized approach [22–25], invariant energy quadratization (IEQ) method [19, 26] and
recently developed scalar auxiliary variable (SAV) approach [29]. By introduing a scale
auxiliary variable to the nonlinear part of energy functional, the SAV approach has a
modified energy dissipation property for a large class of gradient flows. The convergent
and error analysis of semi-discrete SAV scheme has been given by Shen and Xu [41].
The analysis of energy stability and convergence of fully discretized SAV block-centered
finite difference method has been established for gradient flows [40]. More studies about
the PFC problem can be found in recent literature [16,17,43–45].
In the study to the PFC model, finite difference methods [2–5, 46] or spectral
methods [27–29] are limited to regular regions, such as two-dimensional square re-
gion or three-dimensional cube region. For complex geometries, finite element method
(FEM) [30, 42, 55] is a better choice. Furthermore, the FEM can be further combined
with adaptive technologies, which are well suitable for the phase behavior of PFC
models, such as the formation of ordered structures, phase transition processes, and
coarse-grained processes. The adaptive method can effectively decrease the cost of
computing and accurately capture the phase interface.
In this work, we will combine SAV time discretization and FEM spatial discretiza-
tion to solve the gradient flow equation of LB model. Based on the energy dissipation
and the SAV scheme, the derivation process of H2 bounds of the solution is shown in
detail. For our fully discrete scheme, we demonstrate its energy stability, and carry
out error estimate. Applying our method, we can effectively simulate the mesoscale
self-assembly of the diblock copolymer system in two-dimensional convex geometries.
In addition, we will consider an adaptive FEM for the PFC model. There are many
adaptive finite element methods for phase field equation [49–53]. To reduce compu-
tational cost, we first apply an adaptive method which is effective against phase field
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equation to the PFC model. Numerical results demonstrate that directly using the
gradient as the indicator is more efficient than the posterior error estimator does in
solving this problem. Since the gradient obtained from the numerical solution may
be discontinuous, therefore, a smooth recovered gradient is employed as the adaptive
indicator in our adaptive FEM.
The rest of this paper is organized as follows. In Sec. 2, we introduce the LB free
energy functional and take the L2 gradient flow as an example to derive its Allen-Cahn
dynamic equation. Sec. 3 details our numerical method, which consists of discretization
schemes, energy dissipation and error estimate for L2 and H−1 dynamical equations.
In Sec. 4, numerical experiments are given to illustrate the accuracy and effectiveness
of our scheme. Several standard ordered structures on two-dimensional convex regions
are also obtained in this section. Sec. 5 gives a simple but efficient adaptive FEM to
PFC model. In Sec. 6, we give conclusions and outlooks.
2. Physical model
The dimensionless free energy functional of LB model is [13]
E(φ(r)) =
∫
Ω
{
ξ2
2
[(∇2 + 1)φ(r)]2 + α
2
[φ(r)]2 − γ
3!
[φ(r)]3 +
1
4!
[φ(r)]4
}
dr. (2.1)
where Ω is a two dimensional bounded domain with Lipschitz boundary ∂Ω, φ is the
density deviation of a kind of monomer from the disordered phase, ξ, α and γ are the
parameters of the model, ∇2 is the Laplace operator.
The gradient flow of LB model is
φt = LδE
δφ
, (2.2)
where L is a negative operator. For L2 gradient flow L = −I, while for H−1 gradient
flow, L = ∇2. For brevity, in the following, we take the L2 gradient flow as an example
to derive the Allen-Cahn dynamical equation. The H−1 gradient flow equation can be
derived similarly.
Now we will give the boundary conditions to guarantee the energy dissipation prop-
erty of the Allen-Cahn dynamical equation. Denote that
N (φ) := α
2
φ2 − γ
3!
φ3 +
1
4!
φ4, (2.3)
then
N ′(φ) = αφ− γ
2
φ2 +
1
3!
φ3, N ′′(φ) = α− γφ+ 1
2
φ2, (2.4)
therefore, the LB model becomes
E(φ(r)) =
∫
Ω
{
ξ2
2
[(∇2 + 1)φ]2 +N (φ)
}
dr. (2.5)
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The free energy E take a derivative with respect to time t is
∂E(φ)
∂t
=
∫
Ω
{ξ2[(∇2 + 1)φ(∇2 + 1)φt] +N ′(φ)φt}dr
=
∫
Ω
[ξ2(∇2 + 1)φ+N ′(φ)]φtdr + ξ2
∫
Ω
(∇2 + 1)φ∇2φtdr
=
∫
Ω
[ξ2(∇2 + 1)φ+N ′(φ)]φtdr + ξ2
∫
∂Ω
(∇2 + 1)φ∇φt · ndS
−ξ2
∫
Ω
∇(∇2 + 1)φ · ∇φtdr
=
∫
Ω
[ξ2(∇2 + 1)φ+N ′(φ)]φtdr + ξ2
∫
∂Ω
(∇2 + 1)φ∇φt · ndS
−ξ2
∫
∂Ω
∇(∇2 + 1)φ · nφtdS + ξ2
∫
Ω
∇2(∇2 + 1)φφtdr,
here we introduce two Neumann boundary conditions
∇φ · n|∂Ω = 0, ∇(∇2 + 1)φ · n|∂Ω = 0, (2.6)
then
∂E(φ)
∂t
=
∫
Ω
[ξ2(∇2 + 1)2φ+N ′(φ)]φtdr. (2.7)
Define a function space W (Ω) as
W (Ω) := {w ∈ H2(Ω) : ∇w · n|∂Ω = 0,∇(∇2 + 1)w · n|∂Ω = 0}. (2.8)
In the sense of the Gateaux differential for all v ∈W (Ω), we have the following equation(
δE
δφ
, v
)
=
d
dθ
E(φ+ θv)|θ=0
= lim
θ→0
1
θ
[E(φ+ θv)− E(φ)]
=
(
ξ2(∇2 + 1)2φ+N ′(φ), v),
where φ ∈ W (Ω), (·, ·) denote the L2 inner product. According to the variational
principle, we have
δE
δφ
= ξ2(∇2 + 1)2φ+N ′(φ). (2.9)
From Eqns. (2.2), (2.7) and (2.9), it is easy to verify
∂E(φ)
∂t
= −
∫
Ω
[ξ2(∇2 + 1)2φ+N ′(φ)]2dr ≤ 0. (2.10)
Therefore, Allen-Cahn equation (2.2) satisfies energy dissipation with the Neumann
boundary conditons (2.6).
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Combining Eqns. (2.2), (2.3), (2.6) and (2.9), the governing equation can be written
as
φt = −ξ2(∇2 + 1)2φ−N ′(φ), (2.11a)
∇φ · n|∂Ω = 0, ∇(∇2 + 1)φ · n|∂Ω = 0. (2.11b)
By introducing a new function ψ = (∇2 + 1)φ, we can write Eqns. (2.11) as the
coupled system
φt = −ξ2(∇2 + 1)ψ −N ′(φ), (2.12a)
ψ = (∇2 + 1)φ, (2.12b)
∇φ · n|∂Ω = 0, ∇ψ · n|∂Ω = 0. (2.12c)
Remark 2.1 The splitting technique used in Eqns. (2.12) is valid for convex re-
gions [37].
3. Numerical Methods
The main aim of this section is to propose numerical methods to solve the gradient
flows of LB model. For brevity, for the Allen-Cahn equation, we first present the
discretization scheme, prove the energy stability, and give the error estimate in detail.
Then the corresponding results about the Cahn-Hilliard equation are also given.
3.1. SAV discretization
Recently, Shen et al. proposed an efficient time discretization scheme, i.e., the SAV
scheme, to a class of gradient flows [29]. Here, we shall apply the idea of the SAV
approach to discretize Eqns. (2.12) in time direction.
Let E1(φ) =
∫
ΩN (φ)dr. Then we introduce the scalar auxiliary variable s =√E1(φ) +D0, where D0 is a constant to ensure E1(φ) +D0 ≥ 0, and write Eqns. (2.12)
as
φt = −
{
ξ2(∇2 + 1)ψ + u(φ)s} , (3.1a)
ψ = (∇2 + 1)φ, (3.1b)
st =
1
2
∫
Ω
u(φ)φtdr, (3.1c)
where u(φ) := N
′(φ)√
E1(φ)+D0
.
Assume ∆t is a fixed time step and φn is the approximation of φ(r, tn) at time
tn = n∆t, we can construct the first-order SAV scheme:
φn+1 − φn
∆t
= −{ξ2(∇2 + 1)ψn+1 + u(φn)sn+1}, (3.2a)
ψn+1 = (∇2 + 1)φn+1, (3.2b)
sn+1 − sn = 1
2
(
u(φn), φn+1 − φn). (3.2c)
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Remark 3.1 The higher-order schemes based on SAV technique can be easily
constructed, see Ref. [29] for more details.
3.2. FEM discretization
We discretize Eqns. (3.2) in space using the FEM. Let V (Ω) denote both the trial
and test function spaces
V (Ω) := {w ∈ H1(Ω) : ∇w · n|∂Ω = 0}. (3.3)
The corresponding Galerkin form of Eqns. (3.2) can be stated as follows: for ∀v ∈ V ,
find φ, ψ ∈ V such that:(
φn+1 − φn
∆t
, v
)
= −{ξ2(ψn+1, v)− ξ2(∇ψn+1,∇v)+ (u(φn), v)sn+1}, (3.4a)(
ψn+1, v
)
=
(
φn+1, v
)− (∇φn+1,∇v), (3.4b)
sn+1 − sn = 1
2
(
u(φn), φn+1 − φn). (3.4c)
Let Th be a comforming mesh of Ω with h = max
k∈Th
{hτ}, τ be line segment in 1D or
triangle in 2D, and Vh be the linear finite element space over Th defined by
Vh := {w ∈ H1(Ω) : w|τ ∈ P1(τ),∀k ∈ Th}.
Thus, Eqns. (3.4) is transformed as follow: find φh, ψh ∈ Vh, such that for ∀vh ∈ Vh:(
φn+1h − φnh
∆t
, vh
)
= −{ξ2(ψn+1h , vh)− ξ2(∇ψn+1h ,∇vh)+ (u(φnh), vh)sn+1h }, (3.5a)(
ψn+1h , vh
)
=
(
φn+1h , vh
)− (∇φn+1h ,∇vh), (3.5b)
sn+1h − snh =
1
2
(
u(φnh), φ
n+1
h − φnh
)
, (3.5c)
3.3. Energy stability
We shall prove the energy stability of Eqns. (3.5). The norm of L2(Ω) is denoted
by ‖ · ‖.
Theorem 3.1 If we denote the modified energy
E˜(ψ, s) := ξ
2
2
‖ψ‖2 + s2,
then Eqns. (3.5) is unconditionally energy stable with the modified energy.
Proof: We take vh = φ
n+1
h − φnh in Eqn. (3.5a) , and find
1
∆t
‖φn+1h − φnh‖2 + ξ2
(
ψn+1h , φ
n+1
h − φnh
)− ξ2(∇ψn+1h ,∇(φn+1h − φnh))
+
(
u(φnh), φ
n+1
h − φnh
)
sn+1h = 0.
(3.6)
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According to Eqn. (3.5b), we have(
ψnh , vh
)
=
(
φnh, vh
)− (∇φnh,∇vh). (3.7)
Substracting Eqn. (3.5b) by Eqn. (3.7), we have(
ψn+1h − ψnh , vh
)
=
(
φn+1h − φnh, vh
)− (∇(φn+1h − φnh),∇vh). (3.8)
Setting vh = ψ
n+1
h to Eqn. (3.8) and using the identity
(a− b, 2a) = |a|2 − |b|2 + |a− b|2,
we have (
φn+1h − φnh, ψn+1h
)− (∇(φn+1h − φnh),∇ψn+1h )
=
(
ψn+1h − ψnh , ψn+1h
)
=
1
2
(‖ψn+1h ‖2 − ‖ψnh‖2 + ‖ψn+1h − ψnh‖2).
(3.9)
Multiplying Eqn. (3.5c) with 2sn+1h , we obtain(
u(φnh), φ
n+1
h − φnh
)
sn+1h
= 2(sn+1h − snh)sn+1h
= (sn+1h )
2 − (snh)2 + (sn+1h − snh)2.
(3.10)
Substituting Eqn. (3.9) and Eqn. (3.10) into Eqn. (3.6), we have
1
∆t
‖φn+1h − φnh‖2 +
ξ2
2
‖ψn+1h ‖2 −
ξ2
2
‖ψnh‖2
+
ξ2
2
‖ψn+1h − ψnh‖2 + (sn+1h )2 − (snh)2 + (sn+1h − snh)2 = 0.
(3.11)
Then the discretized energy dissipative property is satisfied, i.e.
E˜(ψn+1h , sn+1h )− E˜(ψnh , snh)
= −{ 1
∆t
‖φn+1h − φnh‖2 +
ξ2
2
‖ψn+1h − ψnh‖2 + (sn+1h − snh)2
}
≤ 0.
(3.12)
The energy stability of Eqns. (3.5) is derived for the modified free energy E˜(ψ, s),
not for the original one E(φ), owing to the introduction of a function ψ and a scaler
variable s in the constructing processes of Eqns. (3.5). The modified free energy plays
an important role in the error analysis of the discrete scheme.
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3.4. Error estimate
We first give some lemmas below.
Lemma 3.1 Assume φ0 := φ(0) ∈ H2. Let φ(t) be solutions of Eqns. (3.1). There
exists a constant C depending only on Ω and φ0 such that,
‖φ(t)‖H2 ≤ C. (3.13)
Proof: It is easy to know that Eqns. (3.1) are unconditionally energy stability
with modified energy (3.12). There exists a constant C depending only on Ω and φ0
such that ∀n,
ξ2
2
‖ψ(tn)‖2 + |s(tn)|2 ≤ C. (3.14)
We take the L2 inner product of Eqn. (3.1a) with φ, then for all n,(
φt(t
n), φ(tn)
)
+ ξ2
(
(∇2 + 1)ψ(tn), φ(tn))+ (u(φ(tn−1))s(tn), φ(tn)) = 0. (3.15)
Integrating Eqn. (3.1b) with ψ(tn), we obtain(
ψ(tn), (∇2 + 1)φ(tn)) = ‖ψ(tn)‖2. (3.16)
Combining Eqn. (3.15) and Eqn. (3.16), and using Ho¨lder’s inequality and Young’s in-
equality, we have
1
2
d‖φ(tn)‖2
dt
+ ‖ψ(tn)‖2 = −(u(φ(tn−1))s(tn), φ(tn))
≤ |s(tn)|‖u(φ(tn−1))‖‖φ(tn)‖.
(3.17)
Thanks to Eqn. (3.14), then
1
2
d‖φ(tn)‖
dt
≤ C‖u(φ(tn−1))‖. (3.18)
By Minkowski’s inequality and Sobolve embedding, and choosing the appropriate D0
such that E1(φ(tn−1)) +D0 ≥ 1 we have
‖φ(tn)‖ ≤ C∆t‖u(φ(tn−1))‖+ ‖φ(tn−1)‖
= C∆t‖ N
′(φ(tn−1))√E1(φ(tn−1)) +D0 ‖+ ‖φ(tn−1)‖
≤ C∆t‖N ′(φ(tn−1))‖+ ‖φ(tn−1)‖
= C∆t‖αφ(tn−1)− γ
2
(φ(tn−1))2 +
1
6
(φ(tn−1))3‖+ ‖φ(tn−1)‖
≤ C∆t(α‖φ(tn−1)‖+ γ
2
‖(φ(tn−1))2‖+ 1
6
‖(φ(tn−1))3‖) + ‖φ(tn−1)‖
≤ C∆t(α‖φ(tn−1)‖+ c1γ
2
‖φ(tn−1)‖2L6 +
1
6
‖φ(tn−1)‖3L6) + ‖φ(tn−1)‖
≤ C∆t(α‖φ(tn−1)‖+ c1γ
2
‖φ(tn−1)‖2H1 +
1
6
‖φ(tn−1)‖3H1) + ‖φ(tn−1)‖.
(3.19)
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Next we shall prove ‖φ(tn)‖ ≤ C using mathematical induction.
When n = 0, ‖φ(t0)‖ = ‖φ0‖ ≤ C.
If n = k, ‖φ(tk)‖ ≤ C, by Minkowski’s inequality and Ho¨lder’s inequality, we have the
results as follow:
‖∇2φ(tk)‖ = ‖(∇2 + 1)φ(tk)− φ(tk)‖ ≤ ‖(∇2 + 1)φ(tk)‖+ ‖φ(tk)‖ ≤ C,
‖∇φ(tk)‖2 = −(∇2φ(tk), φ(tk)) ≤ ‖∇2φ(tk)‖‖φ(tk)‖ ≤ C. (3.20)
Note that ‖φ(tk)‖ ≤ C and ‖φ(tk)‖H1 ≤ C, using Eqns. (3.19), we deduce that ‖φ(tk+1)‖2 ≤
C.
Thus, ‖φn‖ ≤ C. In addition to Eqns. (3.20), we can deduce Eqn. (3.21).
For Eqns. (3.5), we can obtain Lemma 3.2, as its proofs essentially the same as for
Lemma 3.1.
Lemma 3.2 Assume φ0 ∈ H2. Let φnh be solutions of Eqns. (3.5). Then for all h
and n < T/∆t, we have
‖φnh‖H2 ≤ C. (3.21)
where ‖φnh‖2H2 = ‖φnh‖2 + ‖∇φnh‖2 + ‖∆hφnh‖2 and ∆h : H1 → Vh is the discrete Laplace
operator.
Here, we shall derive error estimates of Eqns. (3.5). Denote enφ,h = φ
n
h − φ(tn),
enψ,h = ψ
n
h − ψ(tn), ens,h = snh − s(tn), where s(tn) =
√E1(φ(tn)) +D0.
Let Rh : H
1(Ω)→ Vh be the standard elliptic (Ritz) projection operator, satisfying
(∇(Rhw(t)− w(t)),∇vh) = 0, ∀vh ∈ Vh,
and θnw,h := w
n
h −Rhw(tn), ρnv,h := Rhw(tn)− w(tn), Dtwn+1h :=
wn+1h −wnh
∆t .
Lemma 3.3 [38, 39] If w are sufficiently smooth, there exist a positive constant
C independent of t ∈ [0, T ], such that
‖ρ(t)‖+ h‖∇ρ(t)‖ ≤ Ch2‖w‖H2 , (3.22)
‖ρt(t)‖+ h‖∇ρt(t)‖ ≤ Ch2‖wt‖H2 . (3.23)
Theorem 3.2 Let φ and φnh be solutions of Eqns. (3.1) and Eqns. (3.5), respec-
tively. Assume φ0 ∈ H2. In addition, we assume that
φ ∈ C(0, T ;H2), φt ∈ L∞(0, T ;L2) ∩ L2(0, T ;L2) ∩ C(0, T ;H2), φtt ∈ L2(0, T ;L2),
and
ψ ∈ C(0, T ;H2), ψt ∈ C(0, T ;H2)
For 0 < n < T/∆t, such that
‖enφ,h‖2 +
ξ2
2
‖enψ,h‖2 + (ens,h)2 ≤ C(K1∆t2 +K2h4). (3.24)
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where
K1 = ‖φt‖4L2(0,T ;L2) + ‖φtt‖2L2(0,T ;L2),
K2 = ‖φ‖2C(0,T ;H2) + ‖φt‖2C(0,T ;H2) + ‖ψ‖2C(0,T ;H2) + ‖ψt‖2C(0,T ;H2).
Proof: By Lemma 3.1 and Lemma 3.2, we know that
‖φ(t)‖H2 , ‖φnh‖H2 ≤ C.
Note that H2 ⊆ L∞. Therefore, we can find a constant C such that
|N (φ(t))|, |N ′(φ(t))|, |N ′′(φ(t))| ≤ C,
|N (φnh)|, |N ′(φnh)|, |N ′′(φnh)| ≤ C. (3.25)
Subtracting the variational formulation of Eqn. (3.1a) from Eqn. (3.5a), we have
(
Dte
n+1
φ,h + ξ
2en+1ψ,h , vh
)− ξ2(∇en+1ψ,h ,∇vh)
= −(u(φnh)sn+1h − u(φ(tn))s(tn+1), vh)− (Dtφ(tn+1)− φt(tn+1), vh). (3.26)
Then
(
Dtθ
n+1
φ,h + ξ
2θn+1ψ,h , vh
)− ξ2(∇θn+1ψ,h ,∇vh)
= −(u(φnh)sn+1h − u(φ(tn))s(tn+1), vh)− (Dtφ(tn+1)− φt(tn+1), vh)
− (Dtρn+1φ,h + ξ2ρn+1ψ,h , vh)− ξ2(∇ρn+1ψ,h ,∇vh)
= −(u(φnh)sn+1h − u(φ(tn))s(tn+1), vh)− (Dtφ(tn+1)− φt(tn+1), vh)
− (Dtρn+1φ,h + ξ2ρn+1ψ,h , vh). (3.27)
Subtracting the variational formulation of Eqn. (3.1b) from Eqn. (3.5b), we get
(
en+1ψ,h , vh
)
=
(
en+1φ,h , vh
)− (∇en+1φ,h ,∇vh). (3.28)
Then
(
θn+1φ,h , vh
)− (∇θn+1φ,h ,∇vh)
=
(
θn+1ψ,h , vh
)
+
(
ρn+1ψ,h , vh
)− (ρn+1φ,h , vh)+ (∇ρn+1φ,h ,∇vh)
=
(
θn+1ψ,h , vh
)
+
(
ρn+1ψ,h − ρn+1φ,h , vh
)
. (3.29)
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Taking vh = θ
n+1
φ,h in Eqn. (3.27) and vh = θ
n+1
ψ,h in Eqn. (3.29), we obtain
1
2
Dt‖θn+1φ,h ‖2 +
‖θn+1φ,h − θnφ,h‖2
2∆t
+ ξ2‖θn+1ψ,h ‖2
= −(u(φnh)sn+1h − u(φ(tn))s(tn+1), θn+1φ,h )
− (Dtφ(tn+1)− φt(tn+1), θn+1φ,h )
− (Dtρn+1φ,h + ξ2ρn+1ψ,h , θn+1φ,h )
− ξ2(ρn+1ψ,h − ρn+1φ,h , θn+1ψ,h )
=
(
u(φnh)(s
n+1
h − s(tn+1)), θn+1φ,h
)
+ s(tn+1)
(
u(φnh)− u(φ(tn)), θn+1φ,h
)
− (Dtφ(tn+1)− φt(tn+1), θn+1φ,h )
− (Dtρn+1φ,h + ξ2ρn+1ψ,h , θn+1φ,h )
− ξ2(ρn+1ψ,h − ρn+1φ,h , θn+1ψ,h )
:= I1 + I2 + · · ·+ I5. (3.30)
Using Ho¨lder’s inequality, we get
I1 =
(
u(φnh)e
n+1
s,h , θ
n+1
φ,h
) ≤ C(en+1s,h )2 + ‖θn+1φ,h ‖2. (3.31)
Due to
u(φnh)− u(φ(tn))
=
N ′(φnh)√E1(φnh) +D0 − N
′(φ(tn))√E1(φ(tn)) +D0
=
N ′(φnh)√E1(φnh) +D0 − N
′(φnh)√E1(φ(tn)) +D0 + N
′(φnh)√E1(φ(tn)) +D0 − N
′(φ(tn))√E1(φ(tn)) +D0
=
N ′(φnh)(E1(φ(tn))− E1(φnh))√E1(φnh) +D0√E1(φ(tn)) +D0(√E1(φnh) +D0 +√E1(φ(tn)) +D0)
+
N ′(φnh)−N ′(φ(tn))√E1(φ(tn)) +D0 .
Using inequalities (3.25), we derive
‖u(φnh)− u(φ(tn))‖ ≤ C(‖E1(φ(tn))− E1(φnh))‖+ ‖N ′(φnh)−N ′(φ(tn))‖)
≤ C(‖N (η1)(φnh − φ(tn))‖+ ‖N ′′(η2)(φnh − φ(tn))‖)
≤ C‖enφ,h‖
≤ C(‖ρnφ,h‖+ ‖θnφ,h‖)
≤ Ch2‖φ‖H2 + C‖θnφ,h‖,
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where η1, η2 lies between φ
n
h and φ(t
n). Note that s(tn+1) < C, we find
I2 ≤ C‖u(φnh)− u(φ(tn))‖‖θn+1φ,h ‖
≤ C‖u(φnh)− u(φ(tn))‖2 + ‖θn+1φ,h ‖2
≤ Ch4‖φ‖2H2 + C‖θnφ,h‖2 + ‖θn+1φ,h ‖2. (3.32)
For I3, we have
I3 ≤ ‖Dtφ(tn+1)− φt(tn+1)‖‖θn+1φ,h ‖
≤ 1
4
‖Dtφ(tn+1)− φt(tn+1)‖2 + ‖θn+1φ,h ‖2
≤ ∆t
4
∫ tn+1
tn
‖φtt(r)‖2dr + ‖θn+1φ,h ‖2. (3.33)
I4 and I5 can be estimated as follow:
I4 ≤ ‖Dtρn+1φ,h + ξ2ρn+1ψ,h ‖‖θn+1φ,h ‖
≤ 1
4
‖Dtρn+1φ,h + ξ2ρn+1ψ,h ‖2 + ‖θn+1φ,h ‖2
≤ 1
4
‖Dtρn+1φ,h ‖2 +
ξ2
4
‖ρn+1ψ,h ‖2 + ‖θn+1φ,h ‖2
≤ Ch4(‖φt‖2H2 + ‖ψ‖2H2) + ‖θn+1φ,h ‖2, (3.34)
I5 ≤ ξ2‖ρn+1ψ,h − ρn+1φ,h ‖‖θn+1ψ,h ‖
≤ ξ
2
2
‖ρn+1ψ,h − ρn+1φ,h ‖2 + ξ2‖θn+1ψ,h ‖2
≤ ξ
2
2
(‖ρn+1ψ,h ‖2 + ‖ρn+1φ,h ‖2) +
ξ2
2
‖θn+1ψ,h ‖2
≤ Ch4(‖ψ‖2H2 + ‖φ‖2H2) +
ξ2
2
‖θn+1ψ,h ‖2. (3.35)
Using inequalities (3.31)-(3.35), Eqn. (3.30) can be estimated as
‖θn+1φ,h ‖2 − ‖θnφ,h‖2 + ‖θn+1φ,h − θnφ,h‖2 + ξ2∆t‖θn+1ψ,h ‖2 ≤ (C∆t2
∫ tn+1
tn
‖φtt(r)‖2dr
+ C∆th4(‖φ‖2H2 + ‖φt‖2H2 + ‖ψ‖2H2)) + C∆t(‖θnφ,h‖2 + ‖θn+1φ,h ‖2 + (en+1s,h )2). (3.36)
Taking vh = θ
n+1
φ,h − θnφ,h in Eqn. (3.27), we obtain
‖θn+1φ,h − θnφ,h‖2
∆t
+ ξ2
(
θn+1ψ,h , θ
n+1
φ,h − θnφ,h
)− ξ2(∇θn+1ψ,h ,∇(θn+1φ,h − θnφ,h))
= −(u(φnh)sn+1h − u(φ(tn))s(tn+1), θn+1φ,h − θnφ,h)
− (Dtφ(tn+1)− φt(tn+1), θn+1φ,h − θnφ,h)
− (Dtρn+1φ,h + ξ2ρn+1ψ,h , θn+1φ,h − θnφ,h). (3.37)
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Taking vh = θ
n+1
ψ,h to Eq. (3.29), we know
(
θn+1ψ,h , θ
n+1
φ,h − θnφ,h
)− (∇θn+1ψ,h ,∇(θn+1φ,h − θnφ,h))
=
(
θn+1ψ,h , θ
n+1
φ,h
)− (∇θn+1ψ,h ,∇θn+1φ,h )− [(θn+1ψ,h , θnφ,h)− (∇θn+1ψ,h ,∇θnφ,h)]
=
(
θn+1ψ,h , θ
n+1
ψ,h
)
+
(
ρn+1ψ,h − ρn+1φ,h , θn+1ψ,h
)− (θnψ,h, θn+1ψ,h )− (ρnψ,h − ρnφ,h, θn+1ψ,h )
=
(
θn+1ψ,h , θ
n+1
ψ,h − θnψ,h
)
+
(
θn+1ψ,h , ρ
n+1
ψ,h − ρnψ,h
)− (θn+1ψ,h , ρn+1φ,h − ρnφ,h). (3.38)
Substituting Eqn. (3.38) into Eqn. (3.37), we have
‖θn+1φ,h − θnφ,h‖2
∆t
+
ξ2
2
(‖θn+1ψ,h ‖2 − ‖θnψ,h‖2) +
ξ2
2
‖θn+1ψ,h − θnψ,h‖2
= −(u(φnh)en+1s,h , θn+1φ,h − θnφ,h)
− ((u(φnh)− u(φ(tn)))s(tn+1), θn+1φ,h − θnφ,h)
− (Dtφ(tn+1)− φt(tn+1), θn+1φ,h − θnφ,h)
− (Dtρn+1φ,h + ξ2ρn+1ψ,h , θn+1φ,h − θnφ,h)
− (θn+1ψ,h , ρn+1ψ,h − ρnψ,h)+ (θn+1ψ,h , ρn+1φ,h − ρnφ,h). (3.39)
Subtracting Eqn. (3.1c) from Eqn. (3.5c), we have
en+1s,h − ens,h
=
1
2
[
(
u(φnh), φ
n+1
h − φnh
)− (u(φ(tn)),∆tφt(tn+1))]
− (s(tn+1)− s(tn)−∆tst(tn+1))
=
1
2
(
u(φnh), φ
n+1
h − φnh −∆tφt(tn+1)
)
+
1
2
(
u(φnh)− u(φ(tn)),∆tφt(tn+1)
)
− (s(tn+1)− s(tn)−∆tst(tn+1))
=
1
2
(
u(φnh), e
n+1
φ,h − enφ,h
)
+
1
2
(
u(φnh), φ(t
n+1)− φ(tn)−∆tφt(tn+1)
)
+
1
2
(
u(φnh)− u(φ(tn)),∆tφt(tn+1)
)− (s(tn+1)− s(tn)−∆tst(tn+1))
=
1
2
(
u(φnh), θ
n+1
φ,h − θnφ,h
)
+
1
2
(
u(φnh), ρ
n+1
φ,h − ρnφ,h
)
+
1
2
(
u(φnh), φ(t
n+1)− φ(tn)−∆tφt(tn+1)
)
+
1
2
(
u(φnh)− u(φ(tn)),∆tφt(tn+1)
)− (s(tn+1)− s(tn)−∆tst(tn+1)). (3.40)
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Multiplying Eqn. (3.40) by 2en+1s,h , then
(en+1s,h )
2 − (ens,h)2 + (en+1s,h − ens,h)2
= en+1s,h
(
u(φnh), θ
n+1
φ,h − θnφ,h
)
+ en+1s,h
(
u(φnh), ρ
n+1
φ,h − ρnφ,h
)
+ en+1s,h
(
u(φnh), φ(t
n+1)− φ(tn)−∆tφt(tn+1)
)
+ en+1s,h
(
u(φnh)− u(φ(tn)),∆tφt(tn+1)
)
− 2en+1s,h (s(tn+1)− s(tn)−∆tst(tn+1)). (3.41)
Combining Eqn. (3.41) and Eqn. (3.39), we obtain
‖θn+1φ,h − θnφ,h‖2
∆t
+
ξ2
2
(‖θn+1ψ,h ‖2 − ‖θnψ,h‖2) +
ξ2
2
‖θn+1ψ,h − θnψ,h‖2
+ (en+1s,h )
2 − (ens,h)2 + (en+1s,h − ens,h)2
= −((u(φnh)− u(φ(tn)))s(tn+1), θn+1φ,h − θnφ,h)
− (Dtφ(tn+1)− φt(tn+1), θn+1φ,h − θnφ,h)
− (Dtρn+1φ,h + ξ2ρn+1ψ,h , θn+1φ,h − θnφ,h)
− (θn+1ψ,h , ρn+1ψ,h − ρnψ,h)
+
(
θn+1ψ,h , ρ
n+1
φ,h − ρnφ,h
)
+ en+1s,h
(
u(φnh), ρ
n+1
φ,h − ρnφ,h
)
+ en+1s,h
(
u(φnh), φ(t
n+1)− φ(tn)−∆tφt(tn+1)
)
+ en+1s,h
(
u(φnh)− u(φ(tn)),∆tφt(tn+1)
)
− 2en+1s,h (s(tn+1)− s(tn)−∆tst(tn+1))
:= J1 + J2 + · · ·+ J9. (3.42)
For J1 and J2, we have
J1 ≤ |s(tn+1)|‖u(φnh)− u(φ(tn))‖‖θn+1φ,h − θnφ,h‖
≤ C∆t‖u(φnh)− u(φ(tn))‖2 +
1
4∆t
‖θn+1φ,h − θnφ,h‖2
≤ C∆t(‖θnφ‖2 + h4‖φ‖2H2) +
1
4∆t
‖θn+1φ,h − θnφ,h‖2, (3.43)
J2 ≤ ‖Dtφ(tn+1)− φt(tn+1)‖‖θn+1φ,h − θnφ,h‖
≤ ∆t‖Dtφ(tn+1)− φt(tn+1)‖2 + 1
4∆t
‖θn+1φ,h − θnφ,h‖2
≤ ∆t2
∫ tn+1
tn
‖φtt(r)‖2dr + 1
4∆t
‖θn+1φ,h − θnφ,h‖2. (3.44)
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For J3 and J4, we have
J3 ≤ ‖Dtρn+1φ,h + ξ2ρn+1ψ,h ‖‖θn+1φ,h − θnφ,h‖
≤ ∆t(‖Dtρn+1φ,h ‖2 + ξ2‖ρn+1ψ,h ‖2) +
1
4∆t
‖θn+1φ,h − θnφ,h‖2
≤ C∆th4(‖φt‖2H2 + ‖ψ‖2H2) +
1
4∆t
‖θn+1φ,h − θnφ,h‖2, (3.45)
J4 ≤ ‖θn+1ψ,h ‖‖ρn+1ψ,h − ρnψ,h‖
≤ ∆t‖θn+1ψ,h ‖2 +
1
4∆t
‖∆tDtρn+1ψ,h ‖2
≤ ∆t‖θn+1ψ,h ‖2 + C∆th4‖ψt‖2H2 . (3.46)
For J5 and J6, we get
J5 ≤ ‖θn+1ψ,h ‖‖ρn+1φ,h − ρnφ,h‖
≤ ∆t‖θn+1ψ,h ‖2 +
1
4∆t
‖∆tDtρn+1φ,h ‖2
≤ ∆t‖θn+1ψ,h ‖2 + C∆th4‖φt‖2H2 , (3.47)
J6 ≤ ‖u(φnh)‖|en+1s,h |‖ρn+1φ,h − ρnφ,h‖
≤ C∆t(en+1s,h )2 +
1
∆t
‖ρn+1φ,h − ρnφ,h‖2
≤ C∆t(en+1s,h )2 +
1
∆t
‖∆tDtρn+1φ,h ‖2
≤ C∆t(en+1s,h )2 + C∆th4‖φt‖H2 . (3.48)
For J7, J8 ad J9, we have
J7 ≤ |en+1s,h |‖u(φnh)‖‖φ(tn+1)− φ(tn)−∆tφt(tn+1)‖
≤ C∆t(en+1s,h )2 +
1
∆t
‖φ(tn+1)− φ(tn)−∆tφt(tn+1)‖2
≤ C∆t(en+1s,h )2 + ∆t2
∫ tn+1
tn
‖φtt(r)‖dr, (3.49)
J8 ≤ ∆t|en+1s,h |‖u(φnh)− u(φ(tn))‖‖φt(tn+1)‖
≤ C∆t‖φt‖L∞(0,T ;L2)((en+1s,h )2 + ‖u(φnh)− u(φ(tn))‖2)
≤ C∆t‖φt‖L∞(0,T ;L2)((en+1s,h )2 + C‖θnφ‖2 + Ch4‖φ‖2H2), (3.50)
J9 ≤ 2|en+1s,h |‖s(tn+1)− s(tn)−∆tst(tn+1)‖
≤ C∆t(en+1s,h )2 +
1
∆t
‖s(tn+1)− s(tn)−∆tst(tn+1)‖2)
≤ C∆t(en+1s,h )2 + ∆t2
∫ tn+1
tn
|stt(r)|2dr. (3.51)
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In addition, we know
stt = − 1
4
√
(E1(φ) +D0)3
(
∫
Ω
N ′(φ)φtdr)2
+
1
2
√E1(φ) +D0
∫
Ω
[N ′′(φ)φ2t +N ′(φ)φtt]dr,∫ tn+1
tn
|stt(r)|2dr ≤ C
∫ tn+1
tn
‖φt(τ)‖4 + ‖φtt(τ)‖2dτ. (3.52)
Using inequalities (3.42)-(3.51) and (3.52), we obatin
‖θn+1φ,h − θnφ,h‖2
4∆t
+
ξ2
2
(‖θn+1ψ,h ‖2 − ‖θnψ,h‖2) +
ξ2
2
‖θn+1ψ,h − θnψ,h‖2
+ (en+1s,h )
2 − (ens,h)2 + (en+1s,h − ens,h)2
≤ C(∆t2
∫ tn+1
tn
‖φt(τ)‖4 + ‖φtt(τ)‖2dτ
+ ∆th4(‖φt‖2H2 + ‖φ‖2H2 + ‖ψ‖2H2 + ‖ψt‖2H2))
+ C∆t(‖θn+1ψ,h ‖2 + ‖θn+1φ,h ‖2 + ‖θnφ,h‖2 + (en+1s,h )2). (3.53)
Combining Eqn. (3.36) and Eqn. (3.53), ignoring some nonnegative terms, then
‖θn+1φ,h ‖2 − ‖θnφ,h‖2 +
ξ2
2
(‖θn+1ψ,h ‖2 − ‖θnψ,h‖2) + (en+1s,h )2 − (ens,h)2
≤ C(∆t2
∫ tn+1
tn
‖φt(τ)‖4 + ‖φtt(τ)‖2dτ + ∆th4(‖φ‖2H2 + ‖φt‖2H2 + ‖ψ‖2H2 + ‖ψt‖2H2))
+ C∆t(‖θn+1ψ,h ‖2 + ‖θn+1φ,h ‖2 + ‖θnφ,h‖2 + (en+1s,h )2). (3.54)
Adding some nonnegative terms to the right, we find
‖θn+1φ,h ‖2 − ‖θnφ,h‖2 +
ξ2
2
(‖θn+1ψ,h ‖2 − ‖θnψ,h‖2) + (en+1s,h )2 − (ens,h)2
≤ C(∆t2
∫ tn+1
tn
‖φt(τ)‖4 + ‖φtt(τ)‖2dτ + ∆th4(‖φ‖2H2 + ‖φt‖2H2 + ‖ψ‖2H2 + ‖ψt‖2H2))
+ C∆t(‖θn+1φ,h ‖2 + ‖θnφ,h‖2 +
ξ2
2
‖θn+1ψ,h ‖2 +
ξ2
2
‖θnψ,h‖2 + (en+1s,h )2 + (ens,h)2). (3.55)
Applying the discrete Gronwall’s inequality [41], we can obtain
‖θnφ,h‖2 +
ξ2
2
‖θnψ,h‖2 + (ens,h)2
≤ Cexp((1− C∆t)−1tn)(∆t2
∫ tn
0
‖φt(τ)‖4 + ‖φtt(τ)‖2dτ
+ tnh4(‖φ‖2H2 + ‖φt‖2H2 + ‖ψ‖2H2 + ‖ψt‖2H2)). (3.56)
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Combine with Lemma 3.3, thus it is easy to get Eqn. (3.59).
For H−1 type dynamic flow,
φt = ∇2ϕ,
ϕ = ξ2(∇2 + 1)ψ + u(φ)s,
ψ = (∇2 + 1)φ,
st =
1
2
∫
Ω
u(φ)φt dr,
(3.57)
its first-order fully discretized scheme is(
φn+1h − φnh
∆t
, vh
)
= −(∇ϕn+1h ,∇vh),(
ϕn+1h , vh
)
= ξ2
(
ψn+1h , vh
)− ξ2(∇ψn+1h ,∇vh)+ (u(φnh)sn+1h , vh),(
ψn+1h , vh
)
=
(
φn+1h , vh
)− (∇φn+1h ,∇vh),
sn+1h − snh =
1
2
(
u(φnh), φ
n+1
h − φnh
)
.
(3.58)
The corresponding error analysis is given by the Theorem 3.1.
Theorem 3.1. Let φ and φnh be solutions of Eqns. (3.57) and Eqns. (3.58), respectively.
Assume φ0 ∈ H2. In addition, we assume that
φ ∈ C(0, T ;H2), φt ∈ L∞(0, T ;L2)∩L2(0, T,H1)∩C(0, T ;H2), φtt ∈ L2(0, T ;H−1),
and
ψ ∈ C(0, T ;H2), ψt ∈ C(0, T ;H2), ϕ ∈ C(0, T ;H2), ϕt ∈ C(0, T ;H2).
For 0 < n < T/∆t, such that
‖enφ,h‖2 +
ξ2
2
‖enψ,h‖2 + (ens,h)2 ≤ C(K1∆t2 +K2h4). (3.59)
where
K1 = ‖φt(r)‖4L2(0,T ;H1) + ‖φtt(r)‖2L2(0,T ;H−1),
K2 = ‖ϕ‖2C(0,T ;H2) + ‖ϕt‖2C(0,T ;H2) + ‖φ‖2C(0,T ;H2)
+ ‖φt‖2C(0,T ;H2) + ‖ψ‖2C(0,T ;H2) + ‖ψt‖2C(0,T ;H2).
It should be pointed out that the above analysis can be extended to higher-order
SAV discretized schemes easily.
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3.5. Linear system
Let {ηi}Ni=1 be piecewise linear functions which form a basis of Vh. Taking φh =
N∑
i=1
φiηi, ψh =
N∑
i=1
ψiηi and vh = ηj , we obtain the matrix form of Eqns. (3.5),
MΦn+1 + ∆tξ2(M−A)Ψn+1 + ∆tq
2
qTΦn+1 = MΦn −∆tq[sn − 1
2
qTΦn], (3.60a)
MΨn+1 = (M−A)Φn+1, (3.60b)
where
Φ := {φ1, · · · , φN}T ,Ψ := {ψ1, · · · , ψN}T ,q := {q1, · · · , qN}T ,
and
Mij :=
(
ηi, ηj
)
, Aij :=
(∇ηi,∇ηj), qj := (unh, ηj).
3.6. Calculation procedures
Next we can calculate Φn+1 once Φn is known. Firstly, we denote
cn := MΦn −∆tq[sn − 1
2
qTΦn], (3.61a)
C := M + ∆tξ2(M−A)M−1(M−A). (3.61b)
Secondly, putting Eqn. (3.5b) into Eqn. (3.5a) and using Eqn. (3.61), we can obtain
CΦn+1 + ∆t
q
2
qTΦn+1 = cn, (3.62)
Multiplying Eqn. (3.62) by C−1, and taking the inner product with qT , we have
qTΦn+1 + ∆t
qTC−1q
2
qTΦn+1 = qTC−1cn, (3.63)
The above equation (3.63) can be rewritten as
qTΦn+1 =
qTC−1cn
1 + ∆tq
TC−1q
2
. (3.64)
Lastly, Φn+1 can be obtained by Eqn. (3.62).
4. Numerical results
In this section, we will present a lot of numerical tests to indicate the effectiveness
and practicability of our proposed method.
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4.1. Numerical validation
We consider one-dimensional problem on uniform mesh with size h on domain
[0, L](L = 4pi), starting with an initial solution u0 = exp(x/L). The parameters of
LB model are taken as ξ = 1.0, α = −1.0, γ = 0.2.
4.1.1. Energy dissipation
The first numerical test is done at h = 2−8L,∆t = 2−4, D0 = 16. Fig. 1(a) shows
the phase of exp(x/L). The stable phase is a lamellar phase including two periods
is represented in Fig. 1(b). The number of periods is dominated by the length of
computational interval and the initial value. The energy dissipative property of the
modified free energy and the original free energy are maintained as shown in Fig. 1(c),
we find that they are close to each other when the time step length ∆t is chosen
appropriately.
(a) (b) (c)
Figure 1: Lamellar structure: (a) initial phase (when t = 0); (b) stable phase (when t = 3.22); (c) free
energy
4.1.2. Accuracy test
A series of numerical tests are presented by changing the value of ∆t to demonstrate
the error order. The numerical solution with h = 2−8L(L = 4pi),∆t = 2−16, D0 = 25
is used as a reference solution to compute error. The L2 numerical errors at t = 2−6
are shown in Tab. 1. The first-order accuracy in time direction is observed in our
simulations.
To validate the space order of the developed scheme, we design a set of experiments.
By fixing the time step ∆t = 2−12, D0 = 25 and taking the numerical solution with
h = 2−12L(L = 4pi) as a reference solution, we compute every L2 error at t = 2−6 for
different mesh size. Tab. 2 illustrates that the second-order accuracy in space for the
linear FEM.
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Table 1: Time errors and convergence rates
∆t ‖eφ,h‖ rate ‖eψ,h‖ rate |es,h| rate
2−10 2.61E-4 −− 2.74E-3 −− 3.04E-6 −−
2−11 1.29E-4 1.01 1.35E-3 1.02 1.63E-6 0.90
2−12 6.29E-5 1.04 6.54E-4 1.05 8.59E-7 0.92
2−13 2.94E-5 1.10 3.05E-4 1.10 4.38E-7 0.97
Table 2: Space errors and convergence rates
h ‖eφ,h‖ rate ‖eψ,h‖ rate |es,h| rate
2−4L0 1.21E-2 −− 4.22E-2 −− 1.07E-4 −−
2−5L0 3.20E-3 1.92 1.28E-24 1.72 2.70E-5 1.99
2−6L0 8.13E-4 1.97 3.40E-3 1.97 6.72E-6 2.01
2−7L0 2.03E-4 2.00 8.62E-4 1.98 1.59E-6 2.08
4.2. Ordered structures on two-dimensional convex regions
Due to using the splitting method, we only apply our method to convex areas.
We can obtain ordered structures by choosing different parameters on various two-
dimensional convex regions. Some of the results on different regions, i.e. triangle,
heptagon, circle regions, are shown in Fig. 2. Although we have not shown the diagram
of free energy, the energy dissipation property always holds during time evolution for all
tests. These tests are running on the uniform mesh, and the number of corresponding
nodes of Fig. 2 (a), (b), (c) are 727, 1089, 1503, respectively.
5. Adaptive FEM to PFC model
In Fig. 2, we use about 103 mesh nodes to perform numerical simulations on regions
containing one or two periodic structures. In fact, we need to do numerical calculations
on domains with at least a few dozen periodic structures, such as crystal nucleation and
growth. In order to improve computational efficiency, some researchers have worked
hard to present various preconditioners [47,54–58]. To reduce the computation burden,
effective utilization of adaptive mesh refinement to PFC model has been shown [48].
Here, we shall give a simple adaptive finite element algorithm similar to standard
process [32] in Alg. 5.1 for PFC model.
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(a) (b) (c)
(d) (e) (f)
Figure 2: Ordered structures: (a,b,c) lamellar structure; (d,e,f) hexagonal cylinder structure. (a,d) triangle
region; (b,e) hexagon region; (c,f) circle region.
Algorithm 5.1 Adaptive finite element algorithm for PFC model
Require: Initial coarse mesh T 0, initial value Φ0, time step ∆t, free energy tolerance
e, standard deviation tolerance σ.
Ensure: Convergent result Φ and E
n := 0.
Compute free energy En.
Set free energy difference ∆E := |En|.
while ∆E > e do
Obtain Φn+1 on T n by calculation procedures 3.6.
Calculate En+1 and ∆E := |En+1 − En|.
Mesh indicator {ζn+1τ }k∈T n .
Statistic standard deviation σ of {ζn+1τ }
if σ > σ then
Coarse mesh.
Refine mesh.
end if
n := n+ 1.
end while
Remark 5.1 Since the SAV approach is used in our numerical method, herein
the free energy E in Alg. 5.1 is replaced by the modified free energy E˜ .
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Remark 5.2 Our mesh indicator ζτ on each element k ∈ Th have two choices:
• The standard recovery-type a posteriori error estimator is defined by
ζτ := ‖∇uh −Rhuh‖0,τ , (5.1)
• Gradient estimator is defined as
ζτ := ‖Rhuh‖0,τ . (5.2)
Remark 5.3 The gradient obtained directly from the numerical solution is discon-
tinuous, the recovered gradient Rhuh is smoother to be suitable for adaptive indicator.
In particular, the SPR technique [35, 36] is used to construct the recovered gradi-
ent Rhuh. Certainly, other reconstructed techniques, such as weighted average [31],
PPR [33] or SCR [34], can be also used to the recovered gradient Rhuh in our adaptive
method.
Remark 5.4 To balance the distribution of ζτ over the whole region, we introduce
standard deviation, which is a concept from statistics. The standard deviation σ of ζτ
is denoted by
σ =
√∑
k∈T
(ζτ − ζ¯)2/Nτ , (5.3)
where Nτ denote the number of elements, ζ¯ =
∑
k∈T
ζτ/Nτ .
Remark 5.5 We use the longest edge bisection algorithm of iFEM [59] to coarse
or refine mesh.
5.1. Efficiency of the gradient estimator for the diblock copolymer sys-
tem
In this subsection, we will demonstrate the gradient estimator is more suitable to
the diblock copolymer system through comparing it with classical H1 error estimator
by three examples.
5.1.1. Lamellar structure
We use initial value u0(x, y) = cos(x) on the domain Ω = [0, pi] × [0, pi]. Let ξ =
1.0, α = −1.0, γ = 0.2, t = 10−2, e = 10−6, D0 = 500. Then we apply the H1 error
estimators and the gradient estimators in our sAFEM to the PFC simulations. The
lamellar phase can be obtained by these simulations, as shown in Fig. 3(c). Fig. 3(a)
depicts the adaptive mesh based on H1 error estimator, which indicates that the mesh
near the phase interface has been coarsened. Corresponding, the adaptive mesh by
using gradient estimator refines near the phase interface (see Fig. 3(b)).
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(a) (b) (c)
Figure 3: Lamellar structure (when t = 4.21): (a) adaptive mesh by applying H1 error estimator; (b)
adaptive mesh by using gradient estimator; (c) convergent phase
5.1.2. Tetagonal cylinder structure
We use initial value u0(x, y) = cos(x)+cos(y) on the domain Ω = [−2pi, 2pi]× [−2pi, 2pi],
then we can obtain the tetagonal cylinder structure (see Fig. 4 (b)) with the parameters
of ξ = 1.0, α = −1.0, γ = 0.6,∆t = 10−2, D0 = 500, e = 10−4. The adaptive mesh,
as shown in Fig. 4 (a) comes from sAFEM by using H1 error estimator, which doesn’t
guide the adaptive mesh to refine on the phase interface. It is also observed that the
adaptive meshes by using gradient estimator are consistent with the density distribution
of ordered structures, as shown in Fig. 4 (b) and Fig. 4 (c).
(a) (b) (c)
Figure 4: Tetagonal cylinder pattern (when t = 12.96): (a) adaptive mesh by applying H1 error estimator;
(b) adaptive mesh by using gradient estimator; (c) convergent morphology
5.1.3. Hexagonal cylinder structure
When the initial value is chosen as u0(x, y) =
5∑
j=0
cos(k1,jx + k2,jy), k1,j = cos(jpi/3),
k2,j = sin(jpi/3), on the domain of Ω = [−2pi, 2pi] × [−4pi/
√
3, 4pi/
√
3], we can obtain
the hexagonal cylinder structure (see Fig. 5 (b)) by sAFEM with ξ = 1.0, α = −1.0, γ =
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0.8,∆t = 10−2, D0 = 500, e = 10−4. The result (Fig. 5 (b)) based on gradient esti-
mator gives a beautiful adaptive mesh, which draws the outline of hexagonal cylinder
structure as shown in Fig. 5 (c). The adaptive meshes by applying H1 error estimator
is unsatisfactory.
(a) (b) (c)
Figure 5: Hexagonal cylinder structure (when t = 3.35): (a) adaptive mesh by applying H1 error estimator;
(b) adaptive mesh by using gradient estimator; (c) free energy
Remark 5.5 Zhang et al. [13] point out that, under the framework of the LB
model, when ξ is small, the diblock copolymer system would rather have a macro sep-
aration instead of a micro separation. This is not reasonable because only microstruc-
tures can form for the diblock copolymer system. Consequently, when simulating the
self-assembly behavior of diblock copolymer system, ξ should not be too small. In this
paper, the model coefficient ξ is equal to 1. The ordered structure formed by numerical
simulation is smooth in the whole region and the error distribution is nearly uniform.
That’s why the gradient estimator performs better than the classical H1 error estima-
tor in the above three experiments. Therefore, to better capture the phase interface
and its changes of the diblock copolymer system, we use the gradient estimator rather
than the classical H1 error estimator.
5.2. Phase transition
In this subsection, we will employ our adaptive method by using gradient estimator
to simulate the process of phase transition on a square region of [0, 6pi] × [0, 6pi]. The
initial condition is a mixed state of hexagonal and lamellar structures. In particular,
u0(x, y) can be chosen as
u0(x, y) =

6 sin(x+ pi/2), x < 2pi,
5∑
j=0
cos(k1,jx+ k2,jy), k1,j = cos(jpi/3), k2,j = sin(jpi/3), x > 4pi,
0, otherwise.
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The parameters are ξ = 1.0, α = −1.0, γ = 0.2,∆t = 10−2, D0 = 5000, e =
10−3, σ = 0.05, θr = 0.95, θc = 0.4. Fig. 6 gives the dynamical process. The left images
in Fig. 6 show the adaptive meshes and the right ones present the evolution process of
morphologies. Due to the lower energy value of the lamellar phase compared with the
hexagonal cylinder pattern, the mixed phase evolves into lamellar structure as shown
in our simulations. More significantly, our proposed adaptive method can capture the
interface evolution during the phase transition through the adaptive mesh.
t=0.5
t=5
t=20
t=30
(a) (b)
Figure 6: The dynamical process of phase transition: (a) adaptive meshes; (b) phase evolution
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6. Conclusions and Outlooks
Taking the LB model as an example, we proposed an unconditional energy stable
method, i.e. the SAV finite element method, to solve the PFC model with Neumann
boundary conditions. The energy dissipation property of fully discrete scheme has been
proven and error estimate has been derived in theory. Applying our method, we can
effectively simulate the mesoscale self-assembly in two-dimensional convex geometries.
To reduce the amount of computing and capture clearly the phase interface, a simple
adaptive FEM has been present. It also should be pointed out that the SAV finite
element method and adaptive FEM can be improved in several aspects, including: 1)
solving the PFC model on concave area; 2) the usage of high-order numerical meth-
ods both in time and spatial directions; 3) using parallel technique to solve 3D PFC
problems; 4) developing time adaptive methods.
References
[1] K. R. Elder, M. Katakowski, M. Haataja and M. Grant, Modeling elasticity in
crystal growth. Phys. Rev. Lett., 88(24): 245701, 2002.
[2] K. R. Elder and M. Grant, Modeling elastic and plastic deformations in nonequilib-
rium processing using phase field crystals. Phys. Rev. E, 70(5): 051605, 2004.
[3] K. R. Elder, N. Provatas, J. Berry and M. Grant, Phase-field crystal modeling
and classical density functional theory of freezing. Phys. Rev. B, 75(6): 064107, 2007.
[4] S. M. Wise, C. Wang and J. S. Lowengrub, An energy-stable and convergent finite-
difference scheme for the phase field crystal equation. SIAM J. Numer. Anal., 47(3):
2269-2288, 2009.
[5] Z. Hu, S. M. Wise, C. Wang and J. S. Lowengrub, Stable and efficient finite-
difference nonlinear-multigrid schemes for the phase field crystal equation. J. Comput.
Phys., 228(15): 5323-5339, 2009.
[6] N. Provatas, J. A. Dantzig, B. Athreya, P. Chan, P. Stefanovic and N. Gold-
enfeld, Using the phase-field crystal method in the multi-scale modeling of microstructure
evolution. Jom, 59(7): 83-90, 2007.
[7] S. A. Brazovskii, Phase transition of an isotropic system to a nonuniform state. J. Exp.
Theor. Phys., 41(41): 85, 1975.
[8] J. Swift and P. C. Hohenberg, Hydrodynamic fluctuations at the convective instabil-
ity. Phys. Rev. A, 15(1): 319, 1977.
[9] T. Ohta and K. Kawasaki, Equilibrium morphology of block copolymer melts. Macro-
molecules, 19(10): 2621, 1986.
[10] R. Lifshitz and D. M. Petrich, Theoretical model for faraday waves with multiple-
frequency forcing. Phys. Rev. Lett., 79: 1261, 1997.
[11] K. Jiang and P. Zhang, Numerical methods for quasicrystals. J. Comput. Phys., 256:
428-440, 2014.
[12] G. H. Fredrickson and E. Helfand, Fluctuation effects in the theory of microphase
separation in block copolymers. J. Chem. Phys., 87(1): 697-705, 1987.
[13] P. Zhang and X. Zhang, An efficient numerical method of Landau-Brazovskii model.
J. Comput. Phys., 227(11): 5859-5870, 2008.
[14] G. H. Fredrickson, The equilibrium theory of inhomogeneous polymers. Oxford Uni-
versity Press on Demand, 2006.
Error analysis of SAV FEM to PFC model 27
[15] D. J. Eyre, An unconditionally stable one-step scheme for gradient systems. Unpublished
article, 1-15, 1998.
[16] A. Baskaran, J. S. Lowengrub, C. Wang and S. M. Wise, Convergence analysis
of a second order convex splitting scheme for the modified phase field crystal equation.
SIAM J. Numer. Anal., 51(5): 2851-2873, 2013.
[17] P. Vignal, L. Dalcin, D. L. Brown, N. Collier and V. M. Calo, An energy-stable
convex splitting for the phase-field crystal equation. Comput. Struct., 158(C): 355-368,
2015.
[18] X. Li, Z. Qiao and H. Zhang, A second-order convex splitting scheme for a Cahn-
Hilliard equation with variable interfacial parameters. J. Comput. Math., 35(6): 693-710,
2017.
[19] R. Guo and Y. Xu, Efficient, Accurate and Energy Stable Discontinuous Galerkin Meth-
ods for Phase Field Models of Two-Phase Incompressible Flows. Commun. Comput. Phys.,
26: 1224-1248, 2019.
[20] H. G. Lee, An energy stable method for the Swift-Hohenberg equation with quadratic-
cubic nonlinearity. Comput. Meth. App. Mech. Eng., 343: 40-51, 2019.
[21] S. Lee and J. Kim, Effective Time Step Analysis of a Nonlinear Convex Splitting Scheme
for the Cahn-CHilliard Equation. Commun. Comput. Phys., 25:448-460, 2019.
[22] J. Shen and X. Yang, Numerical approximations of allen-cahn and cahn-hilliard equa-
tions. Discrete Contin. Dyn. Syst., 28(4): 1669-1691, 2010.
[23] T. Tang and J. Yang, Implicit-explicit scheme for the Allen-Cahn equation preserves
the maximum principle. J. Comput. Math., 34(5): 471-481, 2016.
[24] Y. Yan, W. Chen, C. Wang and S. M. Wise, A Second-Order Energy Stable BDF
Numerical Scheme for the Cahn-Hilliard Equation Commun. Comput. Phys., 23:572-602,
2018.
[25] D. Li and Z. Qiao, On second order semi-implicit Fourier spectral methods for 2D
Cahn-CHilliard equations. J. Sci. Comput., 70(1): 301-341, 2017.
[26] J. Shen, J. Xu and J. Yang, Numerical approximations for a phase field dendritic crystal
growth model based on the invariant energy quadratization approach. Int. J. Numer. Meth.
Eng., 110(3): 279-300, 2017.
[27] M. Cheng and J. A. Warren, An efficient algorithm for solving the phase field crystal
model. J. Comput. Phys., 227(12): 6241-6248, 2006.
[28] G. Tegze, G. Bansel, G. I. To´th, T. Pusztai, Z. Fan and L. Gra´na´sy, Advanced
operator splitting-based semi-implicit spectral method to solve the binary phase-field crys-
tal equations with variable coefficients. J. Comput. Phys., 228(5): 1612-1623, 2009.
[29] J. Shen, J. Xu and J. Yang, The scalar auxiliary variable (SAV) approach for gradient
flows. J. Comput. Phys., 353: 407-416, 2018.
[30] R. Backofen, A. Ra¨tz and A. Voigt, Nucleation and growth by a phase field crystal
(PFC) model. Phil. Mag. Lett., 87(11): 813-820, 2007.
[31] J. H. Bramble and A. H. Schatz, Higher order local accuracy by averaging in the
finite element method. Math. Comput., 31(137): 94-111, 1977.
[32] R. Verfu¨rth, Adaptive finite element methods//Lecture Notes Winter Term 2007/08,
2008.
[33] A. Naga and Z. Zhang, A posteriori error estimates based on the polynomial preserving
recovery. SIAM J. Numer. Anal., 42(4): 1780-1800, 2004.
[34] Y. Huang and N. Yi, The superconvergent cluster recovery method. J. Sci. Comput.,
44(3): 301-322, 2010.
[35] O. C. Zienkiewicz and J. Z. Zhu, The superconvergent patch recovery and a posteriori
28 L. Wang, Y. Huang and K. Jiang
error estimates. Part 1: The recovery technique. Int. J. Numer. Meth. Eng., 33(7): 1331-
1364, 1992.
[36] O. C. Zienkiewicz and J. Z. Zhu, The superconvergent patch recovery and a posteriori
error estimates. Part 2: Error estimates and adaptivity. Int. J. Numer. Meth. Eng., 33(7):
1365-1382, 1992.
[37] S. C. Brenner, C0 interior penalty methods//Frontiers in Numerical Analysis-Durham
2010. Springer, Berlin, Heidelberg, 79-147, 2011.
[38] V. Thome´e, Galerkin Finite Element Methods for Parabolic Problems. Springer, Second
Edition, 2006.
[39] C. M. Elliott, D. A. French and F. A. Milner, A second order splitting method
for the Cahn-Hilliard equation. Numer. Math., 54(5), 575-590, 1989.
[40] X. Li, J. Shen and H. Rui, Energy stability and convergence of SAV block-centered
finite difference method for gradient flows. Math. Comput., 2019.
[41] J. Shen and J. Xu, Convergence and error analysis for the scalar auxiliary variable
(SAV) schemes to gradient flows. SIAM J. Numer. Anal., 56(5): 2895-2912, 2018.
[42] A. E. Diegel and S. W. Walker, A Finite Element Method for a Phase Field Model
of Nematic Liquid Crystal Droplets Commun. Comput. Phys., 25: 155-188, 2019.
[43] M. Grasselli and M. Pierre, Energy stable and convergent finite element schemes for
the modified phase field crystal equation, ESAIM-Math. Model. Num., 87: 755-765, 2015.
[44] R. Guo and Y. Xu, Local discontinuous galerkin method and high order semi-implicit
scheme for the phase field crystal equation. SIAM J. Sci. Comput., 38(1): A105-A127,
2016.
[45] R. Guo and Y. Xu, A High Order Adaptive Time-Stepping Strategy and Local Dis-
continuous Galerkin Method for the Modified Phase Field Crystal Equation. Commun.
Comput. Phys., 24:123-151, 2018.
[46] J. M. Church, Z. Guo, P. K. Jimack, A. Madzvamuse, K. Promislow, B. Wet-
ton, S. M. Wise and F. Yang, High Accuracy Benchmark Problems for Allen-Cahn
and Cahn-Hilliard Dynamics. Commun. Comput. Phys., 26: 947-972, 2019.
[47] S. Praetorius and A. Voigt, A phase field crystal approach for particles in a flowing
solvent. Macromol. Theor. Simul., 20(7): 541-547, 2011.
[48] B. P. Athreya, N. Goldenfeld, J. A. Dantzig, M.Greenwood and N. Provatas,
Adaptive mesh computation of polycrystalline pattern formation using a renormalization-
group reduction of the phase-field crystal model. Phys. Rev. E, 76(5): 056706, 2007.
[49] X. Feng and H. J. Wu, A posteriori error estimates and an adaptive finite ele-
ment method for the allen-cahn equation and the mean curvature flow. J. Sci. Comput.,
24(2):121-146, 2005.
[50] Q. Du and J. Zhang, Adaptive finite element method for a phase field bending elasticity
model of vesicle membrane deformations. SIAM J. Sci. Comput., 30(3):1634-1657, 2008.
[51] X. Hu, R. Li and T. Tang, A multi-mesh adaptive finite element approximation to
phase field models. Commun. Comput. Phys., 5(5):1012- 1029, 2009.
[52] X. Wu, Space-time adaptive methods for phase-field models. Ph. D. dissertation, Technis-
che Universiteit Eindhoven, The Netherlands, 2017.
[53] Y. Chen, Y. Huang and N. Yi, A SCR-based error estimation and adaptive finite
element method for the Allen-Cahn equation. Comput. Math. Appl., 78(1): 204-223, 2019.
[54] Q. Parsons, Numerical Approximation of the Ohta-Kawasaki Functionald. M. S. Thesis,
University of Oxford, 2012.
[55] S. Praetorius, Efficient solvers for the phase-field crystal equation. Ph. D. dissertation,
Technischen Universita¨t Dresden, 2015.
Error analysis of SAV FEM to PFC model 29
[56] P. E. Farrell and J. W. Pearson, A preconditioner for the Ohta-Kawasaki equation.
SIAM J. Matrix Anal. A., 38(1): 217-225, 2017.
[57] R. Li, Z. Liang, G. Zhang, L. Liao and L. Zhang, A note on preconditioner for the
Ohta-Kawasaki equation. Appl. Math. Lett., 85: 132-138, 2018.
[58] J. Bosch, C. Kahle and M. Stoll, Preconditioning of a Coupled Cahn-Hilliard Navier-
Stokes System. Commun. Comput. Phys., 23:603-628, 2018.
[59] L. Chen, iFEM: an innovative finite element methods package in MATLAB. Preprint,
University of Maryland, 2009.
