Functional equations in a p-adic context  by Escassut, Alain et al.
J. Math. Anal. Appl. 351 (2009) 350–359Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Functional equations in a p-adic context✩
Alain Escassut a,∗, Jacqueline Ojeda a, C.C. Yang b
a Laboratoire de Mathématiques Pures, Université Blaise Pascal (Clermont-Ferrand), Les Cézeaux, 63177 Aubiere Cedex, France
b The Hong Kong University of Sciences and Technology, Hong Kong, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 21 October 2007
Available online 9 October 2008
Submitted by Steven G. Krantz
Keywords:
Functional equations
Nevanlinna’s theory
Ultrametric
Recently, in the complex context, several results were obtained concerning functional
equations of the form P ( f ) = Q (g) where P and Q are polynomials of only two or three
terms whose coeﬃcients are small functions: in certain cases the equation does not admit
any pair of admissible solutions and in other cases it only admits pairs of solutions that
are of a very particular type. Here we consider similar questions when the ground ﬁeld is
a p-adic complete algebraically closed ﬁeld of characteristic 0 and we derive results that
are often analogous. For instance, if f n +a1 f n−m +b1 = c(g −n+a2gn−m +b2), with ai , b j
small functions with regard to f , g and a2b2 non-identically 0, then c = b1b2 and f = hg
with hm = a1a2 . However, contrary to the complex context, here results apply not only to
meromorphic functions deﬁned in the whole ﬁeld but also to unbounded meromorphic
functions deﬁned inside an open disc. The main tool is the p-adic Nevanlinna theory.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and main results
All over the 15 last years, many problems of uniqueness were examined, ﬁrst in complex analysis and also in p-adic
analysis: unique range sets [2–4,9,11,18,19], polynomials and functions of uniqueness [6,7,10,11,14,23], with regard to several
classes of functions (entire functions, meromorphic functions in C or in a p-adic complete algebraically closed ﬁeld). In the
non-archimedean context, the p-adic Nevanlinna theory works not only in the whole ﬁeld but also inside an open disc (con-
cerning then unbounded meromorphic functions) [1,6,8]. Thus, it is possible to obtain inside a disc results that frequently
look like those obtained in C while those obtained in the whole p-adic ﬁeld are sometimes even better.
Functional equations P ( f ) = Q (g) were considered in [8,12,24] with P , Q polynomials with coeﬃcients in C or in K,
in which it was showed that there exists no pair of non-constant (meromorphic or analytic) solutions ( f , g).
In [20], functional equations P ( f ) = Q (g) were studied when P and Q are polynomials of the form Xn + a1Xn−m + a2
where a1, a2 are meromorphic functions and the goal was to show that on several hypotheses, such a functional equation
does not admit any pair of admissible solutions ( f , g), i.e. solutions ( f , g) such that all coeﬃcients of P , Q are small
functions with regard to f and g . In other hypotheses, it was shown that there exist pairs of solutions but these must be
of a very particular type.
Here we will consider similar problems in the context of an algebraically closed ﬁeld K of characteristic 0, complete with
respect to an ultrametric absolute value. Then we will show results somewhat similar, both in the whole ﬁeld K and inside
an open disc. In the proofs, some diﬃculties may come from Lazard’s problem [17] on the zeros of an analytic function
inside a disc but we can deal with it thanks to a theorem in [5].
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fractions of A(K), and by K(x) the ﬁeld of rational functions.
Let a ∈ K and R > 0. We denote by d(a, R−) the “open” disc {x ∈ K: |x − a| < R} and given r1, r2 > 0 such that r1 < r2
we denote by Γ (a, r1, r2) the annulus {x ∈ K: r1 < |x− a| < r2}. In a similar way to the previous paragraph, we denote
by A(d(a, R−)) the set of analytic functions in d(a, R−), i.e. the K-algebra of power series ∑∞n=0an(x − a)n converging in
d(a, R−), and by M(d(a, R−)) the set of meromorphic functions inside d(a, R−), i.e. the ﬁeld of fractions of A(d(a, R−)).
Moreover, we denote by Ab(d(a, R−)) the K-subalgebra of A(d(a, R−)) consisting of the bounded analytic functions f ∈
A(d(a, R−)), i.e which satisfy supn∈N|an|Rn < +∞, and by Mb(d(a, R−)) the ﬁeld of fractions of Ab(d(a, R−)). Finally, we
denote by Au(d(a, R−)) the set of unbounded analytic functions in d(a, R−), i.e. A(d(a, R−)) \ Ab(d(a, R−)) and, similarly,
we denote by Mu(d(a, R−)) the set M(d(a, R−)) \ Mb(d(a, R−)).
Let us brieﬂy recall the deﬁnitions of classical Nevanlinna functions in the ﬁeld K.
Let log be the real logarithm function of base p > 1. Let R ∈ ]0,+∞[ and let f ∈ M(d(0, R−)) having no zero and no
pole at 0. Let ρ be > 0 and r ∈ ]ρ, R[.
We denote by Z(r, f ) the counting functions of zeros of f in d(0, r), counting multiplicity i.e. if (an) is the ﬁnite or
inﬁnite sequence of zeros of f in d(0, R−), with respective multiplicity order sn , we put Z(r, f ) =∑|an|r sn(log r − log|an|).
Similarly, we denote by Z(r, f ) the counting functions of zeros of f , ignoring multiplicity, i.e. if (an) is the ﬁnite or
inﬁnite sequence of zeros of f in d(0, R−), we put Z(r, f ) =∑|an|r(log r − log|an|).
In the same way, we set N(r, f ) = Z(r, 1f ) and N(r, f ) = Z(r, 1f ).
For a function f having no zero and no pole at 0, the Nevanlinna function T (r, f ) is deﬁned by T (r, f ) = max{Z(r, f ) +
log| f (0)|, N(r, f )}.
Suppose f ∈ M(K) (resp. f ∈ M(d(0, R−))). A function h ∈ M(K) (resp. h ∈ M(d(0, R−))) having no zero and no pole
at 0 will be called a small function with respect to f if limr→+∞ T (r,h)T (r, f ) = 0 (resp. limr→R− T (r,h)T (r, f ) = 0).
Note, if 0 is a zero or a pole of f or of h, we can make a change of variable such that the new origin is not a zero
nor a pole for both f and h. Then it is easily seen that the relation limr→+∞ T (r,h)T (r, f ) = 0 (resp. limr→+R T (r,h)T (r, f ) = 0) does not
depend on the origin.
We shall denote by M f (K) (resp. M f (d(0, R−))) the set of small functions with respect to f .
Deﬁnition. Given a functional equation or a system of functional equations E j (1 j  q) of the form P j( f , g) = 0 where
P j ∈ M(K)[X, Y ] (1 j  q) (resp. P j ∈ M(d(0, R−))[X, Y ] (1 j  q)), the pair ( f , g) will be called a pair of admissible so-
lutions of E j if for each j = 1, . . . ,q, all coeﬃcients of the P j lie in M f (K)∩Mg(K) (resp. in M f (d(0, R−))∩Mg(d(0, R−))).
The paper is aimed at showing the following ﬁve theorems which are p-adic versions of similar results obtained in [20],
with the help of the p-adic Nevanlinna theory together with a few speciﬁc properties of ultrametric analytic functions.
Theorem 1. Let ai ∈ M(K) (resp. Let ai ∈ M(d(0, R−))), with i = 1,2,3, and assume that a1 or a3 is not identically zero. Let
n,m,k ∈ N∗ satisfy k > 1, n >m and n > k(m+2)k−1 . Then the equation
xn + a1xn−m + a2 yk = a3 (1)
has no pair ( f , g) of admissible solutions.
Corollary 1. Let ai,bi, ci , with i = 1,2, be meromorphic functions in K (resp. in d(0, R−)) such that b2 = 0 and b1b2 = 0 or
c1b2 − c2b1 = 0. Let F (x, y) be a polynomial whose coeﬃcients are meromorphic functions in K (resp. in d(0, R−)). Let n,m,k ∈ N∗
with k 2, n >m and n > k(m+2)k−1 . Then the following system
xn + a1 yk + b1F (x, y) = c1, xn−m + a2 yk + b2F (x, y) = c2
has no pair ( f , g) of admissible solutions.
Proof. From the system of the two equations above we can easily derive the following:
xn + −b1
b2
xn−m +
(
a1b2 − a2b1
b2
)
yk =
(
c1b2 − c2b1
b2
)
.
Considering the hypothesis of Theorem 1 in the above equation and applying Theorem 1, the corollary follows. 
Theorem 2. Let ai ∈ M(K) (resp. Let ai ∈ M(d(0, R−))), with i = 1,2,3, and assume that a1 or a3 is not identically zero. Let
n,m,k ∈ N∗ satisfy k 4 (resp. k 7), n = 5, m = 2 (resp. m = 3). Then Eq. (1) has no pair ( f , g) of admissible solutions.
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Conjecture 1. Let ai ∈ M(K) (resp. Let ai ∈ M(d(0, R−))), with i = 1,2,3, and assume that a1 or a3 is not identically zero. If k = 2
or k = 3 (resp. k 6), then the equation
x5 + a1x3 + a2 yk = a3
(resp. x5 + a1x2 + a2 yk = a3) has no pair ( f , g) of admissible solutions.
Theorem 3. Let a ∈ M(K) (resp. Let a ∈ M(d(0, R−))) be not identically zero and n,k ∈ N∗ . Let
P (x) = c0 + c1(x− x1)m1 (x− x2)m2 · · · (x− xk)mk
be a polynomial of degree n with coeﬃcients in K such that c0c1 = 0 and xi = x j ∀i = j.
If n > 2k + 1, there exists no pair ( f , g) of admissible solutions satisfying the equation
P (x) = aP (y). (2)
Theorem 4. Let a ∈ M(K) (resp. Let a ∈ M(d(0, R−))) be not identically zero and n ∈ N∗ . Let P (x) = (x − x1)n−1 (x − x2) be a
polynomial of degree n with coeﬃcient in K such that x1 = x2 .
If the pair of functions ( f , g) is an admissible solution of the equation
P (x) = aP (y),
then f and g must have the forms
f = x1 + (x2 − x1)h(h
n−1 − a)
hn − a , g = x1 +
(x2 − x1)(hn−1 − a)
hn − a ,
where h ∈ M(K) and a ∈ Mh(K) (resp. h ∈ M(d(0, R−)) and a ∈ Mh(d(0, R−))).
Theorem 5. Let ai,bi, with i = 1,2, and c be not identically zero meromorphic functions in K (resp. in d(0, R−)). Let n and m be
relatively prime integers  2 with n > 2m + 3. Then the equation
xn + a1xn−m + b1 = c
(
yn + a2 yn−m + b2
)
(3)
has a pair ( f , g) of admissible solutions if and only if c = b1b2 and f = hg, where h is a meromorphic function satisfying hn = c and
hm = a1a2 .
Let m,n ∈ N∗ . We will denote by g.c.d.(m,n) the greatest common divisor of m and n.
Corollary 2. Let m,n be positive integers such that n > 2m + 3, m 2 and g.c.d.(m,n) = 1. Let ai ∈ K(x) with 1 i  4 and a4 be
not identically zero. The rational equation
xn + a1xn−m + a2 yn + a3 yn−m + a4 = 0 (4)
has no pair ( f , g) of transcendental meromorphic solutions.
Proof. Suppose that ( f , g) is a solution of (4). We may write Eq. (4) in the way
f n + a1 f n−m + a4
2
= −a2
(
gn + a3
a2
gn−m + a4
2a2
)
.
Setting b1 = a42 , b2 = a42a2 and c = −a2, we have c = − b1b2 , a contradiction to Theorem 5. 
2. Basic results
First, we shall recall deﬁnitions [5,7,13]. Let f (x) =∑n0 anxn (resp. f (x) =∑n0 an(x− a)n) be an entire function in K
(resp. in d(a, R−)). For all r > 0 (resp. r ∈ ]0, R[) we set | f |(r) = maxn0 |an|rn the maximum modulus function of f . It has
a natural continuation to M(K) (resp. M(d(0, R−))) by setting | f |(r) = |g|(r)|h|(r) wherever f = gh with g and h in A(K) (resp.
in A(d(0, R−))).
A. Boutabaa and A. Escassut in [2] showed the following result.
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log| f |(r) = Z(r, f ) − N(r, f ) + log| f (0)| ∀r > 0 (resp. ∀r ∈ ]0, R[).
Before showing the proofs of theorems, we have to state several basic results concerning small functions.
Let f ∈ M(K) (resp. Let f ∈ M(d(0, R−))). As usual, if a real function ψ deﬁned in ]0,+∞[ (resp. in ]0, R[), satisﬁes
limr→∞ ψ(r)T (r, f ) = 0 (resp. limr→R− ψ(r)T (r, f ) = 0), we write ψ(r) = S f (r).
According to the classical properties of the Nevanlinna function T (r, f ), the following Lemmas 2 and 3 are easily checked.
Lemma 2. M f (K) is a subﬁeld of M(K) (resp. M f (d(0, R)) is a subﬁeld of M(d(0, R−))).
Lemma 3. Let f ∈ M(K) (resp. Let f ∈ M(d(0, R−))) and b be a not identically zero function in M f (K) (resp. in M f (d(0, R−)))
with f (0) = 0,∞ and b(0) = 0,∞. Then, for r > 0 (resp. for r ∈ ]0, R[), we have T (r, f − b) = T (r, f ) + S f (r) and T (r,bf ) =
T (r, f ) + S f (r) ∀r > 0 (resp. ∀r ∈ ]0, R[).
The following lemma is already known in complex analysis and p-adic analysis (see [15,16]), nevertheless here we will
give a new proof.
Lemma 4. Let f ∈ M(K) and ai ∈ M f (K), i = 1, . . . ,n, with f (0) = 0,∞ and ai(0) = 0,∞ for i = 1, . . . ,n. If P (x) =∑ni=0 aixi ∈
M f (K)[x], then, for r > 0, we have
T
(
r, P ( f )
)= nT (r, f ) + S f (r).
Proof. Since f ∈ M(K), there exist functions g,h ∈ A(K) without common zeros such that f = gh . By Lemma 2, we may
assume, without loss of generality, that an = 1. So,
P ( f ) = g
n +∑n−1m=0 amgmhn−m
hn
.
Let G = gn + Q , where Q =∑n−1m=0 amgmhn−m . We may obviously assume that G and Q have no zero at 0.
Let r > 0. Since g and h have no zeros in common, the poles of P ( f ) are the zeros of hn (counting multiplicities). So, we
deduce that N(r, P ( f )) = nZ(r,h). Consequently,
T
(
r, P ( f )
)= max{Z(r, P ( f ))+ O (1), N(r, P ( f )}= max{Z(r,G) + O (1), nZ(r,h)}.
Let J = {r > 0: |gn|(r) > |Q |(r)}. Clearly |G|(r) = (|g|(r))n ∀r ∈ J . So, by Lemma 1,
Z(r,G) = nZ(r, g) + n log∣∣g(0)∣∣− log∣∣G(0)∣∣ ∀r ∈ J .
Consequently,
T
(
r, P ( f )
)= max{nZ(r, g) + O (1); nZ(r,h)}= nT (r, f ) + O (1) ∀r ∈ J . (5)
Now, let J ∗ = {r > 0: |gn|(r) |Q |(r)}. Observe that, for each r ∈ J ∗ , there exists q(r) such that(|g|(r))n  |aq(r)|(r)(|g|(r))q(r)(|h|(r))n−q(r).
So, by Lemma 1, for ﬁxed r ∈ J ∗ we have(
n − q(r))(Z(r, g) + log∣∣g(0)∣∣) (n − q(r))(Z(r,h) + log∣∣h(0)∣∣)+ Z(r,aq(r))+ log∣∣aq(r)(0)∣∣.
But aq(r) ∈ M f (K). So, the previous inequality is reduced to
Z(r, g) Z(r,h) + S f (r), r ∈ J ∗.
Thus Z(r,G)  nZ(r,h) + S f (r), r ∈ J ∗ . Thereby, since T (r, P ( f )) = max{Z(r,G) + log|G(0)|,nZ(r,h)}, we deduce that
T (r, P ( f )) nZ(r,h) + S f (r), r ∈ J ∗ . Moreover, obviously, nZ(r,h) T (r, P ( f )). Thus
T
(
r, P ( f )
)= nZ(r,h) + S f (r).
On the other hand, since Z(r, g) Z(r,h) + S f (r), r ∈ J ∗ , we have T (r, f ) = Z(r,h) + S f (r), r ∈ J ∗ . Thus, considering
the previous remark, we deduce that
T
(
r, P ( f )
)= nT (r, f ) + S f (r) ∀r ∈ J ∗. (6)
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T
(
r, P ( f )
)= nT (r, f ) + S f (r), r > 0. 
Let K̂ be a complete algebraically closed extension of the ﬁeld K. In the following lemma, which is very useful for the
proofs of the following theorems, we will denote by d̂(0, R−) the open disc {x ∈ K̂: |x| < R} contained in K̂.
Lemma 5. (See [22].) Let f ∈ M(d(0, R−)) and let f̂ be the meromorphic function deﬁned by f in d̂(0, R−). Then the zeros and
the poles of f̂ in d̂(0, R−) are exactly the zeros and the poles of f in d(0, R−), taking multiplicities into account. Consequently
T (r, f ) = T (r, f̂ ).
In order to state Lemma 6 we establish the following remark.
We remember that, given a meromorphic function f in the open disc d(0, R−) ⊂ K, it is not always possible to ﬁnd
analytic functions h, l in A(d(0, R−)) without common zeros such that f = hl , except if K is spherically complete, i.e., every
decreasing ﬁlter on K has a center in K (see [5,7,13]). In our case, K is an algebraically closed complete ultrametric ﬁeld,
therefore it admits a spherically complete algebraically closed extension K̂ (see [5,7]).
Now, in the ﬁeld K, consider f ∈ M(d(0, R−)). It obviously deﬁnes a function f̂ ∈ M(̂d(0, R−)) in the ﬁeld K̂. And
then, we may write f̂ in the form h0l0 with h0, l0 ∈ A(̂d(0, R−)) having no common zeros. Moreover, by Lemma 1, all
zeros and poles of f̂ in K̂ actually lie in K. So, by [5, Theorem 25.5], there exists h ∈ A(d(0, R−)) such that the function
ĥ ∈ A(̂d(0, R−)) deﬁned in K̂ satisﬁes ĥh0 = u ∈ Ab (̂d(0, R−)). Then we may set l = ul0 ∈ A(̂d(0, R−)). Moreover, we check
that l has coeﬃcients in K because f = hl , hence l = f h belongs to M(d(0, R−)) and has no pole in d(0, R−).
Thank to the previous remark and Lemma 5 we obtain the following lemma. The proof is similar to this of Lemma 4.
Lemma 6. Let f ∈ Mu(d(0, R−)) and ai ∈ M f (d(0, R−)), i = 1, . . . ,n, with f (0) = 0,∞ and ai(0) = 0,∞ for i = 1, . . . ,n. If
P (x) =∑ni=0 aixi ∈ M f (d(0, R−))[x], then, for r ∈ ]0, R[, we have
T
(
r, P ( f )
)= nT (r, f ) + S f (r).
Lemma 7. Let f ∈ M(K) (resp. Let f ∈ M(d(0, R−))). Then, f is transcendental over M f (K) (resp. M f (d(0, R−))).
Proof. Suppose that f is algebraic over M f (K) (resp. M f (d(0, R−))). Let P (x) =∑ni=0 aixi ∈ M f (K)[x] (resp. Let P (x) =∑n
i=0 aixi ∈ M f (d(0, R−))[x]), with an = 1, be the minimal polynomial of f on M f (K) (resp. on M f (d(0, R−))). So,
f n = −
n−1∑
i=0
ai f
i . (7)
Let r > 0 (resp. r ∈ ]0, R[). Now, by Lemma 4 (resp. Lemma 6), we have T (r, f n) = nT (r, f ) + S f (r) but T (r,∑n−1j=0 ai f i)
(n − 1)T (r, f ) + S f (r) a contradiction to (7). 
Notation. Let f ∈ M(K) (resp. Let f ∈ M(d(0, R−))) and m,n ∈ N∗ . In following lemmas and the sequel, we will denote by
Z(r, f n − a; f m − b) the counting function of common zeros (without counting multiplicities) of f n − a and f m − b.
Lemma 8. Let f ∈ M(K) (resp. Let f ∈ M(d(0, R−))) be not identically zero such that f (0) = 0,∞ and let a,b ∈ M f (K) (resp. let
a,b ∈ M f (d(0, R−))), without pole nor zero at 0. Let n,m ∈ N∗ be relatively prime. If Z(r, f n − a; f m − b) is not of the forme S f (r)
in ]0,+∞[ (resp. in ]0, R[), then am − bn ≡ 0.
Proof. Assume that Z(r, f n − a; f m − b) = S f (r) and that am − bn is not identically zero. Then there exist λ > 0 and a
sequence {rs}s∈N , with lims→+∞ rs = +∞ (resp. lims→+∞ rs = R), such that
Z
(
rs, f
n − a; f m − b) λT (rs, f ) ∀s ∈ N.
Let xo be a common zero of f n −a and f m −b, i.e. f n(xo) = a(xo) and f m(xo) = b(xo). Consequently, f nm(xo) = am(xo) =
bn(xo). So, xo is a zero of am − bn and hence
Z
(
rs,a
m − bn) λT (rs, f ) ∀s ∈ N,
a contradiction because am − bn ∈ M f (K) (resp. am − bn ∈ M f (d(0, R−))). Therefore, am ≡ bn . 
Lemma 9. Let a,b ∈ M(K) (resp. Let a,b ∈ M(d(0, R−))) such that am ≡ bn for some relatively prime m,n ∈ N∗ . Then, there exists
u ∈ M(K) (resp. u ∈ M(d(0, R−))) such that a = un and b = um.
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Let u = asbt . Then,
a = asnatm = asnbtn = un
and
b = bsnbtm = asmbtm = um. 
Lemma 10. Let g,h,a,b and c be meromorphic functions on K (resp. on d(0, R−)) satisfying
gm = h
d − b
ahn − c (8)
with a,b, c ∈ Mg(K) (resp. a,b, c ∈ Mg(d(0, R−))) and d,m and n integers. Then, there exists λ > 0 such that T (r,h)  λT (r, g)
∀r > 0 (resp. ∀r ∈ ]0, R[).
Proof. Let r > 0 (resp. Let r ∈ ]0, R[). Since gm = hd−bahn−c we have
T
(
r, gm
)
 T
(
r,hd − b)+ T (r,ahn − c)+ O (1)
 dT (r,h) + T (r,b) + nT (r,h) + T (r,a) + T (r, c) + O (1)
 (d + n)T (r,h) + T (r,a) + T (r,b) + T (r, c) + O (1). (9)
Since a, b and c are small functions with respect to g in K (resp. in d(0, R−)), and since T (r, gm) =mT (r, g) and
d + n > 0, by (9), we can see that md+n T (r, g) T (r,h) + Sg(r). Consequently, we have T (r,h) λT (r, g) − Sg(r) whenever
λ ∈ ]0, md+n [. 
Lemma 11. Let g,h,a,b and c be meromorphic functions onK (resp. on d(0, R−)) such that a,b and c are small functions with respect
to g. If gm is deﬁned as in (8), then a,b and c are also small functions with respect to h.
Proof. Suppose the contrary, i.e. there exist a constant M > 0 and a sequence {rn}n∈N , with limn→+∞ rn = +∞ (resp.
limn→+∞ rn = R) such that
T (rn,h) Mmax
{
T (rn,a); T (rn,b); T (rn, c)
}
.
Consequently, there exists some constant N = M
λ
> 0, where λ is chosen as in the previous lemma, such that
T (rn, g) Nmax
{
T (rn,a); T (rn,b); T (rn, c)
}
which leads to a contradiction when n → +∞, because a, b and c belong a Mg(K) (resp. to Mg(d(0, R−))). 
Lemma 12. Let f , g ∈ M(K) (resp. Let f , g ∈ M(d(0, R−))) satisfy (3) with a1,a2,b1,b2 and c being small meromorphic functions
with respect to f and g on K (resp. on d(0, R−)). Let h = fg . Then, for r > 0 (resp. r ∈ ]0, R[), we have
T (r, f ) = T (r, g) + Sg(r) and T (r,h) 2T (r, g) + Sg(r).
Proof. Note that by (3) we have
f n−m
(
f m + a1
)= cgn−m(gm + a2)+ (cb2 − b1).
Let r > 0 (resp. r ∈ ]0, R[). By Lemma 4 (resp. Lemma 6) we have
T
(
r, f n−m
(
f m + a1
))= nT (r, f ) + S f (r)
and
T
(
r, c
(
gn + a2gn−m + b2
))= nT (r, g) + Sg(r).
Consequently, T (r, f ) + S f (r) = T (r, g) + Sg(r).
Suppose that there exist λ > 1 and a sequence {rn}n∈N , with limn→+∞ rn = +∞ (resp. limn→+∞ rn = R), such that
T (rn, g)
> λ ∀n ∈ N. (10)
T (rn, f )
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the form T (rn, f )(1+ η) with η > 0 suﬃciently small. Thus, T (rn,g)T (rn, f ) =
1+η
1+ , a contradiction to (10). So, limn→+∞
T (rn,g)
T (rn, f )
= 1.
Thus, T (r, f ) = T (r, g) + Sg(r) and hence T (r,h) T (r, f ) + T (r, g) = 2T (r, g) + Sg(r). 
The following theorem is the second main theorem in p-adic analysis and is given in [1] for M(K) and in [3] for
M(d(0, R−)).
Theorem A. Let α1, . . . ,αq ∈ K , with q  2, let S = {α1, . . . ,αq}, and let f ∈ M(K) (resp. let f ∈ M(d(0, R−))) satisfy
f (0) = 0,∞ and f (0) = α j for j = 1, . . . ,q. Then, for r > 0 (resp. r ∈ ]0, R[), we have
(q − 1)T (r, f )
q∑
j=1
Z(r, f − α j) + N(r, f ) − log r + O (1).
The p-adic Nevanlinna theorem on three small functions is known and given in [21]. We can state here its two useful
corollaries.
Theorem N (Nevanlinna theorem for three small functions). Let f ∈ M(K) (resp. Let f ∈ M(d(0, R−))) be non-constant with
f (0) = 0,∞ and let a1,a2,a3 ∈ M f (K) (resp. let a1,a2,a3 ∈ M f (d(0, R−))) be distinct with ai(0) = 0,∞ for i = 1,2,3, unless is
identically zero. Then, for r > 0 (resp. r ∈ ]0, R[), we have
T (r, f )
3∑
i=1
Z(r, f − ai) + S f (r).
Corollary 3. Let f ∈ M(K) (resp. Let f ∈ M(d(0, R−))) be non-constant with f (0) = 0,∞ and, let a ∈ M f (K) (resp. let a ∈
M f (d(0, R−))) with a(0) = 0,∞. Then, for r > 0 (resp. r ∈ ]0, R[), we have
T (r, f ) Z(r, f ) + Z(r, f − a) + N(r, f ) + S f (r).
Corollary 4. Let f , g ∈ M(K) (resp. Let f , g ∈ M(d(0, R−))) be non-constant with f (0) = 0,∞ and g(0) = 0,∞. Let a ∈ M f (K)
(resp. Let a ∈ M f (d(0, R−))) with a(0) = 0,∞. If f + g = a, then, for r > 0 (resp. r ∈ ]0, R[), we have
T (r, f ) Z(r, f ) + Z(r, g) + N(r, f ) + S f (r).
From the above we can deduce the following:
Theorem B. Let f ∈ M(K) (resp. let f ∈ M(d(0, R−))) be non-constant with f (0) = 0,∞. Let a ∈ M f (K) (resp. Let a ∈
M f (d(0, R−))) with a(0) = 0,∞. If n is an integer  2, then, for r > 0 (resp. r ∈ ]0, R[), we have
(n − 2)T (r, f ) Z(r, f n − a)+ S f (r).
Proof. Since f ∈ M(K) (resp. f ∈ M(d(0, R−))), obviously f n ∈ M(K) (resp. f n ∈ M(d(0, R−))). Let r > 0 (resp. r ∈ ]0, R[).
Applying Corollary 3 to f n , we obtain
T
(
r, f n
)
 Z
(
r, f n
)+ Z(r, f n − a)+ N(r, f n)+ S f (r).
Note in the above inequality that Z(r, f n) = Z(r, f )  Z(r, f )  T (r, f ) and clearly N(r, f n)  T (r, f ). Moreover,
T (r, f n) = nT (r, f ) + O (1). Therefore, when n 2, we have
(n − 2)T (r, f ) Z(r, f n − a)+ S f (r). 
3. Proofs of the theorems
Proof of Theorem 1. Since, by Lemma 7, f is transcendental over M f (K) (resp. over M f (d(0, R−)), clearly a = 0.
Suppose that ( f , g) is a pair of admissible meromorphic solutions of (1), i.e.
f n + a1 f n−m = a3 − a2gk.
Considering F = f n + a1 f n−m and applying Corollary 3 to F we obtain
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= Z(r, f n−m( f m + a1))+ Z(r,a2gk)+ N(r, f n + a1 f n−m)+ S f (r)
 Z(r, f ) +mZ(r, f ) + Z(r, g) + N(r, f ) + S f (r)
 (m + 2)T (r, f ) + T (r, g) + S f (r). (11)
On the other hand, by Lemmas 3 and 4 (resp. Lemmas 3 and 6), we have T (r, f n + a1 f n−m) = nT (r, f ) + S f (r) and
T (r,a3 − a2gk) = kT (r, g) + Sg(r). Therefore, we deduce that T (r, g) = nk T (r, f ) + S f (r). Thus, when rt tends to +∞ (resp.
to R−), it follows from inequality (11) that n m + 2 + nk , i.e. n  k(m+2)k−1 , a contradiction to the hypothesis of the theo-
rem. 
Proof of Theorem 2. Let n = 5 and m = 2. Suppose that ( f , g) is a pair of admissible solutions for (1), i.e.
f n + a1 f n−m + a2gk = a3.
Observe that n > k(m+2)k−1 whenever k 6 and therefore, by Theorem 1, (1) has no pair of admissible solutions.
Now, we prove the remaining cases. Considering (11) in the proof of Theorem 1, we have
nT (r, f ) Z(r, f ) +mZ(r, f ) + Z(r, g) + N(r, f ) + S f (r),
but all poles of f have multiplicities at least k and T (r, g) = nk T (r, f ) + S f (r). So, the previous inequality is reduced to
nT (r, f ) (m + 1)T (r, f ) + T (r, g) + 1
k
T (r, f ) + S f (r)
 (m + 1)T (r, f ) + n
k
T (r, f ) + 1
k
T (r, f ) + S f (r)
=
(
m + 1+ (n + 1)
k
)
T (r, f ) + S f (r).
Thus, when r tends to +∞ (resp. to R−), we have n  m + 1 + (n+1)k . Now, since n = 5, m = 2, we have 5  3 + 6k ,
a contradiction when k = 4 or k = 5.
With a similar process we can conclude that for n = 5, m = 3 and k 7 Eq. (1) has no pair of admissible solutions. 
Proof of Theorem 3. Let Q (x) = P (x) − c0. Suppose that a pair of functions ( f , g) satisﬁes (2). Then a is a small function
with respect to f and g and we have
Q ( f ) − aQ (g) = c0(a − 1). (12)
Since c0(a − 1) ∈ M f (K) (resp. c0(a − 1) ∈ M f (d(0, R−))), by applying Corollary 4 to Q ( f ), we obtain
T
(
r, Q ( f )
)
 Z
(
r, Q ( f )
)+ Z(r,aQ (g))+ N(r, Q ( f ))+ S f (r).
On the other hand, we have Z(r, Q ( f )) = ∑ki=1 Z(r, f − xi), Z(r, Q (g)) = ∑ki=1 Z(r, g − xi) and T (r, Q ( f )) =
nT (r, f ) + O (1). Moreover, we notice that N(r, Q ( f )) = N(r, f − xi). Consequently,
nT (r, f ) kZ(r, f ) + kZ(r, g) + N(r, f ) + S f (r) (k + 1)T (r, f ) + kT (r, g) + S f (r).
Now, by Eq. (12) and Lemma 3 (resp. Lemma 4), we have T (r, g) = T (r, f ) + S f (r). But since S f (r) = Sg(r), when r tends
to +∞ (resp. to R−), it follows that n 2k + 1, a contradiction to the hypothesis of the theorem. 
Proof of Theorem 4. Suppose that the pair of meromorphic functions ( f , g) satisﬁes the equations P (x) = aP (y), i.e. a is a
small function with respect to f and g and(
f − x1
g − x1
)n−1( f − x2
g − x2
)
= a. (13)
Let h = f1g1 , with f1 = f − x1 and g1 = g − x1. Then we can write (13) in the form
hn−1
(
g1h + (x1 − x2)
)= a(g1 + (x1 − x2)).
Consequently,
g1 = (x2 − x1)(h
n−1 − a)
n
.h − a
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f1 = (x2 − x1)h(h
n−1 − a)
hn − a .
Therefore, considering the deﬁnition of f1 and g1, we can easily see that f and g are of form as asserted. Moreover,
with a similar argument to Lemma 11, by setting m = 1, we deduce that a is a small function with respect to h in K (resp.
in d(0, R−)). 
Lemmas 8–11 and 12 play a crucial role in the proof of Theorem 5 which requires more work.
Notation. Let h ∈ M(K) (resp. Let h ∈ M(d(0, R−))). We denote by Zm)(r,hn −c) (resp. Zm)(r,hn −c)) the counting function
of zeros of hn − c with order of multiplicities at least m counting multiplicities (resp. not counting multiplicities).
Proof of Theorem 5. The suﬃcient condition of the theorem is easily seen. Now we show the necessary condition. Assume
that (3) has a pair of admissible solutions ( f , g). Then, (3) leads to
f n−m
(
f m + a1
)= cgn−m(gm + a2)+ (cb2 − b1). (14)
Let f1 = f n−m( f m + a1) and f2 = −cgn−m(gm + a2). By (14), we obtain f1 + f2 = cb2 − b1. Clearly cb2 − b1 ∈ M f (K)
(resp. cb2 − b1 ∈ M f (d(0, R−))).
Let r > 0 (resp. r ∈ ]0, R[). Suppose that cb2 − b1 = 0. Then, by Corollary 4,
T (r, f1) Z(r, f1) + Z(r, f2) + N(r, f1) + S f (r)
hence,
nT (r, f ) Z
(
r, f n−m
)+ Z(r, f m + a1)+ Z(r, gn−m)+ Z(r, gm + a2)+ N(r, f ) + S f (r)
 Z(r, f ) +mZ(r, f ) + Z(r, g) +mZ(r, g) + N(r, f ) + S f (r)
 (m + 2)T (r, f ) + (m + 1)T (r, g) + S f (r).
But, by Lemma 12, we have T (r, f ) = T (r, g) + Sg(r), hence the above inequality is reduced to
nT (r, f ) (2m + 3)T (r, f ) − log r + S f (r).
Thus, when r tends to +∞ (resp. to R−), we have that n 2m+ 3, a contradiction to the hypothesis. Thus, cb2 − b1 = 0,
i.e. c = b1b2 . It follows from this and Eq. (14) that
f n + a1 f n−m = cgn−m
(
gm + a2
)
or
gm−n
(
f n + a1 f n−m
)= c(gm + a2).
Let h = fg . The previous equation becomes
gm
(
hn − c)= −a1hn−m + ca2. (15)
We now prove that hn − c is identically zero. Suppose that it is not the case. Then, by (15) we have
gm = −a1h
n−m + ca2
hn − c .
First we show that ( ca2a1 )
n = cn−m . By Lemma 11, we notice that ca2a1 and c belong to Mh(K) (resp. to Mh(d(0, R−))).
If ( ca2a1 )
n = cn−m , then, by Lemma 8, we have Z(r,hn−m − ca2a1 ;hn − c) = Sh(r). Consequently, by Lemma 12, we have
Z(r,hn−m − ca2a1 ;hn − c) = Sg(r). So, each zero of hn − c with multiplicity strictly less than m cannot be a pole of gm
and hence must be a zero of hn−m − ca2a1 . Consequently, Z(r,hn − c) − Zm)(r,hn − c) = Sg(r). Moreover, by deﬁnition,
Zm)(r,hn − c) 1m Zm)(r,hn − c) and hence Zm)(r,hn − c) 1m T (r,hn − c). Now, applying Theorem B to h, we obtain
(n − 2)T (r,h) Z(r,hn − c)+ Sh(r) 1m Zm)(r,hn − c)+ Sg(r) + Sh(r) nm T (r,h) + Sg(r) + Sh(r).
So, when r tends to +∞ (resp. to R−), we have n − 2 nm , i.e. n(m − 1) 2m, a contradiction to the hypothesis of the
theorem. Therefore, ( ca2 )n = cn−m .a1
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construction, u is a small function with respect to h in K (resp. in d(0, R−)).
Let h1 = hu . So, (15) is reduced to
(ug)m = −a1 h
n−m
1 + 1
hn1 − 1
.
Since m and n are relatively prime, the equations xn−m = 1 and xn = 1 have only x = 1 as common root and have
(n −m − 1) + (n − 1) distinct roots. Let {βi: i = 1,2, . . . ,2n −m − 2} be the set of all distinct roots of the two equations.
Each one must have a multiplicity at least m. So, applying the second main theorem (Theorem A) to h1 we obtain
(
(2n −m − 2) − 1)T (r,h1) n∑
i=2
Z(r,h1 − βi) +
n−m∑
i=2
Z(r,h1 − βi) + N(r,h1) − log r + O (1)

(
(2n −m − 2)
m
+ 1
)
T (r,h1) − log r + O (1).
This implies that (1 − 1m )(2n −m − 2) < 2 when r tends to +∞ (resp. (1 − 1m )(2n −m − 2)  2 when r tends to R−), i.e.
n < m
2+3m−2
2(m−1) (resp. n 
m2+3m−2
2(m−1) ), a contradiction because n > 2m + 3 when m  2. Thus, it follows that hn = c and so,
by (15), hn−m = ca2a1 , i.e. hm =
a1
a2
. 
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