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The size of non-perturbative corrections to event shape observables is predicted to fall like
powers of the inverse centre of mass energy. These power corrections are investigated for dif-




-annihilation measured at LEP as well as previous experiments.
The obtained corrections are compared to other approaches and theoretical predictions. Mea-
surements of 
s
using power corrections are compared to conventional methods.
1 Introduction




-annihilation is usually depicted by three phases.
The rst part called the perturbative phase is described by perturbative QCD calculations. The
second phase called fragmentation or hadronisation is usually described using Monte Carlo based
models. It is widely hoped that the inuence of this phase on event shape observables can be
described by analytical means: Power corrections. A third phase containing hadron decays is
believed to be well under control.
Power corrections arise from two dierent theoretical approaches: Renormalons and analyt-
ical hadronisation models. This suggests a connection between the picture of a hadronisation
phase and the theoretical idea of renormalons.
The size of the correction due to the hadronisation process can be seen as a quality attribute
for a specic observables. A small correction implies that this observable probes the parton
structure more directly, allowing a more precise test of QCD predictions, e.g. measurements of

s
. As power corrections use few parameters for describing the hadronisation phase, it is hoped
that they lead to a better understanding of its inuence.
2 Simple Power Corrections
2.1 Mean Values
Means of infrared and collinear safe observables can be described by the sum of the perturbative










































with A and B being given numbers
?;?




















is used as a simple ansatz. It is useful to x 
s
in these ts to get comparable power coecients.
The four mean event shapes in Figure 1 show qualitative agreement between the parton
levels of the parton shower Monte Carlo and the second order part resulting from the t. The
corrections of all four means show 1=E
cm
behaviour with only 1   T having large 
2
due to
inconsistent data. Although the C
2
coecients of h1  T i and hB
sum
i are not consistent with
0, the dominant contributions comes from the 1=E
cm















i. The numbers are given in Table 1.
2.2 Cut Integrals and Higher Moments
To investigate whether the non-perturbative correction of an event depends on specic values of






























haviour. (Table 1 and Figure 3a).
Another way of emphasising dierent ranges is to investigate higher moments. The OPAL
















































was used as power term. 
n 1
being a non-perturbative parameter accounting for the contribu-
tions to the event shape below an infrared matching scale 
I













these formulae contain 
n 1
as the only free parameters. The
results shown for h1  T i in Figure 2 and Table 2 indicate that the assumed power law of 1=E
n
cm
for the n-th moment does work.

























h1  T i 1:09 0:03   3:2 0:9 72=38 h1 T i
0:2:::0:5










0:67 0:12   1:9 0:7 21=25
hB
sum










0:08 0:03 9:2 0:9 8=5
hB
max



























































































































































as a function of the centre of mass energy. On
the lefthand-side the solid lines present the hadron level prediction of Jetset74, the dotted lines show the parton
shower result. On the righthand-side the solid lines present the results of the ts with Eqs. (1{3), the dotted
lines show the perturbative part only. The strong decrease of the hB
sum
i prediction at low energies at the right
is caused by the large and negative C
2
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JETSET    c)
pQCD + pow. corr.
pQCD
Figure 2: Results of tting Eqs. (1,2,4) to Jetset predictions for mean values and higher moments of 1  T .
Table 2: Results of tting Eqs. (1,2,4) to Jetset predictions for mean values and higher moments of 1  T .
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3 Other Approaches
To strengthen the need for power corrections in the description of data, a few other approaches
were investigated: Fitting only the perturbative prediction including a 3rd order coecient as
free parameter yields very large 
2










. Thus a 3rd order calculation does not give an improved prediction on the energy
dependence neglecting hadronisation eects. (Figure 3b).







free, shows ambivalent results. While for
h1  T i the t is reasonable and leads to a scale x

that is consistent with the one obtained










cannot describe the data. (Figure 3c).











For h1  T i one gets p = 0:98  0:19
?
in perfect agreement with the previous results.
4 Determination of 
s
using Power Corrections
The analytical power ansatz for non-perturbative corrections by Dokshitzer and Webber
?;?
is
used by DELPHI to determine 
s
from mean event shapes
?;?
. The power correction of this













































as given above. In order to measure 
s
from individual high energy data
the free parameter 
0
has to be known.
To infer 
0




to a large set of measurements at dierent energies
?




only DELPHI measurements are included in the t. The resulting
values of 
0
are summarised in Table 3. The extracted 
0
values are around 0.5 as expected in
?
.
The numerical values are, however, incompatible with each other. So the assumed universality
?
is not valid to the precision that is accessible from the data. Therefore 
0
is determined for


















from 0.25 to 4 and the infrared matching scale from 1 GeV to 3 GeV.




values corresponding to the high energy data points can
be calculated from Eqs. (1,2,6). 
s
is calculated for both observables individually and then
combined with an unweighted average. The resulting 
s
values and the QCD expectation are
shown in the leftmost plot of Figure 4.
The 
s
values follow the QCD expectation. Fitting a straight line to the energy dependence
results in a slope, which agrees very well with the QCD expectation of a running 
s
between
91 GeV and 183 GeV. In Figure 4 and Table 4 this result is further-on compared to 
s
mea-
surements obtained from distributions using Monte Carlo based hadronisation models. The
comparison shows that the running measured from means using power correction and the one
obtained from standard methods give consistent results and comparable errors.
5 Prospects
Many of the recent developments in the eld of power corrections are not yet included in the
presented experimental works. Beside the calculation of Milan factors, which will not inuence
the consistency of the experimental results much, some of the predicted power coecients a
f
were corrected in the last months
?





values improve with these new predictions.
Thus the experimental ts have to be repeated and with increasing theoretical understanding

























































































































































Figure 3: Fit results for cut variables (left), tted 3rd order coecient (middle) and tted renormalisation
scale (right). The continuous line represents the complete prediction. In the left plot the dashed line gives the
perturbative contribution. In the middle plot it represents the 2nd order contribution to the full 3rd order curve.






only DELPHI measurements are included in the t. The rst error
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Figure 4: Energy dependence of 
s
as obtained from mean event shapes (left) compared to 
s
obtained from
distributions. The errors shown are statistical only. The band shows the QCD expectation of extrapolating the
world average to other energies.




) between 91 GeV and 183 GeV.
Means plus Distributions plus
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