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We have performed numerical simulations of a dipolar Bose-Einstein Condensate (BEC) in a
pancake confinement at T = 0 within Density Functional Theory. By reducing the scattering
length characterizing the repulsive contact interaction with respect to the dipolar interaction, the
system undergoes a spontaneous density modulation in the form of an ordered arrangement of multi-
atoms “droplets”. Depending upon the ratio between short-range and dipolar interaction, adjacent
droplets can be either (i) isolated from one another (“normal solid” phase) or (ii) immersed in a
background of low-density superfluid which establishes a global phase coherence across the whole
sample (“supersolid” phase). We have studied the effect of quantum vorticity on these phases,
which can be created by “freezing” a vortex-hosting superfluid state. We find that the nucleation
rate of the supersolid from the superfluid state is enhanced by the presence of vortices. We also
demonstrate that upon releasing of the radial harmonic confinement, the expanding supersolid state
hosting vortices shows tell-tale quantum interference effects, as opposed to the behavior of the
normal-solid state which shows instead a ballistic radial expansion of the individual droplets. We
suggest that such markedly different behavior might be used to prove the supersolid character of
rotating dipolar condensates.
The supersolid phase of matter has attracted large in-
terest because the two symmetries that become sponta-
neously broken at the same time seem incompatible at
first sight [1]. On one hand the translational symmetry
is broken so that particles become localized with solid
order. On the other hand gauge symmetry is broken and
this leads to a condensate and to superfluid properties.
Supersolidity was first proposed long ago for solid 4He
[2–4] and experiments [5] have shown that solid 4He has
indeed a number of anomalous properties but these do
not conform to the bulk supersolid paradigm [5, 6]. Cold
bosons turned out to be a more fruitful platform. In
particular, a number of properties expected for a super-
solid have recently been verified with dipolar bosons, as
discussed below. In a superfluid system vortices are ex-
pected as excitations in addition to propagating phonon
or phonon-roton ones. Vortices in a superfluid are quan-
tized topological excitations directly related to the pres-
ence of a condensate and to an overall phase coherence
of the system, so the creation and detection of quantized
vortices is a fundamental verification of the basic nature
of supersolidity.
A system made of dipolar bosons is very appealing
in the supersolidity context because, under suitable con-
ditions, the dispersion relation of its excited states is
characterized by a roton minimum –similarly to super-
fluid 4He– whose gap amplitude depends on the relative
strengths of short-range and dipolar interactions [7, 8].
As the ratio between dipolar interaction and short-range
repulsion strength increases beyond a critical value, a
spontaneous density modulation occurs which is driven
by the softening of the roton mode at finite momentum
kR, and the resulting system shows supersolid charac-
ter [7, 9–13]. The density modulation, with wavelength
∼ 2pi/kR, results in an ordered array of “droplets”, elon-
gated in the direction of the polarization axis, made of
many atoms each. Global phase coherence can be main-
tained between adjacent droplets due to a low-density su-
perfluid background that allows tunneling of atoms from
one droplet to another. Instead, when such superfluid
background is absent the equilibrium phase consists of
an ordered array of droplets which are essentially isolated
from one another (“normal solid” phase).
Further increase in the dipolar interaction results in
the formation of self-bound droplets [14–19], with order-
of-magnitude higher densities, the binding arising from
the interplay between the two-body dipolar interactions
and the effect of quantum fluctuations [15, 20].
Supersolid behavior occurs in the intermediate regime
between superfluid and self-bound droplets. We remark
that in the following the term droplet will be used to indi-
cate the individual clusters making up the ordered struc-
ture of a modulated phase in such intermediate regime,
and will not refer to the self-bound droplet regime.
A number of theoretical studies predicted supersolid
behavior in dipolar Bose-Einstein condensates (BEC) in
different geometries, including the stripe phase when the
polarization vector forms an angle with the confinement
axis [9, 21, 22], dipolar gases confined in a quasi-2D pan-
cake shaped trap [10, 16], or in a tube [12]. The order of
the superfluid-supersolid transition has been studied [23],
revealing a critical point in the phase diagram where such
transition becomes second-order.
There are now convincing experimental evidences of
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2supersolid (SS in the following) behavior in dipolar gases.
Strong global phase coherence was found in the SS real-
ization of Ref. [24] as opposed to the lack of it in the
isolated droplet phase where no superfluid flow is present
between adjacent droplets (“normal solid”, NS in the fol-
lowing). Similarly, robust phase coherence across a linear
array of quantum droplets was observed in Ref. [25]. Sta-
ble stripe modulations have been also observed in dipolar
quantum gases [9, 26]. A partial phase coherence is sug-
gested in Ref. [26], thus indicating possible SS behavior.
The characteristic symmetry breaking of a SS phase was
observed through the appearance of compressional oscil-
lation modes in a harmonically trapped dipolar conden-
sate [27]. In more a work [28] the reduction of the mo-
ment of inertia under slow rotation, previously predicted
for a dipolar SS [29], has been measured. The response of
the dipolar SS phase has been studied experimentally in
Ref. [30] where the out-of-equilibrium superfluid (SF in
the following) flow across the whole system was revealed
by a rapid re-establishment of global phase coherence af-
ter a phase-shattering excitation was applied. Instead,
no such re-phasing was observed in the NS phase, where
tunnelling between adjacent droplets is suppressed.
Most of the recent evidence of supersolid behavior in
dipolar gases is based on the presence of two main fea-
tures of a SS system, i.e. (i) a non-zero non-classical
translational/rotational inertia [31] and (ii) the appear-
ance of the Nambu-Goldstone gapless mode correspond-
ing to phase fluctuations –besides the phonon mode as-
sociated to density fluctuations and resulting from the
translational discrete symmetry of the system. But no
evidence of another hallmark of superfluidity has been
gathered so far (not even for the SF system), namely the
presence of quantized vorticity [29]. Experimental real-
ization and detection of quantized vorticity would pro-
vide a more direct evidence of global coherence in the
supersolid phase of dipolar system.
In this Rapid Communication we address the proper-
ties of vortices in the SS phase of dipolar bosons. The
standard way to detect vortices in a BEC is via visualiza-
tion of the density holes in the expanding condensate at
the positions of the vortex cores. This procedure is likely
impossible to apply in the SS state because, as shown in
the following, the vortex cores are localized in the inter-
stitial regions between droplets where the local particle
density ρ(r) is already very small, so that the additional
depression of ρ(r) at the vortex cores is almost invisible.
We propose here a different protocol that will make possi-
ble to study vortices in the SS phase of dipolar BEC. We
show how a procedure based on the “freezing” of the SF
state followed by unbinding the system from the radial
trap in the plane perpendicular to the polarization axis
provides a direct access to vortical states in a density-
modulated dipolar system: the freezing cycle allows to
imprint a prescribed vorticity in the modulated system
(whether it is SS or NS), while a subsequent radial expan-
sion allows unambiguously to discriminate if the system
is in the SS or NS state.
We address the equilibrium structure and vortical ex-
citations of a dipolar BEC confined in a pancake trap,
whose short axis is parallel to the polarization direc-
tion. To this purpose, we carry out numerical simu-
lations based on Density Functional theory (DFT) at
zero temperature, within the Local Density approxima-
tion (LDA). The total energy of a dipolar BEC of atoms
with mass m and magnetic moment µ is:
E =
∫ {
h¯2
2m
|∇φ(r)|2 + Vt(r)|φ(r)|2 + g
2
|φ(r)|4
}
dr+
1
2
∫
Vdd(|r− r′|)|φ(r)|2|φ(r′)|2dr dr′+ 2
5
γ(dd)
∫
|φ(r)|5dr (1)
Here g = 4pih¯2as/m, as being the s-wave scattering
length, Vdd(r−r′) = µ0µ
2
4pi
1−3 cos2 θ
|r−r′|3 is the dipole-dipole in-
teraction between two identical magnetic dipoles aligned
along the z axis (θ being the angle between the vec-
tor r and the polarization direction z), and µ0 is the
permeability of the vacuum. Vt is the trapping har-
monic potential. The number density of the system is
ρ(r) = |φ(r)|2. The last term is the beyond-mean-field
(Lee-Huang-Yang, LHY) correction [20], where γ(dd) =
32
3
√
pi
ga3/2F (dd), dd =
µ0µ
2
3g being the ratio between the
strenghts of the dipole-dipole and contact interactions,
and F (dd) =
1
2
∫ pi
0
dθ sin θ[1 + dd(3 cos
2 θ − 1)]5/2.
The minimization of the above energy functional leads
to the following Euler-Lagrange equation:
Hφ(r) ≡
{
− h¯
2
2m
∇2 + Vt(r) + g|φ(r)|2 + γ(dd)|φ(r)|3+∫
dr′|φ(r′)|2Vdd(r− r′)
}
φ(r) = εφ(r) (2)
where the chemical potential ε is determined by the nor-
malization condition
∫ |φ(r)|2dr = N , N being the to-
tal number of dipoles. Eq.(2) is the well-known Gross-
Pitaevskii equation [32] with the addition of the LHY
correction.
To investigate non-zero angular momentum configura-
tions it is convenient to move to the fixed-cloud frame of
reference (co-rotating frame) by imposing, through the
use of a Lagrange multiplier ω, a fixed value for the total
3angular momentum 〈Lz〉, i.e. we look for solutions of the
equation {
H − ω Lˆz
}
φ(r) = ε φ(r) (3)
where Lˆz is the total angular momentum operator.
We solve Eq. (2) –or (3)– by propagating it in
imaginary time, if stationary states are sought, or by
propagating in real-time its time-dependent counterpart
ih¯∂φ/∂t = Hφ to simulate the dynamics of the system.
The convolution integral in the potential energy term
of Eq. (2) is efficiently evaluated in reciprocal space
by using Fast Fourier transforms, recalling that the
Fourier transform of the dipolar interaction is V˜k =
(µ0µ/3)(3 cos
2 α − 1) [33], where α is the angle between
k and the z-axis. More details on how to solve these
equations can be found in Ref. [12].
The investigated system is made by N = 5×105 164Dy
atoms subject to harmonic trapping potential ωx = ωy =
40× 2piHz, ωz = 150× 2pi Hz. The shape of the trapped
dipolar gas is thus that of an oblate cloud, flattened in
the direction of the dipole polarization (z axis).
One can define the relative strength of the dipolar in-
teraction over the short-range one by means of the di-
mensionless parameter dd = add/as, where add = 132 a0
is the dipolar length for 164Dy atoms[30]. In the following
most results are for three representative values of dd, i.e.
dd = 1.33, corresponding to the SF phase, dd = 1.42,
corresponding to the SS phase, and dd = 1.55, corre-
sponding to the NS phase. The scattering lengths asso-
ciated to these values are as = 99, 93, and 85 a0, respec-
tively.
We have preliminarily studied an extended system in
the x−y plane, i.e. we put ωx = ωy = 0 and used period
boundary conditions on a box of size Lx = Ly = 42 mi-
crons. Notice that in these calculations the confinement
in the z direction is still present. We considered differ-
ent values of dd, and solved the Bogoliubov-De Gennes
equations with the method described in Ref. [12]. When
dd is large enough the excitation spectrum develops a
phonon-maxon-roton structure (see Fig.1 in the Supple-
mental Material (SM)) [34]. We find that the roton
gap vanishes for dd ∼ 1.35. For larger dd values the
homogeneous system becomes unstable and enters the
regime of self-modulated density, with a wavelength set
by the wavevector at the minimum kRaho = 1.32, where
aho =
√
h¯2/mωz = 1.2112×104 a0 is the harmonic length
associated to the trapping potential along z; this corre-
sponds to a wavelength λ = 2pi/kR = 5.8× 104 a0.
We have also studied a vortex excitation in this ex-
tended system, with axis in the z-direction and core in
the center of the box, i.e. we computed the lowest energy
state for the wave function φ(r) = χ(r)exp[iθ], where χ
is a real function and θ is the angular variable in the x−y
plane. The conditions imposed on φ(r) at the boundaries
of the calculation box are specified in Ref. [35].
When dd is small the vortex density profile χ(r)
2 is
featureless, vanishing quadratically at the position of the
vortex core as in usual BEC systems. As dd is increased
the density profile develops damped oscillations near the
vortex core [36]. As shown in Fig. 2 of SM [34], the
oscillations become more pronounced as the instability
limit dd ∼ 1.35 is approached. The wave vector of the
oscillations is close to the roton kR. These oscillations
are similar to those predicted in superfluid 4He and have
been described as a cloud of virtual rotons [37].
We come now to the study of the trapped dipolar gas.
We show in Fig. 1 the ground-state local density in the
z = 0 central plane for the three studied values of dd.
For dd = 1.33 the density is featureless and corresponds
to that of a trapped SF cloud (left panel). The atom den-
sity for dd = 1.42 (middle panel of Fig. 1) shows that the
system spontaneously develops a density modulation and
the structure appears to be made of regularly arranged
dipole clusters, elongated in the direction of the polar-
ization axis and immersed in a very dilute condensate
background. The spatial order is that of an approximate
circular portion of the triangular lattice, displaying some
deformation of the cluster lattice to minimize the energy
in presence of the oblate trap. Besides, the density inside
the clusters diminishes as one moves towards the border
of the cloud. In order to avoid possible local minima of
the total energy [9, 10] we started the imaginary-time
propagation from the SF state shown in Fig. 1, changing
dd to the appropriate value and adding some random
noise (with very small amplitude) to the initial density
profile. If we start instead without this preliminary ran-
domization, we end up in a metastable structure similar
to the one shown (i.e. same density modulation wave-
length) but slightly different arrangement of the droplets.
Such metastable states are also supersolid and are sep-
arated by energy barriers from the lowest energy state
shown in Fig. 1.
The ratio δ between the density of this background and
the maximum density of a cluster is about δ ∼ 4.4×10−2.
We have computed the superfluid fraction fs as
fs = 1− lim
ω→0
|〈Lz〉|
ωIrb
(4)
where Irb = m
∫
ρ(r)(x2 + y2)dxdy is the rigid-body mo-
ment of inertia of the rotating cloud. We find fs = 1 at
dd = 1.33 and fs = 0.72 at dd = 1.42. This verifies,
respectively, the superfluid and the supersolid character
of these two states. The cluster state at dd = 1.42 is SS
due to the halo embedding the higher density droplets.
For comparison, we show in the right panel of Fig.
1 the atom density of the lowest energy state when
dd = 1.55. We find again an ordered cluster state but
in this case the halo between clusters has a very small
density with δ ∼ 2 × 10−4 and the superfluid fraction is
reduced to fs = 0.05. This state corresponds to a NS con-
figuration, as the calculated superfluid fraction is close to
zero. Additional calculations for dd = 1.61 (correspond-
ing to as = 82 a0) yield δ and fs essentially zero. Notice
that the clusters appearing in the right panel of Fig. 1
(which contain up to 25,000 atoms each) are not self-
4FIG. 1: Atom densities (in the plane passing through the
center of the trap) for the lowest energy configurations cor-
responding to (from left to right) dd = 1.33, 1.42, 1.55.
Lengths are in µm. The color bars show the atom densities
in units of a−3ho .
FIG. 2: Left column: atom densities of vortical states
(the quantity plotted is the integrated density ρ2D(x, y) =∫
ρ(x, y, z)dz). Lengths are in µm. The color bars show the
integrated densities in units of a−2ho . Right column: wavefunc-
tion phase. The black dots in the middle right panel show the
position of the five vortex cores in the SS phase.
bound. When one such cluster is left isolated to evolve
in time in free space (i.e. without any confinement) it
rapidly dilutes spreading out.
To study vortical states in the SF, SS and NS configu-
rations described above, we first produced a SF configu-
rations hosting vortices starting from the SF ground state
for dd = 1.33. This is easily done within the co-rotating
frame using a non-zero ω value in Eq. (3). Since quantum
mechanics forbids rotation of oblate SF states, in order
to produce vortices the initial state has been modulated
with a small quadrupolar distortion exp(ixy), where  is
a small number; this could be realized experimentally by
using a rotating, slightly ellipsoidal radial trap, although
other methods to produce quantized vortices in dipolar
FIG. 3: Real-time expansion in the x-y plane of the SS state
shown in the middle panel of Fig. 2. The four snapshots
show the integrated density ρ2D (in units of a
−2
ho ) at times t =
2.5, 5, 7.5, and 10 ms after releasing the radial trap. Lengths
are in µm.
FIG. 4: Real-time expansion in the x-y plane of the NS state
shown in the bottom panel of Fig. 2. The four snapshots
show the integrated density ρ2D (in units of a
−2
ho ) at times t =
2.5, 5, 7.5, and 10 ms after releasing the radial trap. Lengths
are in µm.
SF have been proposed [38, 39]. Using ω = 33 Hz, a
stationary state is reached where five vortices are spon-
taneously nucleated. The resulting local density is shown
in the top left panel of Fig. 2. One can notice the five
dark spots corresponding to the vortex cores and the local
density oscillations outside them similar to those found
for a single vortex in the extended system discussed be-
fore. The phase of this 5-vortex state is shown in the
top right panel of Fig. 2. The angular momentum of the
rotating SF configuration is 〈Lz〉 = 3.33Nh¯. Notice that
5classical theory [40] predicts 〈Lz〉/(Nh¯) = nv(1−d2/R2)
for nv linear vortices in a rotating cylinder of radius R
hosting the superfluid, all with radial distance d from
the axis. Assuming the same expression, and estimating
d ∼ 5.2µm from Fig. 2, one finds R ∼ 9µm, which is
comparable with the actual size of the SF cloud shown
in the top left panel of Fig. 2.
We have next generated a vortical SS configuration
starting from this vortex-hosting SF state by a “freez-
ing” procedure simulated in real-time, where the scatter-
ing length as is linearly ramped, in 20 ms, from a value
corresponding to the SF (dd = 1.33) to a value appropri-
ate for a SS state, namely dd = 1.42. We then allow the
system to farther equilibrate in time for another 80 ms,
reaching the configuration shown in the middle left panel
of Fig. 2. The associated phase is displayed in the mid-
dle right panel, showing the presence of five singularities
as expected for the presence of five vortices. We denote
with black dots the positions of the singularities of the
phase where the modulus of the wavefunction vanishes
and the phase is incremented by 2pi by turning around
once.
The circulation calculated around a closed path en-
circling the central portion of the system shown in the
middle panel of Fig. 2 is indeed equal to 5. The associ-
ated angular momentum is the same as in the SF state.
Thus, the original five vortices are still there, although
it is impossible to directly image the vortex cores in this
SS state because they are located in the low density re-
gion between adjacent clusters in order to minimize the
energy. An expanded view of the superfuid halo between
clusters is shown in Fig. 3 of SM [34]. As already noticed
[29], the vortex cores in the SS are very asymmetric.
The dynamics of nucleation of the SS phase from the
SF one upon ramping the value of the scattering length
as is shown in Ref. [41]. One sees that the individual
droplets initially nucleate from the vortex-induced max-
ima of the local density, followed by some dissociation in
order to reach the correct lattice parameter. The vortices
in the initial state seem thus to favor the nucleation of the
cluster “crystal” and in fact vortices accelerate the SF-SS
transition and the SS state is essentially reached in the
ramping time of the interaction. We have also studied
the SF-SS transition with the same procedure but start-
ing from the vortex-free SF state. In this case we find
a metastable structure very similar to the ground-state
shown in the middle panel of Fig.1. One can also see that
in the center of the trap the local order of the clusters
is different: in the 5-vortex case the clusters in the cen-
ter have a five-fold coordination reflecting the order and
structure of the vortices in the SF; at variance, in the
freezing of the vortex-free SF the coordination is that of
the triangular lattice, as visible in the middle panel of
Fig. 1.
A similar freezing cycle was performed starting from
the vortex-hosting SF state but ramping the scattering
length from the value corresponding to the SF (dd =
1.33) up to dd = 1.55 appropriate for the NS state. It
yielded the structure shown in the bottom left panel of
Fig. 2. This structure appears, during the real-time sim-
ulation of the freezing cycle, to rotate with a fixed angular
velocity. This rotation is due to the imprinted angular
momentum in the starting SF state; however, the frag-
mented nature of this phase and the presence of extended
regions where the density is very small makes unfeasible
an accurate computation of the circulation.
We notice at this point that the effective Hamilto-
nian in Eq. (2) contains the local density that is not
rotationally-invariant in the x-y plane in the cluster
phases, SS or NS. Therefore the angular momentum in
our pancake trap is not necessarily conserved. We find
however that 〈Lz〉 is well conserved in the SS state on
the time scale of our simulations, possibly because the
anisotropy of the clusters is compensated by the low-
density halo both of which are superfluid. On the other
hand 〈Lz〉 is a steadily decreasing function of time in the
NS. In the borderline case of the NS at dd = 1.55, the
decrease of 〈Lz〉 on the time of our simulation is small, of
order of a few percent over the typical times of interest
here, and so the question of conservation of 〈Lz〉 should
not affect the present results. As one moves more deeply
into the NS phase, however, the decay of 〈Lz〉 becomes
stronger.
The presence of vortices in the SS state can be inferred
from the fact that the overall cluster crystal is rotating
in the laboratory frame, as expected for any vortex lat-
tice in a superfluid system. However, also a NS can be
rotating if it has been generated from the –angular mo-
mentum conserving– freezing of a SF in a rotational state.
Hence, this apparent rotation is a signature of the pres-
ence of angular momentum in the system but cannot help
to distinguish a SS from a NS phase.
As a final step to distinguish between SS and NS, we
perform a free expansion from the frozen configurations
shown in Fig. 2 (middle and lower panels) by releas-
ing the radial confinement (i.e. setting ωx = ωy = 0).
Snapshots of the ensuing real-time dynamics are shown
in Figs. 7 and 8. The expanding vortex-hosting SS
state shows tell-tale quantum interference effects where
a web of density inhomogeneities develops which reflects
the 5-fold symmetry of the vortex-hosting structure, as
opposed to the behavior of the NS state which shows in-
stead a ballistic radial expansion of the individual clus-
ters. Notice that during the expansion of the NS state
the individual clusters maintain their initial size without
further spreading, even if they are not self-bound states
(i.e. anyone of them, left free to evolve in free space
would expand like a gas). This effect is likely due to a
combination of the dipole-dipole repulsion between ad-
jacent clusters and confinement along the perpendicular
direction. The two different enough behaviors uncovered
by our simulations, i.e. the radial expansion of a rotat-
ing SS vs. the radial expansion of a rotating NS, allow to
discriminate the nature (SS or NS) of the studied system.
The free expansion from the non-rotating SS state shown
in Fig. 4 of SM also displays interference effects but in
6this case the structure is not rotating, as opposed to the
case of the SS obtained by freezing the vortex-hosting SF.
Moreover, the local structure of the density web devel-
oping during the expansion reflects the triangular 6-fold
symmetry of the starting cluster configuration.
In summary, we have studied the properties of vor-
tices in the SS phase of dipolar bosons in a flattened
oblate trap. Vorticity can be created in the SS by a sim-
ple freezing procedure starting from a rotating SF cloud
where vortices are imprinted, and subsequently ramping
the scattering length characterizing the contact repulsive
interaction to values where one expects the spontaneous
formation of density modulated, ordered structures with
SS character.
Vorticity in modulated structures (SS or NS) is easily
detected though because the overall cluster crystal is in
a persistent rotational state. To determine whether such
rotating structures are a true SS or a NS lacking phase
coherence, we simulated a free expansion in the x − y
plane: the free expansion of the SS generates character-
istic interference patterns between the expanding clus-
ters whereas in the case of NS one sees a simple ballistic
expansion of the clusters driven by the dipole-dipole re-
pulsion between them.
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8FIG. 5: Dispersion relations of the extended system for dif-
ferent values of as. Energies are in units of the harmonic
energy ωz and wavevectors are in units of the inverse of the
harmonic length az =
√
h¯/(mωz).
FIG. 6: Radial density profiles for a vortex in the extended
system for different values of as.
Supplemental Material
We show in Fig. 5 the excitation spectrum of the ex-
tended system, i.e. subject to the harmonic confinement
along the z-axis but uniform in the x − y plane, for val-
ues of as close to the threshold for the density instability
leading to the supersolid phase. The four curves repre-
sent the excitation spectrum for as = 97.8, 98, 98.5 and
99 a0, which correspond to a narrow range of values of dd
between dd = 1.35 (corresponding to as = 97.8 a0) and
dd = 1.33 (corresponding to as = 99 a0). The vanishing
of the roton gap occurs just below as = 97.8 a0.
We show in Fig. 6 the calculated equilibrium density
profiles of singly-quantized vortices in the extended sys-
tem for the same values of as used in Fig. 5. The higher
the density peaks around the vortex core, the lower the
corresponding value of as.
FIG. 7: Low density plot (in units of a−3ho ) in the z = 0 plane
for the SS phase with vorticity. Lengths are in µm.
An expanded top view of the superfuid halo between
clusters in the rotating SS structure discussed in the main
text is shown in Fig. 7, obtained by plotting the density
in the z = 0 central plane within a narrow range of values
(∼ 1 % of the maximum density in the clusters). Notice
the very distorted and asymmetric vortex cores, as also
found in Ref.[? ].
Fig. 8 shows the free expansion (i.e. setting ωx = ωy =
0, but keeping the confinement along the z-direction) of
the SS state generated from the SF state without vor-
tices. The quantity plotted is the integrated density
ρ2D(x, y) =
∫
ρ(x, y, z)dz. Notice the interference effects
due to the presence of the SF background. During the
time evolution the structure appears to be non-rotating,
as opposed to the case of the SS obtained from the SF
with vortices. During the expansion (see the bottom
right panel of Fig. (8)) the density shows temporarily
the typical honeycomb structure which is predicted to
be a (metastable) supersolid phase of dipolar BEC for
larger values of the “lattice constants” (i.e. the nearest-
neighbor cluster distance [23]).
Finally, we show in Fig. 9 the average momentum 〈Lz〉
(in units of Nh¯) along the rotational axis as computed
during the vortex-hosting SF-to-SS transition (dashed
line) and during the vortex-hosting SF-to-NS transition
(solid line).
9FIG. 8: Expansion of the non-rotating supersolid phase. The
four snapshots show the integrated density ρ2D (in units of
a−2ho ) at times t = 2.5, 5, 7.5, and 10 ms after releasing the
radial trap. Lengths are in µm.
FIG. 9: Angular momentum along the rotational axis during
the freezing of the vortex-hosting SF to the SS phase (dotted
line) and to the NS phase (solid line).
