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Abstract 
Weka is a mature and widely used set of Java software tools for machine learning,               
data-driven modelling and data mining – and is regarded as a current gold standard              
for the practical application of these techniques. 
This paper describes the integration and use of elements of the Weka open source              
machine learning toolkit within the cloud based data analytics e-Science Central           
Platform. The purpose of this is to extend the data mining capabilities of the e-Science               
Central platform using trusted, widely used software components in such a way that             
the non-machine learning specialist can apply these techniques to their own data            
easily. To these ends, around 25 Weka blocks have been added to the e-Sc workflow               
palette. These blocks encapsulate (1) a representative sample of supervised learning           
algorithms in Weka (2) utility blocks for the manipulation and pre-processing of data             
and (3) blocks that generate detailed model performance reports in PDF format. The             
blocks in the latter group were created to extend existing Weka functionality and             
allow the user to generate a single document that allows model details and             
performance to be referenced outside of e-Sc and Weka.  
Two real world examples are used to demonstrate Weka functionality in e-Science            
Central workflows: a​regression modelling problem where the objective is to develop a             
model to predict a quality variable from an industrial distillation tower, and a             
classification problem, where the objective to is predict cancer diagnostics (tumours           
classified as ‘Malignant’ or ‘Benign’) based on measurements taken from lab cell nuclei             
imaging. Step by step methods are used to show how these data sets may be modelled,                
and the models evaluated, using blocks in e-Science Central workflows. 
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1 INTRODUCTION 
The objective of this paper is to demonstrate the use of the Weka data mining toolkit 
within the e-Science Central (e-Sc) software platform and to show the use of these 
tools on some simple but illustrative data sets. The intention is that readers will then 
be able to use Weka blocks within e-Sc on their own data mining tasks with minimal 
difficulty. 
However, the actual data mining/machine learning algorithms used are not discussed 
in any substantial detail as this is not intended to be a primer in this area. A good 
starting point for an introduction to data mining – providing a balance between 
theoretical and practical considerations - is the book ‘Data mining: practical machine 
learning tools and techniques’ by Witten and Franke [1].  
This document begins with a brief description of the e-Science Central software 
platform, blocks and workflows in Section 2. This is followed by a short introduction 
to Weka and some ‘Weka specific’ data and file formats in Section 3. Section 4 contains 
a reasonably detailed discussion of the different e-Sc block categories in Weka - 
namely: ‘Tools’, ’Regression’ and ‘Classification’ and their functionality.  
It is explained how these blocks may be chained together to solve tasks related to data 
pre-processing and data mining. Finally Sections 5 and 6 contain examples using ‘real’ 
data showing how full data-mining workflows may be constructed – and the results 
interpreted - for a regression problem and a binary classification problem. 
2 E-SCIENCE CENTRAL 
e-Science Central is a scalable data storage and data analytics platform written by 
researchers at the School of Computing Science, Newcastle University. It is an open 
source software project that has been under active, continuous development since 
2008 and has been used successfully on a variety of academic and commercial 
data-intensive scientific research projects e.g. [2]. 
The e-Science Central platform allows users to store and analyse data securely – either 
privately or by sharing it with colleagues within projects. The e-Science Central 
platform is server/browser based making it useable anywhere and on almost any 
operating system. 
The core of e-Science Central is the workflow engine – this facilitates the analysis and 
processing of data either locally or on cloud computing resources (e.g. Amazon WS 
and Microsoft Azure) – making it highly scalable. Workflows are sequential data 
processing pipelines, which are drawn graphically by users in a GUI, and can be stored 
and shared in e-Science Central like any other piece of data.  
e-Science Central is free to download from the BitBucket repository at 
https://bitbucket.org/digitalinstitute/esciencecentral​ .  
2.1 Workflows and blocks 
The basic unit of functionality in an e-Science Central workflow is the ‘block’. Each 
block performs a distinct data processing function (e.g. load data from text file, plot 
data etc.) Blocks are selected from block palettes and chained together to form a 
workflow. 
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 A typical workflow consists first of blocks that load data into a workflow, followed 
sequentially by blocks that perform task-specific data processing and finally by blocks 
that write the results of the workflow to data storage. 
Blocks can have both input and output ports and are joined together by means of 
connecting lines (connectors) – representing the transfer of data from one block to 
another via input and output ports. When a workflow is run its blocks are executed 
sequentially so that a block only outputs the result of its processing when it is 
complete. Then the next sequential block in the workflow is executed. When the 
workflow is complete the user may inspect the results using a browser. 
2.2 e-Science Central workflow data types 
Data is transferred from one block to another via ports and connectors in three main 
formats. The type(s) of data that each block accepts and/or exports via connectors is 
block specific and these data types are not interchangeable. For instance, a block that 
expects one data type (e.g. ​FileWrapper​) via an input port cannot accept another 
data type via that port.  
The three principal workflow data types are: 
1) A ​FileWrapper​ – this data type encapsulates one or more files. These are 
typically text files (e.g. CSV files) containing experimental data or report files 
(e.g. PDF files or graphs) generated within the workflow. 
 
2) An ​ObjectWrapper​ – this data type encapsulates a serialised (binary) Java 
class and is used to pass classes (e.g. a class representing a model) from one 
block to another. For instance, in the Weka block set it is used to pass ‘trained’ 
model objects from one block to another. 
 
3) A ​DataWrapper​ – this data type is used to transfer ‘columns’ of data (e.g. 
numerical or textual) data between blocks. Each ​DataWrapper​ contains one or 
more columns – which can be accessed by name or position. This is a 
particularly useful construct because scientific data is often represented as 
matrices and vectors and there is a natural correspondence between the 
matrix/vector and ​DataWrapper​ representations. The e-Science Central 
platform contains numerous blocks for the manipulation of data within and 
between ​DataWrappers​, e.g. ​ColumnSelect​, ​ColumnJoin​, ​DataShuffle​ etc. 
3 WEKA 
3.1 Introduction 
Weka [3] (Waikato Environment for Knowledge Analysis) is a suite of open source 
software tools for data mining, machine learning, data analysis and predictive 
modelling tasks. It is written in Java and provides facilities and algorithms for data 
loading, data pre-processing, statistics, classification, regression, clustering, and 
visualization [1].  
Weka is currently at version 3.6 and has been in development at the Machine Learning 
Group at the University of Waikato, New Zealand since 1994. It is free under the Gnu 
General Public License (GPL). Weka is extremely extensive and contains a diverse set 
of tools and algorithm - for example, there are currently more than 75 regression and 
classification algorithm implementations. 
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Weka can be used in two basic modes: 
1) Using the standalone Weka ‘Knowledge Explorer’ GUI​. This is the ‘basic’ mode of 
usage. The GUI facilitates data loading, visualisation, pre-processing and 
modelling tasks. 
2) Integrating Weka Java classes and code using the Java API​. This is the advanced 
mode of usage, allowing the integration of Weka components in other software 
frameworks and platforms. This permits far more powerful configuration 
options than the GUI mode – but a degree of machine learning and Java 
development expertise is required to integrate the Weka components 
correctly. This is the method by which Weka components have been integrated 
into the e-Science Central platform. 
3.2 Weka terminology and data types. 
In Weka terminology: 
Variables (whether they are inputs or outputs) are referred to as ​attributes​. 
Attributes can be of type NUMERIC (integers or real valued variables, e.g. 3.4, 29.999, 
-10), or of type NOMINAL (e.g. category labelled data such as ‘Blue’, ‘Yellow’, 
‘Malignant’, ‘Benign’ etc.). Other Weka types are DATE and STRING (any other 
unspecified non-numeric type).  
Note that data types must normally be either NUMERIC or NOMINAL for usage with 
Weka machine learning/modelling classes. 
A set of corresponding observations – which in CSV format would normally be a row of 
comma separated data - is called an ​instance​.  
3.3 Data formats 
In terms of manipulating and processing data, Weka operates almost exclusively on a 
flat data file format called ARFF (Attribute-Relation File Format), which acts as the 
common currency of Weka.  
The ARFF file is similar to the common CSV file format but has the advantages that it is 
easy to read for humans and computers, that missing values and sparse valued data 
are supported in a natural consistent way and that metadata is stored in a simple 
manner. ARFF is an increasingly popular data exchange format. For instance, a 
number of recent datasets added to the UCI Machine Learning Repository are in ARFF 
format as well as CSV. 
The majority of Weka classes (whether they be simple data processing steps or the 
implementations of complex machine learning algorithms) operate directly on an 
ARFF file as an input and produce an ARFF file as output - often adding annotations to 
the output ARFF ​@relation​ property indicating the data processing used. 
An example of an ARFF file is shown in ​Fig. 1​ below.  
The ​@relation​ property defines a name for the data. Each ​@attribute​ property 
defines the name of a variable and its Weka data type.  
The ​@data​ property defines the start of the data. Each subsequent line until the end of 
the file contains a data instance with the data ordered the same way as the attribute 
definitions (similar to a row of data in CSV files).  
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 Fig. 1.​ Example of the ARFF data format. Text in italics​ is explanatory and not part of 
the file format. 
Note that in ARFF files the modelled/output variable is not explicitly specified but in 
Weka the ​last attribute​ defined in the ARFF file is by default the modelled variable (in 
the above example it is ​y​ – a nominal/category valued variable that can take on the 
values ‘class1’ and ‘class2’ only). Similarly, in e-Science Central Weka blocks it is 
implicitly assumed that the last attribute defined is the one that is to be modelled.  
To facilitate working with ARFF files, workflow blocks have been created to convert 
CSV data sources to ARFF format (see Section 4.2). 
4 WEKA IN E-SCIENCE CENTRAL 
The block palette in e-Science Central is divided into sub-categories where blocks 
providing related functionality are grouped. The Weka block palette is shown below in 
Fig. 2​. Clicking on the required block and dragging it into the workflow editor allows 
that block to be added to a workflow. 
4.1 Weka block functionality 
The Weka palette comprises around 25 blocks – representing a significant expansion 
of the existing e-Science Central block palette. These are further categorised into the 
following sub-categories: ‘Tools’, ‘Regression’ and ‘Classification’. Weka Tool blocks 
are discussed in 4.2. Regression is discussed in Section 4.3 and classification in Section 
4.4. 
Most blocks have user parameters that can be set, and Weka modelling blocks have 
machine learning algorithm specific parameters that can be adjusted by the user in 
order to optimise algorithm performance on the data being mined. For instance 
consider the ​NeuralNet​ ​Weka modelling block in ​Fig. 3​. This contains seetings such 
as Epochs (the number of iterations over the training data) and Hidden Neurons (the 
number of non-linear processing nodes in the hidden layer of the feed-forward 
artifical neural net). 
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 Fig. 2​. The Weka block palette in the e-Science Central workflow editor. 
 
Each Weka modelling block has different parameters which relate to the 
implementations of the underlying machine learning algorithms, a discussion of which 
is beyond the scope of this article, but they are however detailed in pop-up help when 
mouse hovering on the block user fields. Existing online Weka documentation also 
provides a more detailed description for each of the methods/parameters for a block. 
4.2 Tools  
The Weka Tools palette includes blocks for the loading and manipulation of data in 
ARFF format. E.g. ​CSV-To-ARFF​. This block loads data in a CSV file format and 
converts it into ARFF format. The output port of this block is a ​FileWrapper 
connection containing an ARFF file.  
6 
 
 
Similarly, the ​DataToARFF​ block has one input port that accepts a connection 
containing a ​DataWrapper​ and it attempts to convert the data in it into ARFF format 
exported in a ​FileWrapper​. The ​ARFFToData​ block does the opposite conversion. 
 
 
Fig. 3​. User settable parameters of the Weka ​NeuralNet​ regression modelling block. 
 
In addition, there are blocks for the simple pre-processing of data. For example, 
ResampleARFF​ – which accepts a ​FileWrapper​ containing an ARFF file through an 
input port - resamples the data (with replacement) and exports the sampled data as an 
ARFF file through a ​FileWrapper​ output port. Likewise, the ​ReorderARFF​ block 
rearranges the order of attributes in an ARFF file and the ​String2Nominal​ block 
converts any attributes of Weka data type STRING in an ARFF file to data type 
NOMINAL. 
An example of a small workflow that loads a CSV file, converts it to ARFF format, 
resamples it and exports the resampled data as an ARFF file is shown in ​Fig. 4​.  1
1 Resampling a training data set is often used to build more robust models by               
combining models built using different subsets of the training data. This is known as              
‘bagging’ (bootstrap aggregating). 
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 Fig. 4.​ Use of Weka blocks to convert a CSV data file to ARFF format, resample it and 
export the resampled data as another ARFF file. Here, each connector between blocks 
transfers a ​FileWrapper​ containing an ARFF file. 
 
Finally, within the Weka Tools palette, there are blocks for the filtering of data for 
tasks such as feature selection and numerical transformation of the data. These blocks 
also export (as an ​ObjectWrapper​) the filter so that it can be applied to other data 
(e.g. testing data) using the ​ARFF-ApplyFilter ​block.  
Current filter blocks are ​ARFF-FilterFeatures​ (this performs supervised 
feature/attribute selection) and ​StandardiseARFF​ (this converts numerical 
attributes to zero mean and unit variance). E.g. for feature selection the 
ARFF-FilterFeatures​ block is typically applied to the training data and then the 
ARFF-ApplyFilter​ block is used to apply the exported filter in an ​ObjectWrapper 
for use on the testing data). An example of this is shown below in ​Fig. 5​. 
The ​ARFF-FilterFeatures​ block uses Weka machine learning algorithms to 
automatically select the most relevant ​x​ attributes to include as inputs to a Weka data 
mining/modelling block. This may be required for certain data sets with a large 
number of input attributes because many modelling methods perform poorly when 
there are a large number of input variables (only some of which are usually 
significantly correlated to the ​y​ variable that we wish to predict.)  
Feature selection is often regarded as an integral part of the model building process 
and hence is performed on the training data to learn which features to keep; this is 
then applied to the testing data using the trained filter.  
 
Fig. 5​. Example of using the Weka ​ARFF-ApplyFilter​ block to apply a filter created 
by ​ARFF-FilterFeatures​ on training data to testing data. 
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4.3 Regression  
The majority of blocks in the regression palette are ​predictive modelling​ (supervised 
learning) blocks that are used to learn to predict a numeric output variable ​y​ using ​n 
numeric input variables ​x​1​, …, ​x​n​ on a set of ​m​ training data observations. Each​ y​ is 
assumed to be an unknown function ​f of the corresponding ​x​ plus some error term.  
Hence, using ​y​ and​ X ​to denote matrix/vector form ​: 2
y​ = ​f(​X​) + ​e  ​where ​e​ is a vector of errors (e.g. noise or other unmodelled effects). 
We want to find some function​ f ​’(​X​) that closely approximates ​f(​X​) across the ​X​, ​y 
data that we have collected. This is the training part of data mining. Hence, we pick a 
regression model structure ​f ‘ (​X​) (e.g. linear regression, neural network) and find the 
parameters of the model structure that minimises ​e​ in some sense, typically the sum of 
squared errors (SSE) ​e​T​e​. 
Some regression blocks assume a linear dependence on the ​x​ inputs (e.g. 
LinearRegression​ and ​PLSModel​) and others allow a non-linear dependence to be 
assumed (e.g. ​NeuralNet​ and ​SVMRegression​). Each regression modelling block 
always has the same 2 input ports and 3 output ports – allowing different regression 
blocks to be dropped in and out of a workflow with minimal inconvenience. 
Regression block Input ports 
The first (top left) block input port is always a ​DataWrapper​ connection containing 
the ​m​ values ​y​ of the ​y​ variable to be modelled. The second (bottom left) is always a 
DataWrapper​ connection containing the corresponding ​m​ values ​X​ of the ​n​ input 
variables.  
For example, the Weka Tools ​ARFFToData​ block can be used to convert an imported 
ARFF file to the ​DataWrapper​ format, and then the ​ColumnSelect​ block can be used 
to select the ​y​ data and the ​x​ data as ​DataWrapper​ input connections to the Weka 
regression modelling block. This is illustrated below in ​Fig. 6 ​with a Weka 
LinearRegression​ block​. 
 
Fig. 6​. Example of using the Weka ​ARFFToData​ block and ​ColumnSelect​ block to 
supply training data (​y​ – red circle and ​x​ – green circle) to the input ports of a Weka 
LinearRegression​ modelling block. 
 
2 ​Here the bold ​y​ is used to mean a (​m​ x 1) column vector containing ​m​ observed 
values of the variable ​y​ and ​X​ is used to denote an (​m​ x ​n​) matrix containing the ​m 
observed values of ​x​1​, …, ​x​n 
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Regression block output ports 
Each regression modelling block has 3 output ports: 
The first output port (top right) is a ​DataWrapper​ containing two columns: the ​m 
observations of the modelled variable ​y​ and the ​m​ corresponding predictions of this 
variable ​ŷ​. Internally, each modelling block performs an optimisation that minimises 
the errors ​e​ between the actual and predicted values. In the case of the 
LinearRegression​ block, the sum of squared errors is minimised. This 
DataWrapper​ is used to pass ​y​ and ​ŷ​ to a ​RegressionReport​ block. 
The second output port (middle right) is a ​FileWrapper​ containing a report text file 
generated by the underlying Weka Java regression class for the block. The contents of 
the file are block specific. In the case of ​LinearRegression​, for instance, the file 
contains the coefficients of the trained linear model. The contents of the report file are 
for information only and are not required by any other blocks. 
The final output port (bottom right) is an ​ObjectWrapper​ containing the trained 
model object. The principal utility of this is to export the trained model so that it can 
be evaluated on data that was not used to build the models (i.e. a testing data set).  
Good performance on training data does not necessarily indicate a good model 
(overfitting is common) and so evaluation on unseen testing data is crucial. This is 
accomplished by connecting the trained model object to a ​RegressionEvaluation 
block, which accepts an ​ObjectWrapper​ connector containing a trained model as 
indicated below in ​Fig. 7​. It also accepts connections for ​DataWrappers​ containing 
the modelled variable ​y​ and the inputs ​x​ for the testing data in much the same way as 
the regression modelling blocks do for training data. 
 
 
Fig. 7​. Example of exporting (highlighted in red) a trained ​LinearRegression​ model 
object in an ​ObjectWrapper​ connector and applying it to new testing data using the 
RegressionEvaluation​ block. 
 
Regression model reports 
As discussed, each regression modelling block (and the ​RegressionEvaluation 
block) outputs a connector (from the top right of the block) containing a 
DataWrapper​ with two columns. The first column in the ​DataWrapper​ contains the 
observed values ​y​ and the second contains the predicted values ​ŷ​. This ​DataWrapper 
can be connected to a ​RegressionReport​ block to generate a PDF report containing 
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key model details and model performance metrics. ​ This will be discussed further by 
3
means of an example with real data in Section 5. 
4.4 Classification 
The blocks in the Weka classification palette are also ​predictive modelling​ (supervised 
learning) blocks. The main difference between these and the regression blocks is that 
– instead of predicting a numerical output ​y​ using numerical inputs ​x​ – we are trying to 
predicted a nominal  (class labelled or categorical) output y using either numerical or 
nominal ​x​ variables (or a mixture of both). E.g. in regression modelling, ​y​ takes on a 
value in a continuous numerical range whereas in classification ​y​ takes only 
categorical values like ‘high’, ‘ medium’ or ‘low’. The categories that ​y​ can take on are 
problem dependent.  
However – aside from this difference – the way that the blocks are connected together 
(and the ordering of input/output connectors) is identical to that of blocks from the 
regression palette. Current classification modelling blocks are ​C4.5Classifier 
which induces a decision tree on the training data using Quinlan’s C4.5 learning 
algorithm [5] and ​RandomForest​ which induces an ensemble of decision trees based 
on samples of the training data [6]. 
Analogous to the regression palette, trained classification models are evaluated on 
testing data using the ​ClassificationEvaluation​ block and PDF performance 
reports may be generated using the ​ClassificationReport​ block. 
5 REGRESSION PROBLEM:  DISTILLATION TOWER 
This is data from a real distillation tower from the Dow chemical company. The 
purpose of a distillation tower is to separate a liquid feedstock containing multiple 
chemical components into 2 or more fractions. Each fraction in the feedstock has a 
different volatility (boiling point) and a tower contains a number of internal stages 
where separation occurs. The more easily boiled fraction is extracted from the top of 
the tower and the heavier less volatile fraction(s) at the bottom of the tower. 
Distillation towers are widely used in the chemical and process industries and are 
energy intensive and expensive to run. Hence – it is imperative that they are run 
efficiently. In practice, they are tightly controlled using industrial temperature, flow 
and pressure control systems. To facilitate the control of distillation towers it is 
extremely useful to have a numerical predictive model of how the behaviour of the 
tower changes according to changes in inputs (temperatures, flow rates, pressures). It 
is not usually practical to derive a first principles mathematical model of the dynamic 
behaviour of a tower; so often purely empirical (data-driven) models must be created 
to run a tower safely and efficiently.  
Next - it is shown how a predictive data-driven model of data acquired from a real 
distillation tower can be generated using Weka regression blocks. It is also shown how 
the predictive performance of models can be evaluated using Weka blocks. 
5.1 Data description 
In the distillation tower data set, there are 57 input (​x​) variables and one output (​y​) 
variable. The data is pre-partitioned into training and testing data sets. The training 
3 ​In fact, a ​DataWrapper​ containing ​y​ and ​ŷ​ from any source (not just Weka modelling 
blocks) can be connected to a ​RegressionReport​ block. However, when Weka blocks 
are used additional detail is added to the PDF report. 
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data (used to build a model) is contained within a CSV file called ​dowTrain.csv 
(containing 747 rows of data) and the testing data (used to evaluate a model) is 
contained within ​dowTest.csv ​(containing 319 rows of data).  
Dow has removed the measurement units associated with the input ​x​ variables for 
reasons of commercial sensitivity, but the output variable ​y​ is a % concentration of 
propylene (a volatile organic compound which is derived from oil and natural gas 
processing and is an important precursor in the production of thermosetting plastics). 
Each CSV file contains a header row containing the variable names (​x​1​, …, ​x​57​, ​y​) and 
each following row contains a measurement of each of the ​x​ variables and the 
corresponding ​y​ variable. 
5.2 Objective  
Predict the propylene concentration (​y​) at the top of the tower using 57 rapidly              
sampled ​x variables (flows, pressures etc.) from tower instrumentation (i.e. create a            
‘soft-sensor’ or ‘inferential estimator’ of​y​). The modelled​y output is numeric (as are              
all of the ​x inputs) so this may be regarded as a regression problem. In this case no                  
data pre-processing is performed and the data is loaded directly from CSV files             
without using any intermediate transformations requiring Weka Tools blocks. In this           
case the use of a simple linear regression model is illustrated but the procedure is the                
same for other forms of regression block, e.g. neural net. 
5.3 Procedure 
The basic procedure for building a workflow for modelling the tower data follows. The 
final workflow is shown in ​Fig. 8​. 
Step 1​. Load CSV training and testing data using separate ​CSVImport​ blocks. 
Step 2​. Use ​ColumnSelect​ blocks to extract the ​y​ modelled variable and the ​x​ input 
variables from the ​DataWrapper​ connectors exported from each ​CSVImport​ block. 
Step 3​. Connect the ​y​ and ​x​ output ports from the ​ColumnSelect​ blocks to a 
LinearRegression​ block (for the training data) and a ​RegressionEvaluation 
block (for the testing data).  
Step 4​. Connect the output port containing the trained model object from the 
LinearRegression​ block to the ​RegressionEvaluation​ block. 
Step 5​. Connect the ​DataWrapper​ output ports from ​LinearRegression​ and 
RegressionEvaluation​ (each containing ​y​ and ​ŷ​) to ​RegressionReport​ blocks. 
Step 6​. Connect the ​FileWrapper​ output ports from each ​RegressionReport​ block 
to an ​ExportFiles​ block. This allows the generated PDF model performance reports 
to be written to the workspace when the workflow has been run). 
Step 7​. Save and run the workflow. 
Step 8​. Evaluate the model performance on the training and testing data sets using the 
generated PDF reports. 
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 Fig. 8​. Loading, modelling and generating linear regression model reports for the 
distillation tower data using Weka blocks in an e-Science Central workflow. 
 
5.4 Analysis of results 
The principal outputs of the workflow shown in ​Fig. 9​ are two PDF reports (training 
and testing data). 
A regression performance report has two main sections. The first section is textual 
and summarises key model data and performance metrics. The second part comprises 
graphical data (such as a scatter plot of the actual and predicted values).  
The first part of a typical PDF regression report for the distillation training data is 
shown below in ​Fig. 9​. Graphical output is shown in ​Fig. 10​ (Scatter plot of ​y​ vs. 
predicted ​y​), ​Fig. 11​ (Trendline plot of ​y​ and predicted ​y​)​ and a Regression Error 
Characteristic (REC; see [4]) plot in ​Fig. 12​. 
The textual content of the PDF reports is as follows: 
Workflow Info 
It can be seen that the report section labelled ‘Workflow Info’ relates to the workflow 
used to model that data. This includes the name of the workflow and when it was run. 
Model Summary 
The content of this section relates basic information about the configuration of the 
model type used (e.g. the name of the underlying Weka Java class), the number of 
input ​x​ variables supplied to the model, the number of x variables actually used by the 
model and any other relevant parameters.  
The exact content of this section depends on which model type was used. For instance, 
in ​Fig. 9​ a number of linear model configuration parameters are shown, e.g. ‘Feature 
selection method’ (which in this case refers to in block feature selection and is not 
used).  
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 Fig. 9​. Model details and performance metrics from the ​RegressionReport​ block 
PDF on the distillation tower training data. Here an R​2​ of 0.89 indicates good 
performance on the training data. A similar value on the testing data (0.87) indicates 
good model generalisation to unseen data. 
Model performance metrics 
This section of the report is the always the same regardless of which regression 
modelling method was used. The performance indicators used are: 
R​2​ – this is the coefficient of determination ​ – and represents the fraction of the 4
variance of the data that was explained by the model.  
Hence, R​2​ = 1 would represent a perfect fit to the training data and R​2​ = 0.07 would 
represent a very poor fit. Typical good models tend to vary from R​2​ = 0.75 to R​2​ = 0.99 
(although this is greatly problem dependent.) R​2​ is a commonly quoted performance 
metric because it is invariant with respect to the measurement units of the predicted ​y 
variable and the number of data points in a set.  
In ​Fig. 9​, only the results on the training data are shown (​R​2​ training = 0.88) but an ​R​2 
of 0.87 was achieved on the testing data indicating a model that has explained much of 
4 R​2​ is not – in general – the square of the correlation coefficient ​r​ and may take 
negative values for pathologically poorly fitting models. 
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the variation of the data and has generalised well to the testing data. It is necessary to 
ensure that similar performance on the testing data is achieved; otherwise it is likely 
that the model has over fitted the training data 
 
Fig 10​. Scatter plot of ​y​ vs. predicted ​y​ from the ​RegressionReport​ block PDF on the 
distillation tower training data. Good predictions lie close to the blue dashed identity 
line (‘ideal’ predictions from a model with R​2​ = 1 would all lie on the identity line). 
 
Correlation coefficient ​r​ – this can vary between -1 and +1 and is the Pearson 
product moment correlation (between ​y​ and ​ŷ​) over the training data set. A high 
positive correlation is desirable. 
RMS error​ – this is the root mean squared error over the data set. Small values are 
better. The RMS error is expressed in the units of the modelled variable ​y​. 
Mean absolute error​ – this is the mean of abs(​e​) and is expressed in the units of ​y​. 
Max absolute error​ – this is the maximum value of abs(​e​), i.e. the largest prediction 
error that occurred in the modelling of the data set. 
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 Fig. 11. ​Trend plots of ​y​ and predicted ​y​ from the ​RegressionReport​ block PDF 
report on the distillation tower training data.  
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 Fig. 12. ​A Regression Error Characteristic (REC) plot from the ​RegressionReport 
block PDF on the distillation tower training data. This shows (on the y-axis) the 
fraction (between 0 and 1) of data points predicted for a given absolute error value 
(on the x-axis). A naïve reference model (e.g. from the ​ZeroR​ regression block) is 
shown in red and the trained linear model in blue. A model is better than another if its 
REC curve lies above and to the left of the comparison model. 
 
6 CLASSIFICATION PROBLEM: WISCONSIN BREAST CANCER DIAGNOSTIC (WBCD) DATA 
This is real (anonymised) medical data from [7] obtained from the UCI Machine 
Learning repository at http://archive.ics.uci.edu/ml/. Each data record (instance) 
corresponds to a patient and contains a modelled y variable: a human expert diagnosis 
(‘M’ – malignant tumour or ‘B’ – benign) and 30 input variables derived from a fine 
needle aspirate (FNA) of a breast mass. The ​x​ variables are numeric characteristics of 
the cell nuclei present in the digitised image.  
6.1 Objective 
Predict the diagnosis (‘M’ or ‘B’) using the numeric nuclei image features x for unseen 
test data. The modelled ​y​ output is categorical/nominal so this may be regarded as a 
binary classification​ problem. In this case data is loaded directly from a single ARFF 
file and then randomly split into a training set and a testing set using e-Science Central 
and Weka blocks. Here, the C4.5 algorithm is used to create a decision tree to classify 
the data. 
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6.2 Data description 
Part of the ARFF file containing the data is shown below in ​Fig. 13​. The data contains 
569 rows - 357 benign and 212 malignant diagnoses. Each row of data contains the 
diagnoses (‘M’ or ‘B’) followed by 30 comma separated numeric values of the 
corresponding image features ​x​1​ to ​x​30​. 
 
Fig. 13. ​Part of the ARFF data file for the WBCD data set. Note that the modelled ​y 
variable (diagnosis) is the first declared attribute so a ​ReorderARFF​ block will be 
necessary to pre-process the data so that the ​y​ variable is last. 
 
6.3 Procedure 
The basic procedure for building a workflow for modelling the WBCD data using a 
C4.5Classifier​ block is as follows. The final workflow is shown in ​Fig. 14​. 
Step 1​. Import the ARFF file using an ​ImportFile​ block.  
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Step 2​. Reorder the ARFF file such that the ​y​ variable is the last declared attribute 
using a ​ReorderARFF​ block. 
Step 4​. Convert the ARFF file into a ​DataWrapper​ using an ​ARFFToData​ block.  
Step 5​. Use the ​Subsample​ block to sample approx. ¼ of the rows of data for testing 
data, keeping ¾ for training data. 
Step 6​. Use ​ColumnSelect​ blocks to extract the ​y​ and ​x​ data and to supply these to a 
C4.5Classifier​ (for training data) and a ​ClassificationEvaluation​ block 
(testing data). 
Step 7​. Connect the ​C4.5Classifier ​and ​ClassificationEvaluation​ to 
ClassifierReport​ blocks in order to generate PDF model performance reports. 
Step 8​. Save and run the workflow. 
 
 
Fig 14​. Loading, modelling and generating C4.5 classifier model reports for the WBCD 
data using Weka blocks in an e-Science Central workflow. 
 
6.4 Analysis of results 
The principal outputs of the workflow shown in ​Fig. 14​ are, again, two PDF reports 
(training and testing data).  
A classification performance report is (currently) shorter than a regression report and 
only contains a textual section. A PDF of the results on the training data is shown in 
Fig. 15​.  
The ‘Workflow info’ and ‘Classifier summary’ sections are essentially directly 
equivalent to their counterparts from regression modelling, i.e. they contain basic 
configuration information, some descriptors of the model structure (in this case a 
decision tree) and some user parameters pertaining to the underlying Weka class. 
Classifier performance metrics 
This section in the PDF report details the performance of the classifier on the data set 
in question. This is quantified in terms of the number of data instances correctly 
classified as well as some other metrics for each ​y​ class/category. These are: 
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Recall – A number between 0 and 1 showing the fraction of all actual category C                
instances that were correctly predicted as being in category C. In​Fig. 14 the recall for                
both ‘M’ and ‘B’ diagnoses is close to 1, indicating very good performance. 
 
Fig 15​. Model details and performance metrics from the ​ClassifierReport​ block 
PDF on the WBCD training data. Good performance on the training data was achieved 
with only 3 instances (of 427) misdiagnosed. Class M = ‘Malignant diagnosis’. Class B = 
‘Benign diagnosis’. Similar performance was achieved on the testing data. 
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Precision - A number between 0 and 1 showing the fraction of predicted Category C               
instances that were in fact in Category C. In​Fig. 15 this number is close to 1 for both                   
categories, indicating good performance on the training data.  
F-measure ​– this is a number between 0 and 1 and can be regarded as a weighted                 
harmonic mean of the precision and recall scores.  
Confusion matrix – this shows which categories the classifier has got ‘confused’. The             
rows are the categories C (in this case ‘M’ and ‘B’) and the columns show how many of                  
each category were in fact assigned by the classifier to the categories ‘M’ and ‘B’. A                
good classifier should mainly contain entries on the leading diagonal of this matrix.             
Off-diagonal entries of the confusion matrix represent misclassifications. 
7 CONCLUSIONS 
It has been shown that gold standard machine learning software components for            
supervised machine learning have been incorporated within the cloud based e-Science           
central data analytics platform. This includes workflow blocks to: manipulate Weka           
ARFF files, split data into training and test sets, perform feature selection, train linear              
and non-linear predictive models on regression and classification tasks and generate           
detailed standalone model performance reports. This provides a useful and scalable           
data mining and modelling environment for the e-Science Central platform. 
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