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Abstract
We consider the one-dimensional Kardar-Parisi-Zhang (KPZ) equation with half
Brownian motion initial condition, studied previously through the weakly asymmet-
ric simple exclusion process. We employ the replica Bethe ansatz and show that
the generating function of the exponential moments of the height is expressed as
a Fredholm determinant. From this the height distribution and its asymptotics are
studied. Furthermore using the replica method we also discuss the multi-point height
distribution. We find that some nice properties of the deformed Airy functions play
an important role in the analysis.
1 Introduction
Surface growth phenomena appear widely in nature and have attracted much attention
in non-equilibrium physics. In 1986, Kardar, Parisi and Zhang proposed a stochastic
differential equation which describes surface growth with local interaction [1]. For one-
dimensional case, the KPZ equation is given by
∂h(x, t)
∂t
=
λ
2
(
∂h(x, t)
∂x
)2
+ ν
∂2h(x, t)
∂x2
+
√
Dη(x, t). (1.1)
Here h(x, t) represents the height of the surface at position x ∈ R and time t ≥ 0. The
first term represents the effect of nonlinearity and the second one describes the smoothing
effect of the surface. η(x, t) represents randomness described by the Gaussian white noise
with covariance,
〈η(x, t)η(x′, t′)〉 = δ(x− x′)δ(t− t′). (1.2)
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The parameters λ, ν, D determine their strengths. For the one-dimensional KPZ equa-
tion (1.1), it has been shown by the dynamical renormalization group that the height
fluctuation scales as O(t1/3) as t goes to infinity [1]. The exponent 1/3 coincides with the
ones found in Monte Carlo simulations of many stochastic models of surface growth. The
KPZ equation is accepted as a prototypical equation describing the universality class called
the KPZ universality class.
Our understanding of the KPZ universality class has deepened in the last decade. Not
merely the exponent but the height distribution functions have been computed based on
intriguing connections with the random matrix theory [2]. For the totally asymmetric sim-
ple exclusion process(TASEP), which is an exactly solvable model in the KPZ universality
class, the current distribution function for the step initial condition has been obtained
exactly and it was found that in the long time limit, it converges to the GUE (Gaussian
Unitary Ensemble) Tracy-Widom distribution function [5], the largest eigenvalue distribu-
tion in random hermitian matrix [2].
An interesting finding from the studies of distribution functions is that they detect
the difference of initial conditions, which the scaling exponent of the height cannot. For
example, in the surface growth model called polynuclear growth(PNG) model, it has been
recognized that the GUE Tracy-Widom distribution describes the height distribution in
the droplet growth [3] while in the flat initial condition, it is described by the GOE (Gaus-
sian Orthogonal Ensemble) Tracy-Widom distribution [4]. Furthermore, generalizations of
these results to multi-point distribution function have also been studied and the universal
processes, the Airy2 [6] and Airy1 [7, 8] processes have been obtained. For recent progresses
of this topic, see [9, 10, 11].
Since 2010, the studies on the KPZ equation and KPZ universality class have entered
a new stage [12]. First as an experimental progress, high-accuracy measurements for the
exponents and the height distribution in the KPZ growth problem using turbulent liquid
crystal have been performed and the GUE Tracy-Widom distribution function was observed
as well as the critical exponents [13]. Second, we have begun to understand exactly height
distribution function of the KPZ equation itself. In [14, 15, 16, 17] the height distribution
at a single position was computed for the narrow-wedge initial condition,
λ
2ν
h(x, t = 0) = −|x|
δ
, δ → 0, (1.3)
from which the surface grows to a parabolic shape. In the long-time limit, the fluctuation
around the macroscopic shape is described by the GUE Tracy-Widom distribution. The
analysis of [14, 15, 16, 17] is based on recent progress on the current distribution of the
(partially) ASEP [18, 19] and a fact that, in the weak asymmetry limit, the stochastic time
evolution of the current of the ASEP can be mapped to that of the height described by
the KPZ equation [20]. For more recent developments, see [21, 22, 23, 24, 25, 26].
More direct approach without relying on the results on the ASEP has also been devel-
oped recently [27, 28, 29]. The idea was first proposed in [30], in which the author used
the interesting relation that the exponential moment of the height is represented as the
dynamics of the one-dimensional δ-function Bose gas with attractive interaction, which
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is solved by the Bethe ansatz [31, 32]. In the original work [30], only the ground state
contribution was considered and the dynamical exponent 1/3 was obtained. In [28, 29],
the authors succeeded in taking into account the whole contribution of the eigenstates and
obtained the Fredholm determinant representation of the generating function of the expo-
nential moment for the narrow wedge initial condition (1.3). More recently a multi-point
generating function is also discussed [33, 34].
The replica method is quite attractive since we expect to be able to calculate various
quantities for the one-dimensional KPZ equation directly and easily. In particular, we
expect it would be a powerful tool to understand the universality in the KPZ equation.
There are two recent progresses in this direction: In [35], the authors discussed a pro-
cess characterizing the renormalization fixed point of the KPZ universality class and the
Fredholm determinant expression of its transition probability has been obtained. In [36],
the authors have obtained the exact height distribution for the flat initial condition and
clarified its convergence to the GOE Tracy-Widom distribution in the long time limit.
In this paper, we pursue the potential of the replica method by applying it to the half
Brownian-motion initial condition depicted in Fig. 1. This is one of the typical spatially
extended initial conditions and is written in terms of the single valued function h(x, t) as
λ
2ν
h(x, t = 0) =
{
x/δ, δ → 0, x < 0,
αB(x), x ≥ 0. (1.4)
Here B(x) represents the one-dimensional standard Brownian motion with B(0) = 0 and
α = (2ν)−3/2λD1/2. For this initial condition, the macroscopic shape expected by solv-
ing (1.1) without the noise term is
h(x, t) ∼
{
−x2/2λt, x ≤ 0,
0, 0 < x.
(1.5)
The main interest in this paper is the fluctuation around this macroscopic shape. We
expect that a one-dimensional Brownian motion describes the fluctuation in the positive
region (x > 0) since it is known to be a stationary measure of the KPZ equation. On
the other hand, in the negative region (x < 0) where the parabolic growth is observed the
situation is the same as the narrow wedge case. Thus the fluctuation property around the
origin shows a crossover behavior between the two typical growths.
This initial condition has already been considered in [38]. There the analysis is based
on the result for the ASEP with step Bernoulli initial condition [37] and naturally leads
to an expression for the height distribution in the form of contour integral. We take
the replica method and mainly treat the generating function of the exponential moment.
Accordingly our formula is somewhat different from the one in [38] and is expressed in
terms only of real quantities. Furthermore the replica approach allows us to discuss the
multi-point distribution function with the help of the factorization assumption by [33, 34]
and properties of the deformed Airy functions discussed in Appendix.
This paper is arranged as follows. In the next section, we state our main results. Briefly
explaining the relation between the KPZ equation and the δ-Bose gas in Sec. 3, we give
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Figure 1: Half Brownian motion initial condition
a derivation of our main result, the Fredholm determinant expression of the generating
function (Theorem 1 in Sec. 2) in Sec. 4. In Sec. 5, we discuss another expression of
Theorem 1 stated as Proposition 2 in Sec. 2, which is useful for the compact expression of
the height distribution function described by Theorem 3 in Sec. 2. In Sec. 6, we discuss
the multi-point height distribution. In Sec. 7, we consider the interpretation of our result
as free energy distribution of a directed polymer in random media. Concluding remarks
are given in the last section.
2 Model and main results
2.1 The generating function
The KPZ equation (1.1) is in fact ill-defined as it is. As time goes on the height profile
approaches the stationary one described by the Brownian motion, for which the non-linear
term in the KPZ equation is not well-defined. A proper prescription is proposed in [20],
which we follow here. In this scheme, one defines the height of the KPZ equation by
hν,λ,D(x, t) =
2ν
λ
log (Zν,λ,D(x, t)) , (2.1)
using the solution Zν,λ,D(x, t) of the stochastic heat equation,
∂Zν,λ,D(x, t)
∂t
= ν
∂2Zν,λ,D(x, t)
∂x2
+
λ
√
D
2ν
η(x, t)Zν,λ,D(x, t), (2.2)
which is a well-defined stochastic partial differential equation of Itoˆ-type. This is called
the Cole-Hopf solution of the KPZ equation because the equation (2.2) is related to the
KPZ equation through the (inverse of) the Cole-Hopf transformation (2.1). We will give
more explanations in subsection 3.1 below. Hereafter we investigate the properties of these
regularized quantities hν,λ,D(x, t) and Zν,λ,D(x, t) with the initial conditions (1.4). In the
following we denote by 〈· · · 〉 the average over both η(x, t) in the KPZ equation (1.1) and
B(x) in the initial condition (1.4).
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We are interested in the distribution of the height hν,λ,D(x, t). It is well established,
known as the KPZ scaling, that the fluctuation of the height scales like O(t1/3) and non-
trivial correlations are seen in the x direction with scale O(t2/3) when t is large. Let us
define a parameter γt which scales as O(t
1/3) and a rescaled space coordinate X by
γt =
(
α4νt
) 1
3 , x =
2γ2tX
α2
, (2.3)
with α given below (1.4). We introduce the scaled height h˜t(X) by
λ
2ν
hν,λ,D
(
2γ2tX
α2
, t
)
= −γ
3
t
12
− γtX2 + γth˜t(X). (2.4)
Here the second term corresponds to the macroscopic shape in (1.5); it is an interesting
aspect of the KPZ equation that one has also to take into account the first term to focus
on the height fluctuations.
To study the distribution, it is often useful to consider the generating function of the
moments 〈Zν,λ,D(x, t)N 〉, N = 0, 1, 2, · · · . We define Gγt(s;X) as
Gγt(s;X) =
∞∑
N=0
(−e−γts)N
N !
〈
ZNν,λ,D
(
2γ2tX
α2
, t
)〉
eN
γ3t
12
+NγtX2 = 〈e−eγt(h˜t(X)−s)〉. (2.5)
By using the replica method, one can express the moment 〈Zν,λ,D(x, t)N〉 of our problem
in the language of the δ-function Bose gas, which is a well-known exactly solvable model.
One can further perform the summation over N to obtain the Fredholm determinant rep-
resentation of the generating function.
Theorem 1 Gγt(s;X) is expressed as the Fredholm determinant with the kernel acting on
L2(R),
Gγt(s;X) = det (1− P0KXP0) . (2.6)
Here Ps represents the projection onto (s,∞) and the kernel of KX is given by
KX(ωj , ωk) =
∞∑
n=1
(−1)n−1
∫
R−icn
dq
π
e−n(ωj+ωk)−2iq(ωj−ωk)−γ
3
t nq
2+
γ3t
12
n3−γtns
Γ
(
iq − X
γt
− n
2
)
Γ
(
iq − X
γt
+ n
2
) ,
(2.7)
where Γ(x) is the gamma function and cn satisfies cn > X/γt + n/2.
Here for an operator on L2(R) with kernel K(x, y), the Fredholm determinant is defined
by
det (1−K) =
∞∑
M=0
(−1)M
M !
∫ ∞
−∞
dx1 · · ·
∫ ∞
−∞
dxM det (K(xj , xk))
M
j,k=1 (2.8)
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where the right hand side is assumed to converge.
A derivation of this result will be given in Sec. 4 after the explanation of the relation of
Nth moment of Zν,λ,D(x, t) with N particle dynamics of the δ-function Bose gas in Sec. 3.
For the narrow wedge case (1.3) where Zν,λ,D(x, 0) = δ(x), the corresponding generating
function has been obtained in the same form as (2.6) [28, 29]. But the kernel KX(ωj, ωk)
is replaced by
Knw(ωj, ωk) =
∞∑
n=1
(−1)n−1
∫ ∞
−∞
dq
π
e−n(ωj+ωk)−2iq(ωj−ωk)−γ
3
t nq
2+
γ3t
12
n3−γtns, (2.9)
which is independent of the position X .
One can replace the kernel by the one written in the form of products of two deformed
Airy functions.
Proposition 2 In (2.6), the kernel P0KXP0 can be replaced by P0K¯XP0 where
K¯X(ξj, ξk) =
∫ ∞
−∞
dyAiΓ
(
ξj + y,
1
γt
,−X
γt
)
AiΓ
(
ξk + y,
1
γt
,−X
γt
)
eγty
eγty + eγts
. (2.10)
Here AiΓ(a, b, c), AiΓ(a, b, c) are defined by
AiΓ(a, b, c) =
1
2π
∫
Γi c
b
dzeiza+i
z3
3 Γ (ibz + c), (2.11)
AiΓ(a, b, c) =
1
2π
∫ ∞
−∞
dzeiza+i
z3
3
1
Γ (−ibz + c) . (2.12)
In (2.11), Γzp represents the contour from −∞ to ∞ and, along the way, passing below the
pole zp = ic/b.
The functions AiΓ(a, b, c), AiΓ(a, b, c) have appeared in [38]. Note that these become
the ordinary Airy function if the gamma function factors in the integrand are eliminated
in (2.11) and (2.12). For the narrow wedge case, the corresponding kernel is the one where
AiΓ(x, 1/γt,−X/γt) and AiΓ(x, 1/γt,−X/γt) are replaced by the Airy function. To get the
kernel in proposition 2 from that in Theorem 1, one has to find some generalizations of
formulas utilized in [28, 29]. They and a derivation of (2.10) will be given in Sec. 5. Some
properties of the deformed Airy functions are summarized in Appendix.
2.2 The height distribution function
The information of all the moments is enough to extract that of the probability distribu-
tion function. Applying the discussions in [29, 33], we can find a formula of the height
distribution from the generating function Gγt(s,X). Let Fγt(s;X) be
Fγt(s;X) = Prob
(
λ
2ν
h(x, t) +
γ3t
12
+ γtX
2 ≤ γts
)
= Prob(h˜t ≤ s). (2.13)
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By using the Fredholm determinant (2.6), Fγt(s;X) can be expressed as follows [29, 33].
Fγt(s;X) = 1−
∫ ∞
−∞
due−e
γt(s−u)
gγt(u;X). (2.14)
Here
gγt(u;X) =
1
2πi
(
det(1− P0K+XP0)− det(1− P0K−XP0)
)
(2.15)
where K±X(x, y) is the kernel (2.7) or (2.10) in which the term e
−s is replaced by −eu ± iǫ
with ǫ > 0 being infinitesimal.
Using (2.10), and the relation 1/(x ± iǫ) = P(1/x) ∓ iπδ(x), where P denotes the
Cauchy principal value, we can easily find K±X in (2.15) is represented as
K±X(ξj , ξk) = P
∫ ∞
−∞
dyAiΓ
(
ξj + y,
1
γt
,−X
γt
)
AiΓ
(
ξk + y,
1
γt
,−X
γt
)(
1
1− eγt(u−y)
)
∓ iπAiΓ
(
ξj + u,
1
γt
,−X
γt
)
AiΓ
(
ξk + u,
1
γt
,−X
γt
)
. (2.16)
Substituting this expression to (2.15) and using basic properties of determinant, we even-
tually arrive at the expression in terms of the Fredholm determinant.
Theorem 3
Fγt(s;X) = 1−
∫ ∞
−∞
due−e
γt(s−u)
gγt(u;X). (2.17)
Here gγt(u;X) is expressed as a difference of two Fredholm determinants,
gγt(u;X) = det
(
1− Pu(BΓγt − P ΓAi)Pu
)− det (1− PuBΓγtPu) , (2.18)
where
BΓγt(ξ1, ξ2) =
∫ ∞
0
dyAiΓ
(
ξ1 + y,
1
γt
,−X
γt
)
AiΓ
(
ξ2 + y,
1
γt
,−X
γt
)
+
∫ ∞
0
dy
1
eγty − 1
(
AiΓ
(
ξ1 + y,
1
γt
,−X
γt
)
AiΓ
(
ξ2 + y,
1
γt
,−X
γt
)
−AiΓ
(
ξ1 − y, 1
γt
,−X
γt
)
AiΓ
(
ξ2 − y, 1
γt
,−X
γt
))
, (2.19)
P ΓAi(ξ1, ξ2) = Ai
Γ
(
ξ1,
1
γt
,−X
γt
)
AiΓ
(
ξ2,
1
γt
,−X
γt
)
. (2.20)
In [38], another expression using a contour integral was obtained whereas ours (2.17) are
represented as the convolution with the Gumbel distribution. For numerical analysis,
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Figure 2: The probability density functions at the origin X = 0. The three cases for finite
t’s (γt = 1, 2, 5) are depicted as the dashed lines while the solid line corresponds to the
γt →∞ limit (see (2.22)).
this form would be convenient. Actually, from this expression, we can readily draw the
picture of the probability density function dFγt(s;X)/ds as in Fig. 2. In this figure, the
graphs are drawn approximating the Fredholm determinant by a finite dimensional matrix
determinant using a simple discretization. For more precise estimation, the method in [39,
40] is available and actually it was applied to the narrow wedge case [41].
The distribution function (2.17) has a similar form as the narrow wedge case obtained
in [14, 15, 16, 17]: If we replace the functions AiΓ(x) and AiΓ(x) by the ordinary Airy
function in (2.19) and (2.20), the distribution function (2.17) becomes the one for the
narrow wedge initial condition.
We also consider the long-time limit (t → ∞) of the distribution function. Let us
remember a basic fact that the probability distribution function is in general written as
the expectation, Prob(X ≤ s) = E(Θ(s − X)), where Θ(y) is the step function, Θ(y) :=
1 (y ≥ 0), 0 (y < 0). Noticing lim
a→∞
exp[−e−ax] = Θ(x), we take the t → ∞ limit in (2.5)
and see
lim
γt→∞
Prob(h˜t ≤ s) = lim
γt→∞
Gγt(s;X). (2.21)
Combining this relation with Theorem 1 and Proposition 2, one obtains
lim
γt→∞
Prob(h˜t ≤ s) = det (1− PsKXPs) , (2.22)
the kernel is given by
KX(ξj, ξk) := lim
γt→∞
K¯X(ξj − s, ξk − s)
=
∫ ∞
0
dyAi(ξj + y)Ai(ξk + y)
+ Ai(ξk)
(
e−
X3
3
+Xξj −
∫ ∞
0
dye−XyAi(ξj + y)
)
. (2.23)
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This distribution function was obtained in the study on the PNG model with an external
source [42, 43] and the TASEP with step Bernoulli initial condition [44]. At X = 0, another
expression using the solution to the Painleve´ differential equation was given in [45]. In Fig.
2, we illustrate the picture of the probability density function at the origin X = 0 as a
solid curve. The derivation of (2.22) will be given in Sec. 6 including the discussion of the
multi-point height distribution.
2.3 Multi-point distribution function
The replica approach allows us to discuss multi-point height distribution function. We
introduce the n-point generating function
Gγt({s}n, {X}n) =
〈
e−
∑n
j=1 e
γt(h˜t(Xj)−sj )
〉
, (2.24)
where we abbreviated s1, · · · , sn and X1, · · · , Xn as {s}n and {X}n respectively and we
set X1 < X2 < · · · < Xn.
In [33, 34], the authors proposed the “factorization assumption” for the n-point gen-
erating function for the narrow wedge initial condition. In this paper, we show that if we
employ the same approximation to the case of half Brownian motion initial condition, we
obtain the following result:
G♯γt({s}n, {X}n) = det (1−Q) , (2.25)
and the kernel Q(x, y) is given by
Q(u1, un+1) =
∫ ∞
−∞
du2 · · · dun〈u1|e(X1−X2)H |u2〉 · · · 〈un|e(Xn−X1)HL1|un+1〉Φ({u− s}n),
(2.26)
where H is the Airy Hamiltonian H = − ∂2
∂u2
+ u, and
Φ({x}n) =
∑n
j=1 e
−γtxj
1 +
∑n
j=1 e
−γtxj
, (2.27)
Lj(x, y) =
∫ ∞
0
dwAiΓ
(
w + x,
1
γt
,−Xj
γt
)
AiΓ
(
w + y,
1
γt
,−Xj
γt
)
, (2.28)
with j ≥ 1. In (2.25), we put the symbol ♯ in order to represent explicitly the fact that this
is an expression after using the factorization approximation. The factor 〈x|e(Xj−Xk)H |y〉
in (2.26) can be expressed as
〈x|e(Xj−Xk)H |y〉 =
∫ ∞
−∞
dze−tzAiΓ
(
x+ z,
1
γt
,−Xj
γt
)
AiΓ
(
y + z,
1
γt
,−Xk
γt
)
, (2.29)
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see (A.1). For the one-point case n = 1, however, the method in [33, 34] is exact. Actually,
when n = 1, we find the Fredholm determinant is equivalent to the kernel (2.10): In the
one-point case, the kernel (2.26) becomes
Q(u1, u2) = L1(u1, u2)Φ(u1 − s1). (2.30)
We divide it into Q = Q1Q2, where
Q1(u, w) = Φ(u− s)AiΓ
(
w + u,
1
γt
,−X1
γt
)
χ0(w), (2.31)
Q2(w, u) = χ0(w)AiΓ
(
w + u,
1
γt
,−X1
γt
)
, (2.32)
where χs(ξ) = 1 (s ≤ ξ < ∞), 0 (−∞ < ξ < s) and notice the property of the Fred-
holm determinant det(1 − Q1Q2) = det(1 − Q2Q1). We easily find that Q2Q1(ξ1, ξ2) =
χ0(ξ2)K¯X(ξ2, ξ1)χ0(ξ2), where K¯X(ξ2, ξ1) is given in (2.10).
Because an approximation is involved in the derivation, the expression (2.25) is most
likely not exact when n ≥ 2. A validity of employing this approximation is that, for the
narrow wedge case, the generating function becomes the multi-point distribution function
for the Airy2 process in the long-time limit which is expected from the universality. In
this paper we will see that the situation is similar for the case of the half Brownian motion
initial condition. In the long-time limit, the multi-point generating function is equivalent
to the multi-point height distribution function,
lim
t→∞
Gγt({s}n, {X}n) = lim
t→∞
Prob
(
h˜t(Xj) ≤ sj, j = 1, · · · , n
)
. (2.33)
From (2.25), we find
lim
t→∞
G♯γt ({s}n, {X}n) = det (1− PsK12Ps)
:=
∞∑
M=0
(−1)M
M !
M∏
i=1
(
n∑
ni=1
∫ ∞
−∞
dξiχsni (ξi)
)
det
(K12(Xnj , ξj;Xnk , ξk))Mj,k=1 (2.34)
where χs(ξ) is defined below (2.32) and
K12(X1, ξ1;X2, ξ2) = K2(X1, ξ1;X2, ξ2)
+ Ai(ξ2)
(
e−
X31
3
+X1ξ1 −
∫ ∞
0
dye−X1yAi(ξ2 + y)
)
, (2.35)
K2(Xj , ξj;Xk, ξk) =
{∫∞
0
dye−w(Xj−Xk)Ai(ξj + w)Ai(ξk + w), j ≥ k,
− ∫ 0
−∞
dye−w(Xj−Xk)Ai(ξj + w)Ai(ξk + w), j < k.
(2.36)
The Fredholm determinant with this kernel has appeared in the PNGmodel and TASEP [42,
43, 44]. Note that for the one-point case n = 1, it reduces to (2.22).
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As pointed out in the Conjecture 9 in [38], it is plausible that in the long-time limit, the
Fredholm determinant det (1− PsK12Ps) describes the multi-point distribution considering
the exact result of the one-point case. Thus (2.34) strongly suggests that the factorization
approximation becomes exact in the long time limit in both narrow wedge and half Brow-
nian motion initial conditions. In Sec. 6, we briefly discuss the derivation of these two
equations (2.25) and (2.34).
3 KPZ equation and δ-Bose gas
3.1 Feynman-Kac formula
In subsection 2.1, we mentioned that the KPZ equation (1.1) is not well-defined as it is,
and defined its solution by (2.1) and (2.2). Here we explain this using a limit of a modified
version of the KPZ equation,
∂hκ(x, t)
∂t
=
λ
2
(
∂hκ(x, t)
∂x
)2
+ ν
∂2hκ(x, t)
∂x2
+
√
Dηκ(x, t)− 1
2
(
λ
√
D
2ν
)2
Cκ(0). (3.1)
This looks almost the same as the original (1.1), but there are two differences. First ηκ(x, t)
is still a Gaussian noise but its covariance in x-direction is now smeared as
〈ηκ(x, t)ηκ(x′, t′)〉 = Cκ(x− x′)δ(t− t′), (3.2)
where Cκ(x) is written as Cκ(x) = κC(κx) and C(x) is a smooth, even and positive function
such that
∫∞
−∞
C(x) = 1. Second, the constant velocity term −
(
λ
√
D/2ν
)2
Cκ(0)/2 is
added. Note that the above properties of Cκ imply limκ→∞Cκ(x) = δ(x) so that the
noise ηκ tends to the white noise in the original KPZ equation. An apparent problem is
that the additional term in (3.1) diverges as δ(0) but in fact this term is necessary for
considering a meaningful limit of the equation (3.1). To see this let us apply the Cole-Hopf
transformation,
Zκ(x, t) = exp
(
λ
2ν
hκ(x, t)
)
, (3.3)
to (3.1). By Itoˆ’s formula (3.1) becomes
∂Zκ(x, t)
∂t
= ν
∂2Zκ(x, t)
∂x2
+
λ
√
D
2ν
ηκ(x, t)Zκ(x, t), (3.4)
which is a well-defined stochastic differential equation of Itoˆ-type. Clearly the solution
Zκ(x, t) to this equation converges to that Zν,λ,D(x, t) of (2.2) as κ → ∞ [20]. Hence
the Cole-Hopf solution (2.1) with (2.2) can be interpreted as a limit of the solution to the
equation (3.1):
Zν,λ,D(x, t) = lim
κ→∞
Zκ(x, t). (3.5)
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Note that if the constant velocity term is absent in (3.1), there appears an additional term
in (3.4), or the equation (3.4) should be understood as representing a stochastic differential
equation of Stratonovich type, which is not well-defined in the limit κ→∞.
The solution of (3.4) can be represented as the Feynman-Kac formula [46],
Zκ(x, t) = Ex
(
exp
[
λ
√
D
2ν
∫ t
0
ηκ (b(2νs), t− s) ds
]
Zκ(b(t), 0)
)
e
− 1
2
(
λ
√
D
2ν
)2
Cκ(0)t, (3.6)
where Ex represents the averaging over the standard Brownian motion b(s), 0 < s < t
with b(0) = x and the initial condition is
Zκ(x, t = 0) =
{
0, x < 0,
eαB(x), x ≥ 0. (3.7)
Here B(x) represents the one-dimensional Brownian motion with B(0) = 0. Some readers
may find the following path-integral expression more intuitive.
Zκ(x, t) =
∫ ∞
0
dy
∫ x(t)=x
x(0)=y
D[x(τ)] exp

−S[x(τ)] + αB(y)− 1
2
(
λ
√
D
2ν
)2
Cκ(0)t

 ,
(3.8)
where the action S[x(τ)] is given by
S[x(τ)] =
∫ t
0
dτ
(
1
4ν
(
dx(τ)
dτ
)2
− λ
√
D
2ν
ηκ(x(τ), τ)
)
. (3.9)
We find that Zν,λ,D(x, t) defined in (2.1) is written in terms of Z 1
2
,1,1(x, t) with specific
parameters ν = 1/2, λ = D = 1 as follows. First using the Feynman-Kac formula (3.6),
one has
Zν,λ,D
(
x,
t
2ν
)
= lim
κ→∞
Ex

exp

λ√D
2ν
∫ t
2ν
0
ηκ
(
b(2νs),
t
2ν
− s
)
ds− 1
2
(
λ
√
D
2ν
)2
Cκ(0)
t
2ν

Z(0)(b(t), α)

 ,
(3.10)
where we rewrite Zκ(x, 0) as Z
(0)(x, α) in order to represent explicitly the dependence on
α and the independence of κ. From the properties of Cκ written below (3.2) we find the
scaling relations of Cκ and ηκ(x, t),
Cκ(x) = aCκ/a(ax), (3.11)
ηκ(x, t) = (ab)
1/2ηκ/a(ax, bt), (3.12)
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where a, b ∈ R and the equality (3.12) holds in the sense of distribution. By use of (3.12)
with a = 1, b = 1/2ν, (3.10) becomes
lim
κ→∞
Ex
(
exp
[
α
∫ t
0
ηκ (b(s), t− s) ds− α
2
2
Cκ(0)t
]
Z(0)(b(t), α)
)
. (3.13)
Next one remembers the scaling property of the Brownian motion,
abx(s) = bax(a
2s), (3.14)
where the equality holds again in the sense of distribution and we put the initial position
x of b(s) explicitly. By (3.12) and (3.14) with a = α2, b = α4, Eq. (3.13) can be rewritten
as
lim
κ→∞
Eα2x
(
exp
[∫ α4t
0
ηκ/α2
(
b(s), α4t− s) ds− α4
2
Cκ/α2(0)t
]
Z(0)(α−2b(α4t), α)
)
.
(3.15)
At last noticing from (3.7) and (3.14) that
Z(0)(α−2x, α) = Z(0)(x, α = 1), (3.16)
we find (3.15) is nothing but Z 1
2
,1,1(α
2x, α4t).
Thus we have established
λ
2ν
hν,λ,D
(
x,
t
2ν
)
= h 1
2
,1,1(α
2x, α4t). (3.17)
In what follows we restrict our discussions to h 1
2
,1,1(x, t) and Z 1
2
,1,1(x, t) (hereafter we omit
the indices 1
2
, 1, 1). We remark that, for this special parameter values, (2.3) reads
γt =
(
t
2
) 1
3
, x = 2γ2tX. (3.18)
3.2 The δ-function Bose gas
Next we consider the replica partition function 〈ZN(x, t)〉 (N = 0, 1, 2, · · · ). First we
perform the Gaussian average over ηκ(x, t) using the path integral representation (3.8)
and (3.2), to find
〈eN
∫
0
tdτη(x,τ)〉 = e 12
∑N
j,k=1 Cκ(xj−xk). (3.19)
The right hand side of this equation includes the self-interaction term
∑N
j=k=1Cκ(xj−xk) =
NCκ(0), which becomes divergent in the limit κ → ∞. This term, however, cancels out
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the last term in (3.8), and thus we can take the limit κ→∞. We obtain
〈ZN(x, t)〉 = lim
κ→∞
〈ZNκ (x, t)〉
=
N∏
j=1
∫ ∞
0
dyj
∫ xj(t)=x
xj(0)=yj
D[xj(τ)] exp
[
−
∫ t
0
dτ
(
N∑
j=1
1
2
(
dxj(τ)
dτ
)2
−
N∑
j 6=k=1
δ (xj(τ)− xk(τ))
)]
×
〈
exp
(
N∑
k=1
B(yk)
)〉
, (3.20)
where 〈· · · 〉 in the last factor indicates the remaining average over the Brownian motion
B(y).
The right hand side of this equation represents the imaginary-time dynamics of the
δ-function Bose gas with attractive interaction with the Hamiltonian HN ,
HN = −1
2
N∑
j=1
∂2
∂x2j
− 1
2
N∑
j 6=k
δ(xj − xk), (3.21)
in terms of which the replica partition function 〈ZN(x, t)〉 can be written as
〈ZN(x, t)〉 = 〈x|e−HN t|Φ〉. (3.22)
Here 〈x| represents the state with all N particles being at the position x and the |Φ〉 the
initial state of the δ-function Bose gas. One can perform the average over the Brownian
motion B(y) and the dependence of |Φ〉 on x1, . . . , xN can be explicitly calculated as
〈x1, · · · , xN |Φ〉
=
1
N !
∑
P∈SN
〈
exp
(
N∑
k=1
B(xP (k))
)〉
=
∑
P∈SN
N∏
j=1


∫ ∞
−∞
dzj
e
−zj−
(zj−zj−1)2
2(xP (j)−xP (j−1))√
2π(xP (j) − xP (j−1))
Θ
(
xP (j) − xP (j−1)
)


=
∑
P∈SN
N∏
j=1
e
1
2
(2N−2j+1)xP (j)Θ
(
xP (j) − xP (j−1)
)
. (3.23)
Here SN denotes the set of permutations of order N , Θ(x) is the step function and we set
xP (0) = 0. Since we are considering a Boson system, the above function is taken to be
symmetric in x1, · · · , xN .
The eigenvalues and eigenfunctions of the δ-Bose gas can be constructed by using the
Bethe ansatz [27, 28, 29, 31, 32]. Let |Ψz〉 and Ez be the eigenstate and its eigenvalue of
HN ,
HN |Ψz〉 = Ez|Ψz〉. (3.24)
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By the Bethe ansatz, they are given as
〈x1, · · · , xN |Ψz〉 = Cz
∑
P∈SN
sgnP
∏
1≤j<k≤N
(
zP (j) − zP (k) + isgn(xj − xk)
)
exp
(
i
N∑
l=1
zP (l)xl
)
(3.25)
where Cz is the normalization constant, for which a formula is given in (3.27) below.
For the δ-Bose gas with attractive interaction, the quasimomenta zj (1 ≤ j ≤ N) which
label the state, are in general complex numbers. zj (1 ≤ j ≤ N) are divided intoM groups
where 1 ≤ M ≤ N . The αth group consists of nα quasimomenta z′js which share the
common real part qα. Note that
∑M
α=1 nα = N . The quasimomenta in each group line
up with regular intervals with unit length along the imaginary direction. Using qα and
nα (1 ≤ α ≤M), we represent zj (1 ≤ j ≤ N) as
zj = qα − i
2
(nα + 1− 2rα) , for j =
α−1∑
β=1
nβ + rα, (3.26)
where 1 ≤ α ≤ M and 1 ≤ rα ≤ nα. The normalization constant Cz, which is taken to be
a positive real number, and the eigenvalue Ez are given by [28]
Cz =
(∏M
α=1 nα
N !
∏
1≤j<k≤N
1
|zj − zk − i|2
)1/2
, (3.27)
Ez =
1
2
N∑
j=1
z2j =
1
2
M∑
α=1
nαq
2
α −
1
24
M∑
α=1
(
n3α − nα
)
. (3.28)
There is a problem of completeness of these states. This has not been resolved rigorously
yet but the fact that one can recover the height distribution of the KPZ equation for the
narrow wedge initial condition is a strong affirmative evidence. Here we proceed assuming
its validity and will see the consistency with the computations based on the ASEP. This
provides a further evidence that the above Bethe states are in fact complete.
4 Generating function
In this section, we give a derivation of the formula (2.6) in Theorem 1. The replica partition
function 〈ZN(x, t)〉 (3.22) can be written as
〈ZN(x, t)〉 =
∫ ∞
−∞
dy1 · · ·
∫ ∞
−∞
dyN〈x|e−HN t|y1, · · · , yN〉〈y1, · · · , yN |Φ〉. (4.1)
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Expanding the propagator 〈x|e−HN t|y1, · · · , yN〉 by the Bethe eigenstates of the δ-Bose gas
(3.25), we have
〈ZN(x, t)〉 =
N∑
M=1
N !
M !
N∏
j=1
∫ ∞
−∞
dyj
(∫ ∞
−∞
M∏
α=1
dqα
2π
∞∑
nα=1
)
δ∑M
β=1 nβ ,N
× e−Ezt〈x|Ψz〉〈Ψz|y1, · · · , yN〉〈y1, · · · , yN |Φ〉. (4.2)
Here we want to perform the integrations over yj, (1 ≤ j ≤ N),
N∏
j=1
∫ ∞
−∞
dyj〈Ψz|y1, · · · , yN〉〈y1, · · · , yN |Φ〉 (4.3)
using (3.23) and (3.25). But this is not allowed for the moment because the integra-
tions over qα, (1 ≤ α ≤ M) must be performed before those over yj, (1 ≤ j ≤ N).
To see this explicitly, one uses (3.23) and notices the symmetry of the eigenfunction,
〈Ψz|yP (1), · · · , yP (N)〉 = 〈Ψz|y1, · · · , yN〉, to find that the right hand side of (4.2) is repre-
sented as
〈ZN(x, t)〉 =
N∑
M=1
N !
M !
N∏
j=1
∫ ∞
yj−1
dyj
M∏
α=1
(∫ ∞
−∞
dqα
2π
∞∑
nα=1
)
δ∑M
β=1 nβ ,N
× e−Ezt〈x|Ψz〉〈Ψz|y1, · · · , yN〉
N∏
j=1
e
1
2
(2N−2j+1)yj . (4.4)
It is clear that the integrand on the right hand side of this equation is not integrable
on yj (1 ≤ j ≤ M) due to the factor exp((2N − 2j + 1)yj) while it is integrable on
qα (1 ≤ α ≤M) thanks to the factor e−nαq2αt/2 in e−Ezt.
4.1 Deformation of contours
To exchange the order of integrations, we notice
Lemma 4 In (4.4), we can deform the contour of qα (1 ≤ α ≤ M) to R− ic where c is an
arbitrary real constant.
Proof In (4.4), we change the variables from qα to uα (1 ≤ j ≤M) such that
uα = qα − qα+1, (1 ≤ α ≤M − 1), uM = qM . (4.5)
The singularity in uα of the integrand in (4.4) comes only from the factor |Cz|2. Note that
it depends only on u1, · · · , uM−1 and is independent of uM . Thus there are no poles of uM
in (4.4), and we can deform the contour of uM to R− ic. Noting that
M−1∏
α=1
∫ ∞
−∞
duα
2π
×
∫
R−ic
duM
2π
=
M∏
α=1
∫
R−ic
dqα
2π
, (4.6)
we find the statement holds.
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Using Lemma 4, we deform the contours of qα, (1 ≤ α ≤ M) to R − ic where c is a
positive constant so large that the factor exp
(
−i∑Nj=1 z∗P (j)yj + 12∑Nj=1(2N − 2j + 1)yj)
in the integrand of (4.4) converge when yj > 0 goes to infinity. Here z
∗
j = qα(j) +
i
2
(
nα(j) + 1− 2r(j)
)
but one has to be careful about the notation. This is a usual complex
conjugate of zj before lemma 4, i.e., when qα(j) is real. But now it is not because after the
deformation of the contour, qα(j) has an imaginary part.
After this deformation, we can perform the integrations of yj (1 ≤ j ≤ N) before those
of qα (1 ≤ α ≤M). Eq. (4.2) can now be expressed as
〈ZN(x, t)〉 =
N∑
M=1
1
M !
M∏
α=1
(∫
R−ic
dqα
2π
∞∑
nα=1
)
δ∑M
β=1 nβ ,N
〈x|Ψz〉〈Ψz|Φ〉e−Ezt. (4.7)
Here 〈x|Ψz〉 is given by (3.25) with x1 = · · · = xN = x and 〈Ψz|Φ〉 is computed as
〈Ψz|Φ〉 =
N∏
j=1
∫ ∞
−∞
dyj〈Ψz|y1, · · · , yN〉〈y1, · · · , yN |Φ〉
= Cz
∑
P∈SN
sgnP
N∏
l=1
∫ ∞
yl−1
dyle
−i(z∗P (l)+
i
2
(2N−2l+1))yl
∏
1≤j<k≤N
(
z∗P (j) − z∗P (k) + i)
)
= N !Cz
∑
P∈SN
sgnP
∏
1≤j<k≤N
(
z∗P (j) − z∗P (k) + i
) N∏
l=1
−1
−i(z∗P (N) + · · ·+ z∗P (N−l+1)) + l2/2
.
(4.8)
In (4.7), we take the imaginary part c of qα in such a way that we can perform the
integrations of yj (1 ≤ j ≤ N) in (4.8), i.e. Re(−i(z∗P (N) + · · ·+ z∗P (N−l+1)) + l2/2) < 0 for
any l (1 ≤ l ≤ N). For example, if we fix c such that c > N/2 + maxα nα/2, the above
condition is satisfied.
4.2 Combinatorial identities
For further analysis of the integrand in (4.7), we need two combinatorial identities for
〈x|Ψz〉 and 〈Ψz|Φ〉. The first one is for 〈x|Ψz〉. One has∑
P∈SN
sgnP
∏
1≤j<k≤N
(
wP (j) − wP (k) + if(j, k)
)
= N !
∏
1≤j<k≤N
(wj − wk) (4.9)
for any complex variables wj (1 ≤ j ≤ N) and f(j, k). This identity was derived as
Lemma 1 in [33].
The next one for the term 〈Ψz|Φ〉 is
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Lemma 5 For any complex numbers wj (1 ≤ j ≤ N) and a,
∑
P∈SN
sgnP
∏
1≤j<k≤N
(
wP (j) − wP (k) + a
) N∏
m=1
1
wP (N) + · · ·+ wP (N−m+1) +m2a/2
=
∏
1≤j<k≤N
(wj − wk)
N∏
m=1
1
wm + a/2
. (4.10)
Proof A similar identity appears in the context of ASEP with the step Bernoulli initial
condition and has been proved in section III of [19]. Here we follow the same strategy using
mathematical induction. Let us call the left hand side and the right hand side of (4.10) as
ψN and φN respectively, i.e.,
ψN(w1, · · · , wN) :=
∑
P∈SN
sgnP
∏
1≤j<k≤N
(wP (j) − wP (k) + a)
×
N∏
m=1
1
wP (N) + · · ·+ wP (N−m+1) +m2a/2 , (4.11)
φN(w1, · · · , wN) :=
∏
1≤j<k≤N
(wj − wk)
N∏
m=1
1
wm + a/2
. (4.12)
We want to show ψN = φN . We easily see that it holds for the case N = 1. Let us assume
that it holds for N − 1 case. In (4.11), we first sum over all permutations with P (1) = l
fixed and then sum over l. Noticing
∏
1<k≤N(wl−wP (k)+ a) =
∏
k(6=l)(wl−wk+ a), we see
ψN(w1, · · · , wN)
=
1∑N
j=1wj +N
2a/2
N∑
l=1
(−1)l+1
∏
j(6=l)
(wl − wj + a)ψN−1(w1, · · · , wl−1, wl+1, · · · , wN)
=
1∑N
j=1wj +N
2a/2
N∑
l=1
(−1)l+1
∏
j(6=l)
(wl − wj + a)φN−1(w1, · · · , wl−1, wl+1, · · · , wN),
(4.13)
where we used the assumption of the mathematical induction, ψN−1 = φN−1, in the second
equality. The identity ψN = φN is now equivalent to
N∑
l=1
(−1)l+1
∏
j(6=l)
(wl − wj + a)φN−1(w1, · · · , wl−1, wl+1, · · · , wN)
φN(w1, · · · , wN) =
N∑
j=1
wj +
N2a
2
. (4.14)
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From the definition (4.12) of φN , we get
φN−1(w1, · · · , wl−1, wl+1, · · · , wN) = wl + a/2∏l−1
j=1(wj − wl) ·
∏N
j=l+1(wl − wj)
φN(w1, · · · , wN)
=
wl + a/2
(−1)l−1∏j(6=l)(wl − wj)φN(w1, · · · , wN). (4.15)
Substituting this equation into (4.14), one sees that it is now enough to show
N∑
l=1
(wl + a/2)
∏
j(6=l)
(
1 +
a
wl − wj
)
=
N∑
j=1
wj +
N2a
2
. (4.16)
This is proved as follows. One notices that the left hand side can be represented by a
contour integral,
1
2πia
∫
CR
dz(z + a/2)
N∏
j=1
(
1 +
a
z − wj
)
, (4.17)
where CR is a contour enclosing the origin anticlockwise with radius R taken to be so large
that the contour surrounds all the poles wj (1 ≤ j ≤ N) in the integrand. The contour
integration can be performed as follows. Expanding the product in the integrand, one finds
1
2πia
∫
CR
dz
[(
z +
a
2
)
+
N∑
l=1
a
z − wl
(
z +
a
2
)
+
∑
1≤l<m≤N
a2
(z − wl)(z − wm)
(
z +
a
2
)
+ · · ·
+ aN
N∏
j=1
1
z − wj
(
z +
a
2
)]
. (4.18)
Further expanding the second and third terms in the integrand in 1/z, we see
a
z − wl
(
z +
a
2
)
= a+
a(wl + a/2)
z
+O
(
1
z2
)
,
a2
(z − wl)(z − wm)
(
z +
a
2
)
=
a2
z
+O
(
1
z2
)
. (4.19)
The higher terms in (4.18) are of order O(1/z2) and thus do not contribute to the contour
integral. Hence (4.17) is calculated as
1
2πia
∫
CR
dz(z + a/2)
N∏
j=1
(
1 +
a
z − wj
)
=
1
2πia
∫
CR
dz
(
N∑
l=1
a(wl + a/2)
z
+
∑
1≤l<m≤N
a2
z
)
=
N∑
l=1
(
wl +
a
2
)
+
∑
l<m
a =
N∑
j=1
wj +
N2a
2
, (4.20)
thus we obtain (4.16).
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Using the identities (4.9) and (4.10) to (3.25) and (4.8) respectively, we get
〈x|Ψz〉 = N !Cz
∏
1≤j<k≤N
(zj − zk)ei
∑N
l=1 zlx, (4.21)
〈Ψz|Φ〉 = i−NN !Cz
∏
1≤j<k≤N
(z∗j − z∗k)
N∏
l=1
1
z∗l + i/2
. (4.22)
Thus using these relations and (3.27), we find that the factor 〈x|Ψz〉〈Ψz|Φ〉 in (4.7) becomes
〈x|Ψz〉〈Ψz|Φ〉 = N !
M∏
α=1
(nα!)
2
nα
∏
1≤j<k≤N
|zj − zk|2
|zj − zk − i|2
N∏
l=1
eizlx
iz∗l − 1/2
, (4.23)
Here we used the fact that z∗j − z∗k is the complex conjugate of zj − zk although z∗j is not
that of zj as mentioned below Lemma 4. The common imaginary part c of qα(j) and qα(k)
cancels out by the subtraction.
We want to rewrite this equation in terms of qα and nα in (3.26). For the last factor of
this equation, we easily find
N∏
l=1
eizlx
iz∗l − 1/2
=
M∏
α=1
einαqαx
nα∏
r=1
1
iqα +
1
2
(nα − 2r)
. (4.24)
From (3.27) and (4.21), we know the remaining factors in (4.23) is represented by |〈0|Ψz〉|2.
For this quantity, the following result was obtained in Appendix B in [28],
|〈0|Ψz〉|2 = N !
M∏
α=1
(nα!)
2
nα
∏
1≤j<k≤N
|zj − zk|2
|zj − zk − i|2
=
N !∏M
α=1 nα
∏
1≤α<β≤M
|qα − qβ − i2(nα − nβ)|2
|qα − qβ − i2(nα + nβ)|2
. (4.25)
From (4.23)–(4.25), we get
〈x|Ψz〉〈Ψz|Φ〉
= N !
M∏
α<β
|qα − qβ − i2(nα − nβ)|2
|qα − qβ − i2(nα + nβ)|2
M∏
α=1
einαqαx
nα
nα∏
r=1
1
iqα +
1
2
(nα − 2r)
. (4.26)
We can further deform (4.26) to an expression in terms of a determinant by using the
Cauchy’s determinant formula,∏M
α<β(aα − aβ)(bα − bβ)∏M
α,β=1(aα − bβ)
= (−1)M(M−1)2 det
(
1
aα − bβ
)
, (4.27)
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and a few basic properties of determinant. We find
〈x|Ψz〉〈Ψz|Φ〉
= 2MN ! det
(
1
nj + nk + 2i(qj − qk)
)M
j,k=1
M∏
α=1
einαqαx
nα∏
r=1
1
iqα +
1
2
(nα − 2r)
= 2MN !
M∏
α=1
(∫ ∞
0
dωα
)
det
(
e−ωj(nj+nk+2i(qj−qk))
)M
j,k=1
M∏
α=1
einαqαx
nα∏
r=1
1
iqα +
1
2
(nα − 2r)
= 2MN !
M∏
α=1
(∫ ∞
0
dωα
)
det
(
einjqjx−nj(ωj+ωk)−2iqj(ωj−ωk)
nj∏
r=1
1
iqj +
1
2
(nj − 2r)
)M
j,k=1
,
(4.28)
where in the last equality, we used a simple fact
det(a
bj+bk
j ) = det((ajak)
bj ). (4.29)
4.3 Fredholm determinant representation of the generating func-
tion
From (3.28), (4.7), and (4.28), we obtain an expression of 〈ZN(x, t)〉 in terms of the deter-
minant,
〈ZN(x, t)〉eNt24 +Nx
2
2t
=
N∑
M=1
2MN !
M !
M∏
α=1
(
∞∑
nα=1
∫
R−ic
dqα
2π
e−
t
2
nαq2α+
t
24
n3α
∫ ∞
0
dωα
)
δ∑M
β=1 nβ ,N
× det
(
einjqjx+nj
x2
2t
−nj(ωj+ωk)−2iqj(ωj−ωk)∏nj
r=1 iqj +
1
2
(nj − 2r)
)M
j,k=1
=
N∑
M=1
N !
M !
M∏
α=1
(∫ ∞
0
dωα
∞∑
nα=1
)
δ∑M
β=1 nβ ,N
× det
(∫
R−ic
dq
π
einjqjx+nj
x2
2t
− t
2
njq
2+ t
24
n3j−nj(ωj+ωk)−2iq(ωj−ωk)∏nj
r=1 iq +
1
2
(nj − 2r)
)M
j,k=1
.
(4.30)
The imaginary part c of the contour of q is discussed below (4.7) and we find it is sufficient
to satisfy the condition c > N/2 + maxα nα/2. Note that in (4.30), the contour satisfying
this condition passes below the poles q = j − nα/2 (j = 0, 1, · · · , [nα/2]) where [a] is the
largest integer which is smaller than a and that we can deform the contour as long as it
satisfies this property. Thus in (4.30), we can relax the condition to c > maxα nα/2.
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Substituting this equation into (2.5), we eventually get the Fredholm determinant rep-
resentation of the generating function (2.6). Remembering (3.18), we have
Gγt(s;X)
= 1 +
∞∑
N=1
N∑
M=1
(−e−γts)N
M !
M∏
α=1
(∫ ∞
0
dωα
∞∑
nα=1
)
δ∑M
β=1 nβ ,N
× det

∫
R−ic
dq
π
e2injγ
2
t qX+njγtX
2−γ3t njq
2+
γ3t
12
n3j−nj(ωj+ωk)−2iq(ωj−ωk)∏nj
r=1 (iq +
1
2
(nj − 2r))


M
j,k=1
=
∞∑
M=0
(−1)M
M !
M∏
α=1
∫ ∞
0
dωα
× det

 ∞∑
n=1
(−1)n−1
∫
R−icn
dq
π
e2inqγ
2
tX+nγtX
2−γ3t nq
2+
γ3t
12
n3−n(ωj+ωk)−2iq(ωj−ωk)−γtns∏n
r=1 (iq +
1
2
(n− 2r))


M
j,k=1
,
(4.31)
with cn > n/2. Shifting the variable q to q + iX/γt, we get
Gγt(s;X)
=
∞∑
M=0
(−1)M
M !
M∏
k=1
∫ ∞
0
dωk
× det

 ∞∑
n=1
(−1)n−1
∫
R−icn
dq
π
e−n(ωj+ωk)−2iq(ωj−ωk)−γ
3
t nq
2+
γ3t
12
n3−γtns∏n
r=1 (iq − Xγt + 12(n− 2r))


M
j,k=1
, (4.32)
with cn > X/γt + n/2. Applying the relation
n∏
r=1
1
iq −X/γt + 12(n− 2r)
=
Γ
(
iq − X
γt
− n
2
)
Γ
(
iq − X
γt
+ n
2
) (4.33)
to (4.32), we finally obtain (2.6).
5 Another expression of the kernel
In this section we give a derivation of the expression (2.10) in Proposition 2. We use the
following two relations,
Lemma 6
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(a) We set a ∈ R and m, n ≥ 0. When Im q < −n/2 + a, we have
Γ
(
iq + a− n
2
)
Γ
(
iq + a+ n
2
)em3n33 = ∫ ∞
−∞
dyAiΓΓ
(
y,
1
2m
, iq + a
)
emny, (5.1)
where
AiΓΓ (a, b, c) =
1
2π
∫
Γi c
b
dzeiaz+iz
3/3 Γ(ibz + c)
Γ(−ibz + c) (5.2)
with Γp defined in (2.12) below.
(b) For u, v, x ∈ R and w ≥ 0, we have
1
2π
∫ ∞
−∞
dpAiΓΓ
(
p2 + v, w, iwp+ u
)
eipx
=
1
2
1
3
AiΓ
(
2−
2
3 (v + x), 2
1
3w, u
)
AiΓ
(
2−
2
3 (v − x), 2 13w, u
)
, (5.3)
where AiΓ(a, b, c) and AiΓ(a, b, c) are defined by (2.11) and (2.12) respectively.
Proof
(a) The right hand side of (5.1) is written as
1
2π
∫ ∞
−∞
dy
∫
R+imn
dz
Γ
(
i z
2m
+ iq + a
)
Γ
(−i z
2m
+ iq + a
)ei(z−imn)y+i z33 . (5.4)
Here we used the fact that the contour of z can be deformed from Γ2m(ia−q) to R + imn
since the imaginary part of the poles 2m(ia − q + ir), r = 0, 1, 2, · · · of the integrand is
larger than mn when the condition Im q < a−n/2 is satisfied. In this equation, we change
the variable z on the right hand side to y2 = z − imn and get
1
2π
∫ ∞
−∞
dy
∫ ∞
−∞
dy2
Γ
(
iq + a− n
2
+ i y2
2m
)
Γ
(
iq + a+ n
2
− i y2
2m
)eiyy2+i (y2+imn)33
=
∫ ∞
−∞
dy2δ(y2)
Γ
(
iq + a− n
2
+ i y2
2m
)
Γ
(
iq + a + n
2
− i y2
2m
)ei (y2+imn)33 = Γ
(
iq + a− n
2
)
Γ
(
iq + a+ n
2
)em3n33 . (5.5)
(b) The left hand side of (5.3) reads
1
(2π)2
∫ ∞
−∞
dp
∫
Γ−p+i uw
dzei(p
2+v)z+i z
3
3
+ipx Γ (iw(z + p) + u)
Γ (−iw(z − p) + u) . (5.6)
By applying the change of variables p = (z1 − z2)/22/3 and z = (z1 + z2)/22/3, we obtain
the desired expression.

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Using Lemma 6, we can obtain (2.10). Applying (a) of the lemma with a = −X/γt and
m = γt/2
2/3 to (2.7), one has
KX(ωj, ωk) =
∞∑
n=1
(−1)n−1
∫
R−icn
dq
π
∫ ∞
−∞
dy1Ai
Γ
Γ
(
y1,
1
2
1
3γt
, iq − X
γt
)
e−2iq(ωj−ωk)
× e−n(ωj+ωk+γ3t q2+γts−2−
2
3 γty1). (5.7)
At this point, the contour of q can be replaced to R since since the contour of z in the
definition of AΓΓ(a, b, c) (5.2) pass below the singularity of the Gamma function. Changing
the variables q, ωj and y1 to p = 2
1/3γtq, ξj = 2γ
−1
t ωj and y = y1/2
2/3−p2/22/3−(ξj+ξk)/2,
we see KX(ωj, ωk)dωj = K¯X(ξj , ξk)dξj, where
K¯X(ξj, ξk) =
2
1
3
2π
∫ ∞
−∞
dy
∫ ∞
−∞
dpAiΓΓ
(
p2 + 2
2
3y +
ξj + ξk
2
1
3
,
1
2
1
3γt
,
ip− 2 13X
2
1
3γt
)
e
−i
(ξj−ξk)
2
1
3
p
×
∞∑
n=1
(−1)n−1e−γtn(s−y). (5.8)
Thus we can apply (2) of Lemma 6 to this equation with v = 22/3y + (ξj + ξk)/2
1/3,
w = 1/(21/3γt), u = −X/γt, x = (ξj − ξk)/21/3 and arrive at (2.10).
6 Multi-point distribution
6.1 Generating function
We consider the n-point generating function defined by (2.24) and derive the result (2.25).
Eq. (2.24) can be expanded in terms of the replica partition function 〈Z(xl1 , t) · · ·Z(xlN , t)〉,
Gγt({s}n, {X}n) = 1 +
∞∑
N=1
(−1)Ne tN24
N !
×
n∑
l1,··· ,lN=1
e−γt
∑N
j=1(sj−X
2
j )〈Z(2γ2tXl1 , t) · · ·Z(2γ2tXlN , t)〉. (6.1)
As we discussed in Sec. 3 and 4, we can express the replica partition function in terms of
the Bethe states (3.25)–(3.28) of the δ-Bose gas. Specifically we can the generalize (4.7) to
the case where x′s are distinct and we get
〈Z(xl1, t) · · ·Z(xlN , t)〉
=
N∑
M=1
1
M !
M∏
α=1
(∫
R−ic
dqα
2π
∞∑
nα=1
)
δ∑M
β=1 nβ ,N
〈xl1 , · · · , xlN |Ψz〉〈Ψz|Φ〉e−Ezt. (6.2)
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Thus the generating function is written as
Gγt({s}n, {X}n) = 1 +
∞∑
N=1
(−1)Ne tN24
N !
M∏
α=1
(∫
R−ic
dqα
2π
∞∑
nα=1
)
δ∑M
β=1 nβ ,N
AzBz (6.3)
where
Az = e
−Ezt〈0|Ψz〉〈Ψz|Φ〉, (6.4)
Bz =
n∑
l1,··· ,lN=1
e
−γt
∑n
j=1(slj−X
2
lj
) 〈2γ2tXl1, · · · , 2γ2tXlN |Ψz〉
〈0|Ψ〉 . (6.5)
Note that in two factors Az and Bz, only Az depends on the initial condition and we can
readily use (3.28) and (4.28) for Az. On the other hand, the factor Bz, which is irrelevant
to specific initial conditions, has already appeared in the narrow wedge initial condition
and the following approximation has been proposed in [33, 34].
For Bz, we have to estimate the equation with the following type,
n∑
l1,··· ,lN=1
〈xl1 , · · · , xlN |Ψz〉
N∏
j=1
eglj . (6.6)
Here gj (j = 1, · · · , n) are variables which depend on j. Although the eigenfunction
〈xl1 , · · · , xlN |Ψz〉 is given in (3.25), the following compact form given in [28] is convenient
for our current discussion,
〈y1, · · · , yN |Ψz〉 =
∑
P∈SN
′
AP (y1, · · · , yN) exp

i M∑
α=1
qα
∑
c∈Ωα(P )
yc − 1
4
M∑
α=1
∑
c,c′∈Ωα(P )
|yc − yc′|

 ,
(6.7)
where AP , Ωα(P ) and the prime in the summation are defined as follows: The amplitude
Ap is represented as
AP (y1, · · · , yN) = sgnP · Cz
M∏
α=1
nα∏
k=1
(k!)
∏
1≤j<k≤N
(zP (j) − zP (k) + isgn(yj − yk)). (6.8)
The cluster Ωα(P ) is defined by Ωα(P ) = {a|α(P (a)) = β} by use of the cluster counting
function α : [1, · · · , N ] → [1, · · · ,M ] such that α(a) = β, for ∑β−1j=1 nj < a ≤ ∑βj=1 nj .
The prime means the summation over permutations which keep the order inside each
cluster, i.e., the permutations satisfying the condition j < k → P (j) < P (k) for j and k
such that α(P (j)) = α(P (k)) (1 ≤ j, k ≤ N).
Thus (6.6) is expressed as
n∑
l1,··· ,lN=1
〈xl1 , · · · , xlN |Ψz〉
N∏
j=1
eglj =
n∑
l1,··· ,lN=1
∑
P∈SN
′
AP (xl1 , · · · , xlN )eφ({l}N ,P ), (6.9)
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where φ({l}N , P ) represents the phase
φ({l}N , P ) = i
M∑
α=1
qα
∑
c∈Ωα(P )
yc − 1
4
M∑
α=1
∑
c,c′∈Ωα(P )
|yc − yc′|+
N∑
j=1
glj (6.10)
The difficulty in (6.9) is that the summations over l1, · · · , lN and P are coupled. In [33, 34],
the authors proposed an approximation that the two summations factorize,
n∑
l1,··· ,lN=1
∑
p∈SN
′
AP (yl1, · · · , ylN )eφ({l}N ,P ) ∼
n∑
l1,··· ,lN=1
eφ({l}N )
∑
p∈SN
′
AP (yl1 , · · · , ylN ), (6.11)
where φ({l}N) = φ({l}N , P = (1, 2, · · · , N)). Under this assumption, we can perform the
two summations using the relations∑
P∈SN
′
AP (yl1, · · · , ylN ) = 〈0|Φz〉, (6.12)
which comes from the identity (4.9), and
n∑
l1,··· ,lN=1
eφ({l}N ) =
M∏
α=1
e−
1
4
∑n
j,k=1 |xj−xk|∂gj ∂gk
(
n∑
l=1
egl+iqαxl
)nα
, (6.13)
which is obtained as (3.13) in [34]. From (6.11)–(6.13) and setting yj = 2γ
2
tXj , gj = sj−X2j ,
we obtain the approximated form of Bz (6.5),
Bz ∼
M∏
α=1
e−
1
2
∑n
j,k=1 |Xj−Xk|∂sj ∂sk
(
n∑
l=1
e−γtsl+γtX
2
j+2iγ
2
t qαXl
)nα
. (6.14)
Substituting the equation above into (6.3) and following the same procedure in Sec.4.3, we
have
G♯γt({s}n, {X}n) = 1 +
∞∑
M=1
1
M !
(
M∏
α=1
∫
R−ic
dqα
2π
∞∑
nα=1
)
det
(
1
1
2
(nα + nβ) + i(qα − qβ)
)
×
M∏
α=1
nα∏
r=1
(
1
iqα +
1
2
(nα − 2r)
)
×
M∏
α=1
eγ
3
t n
3
α/12−
1
2
∑n
j,k=1 |Xj−Xk|∂sj∂sk
(
−e tq
2
α
2
n∑
l=1
e−γtsl+γtX
2
j+2iγ
2
t qαXl
)nα
.
(6.15)
Here the index ♯ indicates that we use the approximation (6.14). We find that the equation
above has a similar structure to the corresponding one in the narrow wedge case in [34].
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All the differences are just two points: The contour of q includes the imaginary term −ic
and the factor
∏M
α=1
∏nα
r=1
(
1
iqα+
1
2
(nα−2r)
)
is added. Thus we can just follow Sec. 4 in [34]
if we replace Eqs. (4.14) and (4.19) in [34] by (1) and (2) in Lemma 6 respectively. As a
result, we find the Fredholm determinant expression of G♯γt({s}n, {X}n):
G♯γt({s}n, {X}n) = det(1− L), (6.16)
where
L(z, z′) = χ0(z)χ0(z
′) exp
(
−1
2
n∑
j,k=1
|Xj −Xk|∂sj∂sk − γt
n∑
j=1
X2j ∂sj − (∂z − ∂z′)
n∑
j=1
Xj∂sj
)
×
∫ ∞
−∞
duAiΓ
(
u+ z,
1
γt
, 0
)
AiΓ
(
u+ z′,
1
γt
, 0
)
Φ({u− s}n).
(6.17)
Here χs(x) is given below (2.32), Ai
Γ(a, b, c) and AiΓ(a, b, c) are defined by (2.11) and (2.12)
respectively and for Φ({x}n), see (2.27). This expression of the kernel corresponds to
Eq. (4.25) in [34] for the narrow wedge initial condition. The only difference is that
the product of the ordinary Airy functions Ai(u + z)Ai(u + z′) is replaced by AiΓ(u +
z, 1/γt, 0)AiΓ(u+ z
′, 1/γt, 0) in (6.17).
We can further deform the expression (6.17) following the discussion in Sec. 4.2 in [34].
The equation corresponding to Eq. (4.38) in [34] becomes
L(z, z′) =
∫ ∞
−∞
du1 · · · dun〈AiΓz′,1/γt,−X0/γt |L0e(X0−X1)H |u1〉〈u1|e(X1−X2)H |u2〉 × · · ·
× 〈un−1|e(Xn−1−Xn)H |un〉〈un|e(Xn−X0)HL0|AiΓ,z,1/γt,−X0/γt〉Φ({u− s}n),
(6.18)
with X0 = 0. Here H is the Airy Hamiltonian given below (2.26), Φ({x}n) and L0 are
defined by (2.27) and (2.28) respectively. The states |AiΓz,b,c〉 and |AiΓ,z,b,c〉 are defined by
the relations 〈u|AiΓz,b,c〉 = AiΓ(z + u, b, c) and 〈u|AiΓ,z,b,c〉 = AiΓ(z + u, b, c) respectively. In
this kernel, we put L = Q2Q1, where
Q2(z
′, u1) = 〈AiΓz′,1/γt,−X0/γt |L0e−X1H |u1〉, (6.19)
Q1(u1, z) =
∫ ∞
−∞
du2 · · ·dun〈u1|e(X1−X2)H |u2〉 × · · · × 〈un−1|e(Xn−1−Xn)H |un〉
× 〈un|eXnHL0|AiΓ,z,1/γt,−X0/γt〉Φ({u− s}n). (6.20)
Noticing the relation of the Fredholm determinant, det(1−Q2Q1) = det(1−Q1Q2) and the
biorthogonality (A.2) of the deformed Airy function, we get G♯γt({s}n, {X}n) = det(1−Q)
where
Q(x, y) := Q1Q2(x, y)
=
∫ ∞
−∞
du2 · · · dun〈u1|e(X1−X2)H |u2〉 · · · 〈un|eXnHL20e−X1H |y〉Φ({u− s}n). (6.21)
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The factor 〈x|e(Xj−Xk)H |y〉 is represented in terms of the deformed Airy functions as (2.29),
which will be shown in Appendix. Using (A.2) and (ii) in the Appendix, we find L20 =
L0 and L0e
−X1H = e−X1HL1, and thus we finally obtain (2.26). The second last factor
〈x|etHLj |y〉 in (2.26) is written as
〈x|etHLj |y〉 =
∫ ∞
0
dze−tzAiΓ
(
x+ z,
1
γt
,
−Xj + t
γt
)
AiΓ
(
y + z,
1
γt
,
−Xj
γt
)
. (6.22)
This readily follows for t < 0 from (A.4) but one has to be careful when t > 0. The
integrand is divergent as z → −∞ and hence 〈x|etH |y〉 in (2.29) is not well-defined. But
in 〈x|etHLj |y〉, Lj projects the range of integration to the positive side only and (6.22) is
still valid.
6.2 Long-time limit
Here we consider the long-time limit of the generating function G♯γt({s}n, {X}n) (2.26).
We first introduce the limiting version of Lj(x, y) (2.28),
Lj(x, y) := lim
γt→∞
Lj(x, y) =
∫ ∞
0
dwAi−(x+ w,Xj)Ai
+(y + w,Xj), (6.23)
where Ai∓(x+w,Xj) is the limit of the Gamma-deformed Airy functions (2.11) and (2.12),
Ai−(x, y) := lim
γt→∞
1
γt
AiΓ
(
x,
1
γt
,
−y
γt
)
=
1
2π
∫
Γ−iy
dz
eizx+
iz3
3
iz − y (6.24)
Ai+(x, y) := lim
γt→∞
γtAiΓ
(
x,
1
γt
,
−y
γt
)
=
1
2π
∫ ∞
−∞
dzeizx+
iz3
3 (−iz − y). (6.25)
Here the contour Γ−iy in (6.24) is given below (2.12). Noticing
lim
t→∞
Φ({u− s}n) = 1−
n∏
j=1
(1−Θ(sj − uj)) , (6.26)
where Θ(x) = 1 (x ≥ 0), 0 (x < 0), we find the long-time limit of (2.26) becomes
lim
t→∞
G♯γt({s}n, {X}n) = det
(
1− L1 + P¯s1e(X1−X2)H · · · P¯sn−1e(Xn−1−Xn)H P¯sne(Xn−X1)HL1
)
.
(6.27)
Here P¯s represents projection operator onto (−∞, s). To this equation, we apply the result
of Appendix in [34] with K0ij = δijK replaced by K
0
ij = δijLj. We eventually obtain the
Fredholm determinant with matrix kernel M .
lim
t→∞
G♯γt({s}n, {X}n) = det (1−M) , (6.28)
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where
Mjk(ξ1, ξ2) =
{
χsj(ξ1)〈ξ1|e(Xj−Xk)HLk|ξk〉χsk(ξ2), for j ≥ k,
−χsj (ξ1)〈ξ1|e(Xj−Xk)H(1−Lk)|ξ2〉χsk(ξ2), for j < k.
(6.29)
Here χs(x) is given in (2.34) below.
We find that this matrix kernel is equivalent to K12(Xj , ξ1;Xk, ξ2). By taking the limit
γt →∞ in (6.22), we easily find the factor 〈ξ1|e(Xj−Xk)HLk|ξk〉 in the case j ≥ k of (6.29)
is expressed as
〈ξ1|e(Xj−Xk)HLk|ξ2〉
=
∫ ∞
0
dze−(Xj−Xk)zAi−(ξ1 + z,Xj)Ai
+(ξ2 + z,Xk)
=
∫ ∞
−∞
dw1
∫ ∞
−∞
dw2e
iw1ξ1+iw2ξ2+
i
3
(w31+w
3
2)
iw2 +Xk
(iw1 −Xj)(iw1 + iw2 −Xj +Xk) . (6.30)
Here we used (6.24) and (6.25) in the second equality. Noticing
iw2 +Xk
(iw1 −Xj)(iw1 + iw2 −Xj +Xk) =
1
iw1 −Xj −
1
iw1 + iw2 −Xj +Xk , (6.31)
we finally find the factor can be represented as the Airy function. For j ≥ k, we obtain
〈ξ1|e(Xj−Xk)HLk|ξ2〉 =
∫ ∞
0
dwe−w(Xj−Xk)Ai(ξ1 + w)Ai(ξ2 + w)
+ Ai(ξ2)
(
e−X
3
j+Xjξ1 −
∫ ∞
0
dwe−XjwAi(ξ1 + w)
)
. (6.32)
Similarly for the case j < k in (6.29), we get
〈ξ1|e(Xj−Xk)HLk|ξ2〉 = −
∫ 0
−∞
dwe−w(Xj−Xk)Ai(ξ1 + w)Ai(ξ2 + w)
+ Ai(ξ2)
(
e−X
3
j+Xjξ1 −
∫ ∞
0
dwe−XjwAi(ξ1 + w)
)
. (6.33)
Hence we finally find Mjk(ξ1, ξ2) = K12(Xj, ξ1;Xk, ξ2).
7 Directed polymer interpretation
Our result can also be rephrased for the free energy distribution of the 1+1 dimensional
directed polymer in random media. First let us rewrite the path integral expression of
Zν,λ,D(x, t) (3.8) as
Zβ,γ,D(x, t) =
∫ ∞
0
dy
∫ x(t)=x
x(0)=y
D[x(τ)] exp [−β(H [x] + µB(y))] , (7.1)
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where
H [x] =
∫ t
0
dτ
(
γ
2
(
dx
dτ
)2
−
√
Dη(x(τ), τ)
)
. (7.2)
The parameters β, γ and µ are defined as
β =
λ
2ν
, γ =
1
λ
, µ =
α
β
=
√
D
2ν
(7.3)
in terms of those of the KPZ equation (1.1).
This expression (7.1) can be interpreted as the partition function of a directed polymer
in random media with inverse temperature β. On the two dimensional (x, τ) (x ∈ R and
τ ≥ 0) plane the configuration of a polymer is represented as a function x(τ) (0 ≤ τ ≤ t).
Here it is assumed that x(τ) is a single-valued function, which means that the polymer
is “directed” for τ coordinate. For a configuration x(τ) (0 ≤ τ ≤ t) the bulk energy
H [x] (7.2) is assigned. The first term of H [x] represents the elastic energy of the polymer
whose strength is determined by γ, and the second term represents a random potential
energy with D adjusting its strength.
The half Brownian motion initial condition (1.4) in the KPZ equation corresponds to
the following boundary condition in the language of the random directed polymer. At
the boundary τ = 0, the position of the polymer x(0) can take any positive value y ≥ 0
and, depending on the position y, the random boundary energy µB(y) is assigned to the
polymer. Note that the other edge x(t) is pinned at x. As a statistical mechanical model,
µ in (7.1) is an independent parameter, but when translated from the KPZ equation one
has to keep in mind that it is written as µ =
√
βγD.
We want to discuss the low temperature behavior of the directed polymer for a fixed
t. When the temperature is sufficiently low, the configuration which gives the minimum
energy is dominant for the free energy. When the position x of the edge x(t) of the polymer
is positive, the other position of the edge y tends to be close to x because otherwise the
polymer obtains excess bulk elastic energy. In this case, it is dominated by the boundary
energy B(y). Thus in the positive region x > 0, the free energy fluctuation is described by
the Gaussian. On the other hand, when x < 0, the edge x(0) tends to be pinned at the
origin. In this case, the free energy fluctuation is determined only by the bulk energy (note
that B(y = 0) = 0). In between around x = 0 one observes the crossover distribution,
which is exactly what have been computed in this paper.
Concretely, from (3.3), −hν,λ,D corresponds to the free energy fβ,γ,D(x, t) of the random
directed polymer and hence (2.13) is translated as
Prob
(
βfβ,γ,D(x, t)− γ
3
t
12
+ γtX
2 ≥ γts
)
= Fγt(s;X), (7.4)
where Fγt(x;X) is given in (2.17) and α and γt are written in terms of γ and β as α =
(β3γD)1/2 and γt = (β
5γD2t/2)1/3 respectively. Based on (7.4), one can obtain various
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information about the the free energy of the directed polymer. For instance one sees that
as β → ∞ the macroscopic free energy scales as O(β4), the fluctuations of the bulk free
energy is O(β2/3). To get a nontrivial distribution in the low temperature limit β → ∞,
one has to scale the space direction as X = O(β1/3). The free energy distribution in
this limit is given by (2.22) since β → ∞ implies γt → ∞. This describes the crossover
between boundary and bulk free energy fluctuation, i.e., between Gaussian and the GUE
Tracy-Widom distribution.
8 Conclusion
In this paper we have considered the KPZ equation (1.1) with the half Brownian motion
initial condition (1.4). Using the Bethe ansatz results of the one-dimensional attractive δ-
Bose gas, we have obtained a Fredholm determinant expression for the generating function
of exponential moments of the height (Theorem 1). Thanks to this result and Proposition
2, the compact representation of the probability distribution of the height was obtained
(Theorem 3). We have also found an expression for the multi-point generating function
employing an approximation proposed in [33, 34].
These results are expressed in terms of the deformed Airy functions (2.11) and (2.12).
If we change these functions to the ordinary Airy function, we recover the results for the
narrow wedge initial condition obtained in [14, 15, 16, 17]. The deformed Airy functions
have some nice properties, which are discussed in the Appendix. They satisfy the biorthog-
onality relation. Their time evolution by the Airy Hamiltonian are again given by the same
functions with a parameter modified. We remark that similar relations of the multiple Her-
mite polynomials played an important role in the study of the PNG model with external
source [42, 43]. In the long time limit, the kernel of the Fredholm determinant becomes
the rank one perturbation of the Airy kernel. It is not clear whether the higher rank
perturbations studied in [47] have corresponding finite time generalizations.
A Properties of the deformed Airy functions
In this appendix, we pick up a few properties of the gamma-deformed Airy functions (2.11)
and (2.12), which are necessary for the discussions in Sec. 6. Let t ≤ 0 and H be the Airy
Hamiltonian H = −∂2/∂x2 + x. We have the following relations.
(i) The deformed Airy function representation of the propagator
〈x|etH |y〉 =
∫ ∞
−∞
dze−tzAiΓ (x+ z, b, c− bt) AiΓ (y + z, b, c) . (A.1)
Note that when we set t = 0 in (A.1), we get the biorthogonality relation of the deformed
Airy function, ∫ ∞
−∞
dwAiΓ(x+ w, b, c)Ai
Γ(y + w, b, c) = δ(x− y). (A.2)
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Using (A.1), we easily get the following relations.
(ii) “Time evolution” by the Airy Hamiltonian
etHAiΓ(x+ w, b, c) = e−twAiΓ(x+ w, b, c− bt), (A.3)
etHAiΓ(x+ w, b, c) = e
−twAiΓ(x+ w, b, c+ bt). (A.4)
When we set b = 1/γt and c = −X/γt and take the limit γt → ∞, these rela-
tions (A.1), (A.3) and (A.4) become those for Ai−(x, y) (6.24) and Ai+(x, y) (6.25),
〈x|etH |y〉 =
∫ ∞
−∞
dze−tzAi+ (x+ z,X) Ai− (y + z,X) , (A.5)
etHAi−(x+ w,X) = e−twAi−(x+ w,X − t), (A.6)
etHAi+(x+ w,X) = e−twAi+(x+ w,X + t). (A.7)
Proof
(i) The factor 〈x|etH |y〉 can be represented in terms of the Airy function,
〈x|etH |y〉 =
∫ ∞
−∞
dwe−twAi(w + x)Ai(w + y). (A.8)
Thus it is enough to show that∫ ∞
−∞
dwe−twAiΓ (x+ w, b, c− bt) AiΓ (y + w, b, c) =
∫ ∞
−∞
dwe−twAi(w + x)Ai(w + y).
(A.9)
In the definition (2.11) of AiΓ(a, b, c), we find that in the case c > 0, the contour integral
Γic/b can be replaced by R while in the case c ≤ 0, we can divide the contour integral into
the integral on R and the contributions from the poles at (ic + m)/b, m = 0, 1, 2 · · · of
Γ(ibz + c). Thus (2.11) can be represented as
AiΓ(a, b, c) =


1
2π
∫∞
−∞
dzeiza+i
z3
3 Γ (ibz + c), c > 0,
1
2π
∫∞
−∞
dzeiza+i
z3
3 Γ (ibz + c) +
∑n
N=0
(−1)N
N !b
e−
(c+N)a
b
+ (c+N)
3
3b3 , c ≤ 0.
(A.10)
Here n is the maximum integer satisfying c + n < 0.
Thus for the case c > 0, using (2.12) and the first relation in (A.10), we find the left
hand side of (A.9) is represented as
1
2π
∫ ∞
−∞
dw
∫ ∞
−∞
dz1
∫ ∞
−∞
dz2e
iw(z1+z2+it)+i(z1x+z2y)+
i
3
(z31+z
3
2)
Γ(ibz2 + c)
Γ(−ibz1 + c− bt)
=
1
2π
∫ ∞
−∞
dw
∫
R−it
dz1
∫ ∞
−∞
dz2e
iw(z1+z2+it)+i(z1x+z2y)+
i
3
(z31+z
3
2)
Γ(ibz2 + c)
Γ(−ibz1 + c− bt) . (A.11)
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Here we deformed the contour of z1 to R− it. This deformation is valid when t ≤ 0. Note
that in this equation above, the part z1 + z2 + it becomes real. Thus one has∫
R−it
dz1
∫ ∞
−∞
dz2δ(z1 + z2 + it)e
i(z1x+z2y)+
i
3
(z31+z
3
2)
Γ(ibz2 + c)
Γ(−ibz1 + c− bt)
=
∫
R−it
dz1
∫ ∞
−∞
dz2δ(z1 + z2 + it)e
i(z1x+z2y)+
i
3
(z31+z
3
2)
=
1
2π
∫ ∞
−∞
dw
∫ ∞
−∞
dz1
∫ ∞
−∞
dz2e
iw(z1+z2+it)+i(z1x+z2y)+
i
3
(z31+z
3
2). (A.12)
In the second equality, the factor of the Gamma functions is eliminated because of the
delta function. We easily find that the last expression of this equation is equal to the right
hand side of (A.9) from the integral representation of the Airy function,
Ai(x) =
∫ ∞
−∞
dzeizx+i
z3
3 . (A.13)
For c < 0, on the other hand, the terms coming from the pole contributions in (A.10)
are added. However we find that these terms do not affect the result since∫ ∞
−∞
dwe−twAiΓ(x+ w, b, c)e
−
(c+N)
b
(y+w)
=
1
2π
∫ ∞
−∞
dw
∫ ∞
−∞
dz1
ei(z1+i
c+N
b
+it)w− c+Nb y+ixz1+i
z31
3
Γ(−ibz1 + c− bt)
=
∫
R−i( c+Nb +t)
dz1δ
(
z1 + i
c+N
b
+ it
)
e−
c+N
b
y+iz1x
Γ(−ibz1 + c− bt) =
e
c+N
b
(x−y)+tx
Γ(−N) = 0. (A.14)
(ii) Here we only consider (A.3) and omit the proof of (A.4) since it can be shown by using
the same strategy as (A.3). The left hand side is given by
〈x|etH |AiΓw,b,c〉 =
∫ ∞
−∞
dy〈x|etH |y〉AiΓ(y + w, b, c). (A.15)
Substituting (A.1) into this equation, we readily obtain the right hand side of (A.3),
〈x|etH |AiΓw,b,c〉 =
∫ ∞
−∞
dz
∫ ∞
−∞
dye−tzAiΓ(x+ z, b, c− bt)AiΓ(y + z, b, c)AiΓ(y + w, b, c)
= e−twAiΓ(x+ w, b, c− bt). (A.16)
Here in the second equality, we used the biorthogonality relation (A.2).

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