Abstract. Using the min-plus version of the spectral radius formula, one proves: 1) that the unique eigenvalue of a min-plus eigenvalue problem depends continuously on parameters involved in the kernel defining the problem; 2) that the numerical method introduced by Chou and Griffiths to compute this eigenvalue converges. A toolbox recently developed at I.n.r.i.a. helps to illustrate these results. Frenkel-Kontorova models serve as example. The analogy with homogenization of Hamilton-Jacobi equations is emphasized.
Definition 1.10. Let (R, +, ×) be a semi-ring, (X, +, ·) be a semi-module over R, L : X → X be a linear operator, and λ ∈ R. One says that λ is an eigenvalue of L if there exists x ∈ X such that x = 0 and L(x) = λ · x. In this case, one says that x is an eigenvector associated to λ. Example 1.11. Same notations as example (1.9) . Then λ ∈ R min is an eigenvalue of K if there exists u ∈ B(X, R min ) such that u ≡ +∞ and ∀x ∈ X, inf y∈X K(x, y) + u(y) = λ + u(x).
(1.1)
Spectral theory over R min
Theorem 2.1. Let X be a set and K : X 2 → R be bounded below. Suppose that there exists λ ∈ R and u : X → R bounded below satisfying (1.1) . Then
Formula (2.1) is a R min -counterpart to the spectral radius formula. In [6] , it is unprecisely stated for X = [0, 1]. In [16] , it is stated as here, but only for a finite set X (in this case, formula (4.1) below is more interesting). For an interpretation of formula (2.1) in terms of spectral radius in a normed semi-algebra, one can refer to [3] .
Proof. Let (x n ) ∈ X N . Then
Adding the n first equations, one gets
Since u is bounded, dividing by n and passing to the limit n → +∞, one gets
Since the sequence (x n ) was arbitrary,
To prove the opposite inequality, let ε > 0 and y 0 ∈ X. One can construct inductively (y n ) ∈ X N such that
Adding the n first equations and dividing by n, one gets as in the first part of the proof,
So letting n go to +∞, one gets
This is a R min -counterpart to the Krein-Rutman Theorem. In [5] , the proof is given for any finite set X. In [7] , the proof is given for X = [0, 1], and it is noticed that "the proof method would hold for various abstractions". In [9] , the proof is extended to X = [0, 1] n . In [14] , a proof is given in the general setting with even weaker assumptions. But the proof method in [14] is somewhat different from that used in [7, 9] , and also less clear. The proof below is a direct generalization of the one used in [7, 9] .
Then E is a Banach space. For all u ∈ E and x ∈ X, set
The set T (E) is equicontinuous. Indeed, let ε > 0. Since K is uniformly continuous, there exists α > 0 such that for all x, y, x , y ∈ X,
Exchanging the roles of x and x , one gets
Exchanging the role of v and u, one gets
is equicontinuous too. According to the Ascoli-Arzela Theorem, T (C) is relatively compact in E. Notice that C is a closed convex subset of E. Recall Schauder Theorem: a continuous mapping from a closed convex subset C of a Banach space into a compact subset of C has a fixed point. So there is a u ∈ C such that T u = u, which means that (1.1) is satisfied with
The uniqueness of the eigenvalue λ follows from Theorem 2.1.
Parameter dependant problems
Parameter dependent min-plus eigenvalue problems don't seem to have been studied in the min-plus literature. Proof. Let α ∈ Ω and ε > 0. There is a neighborhood V of α, such that
Taking first the lim inf as n → +∞ in these inequalities, then taking the infimum over all (x n ) ∈ X N , and recalling formula (2.1), one gets
Proposition 3.2. Let (X, d) be a compact metric space and Ω be a convex subset of a real vector space. For all
In [6] , this proposition is unprecisely stated for X = [0, 1] and Ω = R.
Let t ∈ (0, 1) and α, β ∈ Ω. Then for all x ∈ X N and n ∈ N * ,
because of the concavity assumption. Because of the properties of the lim inf, one gets for all
S(x, n, β).
Taking the infimum over all x ∈ X N , one gets
So according to formula (2.1),
Numerical methods
The following proposition proves the convergence of the numerical method used in [6] . 
From Theorem 2.2, for all p ∈ N, let λ p be the unique real number such that there exists
The non-standard analysis point of view of [10] , which considers "infinitely large" values of p, is related to the previous proposition.
Proof. Let p ∈ N. From formula (2.1),
Since ε was arbitrary, one gets λ p ≤ λ + κ h p .
Proposition 4.2. If X p has q elements, then
Proof. Refer to [5] for example.
This formula shows that λ p is the "minimum cycle mean" and that it can be computed with a finite number of operations. The proof is similar to that of (2.1). Anyway, formula (4.2) isn't used in practice. There are better algorithms, such as Karp's which needs O(q 3 ) operations, or Howard's which seems to be the fastest [8] . Notice that for the numerical analysis of min-plus eigenvalue problems, the matrices involved are full and very big (the bigger the better). So efficient algorithms are welcome, especially when the problem depends on a parameter which is varied such as in the next sections. Karp's algorithm is very easy to implement whereas Howard's algorithm is available through Scilab's Maxplus toolbox (see www-rocq.inria.fr/scilab/ and www-rocq.inria.fr/scilab/contributions.html).
Periodic kernels
Proposition 5.1. Let (X, +) be an abelian topological group, K : X 2 → R be bounded below, and P be a subgroup of X. Suppose that
y).
Let (X, +) be the topological group which is the quotient of X by P . For all x, y ∈ X, let x ∈ x and set
Let λ ∈ R.
• If u : X → R is continuous and satisfies for all p ∈ P and x ∈ X, u(x + p) = u(x) and 
2).
This proposition is proved for X = R and P = Z in [6] , and for X = R n and P = Z n in [9] .
Proof. First notice that K is well defined since for all x ∈ X, y ∈ X and p ∈ P ,
The rest easily follows from the fact that if x ∈ X and x ∈ x, then 
Examples
For all α ∈ R, let K α ∈ C 0 (R 2 , R). Suppose that for all x, y ∈ R and α ∈ R,
For all α ∈ R, set
Since R/Z is compact, it follows from Theorem 2.2 and Proposition 5.1 that λ α is the unique real number such that there exists u α ∈ C 0 (R, R) periodic of period 1 satisfying
From Proposition 3.2, the function α → λ α is concave, so it has a right derivative dλ dα (α + ) for all α, and the function α → dλ dα (α + ) is decreasing.
Frenkel-Kontorova models
Then K α satisfies assumptions (6.1) and (6.2). A particular case of this situation arises when V ∈ C 0 (R, R) is periodic of period 1, and for all x, y ∈ R, Figure 1 represents the dependence of λ α with respect to α when V (x) = C 1 − cos(2πx) , where C is another parameter. This example was introduced by Frenkel and Kontorova in 1938. The parameter C is taken to be (4/3)/(2π) 2 . The set 0,
was used as a discretization of R/Z. Notice that for α ∈ [0,
may also be a continuous function of α, but like a devil's-staircase. It is not clear whether this can be deduced from the results of Aubry [1, 2] and from Griffiths' remarks in [13] . 
Homogenization of Hamilton-Jacobi equations
Let L ∈ C 0 (R 2 , R). Suppose that for all x, v ∈ R, L(x + 1, v) = L(x, v). For all α ∈ R and x, y ∈ R, set K α (x, y) = inf 1 0 L(ξ(s),ξ(s)) ds ; ξ ∈ C 1 ([0, 1], R), ξ(0) = y, ξ(1) = x − α(x − y).
