We study a similarity reduction of the modified Yajima-Oikawa hierarchy. The hierarchy is associated with a non-standard Heisenberg subalgebra in the affine Lie algebra of type A (1) 2 . The system of equations for self-similar solutions is presented as a Hamiltonian system of degree of freedom two, and admits a group of Bäcklund transformations isomorphic to the affine Weyl group of type A (1) 2 . We show that the system is equivalent to a two-parameter family of the fifth Painlevé equation.
Introduction
In applications of the theory of affine Lie algebras to integrable hierarchies, the Heisenberg subalgebras play important roles, since these correspond to the varieties of time-evolutions. Letĝ be the untwisted affine Lie algebra associated with a finite-dimensional simple Lie algebra g. Up to conjugacy, the Heisenberg subalgebras inĝ are in one-to-one correspondence with the conjugacy classes of the Weyl group of g [3] . In particular, the conjugacy class containing the Coxeter element, to which the principal Heisenberg subalgebra ofĝ is associated, leads to the Drinfel'd-Sokolov hierarchy [2] , whereas the class of the identity element corresponds to the homogeneous Heisenberg subalgebra. Associated with arbitrary conjugacy class, M. F. de Groot, T. J. Hollowood, J. L. Miramontes [1] developed the theory of integrable systems called generalized Drinfel'd-Sokolov hierarchies.
When g is of type A n−1 , the conjugacy classes are parametrized by the partitions of n. In this paper we consider the modified Yajima-Oikawa hierarchy, which is a hierarchy related to the affine Lie algebra of type A (1) 2 and its non-standard Heisenberg subalgebra associated with the partition (2, 1), while the principal (resp. homogeneous ) case corresponds to the partition (3) (resp. (1, 1, 1) ).
M. Noumi and Y. Yamada [7] introduced a higher order Painlevé system associated with the affine root system of type A (1) n−1 . Now the system is known to be associated with the Coxeter class (n) of A n−1 . The aim of this paper is to investigate a similarity reduction of the modified Yajima-Oikawa hierarchy. We derive a system of ordinary differential equations which has a symmetry of affine Weyl group of type A (1) 2 . The system is shown to be equivalent to a Hamiltonian system of degree of freedom two. We show that it can be integrated to give a two-parameter family of the fifth Painlevé equation.
The paper is organized as follows. In Sect.2, we review the notation related to the affine Lie algebra of type A (1) 2 . On the basis of the affine Lie algebra, we introduce the modified Yajima-Oikawa hierarchy in Sect.3. In Sect.4, we consider a condition of selfsimilarity on the solutions of the hierarchy. This condition yields a system of ordinary diferential equations, which is a main object in this paper. In Sect.5, the condition of self-similarity is also presented as a Lax-type equation. In Sect.6, we discuss a Weyl group symmetry of the system (Theorem 1). In Sect.7 a Hamiltonian structure is introduced (Theorem 2). In Sect.8 we prove that our system is equivalent to a two-parameter family of the fifth Painlevé equation. In Sect.9 we introduce a set of τ -functions and give a bilinear form of differential system (Theorem 3). Then in Sect.10 we lift the action of Weyl group to the τ -functions (Theorem 4) and give a Jacobi-Trudi type formula (10.4) for the Weyl group orbit of the τ -functions. In Sect.11, we prove that the Weyl group action on the τ -functions commute with the derivation ∂ x .
2 Preliminaries on the affine Lie algebra of type A (1)  2 In this section, we collect necessary notions about the affine Lie algebra of type A (1) 2 . We mainly follow the notation used in [4] , to which one should refer for further details.
Let g = sl 3 . The affine Lie algebraĝ is realized as a central extension of the loop algebra Lg = sl 3 (C[z, z −1 ]), together with the derivation d = z∂ ẑ as the following linear functionals on the Cartan subalgebraĥ:
is the generalized Cartan matrix of type A
We define a non degenerate symmetric bilinear form ( . | . ) on V =ĥ * as follows:
We define simple reflections s i (i = 0, 1, 2) by
They satisfy the fundamental relations
where the indices are understood as elements of Z/3Z. Consider the group
generated by the simple reflections. The group W is called the affine Weyl group of type A
2 .
Modified Yajima-Oikawa hierarchy
In this section we introduce the modified Yajima-Oikawa hierarchy as generalized Drinfel'dSokolov reduction associated to the loop algebra Lg = sl 3 (C[z, z −1 ]) , following [1] . Let us introduce the following derivation on Lg:
Then we have a Z-gradation Lg = ⊕ j Lg j . Note that
Consider the particular element The subalgebra s is a maximal commutative subalgebra in g, which has the following basis:
Then s is a graded subalgebra of Lg with respect to the gradation. We have γ 2j ∈ Lg 2j . The commutative subalgebra s is the image of a Heisenberg subalgebra inĝ associated with the conjugacy class (2, 1) ( [3] , see also [10] and [5] ). We put b := ⊕ j≥0 Lg j . To introduce our hierarchy, we begin with the differential operator
where Q is an x-dependent element of b <2 . We set
There is a unique formal series U =
Moreover U −j and h −2j are polynomials in the components of Q and their x derivatives. For any j > 0 we set
The modified Yajima-Oikawa hierarchy is defined by the Lax equations
We describe the above construction concretely. First we set
and solve for the first few terms of U j and h j :
Here ′ means ∂/∂x. In fact, h 0 is a constant along all the flows and we can put h 0 = 0 (see [1] ). So we fix
from now on. By using U j 's and condition (3.2) we have
3)
The modified Yajima-Oikawa equation is obtained by the following zero-curvature condition:
In fact this yields the following system of differential equations:
Here we identify x and t 2 and put t = t 4 .
Remark: This system of equations is related to the Yajima-Oikawa equation [11] :
The relation is established by the following map, which takes a solution q, r, u j (j = 0, 1, 2) of (3.6) (3.7), (3.8) into a solution Ψ, Φ, u of (3.9), (3.10), (3.11) and is an analog of the Miura map in the case of KdV and mKdV equations:
Similarity reduction
In this section we consider a self-similarity condition on the solutions of the modified Yajima-Oikawa equation (3.6), (3.7), (3.8) . These are the main object of this paper. A solution q(x, t), r(x, t), u j (x, t) (j = 0, 1, 2) is said to be self-similar if
Here we count a degree of variables by deg x = deg t 2 = −2, deg t = deg t 4 = −4. Note that such functions are uniquely determined by its values at fixed t, say at t = 1/4. Differentiating (4.1) with respect to λ at λ = 1, we obtain the Euler equations
At t = 1/4 these identities become
This can be written in the matrix form
where D is the derivation defined in (3.1). Substituting this last identity into the zerocurvature equation (3.5), we obtain
where we set
The correspondence of variables are given as follows:
and g = 2x,
Here we regard the variables q = q(x, 1/4), r = r(x, 1/4), u j = u j (x, 1/4) (j = 0, 1, 2) are functions only in x.
Lax pair formalism
Consider the following system of linear differential equations for the column vector
We assume that the matrix M is (4.3) and B = B 2 (3.3) where the variables ε j , f j , u j , q, r and g are functions in x. Then the compatibility condition of system (5.1)
is equivalent to the relations
Differentiating both-hand side of g = f 0 + 3qr and eliminate the variables except g ′ by means of (5.3), we get g ′ = 2 and therefore assume
In what follows we shall impose the following constraint on the variables:
The joint system (5.2) and (5.4) is the main object that we investigate in this paper. Using system (5.3) together with the constraint, we can derive the following equation:
After the elimination of the variables f 0 , u 0 , u 1 , u 2 by (5.3), (5.4) and (5.5), we obtain a system of ODE for the unknown functions f 1 , f 2 , q, r with the parameters ε 1 , ε 2 , ε 3 . We can obtain the set of explicit formulae of f
′ in terms of f 1 , f 2 , q, r and g, and the results are
In Sect.7 we present the system of ODE in the Hamiltonian form.
Remark. Using (5.5) and (5.3), we can also derive the following differential equation:
Bäcklund transformations
Let us pass to the investigation of a group of Bäcklund transformations. For this purpose, it is convenient to introduce the following set of parameters:
These are identified with the simple roots of the affine root system of type A
2 . We define the Bäcklund transformations for the system by considering the gauge transformations of the linear system (5.1)
The matrices G i are given as follows:
where F 0 , F 1 , F 2 are Chevalley generators (2.1) of the loop algebra sl 3 (C[z, z −1 ]). The compatibility condition of (5.1) and (6.1) is
On the components of the matrices M, B, the actions of s i (i = 0, 1, 2) are given explicitly as in the following tables:
The automorphisms s i (i = 0, 1, 2) generate a group of Bäcklund transformations for our differential system. To state this fact clearly, it is convenient to introduce the field
where the generators satisfy the following algebraic relations:
We have the automorphisms s i (i = 0, 1, 2) of the field K defined by the above table.
Note that the field K is thought to be a differential field with the derivation ′ defined by (5.3).
Theorem 1
The automorphism s 0 , s 1 , s 2 of K define a representation of W on the field K such that the action of the each element w ∈ W commutes with the derivation of the differential field K. Theorem 1 is proved by straightforward computations. Note that the independent variable x = g/2 is fixed under the action of W.
Hamiltonian structure
We shall equip K (6.4) with the Poisson algebra structure defined as follows:
Note that the Poisson structure comes from the Lie algebra structure ofĝ (see [9] for an exposition). We can describe the action of s i (i = 0, 1, 2) on the generators f = f j , u j , q, r, g of K by
We introduce the function h by
Then the differential system (5.6)-(5.9) can be expressed
Let us introduce the variables
It is easy to show that
Theorem 2 Let H be the function defined as
Then the system of ODEs (5.6), (5.7), (5.8), (5.9) is equivalent to the Hamiltonian system
Proof. We define
and rewrite this in the coordinate p j , q j (j = 1, 2). Then the equations (7.1) can be expressed as (7.2).
The behavior of the Hamiltonian under the Bäcklund transformations is given by the simple formulae
where we setH = xH + a with the correction term
Reduction to the fifth Painlevé equation
In this section, we show the system (5.3) is equivalent to a two-parameter family of the fifth Painlevé equation. By linear change of the independent variable, we ensure the normalization
holds. After the elimination of u 0 and u 2 , we have
and
Here we introduce a new variable
Notice the relations
holds by f 0 = g − 3qr = 2x − 3u 1 . Then we rewrite (8.2) as 
We put ξ = x 2 , then the equation (8.6) can be brought into the fifth Painlevé equation
τ -functions
We introduce the τ -functions τ 0 ,τ 1 ,τ 2 , σ 1 and σ 2 to be the dependent variables satisfying the following equations:
To fix the freedom of overall multiplication by a function in the defining equation (9.1) for τ 0 , τ 1 , τ 2 , σ 1 and σ 2 , we impose the equation
The differential equations for the variables q and r in the system (5.3) lead to
respectively. Here we have used the relations
If the equations (9.3) are satisfied, we have
by u 0 + u 1 + u 2 = 0 and therefore have the following formula of the variable f 0 in terms of the τ -functions:
Let D x and D 2 x be Hirota's bilinear operators:
In this notation, the relation u 1 = qr, for example, can be written in
We introduce a system of bilinear equations that leads to our differential system (5.3).
Theorem 3 Let τ 0 , τ 1 , τ 2 , σ 1 , σ 2 be a set of functions that satisfies the following system of Hirota bilinear equations:
together with (9.6). If we define the functions f 0 , f 1 , f 2 , q, r, u 0 , u 1 and u 2 by the formulas (9.1), (9.3), (9.4) then this set of functions satisfies our ODE system (5.3) together with algebraic equations (5.4).
Proof. We can verify that the differential equations for q and r are satisfied if we assume the existence of the τ -functions such that equations (9.1), (9.3) holds. The differential equations for f 0 is written as
where g j = log τ j , (j = 0, 1, 2). This equation is obtained if we subtract (9.7) from (9.8).
The differential equations for f 1 and f 2 can be rewritten as 12) respectively. In terms of the τ -functions, these equations read
14)
where h 1 = log σ 1 , h 2 = log σ 2 . In fact, from (9.7) and (9.9) we can eliminate g ′′ 1 to obtain (9.13). In the similar way from (9.8) and (9.10), we can eliminate g ′′ 2 to obtain (9.14). We remark that the normalization of τ -functions (9.2) is obtained by taking the sum of four equations in this theorem.
Jacobi-Trudi type formula
In this section we lift the action of W to the τ -functions. Consider the field extension K = K(τ 0 , τ 1 , τ 2 , σ 1 , σ 2 ). Then we can prove the next Theorem by a direct computation.
Theorem 4 We extend each automorphism s i of K to an automorphism of the field
Then these automorphisms define a representation of W on K.
Following [6] , we will describe the Weyl group orbit of the τ -functions (see also [9] ). For any w ∈ W and k = 0, 1, 2, there exists a rational function φ
We shall give an expression of φ 
called the charge of M. If c(M) = r, we can express M as {i k |k < r} by using an strictly increasing sequence i k (k < r) such that i k = k for k ≪ r. Then we associate a partition λ = (λ 1 , λ 2 , . . .) given by λ j = i r−j+1 − (r − j + 1), (j = 1, 2, . . .).
Differential field of τ -functions
In this section we give supplementary discussions on the affine Weyl group action. In particular, we consider a differential field of τ -functions that naturally contains the fields K and K. The field F we consider can be presented as
with some relations discussed below. Then the set of bilinear equations in Theorem 3 makes F into the differential field. To show some basic facts on F , we introduce some intermediate fields.
Let F denote the extended field of C(α 0 , α 1 , α 2 , x) obtained by adjoining the variables g
with the following relations:
As in the proof of Theorem 3, we will identify g ′ j with (log τ j ) ′ and h
′ respectively. Note that the relations (11.2), (11.3) correspond to (4.4), (4.5), (4.6). It is easy to see
algebraically independent over C(α 0 , α 1 , α 2 , x). So if we fix g ′′ j ∈ F (j = 0, 1, 2) in an arbitrary way, then we have a derivation on F. Now we want to introduce a derivation on F in such a way that is consistent with the bilinear equations. Actually we can prove the following lemma by lengthy but straightforward computations:
Lemma 1 There exists a unique derivation on F such that the set of bilinear equations in Theorem 3 holds.
Consider the extended field F := F (τ 0 , τ 1 , τ 2 , σ 1 , σ 2 ) with a relation
We can naturally extend the derivation by τ
Then we have the previous presentation (11.1). Now the next lemma is a direct consequence of Theorem 3.
Lemma 2 We have a natural embedding of the differential fields
Our next task is to extend the affine Weyl group action on K = K(τ 0 , τ 1 , τ 2 , σ 1 , σ 2 ) (Theorem 4) to F . The following two lemmas can be easily verified.
Lemma 3 By the following formulas, we can introduce an action of the affine Weyl group
W on F as a group of automorphisms:
and s i (τ 
Remark. Although we have introduced the Weyl group action on the τ -functions in an ad hoc manner, these formulas can be derived systematically by using the gauge matrices G i (6.2), if we identify the τ -functions with the components of a dressing matrix. We will give an explanation of this point in a separate article.
The goal of this section is the following fact:
Theorem 5 The derivation of F commutes with the action of W on F .
A straightforward verification of this fact may require quite a bit of calculations, because the second derivatives of τ -functions are determined implicitly by the bilinear equations. To avoid the complexity, we make use of the fact F = K(k), which is easily seen from (9.1), (9.3), and (9.4), where we set
As for the first derivatives of τ -functions, we have already lemma 4. Therefore, in order to prove Theorem 5, it suffices to show the next lemma. Proof. By Lemma 3, we have
5) 6) 
