INTRODUCTION
The aim of eddy current inversion is to reconstruct an unknown flaw from probe signals measured as a function of probe position and frequency or time. In seeking the solution of an inverse problem, one can take advantage of an ability to solve forward problems by using predictions of probe signals calculated with a tentative estimate of the flaw. A well known inversion strategy adopted here for eddy current inversion, is that of varying the flaw estimate iteratively until the disparity between predicted and observed probe signals is minimized. Then the model flaw which gives the optimum predictions of the observations should approximate the actual flaw.
A crucial requirement for inversion-by-optimisation is a procedure that updates the flaw estimate in such a way that the differences between predictions and observations are reduced. This requirement is satisfied by defining a global "error" representing an overall weighted average of the differences and computing the error gradient with respect to a flaw variation. Knowing the error gradient, the flaw can be updated in a "direction" that reduces the error. The process of evaluating the gradient and updating the flaw is repeated iteratively until the global error is less than some predefined threshold. At this point the calculation stops with a final flaw estimate that should be accurate.
In eddy current testing, the flaw signal is usually derived from changes of probe impedance, hence the error gradient that we seek is determined by the impedance gradient with respect to a flaw variation. The problem of finding the impedance gradient, the key to the whole scheme, has both analytical and numerical aspects. This paper is mainly concerned with computational issues, though we shall briefly touch on analytical questions concerning the nature of the gradients.
In order to compute the global error at every iteration, predictions must be made at all probe positions and frequencies for every update of the flaw. Clearly the multiplicity of forward problems (number of probe positions times number of frequencies times number of iterations) can easily get out of hand leading to an unacceptably lengthy computation, particularly where there is a large number of multifrequency measurements to be take into account. Furthermore the extra cost of evaluating the impedance gradient at each iteration could compound the problem. For example, suppose the flaw is defined in terms of a specific function containing N parameters that are to be found through the optimisation procedure. Then the impedance gradient can be viewed as an N-component vector in the parameter space where the search for an error minimum is to be conducted. An elementary procedure for evaluating the components of the gradient, and one that is not recommended, is to use finite differences. The differences are found from solutions of the forward problem by finite incremental changes of each parameter in turn. The disadvantage of this scheme is that it increases the multiplicity of forward problems by a further factor, the number of unknown parameters N.
Fortunately one does not have to resort to a finite difference approach. It is possible, in general, to express the impedance gradient of an arbitrary flaw analytically in terms of two fields; the electric field at the flaw region and the corresponding field found by solving an adjoint problem [1] . Therefore the solution of only two forward problems per observation are needed. In a recent development, the adjoint theory for eddy current inversion has been used to derive impedance derivatives in the form of functional gradients [1] . The flaw functions can be one-, two-or three-dimensional depending on how the defect is defined mathematically. For example, the electrical conductivity of an inhomogeneous three dimensional defect is represented by a function with three spatial variables, whereas a homogeneous defect such as a uniform inclusion or cavity is defined with the aid of the equation of its surface. Theoretically the error gradients are expressed in terms of electric fields in the flaw region and hence the key results are independent of discrete or parametric flaw approximations. For numerical calculations, the error minimum may be sought in a finite dimensional parameter space. In contrast, the analysis allows us to view the optimisation process in its natural state as a minimisation search in an infinite dimensional function space.
The object of the present inversion study is a crack with zero opening yet acting as a perfect barrier to electric current, Fig. 1 . The shape of this ideal crack is described by a flaw function which expresses the position of the crack edge as the equation of a line. Once the equation of the line has been found, the length, maximum depth and the geometry of the crack profile can be deduced. Because the flaw is described by a function with only one variable, fewer unknowns are needed for the numerical calculations than would be required for a two or three variable function. In addition there is less scope for finding false local error minima. A derivation of the appropriate functional gradient of the impedance for an ideal crack is given elsewhere [2] . FORWARD 
PROBLEM
The calculation of a single signal prediction requires a solution of Maxwell's equations for the electromagnetic field and the evaluation of the probe impedance due to the defect from that solution. A boundary element scheme was chosen for the calculations since it gives numerical results efficiently for an ideal crack of arbitrary shape [3] . The numerical scheme is underpinned by a theoretical formulation of the forward problem whose solution depends on finding the discontinuity in the electric field at the crack. An integral equation for the discontinuity has been derived using Green's second theorem and a discrete approximation of the equation found using the moment method [3] . The discrete form is defined with the aid of a grid that subdivides a rectangular region enclosing the crack into a regular array of smaller rectangles. It is postulated that the solution is piecewise quadratic with respect to this grid and that the integral equation with such a solution holds at the central z y Fig. 1 .
Ideal crack and a normal coil whose axis is in the crack plane.
points of the rectangular subdivisions. In this way, a matrix equation is derived from the original integral equation by a spline expansion of the solution and point matching. The matrix equation is solved using a conjugate gradient algorithm and the probe impedance calculated from the discrete solution.
EXPERIMENT
Probe impedance measurements have been made as a function of position and frequency on a narrow slot simulating an ideal crack. The probe used is a normal coil mounted on a universal joint and sprung loaded on to the surface of the test piece to maintain a consistent contact. A personal computer was used to collect the measurements made by an impedance analyzer and to control a precision scanning system for positioning the probe. Details of the coil, slot and test specimen are given in Table 1 . A relatively low test frequency (417.52 Hz.) was chosen because the slot had a significant opening, 0.33 mm, and it was necessary to ensure that this dimension was much smaller than the skin depth (3.3 mm) for the ideal crack theory to be applicable.
Impedance predictions have been compared with the experimental measurements in order to validate the forward model. For the calculations, a rectangular region just large enough to enclose the crack was divided into 16 X 8 rectangular cells and the discontinuity of the electric field across the crack computed at each cell. The impedances found from the solutions show good agreement between theory and experiment, Fig. 2 . In general, the predicted self inductances due to an ideal crack were a little larger than the measurements and the calculated resistances a little smaller in absolute magnitude but these differences are within the overall experimental error, estimated to be 5%.
NONLINEAR OPTIMISATION
The inversion is performed by minimising a global "error" quantifying the mean-square difference between observed and predicted impedances. This error is defined by The function ~(s) is varied until the condition £[~] < E, is satisfied, E being a suitably chosen real positive constant. From (1) it can been seen that an ~ which minimises the global error satisfies a least-squares criterion.
Coil
In order to determine a stationary value for the global error, the ~radient with respect to a variation of the flaw is found from the formal relationship [2] 
Then the boundary of the flaw is displaced according to the chosen descent algorithm by an amount 8~(t), where t is the coordinate measured along the original flaw edge, Fig. 3 . For steepest descents the update of the flaw function is given by (3) where the parameter a, governing the step size, is chosen to minimise £ in the direction of the gradient [4] . The gradient of the impedance, \leZ(t, m;), is found from an equation relating that expresses it in terms of the behavior of the field at the edge of the crack [2J.
CRACK INVERSION
It is assumed that the ideal crack is normal to the conductor-air interface lying in a known plane, Fig. 1 . Although it is possible to relax the assumption that the crack plane is known and conduct a numerical search for it, this has not been included as part of the inversion. In fact, the plane of a vertical crack is easy to find from the measurements by symmetry. Therefore it is reasonable to suppose that it can be located by preprocessing the observations or simply from a close visual examination of the test piece. Inversions have been performed, firstly using pseudo observations generated by running the forward problem and then with experimental input data. The algorithm starts with an initial crack estimate that we are free to choose. Here we start with a 10mm diameter semi-circular crack, calculate the predicted impedance and its gradient, then update the flaw using the steepest descents formulae, equation (3) , to give a crack profile after iteration 1. As the calculation precedes through further iterations, the model crack grows, Fig. 4 , while the difference between predictions and observations decreases. After 25 iterations the difference between the current estimate computed from pseudo observations and the actual crack profile is small « 1%), Fig. 4 .
The calculations, as in the forward problem, are done using a 16 x 8 grid but this time the discretized region is longer and deeper than the crack to allow for the possibility that the inversion might overestimate its size. For computational purposes, points where the edge of the crack intercept the vertical divisions of the grid are recorded. After each iteration the points are moved in the direction normal to the edge by an amount determined from the steepest descents formulae, equation 3. The points are then relocated on the vertical grid lines before the next iteration using a cubic spline interpolation. The symmetry about the z axis was enforced.
Eleven single frequency measurements at 4mm intervals were used as input with the weighting function constant at 1.0. Although it is possible to use multifrequency data, no appreciable improvement in the results was found when three frequencies were used. However, it is possible that data at more than one frequency might be needed to find the shapes of more complicated defects.
In the case of the inversion using experimental data, the global error decreased until, after 20 iterations, it was approximately 4.5% of the sum of the squares of the Fig. 3 . Update of the flaw boundary. The edge of the crack at 0 is moved a distance c5~(t) to P.
absolute observed impedances. Thereafter further iteration did not result in a significant reduction of E. In Fig. 5 , the crack profile reconstructed by inversion of experimental data is compared with the measured profile. Although the length of the slot is reproduced very accurately, the depth is somewhat underestimated by the reconstruction (Table 2) . Evidently this is due to systematic differences between the model predictions and experiment since it did not occur when the inversion was performed using pseudo observations.
CONCLUSION
Single frequency eddy current probe impedance measurements due to a simulated crack in a metal have been used in an inversion scheme to determine the length, depth and shape of the crack. The accuracy of the scheme depends on the degree to which predictions of a forward model agree with the measurements. Errors can arise both in the numerical approximations and in the experiment. However it would not be difficult to engineer improvements in the inversion by correcting for systematic errors. l nll'nnw n " crack profile Evolution of the crack estimate in the search for an error minimum using experimental measurements at 417.52Hz. Iteration numbers are shown.
