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1. Introduction
In this paper, we study the existence, nonexistence, and multiplicity of positive radial solutions for the following
p-Laplacian problem:
div(|∇u|p−2∇u)+ k(|x|)f (u) = 0 a.e. inΩ,
u|∂Ω = µ and u → λ as |x| → ∞, (Pµ,λ)
where 1 < p < N , µ and λ are nonnegative real parameters,Ω = {x ∈ RN : |x| > r0}, r0 > 0, k ∈ L1loc((r0,∞),R+) with
k ≢ 0, and f ∈ C(R+,R+).
Throughout this paper, we consider the following assumptions.
(K)
∞
r0
ϕ−1p

τ 1−N
 τ
r0
rN−1k(r)dr

dτ <∞.
(K ′) There is a compact interval J = [θ1, θ2] ⊂ (r0,∞) such that ess infr∈J k(r) = Ck for some Ck > 0.
(F1) f0 , limu→0 f (u)up−1 = 0.
(F2) f∞ , limu→∞ f (u)up−1 = ∞.
(F3) f is nondecreasing in [0,∞).
When p = 2, Deng and Li [1] considered a semilinear problem of the form∆u+ k(x)u
q = 0 inΩ,
u > 0 inΩ, u ∈ H1loc(Ω) ∩ C(Ω¯),
u|∂Ω = 0, u → λ > 0 as |x| → ∞,
(DL)
whereΩ = RN \ ω is an exterior domain in RN , ω ⊂ RN is a bounded domain with smooth boundary, N > 2, and q > 1.
Among other results, they proved under the assumption
∗ Corresponding author.
E-mail addresses: cgkim75@pusan.ac.kr (C.-G. Kim), lek915@pusan.ac.kr (E.K. Lee), yhlee@pusan.ac.kr (Y.-H. Lee).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.01.020
3744 C.-G. Kim et al. / Journal of Computational and Applied Mathematics 235 (2011) 3743–3750
(K0) k ∈ Cαloc(Ω), k ≥ 0, k ≢ 0, and there exist C , ϵ, andMk > 0 such that |k(x)| ≤ C |x|−l, for |x| ≥ Mk with l ≥ 2+ ϵ,
that there existsλ∗ > 0 such that (DL) has at least one solution forλ ∈ (0, λ∗) and no solution forλ ∈ (λ∗,∞). Furthermore,
if k ∈ L1(Ω), then the solution at λ = λ∗ exists and is unique.
It is interesting to ask about the existence of the second solution on the interval (0, λ∗), and, recently, do Ó et al. [2]
answered this question for the following radial problem:
∆u+ k(|x|)f (u) = 0 a.e. inΩ,
u|∂Ω = µ and u → λ as |x| → ∞. (O)
When p = 2, under the assumptions that k is continuous on [r0,∞) with
∞
r0
rk(r)dr < ∞ and (F1) ∼ (F3), they proved
that there exist a constant A and a nonincreasing continuous function Γ : [0, A] → R+ so that, for eachµ ∈ [0, A], problem
(O) has at least two, one, or no positive radial solution(s) according to 0 < λ < Γ (µ), λ = Γ (µ), or λ > Γ (µ), respectively.
They also proved that the problem has at least one positive radial solution when µ = 0 = λ.
Unlike the case p = 2, if p > 1 and p ≠ 2, then the problem has some difficulties, mainly caused by the nonlinear
property of ϕp and nonexistence of the corresponding Green’s function. So the aim of this paper is to extend the result of [2]
to p-Laplacian problem (Pµ,λ). We now state our main result.
Theorem 1.1. Assume (K), (K ′), (F1), (F2), and (F3). Then there exist µ∗ > 0, λ∗ > 0, A ∈ (0, µ∗] and the nonincreasing
function Γ : [0, µ∗] → [0, λ∗] such that the following hold.
(1) For µ = 0, there exists λ0 ∈ (0, λ∗] such that problem (P0,λ) has at least two positive radial solutions for λ ∈ (0, λ0), at
least one positive radial solution for λ ∈ [λ0, λ∗] ∪ {0}, and no positive radial solution for λ > λ∗.
(2) For each µ ∈ (0, A), there exist λµ > 0 such that problem (Pµ,λ) has at least two positive radial solutions for λ ∈ [0, λµ),
at least one positive radial solution for λ ∈ [λµ,Γ (µ)], and no positive radial solution for λ > Γ (µ).
(3) For µ ∈ [A, µ∗], (Pµ,λ) has at least one positive radial solution for λ ∈ [0,Γ (µ)] and no positive radial solution for
λ > Γ (µ).
(4) For µ > µ∗, (Pµ,λ) has no positive radial solution for all λ ≥ 0.
To prove the theorem, we mainly use a combination of a fixed point theorem, the method of upper and lower solutions,
and fixed point index theory in frame of the ordinary differential equation (ODE) technique. For this purpose, we transform
(Pµ,λ) into an one-dimensional p-Laplacian problem with change of variables r = |x| and z(t) = u(( rr0 )
−N+p
p−1 ):
ϕp(z ′)′ + h(t)f (z) = 0, a.e. t ∈ (0, 1),
z(0) = λ, z(1) = µ, (Eµ,λ)
where h is given by
h(t) =

p− 1
N − p
p
rp0 t
−p(N−1)
N−p k

r0t
−(p−1)
N−p

.
We notice that h is singular at t = 0, h ≥ 0, and condition (K) is equivalently written to the following condition for h.
(H)
 1
0 ϕ
−1
p
 1
t h(s)ds

dt <∞.
In this paper, we will consider problem (Eµ,λ) with a more general condition on h allowing a singular effect at t = 1 as
well.
(H1)
 1
2
0 ϕ
−1
p
 1
2
s h(τ )dτ

ds+  11
2
ϕ−1p
 s
1
2
h(τ )dτ

ds <∞.
It is obvious that condition (H) implies (H1). Moreover, (K ′) corresponds to the following condition.
(H2) There is a compact interval I = [θ1, θ2] ⊂ (0, 1) such that ess inft∈I h(t) = m for somem > 0.
We note that condition (H2) is redundant if h ∈ C(0, 1)with h ≢ 0.
This paper is organized as follows. In Section 2, we introduce some well-known theorems for later use in our proofs.
In Section 3, we show the existence and nonexistence of positive solutions by using an a priori estimate, the method of
upper and lower solutions, and a fixed point index technique. In addition, we prove the multiplicity of positive solutions by
computing the fixed point index on C0-space.
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2. Preliminaries
In this section, we introduce well-known theorems such as the fundamental theorem of the upper and lower solutions
method, the generalized Picone identity, and a fixed point index theorem for the index computation. Consider
ϕp(u′(t))′ + F(t, u(t)) = 0, t ∈ (0, 1),
u(0) = A, u(1) = B, (P)
where F : (0, 1)× R→ R is a Carathéodory function.
Definition 2.1. We say that α is a lower solution of problem (P) if α ∈ C1(0, 1)with ϕp(α′) absolutely continuous and
ϕp(α
′(t))′ + F(t, α(t)) ≥ 0, a.e. t ∈ (0, 1)
α(0) ≤ A, α(1) ≤ B.
We also say that β is an upper solution of problem (P) if β ∈ C1(0, 1) with ϕp(β ′) absolutely continuous and it satisfies the
reverse of the above inequalities.
Let Dβα = {(t, u)| t ∈ [0, 1] and α(t) ≤ u ≤ β(t)}. The fundamental theorem of upper and lower solutions for the
singular problem (P) is given as follows. The proof can be done by the same argument as that by Lü and O’Regan [3].
Theorem 2.2. Let α and β be, respectively, a lower solution and an upper solution of problem (P) such that the following holds.
(a1) α(t) ≤ β(t), for all t ∈ [0, 1].
Assume also that there exists a function h ∈ L1loc((0, 1), (0,∞)) satisfying the following.
(a2) |F(t, u)| ≤ h(t), for all (t, u) ∈ Dβα .
(a3)
 1
2
0 ϕ
−1
p
 1
2
s h(τ )dτ

ds+  11
2
ϕ−1p
 s
1
2
h(τ )dτ

ds <∞.
Then problem (P) has at least one solution u such that
α(t) ≤ u(t) ≤ β(t) for all t ∈ [0, 1].
Theorem 2.3 ([4], Generalized Picone Identity). Let us define
lp[y] = (ϕp(y′))′ + b1(t)ϕp(y),
Lp[z] = (ϕp(z ′))′ + b2(t)ϕp(z).
If y and z are any functions such that y, z, b1ϕp(y′), b2ϕp(z ′) are differentiable on I and z(t) ≠ 0 for t ∈ I , the generalized
Picone identity can be written as
d
dt
 |y|pϕp(z ′)
ϕp(z)
− yϕp(y′)

= (q− Q )|y|p −
[
|y′|p + (p− 1)
yz ′z
p − pϕp(y)y′ϕp  z ′z
]
− ylp[y] + |y|
p
ϕp(z)
Lp[z]. (2.1)
Remark 2.4. By Young’s inequality, we get
|y′|p + (p− 1)
yz ′z
p − pϕp(y)ϕp  z ′z

≥ 0,
and the equality holds if and only if sgn y′ = sgn z ′ and | y′y |p = | z
′
z |p.
Theorem 2.5 ([5]). Let X be a Banach space,K an order cone in X, and O bounded open in X. Let 0 ∈ O and A : K ∩ O→ K
be condensing. Suppose that Ax ≠ νx for all x ∈ K ∩ ∂O and all ν ≥ 1. Then i(A,K ∩ O,K) = 1.
Theorem 2.6 ([5]). Let X be a Banach space andK an order cone in X. Assume that Ω1 andΩ2 are bounded open subsets in X
with 0 ∈ Ω1 andΩ1 ⊆ Ω2. Let A : K ∩ (Ω2 \Ω1)→ K be a completely continuous operator such that either
(i) ‖Au‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Au‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω2
or
(ii) ‖Au‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Au‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω2.
Then A has a fixed point inK ∩ (Ω2 \Ω1).
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3. Proof of the main result
Let us consider problem (Eµ,λ).
ϕp(u′(t))′ + h(t)f (u(t)) = 0, a.e. t ∈ (0, 1),
u(0) = λ, u(1) = µ, (Eµ,λ)
where λ and µ are nonnegative real parameters, f ∈ C(R+,R+) with f (u) > 0 for all u > 0, and h ∈ L1loc((0, 1),R+)may
be singular at t = 0 and/or 1.
By a positive solutionwe understand a function u ∈ C[0, 1]∩C1(0, 1)with ϕp(u′) absolutely continuous, satisfying (Eµ,λ)
and u > 0 in (0, 1).
We now state and prove a result for problem (Eµ,λ). It enables us to prove Theorem 1.1 by applying the transformation
given in Section 1.
Theorem 3.1. Assume (H1), (H2), (F1), (F2), and (F3). Then there exist µ∗ > 0, λ∗ > 0, A ∈ (0, µ∗] and nonincreasing function
Γ : [0, µ∗] → [0, λ∗] such that the following hold.
(1) For µ = 0, there exists λ0 > 0 such that problem (E0,λ) has at least two positive solutions for λ ∈ (0, λ0), at least one
positive solution for λ ∈ [λ0, λ∗] ∪ {0}, and no positive solution for λ > λ∗.
(2) For each µ ∈ (0, A), there exist λµ > 0 such that problem (Eµ,λ) has at least two positive solutions for λ ∈ [0, λµ), at least
one positive solution for λ ∈ [λµ,Γ (µ)], and no positive solution for λ > Γ (µ).
(3) For µ ∈ [A, µ∗], (Eµ,λ) has at least one positive solution for λ ∈ [0,Γ (µ)] and no positive solution for λ > Γ (µ).
(4) For µ > µ∗, (Eµ,λ) has no positive solution for all λ ≥ 0.
LetK = {u ∈ C[0, 1] |u ≥ 0, u is concave on (0, 1)}. Then it is easy to check thatK is an order cone. For u ∈ K and
µ, λ ∈ R+, define xµ,λ,u by
xµ,λ,u(t) =
∫ t
0
ϕ−1p

ϕp(µ− λ)+
∫ t
s
h(τ )f (u(τ ))dτ

ds+ λ
−
[∫ 1
t
ϕ−1p

ϕp(λ− µ)+
∫ s
t
h(τ )f (u(τ ))dτ

ds+ µ
]
,
for 0 < t < 1. It is easy to see that xµ,λ,u is continuous, nondecreasing in (0, 1), and xµ,λ,u(0+) < 0 < xµ,λ,u(1−) (see [6]).
Thus, xµ,λ,u has at least one zero in (0, 1), so let Aµ,λ,u be the minimum of zeros of xµ,λ,u in (0, 1). Then∫ Aµ,λ,u
0
ϕ−1p

ϕp(µ− λ)+
∫ Aµ,λ,u
s
h(τ )f (u(τ ))dτ

ds+ λ
=
∫ 1
Aµ,λ,u
ϕ−1p

ϕp(λ− µ)+
∫ s
Aµ,λ,u
h(τ )f (u(τ ))dτ

ds+ µ.
DefineH : R+ × R+ ×K → C[0, 1] by
H(µ, λ, u)(t) ,

∫ t
0
ϕ−1p

ϕp(µ− λ)+
∫ Aµ,λ,u
s
h(τ )f (u(τ ))dτ

ds+ λ, 0 ≤ t ≤ Aµ,λ,u,∫ 1
t
ϕ−1p

ϕp(λ− µ)+
∫ s
Aµ,λ,u
h(τ )f (u(τ ))dτ

ds+ µ, Aµ,λ,u ≤ t ≤ 1.
Then, by condition (H1) and the definition of Aµ,λ,v , we can easily see thatH is well defined andH(R+ × R+ ×K) ⊂ K .
Furthermore, u is a positive solution of (Eµ,λ) if and only if u = H(µ, λ, u) onK . We note that, if µ = λ, then Aµ,λ,u is the
maximal point of u.
The following lemma can be proved by a similar argument as Lemma 3 in [6], so we omit the proof.
Lemma 3.2. Assume (H1). ThenH : R+ × R+ ×K → K is completely continuous.
Lemma 3.3. Assume (H1), (H2) and (F2). Then there exists a constant B > 0 such that all possible positive solutions u of (Eµ,λ)
satisfy ‖u‖∞ ≤ B.
Proof. If not, there exists a sequence (µn, λn, vn)with vn a positive solution of (Eµn,λn) such that ‖vn‖∞ →∞ as n →∞.
It follows from the concavity of vn that, for t ∈ (θ1, θ2),
vn(t) ≥ θ‖vn‖∞,
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where θ1, θ2 are the constants in (H2) and θ = min{θ1, 1− θ2}. Put
M = 1
m

πp
θ2 − θ1
p
+ 1 > 0,
where m is the constant in (H2). It follows from (F2) that there exists B > 0 such that f (u) > Mup−1, for u ≥ B. Since
‖vn‖∞ →∞, vN(t) > B, t ∈ (θ1, θ2), for sufficiently large N , and this implies that
ϕp(v
′
N(t))
′ +Mmϕp(vN(t)) < 0, t ∈ (θ1, θ2).
It is easy to check thatw(t) = Sq

πp
θ2−θ1 (t − θ1)

is a solution ofϕp(w′(t))′ +

πp
θ2 − θ1
p
ϕp(w(t)) = 0, t ∈ (θ1, θ2),
w(θ1) = 0 = w(θ2),
where Sq is the q-sine function with 1p + 1q = 1 and πp = 2π(p−1)
1/p
p sin(π/p) (see [7]). Applying y = w, z = vN , b1 =

πp
θ2−θ1
p
and
b2 = Mm in (2.1), and integrating (2.1) from θ1 to θ2, we have∫ θ2
θ1

πp
θ2 − θ1
p
−Mm

|w|pdt ≥ 0.
Thus
M ≤ 1
m

πp
θ2 − θ1
p
.
This contradicts the choice ofM . 
Lemma 3.4. Assume (H1), (H2), (F1) and (F2). Then there exists (µ0, λ0) > (0, 0) such that problem (Eµ0,λ0) has a positive
solution.
Proof. By (H1), we may choose a > 0 such that ϕ−1p (a)Q <
1
2 , where
Q = max
∫ 1
2
0
ϕ−1p
∫ 1
2
s
h(τ )dτ

ds,
∫ 1
1
2
ϕ−1p
∫ s
1
2
h(τ )dτ

ds

.
By (F1), there exists R1 > 0 such that f (u) ≤ aup−1 for u ∈ [0, R1]. Let us choose µ0 = R12 and λ0 = R12 ; then Aµ0,λ0,u is a
maximal point of u. For u ∈ K ∩ ∂BR1 , we estimate the norm ofH :
‖H(µ0, λ0, u)‖∞ =
∫ Aµ0,λ0,u
0
ϕ−1p
∫ Aµ0,λ0,u
s
h(τ )f (u(τ ))dτ

ds+ R1
2
≤
∫ Aµ0,λ0,u
0
ϕ−1p
∫ Aµ0,λ0,u
s
h(τ )aup−1(τ )dτ

ds+ 1
2
‖u‖∞
≤ ϕ−1p (a)Q‖u‖∞ +
1
2
‖u‖∞
≤ 1
2
‖u‖∞ + 12‖u‖∞ ≤ ‖u‖∞.
Therefore, for u ∈ K ∩ ∂BR1 , we get
‖H(µ0, λ0, u)‖∞ ≤ ‖u‖∞. (3.1)
On the other hand, by (H2), we may chooseM > 0 such that
θϕ−1p (M)
∫ θ1+θ2
2
θ1
ϕ−1p
∫ θ1+θ2
2
s
h(τ )dτ

ds ≥ 1
and
θϕ−1p (M)
∫ θ2
θ1+θ2
2
ϕ−1p
∫ s
θ1+θ2
2
h(τ )dτ

ds ≥ 1,
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where θ = min{θ1, 1−θ2}. By (F2), we also choose R2 such that R2 > R1 and f (u) ≥ Mup−1, for all u > θR2. For u ∈ K∩∂BR2 ,
since u is concave, u(t) ≥ θ‖u‖∞ = θR2, t ∈ (θ1, θ2). Thus, we have
f (u(t)) ≥ Mup−1(t), t ∈ (θ1, θ2).
We have two cases: either θ1+θ22 < Aµ0,λ0,u or
θ1+θ2
2 ≥ Aµ0,λ0,u. We only prove the first case, since the other can be proved
by a similar argument.
H(µ0, λ0, u)

θ1 + θ2
2

=
∫ θ1+θ2
2
0
ϕ−1p
∫ Aµ0,λ0,u
s
h(τ )f (u(τ ))dτ

ds+ R1
2
≥
∫ θ1+θ2
2
θ1
ϕ−1p
∫ θ1+θ2
2
s
h(τ )f (u(τ ))dτ

ds
≥
∫ θ1+θ2
2
θ1
ϕ−1p
∫ θ1+θ2
2
s
h(τ )Mup−1(τ )dτ

ds
≥
∫ θ1+θ2
2
θ1
ϕ−1p
∫ θ1+θ2
2
s
h(τ )Mθp−1‖u‖p−1dτ

ds
= θϕ−1p (M)
∫ θ1+θ2
2
θ1
ϕ−1p
∫ θ1+θ2
2
s
h(τ )dτ

ds‖u‖∞
≥ ‖u‖∞.
Therefore, for u ∈ K ∩ ∂BR2 , we have
‖H(µ0, λ0, u)‖∞ ≥ ‖u‖∞. (3.2)
Consequently, by (3.1) and (3.2) with Theorem 2.6,H(µ0, λ0, ·) has a fixed point inK ∩ (BR2 \ BR1). 
Let S = {(µ, λ) ∈ R2+|(Eµ,λ) has a positive solution }. Then S ≠ ∅ by Lemma 3.4, and (S,≤) is partially ordered set.
Here, the inequalities on R2+ are defined componentwise.
Lemma 3.5. Assume (H1), (H2), (F1) and (F2). Suppose that problem (Eµ¯,λ¯) has a positive solution for some (µ¯, λ¯) ∈ R2+ \
{(0, 0)}. Then problem (Eµ,λ) also has a positive solution for all 0 ≤ (µ, λ) ≤ (µ¯, λ¯).
Proof. The existence of a positive solution of (Eµ,λ) atµ = 0 = λ is given in [6]. So we assume that (µ, λ) ≠ (0, 0). Let u¯ be
a positive solution of (Eµ¯,λ¯). Then, for (µ, λ) ≤ (µ¯, λ¯), u¯ is an upper solution of (Eµ,λ) and α(t) = µt + λ(1− t) is a lower
solution of (Eµ,λ), and we know that α(t) ≤ u¯(t) from the concavity of u¯. Therefore, by Theorem 2.2, there exists a positive
solution u of (Eµ,λ). 
Lemma 3.6. Assume (H1), (H2) and (F2). Then (S,≤) is bounded above.
Proof. If not, there exists a sequence (µn, λn) ∈ S such that λn → ∞ or µn → ∞. Let un be a solution of (Eµn,λn). Then‖un‖∞ →∞, and this contradicts Lemma 3.3. 
We say that (µC, λC) is the supremum of chain C in R2 if µC = sup{µ| (µ, λ) ∈ C} and λC = sup{λ| (µ, λ) ∈ C}.
Lemma 3.7. Assume (H1), (H2), (F1) and (F2). Then every nonempty chain in S has the unique supremum in S.
Proof. LetC be a chain in S. Then, by Lemma 3.6, there exists a supremum (µC, λC) ofC. If we show (µC, λC) ∈ S, the proof
is done. We may choose a sequence {(µn, λn)} ⊂ C such that (µn, λn) → (µC, λC). Let un be a solution of (Eµn,λn). Then,
by Lemma 3.3, there is a constant B such that ‖un‖ < B for all n. By compactness ofH , (un) has a convergent subsequence
converging to, say, uC , and, by continuity ofH , we see that uC is a solution of (EµC ,λC ). Thus, (µC, λC) ∈ S. 
Theorem 3.8. Assume (H1), (H2), (F1) and (F2). Then there exists a continuous curveΥ splitting R2+ into two disjoint subsetsO1
andO2 such that problem (Eµ,λ) has at least one positive solution for (µ, λ) ∈ O1 ∪Υ and no positive solution for (µ, λ) ∈ O2.
Proof. Let (µ0, λ0) be as in Lemma 3.4. Then, by Lemma 3.5, (E0,λ) has a positive solution for all 0 ≤ λ ≤ λ0. Thus
{(0, λ)|λ > 0} ∩ S is a nonempty chain in S, and, by Lemma 3.7, it has the unique supremum of the form (0, λ∗) in S.
Thus (E0,λ) has a positive solution for all 0 ≤ λ ≤ λ∗ and no positive solution for all λ > λ∗. Similarly, there is µ∗ ≥ µ0
such that (Eµ,0) has a positive solution for all 0 ≤ µ ≤ µ∗ and no positive solution for all µ > µ∗. Define L : R→ R2 by
L(t) = {(µ, λ)|λ = µ− t}.
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Then, for t ∈ [−λ∗, µ∗], L(t) ∩ S is a nonempty chain in S. Define Υ (t) to be the unique supremum of L(t) ∩ S. Then Υ
is well defined on [−λ∗, µ∗], Υ (µ∗) = (µ∗, 0), and Υ (−λ∗) = (0, λ∗). Moreover, Υ is continuous on [−λ∗, µ∗]. Indeed,
if Υ is not continuous at t0 ∈ (−λ∗, µ∗), then there exists ε0 > 0 such that, for |t − t0| < ε0, |Υ (t) − Υ (t0)| ≥ ε0. But
if |t˜ − t0| < ε0, then L(t˜) ∩ Bε0(Υ (t0)) ≠ ∅ and Υ (t˜) > Υ (t0) or Υ (t˜) < Υ (t0). By Lemma 3.5, this is a contradiction
to the definition of Υ (t0) and Υ (t˜). Consequently, the continuous curve Υ = Υ [−λ∗, µ∗] separates R2+ into two disjoint
subsets O1 and O2, where O1 is bounded and O2 is unbounded. By Lemmas 3.5 and 3.7 and the definition of Υ (t), we get
the conclusion of this theorem for Υ , O1, and O2. 
Remark 3.9. Let Υ (t) = (µ(t), λ(t)) and µ = µ(t), λ = λ(t). Then, by Lemma 3.5 and the definition of Υ (t), µ : [−λ∗,
µ∗] → [0, µ∗] is continuous nondecreasing and λ : [−λ∗, µ∗] → [0, λ∗] is continuous nonincreasing, whereµ∗ and λ∗ are
as in Theorem 3.8. Define Γ : [0, µ∗] → [0, λ∗] by
Γ (µ) = sup
t∈[−λ∗,µ∗]
{λ(t)|(µ, λ(t)) ∈ Υ (t)}.
Then Γ is a nonincreasing function and Γ (0) = λ∗.
Define A , sup{µ ∈ (0, µ∗)|Γ (µ) > 0}, where µ∗ and Γ are given in Remark 3.9. Then, for µ ∈ (0, A), Γ (µ) > 0 and
A ≤ µ∗. Note that it is not obvious when A = µ∗ happens. We now prove Theorem 3.1.
Proof of Theorem 3.1. For µ ∈ [0, A), we consider the problem
ϕp(u′(t))′ + h(t)f (u(t)) = 0, a.e. t ∈ (0, 1),
u(0) = λ, u(1) = µ+ ϵ. (Eµ+ϵ,λ)
For small ϵ > 0, by Theorem 3.8 and Remark 3.9, we may define λϵ > 0 by λϵ , Γ (µ + ε); i.e., (Eµ+ϵ,λ) has at least one
positive solution or no positive solution according to λ ∈ [0, λϵ] or λ ∈ (λϵ,∞), respectively. Using the monotonicity of
Γ (µ) in Remark 3.9, we easily see that, if ε1 < ε2, then λε2 ≤ λε1 . Since λε ≤ λ∗ for all sufficiently small ε > 0, limε→0 λε ,
λµ exists, and also it is easy to see that 0 < λµ ≤ Γ (µ). For λ ∈ [0, λµ), by the above argument, there exists ε > 0 such
that λ < λε < λµ. Let uε be a solution of (Eµ+ε,λε ), and letΩ = {u ∈ C[0, 1]| − ε < u(t) < uε(t), t ∈ [0, 1]}. ThenΩ is a
bounded open set in C[0, 1] and 0 ∈ Ω . Consider an operator Tµ,λ : K ∩ Ω → K defined by Tµ,λ(u) = H(µ, λ, u). Then
Tµ,λ is completely continuous. Now, we show that Tµ,λu ≠ νu for all u ∈ K ∩∂Ω and all ν ≥ 1. If this is not true, then there
exist u ∈ K ∩ ∂Ω and ν0 ≥ 1 such that Tµ,λu = ν0u. This implies that u is a positive solution of the following equation:
ϕp(ν0u′(t))′ + h(t)f (u(t)) = 0, a.e. t ∈ (0, 1),
ν0u(0) = λ, ν0u(1) = µ,
and there exists t0 ∈ (0, 1) such that u(t0) = uε(t0) and uε ′(t0) = u′(t0). Since u ∈ K ∩ ∂Ω , we know that u(t) ≤ uε(t) for
t ∈ [0, 1]. By (F3), we know that f (uε(t)) ≥ f (u(t)), for t ∈ [0, 1]. Thus, for a.e. t ∈ [0, 1],
0 = ϕp(u′ε(t))′ + h(t)f (uε(t)) ≥ ϕp(u′ε(t))′ + h(t)f (u(t))
≥ ϕp(u′ε(t))′ +
1
ν
p−1
0
h(t)f (u(t))
= ϕp(u′ε(t))′ − ϕp(u′(t))′.
For t ∈ (t0, 1), integrating from t0 to t ,
0 ≥ ϕp(u′ε(t))− ϕp(u′(t)).
By the monotonicity of ϕp, u′ε(t) ≤ u′(t), t ∈ (t0, 1). Again integrating from t0 to 1,
0 ≥
∫ 1
t0
u′ε(s)− u′(s)ds = uε(1)− u(1).
Then µ+ ε = uε(1) ≤ u(1) = µν0 ≤ µ. This is a contradiction. Therefore, by Theorem 2.3, we obtain
i(Tµ,λ,K ∩Ω,K) = 1. (3.3)
This implies that (Eµ,λ) has a positive solution in Ω ∩K if µ ≠ 0 or λ ≠ 0. On the other hand, by Theorem 3.8, we may
choose λ1 > 0 such that (Eµ,λ1) has no positive solution. Thus, for any open setU in C[0, 1] × C[0, 1],
i(Tµ,λ1 ,K ∩U,K) = 0. (3.4)
By Lemma 3.3, we may choose R > 0 such that all possible positive solutions u of (Eµ,λ) for µ, λ ≥ 0 satisfy ‖u‖ < R and
Ω ⊂ BR. Define g : [0, 1] × (BR ∩K)→ K by
g(τ , u) = Tµ,τλ1+(1−τ)λu.
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Then we can easily see that g is completely continuous on [0, 1] ×K , g(0, u) = Tµ,λu, and g(1, u) = Tµ,λ1u. Furthermore,
by Lemma 3.3, g(τ , u) ≠ u, for all (τ , u) ∈ [0, 1]× (∂BR ∩K). Therefore, by the property of homotopy invariance and (3.4),
we have
i(Tµ,λ,K ∩ BR,K) = i(Tµ,λ1 ,K ∩ BR,K) = 0. (3.5)
From (3.3), (3.5), and by the additive property, we have
i(Tλ,µ,K ∩ (BR \Ω),K) = −1. (3.6)
Therefore, (Eµ,λ) has another positive solution in (BR \ Ω) ∩K if µ ≠ 0 or λ ≠ 0. By (3.3) and (3.6), (Eµ,λ) has a positive
solution if µ = λ = 0, and this completes the proofs of (1) and (2). The proofs of (3) and (4) can be done mainly due to
Theorem 3.8 and the definitions of A and µ∗. 
Acknowledgement
The third author’s researchwas supported by Basic Science Research Program through the National Research Foundation
of Korea (NRF) funded by the Ministry of Education, Science and Technology (2009-0079455).
References
[1] Y. Deng, Y. Li, On the existence ofmultiple positive solutions for a semilinear problem in exterior domains, J. Differential Equations 181 (2002) 197–229.
[2] J.M. do O, S. Lorca, J. Sanchez, P. Ubilla, Non-homogeneous elliptic equations in exterior domains, Proc. Roy. Soc. Edin. 136 A (2006) 139–147.
[3] H. Lü, D. O’Regan, A general existence theorem for the singular equation (ϕp(y′))′ + f (t, y) = 0, Math. Inequal. Appl. 5 (2002) 69–78.
[4] T. Kusano, T. Jaros, N. Yoshida, A Picone-type identity and Sturmian comparison and oscillation theorems for a class of half-linear partial differential
equations of second order, Nonlinear Anal. 40 (2000) 381–395.
[5] D. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, New York, 1998.
[6] R.P. Agarwal, H. Lü, D. O’Regan, Eigenvalues and the one-dimensional p-Laplacian, J. Math. Anal. Appl. 266 (2002) 383–400.
[7] M. Zhang, Nonuniform nonresonance of semilinear differential equations, J. of Differential Equations 166 (2000) 33–50.
