In this paper, we study matrices induced by arithmetic functions under certain Krein-space representations induced by (multi-)primes less than or equal to xed positive real numbers.
Introduction
The main purposes of this paper are (i) to construct suitable matricial models to study arithmetic functions implying (truncated) number-theoretic data from the functions under Krein-space representations, (ii) to apply our matrices, which are Krein-space operators, to obtain certain statistical data (under free-probabilitytheoretic settings and terminology), (iii) to study operator-theoretic properties, including self-adjointness, normality, unitarity, projection-property of our matrices, and (iii) to enlarge the main results of [8] [9] [10] [11] [12] , dictated by a xed single prime, to corresponding results determined by multi-primes less than or equal to a xed positive real number.
. Remark
To reach our goals, as in [8] [9] [10] [11] [12] , we use notations, concepts, and techniques from free probability theory. Note that the algebraic structures what we are interested are commutative, and hence, the freeness determined by any linear functionals on the algebras is trivial. In other words, we do not need to apply, or use free-probability-theoretical results (in operator-theoretic, or in operator-algebraic point of view). However, to obtain statistical data from our matrices, the free-probability-theoretic languages and setups are nicely t for our functional-analytic, or matrix-theoretical commutative structures. Moreover, our commutative algebraic structures are embedded in noncommutative matricial-algebraic structures, and hence, our "non-traditional" free-probabilistic structures on commutative algebras can be regarded as embedded sub-structures of such "traditional" noncommutative free-probabilistic structures. Thus, if there is no confusions, we work under free-probabilistic settings, and languages in text.
. Motivation
Arithmetic functions are main objects in modern number theory. They are the functions f de ned from the set N of all natural numbers (or positive integers) into the set C of all complex numbers. In particular, they are the major tool for constructing (classical) Dirichlet series, which are the functions on C, de ned by
k s , for all s ∈ C, for any arithmetic function f . They are main objects in analytic number theory, combinatorial number theory, L-function theory, complex analysis, and functional analysis, etc. (e.g., [5, 6, 14, 16, 17, 19, 23] ).
The collection A of all arithmetic functions forms an algebra under the usual functional addition, and the convolution. Recall that if f , f are arithmetic functions in A, then the convolution f * f becomes a new arithmetic function in A;
for all n ∈ N, where "d | n" means "d divides n," or "n is divisible by d," for d ∈ N. It is not di cult to check that the corresponding Dirichlet series L f *f of the convolution f * f satis es
as formal series.
Motivated by [7] [8] [9] , we established the free-probabilistic model (A, gp) on the algebra A consisting of all arithmetic functions under the usual functional addition and convolution under free-probability-theoretic language. The linear functionals gp are de ned by gp(f ) def = f (p), for all f ∈ A, for all p ∈ P, where P is the set of all primes in N. In other words, we studied Dirac-measure-dependingintegration-like linear functionals gp on A, for p ∈ P, and obtained statistical data depending on the primes p, represented by the free-distributional data.
In [11, 12] , the author and Jorgensen concentrated on the matrices determined by primes p implying, or preserving the free-distributional data obtained from [7, 8] . In particular, they constructed suitable Kreinspace representations of arithmetic functions for primes. One can regard an arithmetic function f as a matrix,
on C , equipped with an "inde nite" inner product <, >, (ξ , η ), (ξ , η ) = ξ η + ξ η .
Interestingly, the inde nite inner product space (C , <, >) forms a Krein space, denoted by Kp . In [10] , the main results of [8, 9] are extended to enlarge free-probabilistic structures under dynamical systems with help of the main results of [11, 12] .
For more about Krein-space theory, and Krein-space operator theory, see e.g., [1-4, 13, 15, 20] .
. Overview
In this paper, we extend the representations, and corresponding operator-theoretic results of [11, 12] , by constructing free-probabilistic models (A, gx), for
x ∈ R + = {r ∈ R : r > },
where Px = {q ∈ P : q ≤ x}.
Here, P is the set of all primes in N. Of course, we are interested in the cases where a xed x ∈ R + induces a nonempty subset Px in P, i.e., the cases where x ≥ . Also, we consider Krein-space representational model for (A, g), where g = lim x→∞ gx .
Our main results illustrate that certain arithmetic functions can be understood as bounded Krein-space operators, which are in nite matrices in Krein space. In particular, their statistical data are obtained by computing their free distributions.
Preliminaries
In this section, we brie y introduce de nitions and backgrounds used in our study.
. Free Probability
Let A be an arbitrary (pure-algebraic, or topological) algebra, and let ψ : A → C be a (pure-algebraic, resp., bounded) linear functional on A. Then the pair (A, ψ) is called a (noncommutative) free probability space (over C). (Remark the di erence between classical probability spaces, or measure spaces, and free probability spaces!) All operators a ∈ (A, ψ) are called free random variables (e.g., [21, 22, 24] ). Note that free probability spaces are depending on the choice of linear functionals on algebras, like that measure spaces are depending on the choice of measures on sets.
Let a , ..., as be a free random variable in a (A, ψ), for s ∈ N. The free moments of a , ..., as are determined by the quantities
for all (i , ..., in) ∈ { , ..., s} n , for all n ∈ N.
And the free cumulants kn(a i , ..., a in ) of a , ..., as is determined by the Möbius inversion of [22] for ψ;
for all (i , ..., in) ∈ { , ..., s} n , for all n ∈ N, where ψπ(...) means the partition-depending moments, and ψ V (...) means the block-depending moment; for example, if Here, the set NC(n) means the noncrossing partition set over { , ..., n}, which is a lattice with the inclusion ≤,
where V ∈ θ, or B ∈ π, means that V is a block of θ, respectively, B is a block of π, and ⊆ means the usual set inclusion, having its minimal element n = {( ), ( ), ..., (n)}, and its maximal element n = {( , ..., n)}.
Especially, a partition-depending free moment ψπ(a, ..., a) is determined by
where |V| means the cardinality of V . Also, µ is the Möbius functional from NC × NC into C, where NC = ∞ ∪ n= NC(n). i.e., it satis es that
and µ( n , n) = (− ) n− c n− , and
for all n ∈ N, where
are the k-th Catalan numbers for all k ∈ N = N ∪ { }. In fact, the free moments of free random variables and the free cumulants of them provide equivalent free distributional data. For example, if a free random variable a in (A, ψ) is a self-adjoint operator in a *-algebra A in the sense that: a * = a, then both free moments {ψ(a n )} ∞ n= and free cumulants {kn(a, ..., a)} ∞ n=
give the spectral-measure-theoretic data of a. Let A and A be subalgebras of the given algebra A. They are said to be free in (A, ψ), if all "mixed" free cumulants of A and A vanish (e.g., [22] ). Similarly, two subsets X and X of A are free in (A, ψ), if the subalgebras A and A , generated by X , respectively by X , are free in (A, ψ). Also, two free random variables a and a of A are free in (A, ψ), if two subsets {a } and {a } (or {a , a * } and {a , a * }, if A is a *-algebra) are free in (A, ψ). Assume that subalgebras A and A are free in (A, ψ). Then the subalgebra A of A, generated by A and A , is denoted by A * C A , to emphasize the freeness of them. And we say A is the free product algebra of A and A in A.
Suppose that {A i } i∈I is a collection of subalgebras of A, generating A, and assume subalgebras A i are free from each other in (A, ψ), for i ∈ I. Then A, itself, is called the free product algebra of {A i } i∈I . Write this relation by A = * C i∈I A i .
. Krein Spaces
In this section, we brie y introduce Krein spaces. For more about Krein space operators, see [1-4, 13, 15, 23] .
De nition 2.1. Let X be a vector space over C (not necessarily topological), and let [, ] be a form on X, satisfying that:
and [x, x] = , whenever x = X , for all t , t ∈ C, and x j , y j ∈ X, for j = , , where z are the conjugates of z ∈ C, and X means the zero vector of X.
, a positive-de nite inner product on X.
is said to be a negative-de nite inner product on X.
, an inde nite inner product on X, where R is the set of all real numbers.
From the above de nition, the usual inner products on a vector space X are "positive-de nite" inner products on X. Under rough senses, Krein spaces are understood as certain topological closure of an inde nite inner product space.
To introduce Krein spaces, we starts from Hilbert spaces. Let H be a Hilbert space equipped with its positive-de nite inner product <, > H . i.e., the inner product <, > H induces the corresponding norm . H , de ned by
For the inner product <, > H on H, one can de ne the negative-de nite inner product "− <, > H " on H, canonically. i.e., if we replace <, > H to − <, > H , then under the same . H -norm topology induced by
we obtain (norm-topology closure of) negative-de nite inner product space (H, − <, > H ). This negativede nite inner product space (H, − <, > H ), equipped with . 
for all ξ j + η j ∈ K, with ξ j ∈ H , and η j ∈ H − , where <, > H j are the inner products of H j , for j = , . 
Free-Probabilistic Models of A Induced by Primes
Let A be the algebra of all arithmetic functions, i.e.,
equipped with the usual functional addition, and the convolution;
De ne a linear functional gp on the arithmetic algebra A by the point-evaluation at p,
De nition 3.1. Let A be the arithmetic algebra, and let gp be the linear functional (3.1), for a prime p. Then the pair (A, gp) is called the arithmetic p-prime probability space for all primes p.
By [8, 9] , one obtains the following computations. [8, 9] ) Let (A, gp) be the arithmetic p-prime-probability space, for a xed prime p. If f , f , f are elements of (A, gp), then (3.2) 
Lemma 3.2. (See
where f (n) means the convolution f * ... * f of n-copies of f in A, for all n ∈ N.
Proof. By (3.1), one obtains that
So, the formula (3.2) holds. By (3.2), we have
Inductively, one can get the formula (3.3). See [8, 9] for details.
And, by (3.2) and (3.3), we obtain the following joint free moment computation. Such linear functionals φx of (3.5) are well-de ned "non-zero" linear functionals on the arithmetic algebra A, whenever x ≥ in R + . So, from below, we are not interested in the cases where x < .
De nition 3.4.
We call a free probability space (A, gx), the arithmetic x-probability space, for all x ∈ R + .
By (3.2), (3.3), (3.4) and (3.5), we have the following generalized result.
Proposition 3.5. Let f , f , f be arithmetic functions in the arithmetic x-probability space (A, φx), for x ∈ R + .
Proof. If x < in R + , then the statements (3.9) and (3.10) holds because φx is the zero-linear functional.
Suppose x ≥ in R + . Then, by (3.5), one obtains (3.6) by (3.2). Indeed,
So, inductive to (3.6), one can get (3.7) similar to (3.3).
Similar to (3.6) and (3.7), we have the following proposition by (3.4) .
Proof. By (3.6) and (3.7), one can get the formula (3.8).
The above formula (3.8) provides a general techniques to compute free-distributional data of all elements of the arithmetic algebra A.
Representations of the Arithmetic Algebra
Throughout this section, we x a prime p ∈ P, and the corresponding arithmetic p-prime probability space (A, gp).
. Krein Spaces K and Inde nite Inner Product Space (C , <, > ,Ao )
Let C be the 2-dimensional Hilbert space, equipped with its usual inner product <, > ,
Under the usual topology on C , this nite-dimensional vector space C forms a Hilbert space. From the Hilbert space C , one can get its anti-space C − by de ning the negative-de nite inner product − <, > , i.e.,
Naturally, one can de ne the Krein space K by
(4.1.1) equipped with its inde nite inner product [, ] , de ned by
Then the pair K = (K , [, ] ) becomes a Krein space with ind+K = , and ind−K = .
Independent from the above discussion, now, x the Hilbert space C = (C , <, > ), and let M (C) be the matricial algebra consisting of all ( × )-matrices. If we take a self-adjoint matrix A in M (C), in the sense that:
where A * means the adjoint of A, then one can de ne a sesqui-linear form <, > :A on C by
by understanding the vectors (t , t ) and (s , s ) in C as column vectors. Such a sesqui-linear form <, > :A of (4.1.3) satis es
For example, let
Then this matrix Ao is self-adjoint in M (C), and one can get
Observe now that, in this example, one has < (t , t ), (t , t ) > :Ao =< (t , t ), (t , t ) > = t t + t t = Re t t ∈ R, (4.1.7) for all (t , t ) ∈ C .
It shows that the sesqui-linear form <, > :Ao of (4.1.6) is an "inde nite" inner product on the vector space C by (4.1.7). 
. Inner Products on A Determined by Primes
In this section, we consider our arithmetic algebra A as a certain (pure-algebraic) vector space having a sesqui-linear form, 
for all f ∈ A, where z means the conjugate of z, for all z ∈ C. Then this sesqui-linear form Qp satis es
2) Moreover, Qp satis es that:
by (3.2), and hence, 
. Embedding α of A in K
Motivated by the formula (3.2) and the pseudo-inner product (4.2.1), we embed A into the Krein space K (under a suitable quotient).
De ne a morphism
, where πp is in the sense of (4.3.1).
Proof. The proof of (4.3.2) is straightforward by (4.1.6), (4.2.1) and (4.3.1).
More precisely, one obtains that:
also understood as a vector of the inde nite pseudo-inner product space (A, Qp). Then
where <, > means the usual inner product on C .
Proof. The proof of (4.3.3) is straightforward. See [5] and [6] for details.
To obtain the relation (4.3.3), we used the following relations:
for f ∈ A.
Theorem 4.4. (See [6]) Let f be an element of the arithmetic p-prime probability space (A, gp). Then there exists a linear transformation
, and α
for all f ∈ A, and
Moreover, the kernel of the linear map α is the subset
Notice that, if f ∈ ker α, and h ∈ A, then one has that 
Note that the quotient space Ap of (4.3.8) is again understood as an algebra because A is. However, in the above theorem, we emphasize that, as an inde nite inner product space, it is isomorphic to the Krein subspace Kp of (4.3.9) of the Krein space K of (4.1.1).
Notation From below, we denote the equivalence classes f + ker α ∈ Ap simply by f , if there is no confusion.
The above theorem shows that the quotient structure Ap = A / ker α of (A, Qp) is Krein-space epimorphic to the Krein subspace Kp = ∆ ⊕ ∆ − of K , where ∆ and ∆ − are in the sense of (4.3.9) .
De ne now an equivalence relation R on Ap = A / ker α, by
3.10) if and only if
Indeed, the relation R is an equivalence relation on Ap = (Ap , qp), having its equivalence classes
By the above theorem, and by (4.3.10), we have the following result. .
Corollary 4.6. Let
A = (Ap / R, qp / R),
Prime-Depending Krein-Space Representations of A
In Section 4.3, we showed that our arithmetic algebra A is embedded in the Krein space Kp (under quotient),
for a xed prime p. Moreover, since the Krein space Ap of (4.3.11) is Krein-space isomorphic to Kp of (4.1.1), we understand all vectors of Kp as embedded elements α f of arithmetic functions f of A. i.e., if ξ ∈ Kp , then there exists at least one h ∈ A (which is unique up to quotient) such that ξ = α h . Indeed, for any ξ ∈ Kp , there exists a unique h ∈ Ap , such that ξ = α h . Thanks to this Krein-space isomorphic relation (4.3.11), all arithmetic functions f of A are certain Kreinspace "operators on Kp ." De ne a morphism
for all f ∈ A, where B(Kp) means the operator algebra consisting of all Krein-space operators on Kp. Then θ f is bounded linear on Kp . It is not di cult to check that 
are the natural projections from C onto C, and 
via an isomorphism (t, t) → t, for all t ∈ C, respectively,
via an isomorphism (t, −t) → t, for all t ∈ C, where V.S = means "being vector-space isomorphic." Therefore, one can de ne a morphism Φ : Kp → C Ao by
by understanding the vectors of ∆ , ∆ − , C Ao as column vectors.
Observe that
So, by (4.5.3), one can let the morphism Φ be
Then, by (4.3.9) and (4.3.11), Φ is a vector-space isomorphism, moreover, it is inde nite-inner-product preserving. i.e., the topological inde nite inner product spaces Kp and C Ao are isomorphic as Krein spaces because of the nite-index-ness.
Note that the inverse , and
is the copying map from C into C ⊕ C , for all (t, s) ∈ C .
The above theorem let us consider Kp and C Ao , alternatively, as the same Krein space. Now, by understanding Kp as C Ao , we consider the Krein-space operator θ f of f ∈ A on Kp , in the sense of (4.4.1), as operators 
Proof. By de nition, the Krein-space operator θ f of (4.4.1) on Kp , sending α h ∈ Kp to α f *h ∈ Kp . So, by Φ of (4.5.1),
for all π h ∈ C Ao , in the sense of (4.3.1). Therefore, one can get the expression,
By (4.5.4), we obtain the following corollary. 
on Kp , where Π and Π are in the sense of (4.5.1).
Proof. Since θ f = Φ − • Θ f on Kp , for f ∈ A, and since
we have the formula (4.5.5) by (4.5.4).
The above relations (4.5.4) and (4.5.5) show that the study of θ f on Kp is equivalent to study Θ f on C Ao , moreover, we have the concrete form for Θ f as matrices on C
Observe that, on C Ao
Proof. The formula (4.5.7) is shown directly by (4.5.6).
Krein-Space Operator on C A o Induced by Arithmetic Functions
As we have seen in Section 4, the study of Krein-space operators θ f of an arithmetic function f ∈ A on the Krein space Kp seems complicated, i.e.,
where
− in the sense of (4.5.1), and
Λ in the sense of (4.5.2). Thus we study the equivalent Krein-space operators Θ f of θ f acting on C Ao , for f ∈ A. Recall that
by (4.5.4). Let (A, gp) be a xed arithmetic p-prime probability space, for p ∈ P. Then, for any f , f , f ∈ (A, gp), we have
and (5.2.1)
Note that every vector in C Ao is understood as πp(f ) in the sense of (4.3.1) for some f ∈ A, by (4.3.8). For the identity element A of A, such that A ( ) = , and A (n) = , ∀n ≠ in N, one can have a corresponding vector πp ( A ) in C Ao , i.e.,
Notation In the rest of this paper, we denote the vector πp ( A ) of (5.2.2) by Ωp in C Ao . Also, we denote the matricial algebra B(C Ao ) consisting of our Krein-space operators by A Ao .
On the matricial algebra A Ao , de ne a linear functional
for all T ∈ A Ao , where <, > :Ao is the inde nite inner product (4.1.3) on C Ao . This functional φp of (5.2.3) is indeed a well-de ned linear functional on A Ao , so, the pair (A Ao , φp) forms a free probability space.
Observe that, for any f ∈ A, one can get that:
by (4.1.3), where <, > is the usual dot product on the 2-dimensional vector space C
= f (p) = gp(f ), i.e., we obtain that: 
Proof. For a xed n ∈ N,
by (3.3), for all f ∈ A. Now, let (A j , φ j ) be arbitrary free probability spaces, and let a j ∈ (A j , φ j ), for j = , . The free random variables a and a are said to be identically free-distributed, if φ (a n ) = φ (a n ), for all n ∈ N. Proof. By the de nition of identically-free-distributedness and by (5.2.5), the free random variables f ∈ (A, gp) and Θ f ∈ (A Ao , φ) are identically free-distributed.
Krein-Space Representations of (A, g x )
Throughout Section 6, let's x x ∈ R + , satisfying x ≥ , and the corresponding arithmetic x-probability space is the linear functional (3.5), satisfying (3.6), (3.7) and (3.8), where gp are the linear functionals (3.1) on A at primes p ≤ x, and where Px = {q ∈ P : q ≤ x} in P. (6.0.2) Motivated by Section 5, we construct a suitable Krein-space representation of (A, gx) for the xed x ∈ R + .
Notation Throughout this section, for convenience, we denote the Krein space (C Ao , <, > :Ao ) by Kp , for all primes p. Since the Krein space Kp of (4.3.9) and the inde nite inner product space C Ao of Section 4.1 are Krein-space isomorphic for all primes p, by (4.5.1) and (4.5.2), we use the term Kp for (C Ao , <, > :Ao ) from below without loss of generality. Under this notation, even if p and q are distinct primes in P,
. Krein Spaces K x
In this section, we construct a new Krein space Kx , for the xed x ∈ R + . As we mentioned at the beginning of this section, for all p ∈ P, the Krein space Kp means C Ao = (C Ao , <, > :Ao ). So, if f ∈ (A, gp), then the Krein-space operator Θ p:f for f becomes
De ne a vector space Kx by
where Px is in the sense of (6.0.2), and
= |Px| , (6.1.2) where |S| mean the cardinalities of sets S. By the assumption that x ≥ , the quantity π(x) of (6.1.2) is contained in N.
Assume now that π(x) = |{p , ..., pn}| = n, for some n ∈ N. In this case, if v ∈ Kx , then there exist vectors v j ∈ Kp j , for j = , ..., n, such that
So, canonically, one can de ne an inde nite inner product <, >x by < (v , ..., vn), (w , ..., wn) >x def = n j= < v j , w j > :Ao , (6.1.3) for all (v , ..., vn), (w , ..., wn) ∈ Kx , with v j , w j ∈ Kp j , where <, > :Ao is the inde nite inner product on C Ao .
Indeed, the inner product <, >x is a well-de ned inde nite inner product on Kx . Moreover, since C Ao is Krein-space-isomorphic to Kp (for all primes p), this inde nite inner product space Kx is again a Krein space in the sense of Section 2.2 (whenever π(x) < ∞).
De nition 6.1. The Krein space Kx = (Kx , <, >x) of (6.1.1) is called the x-Krein space, for x ∈ R + , where <, >x is in the sense of (6.1.3).
By construction, one can get the following proposition. where Θp are in the sense of (4.5.3) for each prime p, i.e., for all f ∈ A,
More precisely, if
then Θx(f ) becomes a block matrix,
Since the actions Θp of (4.5.3) are well-de ned actions of A acting on Kp , satisfying
by (4.5.6), for all p ∈ P, our morphism Θx of (6.2.1) is a well-determined action of A acting on Kx. 
Lemma 6.3. Let Θx be a linear morphism (6.2.1). Then it is a well-de ned action of
Proof. Observe that: for f , f ∈ A, Therefore, one can get that
on Kx , for all f ∈ A. Thus, the formula (6.2.3) holds true. So, by (6.2.2) and (6.2.3), the linear transformation Θx is a *-homomorphism from A into the operator algebra B (Kx) , equivalently, it is an action of A acting on Kx .
The above proposition shows that the pair (Kx , Θx) is a well-determined Krein-space representation of A. Proof. Recall that, by (5.2.5), we have
for all f ∈ A, for all j = , ..., n. Therefore,
Therefore, the formula (6.2.4) holds.
Krein-Space Operators on K x Induced by Arithmetic Functions
As in Section 6, let's x x ≥ in R + , throughout this section. We here consider operator-theoretic properties of Krein-space operators Θ x:f on the x-Krein space Kx induced by arithmetic functions f in the arithmetic x-probability space (A, gx).
Recall that the self-adjointness, normality, unitarity, projection-property, isometry-property, etc. for Krein-space operators are similarly de ned by those for Hilbert-space operators; for instance, a Krein-space operator T is self-adjoint, if T * = T. (e.g., [15] and [18] ). Like Hilbert-space operator theory, we can prove the following characterization for Krein-space operators. The following theorem may be proven somewhere, but we provide our own proof. 
Assume rst that T is self-adjoint on K, and suppose either T or T is not self-adjoint, say T is not self-adjoint on K . Then
It contradicts our assumption that T is self-adjoint on K. So, if T is self-adjoint on K, then both T and T are self-adjoint on K and on K , respectively.
Conversely, if both T and T are self-adjoint on K and on K , respectively, then
and hence, it is self-adjoint on K. Thus, the characterization (7.1) holds. Assume now that T is normal on K, i.e., T * T = TT * on K. Then
if and only if
Therefore, the characterization (7.2) holds true. Suppose that T is unitary on K, equivalently,
By (7.2), T is normal, if and only if T j are normal, for all j = , . So, it su ces to check
and hence,
Thus, if T is unitary on K, then T j are unitaries on K j , for all j = , . Conversely, if T j are unitaries on K j , for all j = , , then trivially, T is unitary on K. So, the characterization (7.3) holds.
By the little modi cation of the proof of (7.3), one obtains the characterization (7.5), too, because T is an isometry, if and only if T * T = K .
Finally, assume that T is a projection on K, i.e., it is self-adjoint and idempotent. By (7.1), T is self-adjoint, if and only if both T and T are self-adjoint. Thus it is enough to check that: if T = T, then T j = T j , for all j = , . Observe that:
Therefore, the characterization (7.4) holds.
By the above theorem, one obtains the following operator-theoretic properties of our Krein- 
Proof. For any xed prime p, let Θ p:f be the operator for f ∈ A on Kp . Then
on Kp . It shows that, for any prime p, our Krein-space operators Θ p:f are normal for all f ∈ A. Since all direct summands Θ p j :f of Θ x:f are normal in Kp j , for all j = , ..., n = π(x), the operator Θ x:f is normal on Kx by the induction on (7.2). i.e., the normality (7.6) of Θ x:f holds.
For any xed prime p, the operator Θ p:f is self-adjoint on Kp , if and only if Θ 
Thus, our Krein-space operator Θ x:f is self-adjoint on Kx , if and only if Θ p j :f are self-adjoint on Kp j , for all j = , ..., n, by the induction on (7.1), if and only if f ( ), f (p j ) ∈ R, for all j = , ..., n.
Thus, the self-adjointness (7.7) of Θ x:f holds.
By the induction on (7.4), the Krein-space operator Θ x:f is a projection on Kx , if and only if Θ p j :f are projections on Kp j , for all j = , ..., n.
For any xed prime p, an operator Θ p:f is a projection on Kp , if and only if
By the self-adjointness, without loss of generality, let's take
In such a case, Θ p:f is a projection, if and only if 
Asymptotic Representations on (A, g x )
In this section, we consider the case where x → ∞. We are not sure the operator-theoretic properties (7.6) through (7.9) holds if x = ∞. However, one can obtain well-determined Krein-space representations for, say, (A, g∞). By the prime number theorem (e.g., [14] , [16] , [17] and [19] ), we have
where O means the big-o-estimation. 
It is easy to check that, the linear functional g of (8.0.1) is de nitely unbounded on A.
. Zero-Prime Condition on A, and Corresponding Subalgebras of A Since, the linear functional φ of (8.1) on the arithmetic algebra A is unbounded, we may restrict our interests to certain subalgebras of A where φ is bounded on it.
De ne a subset Ao of A by
where p is a prime
Now, consider the de nition (8.1.1) of the subset Ao of A precisely. From (8.1.1), one can realize that, if f ∈ Ao , then the sequence converges, where t ∈ Z. Therefore, the subset Ao is a subspace of A, by regarding A as a vector space over C, because of (8.1.1) .
Now, let f , h ∈ Ao , and hence, there exist N and N ∈ N, such that
It shows that f * h ∈ Ao , whenever f , h ∈ Ao . Also, it is trivial that f ∈ Ao , if and only if f * ∈ Ao.
Therefore, the subset Ao forms a subalgebra of A.
By the above proposition, from below, we understand Ao as a subalgebra of A. It means that one can apply, or restrict all main results of Sections 4, 5, 6 and 7, to the case where we focus on Ao . Note that, in fact, if f ∈ A, then one can always determine a new arithmetic function f N o ∈ Ao induced by f , satisfying that: Proof. By the above proposition, the subset Ao of (8.1.1) is a subalgebra of A. Since Ao is a proper subset of A, one can de ne the monomorphism (or injective homomorphism) from Ao into A, as an embedding. i.e., there exists a homomorphism
So, the statement (8.1.3) holds. Conversely, one can de ne a linear transformation
where f N o is in the sense of (8.1.2). Then, for any f , f , f ∈ A, it satis es that
and
in Ao , by (3.2), (3.3), (3.4), (3.6), (3.7) and (3.8), for all N ∈ N. Thus, this morphism Ψ is a well-determined homomorphism from A to Ao . Consider now that, for any h ∈ Ao , one can take the corresponding sequence,
for some N ∈ N, where p N is the maximal prime ≤ N in P. Thus, one can always nd an arithmetic function h∞ ∈ A, such that h∞ induces a sequence,
where p N+ means the very successive prime of p N , equivalently,
Of course, the choice of such arithmetic functions h∞ is not uniquely determined. But we can guarantee there are in nitely many such element h∞ in A. Therefore, the homomorphism Ψ is an epimorphism (or a surjective homomorphism) from A onto Ao .
It shows that the statement (8.1.4) holds true.
Therefore, this linear functional g is bounded on Ao .
De ne now subsets A N of Ao by
(8.1.5) It is not di cult to check that:
Remark that the subsets A N of Ao is again a subalgebra of A, too. Then it is a subalgebra of Ao .
Proof. Let f , h ∈ A N , for an arbitrarily xed N ∈ N. Then (f + h) (p) = , and (tf ) (p) = , whenever p ≥ N in P, for all t ∈ C. Thus, this subset A N is a subspace of Ao . Also, for f , h ∈ A N , one has
whenever p ≥ N in P. Therefore, this subspace A N forms a subalgebra of Ao in A.
The above theorem shows that the subalgebra Ao of A with zero-prime condition is like an enveloping algebra of the subalgebras {A N } ∞ N= of (8.1.5).
De nition 8.6. We call A N , the subalgebra of A with zero-prime condition for N, for N ∈ N.
Note that the linear functional g of (8.0.1) is a well-de ned bounded (restricted) linear functional on A N , for all N ∈ N, because it is a bounded linear functional on the subalgebra Ao of A with zero-prime condition, and since In the similar argument from the proof of the fact A N are the subalgebras of Ao, for all N ∈ N, one can obtain the following results. 
By the above results, in particular, by (8.1.6), one can verify the following data. 
Proof. The proof of (8. Therefore, we obtain the estimation (8.1.10).
. Krein-Space Representations for (A o , g)
Let Ao be the subalgebra (8.1.1), or (8.1.1) of the arithmetic algebra A with zero-prime condition, and let A N be the subalgebra of Ao with zero-prime condition for N ∈ N. Assume that N is "su ciently large," i.e., N → ∞. If g is the linear functional in the sense of (8.0.1), then one has the free probability space (A N , g), and, in this case, g is bounded on A N . In the long run, considering A N with N → ∞ in N means working on Ao , by (8. where Θ p:f are in the sense of Section 3, for all p ∈ P. If f ∈ A N (N → ∞), then the operator Θ f of (8.2.2) can be regarded as an in nite matrix, 
1). i.e., Θ f ∈ B(K).
Proof. By (8.1.6), if f ∈ Ao , then there exists N ∈ N, such that f ∈ A N . So, the corresponding operator Θ f of (8.2.2) has its matricial expression (8.2.3). From (8.2.3), this operator can be re-expressed by De nitely, the Krein-space operators K and T f are bounded on K, and hence, the operator Θ f is bounded on K. Equivalently, by (8.1.6), the pair (K, Θ) is a Krein-space representation of Ao .
The above theorem shows that, for any f ∈ (Ao , g), the corresponding operators Θ f are matrices (8.2.3) acting on the Krein space K.
. Free Distributions of Θ f on K Let Ao be the subalgebra of the arithmetic algebra A with zero-prime condition, and let f ∈ (Ao , g) , where (Ao , g) is the free-probabilistic sub-structure of (A, g). Also, let (K, Θ) be the Krein-space representation of Ao in the sense of Section 8. The above inde nite inner product [, ] on K is well-de ned by (8.1.6), and by the well-de nedness of (5.2.3) and (6.1.3). Then, we obtain the following free-distributional data of our Krein-space operators Θ f on K. 
