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a b s t r a c t
This paper dealswith themodeling of large systems of interacting entities in the framework
of the mathematical kinetic theory for active particles. Various mathematical structures
of the hiding–learning dynamics are derived at the mesoscopic scale. Subsequently, these
structures are further detailed referring to modeling issues and, in particular, to the
learning-hiding competition among tumors and the immune system cells.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The competition among living systems is a complex, nonlinear and, to some extent, evolutionary dynamics. An interesting
source of complexity of the competitive interaction is the ability of living systems to hide themselves when chased and to
learn from the surrounding environment, where they operate. The learning is an intrinsic characteristic of some system and
contributes to refine the expression of its individual strategy. An introduction to the characteristics of large living systems is
offered by paper [1], which reports about the mathematical approach of the so-called kinetic theory for active particles, for
short KTAP’s theory, that has been specifically developed to model complex systems. The tools of KTAP’s theory have been
applied in several fields of natural and applied sciences such as immunology [2,3], epidemics [4], social dynamics [5,6], and
psychologic interactions [7].
A challenging research topic that may be possibly modeled by KTAP’s theory is the hiding–learning dynamics, for short
H–L dynamics, among tumors and the immune system cells [8,9]. A deeper understanding of this topic can contribute
to refine the present state of the art in various modeling approaches such as those concerning criminality [10,11], social
dynamics [12–14], crowdmodeling [15,16] and animal behaviors [17,18]. The mathematical approach allows us to consider
the heterogeneous behavior of individuals who, although pursuing the same objective, show differences in the intensity
they put in the action.
This paper proposes a development of the theory focusing on the H–L dynamics. The contents are organized as follows:
Section 2 briefly summarize the mathematical frameworks that constitute the reference for the contents of this present
paper. Section 3 deals with the modeling of different types of H–L dynamics, while Section 4 shows how the approach can
be applied to a number of case studies and proposes some further generalizations.
2. A reference mathematical structure
Let us consider a large system of interacting entities, called active particles, homogeneously distributed in space and
grouped into two different subsystems, called functional subsystems. Active particles have the ability to express a strategy,
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called activity, described by the variable u ∈ Du ⊆ R, which has a different meaning in each functional subsystem, namely
hiding and learning ability in the first and second subsystem, respectively.
The state of each functional subsystem is described by the probability distributions:
fi = fi(t, u) : [0, T ] × Du → R+, i ∈ {1, 2}. (2.1)
Under suitable, at least locally, integrability assumptions, fi(t, u) du denotes, for all t ≥ 0, the number of active particles
whose state, at time t , is in the elementary volume [u, u+ du]. Assuming that the above distributions are normalized with
respect to total number of particles at t = 0 yields
2∑
i=1
∫
Du
fi(0, u) du = 1. (2.2)
Therefore, if the number of active particles remains constant in time, f1(t, u)+ f2(t, u) is a probability density. Higher order
moments are computed as follows:
Epi (t) =
∫
Du
upfi(t, u) du. (2.3)
Following [1], candidate particles can acquire, in probability, the state of the test particles, after an interaction with field
particles, while test particles loose their state. The time evolution of the fi is derived by a balance equation of the inlet and
outlet flows in the elementary volume [u, u+ du] of the space of the microscopic states:
∂t fi(t, u) = Ji[f](t, u) =
2∑
j=1
Jij[f](t, u)
=
2∑
j=1
∫
Du×Du
ηij(u∗, u∗)Bij(u∗ → u|u∗, u∗)fi(t, u∗)fj(t, u∗) du∗ du∗ − fi(t, u)
∫
Du
ηij(u, u∗)fj(t, u∗)du∗ (2.4)
where
– ηij is the encounter rate between the candidate active particle, with state u∗, of the ith functional subsystem and the field
active particle, with state u∗, of the jth functional subsystem.
– Bij is the probability density that a candidate particle, with state u∗, of the ith functional subsystem ends up into the state
u of the test particle of the same functional subsystem after the interaction with the field particle, with state u∗, of the
jth functional subsystem.Bij satisfies for all i, j ∈ {1, 2}, the following condition:∫
Du
Bij(u∗ → u|u∗, u∗)du = 1, ∀u∗, u∗ ∈ Du. (2.5)
Remark 2.1. Both ηij andBijmay be conditioned by the distribution functions of the interacting active particles, as we shall
see in the sequel.
Remark 2.2. Interactions, modeled by the terms Bij, have been called stochastic games since the microscopic state of the
active particles is known in probability and the output is identified by a probability density.
3. Modeling the H–L dynamics
The mathematical structure (2.4) can be specialized into a mathematical model when the interaction terms ηij and Bij
are properly modeled according to a dynamics of hiding and learning actions. In this context, a concept of distance needs to
be defined for particles of the same or different functional subsystems. The simplest approach consists in assuming that it
is identified only by the interacting pairs, so that the encounter rate is a constant η0ij for each pair of interacting functional
subsystems.
Alternatively, a distance αij can be defined supposing that it is given by the difference between the microscopic state of
the interacting particles, and αij can be related to the interaction rate as follows:
α2ij(u∗, u
∗) = (u∗ − u∗)2, ηij = η0ije−cα
2
ij , (3.1)
where c is a positive constant.
The distance βij between the ith and the jth functional subsystem can be defined as follows:
β2ij (t|f) =
∫
Du
(fi − fj)2(t, u) du. (3.2)
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A simple approach of modeling the termsBij can be obtained by supposing that the output of the interaction is defined
by themost probable valuemij and the variance σij, which refers to the uncertainty of the output. A conceivable classification
of interaction is as follows.
• The candidate particle with activity u∗ does not show any modification of its state related when it encounters a field
particle of the same subsystem, namely:m11 = m22 = u∗.
• The candidate particle of the first subsystem, with activity u∗, shows a trend to increase the distance when it encounters
the candidate particle of the second subsystem, namely:
m12 =
{
u∗ − ε(u∗ − u∗), if u∗ > u∗
u∗ + ε(u∗ − u∗), if u∗ ≤ u∗.
• The candidate particle, with activity u∗, of the second subsystem shows a trend to reduce the distance with respect to
the state of the candidate particle of the first subsystem, namely:
m21 =
{
u∗ − ε(u∗ − u∗), if u∗ < u∗
u∗ + ε(u∗ − u∗), if u∗ ≥ u∗.
Remark 3.1. The above scheme has to be considered as a simple example, where the terms ηij and Bij are conditioned by
the distance defined in Eq. (3.1). More sophisticated concepts of distance may involve, as we shall see later, the distribution
functions of the interacting particles.
Remark 3.2. The time evolution of the distance between the two systems is obtained by solving the initial value problem
for Eq. (2.4) with suitable initial conditions and subsequently by computing the time evolution of the distance βij defined
by Eq. (3.2). The qualitative analysis of the mathematical problem for analogous equations, however with lower order of
nonlinearity, has been studied in [19].
The time evolution of the distance βij can also be computed by derivation of (3.2), thus obtaining an equation linked to
Eq. (2.4). Technical calculations, under suitable differentiability assumptions, yield
∂tβij(t, u) = Qij[f](t, u) =
∫
Du
(Ji[f] − Jj[f])2(t, u) du√∫
Du
(fi − fj)2(t, u) du
(3.3)
where the terms Ji and Jj are delivered by Eq. (2.4).
Remark 3.3. The mathematical models we have seen until now are limited to the case of systems with constant number
of particles. On the other hand, a consequence of the H–L dynamics is that proliferative and/or destructive events may be
generated by the competition between the functions subsystems.
The dynamics related to Remark 3.3 is given by the following equation:
∂t fi(t, u) = Pi[f](t, u) =
2∑
j=1
Pij[f](t, u)
=
2∑
j=1
∫
Du×Du
η0ije
−cα2ij (u∗i,u∗j )Bij(u∗ → u|u∗, u∗)fi(t, u∗)fj(t, u∗) du∗ du∗
− fi(t, u)
2∑
j=1
∫
Du
η0ije
−cα2ij (u,u∗j )[1− µij(u, u∗)]fj(t, u∗)du∗ (3.4)
where µij is the proliferative/destructive rate of test particle, with state u, of the ith functional subsystem, due to the
encounter with the active particle (field), with state u∗, of the jth functional subsystem. In this case integration over the
variable u ∈ Du yields the size ni = ni(t) of each functional subsystem.
Remark 3.4. A conceivable modeling of the terms µij should preliminarily consider their sign. For instance µ11 = µ22 in
the absence of recruitment, while µ12 ≤ 0 due to the output of chasing, and µ21 = 0 under the assumption that the size of
the second functional subsystem is not influenced by the first one. Moreover, these terms can be related to the activities of
the interacting particles.
Remark 3.5. The derivation of Eq. (3.4) is based on the assumption that the encounter rate depends on the distance of the
activity of the interaction pairs delivered, for instance, by Eq. (3.1). On the other hand, some specific systems are such that
the rate of learning is related to the overall distance βij(t|f), which can be inserted into Eq. (3.4), so that the following
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equation with higher order nonlinearity holds:
∂t fi(t, u) = Ni[f](t, u) =
2∑
j=1
Nij[f](t, u)
=
2∑
j=1
∫
Du×Du
η0ije
−cβ2ij (t|f)Bij(u∗ → u|u∗, u∗)fi(t, u∗)fj(t, u∗) du∗ du∗
− fi(t, u)
2∑
j=1
∫
Du
η0ije
−cβ2ij (t|f)[1− µij(u, u∗)]fj(t, u∗)du∗, (3.5)
where β2ij (t|f) is given by Eq. (3.2).
4. Further developments
Amathematical approach tomodeling theH–L dynamics has been proposed in the preceding section. It can be shown that
this dynamics can be related to specific models of living systems. For instance, the competition between immune and cancer
cells is such that tumor cells show a continuous hiding trend. Moreover, mutations, related to a Darwinian-type selection,
generate tumor cells with higher ability to escape the learning ability of the immune system. The reader interested to a
detailed description of the dynamics and evolution of the immune competition from the view point of immunologists can
find in the reviews [20,21], and therein cited bibliography, a valuable reference.
The book by Weinberg [22] provides an exhaustive and deep description of the biological phenomena dealt with in [2].
It is worth mentioning that the qualitative analysis of the asymptotic behavior of the solutions involves the identification of
bifurcation parameters [23] as well as the interaction with the lower scale [24].
Surprisingly, an analogous dynamics is shown by criminals attempting to escape the hunting action of detectives [11,25,
26] occurs, when criminals modify their organization by inventing new aggregation with different objectives and clusters,
which are more difficult to identify. For instance, when they mix legal and illegal activities involving into their activities.
In both cases, it is useful introducing a further modification of the mathematical structures proposed in Section 3 to
consider the case of generation of new functional subsystems with characteristics that reduce the learning ability of the
hunting subsystem. Accordingly, a more general class of models is as follows:
∂t fi(t, u) = Gi[f](t, u) =
p∑
h=1
p∑
k=1
Ghk[f](t, u)
=
p∑
h=1
p∑
k=1
∫
Du×Du
η0hke
−cβ2hk(t|f)B ihk(u∗ → u|u∗, u∗)fh(t, u∗)fk(t, u∗) du∗ du∗
−
p∑
h=1
p∑
k=1
∫
Du
η0hke
−cβ2hk(t|f)[1− µihk(u∗, u∗)]fh(t, u∗)fk(t, u∗) du∗ du∗, (4.1)
where
– B ihk is the probability density that a candidate particle, with state u∗, of the hth functional subsystem, ends up into the
state u of the ith functional subsystem after the interaction with the field particle, with state u∗, of the kth functional
subsystem,
– µihk is the proliferative/destructive rate in the ith functional subsystem of the test particle, due to the encounter between
the particle, with state u∗, of the hth functional subsystem and the particle (field), with state u∗, of the kth functional
subsystem.
Remark 4.1. The densityB ihk satisfies, for all h, k ∈ {1, 2}, the following condition:
p∑
i=1
∫
Du
Bij(u∗ → u|u∗, u∗)du = 1, ∀u∗, u∗ ∈ Du. (4.2)
Remark 4.2. Themathematical structure (4.1) involves a variable number of equations, namely p = 2 at t = 0, and p = p(t)
due to the onset of new functional subsystems. This equation uses the more general expression of the interaction rate
depending on the distribution function of the interacting particles.
A mathematical model of keloid formation triggered by a virus and its possible malignant effect such as birth of tumoral
cells has been developed in [27] in a case where the encounter rate is a constant for each pair of interacting functional
subsystems, while the onset of new subsystems is caused by proliferative phenomena. The same topic can be possibly
analyzed in the light of the more general frameworks proposed in this paper.
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It is worth stressing that the mathematical structure (4.1) generates analytic problems that have not yet been treated in
the literature. Specifically, we refer to the initial value problem obtained by linking Eq. (4.1) to suitable initial conditions
and the derivation of macroscopic equations from the underlying description at the microscopic scale. Both problems have
been dealt with for relatively simpler problems specifically in the case of the constant interaction rate, among others [28]
for the initial value problem and [29,30] for the derivation of macroscopic equations by models where the space structure
is stochastically perturbed by a stochastic velocity jump. On the other hand, dealing with the aforementioned classes of
problems for Eqs. (3.5) and (4.1) needs substantial improvement of the knownanalyticmethods that is a challenging research
perspective. A direct approach to link the dynamics at the mesoscopic scale to that at the supermacroscopic scale delivered
by models of population dynamics without structures is treated in papers [31,16].
An additional perspective consists in modeling the space structure in a more general fashion, for instance by following
the guidelines offered by [32]. In the general case, the distribution function depends on space and velocity variables. The
evolution equation has to take into account interactions in space that is an interesting research perspective focused on the
interaction between H–L dynamics and pattern formation [33].
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