We propose a new implementation of real-space renormalization group (RG) transformations for quantum states on a lattice. Key to this approach is the removal of short-ranged entanglement, similar to Vidal's entanglement renormalization (ER) [1] , which allows a proper RG flow to be achieved. However, our proposal only uses operators that act locally within each block, such that the use of disentanglers acting across block boundaries is not required. By avoiding the use of disentanglers we argue many tensor network algorithms for studying quantum many-body systems can be significantly improved. The effectiveness of this RG approach is demonstrated through application to the ground state of a 1D system at criticality, which is shown to reach a scaleinvariant fixed point. Introduction.-The renormalization group (RG) [2] is nowadays regarded as a key conceptual element in both quantum field theory and in condensed matter physics. However the use of RG in real-space long proved difficult historically; it was only with the advent of White's density matrix renormalization group (DMRG) algorithm [3] [4] [5] , which built on the earlier ideas of Kadanoff [6] and Wilson [7] , that real-space RG became firmly established as a powerful computational tool for the study of quantum many-body systems. Vital to the success of DMRG was, in mapping blocks of sites from an initial lattice to effective sites of a coarser lattice, a proper characterisation of the block degrees of freedom that should be retained.
Introduction.-The renormalization group (RG) [2] is nowadays regarded as a key conceptual element in both quantum field theory and in condensed matter physics. However the use of RG in real-space long proved difficult historically; it was only with the advent of White's density matrix renormalization group (DMRG) algorithm [3] [4] [5] , which built on the earlier ideas of Kadanoff [6] and Wilson [7] , that real-space RG became firmly established as a powerful computational tool for the study of quantum many-body systems. Vital to the success of DMRG was, in mapping blocks of sites from an initial lattice to effective sites of a coarser lattice, a proper characterisation of the block degrees of freedom that should be retained.
More recently, a significant advance in real-space RG was realized with the proposal of entanglement renormalization (ER) [1] , which uses unitary disentanglers to remove short-ranged entanglement between blocks as part of a coarse-graining scheme. Key advantages of ER include (i) the ability to generate an RG flow with the proper structure of fixed points, such that scaleinvariance is realized in quantum critical systems [8] [9] [10] [11] , and (ii) the ability to generate a computationally sustainable RG flow that can be scaled to large system sizes while maintaining a small truncation error [1, [12] [13] [14] . In addition to the study of quantum many-body systems ER has proven useful in a diverse range of applications including, for instance, for the study of the AdS / CFT duality [15, 16] . However, while conceptually appealing, ER has proven difficult to put to use, especially for systems in D > 1 dimensions, due to the computational challenges associated with the use of disentanglers [12, 17, 18] .
In this manuscript we propose a coarse-graining transformation for quantum states that only uses operations local within each block, avoiding the use of disentanglers acting across block boundaries, yet that also retains the power of ER. The fundamental idea underlying this proposal is that the effect of certain unitary u AB operations, acting across two sub-regions A and B of (c) Implicitly disentangled renormalization (IDR) is implemented via (non-isometric tensors) s that act locally within each block, yet also achieve the removal of entanglement between blocks. a many-body state |ψ , can be replicated by local operators s A , s B acting on each subregion separately, i.e. such that u AB |ψ = (s A ⊗ s B )|ψ . In the context that u AB is acting to disentangle the subregions, we refer to the use of local operators that reproduce the same effect as implicit disentangling. This idea can be leveraged into an RG scheme for many-body quantum states, called implicitly disentangled renormalization (IDR), which we demonstrate to closely match the performance of ER.
The manuscript is organised as follows. First we review previous coarse-graining transformations, including blocking and ER, before formulating implicit disentangling and testing its efficacy for the ground-state of a finite quantum system. We then apply IDR to coarse-grain the ground-state of an infinite critical system, represented by a matrix product state (MPS), which is shown to reach a scale-invariant fixed point.
Coarse graining transformations.-We begin by recollecting previous coarse-graining transformations. Let L denote a 1D dimensional lattice made of N sites, where each site is described by a Hilbert space V of finite dimension d, so that the vector space of the lattice is V L ∼ = V ⊗N . We shall consider transformations that map lattice L to a coarser lattice L of N/2 sites, each with a vector space
The first transformation we discuss, W : V L → V L , is a blocking transformation following the ideas of Wilson [7] , where blocks of two sites in L are each mapped to a site in lattice L via an isometry w,
with I the identity operator on V , such that W = w ⊗N/2
as depicted in Fig. 1(a) . The second transformation we consider is ER [1] , which augments the blocking transformation W with a layer of unitary disentanglers U , such that the full transformation is now
Here U = u ⊗N/2 is a product of two site unitary gates u,
which are enacted across the block boundaries as depicted in Fig. 1(b) . Given a quantum state |ψ ∈ L the tensors comprising a coarse-graining transformation should be chosen such that the original state can be recovered as accurately as possible from the coarse-grained state (via a corresponding fine-graining transformation). For instance, in the case of the blocking transformation where the coarsegrained state on L is defined |ψ B = W |ψ , the recovered state is |φ B = W † |ψ B = W † W |ψ . Thus one should choose the isometries w to maximise the scalar product,
The identification of the optimal isometries, i.e. that maximise Eq. 3, was addressed by White during the formulation of the DMRG algorithm [3, 4] , who argued that an isometry w should preserve the support of the local reduced density matrix ρ B on the block B on which it acts. More precisely, if ρ B = k λ k |v k v k | with the eigenvalues ordered, λ k ≥ λ k+1 , then one should choose the isometry w = span{v 1 , v 2 , . . . , v χ }. Similarly for ER, where the coarse-grained state on L is given as |ψ ER = W U |ψ , the isometries w and disentanglers u should be chosen to maximise the scalar product between the initial state |ψ and the recovered state
is maximised. However, in general an exact solution for isometries w and disentanglers u maximising Eq. 4 is not known, and one must rely on a variational approach [1, [12] [13] [14] to optimise the tensors. Implicit disentangling.-We now introduce implicitly disentangled renormalization (IDR) as a coarsegraining transformation, S : V L → V L , with the initial lattice L and coarser lattice L as defined previously. The transformation S is composed of a product of (nonisometric) tensors, S = s ⊗N/2 , such that each tensor s maps a block of two sites in L to a single site in L ,
as depicted in Fig. 1(c) . Thus far the transformation S is equivalent to the blocking transformation W depicted in Fig. 1(a) , aside from lacking isometric constraints. The key difference, however, now comes with how the tensors in S are chosen. As before, we desire that the approximation to an initial state |ψ ∈ L should be recoverable from the coarse-grained state |ψ IDR = S|ψ , but now we allow the fine-graining transformation to be entirely distinct from S, rather than simply its conjugate. More precisely, we include unitary gates in the fine-graining transformation such that it mimics the structure of ER; the recovered state is thus defined as
The tensors in S, W and U should be optimised to maximise the fidelity,
where the normalization φ IDR |φ IDR has been included in the denominator since the tensors in S, which are unconstrained, can change the norm of |φ IDR arbitrarily. Notice that, if the fidelity in Eq. 6 was unity, it would imply that the coarse-graining implemented by S was equivalent to one implemented by ER, i.e. that |ψ IDR = S|ψ = W U |ψ . Thus the key difference between a blocking transformation W and one based upon implicit disentangling S can be understood: each isometry in the blocking W must retain all degrees of freedom that are entangled outside of the block, while with implicit disentangling the tensors in S can truncate entangled degrees of freedom, and hence reduce the entanglement between blocks, provided that the entanglement can be restored by the fine-graining transformation. However it should be realised that IDR does not lead to a new variational ansatz for quantum states, as the finegraining transformation of IDR is still equivalent to that of ER, and hence describes a multi-scale entanglement renormalization ansatz (MERA) [19] , see Sect. C of the supplementary material for further details. Example: finite spin-chain.-As a first test of implicit disentangling we study the ground state of the quantum critical Ising model, Hamiltonian H = r (Z r − X r X r+1 ) with Z and X as Pauli matrices, on a periodic system of N = 24 sites, which has been obtained through exact diagonalization. Before starting, we perform a preliminary blocking of every 3 spins into a single site of local dimension d = 8, and then work with the ground state |ψ on the (blocked) lattice L of 8 sites.
In order to compare the performance of the different RG schemes, we coarse-grain two neighbouring blocks B L and B R from L, each of 2 sites, into effective sites of dimension χ = 8 (which have been truncated from the initial dimension of d 2 = 64). In the blocking scheme, two isometries are used to obtain the coarse-grained state, Fig. 2 (a), while with ER a 2-site disentangler u is enacted between the blocks before the isometries, such that the coarse-grained state is |ψ ER = (w L ⊗ w R ) u|ψ , see Fig. 2(b) . With IDR the coarse-graining is implemented by tensors s L and s R which act locally within B L and B R respectively, Fig. 2 (c). The states recovered by fine-graining are
In all three cases, the tensors comprising the transformations are optimised by maximising the fidelity of the recovered states with the initial state |ψ , see Sect. B of the supplementary material for additional details. The results, shown in Table. I, demonstrate the validity of implicit disentangling. Namely, we find that (i) the coarsegrained state resulting from implicit disentangling |ψ IDR exhibits the same reduction in entanglement entropy for the half-chain as that obtained with entanglement renormalization |ψ ER , and (ii) that the accuracy of IDR, measured by the fidelity with which the initial state can be recovered from the coarser state, closely matches that of ER.
Example: infinite spin-chain.-As a second test of IDR we study an infinite system at criticality with the goal of demonstrating, as has been well established with ER [1, [12] [13] [14] , that IDR can achieve a sustainable RG flow (i.e. maintain a small truncation error over repeated RG steps) and can also capture scale-invariance [8] [9] [10] [11] . In particular we address the ground state of the quantum critical Ising model in the thermodynamic limit, which is obtained using iTEBD [20, 21] to optimise a matrix product state (MPS) [22, 23] of bond dimension χ = 100 to within a relative energy error of δE < 10 −10 . Before starting we perform a preliminary blocking of every 4 spins into a single site, obtaining an MPS |ψ of local dimension d = 16, which is then brought into cannonical form. This MPS has a 2-site unit cell consisting of alternating tensors A and B, interspersed with index weights σ AB and σ BA , as depicted in Fig. 3(a) .
The first step of the IDR iteration is to optimise the fidelity between the initial state |ψ and the recovered state |φ = U † W † S|ψ . Here we repeat the unit cell from the previous example, taking
⊗∞ , and W = (w L ⊗ w R ) ⊗∞ . Notice that this implementation uses half the number of unitaries in U as originally depicted in Fig. 1(b) , such that the fine-graining transformation relates to a modified binary MERA [10] as opposed to a standard binary MERA [19] . This is done in order to simplify the optimisation; in particular the tensors {s L , s R , w L , w R , u} can be optimised by maximizing the fidelity of a 4-site segment |ψ of the MPS with the transformed state |φ , see Fig. 3(a) and Sect. B of the supplementary material for details. The MPS is coarse-grained using the optimised tensors s L and s R , see Fig. 3(b) , to obtain a coarser (2-site unit cell) MPS. The iteration of IDR is repeated many times, while maintaining a local dimension of χ = 16 at each RG step, thus generating a sequence of increasingly coarse-grained MPS.
The results comparing the coarse-graining with IDR against a standard blocking transformation are shown in Fig. 4 . As expected the blocking transformation breaks down after repeated RG steps, incurring successively larger truncation errors ε B , due to the growth in local entanglement S one B with each RG step. In contrast the transformation from IDR is sustainable over repeated iterations, without significant increase in truncation error ε IDR , due to the proper removal of short-ranged entanglement at each RG step as evidenced by a steady one-site entropy S one IDR . Indeed we find that scale-invariance is fully realized with IDR; after z = 4 initial RG steps the state becomes locally invariant [26] with respect to the RG iteration, such that the tensors {s L , s R , w L , w R , u} obtained in one RG iteration are identical to those obtained in the previous iteration up to very small errors [27] . It follows that the isometries w L , w R and unitaries u optimised with IDR define a scale-invariant MERA [8] [9] [10] [11] [12] for the critical ground state. This MERA is found to have a relative energy error of δE < 2.4 × 10 −8 , close to the energy error δE < 1.1 × 10 −8 of an equivalent χ = 16 MERA obtained through variational energy minimization [8] , further evidencing the validity of implicit disentangling. Finally, as demonstrated in Sect. C of the supplementary material, the conformal data extracted from this MERA is seen to accurately reproduce the Ising CFT [28, 29] , confirming that IDR is properly capturing the scale-invariant fixed point.
Discussion.-The proposed method of implicit disentangling, which removes entanglement between blocks in a quantum state using local operators within each block, is seen to match the performance of unitary disentangling for quantum ground states. This is quite remarkable; while it is possible to construct examples where both methods of disentangling are exactly equivalent in their result, there are also counterexamples in which unitary disentangling is clearly more powerful (see Sect. A of the supplementary material). Indeed, the success of implicit disentangling may offer greater insight into the nature of entanglement in ground states in general.
Given that IDR inherits much of the simplicity of a blocking transformation, while still retaining the disentangling power of ER, it has many useful applications to tensor network algorithms. Here we outline just a few. Already demonstrated is a simple algorithm to translate an MPS into a MERA from which, if the MPS approximates the ground state of a critical system, the conformal data can be easily extracted. A distinct advantage of IDR over ER is that the form of the MPS is maintained under coarse-graining, as seen in Fig. 3(b) , whereas ER would require re-truncation of the MPS at every step. This algorithm could also be generalised to higher dimension, where it may be useful to contract PEPS [30] [31] [32] . In particular, whereas previous methods for contracting a PEPS |ψ involve contracting ψ|ψ and thus squaring virtual dimension, the method with IDR would be applied to the state |ψ directly, potentially leading to significant computational gains. In contrast, it is not even known how ER could be applied to coarse-grain a PEPS, due to the difficulty recovering the form of the PEPS after applying a unitary disentangler to a 2 × 2 plaquette, as discussed further in Sect. D of the supplementary material. Another application of IDR would be towards tensor network renormalization (TNR) [33] [34] [35] [36] methods. As argued in Sect. D of the supplementary material, TNR algorithms can be simplified and their computational cost reduced by incorporating implicit disentangling. Moreover, the use of implicit disentangling could make TNR for 3D tensor networks, necessary for the study of 2D quantum systems, significantly more viable by allowing the structure of the network to be preserved under disentangling.
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SUPPLEMENTAL MATERIAL SECTION A: EXAMPLES OF IMPLICIT DISENTANGLING
In this section we explore implicit disentangling in the context of toy models, providing one example where the effect of unitary disentangling can be exactly reproduced and one example where it can not. Let L be a 1D lattice where each site is described by a pair of qubits, and consider the quantum state |ψ ∈ L where one qubit from each site is in an entangled state,
(|00 + |11 ), with the site to the left and the other qubit is in an equivalent entangled state with the site to the right, see also Fig. 5(a) . Using the ideas of entanglement renormalization, the state |ψ can be fully disentangled (between a left/right partition) via an isometric disentangler u ijkl with indices i, j ∈ {1, 2} and k, l ∈ {1, 2, 3, 4}, that is defined,
see also Fig. 5(g ). Here we use a double index notation such that k = (k 1 k 2 ) has the meaning k = k 1 + 2(k 2 − 1), where the single index runs over values k 1 , k 2 ∈ {1, 2}. The coarse-grained state |ψ ER = u|ψ is now disentangled between the sites which u was acted upon, see Fig.  5 (b), whilst the fine-graining |φ ER = u † |ψ ER = u † u|ψ still exactly recovers the initial state |ψ , see Fig. 5(c) . We now demonstrate that the same disentangling of |ψ can be achieved via implicit disentangling. Tensors (s L ) ij and (s R ) ij , with indices i ∈ {1, 2} and j ∈ {1, 2, 3, 4}, are defined,
where the double index notation has been used, see also Fig. 5(h) . The coarse-grained state |ψ IDR = (s L ⊗s R )|ψ is now seen to exactly match that obtained through unitary disentangling |ψ ER , as depicted in Fig. 5(e) , although the mechanism with which the entanglement was removed is very different. With implicit disentangling, the qubits that were entangled across the partition are individually truncated from the state via the tensors (s L ) ij and (s R ) ij . However the fine-graining
|ψ again exactly recovers the initial state |ψ , see Fig. 5(e) .
We now provide an example where the effect of unitary disentangling cannot be reproduced using implicit disentangling. Let L be a 1D lattice where each site is described by a pair of qubits, and consider the quantum state |ψ ∈ L where one qubit from each site is in an entangled state,
(|00 + |11 ), with next-nearest site to the left and one with the next-nearest site to the right, see also Fig. 6(a) . The state |ψ can be fully disentangled (between a left/right partition) via a unitary disentangler u ijkl with indices i, j, k, l ∈ {1, 2, 3, 4} that is defined,
see also Fig. 6(f) , where we again use a double index notation such that i = (i 1 i 2 ) has the meaning i = i 1 + 2(i 2 − 1). Notice that the coarse-grained state |ψ ER = u|ψ is now disentangled across a leftright partition, see Fig. 6(b) , whilst the fine-graining |φ ER = u † |ψ ER = u † u|ψ still exactly recovers the initial state |ψ , see Fig. 6(c) . However, in this case it is clear that this disentangling cannot be reproduced implicitly by a product of local operators, (s L ⊗ s R ), that act on the same region as u. More precisely, although we can define the tensors,
such that the state |ψ IDR = (s L ⊗ s R )|ψ is fully disentangled across the partition, see also Fig. 6 (e), there does not exist an isometry u (acting on the output sites of s L and s R ) that can restore the initial state as u † |ψ IDR . However, an isometry u with support on four sites, including the output sites of s L and s R and their neighbouring sites, could restore the initial state |ψ . 
SECTION B: OPTIMISATION FOR IMPLICIT DISENTANGLING
In this section we provide additional details for how the tensors defining an iteration of IDR can be optimised. Let L denote a 1D dimensional lattice where each site is described by a Hilbert space V of finite dimension d. We consider two tensors s L and s R that each map a pair of sites in L to an effective site of dimension χ ≤ d 2 ,
with V the Hilbert space of an effective site. Similarly we consider a pair of isometries w L and w R that also map a pair of sites in L to an effective site
which are constrained such that w L w † L = I and w R w † R = I , with I the identity operator on V . Finally we consider a unitary u acting on a pair of sites in L,
which is constrained such that uu † = I ⊗ I. Let us define the recovered state,
see also Fig. 7(a) . Our goal is to optimise the tensors {s L , s R , w L , w R , u} in order to maximise the fidelity between the initial and recovered state,
where the normalization term φ|φ in the denominator is necessary as the tensors s L and s R are unconstrained fidelity F (ψ, φ) , see Eq. 15, expressed in terms of sL and its environments. (i) The fidelity is maximised by updating the tensor sL →sL.
(such that they can change the norm of |φ arbitrarily). Notice that both φ|ψ and φ|φ can be expressed as a finite tensor network in terms of the four-site reduced density matrix ρ on which they act, see Fig. 7(b) and Fig. 7(c) respectively. In order to optimise the fidelity of Eq. 15 we use an iterative update strategy, where single tensors are updated while the rest are held fixed. We begin by discussing how the tensors s L and s R associated to the implicit disentangling are updated. Let us define Γs L as the environment of s L from ψ|φ , see Fig. 7(d) , and similarly define Ωs L as the environment generated by removing both (s L , s † L ) from φ|φ , see Fig. 7(e) . Then the fidelity may be expressed as,
see also Fig. 7 (h), which we recognize as a generalized eigenvalue problem for s L , i.e. a maximization for vector x of the form (xAx † )/(xBx † ). It can then be shown that the dominant (generalised) eigenvectors L of Eq. 16 is given as,s
with Ω −1 as the matrix inverse of Ω, see also Fig. 7 (i). Note that, in practice, one should use the pseudoinverse of Ω to avoid the problem of zero eigenvalues. The same optimization strategy is also used for the update of s R .
We now discuss how the isometries w L , w R and unitary u can be optimised. Firstly, since the normalization φ|φ of state |φ is independent of these tensors, as seen in Fig.  7(c) , it follows that the fidelity in Eq. 16 is maximised by simply maximizing the scalar product ψ|φ . Here one may use the standard optimization method of ER for isometric/unitary tensors [12] , based on the singular value decomposition (SVD) of their environment. For instance, in order to update the unitary u one would first compute the environment Γ u from ψ|φ as depicted in Fig. 7(g) , and then take the SVD of the environment,
with V 1 and V 2 as unitary matrices and S as the diagonal matrix of singular values. The updated tensorũ is then chosen as,ũ
SECTION C: MERA FROM IMPLICIT DISENTANGLING
In this section we further detail how a MERA approximation to an initial state |ψ 0 is generated using IDR. Furthermore we demonstrate that the MERA obtained from an MPS approximation to the ground state of the quantum critical Ising model, as discussed in the main text, accurately reproduces the critical data characterizing the Ising CFT. are many different patterns with which one can organise the blocks and unitaries, which result in different forms of MERA. Here, as in the main text, we focus on the pattern formed from the unit cell depicted in Fig. 7 (a) which gives a modified binary MERA [8] . Let us consider a quantum state |ψ 0 on a lattice of N = 16 sites, and imagine a sequence of coarser states has been generated from z = 3 iterations of IDR,
where |ψ z = S z |ψ z−1 is a state on a lattice L z of N z = 2 4−z sites. As previously discussed, each iteration is optimised such that such that
which further implies that,
see also Fig. 8(a) . It follows that the coarse-grained state |ψ 3 , which is defined on a lattice L 3 of N 3 = 2 sites, in conjunction with the unitary U z and isometric W z layers constitute a MERA approximation to the ground-state,
see Fig. 8(b-c) .
In the main text, an MPS approximation to the ground-state of the critical Ising model on an infinite lattice was coarse-grained using IDR of bond dimension χ = 16. After z = 4 initial coarse-graining iterations a scale-invariant fixed point was reached, such that the subsequent layers of the transformation were approximately equal to the previous ones, i.e such that S z+1 ≈ S z for z > 4. Thus a (modified binary) scale-invariant MERA approximation to the ground-state of the infinite critical Ising model is obtained, with {U 1 , W 1 , U 2 , W 2 , U 3 , W 3 } as the transitional layers, and {U 4 , W 4 } as the scaleinvariant layer. The relative error in the energy of this MERA was evaluated at δE = 2.4 × 10 −8 , which is very close to the relative error δE = 1.1 × 10 −8 of a χ = 16 MERA obtained through variational energy minimization [8] . One can extract the conformal data of the Ising CFT from this MERA using standard techniques [8] [9] [10] , involving diagonalizing the scaling superoperators associated to the scale-invariant layer. The results, again found to be of comparable accuracy to a χ = 16 MERA obtained through variational energy minimization, are shown in Fig. 9 and Table II for the scaling dimensions,  while Table III 
SECTION D: APPLICATIONS OF IMPLICIT DISENTANGLING
In this section we further detail some of the potential applications of IDR as a coarse-graining transformation for quantum states.
Already demonstrated in the main text is an algorithm for coarse-graining a quantum state described by a MPS, which could be straight-forwardly extended to higher spatial dimension for the coarse-graining of a PEPS [30] [31] [32] . In this setting a major advantage of a coarse-graining transformation based on implicit disentangling over one based on unitary disentangling is apparent. If one were to try to employ ER, i.e. use unitary disentangling, to coarse-grain a PEPS, then it is not known how to recover the PEPS structure after applying a unitary disentangler u to a 2 × 2 plaquette, see Fig. 10(a) . However, the PEPS structure is maintained by default when the equivalent disentangling is performed implicitly, as depicted in Fig. 10(b) . We imagine than an algorithm for coarse-graining a PEPS using IDR could be useful in two different ways: (i) to evaluate data from an optimised PEPS, or (ii) to contract a PEPS as part of an optimization algorithm. In regards to the first application, this method could potentially allow more efficient evaluation of local expectation values, as the coarse-graining is applied to the PEPS state |ψ directly, whereas previous methods involve contracting ψ|ψ and thus squaring virtual dimension of the PEPS. It could be also applied to extract the conformal data of a PEPS that has been optimised for the ground state of a critical system, using the same approach as described in Sect. C of the supplementary material, which has not been demonstrated to be possible using any previous approach. In regards to the second application, we propose that IDR could be used to compute the local environments needed for the truncation step of iTEBD [32] .
Another potential application of IDR could be towards tensor network renormalization (TNR) [33] [34] [35] [36] algorithms. A sketch of how implicit disentangling can be incorporated into TNR for 2D tensor networks, which can be applied to study 2D classical systems or 1D quantum systems, is presented in Fig. 11 . Here the key difference from the standard TNR is that while unitary tensors u are still optimised during the coarse-graining transformation, as in Fig. 10(a) , they are not used in the actual coarse-graining of the tensor network, depicted in Fig.  10(c) , as they cancel out. This has the benefit of not only simplifying the overall TNR algorithm, by allowing each iteration to be accomplished with fewer steps, but also of reducing the computational cost. The tensor contractions in Fig. 10 the standard algorithm [36] which scales as O(χ 6 ). The optimization of the tensors necessary for the implicit disentangling, shown in Fig. 10(a) , can also be accomplished in O(χ 5 ) cost by using similar tricks as explained in Ref. [36] , but we do not elaborate further here. It is important to note that the version of TNR based on implicit disentangling still produces a MERA (with proper isometric and unitary constraints) from a Euclidean path integral. As with the previous TNR algorithm [34] , when applied to coarse-grain a tensor network with an open boundary, the unitaries u and isometries y on the boundary no longer cancel and instead constitue a MERA. This contrasts with other recently proposed renormalization schemes for tensor networks [37, 38] , which achieve scaleinvariance but do not produce MERA with unitary and isometric constraints.
The use of implicit disentangling is also likely to vastly improve efforts to implement the TNR approach for 3D tensor networks, which could be applied to study 3D classical or 2D quantum systems. In particular, if the action of a unitary disentangler applied to a 2 × 2 plaquette could be replicated by local operators using implicit disentangling, similar to the scenario depicted in Fig. 10 , then the cubic lattice structure of the network would be automatically preserved. Thus, if this disentangling technique were paired with the same blocking strategies previously employed in the higher-order tensor renormalization group (HOTRG) [39] [40] [41] , it may be possible to implement TNR for 3D lattices with only a modest increase in algorithmic and computational complexity over standard HOTRG. This remains an interesting avenue for future work.
