We show how a quantum computer can be employed to elucidate reaction mechanisms in complex chemical systems, using the open problem of biological nitrogen fixation in nitrogenase as an example. We discuss how quantum computers can augment classical-computer simulations for such problems, to significantly increase their accuracy and enable hitherto intractable simulations. Detailed resource estimates show that, even when taking into account the substantial overhead of quantum error correction, and the need to compile into discrete gate sets, the necessary computations can be performed in reasonable time on small quantum computers. This demonstrates that quantum computers will realistically be able to tackle important problems in chemistry that are both scientifically and economically significant.
We show how a quantum computer can be employed to elucidate reaction mechanisms in complex chemical systems, using the open problem of biological nitrogen fixation in nitrogenase as an example. We discuss how quantum computers can augment classical-computer simulations for such problems, to significantly increase their accuracy and enable hitherto intractable simulations. Detailed resource estimates show that, even when taking into account the substantial overhead of quantum error correction, and the need to compile into discrete gate sets, the necessary computations can be performed in reasonable time on small quantum computers. This demonstrates that quantum computers will realistically be able to tackle important problems in chemistry that are both scientifically and economically significant.
Chemical reaction mechanisms are networks of molecular structures representing short-or long-lived intermediates connected by transition structures. At its core, this surface is determined by the nuclear coordinate dependent electronic energy, i.e., by the Born-Oppenheimer surface, which can be supplemented by nuclear-motion corrections. The relative energies of all stable structures on this surface determine the relative thermodynamical stability. Differences of the energies of these local minima to those of the connecting transition strucures determine the rates of interconversion, i.e., the chemical kinetics of the process. Reaction rates depend on rate constants that are evaluated from these latter energy differences entering the argument of exponential functions. Hence, very accurate energies are required for the reliable evaluation of the rate constants.
The detailed understanding and prediction of complex reaction mechanisms such as transition-metal catalyzed chemical transformations therefore requires highly accurate electronic structure methods. However, the electron correlation problem remains, despite decades of progress [1] , one of the most vexing problems in quantum chemistry. While approximate approaches, such as density functional theory [2] , are very popular and have successfully been applied to all kinds of correlated electronic structures, their accuracy is too low for truly reliable quantitative predictions (see, e.g., Refs. [3, 4] ). On classical computers, molecules with much less than a hundred strongly correlated electrons are already out of reach for systematically improvable ab initio methods that could achieve the required accuracy.
The apparent intractability of accurate simulations for such quantum systems led Richard Feynmann to propose quantum computers (see Appendix A for a brief review of quantum computing). The promise of exponential speedups for quantum simulation on quantum computers was first investigated by Lloyd [5] and Zalka [6] and was directly applied to quantum chemistry by Lidar, AspuruGuzik and others [7] [8] [9] [10] [11] . Quantum chemistry simulation has remained an active area within quantum algorithm development, with ever more sophisticated methods being employed to reduce the costs of quantum chemistry simulation [12] [13] [14] [15] [16] [17] [18] [19] [20] .
The promise of exponential speedups for the electronic structure problem has led many to suspect that quantum computers will one day revolutionize chemistry and materials science. However, a number of important questions remain. Not the least of these is the question of how exactly to use a quantum computer to solve an important problem in chemistry. The inability to point to a clear use case complete with resource and cost estimates is a major drawback; after all, even an exponential speedup may not lead to a useful algorithm if a typical, practical application requires an amount of time and memory so large that it would still be beyond the reach of even a quantum computer.
Here, we demonstrate for an important prototypical chemical system how a quantum computer would be used in practice to address an open problem and to estimate how large and how fast a quantum computer would have to be to perform such calculations within a reasonable amount of time. This sets a target for the type and size of quantum device that we would like to emerge from existing research and further gives confidence that quantum simulation will be able to provide answers to problems that are both scientifically and economically impactful.
The chemical process that we consider in this work is that of biological nitrogen fixation by the enzyme nitrogenase [22] . This enzyme accomplishes the remarkable transformation of turning a dinitrogen molecule into two ammonia molecules (and one dihydrogen molecule) under ambient conditions. Whereas the industrial HaberBosch catalyst requires high temperatures and pressures and is therefore energy intensive, the active site of Modependent nitrogenase, the iron molybdenum cofactor (FeMoco) [23, 24] , can split the dinitrogen triple bond at room temperature and standard pressure. Mo-dependent nitrogenase consists of two subunits, the Fe protein, a homodimer, and the MoFe protein, an α 2 β 2 tetramer. and the FeMoco buried in this protein on the right. Despite the importance of this process for fertilizer production that makes nitrogen from air accessible to plants, the mechanism of nitrogen fixation at FeMoco is not known. Experiment has not yet been able to provide sufficient details on the chemical mechanism and theoretical attempts are hampered by intrinsic methodological limitations of traditional quantum chemical methods. Nitrogen fixation also turned out to be a true challenge for synthetic approaches and only three homogeneous catalysts working under ambient conditions have been discovered so far [25] [26] [27] . All of them decompose under reaction conditions as highlighted by an embarassingly low turnover number of less than a dozen.
I. QUANTUM CHEMICAL METHODS FOR MECHANISTIC STUDIES Standard concepts
At the heart of any chemical process is its mechanism, the elucidation of which requires the identification of all relevant stable intermediates and transition states and the calculation of their properties. The latter allow for experimental verification, whereas energies associated with these structures provide access to thermodynamic stability and kinetic accessibility. In general, a multitude of charge and spin states need to be explicitly calculated in search for the relevant ones that make the whole chemical process viable. This can lead to thousands of elementary reaction steps [28] whose reaction energies must be reliably calculated.
In the case of nitrogenase, numerous protonated intermediates of dinitrogen-coordinating FeMoco and subsequently reduced intermediates in different charge and spin states are feasible and must be assessed with respect to their relative energy. Especially kinetic modelling poses tight limits on the accuracy of activation energies entering the argument of exponentials in rate expressions.
Although most chemical processes are local and therefore involve only a rather small number of atoms (usually one or two bonds are broken or formed at a time), they can be modulated by environmental effects (e.g., a protein matrix or a solvent). For the consideration of such environment effects, many different embedding methods [29] [30] [31] [32] [33] are available. They incorporate environment terms, ranging from classical electrostatics to full quantum descriptions, into the Hamiltonian to be diagonalized.
For
nitrogenase, an electrostatic quantummechanical/molecular-mechanical (QM/MM) model that captures the embedding of FeMoco into the protein pocket of nitrogenase can properly account for the energy modulation of the chemical transformation steps at FeMoco.
Accordingly, we consider a structural model for the active site of nitrogenase ( Fig. 1 left) carrying only models of the anchoring groups of the protein, which represents a suitable QM part in such calculations. To study this bare model is no limitation as it does not at all affect our feasibility analysis (because electrostatic QM/MM embedding does not affect the number of orbitals considered for the wave function construction). We carried out (full) molecular structure optimizations with density functional theory (DFT) methods of this FeMoco model in different charge and spin states in order to not base our analysis on a single electronic structure. While our FeMoco model describes the resting state, binding of a small molecule such as dinitrogen, dihydrogen, diazene, or ammonia will not decisively increase or reduce the complexity of its electronic structure. See Appendix H for more details. A four-index transformation from the atomic orbital to the molecular basis produces all integrals required for the second-quantized Hamiltonian. Once the quantum computer produces the (ground-state) energy of this Hamiltonian, it can be supplemented by corrections that consider nuclear motion effects to yield enthalpic and entropic quantities at a given temperature according to standard protocols (e.g., from DFT calculations). The temperature-corrected energy differences between stable intermediates and transition structures then enter rate expressions for kinetic modeling. For complex chemical mechanisms, this modeling might point to the exploration of additional structures.
Elucidating reaction mechanisms
Understanding a complex chemical mechanism requires the exploration of a potential energy landscape that results from the Born-Oppenheimer approximation. This approximation assigns an electronic energy to every molecular structure. The accurate calculation of this energy is the pivotal challenge, here considered by quantum computing. Characteristic molecular structures are optimized to provide local minimum structures indicating stable intermediates and first-order saddle points representing transition structures. The electronic energy differences for elementary steps that connect two minima through a transition structure enter expressions for rate constants by virtue of Eyring's absolute rate theory (ART) which is a detailed quantum-and statisticalmechanical interpretation of the phenomenological rate expression by Arrhenius. Although more information on the potential energy surface as well as dynamic and quantum effects may be taken into account, ART is accurate even for large molecular systems such as enzymes [34, 35] . These rate constants then enter a kinetic description of all elementary steps that ultimately provide a complete picture of the chemical mechanism under consideration.
Exact diagonalization methods in chemistry
If the frontier orbital region around the Fermi level of a given molecular structure is dense, as is the case in π-conjugated molecules and open-shell transition metal complexes, then so-called strong static electron correlation plays a decisive role already in the ground state. This is even more pronounced for electronically excited states relevant in photophysical and photochemical processes such as light harvesting for clean energy applications.
Such situations require multiconfigurational methods of which the complete-activespace self-consistent-field (CASSCF) approach has been established as a well-defined model that also serves as the basis for more advanced approaches [36] .
CAS-type approaches require the selection of orbitals for the CAS, usually from those around the Fermi energy. This CAS selection is an art that, however, may be automatized [37, 38] . While CAS-type methods well account for static electron correlation, the remaining dynamic correlation is decisive for quantitative results. A remaining major drawback of exact-diagonalization schemes therefore is to include the contribution of all neglected virtual orbitals.
CASSCF is traditionally implemented as an exact diagonalization method, which limits its applicability to 18 electrons in 18 (spatial) orbitals because of the steep scaling of many-electron basis states with the number of electrons and orbitals [39] . The polynomially scaling density matrix renormalization group (DMRG) algorithm [40] can push this limit to about 100 spatial orbitals. This, however, also comes at the cost of an iterative procedure whose convergence for strongly correlated molecules is, due to the matrix product state representation of the electronic wave function, neither easy to achieve nor is it guaranteed. The groundstate energies output by quantum computer simulations are not affected by these issues, but present other accuracy considerations that we quantify below.
Ways quantum computers will help solve these problems
As long as molecular structure optimizations cannot be efficiently implemented on a quantum computer, this task can be accomplished with standard DFT approaches. DFT optimized molecular structures are in general reliable, even if the corresponding energies are affected by large uncontrollable errors. The latter problem can then be solved by a quantum computer that implements a multi-configurational (CAS-CI) wave function model to access truly large active orbital spaces. The orbitals for this model do not necessarily need to be optimized as natural orbitals can be taken from an unrestricted Hartree-Fock [41] or small-CAS CASSCF calculation. Clearly, the missing dynamic correlation needs to be implemented. This can be done in a 'perturbthen-digonalize' fashion before the quantum computations start or in a 'diagonalize-then-perturb' fashion, where the quantum computer is used to produce the higher-order reduced density matrices required. The former approach, i.e., built-in dynamic electron correlation, is considerably more advantageous as no wave-functionderived quantities need to be calculated. One option for this approach is, for example, to consider dynamic correlation through DFT that avoids any double counting effects by virtue of range separation as has already been successfully studied for CASSCF and DMRG [42, 43] . Fig. 2 presents a flowchart that describes the steps of a quantum-computer assisted chemical mechanism exploration. Moreover, the quantum computer results can be used for the validation and improvement of parametrized approaches such as DFT in order to improve on the latter for the massive pre-screening of structures and energies.
II. QUANTUM SIMULATION OF QUANTUM CHEMICAL SYSTEMS
From among a number of different approaches to determine energies of ground states on a quantum computer [13, 44] , we focus on quantum phase estimation (QPE). If we take the time evolution of an eigenstate to be e −iHt |n = e −iEnt |n then the task of QPE is to learn the phase φ = E n t in a manner analogous to a MachZehnder interferometer. If QPE is applied to a trial state that is a superposition of eigenvectors, it collapses the state to one of the eigenstates and will collapse it to the ground state with high probability if the trial state has a large overlap with the ground state. See Appendix F for a discussion of state preparation approaches in quantum simulation.
In practice, e −iHt must be decomposed in QPE into elementary operations. There are several methods known for achieving this [45] [46] [47] ; here we focus on the Trotter-Suzuki (TS) decompositions and specifically the second-order TS formula, which for the second-quantized Coulomb Hamiltonian takes the form
In the limit r → ∞ this approximation becomes exact. Well-known methods exist for implementing each e −iHj t/2r arising in a second-quantized formulation using a sequence of elementary gates and single-qubit rotations [11] . These rotations dominate the cost of the quantum simulation.
Circuit synthesis and quantum error correction
While existing estimates of the costs of quantum simulation have taken these rotations to be intrinsic quantum operations, doing so belies the cost of performing the computation fault tolerantly. To achieve reliable results, fault tolerant implementation of the algorithm is crucial. Fault tolerance is achieved by encoding a single logical qubit in a number of physical qubits with a quantum error-correcting code, such as the surface code [48] . This redundancy protects the logical qubit against decoherence and other experimental imperfections.
Quantum error correction cannot directly protect any arbitrary quantum operation, such as arbitrary rotations. Fortunately, however, it can protect a discrete set of gates, from which any continuous quantum operation can be approximated to within arbitrarily small error [49] .
Approximation takes two steps. First the exponentials in the Trotter formula are decomposed into singlequbit rotations and so-called Clifford gates. In the surface code, which we consider here, Clifford gates can be implemented fault tolerantly. The single-qubit rotations, however, require approximation by a discrete set of gates consisting of Clifford operations and at least one nonClifford operation, usually taken to be the T gate, a rotation by π/8 about the z-axis. Each T gate requires a procedure called magic state distillation, which consumes a host of noisy quantum states to output a single accurate magic state. The magic state is then used to teleport a T gate into the computation [50] . The space and time overheads of state distillation render it by far the most costly aspect of quantum error correction, leading to a large multiplicative overhead for each single-qubit rotation. The number of T gates therefore typically dominates the cost when implementing a fault tolerant algorithm.
III. RESOURCE ESTIMATES
We now show that the resources required to elucidate reaction mechanisms on quantum computers not only scale polynomially, but also that the calculations are feasible on a relatively small quantum computer in reasonable time. These resource estimates are based on extrapolations from the costs found from simulations of smaller molecules (for loose upper bounds see Appendix C) and focus on two protoypical structures of FeMoco that are typical of the complexity of those that naturally would arise when probing the potential energy landscape of the complex to find the reaction rates. Our work differs from previous studies in that we not only look at an important target for simulation but we also examine it within a basis set that is reasonable match for the target accuracy required (see Appendix J). We first estimate the runtime of the computation assuming a quantum computer can perform a logical T gate every 10 ns, Clifford circuits require negligible time and that a good trial state for the ground state is available. We then determine the cost of performing this simulation fault tolerantly using the surface code, such that each physical gate takes 10 ns.
For chemical significance, we aim to compute the energies with a total error of at most 0.1 mHartree, adding up all sources of systematic and statistical error (see Appendix E). These errors include the error in phase estimation, the error in the Trotter-Suzuki deocomposition and errors from decomposing the Trotter-Suzuki approximation into H and T gates. We then optimize over these three costs to find the most efficient way to divide the error budget up over these three sources. We also consider a larger error of 1 mHartree that would still put our approach into the accuracy range of standard stateof-the-art quantum chemical methods for simple (mononuclear) transition metal complexes.
Three concrete implementations of the quantum algorithm are considered here. In the first approach, called Serial, the single-qubit rotations are constrained to occur serially. In a second approach, called Nesting, Hamiltonian terms that affect disjoint sets of spin orbitals are executed in parallel, which substantially reduces the runtime of the calculations. In the third approach, programmable ancilla rotations (PAR), rotations are cached in qubits, which are then teleported into the circuit as needed [12] . For each approach, the overall cost is found by decomposing the rotations into Clifford and T gates using [51] for the serial case and [52] in the other two cases. The costs at a logical level, shown in Table I for simulation of two different structures of FeMoco in different charge and spin states (see Appendix J for details) are within reach of a small scale quantum computer. If all gates are executed in series then we estimate that the simulation will complete in under a year and use a small number of logical qubits. PAR can reduce the time required to several days at the price of requiring nearly 20 times as many logical qubits. Nesting gives a reasonable tradeoff between the two and may be the preferred approach. Finally, if we focus on learning qualitatively accurate reaction rates then the costs drop by roughly a factor of 10 in all examples. Further details can be found in the appendix.
Resource requirements with quantum error correction
We next add the overheads required to perform the simulation fault tolerantly and summarize the costs incurred by performing the simulation of structure 1 using the surface code in Table VI . The underlying resource calculations follow [48] . These costs naturally depend on the physical error rates assumed in the hardware, and we consider three cases that correspond to (a) a near-term error rate of 10 −3 , (b) an error rate of 10 −6 that might one day be feasible in superconducting qubits, but is expected early on for topological quantum bits [53] and (c) an error rate of 10 −9 that may be achievable for topological quantum computers.
Rather than focusing solely on the number of physical qubits we consider a fine-grained modular architecture for a quantum computer, sketched in Fig. 3 , consisting of a classical supercomputer interfacing with a quantum computer that consists of a main quantum processor and dedicated separate T factories and rotation factories to produce T gates and to synthesize rotations, respectively. Only the main quantum processor is a general purpose device, while the other factories are special purpose hardware that is expected to be easier to construct.
We first observe in of a hundred, which translates into tens of thousands to millions of physical qubits -which is challenging but not out of reach for early devices. Most of the qubits are used in the T factories, which each need even fewer physical qubits than the main quantum processor. Even the number of T factories needed to perform the serial calculation is reasonable, with only 202 such factories required in this case for an error rate of 10 −3 , and fewer for better qubits. After factoring in the number of qubits needed per T factory, we arrive at the conclusion that only 10 5 to 10 6 physical qubits are needed for the 10 −6 and 10 −9 error rates. If we consider the parallelizing with the PAR approach then these costs become much more daunting. The number of T factories required increases by a factor of roughly 1000 although the number of qubits required in each factory remains comparable. This explosion is due to the fact that PAR perform about one thousand times as many rotations as the serial code. The costs required by the nesting approach, on the other hand, are much more modest and lead to only an order of magnitude increase in the number of qubits with a comparable reduction in runtimes.
At low error rates, the total number of qubits required in both the serial and nested cases are of the order of a million, which could even be envisioned as a single quantum processor. The case of 10 −3 errors or the PAR approach require hundreds of millions to nearly a trillion physical qubits, which seems more daunting. However, considering a modular design where each factory requires about one million physical qubits this is nevertheless certainly within the realm of possibility for future generations of quantum devices and the potential economic benefits of solving chemical catalysis problems of industrial importance may offset the cost.
IV. DISCUSSION
While at present a quantitative understanding of chemical processes involving complex open-shell species such as FeMoco in biological nitrogen fixation remains beyond the capability of classical-computer simulations, our work shows that quantum computers used as accelerators to classical computers could be used to elucidate this mechanism using a manageable amount of memory and time. In this context a quantum computer would be used to obtain, validate, or correct the energies of intermediates and transition states and thus give accurate activation energies for various transitions.
We note that the required quantum computing resources are comparable to that needed for Shor's factoring algorithm for interesting 4096 bit numbers; both in terms of number of gates and also physical qubits [48] . The complexity of these simulations is thus typical of that required for other targets for quantum computing.
We also observe that the resources required depend sensitively on gate error rates. Therefore robust qubits, such as topologically protected qubits [53] , may be invaluable for using a quantum computer to elucidate reaction mechanisms for important chemical processes such as the mode of action of nitrogenase.
Chemical reactions that involve strongly correlated species that are hard to describe by traditional multiconfiguration approaches are not just limited to nitrogen fixation: they are ubiquitous. They range from small molecule activating catalysts for C-H bond breaking, to those for hydrogen and oxygen production, carbon dioxide fixation and transformation to industrially useful compounds, and to photochemical processes. Given the economic and societal impact of chemical processes ranging from fertilizer production to polymerization catalysis and clean energy processes, the importance of a versatile, reliable, and fast quantum chemical approach powered by quantum computing can hardly be overemphasized. Parallelising the quantum computation of the energy landscape will be crucial to providing answers within a time- Table I using physical gates operating at 100 MHz and taking the error target to be 0.1 mHa. While the total number of qubits seems large, the quantum computer is composed of many small and weakly coupled devices that can be mass produced.
frame of several days instead of several years. Quantum computers therefore must be designed such that the components can be mass produced and clusters of quantum computers can be built in order to scan over the many structures that need to be examined to identify and estimate all important reaction rates accurately [28] .
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Appendix A: Introduction to Quantum Computing
Here we provide a brief review of quantum computing for those that are not experts in quantum computing. The aim of this review is to introduce the basic concepts and notations that are used in quantum computing as well as introduce quantum algorithms for simulating chemistry and also quantum error correction. For a more detailed exposition see [49] . These concepts will be used in section B 1 where we discuss quantum processes such as phase estimation.
Qubits and Quantum Gates
In quantum computation, quantum information is stored in a quantum bit, or qubit. Whereas a classical bit has a state value s ∈ {0, 1}, a qubit state |ψ is a linear superposition of states: , respectively. The amplitudes α and β are complex numbers that satisfy the normalization condition: |α| 2 + |β| 2 = 1. Upon measurement of the quantum state |ψ , either state |0 or |1 is observed with probability |α| 2 or |β| 2 , respectively. Dirac notation is used largely because it contains an implicit tensor product structure that makes expressing qubit states much easier. For example, that the fourqubit state |0000 is equivalent to writing the tensor product of the four states: |0 ⊗ |0 ⊗ |0 ⊗ |0 = |0 ndimensional Hilbert space and is represented by a 2 n × 1-dimensional state vector whose entries represent the amplitudes of the basis states. A superposition over 2 n states is given by:
where α i are complex amplitudes and i is the binary representation of integer i. The ability to represent a superposition over exponentially many states with only a linear number of qubits is one of the essential ingredients of a quantum algorithm -an innate massive parallelism. In a quantum computation, unitary transformations are used to transform quantum states into other quantum states. In particular, the quantum state |ψ 1 of the system at time t 1 is related to the quantum state |ψ 2 at time t 2 by a unitary |ψ 2 = U |ψ 1 .
In general we cannot expect that a quantum computer can implement every unitary transformation on n qubits exactly because there are an infinite number of such transformations. Instead, gate model quantum computers use a discrete set of quantum gates (which can be represented as 2 n × 2 n unitary matrices) to approximate these continuous transformations. Any such set of gates is known as universal if any unitary transformation can be expressed, within arbitrarily small error, as a sequence of such gates.
The gate set that we consider in this work includes the following gates:
• the X gate which is the classical NOT gate that maps |0 → |1 and |1 → |0 .
• the Hadamard gate H maps |0 →
• the Z gate maps |1 → −|1 and T is the fourthroot of Z, and can be used interconvert Z and X gates via HZH = X.
• the Y gate maps |1 → −i|0 and |0 → i|1 .
• the identity gate is represented by 1 1.
• the two-qubit controlled-NOT gate, CNOT, maps |x, y → |x, x ⊕ y . The corresponding unitary matrices are:
Measurement is an exception to this rule; it collapses the quantum state to the observed value, thereby erasing any information about the amplitudes α and β. This means that extracting information from a quantum system irreversibly damages a state. Consequently, although the exponential parallelism that quantum computers naturally possess is mitigated by the fact that most quantum computations will have to be repeated many times to extract the necessary information about the output of the quantum algorithm.
Quantum Circuit Synthesis
In order to understand how the cost estimates of our algorithms are found it is important to understand how arbitrary unitaries can be converted into discrete gate sequences. For our purposes, we consider the Clifford + T gate library discussed above, but compilation into other gate sets is also possible [54, 55] . The simplest case to consider is that of single qubit unitary synthesis where U ∈ C 2×2 . In such cases, an Euler angle decomposition exists such that, up to an irrelevant overall phase,
Thus the problem of implementing a single qubit transformation reduces to the problem of performing the rotation
n similarly reduces to instances of single qubit synthesis interspersed with entangling gates such as CNOT. Thus implementing single qubit rotations can be seen as an atomic operation on which compilation process for U is based.
There are a host of methods known for decomposing rotations into Clifford and T gates. Perhaps the earliest such algorithm is the Solovay-Kitaev algorithm [56] , which provided an efficient method for performing this decomposition based on Lie-algebraic techniques. In recent years, much more efficient methods for decomposition have been discovered that are based on number theory. These methods require near-quartically fewer operations than the Solovay-Kitaev algorithm would need [56] and are useful, if not necessary, for reducing the gate counts of the simulation algorithm to a palatable level.
In the absence of ancillae, the cost required to approximate an axial rotation within error for the worst possible input angle, C( ), is known to lie within the interval [52] 4 log 2 (1/ ) − 9 ≤ C( ) ≤ 4 log 2 (1/ ) + 11.
(A4) Subsequent work [57] has provided a method that has an average case complexity roughly 3/4 of this worst case bound and also has made the compilation process efficient [58] . More recent methods have introduced the use of ancillae to reduce the costs of synthesis [51] . These methods can substantially reduce the number of T gates required to perform the synthesis. This approach can reduce the scaling of the average number of T gates needed to implement an axial rotation
This approach requires one additional ancilla qubit. Asymptotically better methods exist, such as repeatuntil-success (RUS) synthesis with fallback [51] , but these methods do not outperform this method given the range of that we require for the simulation to reach chemical accuracy. Further methods such as PAR rotations [12] or gearbox circuits [59] can be used to substantially reduce the T-depth of the simulation circuits at the price of requiring greater parallel width. While we do not consider the impact of gearbox synthesis here, we will examine the costs and benefits of PAR rotations.
An important issue arises when using such methods for parallel execution. If several rotations are implemented simultaneously on different qubits and RUS synthesis is used then the dominant contribution to the cost is given by the longest sequence of gates used in each block of parallelized rotations. In particular, while RUS synthesis reduces the expectation value by a factor of roughly 4 from the worst case bounds, it is clear that when performing many of them in parallel it is very likely that at least one of them will saturate the bound. For this reason we use upper bounds on deterministic synthesis given by (A4), which have a better worst case scaling.
Simulating Quantum Chemistry
Our approach to quantum chemistry simulations closely follows the strategy proposed in Ref. [9] . We begin by representing the quantum chemistry Hamiltonian in a second quantized form, keeping track of the locations of the electrons by using the occupations of a discrete basis of spin-orbitals. Since a spin orbital can only contain one electron, such states are very natural to express in a quantum computer. Each spin orbital is assigned a qubit where the state |1 corresponds to an occupied orbital and |0 an unoccupied orbital. These states are often described using creation and annihilation operators which obey a † |0 = |1 , a † |1 = 0, a|1 = |0 and a|0 = 0. Since these operators correspond to creating electrons, they must respect the symmetries appropriate for Fermions. The most important property is the anti-commutation property {a † i , a j } = δ i,j . This means that while it may be tempting to identify a † = (X − iY)/2, such a representation does not satisfy the anti-commutation relation for Fermionic operators. Instead, these creation and annihilation operators can be converted into Pauli operators using the Jordan-Wigner or Bravyi-Kitaev [60] transformations.
In order to simulate the dynamics of the system we need to emulate the unitary dynamics that the system undergoes using a sequence of gate operations. This dynamics is of the form e −iHt where
Once these fermionic creation and annihilation operators are translated into Pauli operators using, for example, the Jordan-Wigner transformation then the Hamiltonian can be translated into a sequence of operations that individually could be performed on a quantum computer. Well known circuits exist for performing the exponentials yielded by the Trotter-Suzuki formulas [11, 14, 49] .
The most direct method for estimating the groundstate energy is phase estimation (see Section B 1 for more detail). Phase estimation uses quantum interference between controlled executions of 1 1, e −iHt1 , e −iHt2 , . . ., to infer the eigenvalues of e −iHt . If t is smaller than π/ H this also directly yields the eigenvalues of H. Apart from the ability to directly sample from the eigenvalues, a further advantage to phase estimation is that it requires O(1/ ) applications of e −iHdt to learn its eigenphase within error with high probability. This is quadratically better than bounds on the variance that would be seen from optimal classical sampling methods using an unbiased estimator.
It is necessary to apply phase estimation on an initial state that has large overlap with the ground state in order to find the ground-state energy with high probability,. Specifically, if applied to an initial state |ψ = a g |E G + 1 − |a g | 2 E ⊥ G then PE returns an estimate of ground-state energy E G with probability |a g | 2 .
The simplest state to use is the Hartree-Fock state, which only requires applying a sequence of NOT gates to the state |0 n , however configuration interaction with sufficiently high excitations may be required to achieve high overlap for systems that have strong correlations in their ground states. We do not consider the cost of preparing such a state here, since such a cost of preparing a sufficiently accurate approximation to the ground state of FeMoco is difficult to determine in absentia of large scale quantum computers. We discuss this issue in more detail in Section F.
Quantum error correction
Quantum hardware is far less robust to errors as classical hardware. Quantum error correction provides a way to reduce the errors in the device without sacrificing the quantum nature of the system. Quantum error correcting codes require that the physical error rates, say of qubits, quantum gates, and measurements, are less than a given threshold value. This threshold value depends on the error correcting code being used and the type of noise of the system. If error rates are below the threshold, then errors in the computation, referred to as the logical gates and logical qubits, can be made arbitrarily small at only a polylogarithmic overhead.
The surface code is currently the most popular code due in part to its relatively high threshold of 1% [61] . Much of this enthusiasm has arisen because of evidence that existing superconducting quantum computers may already have error rates near this threshold [62] . This raises the hope that a fault-tolerant, scalable quantum computer may be just over the horizon.
While quantum error correction promises the ability to perform arbitrarily long quantum computations on a noisy device, the resources required to execute such a fault-tolerant computation can be large if the system operates close to the threshold. The majority of the cost of quantum error correction arises from the need to perform a universal set of quantum gates. While protecting so-called Clifford gates requires very little overhead in the surface code, in comparison protecting a non-Clifford gate, such as a T or Toffoli gate, requires substantial resources. While several techniques for producing faulttolerant non-Clifford gates exist [63] [64] [65] [66] , here we focus on the use of magic state distillation in conjunction with the surface code [61] . Magic state distillation [50] takes as input a set of noisy resource states and outputs a cleaner resource state. For the surface code, we must distll the T state as it cannot be implemented directly in the code. Here we consider the 15 − 1 distillation scheme of Bravyi and Kitaev [50] , where 15 noisy input states with error rate p produce a single magic resource state with error rate roughly 35p
3 . Magic state distillation consists only of Clifford operations, which can be implemented easily within the surface code.
Appendix B: Implementing Phase Estimation
In this section, we discuss how to implement the phase estimation protocol in quantum computers. This is important to our subsequent estimates of the complexity of simulating nitrogenase's FeMoco because phase estimation constitutes the outer most loop of the quantum simulation and hence is a major driver of the cost of the simulation.
Phase Estimation
Phase estimation is one of the most critical components of the quantum simulation algorithm. Without phase estimation, the amount of simulation time needed to estimate the ground-state energy would grow quadratically as −2 with the precision required. Since is on the order of 0.1mHartree, the phase must be estimated for one time step of the evolution operator within an error 0.1/r mHartree where r is the number of Trotter steps required. If statistical sampling, rather than phase estimation, were used to estimate the phase then on the order of 10 12 experiments would be needed to make the variance in the estimate sufficiently small. This would be impractical and so phase estimation is crucial for most large scale applications in quantum chemistry.
The standard quantum phase estimation algorithm [49] allows eigenvalues to be learned within error with probability at least 1/2 uses a number of applications of the unitary circuit, M ( ), that is bounded above by
This value is far from optimal time scaling of π/ , but has the advantage of requiring neither measurements of the quantum system nor a classical computer to infer the
This circuit is used in iterative phase estimation algorithms wherein the eigenvalues are inferred from measurement statistics.
most likely eigenvalue. We will also use this result below because it provides an upper bound on the cost of the optimal phase estimation algorithm. An alternative approach is to use iterative phase estimation. Iterative phase estimation forgoes storing the phase in a quantum register and instead uses a classical inference algorithm to learn the eigenphase from measurements of an auxillary probe qubit that is iteratively measured and re-entangled with the system. Kitaev proposed the first variant of iterative phase estimation. The circuit used in this process is given in Fig 4. The ultimate limit that can be achieved, in terms of the number of times the unitary is applied as a function of desired error tolerance, is given by [67] [68] [69] 
Furthermore, Gaussian strategies such as RFPE [70] yield Bayesian Cramer-Rao bounds that come close to saturating this: 3.3/ . As these bounds are often saturated for likelihood functions of this form [71] and because the Gaussian assumption causes the user to throw away substantial information from higher moments in the posterior distribution, we expect that (B2) represents the ultimate limit for phase estimation and that based on previous studies the use of optimized policies [72] [73] [74] will enable performance that comes close to saturating this limit. As a result we use M ( ) ≈ π/(2 ) as a surrogate for the expected performance of these optimized approaches, where the factor of 2 difference follows from an important optimization that holds for the case of quantum simulation algorithms that we discuss in detail in the following section.
Controlled rotations
While the previous discussion only showed how to perform a Z-rotation, we need to perform controlled Zrotations to perform the phase estimation algorithm. Fortunately, there are well known methods that can be used to perform such controlled rotations using a pair of rotations and two CNOT gates. A better approach, previously shown in unpublished work by Tsuyoshi Ito in 2012, is given in Figure 5 and the validity of the circuit is proven in the following lemma. Proof. Assume that |c = |0 or |1 then the CNOT gate performs
The rotation gates then prepare the state (ae
Finally the CNOT gate yields the state |c (ae
Therefore the circuit functions properly for either |c = |0 or |c = |1 . By linearity it is also valid for any input.
This form of a controlled rotation is well suited for many quantum simulation applications because it allows the controlled evolutions to be replaced with evolutions that control only on the single qubit rotations in the circuits for implementing the individual terms in the Hamiltonian. However, it is not optimal here because we can implement a variant of a controlled rotation gate to in effect double the impact that the eigenphase has on the measurement probabilities.
iφ then there exists a quantum protocol that uses an M rotations and samples from a Bernoulli distribution such that the probability of the protocol outputting 0 is
Proof. Our proof is constructive and follows directly from the arguments presented informally in [75] . The idea behind the protocol is to replace every controlled rotation used in the circuit in Fig. 4 with the circuit in Fig. 6 . Formally we denote this by replacing the controlled operation Λ(U M ) with W M , which is defined such that W |0 |ψ = |0 U |ψ and W |1 |ψ = |1 U † |ψ . Since
, the operation W can be written as
where the controlled-not operation Λ(X) uses the control qubit as its control and the qubit that R z acts on as its target. This circuit is shown in Fig. 6 . Applying (H⊗1 1)W (H⊗1 1) to the eigenstate |0 |φ , such that U |φ = e iφ |φ , yields
up to a global phase. The probability of measuring the ancilla qubit to be zero is (1 + cos(2M (φ − θ)))/2 as claimed.
Lemma 2 shows that the number of rotations needed to perform phase estimation is 1/4 the value that would be expected if circuits such as that of Fig. 5 were used (or 1/2 the cost in parallel settings). As an example, for the case of RFPE numerical experiments show that we can learn the eigenphase within error with probability 1/2 using
In comparison, the ultimate lower limit given by previous studies becomes π/(2 ) and the Bayesian Cramer-Rao bound gives a lower limit of approximately 1.6/ under the assumptions of Gaussian priors made in RFPE [70] . Similarly the upper bounds on the cost of traditional QPE in [49] become 8π/ rather than 16π/ if these circuits are used. While the assumption that the underlying TrotterSuzuki formula can be inverted by simply inverting the sign of the evolution time. Specifically, this assumptions applies for the (2k + 1) th order Trotter-Suzuki formulas for all k ≥ 1 but it does not apply to the second order formula unless further assumptions are made. We can see this from the fact that 
If we assume that we are interested only in the groundstate energy and the Hamiltonian is real valued (like in the quantum chemistry applications that we consider) then the error in assuming that U † can be formed by simply flipping the signs is O(t|c |ψ θ/2 FIG. 6. Circuit used to implement analogue of controlled Z-rotations used in Lemma 2, which is a rotation whose sign is conditioned on the control qubit.
Appendix C: Trotter errors
Here we discuss the issue of how errors from the use Trotter Suzuki formulas lead to systematic errors in the ground-state energy estimates output by phase estimation. We further discuss the methodology that we use to upper bound these errors and also give empirical estimates of the scaling of such errors.
Rigorous bounds
A major source of error in most quantum simulation algorithms arises from the use of Trotter formula expansions. Such errors can be made arbitrarily small but the need to make such errors smaller then chemical accuracy mean that the cost of doing so can substantially impact the time required to perform the simulation. In this appendix we will provide a detailed discussion about how to bound the error in low-order Trotter formulas.
Trotter errors arise from the fact that the terms in the Hamiltonian used in the expansion do not commute. In principle, the Zassenhaus formula provides everything that is needed in order to understand the scaling of these errors:
and thus
Although this expression is useful in estimating the scaling of simulation errors, the question that we're interested in is somewhat orthogonal to this. Instead, we are interested in the errors in estimated eigenvalues. The Baker-Campbell-Hausdorff formula, which is the dual to the Zassenhaus formula, can be used to estimate these errors. If H = L α=1 H α where the H α correspond to terms in (A6) then the second order Trotter-Suzuki formula (also known as the Straang splitting) gives
where
(C4) This shows that, to leading order, the error in the Strang splitting can be estimated by the ground-state expectation value of a double commutator sum. Furthermore, since L ∈ O(N 4 ) it is clear from this form that the error in the Trotter formula must scale at most as O(N 10 t 2 ). It is not O(N 12 t 2 ) because the commutator structure restricts two of the orbitals H α and H β act on. Although this estimate can be computed in polynomial time, there are too many terms for this to be reliably estimated for molecules on the scale of nitrogenase even using Monte Carlo methods [19] .
An upper bound on the asymptotic scaling can be trivially found by applying the triangle inequality to (C4). This approach is not appropriate for our purposes because we do not know apriori how large t must be for the leading order term to be dominant. As a result, we use the following result, which is provably an upper bound on the error in the energy of the evolution:
where W (α, β, α ) is an indicator function that takes the value 1 if and only if the corresponding double commutator is non-zero. Note that this is slightly tighter than the bound used in (16) of [17] .
There are several criteria that we know a priori lead to a double commutator vanishing: 1. H α and H β act on disjoint sets of qubits.
2. H α acts on a disjoint set of qubits from the set of qubits that H α and H β act on.
3. H α and H β correspond to PP or PQQP terms.
4.
H α and H β correspond to PR and PQQR terms with the same P and R.
Only one of [H
is non-zero according to the prior rules (Jacobi identity).
There are other symmetries to the terms that can be used to argue that even more terms are necessarily zero. Since we do not consider these properties, we overcount the contribution of any such terms and so our estimate remains an upper bound. This bound is much more computable than the original expression, but is computationally challenging to compute exactly owing to the O(N 10 ) terms in the double commutator sum. The Cauchy-Schwarz inequality can be used to convert this expression into one that can be computed in O(N 4 ) operations, but doing so can overrepresent the influence of large terms in the Hamiltonian [17] .
Empirical estimates of Trotter Error
Given that computation of the matrix elements of the error operator in (C4) is computationally challenging, we rely on Monte Carlo sampling to estimate the upper bound in (C5). Monte Carlo sampling is much more effective here because the use of the triangle inequality removes the alternating sign that we see when summing the original series. We achieve this by drawing M samples uniformly at random for {α j : j = 1 . . . M }, {β j : j = 1 . . . M } and {β j : j = 1 . . . M }. We then reject the sample if (δ α>β δ α >β + δ β>α δ α ,α )W (α, β, α ) = 0, and otherwise compute the product of the products of the norms of the three corresponding Hamiltonian terms. If there are L terms in the Hamiltonian and define
This implies that, for a fixed h, if we wish to achieve error in the eigenvalues of the Trotter-Suzuki expansion then it suffices to pick
The variance in this estimator is
which implies using Chebyshev's inequality that with probability greater than 75% the sample error is less than 2 if
(C10) In practice, uniform sampling is not necessarily the best option because the importance of the different terms can vary wildly within a class. For example, the one-body terms tend to be much larger than the two-body terms but the two-body terms are far more numerous. This means that uniform sampling can underestimate the contributions of such terms because of their relative scarcity in the sample space.
We combat this by sampling from each type of double commutator. In particular, we sample over a class of double commutators such as [PQ, [PP, PQ]] and uniformly draw PQ, PP and PQ terms to estimate those terms contribution to the overall error. The total error is then the sum of the estimates over all such classes. We use a minimum of 10 8 samples per class, which renders the sample standard deviation in our estimates of the error less than 1%.
The resultant bounds can be seen in Fig. 7 wherein we examine the predicted Trotter numbers and the empirically observed Trotter numbers for small molecules. The rough scaling of the upper bound on the Trotter number that we see corresponds to N 2.5 which was noted in previous numerical studies [17] , but owing to the scatter of the data due to the widely varying chemical properties of the molecules, this scaling should not be seen as definitive. We observe that the upper bounds seem to be roughly a factor of 10 000 times too loose for small molecules. For this reason we plot three reasonable extrapolations of the scaling based on the numerical results for small molecules. The most pessimistic bound rescales the scaling extracted from the upper bound such that all the data remains beneath the curve. The middle one rescales the upper bound data by the average discrepancy between the upper bound and the numerically computed examples. The most optimistic curve is simply a polynomial fit to the numerical data that ignores the upper bound. We expect the middle curve to be the most realistic estimates, but provide resource estimates for these three cases below as well as results that follow from using the upper bound.
Appendix D: Error propagation
Here we provide proofs of some basic results that we will use to propagate these errors through the quantum simulation. These results are crucial for the cost estimates in the subsequent section because they show how large the worst case errors can be in the eigenvalue estimation given errors of these magnitudes. It is worth noting that we expect these results to yield substantial overestimates of the error because they do not consider the natural cancellations that are likely to occur in practical eigenvalue estimation problems. Proof. Because A and B are Hermitian they satisfy the variational property meaning that
Since A − B 2 ≤ it follows that there exists C such that C 2 ≤ 1 and A = B + C. This implies that 
If E A ≤ E B then we have from the definition of · 2 that
Now assume that E B > E A . We then have
Then by repeating the same argument we conclude that |E B − E A | ≤ regardless of the sign of E A − E B . Now we will go beyond this bound to show that the error scaling in the eigenvalues of the unitary evolutions generated by two similar Hamiltonians is no more pathological than the scaling of errors in the ground-state energies.
Lemma 4.
Assume that for Hermitian bounded operators A and B acting on a finite dimensional Hilbert space e −iAt − e −iBt 2 ≤ tγ(t) for γ(t) a non-decreasing continuous function of t on [0, ∞) then A − B 2 ≤ γ(t).
Proof. Using standard bounds [49] , we have that e −iAt − e −iBt 2 ≤ A − B 2 t and furthermore from Taylor's theorem e −iAt − e −iBt
Therefore the former upper bound is tight in the limit as t → 0. By assumption e −iAt − e −iBt 2 ≤ tγ(t) for all t in a compact subinterval containing 0. Assume that lim t→0 γ(t)/ A − B 2 < 1. This implies that there exists a compact interval containing 0 such that for all t in this interval e −iAt − e −iBt 2 > A − B 2 t, which leads to a contradiction because we have already demonstrated that A − B 2 t is a tight bound on the error in this limit. Therefore γ(t) ≥ lim t→0 γ(t) ≥ A − B 2 under the assumptions of the lemma. 
Then using our assumptions and standard inequalities for the errors in unitary operations [49] this error is at most
Then applying Lemma 4 we have that H −H(t) 2 ≤ ∆E T S (t) + (2M − 1)δ. The result then follows from applying Lemma 3.
These error bounds apply for generic quantum simulation based on the second order Trotter formula (also known as the Strang splitting), however they apply in particular to the case of simulating quantum chemistry. We have already discussed the Trotter-Suzuki error for quantum chemistry in (C5). Even in the absence of decoherence, a source of error inevitably comes into our analysis from approximating the single qubit rotations. Now we need to show a result that bounds the impact of such eigenvalue estimation.
Lemma 5.
For Hermitian H and t ≥ 0 let U (t) be a family of unitary operations such that e −iHt − U (t) 2 ≤ t for all t ≥ 0, then for every t there exists a Hermitian operatorH(t) such that U = e −iHt and H −H(t) 2 ≤ .
Proof. By taking the principal matrix logarithm of U (t) it is clear that there existsH(t) such that U = e −iH(t)t . Furthermore, using standard inequalities it is easy to see that e −iHt − e −iH(t)t 2 ≤ H −H(t) 2 t. Because this bound is tight in the limit as t → 0, if < H −H(t) 2 then a contradiction is reached for t sufficiently small. Therefore since we require that the inequality hold for all t ≥ 0, H −H(t) 2 ≤ .
It is easy to see from the fact that there is a one to one mapping between the Hamiltonian terms and the rotations performed in the circuit. Thus if the error in each such rotation is δt then the error in each term of the effective Hamiltonian is at most δ. This means that the total shift in energy from circuit synthesis is at most M δ. 2 ≤ ∆E T S (t)t. Also let each e −iHj t/2 be implemented using a unitary U j (t) such that U j (t) − e −iHj t/2 2 ≤ ∆ synth for all t. The error in the ground-state energy that results from such a simulation is at most ∆E T S + (2M − 1)∆ synth /t.
Proof. The result then follows directly from Theorem 1 and Lemma 5.
This shows that it suffices to choose synthesis error that shrinks linearly with the timestep used in the Trotter decomposition. Since the cost of circuit synthesis of rotations in the the Clifford + T gate library scales logarithmically with ∆ synth /t [52] .
Appendix E: Cost estimates for nitrogenase
Fundamentally, two factors contribute to the cost of the quantum simulation (assuming that the user can prepare an exact copy of the ground state at negligible cost). The first is the cost of implementing the Trotter decomposition of the Hamiltonian and the second is the number of times that the Trotter circuit must be repeated in the phase estimation algorithm.
One might object that the number of time steps required in the Trotter-Suzuki decomposition also is a driving factor in the cost. Of course the Trotter decomposition is a major driver of the cost, but it comes in only indirectly through the cost of phase estimation. This is because, in principle, the phase estimation algorithm learns the eigenphases of a single Trotter step. The Trotter error can be made arbitrarily small by choosing shorter evolution times, but this in turn requires the phase estimation algorithm to take more steps. As the cost of phase estimation scales inversely with the desired uncertainty, this causes the cost to scale inversely with the time step used in the Trotter-Suzuki decomposition. Thus the cost of the simulation can be thought of as arising from only two sources, the cost of each depending on the error tolerances allowed for all three contributions to the error.
If we then define 1 to be the error in phase estimation,
In this section we will focus on the target of 0.1 mHa level of accuracy, which is appropriate for quantitative calculations of the reaction rates. We estimate the cost of the circuit using the number of T gates required in the algorithm, which is a function of the form
and then optimize over 1 , 2 and 3 to minimize C subject to the constraint in (E1). Here α is the scaling constant for the phase estimation algorithm used, β is the Trotter number (or multiplicative factor by which t is decreased from 1 Ha −1 ) needed to achieve an error of 0.1 mHartree in the ground-state energy estimate and γ and δ are the constants used in the quantum circuit synthesis algorithm. Here M = 6.1 × 10 6 for nitrogenase in the 54 orbital basis and M = 8.2 × 10 6 for nitrogenase in the 57 orbital basis using the circuits of [9] .
The true optima of (E2) are difficult to find because of the factor of / 2 in the logarithm. In order to simplify our optimization we instead choose 1 , 2 and 3 to minimizẽ
subject to the same constraint. The global optimum of (E3) can be found directly from calculus, which allows near optimal parameters for (E2) to be found easily. The value of (E2) at these parameters is then an upper bound on the minimum of (E2) and so the estimates provided remain upper bounds (modulo assumptions about the Trotter error). The "worst" case assumptions in Table IV correspond to only using rigorously proven upper bounds on the cost. These lead to estimates that are clearly extremely pessimistic. Even given our optimistic assumptions about the target computer, the worst case bounds suggest between millions and tens of thousands of years depending on whether parallelism is used.
The "pessimistic" assumptions use empirical scalings for circuit synthesis and phase estimation and use the worst scaling supported from our bounds on the Trotter error, but rescaled by the ratios observed between the actual Trotter numbers required and the theoretically predicted ones.
The "rescaled" case takes the rigorous upper bound for nitrogenase and divides it by the average ratio observed between the exact Trotter numbers and their upper bounds for the tractable molecules molecules. Rescaling the upper bound by a constant and applying least squares fitting to find the most consistent constant yields similar results. We suspect these rescaled estimates may provide the most realistic estimate of the Trotter number required to simulate nitrogenase.
The "optimistic" assumptions again use the same empirical scalings for PE and synthesis, but instead extrapolate the average scaling observed for the ensemble of molecules whose Trotter numbers we can compute and scaling up the result so that all of the data lies beneath the curve. This scaling is optimistic, as there is little evidence for a clear trend in the empirical data and the range provided is insufficient to meaningfully extrapolate out to 108 spin orbitals (54 spatial orbitals) or more. We provide this estimate because it provides the best scaling that could reasonably be claimed to be supported by the data.
Variance-based estimates
Such errors arise from three sources: the systematic error in the TS decomposition TS , the statistical error tolerance for phase estimation QPE , and the statistical error in synthesizing rotations from Clifford and T gates Rot . We then require the total error to be TS + 2 QPE + 2 Rot = 0.1 mHa. The three uncertainties are then chosen such that the number of T gates required for the simulation is minimized given the target accuracy.
The previous analysis for the estimates in the error can be used within this expression for the error under the assumptions that the errors in QPE and synthesis are not adversarial. This approach was taken with the estimates in the main body, wherein the three dominant costs are optimized against each other to minimize the resources needed to achieve the 0.1 mHartree target. The optimization process is exactly the same as that used to minimize the cost given in (E2), however a different constraint linking the three errors is used. This leads to modest reductions in the costs relative to the worst case bounds, which we provide in Tables IV and V.
PAR circuits
There are several approaches that can be taken to parallelize rotations. The first, often coined nesting, is discussed in [16, 76] . It involves taking terms that commute with each other in the Hamiltonian and grouping them together so that they can be executed simultaneously. In principle, this can lead to substantial reductions in the depth but in practice it is difficult to assess the performance of these schemes here because of the size of the molecule and the fact that we have chosen to restrict ourselves to lexicographic ordering. This means that if we are to estimate the impact that parallelization can bring to these calculations we need to introduce a method that can reduce the T -depth without changing the ordering of terms in the Trotter-Suzuki decomposition.
The PAR method gives a way to achieve this goal [12] . It works by teleporting a rotation into a state with probability 1/2 using only Clifford operations and a pre-rotated ancilla. In the event that this method fails then instead of performing R z (θ) it performs R z (−θ). This can be corrected by teleporting a rotation R z (2θ) into the qubit in question. Should this fail (and it will half the time) the rotation can be corrected by teleporting a rotation of R z (4θ) and so on. This creates a geometric distribution of the number of pre-cached qubits needed to perform a given rotation. These rotation angles are known before hand and so can be prepared offline in parallel. Hence a logarithmic multiplicative overhead in space is needed to guarantee that enough ancilla qubits are prepared to perform the rotations with such high probability that it is unlikely that the cache of ancillae will ever be depleted.
In order to bound the number of ancillae needed in order to parallelize a factor of M rotations with high probability consider the following protocol.
• Divide the terms in the Trotter expansion of the Hamiltonian into blocks consisting of M sequential terms.
• For each rotation angle θ j in a given bloeck and each j = 0, . . . , n − 1, prepare the states R z (2 j θ j )|+ in parallel for a predetermined value of n.
• Implement each of the M (possibly sequential operations) using programmable ancilla rotations using at most n attempts, if the PAR circuit fails in each attempt then a failure is said to have occurred.
• If a failure occurs then implement the correct rotation and proceed to the next precached rotation.
This protocol can be used to perform the desired rotation and its performance is summarized below.
Theorem 2. There exists a protocol for implementing PAR rotations that caches M rotations of the form R z (θ j ), R z (2θ j ), . . . , R z (2 n−1 θ j ) for j = 1, . . . , M such that the expected number of rotations performed before a failure occurs is
Proof. The proof is constructive. To see this consider the protocol discussed above. Such a protocol fails when all n PAR circuits fail for any of the M rotations cached, and a failure occurs when all n attempts at the rotation that have been precomputed are expended. The probability of such a failure is clearly 2 −n because the PAR circuit's success probabilities are independent and each attempt has success probability 1/2 [12] .
From the geometric distribution, the probability that no failure occurs in M trials is then simply (1 − 2 −n ) M . Similarly, the probability that a failure occurs after precisely k attempts is 2 −n (1−2 −n ) k−1 . Since there are only M rotations in the cache any branch that has more than M successes can only yield M rotations. This implies that the mean is
A consequence of Theorem 2 is that a PAR cache of M rotations that further caches the correction operations for n failures can reduce the T -depth by a factor of 2
We can therefore adjust these parameters to substantially reduce the T -depth without adding a prohibitive number of rotations.
Note that as n → ∞ (E4) approaches M as expected. This suggests that taking large n allows the PAR rotations to be paralellized more efficiently, but this comes at the price of requiring more T gates and hence increases the overheads of quantum error correction.
a. Factory approach
A major challenge with PAR facing costing it in a fault tolerant setting is that all the non-Clifford operations can be prepared simultaneously and offline. This means that if we take the cost model where only T gates are considered then we come to the absurd conclusion that the costs of all quantum simulation algorithms can be reduced to that of synthesizing a single rotation. In order to prevent such absurd tradeoffs we assume here that a delay of time equal to 1 T gate is included to model the measurement and feed-forward step that is needed for the programmable ancilla rotation. This fixed cost means that even if all of the T-gates are precached before hand then the time required for the remainder of the simulation will never be zero.
The above assumptions lead to an alternative approach to implementing PAR rotations, which we follow in the PAR costs in the following as well as the main body. Rather than constructing a large cache of rotations offline, it makes sense to produce the rotations just in time. Specifically if the cost of synthesizing a rotation is C T gates then it makes sense to have nC factories constantly producing rotation states of the form R z (2 j θ j )|+ for j = 1, . . . , n. Each of these nC factories is staggered such that one set of factories finishes with their n states at least 1 cycle before the next rotation is needed. As soon as a set of factories finishes it then proceeds on to the next set of rotations needed (excluding those that are currently being generated). If a failure occurs, then the factory approach halts just like the traditional approach and waits for a rotation to be synthesized that applies the correct rotation online.
Imagine for the moment that the PAR circuit succeeds in C consecutive attempts. Since each attempt requires time equivalent to a single invocation of a T gate and the cost of synthesis is C T gates, the first set of factories will have finished producing their states before the last set applies theirs. This means that with C such factories rotation states can be continuously generated even in the "worst case scenario" where each PAR circuit succeeds on the first attempt. This is why in this setting it does not make sense to use more than nC rotation factories given the assumption that the cost of each PAR attempt is 1 T gate and that the rotations for at most n failures are to be pre-cached.
Theorem 3. The average time required per rotation to apply the factory-based PAR strategy, assuming each PAR application requires time at most equal to 1 T gate and all remaining Clifford operations are free is
Proof. The probability of success in any PAR attempt is 1/2 therefore the expected number of T gates that need to be applied before a solution is found is
The latter term gives the expected impact of a failure, which occurs with probability 1/2 n , makes n PAR attempts and incurs a cost of C T gates in applying the fallback rotation. The result then follows from summing the geometric series.
We use the above theorem to compute the expected time required by PAR under our assumptions of the costs of feed forwarding. If such costs are neglected then the online cost of performing a PAR rotation is simply C/2 n T gates.
b. Nesting estimates
Finally, we would like to reiterate that in both the serial and PAR cases, the costs are found by building the circuit corresponding to the TS formula and counting the gates that compose it. The estimates for nesting given in the main body are upper bounds based on empirical estimates of the number of terms that can be simultaneously executed. We estimate this by taking FeMoco and greedily grouping terms that act on distinct sets of spin orbitals. We specifically find that there exists a grouping that can simultaneously execute 26.43 terms simultaneously for strucure 1 and 27.83 for structure 2. These values roughly correspond to the optimal scaling of N/4 that can be achieved through this nesting strategy. We then assume the quantum computer can simultaneously execute each of these commuting groups and find the corresponding time by dividing the T count by these factors.
Rather than executing the grouping in LIQU i| we use a simple upper bound on the number of Clifford gates that could arise from the grouping. We do this because the grouping strategy breaks the lexicographic ordering that leads to dramatic cancelation of the CNOT strings that arise from the Jordan-Wigner decomposition.
For the nested data, the number of timesteps needed is assumed to be the same as for the other cases, which is reasonable given that operator ordering tends to not have a dramatic impact on the error. Subsequent work will investigate the precise interplay that operator ordering has in nesting.
Appendix F: State Preparation
We discuss in this section the issue of state preparation, which is a major unanswered question that impacts the cost of quantum simulations. While we do not discuss these costs in detail in the rest of the paper, we discuss below the issues that arise when using elementary state preparation methods based on coupled cluster, configuration interaction or Hartree-Fock states as well as adiabatic state preparation. We also provide numerical results showing that the ground state overlap with Hartree-Fock states scales for small molecules and discuss the costs involved in adiabatic state preparation.
Elementary state preparation methods
Although we cannot rigorously prove that elementary state preparation methods such as Hartree-Fock states, unitary coupled cluster or truncated configuration interaction states (such as CISD or difference dedicated CI (DDCI) [77] states) will suffice for preparing a state with large overlap with the ground state, it is still important to ask how good simple ansatzes perform for numerically tractable cases. We provide some numerical evidence for small molecules showing that the overlaps of the true ground state with the Hartree-Fock ground state is not necessarily small. We leave similar studies of the overlap for unitary coupled cluster and truncated configuration interaction ansatzes for subsequent work.
We see in Figure 8 that there is substantial overlap between the Hartree-Fock state and the true ground state of the molecules calculated using LIQU i| . In particular, the smallest overlap that we see is 89%. Other studies that have looked at chains of hydrogen atoms that are near disassociation show very small overlaps with the Hartree-Fock states. Thus there are small molecules that can be constructed that are not well described by such ansatzes.
We find weak evidence for a downward trend in the overlap with the Hartree-Fock state as the size of the system grows. Specifically, we see that roughly 50% of the data points are well approximated by 107.75%×e
where n is the number of spin orbitals. This scaling would suggest that the overlap with the Hartree-Fock state for a molecule typical of this ensemble of the scale of FeMoco may be roughly 43%, we cannot say whether nitrogenase is indeed typical of this ensemble. Indeed, one may expect stronger correlations to be present for molecules that contain atoms with d-electrons than those examined in Figure 8 . Such molecules are frequently outside of our ability to simulate classically so finding an appropriate ensemble of molecules to use for such benchmarks remains an open research problem; however, the success of methods such as CI dynamically extended active space (CI-DEAS) [78, 79] in DMRG suggests that elementary truncated configuration interaction states may also suffice for quantum simulation [80] .
We further see no compelling evidence for scaling with the maximum nuclear charge of the constituent atoms for the molecules in this set. This can clearly be seen from BeH 2 which has substantially better fidelity with the ground state than Be does. Similarly, HF and HCl have nearly identical overlaps despite the fact that Cl has nearly twice the nuclear charge of F. More study is needed in order to understand how these overlaps scale for large molecules, however it is strongly suspected that multi-reference states will be required to accurately model highly correlated ground states.
Adiabatic State Preparation
Adiabatic state preparation [81] provides an alternative approach state preparation wherein the Hamiltonian to be simulated is replaced with a time-dependent Hamiltonian whose final ground state coincides with the target ground state and whose initial ground state is an easily preparable state. An example of such a Hamiltonian is
where s ∈ [0, 1] is a dimensionless time that is 0 at the beginning of the evolution and 1 at the end. It is then easy to see that the ground state of H(0) is the Hartree-Fock state and the ground state of H (1) is the full configuration interaction (FCI) ground state.
For such Hamiltonians (or more generally for those that are differentiable at least three times and whose resulting derivatives are O(1) [82] ) a sufficiently slow evolution under the Hamiltonian will cause the Hartree-Fock state to be transformed into the FCI ground state of H. In other words if T is the time-ordering operator which is defined such that
and if we define P to be a projector onto the FCI ground state and ∆(s) to be the smallest eigenvalue gap between the ground state and the rest of the spectrum of H(s) then
(F3) Here we take T 1 and treat the other parameters to bounded above by a constant in this asymptotic expansion. For such Hamiltonians the triangle inequality clearly shows that Ḣ (s) ∈ O(N 4 ) (although on physical grounds we expect Ḣ (s) to be in O(η 2 ) ∈ O(N 2 ) because the potential energy scales quadratically with the number of constituent particles). Thus if we want to have O(1) probability of preparing the FCI ground state it suffices to simulate the time-dependent Hamiltonian H(s) for time
Prima facie, the best known bounds on the costs of Trotter-Suzuki based simulation give the circuit size for such a simulation to be [83, 84] 
where h ≥ max{|h pq |, |h pqrs |}. If we take h ∈ O(1), this rigorous bound suggests that the cost of adiabatic state preparation may be prohibitively expensive even if the eigenvalue gap is constant, it is important to note that this upper bound on the norm of the derivative of H is expected to be extremely loose and the scaling of the error in the Trotter-Suzuki formulas is expected to be much better than the scaling quoted above.
If we take the depth of second-order Trotter-Suzuki formula simulations of real molecules to scale as O(N 5.5 ), as observed in previous studies [17] , and take the norm of the Hamiltonian to scale as O(N 2 ) as anticipated asymptotically for a local basis [85] then the scaling that arises from using the second-order Trotter formula for timedependent Hamiltonians [83] would be
If h ∈ O(N −2 ) then this scaling reduces to
, which is expected if the two body terms dominate the cost of the Trotter-Suzuki decomposition. This means that even after making empirical assumptions, highly gapped adiabatic paths are likely to be necessary for adiabatic state preparation to be useful.
It is worth mentioning that adiabatic state preparation has been investigated for other systems and in these settings it has been found to be a highly practical method of state preparation [20, 75] . Although it should be noted that the paths used from the initial Hamiltonian to the final Hamiltonian are often non-trivial. These observations suggest that the above complexity analysis may be quite loose. Further work is needed to better estimate the cost of adiabatic state preparation for realistic molecules and also the cost of learning optimal adiabatic paths from easily preparable Hamiltonians to the FCI Hamiltonian.
Appendix G: Cost estimates for topological qubits
In this section we will examine the impact topological quantum computing may have on these numbers. This is important because the fault tolerant overheads quoted in the main body depend sensitively on the error rate. Topological quantum computing promises to provide physical error rates that are orders of magnitude beyond what is achievable in alternative platforms; however there is a catch. Much of the current research underway focuses on topological quantum computing using Ising anyons, which provide topological protection for Clifford operations but do not provide protection for T gates. This means that even if we achieve very low error rates using this technology then the costs of magic state distillation may not be reduced dramatically despite the quality of the Clifford gates that topological quantum computing affords. We examine this by modeling the errors in generating the T states to be 10 −4 and then consider the costs of using the surface code to distill the necessary gates. We provide the data for this scenario in Table VI .
The data in Table VI shows that even in this setting assuming low quality magic states does not remove the benefit of topological protection for the Clifford operations. In particular, if we look at the savings in physical qubits that occur from going from error rate 10 −6 to 10
we see in the data in the main body that roughly an order of magnitude separates the two numbers of physical qubits. In contrast, if we assume the lower quality magic states given above then the reductions are more modest: they are roughly a factor of 5. This shows that while having high fidelity magic states is ideal, even if such states are low quality then a topological quantum computer with protected Clifford operations can nonetheless see advantages from having topologically protected gates at the level of accuracy required to simulate nitrogenase.
Appendix H: FeMoco -the active site of nitrogenase
In this section we provide more background on the importance of biological dinitrogen fixation and on the active site model of nitrogenase prepared in different charge and spin states applied in the feasibility analysis of this work.
For decades, a Holy Grail in chemistry has been the catalytic fixation of molecular nitrogen under ambient conditions. Less than half a dozen synthetic catalysts have been developed for this purpose [25] [26] [27] (after decades of fruitless efforts). All of them suffer from low turnover numbers and the synthetic dinitrogen-fixation problem under ambient conditions can thus be considered largely unsolved. The process is of tremendous importance for society as fertilizers are produced from ammonia, the final product of dinitrogen fixation. Industrially, ammonia is produced in the very efficient Haber-Bosch process, which, however, requires high temperature and pressure (and consumes up to 2% of the annual energy production) [86] .
While it currently appears unrealistic that this simple heterogeneous process will be replaced by a sophisticated synthetic homogeneous catalyst, which is likely to be less stable and expensive to produce, a mono-or polynuclear iron-based catalyst working under ambient conditions and feeding on an easily accessible source for 'hydrogen' (and dinitrogen from air) could become important for local small-scale fertilizer-production concepts.
In any case, nitrogen fixation represents a tremendous chemical challenge to activate and break the strong triple bond in dinitrogen at room temperature and pressure. Nature found an efficient way to achieve this goal. It is accomplished by the enzyme nitrogenase whose active site, the iron-molybdenum cofactor FeMoco, consists of Table I in the main body using physical gates operating at 100 MHz. Here we use error rates that are appropriate for quantum computing with Ising anyons, wherein topological protection is granted to Clifford operations but not to non-Clifford rotations. The error rate used in the production of the raw magic states is taken to be 10 −4 in all of the above cases.
seven iron atoms and one molybdenum atom, which are clamped together by bridging sulfur atoms [87] . The complete structure of the FeMoco was solved only very recently when a central main-group atom was discovered [88] that, surprisingly, turned out to be a carbon atom [23, 24, 89] . The complex electronic structure of this cluster of open-shell iron atoms, the possible charge, spin, and protonation states as well as the different ligand binding sites to be considered makes this active site a nightmare for electronic structure calculations, which is the basis of all theoretical approaches toward the elucidation of the mode of action of metalloenzymes such as nitrogenase.
It is thus no surprise that the specific mechanism of dinitrogen reduction at this active site has been elusive, especially given the fact that the mechanism of nitrogenase is difficult to study experimentally. Computational approaches suffer from the static electron correlation problem. For two ammonia molecules to be produced, the transfer of six protons and six electrons is required per dinitrogen molecule (in fact, eight protons and eight electrons are needed as one dihydrogen molecule is produced stoichiometrically). The transfer of these highly reactive agents leads to many stable intermediates and side products (see, for example, the analogous discussion of these steps in Ref. [28] for the first synthetic dinitrogen-fixating complex by Yandulov and Schrock). To elucidate the mechanism of nitrogenase, which is important for a better understanding of the activation of inert bonds by synthetic catalysts, therefore requires the consideration of a very large number of molecular structures.
While molecular structure of stable intermediates and transition states may be optimized within unrestricted Kohn-Sham DFT, the calculation of their energies demands an accurate wave-function-based approach. We therefore optimize molecular structures of a FeMoco model in the resting structure ( Fig. 1 (right) in the main article) for varying charge and spin states in order to create different electronic situations that challenge the feasibility analysis presented in this work. For these structures, integrals in a molecular orbital basis have been obtained that parametrize the electronic structure of the cluster in the second-quantized quantum-chemical Hamiltonian of Eq. (A6).
number of the latter. Exact diagonalization is therefore limited to about 18 electrons distributed among 18 spatial orbitals due to the exponential scaling of the manyelectron basis states with the number of orbitals [39] . Unfortunately, the size of an orbital basis is already very large for moderately sized molecules. As a consequence, a restricted orbital space must be chosen.
Of all approximations developed in quantum chemistry to overcome this problem [36] the complete-activespace self-consistent-field (CASSCF) approach (and related models) utilizes exact diagonalization, but, because of the exponential scaling, in a reduced orbital space, the so-called CAS, that selects orbitals around the Fermi energy. To compensate for this approximation, the orbitals are relaxed self consistently, hence the name. Still, the CAS is limited by the 18-orbital wall and by the neglect of most of the (virtual) orbitals for the construction of the wave function. Considering the fact that molecules of a hundred atoms or more quickly require much more than a thousand one-electron basis functions for an accurate description of their electronic structure, most of the orbitals constructed from these basis functions are omitted in the construction of a CASSCF wave function. Even iterative techniques such as the density matrix renormalization group (DMRG), which can be understood as a polynomially scaling CASSCF approach, can push this wall only to about a hundred spatial orbitals.
As a result, a CASSCF-type wave function solves only the so-called static electron correlation problem. It is therefore particularly well suited for molecular structures with near-degenerate orbitals. The resulting electronic structure is only qualitatively well described. However, this feature is maintained throughout a reaction coordinate, which makes a CASSCF-type approach an appealing universal approach. For a quantitative description, the many virtual orbitals not considered for the CAS make a nonnegligible contribution to electronic-energy differences. To account for this so-called dynamic correlation is mandatory and typically achieved by a subsequent multi-reference perturbation theory calculation. Such perturbation theories to second order require elements of the three-and four-electron reduced density matrices, which are difficult to calculate and to store.
Instead of this 'diagonalize, then perturb' approach, also 'perturb, then diagonalize' ideas have been studied in chemistry. These latter approaches produce a 'dressed' many-electron Hamiltonian which is then better conditioned for a CASSCF-type approach. A new development in this area is the combination of density functional theory (DFT), known to describe dynamic electron correlation well with a CASSCF-type approach by spatial range separation introduced by Savin (see Refs. [42, 43] and references cited therein). Range separation is accomplished for the electron-electron interaction matrix elements and allows one to apply DFT at short range, whereas at long range the full flexibility of a CASSCFtype wave function can be exploited. This approach is very efficient and does not compromise the efficiency of a CASSCF-type approach (by contrast to perturbation theory). In combination with the polynomially scaling DMRG, this approach has delivered very promising results [43] for benchmark reactions involving transition metals [4] .
As a consequence, a chemically sensible exact diagonalization technique is a CASSCF-type approach that captures dynamic correlation effects in the one-electron states. Such an approach could be directly implemented on a quantum computer with the specific exact diagonalization technology developed for such a machine.
What chemical problems will benefit from such an implementation? Clearly, these will be problems that are dominated by strong static electron correlation (rather than by weak dispersion interactions originating from dynamic electron correlation). The electronic Schrödinger equation assigns an energy to a given molecular structure in the Born-Oppenheimer approximation, and this electronic energy (evaluated at zero Kelvin without vibrational, temperature, and entropy corrections) should dominate the energy change of a chemical process. Transition-metal catalysis is a field that presents such situations.
Many important chemical transformations are mediated by complicated electronic structures featured by transition-metal complexes. Especially late 3d transition metals are of this kind, most importantly iron, which is cheap and ubiquitous, often yields nontoxic compounds, and therefore represents an ideal catalytic center. Moreover, stable intermediates and, in particular, transition states of a reaction mechanism often represent typical static electron correlation problems as bonds are formed and broken on the way to stable products. To reliably predict a chemical transformation of this kind usually requires to study many more than one elementary reaction step -especially when reactive intermediates are involved. The number of stable intermediates also increases due to unwanted side reactions that need to be inspected. Therefore, the total number of molecular structures whose electronic energy is required for an understanding of a reaction mechanism is, in general, very large.
Clearly, all these structures must be optimized with an efficient quantum chemical method. While the accuracy of electronic energies obtained with present-day DFT approaches is often not satisfactory for predictive purposes (see, e.g., Refs. [4, 90] ), molecular structures can be reproduced with remarkable accuracy (obviously, a geometry gradient would replace DFT structures, too). 
