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BEYOND ENDOSCOPY FOR THE RELATIVE TRACE
FORMULA I: LOCAL THEORY
YIANNIS SAKELLARIDIS
Abstract. For the group G “ PGL2 we prove nonstandard matching
and the fundamental lemma between two relative trace formulas: on
one hand, the relative trace formula of Jacquet for the quotient T zG{T ,
where T is a nontrivial torus; on the other, the Kuznetsov trace formula
with nonstandard test functions. The matching is nonstandard in the
sense that orbital integrals are related to each other not one-by-one,
but via an explicit integral transform. These results will be used in
[Saka] to compare the corresponding global trace formulas and reprove
the celebrated result of Waldspurger [Wal85] on toric periods.
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1. Introduction
1.1. With the present paper I launch an investigation of new ways to com-
pare trace formulas in the field of automorphic forms, as a means of proving
explicit relations between the spectra of two relative trace formulas (RTFs)
– which is translated to relations between periods of automorphic forms.
Such relations are predicted, in great generality, by the generalization of the
Gross–Prasad–Ichino–Ikeda conjecture [II10] which is to appear in my joint
work with Venkatesh [SV], and while the general conjecture is not yet very
detailed, many special cases suggest the relevance of the RTF in formulat-
ing a detailed conjecture: the conjecture is not really about a single pair
pG,Hq consisting of a group and a subgroup, not even about the quotient
1
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space X “ HzG, but it involves certain “pure inner forms” of the pair
pG,Hq which can be understood in terms of the algebraic stack HzG{H
(equivalently: X ˆX{G). On the other hand, the relative trace formula, as
currently being used following the paradigm of endoscopy for the Arthur–
Selberg trace formula, seems to have no hope of proving relations in such
generality, for reasons that will be explained below. Thus, we need new
ways to compare trace formulas, which is what I am doing in the present
paper, for two periods about which virtually everything is already known:
the Whittaker period and the torus period, both for the group PGL2. The
continuation of the present paper in [Saka] will provide a new proof of the
celebrated result of Waldspurger on toric periods of automorphic forms.
The topic of interest should not be seen as restricted to the study of
periods and hence as something separate from the mainstream Langlands
program. Indeed, the relative trace formula should be considered a potential
generalization of the Arthur-Selberg trace formula (before stabilization), and
the nonstandard comparison performed here is certainly within the spirit of
the ambitious “beyond endoscopy” program proposed by Langlands [Lan04].
The difference lies in the level of ambition and difficulty: while Langlands
wants to filter out only part of the spectrum of a trace formula by taking
residues of L-functions, in order to detect the image of any chosen functorial
lift, here I perform a full comparison of two trace formulas; thus, the spec-
tral content is essentially dictated by the L-groups of the pertinant spherical
varieties [SV]. On the other hand, many other features of the “beyond en-
doscopy” project are present. In particular, L-functions are inserted via
nonstandard (not compactly supported) test functions; this is essential in
view of the fact that, say, the Whittaker period and the torus period cor-
respond to different L-functions; thus, a comparison of the corresponding
RTFs using standard test functions would be impossible.
Moreover, the comparison itself is nonstandard : Unlike the paradigm of
endoscopy, there is no matching of orbits such that the corresponding orbital
integrals be preserved by the matching of functions; instead, matching is ac-
complished via a certain integral transform on the set of orbital integrals.
While the existence of such a transform is more or less predicted by spectral
matching, and can in principle be calculated whenever one has enough lo-
cal information about (generalized) characters, it is important that for the
example at hand we are able to give an explicit formula for it, in terms of
Fourier transforms and birational maps. This is extremely important for
the global story: since the comparison does not preserve orbital integrals,
one will need to prove some kind of Poisson summation formula in order
to obtain an identity between matching trace formulas; clearly, a Poisson
summation formula for an arbitrary integral transform is no trivial thing –
it might prove to be a reformulation of the functional equation of some dif-
ficult L-function. In my understanding, noone yet has a conceptual reason
why such a Poisson summation formula should be provable for the integral
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transforms that will appear in the “beyond endoscopy” project; thus, under-
standing instances where the transforms between spaces of orbital integrals
are tractable is an important task.
1.2. Now I summarize the contents of the present paper. Throughout, G
denotes the algebraic group PGL2 over a local field F , or the F -points of G.
The goal is to compare the space of orbital integrals for the trace formula
corresponding to the quotient T zG{T , where T is a split or nonsplit torus,
and the space of orbital integrals for the Kuznetsov trace formula – this is
the trace formula for the quotient pN,ψqzG{pN,ψq, where N is a unipotent
subgroup and ψ a nontrivial character of the F -points of N .
As explained before, such a comparison should not be possible for reasons
related to different special values of L-functions appearing in global periods.
Therefore, we need to modify the space of test functions – the standard
choice is to take Schwartz functions on G, but now our test functions for the
Kuznetsov trace formula will have nontrivial asymptotics at infinity. The
best way to describe this is to think of the Kuznetsov orbital integrals not as
distributions on G, but as G-invariant hermitian forms on SpNzG,ψq. Then
one should replace the standard Schwartz space SpNzG,ψq by sections which
have a certain prescribed behavior at “infinity”, where “infinity” means the
partial compactification ofNzG by P1. I describe these nonstandard sections
in §4.5.
The affine quotient NzGN is isomorphic to A1 (one-dimensional affine
space), and so is the quotient T zG  T . We will denote both by B, the
“base” of our quotient stacks. These quotients rougly parametrize orbits,
and with suitable conventions that are explained in sections 2, 3 and 4 we
understand the orbital orbital integrals as densely defined functions on B.
Here “densely” means that we only consider regular orbital integrals, where
the stabilizers are trivial. Thus, we end up with two spaces of densely defined
functions on B, the space SpZq (from orbital integrals for T zG{T equipped
with standard test functions) and the space SpWq (from orbital integrals for
the Kuznetsov quotient with nonstandard test functions).
Clearly (for anyone who has some experience with those trace formulas),
these spaces of functions are not even closely related to each other as spaces
of functions, that is: there is no orbit-by-orbit matching of the two trace
formulas. However, the first main result (Theorem 5.1.1) is that there is an
explicit integral transform which takes one to the other. To state it, let F
denote usual Fourier transform in one variable (with respect to characters
and measures that are described in the text), let η be the character of Fˆ
corresponding to the splitting field of T , and let ι be the following operator
on functions on B:
ιpfq “ ηp‚q| ‚ | f
ˆ
1
‚
˙
.
Define the operator:
G “ F ˝ ι ˝ F .
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Theorem (“Matching” 5.1.1). The operator | ‚ |G is an isomorphism:
SpZq Ñ SpWq.
The second main result, for F nonarchimedean and T unramified over
Qp or Fppptqq is a fundamental lemma for elements of the Hecke algebra.
Here we need to specify (§5.3) “basic vectors” f0
Z
, f0
W
for the spaces SpZq,
SpWq, which are obtained by the orbital integrals of certain K :“ Gpoq-
invariant functions “upstairs”. For the torus trace formula this will be the
standard unramified test function, but for the Kuznetsov formula it has
to be nonstandard, and tailored in order to produce the correct L-value
Lpπ, 1
2
qLpπ b η, 1
2
q on the spectral side of the trace formula.
Acting by an element h of the spherical Hecke algebra HpG,Kq on those
functions upstairs, we denote their orbital integrals by h‹f0
Z
P SpZq, h‹f0
W
P
SpWq. The fundamental lemma states that the above integral transform
carries one to the other:
Theorem (“Fundamental Lemma” 5.4.1). For any h P HpG,Kq the opera-
tor | ‚ |G carries h ‹ f0
Z
to h ‹ f0
W
.
1.3. The results of this paper will be used in the sequel [Saka] in order to
reprove the theorem of Waldspurger [Wal85] on the Euler factorization of
toric periods. This global application is far from a straightforward appli-
cation of the local results; the first difficulty has to do with the fact that
we do not have an orbit-by-orbit matching of trace formulas, and hence the
matching of global trace formulas has to be proven by a quite nontrivial
application of the Poisson summation formula. Other difficulties have to do
with the fact that globally there are conconvergent Euler products, and we
need to interpret them by analytic continuation; that is why in section 6 we
introduce variations of our spaces by a complex parameter s P C.
1.4. While I am optimistic about the possibility of generalizing such non-
standard comparisons to higher rank (and hence proving new period rela-
tions that generalize the results of Waldspurger), I should add a word of
caution: The relations that we get here can be seen as reflections at the
level of orbital integrals to well-known results “upstairs”: on one hand, the
proof of Waldspurger’s results by Jacquet [Jac86] relating orbital integrals
for T zG{T to orbital integrals for the same quotient with a split torus; and
on the other, the method of Hecke for calculating split torus periods via
Fourier coefficients. I explain these relations in the proof of the fundamen-
tal lemma 5.4.1.
The point if the present paper is that while the work of Jacquet and Hecke
does not generalize to all other periods one is interested in, the relations
between orbital integrals might generalize. Of course, we will not be able
to tell which is the case before studying many more examples and trying to
find a pattern for nonstandard comparisons.
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1.6. Notation. Notation is mostly local, redefined in every section. For
convenience of the reader, we give an overview of the symbols that are most
frequently used (and will be defined in the text, if nonstandard):
F is a local, locally compact field, E a quadratic etale extension of
F . The quadratic character of Fˆ associated to E is denoted by
η “ ηE{F . If F is nonarchimedean, we denote by o its ring of integers,
by ̟ a uniformizer and by q the order of its residue field.
We feel free to use the same symbol Y to denote the variety Y and
its points over F , whenever this causes no confusion. For example,
“functions on Y ” means functions on the F -points of Y . When there
is ambiguity, we will be denoting the latter by Y pF q.
We fix a measure dx on F as explained in §2.3, and a unitary complex
character ψ of F with respect to which dx is self-dual.
For p-adic groups, the usual notion of “smooth” vectors and represen-
tations typically gives rise to inductive limits of Fre´chet spaces. To
achieve uniformity with the archimedean case, we describe in appen-
dix A a notion of “almost smooth” vectors which gives rise to Fre´chet
space representations. For simplicity, we call these vectors “smooth”
throughout the rest of the text and treat the archimedean and nonar-
chimedean cases together whenever possible, but the reader may
ignore this and focus on smooth vectors in the traditional sense, re-
placing the Fre´chet spaces that we consider with their corresponding
limits of Fre´chet spaces of their smooth vectors.
The notion of Schwartz functions on an open semialgebraic set of a real
or p-adic manifold is defined in appendix A. When “Schwartz func-
tion” appears without specifying on which set, we mean Schwartz
function on F .
For spaces of smooth functions or sections of line bundles, we use
the word “stalk” as in §B.4 of the appendix, that is: an element
of the stalk over a closed set is defined modulo Schwartz func-
tions/sections on its complement – not modulo compactly supported
functions/sections on its complement. In particular, the germ of a
smooth function at a point is completely determined by its deriva-
tives at that point.
The symbols X ,Z,W are reserved throughout the text for certain
quotient stacks related, respectively, to the “baby case” of section 2,
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the torus quotient of section 3 or the Kuznetsov quotient of section
4. Other than that, we define and redefine symbols locally, for in-
stance the letter X usually denotes some homogeneous space, which
is changing through the text.
B denotes the “base” of our quotient stacks, i.e. the associated GIT
quotient. In fact, throughout our examples we have an isomorphism:
B » Ga, which in some cases is completely canonical and in others is
obtained by some choices which we fix (cf. the remarks after Propo-
sition 3.1.1). For each quotient space that we are considering, the
“base” B has a regular set Breg (different in each case). We will be
using this notation when it is clear which quotient space we are re-
ferring to, and the notation Breg
X
,Breg
Z
, etc. when we want to indicate
the quotient space.
M denotes the space of Schwartz measures on the points of a real
or p-adic variety, as well as on quotient stacks (defined as spaces of
coinvariants). For the notions of “Schwartz” (measures or functions)
in the archimedean case, we point the reader to [AG08]. We explain
the natural extension of this to spaces of “almost smooth” functions
on p-adic varieties in appendix A. The reader will not miss any es-
sential point, though, by thinking instead of compactly supported
functions (the only mathematical problem being that those are not
preserved by Fourier transforms, in the real case; also, notationally
they are clumsier because they do not form Fre´chet spaces).
S denotes the space of Schwartz functions on the points of a real or
p-adic variety, and also the space of functions on Breg obtained by
orbital integrals of the test functions “upstairs”.
O‚ is used to denote “regular” orbital integrals, while O˜‚ is used to
denote invariant distributions supported over the irregular points of
the base.
2. A baby case.
2.1. Before we work with non-commutative groups, we discuss the baby
case of the relative trace formula for the variety X :“ Ga of the group
G :“ T :“ Gm, in order to examine certain integral transforms which will
be useful in the sequel. We will also discuss a non-split form of the quotient
X ˆX{G, which although not under the general formalism of the relative
trace formula, will provide us with some necessary integral transforms.
2.2. The split case. We let V denote an 1-dimensional vector space over
F , and V ˚ its dual. In some of the calculations below, we will be identifying
V and V ˚ with F under the pairing 〈x, y〉 “ xy. We let G “ T be the group
Gm acting diagonally on V ˆV ˚. In what follows, we will use the symbols G
and T interchangeably, choosing in each case the one that is most relevant
for the applications of the baby case to later chapters.
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The stack-theoretic quotient V ˆV ˚{Gm will be denoted by X ; its “dual”
quotient V ˚ ˆ V {Gm will be denoted by X ˚.
The pairing between V and V ˚ induces a canonical identification of the
categorical quotient of affine spaces (the “bases”):
B :“ V ˆ V ˚  T „ÝÑ Ga „ÐÝ V ˚ ˆ V  T. (2.1)
We let Breg, “the regular part of the base”, denote the complement of
zero. Notice that for every ξ P Breg the fiber is a single orbit of T (both as
a variety and in the sense of F -points).
2.3. Tamagawa measures. If instead of F we were talking about a global
field k, we would be fixing the measure on its ring of adeles which comes
from a globally defined differential form on Resk{QGa and the usual measure
on AQ. We factorize this in the standard way locally [Tat67], namely:
If F “ R, the usual Lebesgue measure, if F “ C the double of the usual
Lebesgue measure and if F is nonarchimedean the Haar measure under
which the ring of integers has measure equal to the inverse square root of
the discriminant (hence, ď 1).
2.4. Measures and coinvariants. We let SpV ˆ V ˚q denote the Fre´chet
space of Schwartz functions on V ˆ V ˚. Notice that the usual notion of
“Schwartz space” in the nonarchimedean case does not correspond to a
Fre´chet space but to a limit of Fre´chet spaces. We explain in the appendix
A how to obtain a Fre´chet space completion thereof, consisting of functions
which have the same decay at infinity as in the archimedean case (faster
than the absolute value of any polynomial) and are almost smooth instead of
smooth. For practical purposes, the difference between the two approaches
is unimportant, and the reader can keep the traditional Schwartz space in
their mind. The introduction of a Fre´chet space just creates the convenience
of treating the archimedean and nonarchimedean cases simultaneously. As
explained in the introduction, we will be just using the word “smooth” for
what should be “almost smooth”; also, any statement involving derivatives
(other than the zeroth) should be considered as void in the nonarchimedean
case.
We denote by MpV ˆ V ˚q the corresponding Fre´chet space of Schwartz
measures on V ˆV ˚ (i.e. products of a Schwartz function with additive Haar
measure). A choice of Haar measure on V ˆ V ˚ defines an isomorphism:
SpV ˆ V ˚q »MpV ˆ V ˚q, but we will not need to fix such an isomorphism
except as a convenience for certain calculations.
We define the Schwartz space of measures on X to be:
MpX q :“MpV ˆ V ˚qG, (2.2)
the coinvariant spaceMpV ˆV ˚qG. By definition, the G-coinvariant space of
a Fre´chet representation W is the quotient by the closed subspace generated
by vectors of the form v ´ g ¨ v, v P W, g P G, or equivalently the universal
quotient: W ÑWG, with trivial G-action on the right, through which every
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continuous G-invariant functional factors. In particular, it is naturally a
nuclear Fre´chet space. The space FpX q of G-invariant, tempered generalized
functions on V ˆ V ˚ is, tautologically, the dual of MpX q.
The following is standard:
2.4.1. Lemma. FpX q is the weak-* closure of the space spanned by those
invariant generalized functions which are each supported on a fiber of the
map: X Ñ B.
We will see a strengthening of it in Lemma 2.5.2.
2.5. Orbital integrals. For ξ P Breg, Φ P SpV ˆ V ˚q and a Haar measure
dg on G we define the orbital integral:
OξpΦq “
ż
G
Φpξ˜ ¨ gqdg. (2.3)
Here ξ˜ is any lift of ξ to V ˆ V ˚.
We define SpX q to be the space of functions on Breg of the form ξ ÞÑ
OξpΦq, for Φ P SpV ˆ V ˚q. Throughout the text, when we talk about “a
lift of an element f P SpX q to SpV ˆ V ˚q” we will implicitly mean a pair
consisting of an element Φ P SpV ˆ V ˚q and a Haar measure on G, so that
f is obtained by the orbital integrals of Φ. Our first goal is to define (and
normalize) a linear map: MpX q Ñ SpX q. To do this, we start with the
following integration formula:
2.5.1. Lemma. For any Φ P SpV ˆ V ˚q with image f P SpX q, and Haar
measures on V ˆ V ˚ and G, we have:ż
VˆV ˚
Φpv, v˚qdvdv˚ “
ż
B
fpξqdξ, (2.4)
where dξ is an additive Haar measure on B “ F . If we take on V ˆ V ˚
the Haar measure corresponding to the differential form dv ^ dv˚ and the
standard Haar measure on F , where the coordinates v and v˚ are defined
using a dual basis, dg is the multiplicative Haar measure |a|´1da on Fˆ,
then dξ is the standard Haar measure on F (§2.3).
If we now fix the measure on B to be the standard measure on F discussed
in §2.3, we get a map:
MpX q Ñ SpX q, (2.5)
as follows: a choice of compatible measures on V ˆ V ˚ and G gives an
isomorphism:
MpV ˆ V ˚q » SpV ˆ V ˚q
and a map:
SpV ˆ V ˚q Ñ SpX q,
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and it is easy to see that the composition of the two depends only on the
chosen measure on B. For the purpose of calculations later in the chapter
we will fix the Haar measures on V ˆ V ˚ and G described in Lemma 2.5.1.1
The following strengthening of Lemma 2.4.1 will be a corollary of Propo-
sition 2.5.4.
2.5.2. Lemma. The functionals Oξ, ξ P Breg span a weak-* dense subspace
of FpX q.
This implies that the map (2.5) is an isomorphism of vector spaces.
Therefore, we will not be distinguishing from now on between MpX q and
SpX q, and we will endow SpX q with the Fre´chet topology induced from this
identification.
In appendix B we introduce a notion of “Schwartz cosheaves”. We point
the reader there for definitions of restriction, stalks and other notions. By
Corollary B.5.2, SpX q is the space of global sections of a flabby (i.e. ex-
tension maps are injective – in fact, closed embeddings) Schwartz cosheaf
on B, which for simplicity we will also be referring to by the symbol SpX q
when there is no confusion. Via the regular orbital integrals, this cosheaf is
identified with a cosheaf of functions on Breg; our purpose is to describe this
cosheaf.
2.5.3. Lemma. The restriction of the cosheaf SpX q to Breg is equal to the
cosheaf SpBregq (Schwartz functions in the usual sense).
Proof. Over Breg we have a G-isomorphism of the variety V ˆ V ˚ with
Breg ˆG, and therefore X reg :“ X ˆB Breg is isomorphic to Breg.2 
Now we focus our attention on the neighborhood of 0:
2.5.4. Proposition. For Φ P SpV ˆ V ˚q we have, for ξ P Breg in a neigh-
borhood of 0:
OξpΦq “ ´C1pξq ¨ ln |ξ| ` C2pξq, (2.6)
with C1, C2 (almost) smooth functions (which can be arbitrary).
Moreover, the distributions:
O˜0pΦq :“ C1p0q (2.7)
and
O˜upΦq :“ C2p0q (2.8)
are a basis for the space of functionals on the fiber of SpX q over 0 P B, and
we have:
O˜0pΦq “ VolpT pF q0qΦp0q, (2.9)
1Even fixing a measure on B locally is not important, since globally we always have
canonical choices of measures (Tamagawa measures); nonetheless it will be helpful for
calculations to fix the local maps (2.5).
2There is clearly some work to be done to establish that isomorphisms of stacks give rise
to isomorphisms of their Schwartz spaces, but in each of the cases that we are considering
in this paper this is easy to see explicitly.
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where VolpT pF q0q is the volume of the maximal compact subgroup of T pF q
described below, and:
O˜upΦq “ lim
sÑ0
´
ζpΦ|y“0 , sq ` ζpΦ|x“0 ,´sq
¯
“
“ d
ds
ˇˇˇˇ
s“0
´
sζpΦ|y“0 , sq ` sζpΦ|x“0 , sq
¯
, (2.10)
where ζ is the Tate integral of a function of one variable against unramified
characters.
Remark. If we set fpξq “ OξpΦq then the distributions O˜0, O˜u have been
defined in such a way that they depend only on f P SpX q and not on Φ
and the choice of Haar measure on G, i.e. if we modify Φ and the Haar
measure simultaneously so that the orbital integrals of Φ continue to give f ,
we get the same values of O˜0pΦq, O˜upΦq. It is therefore meaningful to write:
O˜0pfq, O˜upfq.
The volume mentioned in the lemma is obtained as follows. Notice that
the absolute value gives a canonical short exact sequence:
1Ñ T pF q0 Ñ T pF q }‚}ÝÝÑ HompX ˚pT qF , |Fˆ|q Ñ 1, (2.11)
where T pF q0 denotes the maximal compact subgroup of T pF q, X ˚pT qF » Z
is the F -character group of T , and |Fˆ| Ă Rˆ` denotes the group of absolute
values of Fˆ. The group HompX pT qF , |Fˆ|q is canonically, up to inversion,
a subgroup of Rˆ` (all of R
ˆ
` in the archimedean case, the group qZ in the
nonarchimedean case). We endow it with a Haar measure d|t| that is on
average equal to the standard multiplicative measure t´1dt on Rˆ`. Hence, in
the nonarchimedean case with residual degree q, dtpt1uq “ ln q. For a Haar
measure µ on T , the disintegration of dµ
d|t| with respect to the map (2.11) is
a Haar measure on T pF q0, and we let:
VolpT pF q0q “ dµ
d|t| pT pF q0q.
In particular, in the nonarchimedean case, this is pln qq´1 times µpT pF q0q.
Proof. It is easy to see that all functions of the form c2 ´ c1 ln |ξ| can be
obtained as orbital integrals in a neighborhood of zero, with ci “ Cip0q as
claimed. It is then easy to see that the invariant distributions on the fiber
of SpV ˆ V ˚q over the preimage of 0 are given by (2.9) and (2.10). Thus,
by Proposition B.4.1, the orbital integrals of all elements of SpV ˆ V ˚q are
of the form C2pξq ´ C1pξq ln |ξ| with Ci (almost) smooth functions.
This proves the lemma, and also Lemma 2.5.2. 
2.6. Fourier transform. We choose a character ψ : F Ñ Cˆ to identify
the space V ˚ˆV with the Pontryagin dual of V ˆV ˚; we choose it in such a
way that the measure 2.3 on F is self-dual with respect to Fourier transform.
Notice that, when working with a global field, adele class characters can be
factorized as products of such characters.
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In this paper “Fourier transform” stands for the usual, schoolbook Fourier
transform without any modifications to preserve equivariance, which in one
variable v P V reads: fˆpv˚q “ ş
F
fpvqψ´1p〈v, v˚〉qdv. It will be denoted
both by ˆ and also by the letter F .
Hence we have:
ˆˆ
Φpx, yq “ Φp´x,´yq.
Since Fourier transform in one variable satisfies:
Fpfpa‚qqpyq “ 1|a|Fpfq
´y
a
¯
,
it is clear that Fourier transform on V ˆ V ˆ is equivariant with respect to
the action of G on V ˆ V ˚ and on its dual, and therefore descends to an
isomorphism:
SpX q „ÝÑ SpX ˚q. (2.12)
It is therefore natural to ask how it transforms orbital integrals, or in other
words: For each Φ P SpV ˆ V ˚q, express the function Breg Q ξ ÞÑ OξpΦq in
terms of the function ξ ÞÑ OξpΦˆq.
2.7. The integral transform G.
2.7.1. Definition. We let G denote the transform which maps f P SpX q to
the Fourier transform of the (tempered) function y ÞÑ ηpyq|y| fˆ
´
1
y
¯
, that is:
G “ F ˝ ι ˝ F , (2.13)
where ιpfq “ ηp‚q|‚| f
`
1
‚
˘
.
Of course, in the split case that we are currently discussing we have η “ 1.
The following lemma shows, in particular, that the function y ÞÑ ηpyq|y| fˆ
´
1
y
¯
is in L2pBq and hence its Fourier transform makes sense as a function.
2.7.2. Lemma. The Fourier transform of any f P SpX q has the property
that:
lim
xÑ8 |x|fˆpxq
exists.
For the following proof, and later use, we normalize the action of Fˆ
on functions on F in such a way that it is unitary (with respect to the
L2pF q-inner product):
pa ¨ fqpxq “ |a| 12 fpaxq. (2.14)
Hence, Fourier transform is anti-equivariant with respect to this action.
Proof. It is easy to see that the function l : x ÞÑ ln |x| becomes smooth
by application of the operator pId´|a|´ 12 a¨q, for all a P Fˆ. Therefore,
its Fourier transform (considered as a tempered generalized function) will
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become rapidly decaying by application of the operator pId´|a|´ 12a´1¨q.
Hence:
lˆpxq “ c|x| ` h1pxq
in a neighborhood of infinity, for some constant c and some Schwartz function
h1pxq.
Thus, the Fourier transform of an element of SpX q will be of the form:
hpxq “ h2pxq ‹ lˆpxq ` h3pxq
in a neighborhood of infinity, where hi are Schwartz functions and ‹ de-
notes convolution. It is easy to see that for such a function the limit:
lim|x|Ñ8 |x|hpxq exists. 
Hence, for f P SpX q its Fourier transform fˆ belongs to the space of
continuous functions h on B with the property that lim|x|Ñ8 |x|hpxq exists.
It is clear that ι is an involution on this space. The proof of the next
Proposition will show that it preserves the image of SpX q:
2.7.3. Proposition. Let Φ P SpV ˆ V ˚q and let fpξq “ OξpΦq. Then:
OξpΦˆq “ Gpfqpξq. (2.15)
Proof. We denote by Φˆ1, Φˆ2 the partial Fourier transforms with respect to
the first or second argument. We can treat f as a tempered distribution
on B; let h be a Schwartz function on B, then according to the integration
formula we have: ż
B
fpξqhpξqdξ “
ĳ
Φpx, yqhpxyqdxdy “
“
ĳ
Φˆ1px, yqhˆ
ˆ
x
y
˙
|y|´1dxdy “
ĳ
Φˆpx, yqGphqpxyqdxdy “
“
ż
B
OξpΦˆqGphqpξqdξ.
It is easy to see that all the integrals above are absolutely convergent.
Now, G “ F ˝ ι ˝ F , and the operations F and ι preserve inner products,
therefore: ż
B
fpξqhpξqdξ “
ż
B
GpfqpξqGphqpξqdξ.
Hence, OξpΦˆq “ Gpfqpξq. 
It now follows that Gf not only is a function, but it belongs to SpX q.
Since Fourier transform is a topological automorphism of SpV ˆ V ˚q, it
follows that G is a topological automorphism of SpX q, identified with the
space of coinvariants. It also follows that the image of SpX q under Fourier
transform is ι-stable:
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2.7.4. Corollary. The Fourier transform of SpX q is the space of those (al-
most) smooth functions on B which in a neighborhood of infinity are equal
to |x|´1h ` 1
x
˘
, for some h P SpBq. Moreover, Fourier transform descends to
a topological isomorphism between SpX q{SpBq and the stalk3 of functions of
the form:
|x|´1h
ˆ
1
x
˙
at 8 (with the obvious topology, given by the derivatives of h at 0).
Proof. It is clear that we have a short exact sequence:
0Ñ SpBq Ñ F pSpX qq Ñ V Ñ 0,
arising as the Fourier transform of the sequence:
0Ñ SpBq Ñ SpX q Ñ SpX q{SpBq Ñ 0,
where SpBq is endowed with its usual topology, F pSpX qq is endowed with the
topology of SpX q and V is defined by this short exact sequence. Moreover,
the first arrow is a closed embedding, and all elements of F pSpX qq coincide
with elements of SpBq on any compact subset of B.
Since ι is a topological automorphism of W :“ F pSpX qq, this implies
that W consists precisely of functions as in the statement of the corollary.
Such functions are sections of a Schwartz cosheaf over B “ P1 in an obvious
way, and ι induces an isomorphism from the stalk at zero to the stalk at
infinity – the latter being equal to the quotient V . From this it follows that
the topology on V is given by the derivatives of h at 0 (where h appears in
the expansion of a given element at 8 as in the statement). 
2.8. Mellin transform. Let us now view B » Ga as a vector space, and
describe the integral operator G in terms of Mellin transforms with respect
to the action of Gm on Ga. We normalize the action of F
ˆ on L2pBq as in
(2.14).
By the asymptotic behavior of Lemma 2.7.2, any f P SpX q satisfies the
Mellin inversion formula:
fpξq “
ż
|‚|κ¨yFˆ fˇpχqχpξq|ξ|´
1
2 dχ (2.16)
for every κ ă ´1
2
. Here fˇpχq denotes the Mellin transform (not to be
confused with the Fourier transform fˆ):
fˇpχq “
ż
Fˆ
|ξ| 12 fpξqχ´1pξqdˆξ. (2.17)
We do not explicate the dual measures of the formulas above and below,
because we will only be interested in gamma factors, which do not depend
3Recall that the notion of “stalk” used for smooth functions is the one of appendix B;
in particular, the germ of a smooth function at a point is determined by its derivatives.
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on the measures. For this reason, we ignore the fact that our normalization
of multiplicative measures is different from the one of Tate’s thesis.
We claim:
2.8.1. Lemma. We have ~Gpfqpχq “ γpχ, 1
2
, ψq2fˇpχ´1q, where γpχ, s, ψq is
the gamma factor of χ at s (cf. below).
By the Mellin inversion formula (2.16), this completely characterizes the
operator G.
Proof. By continuity of G, it is enough to prove it for f in a dense subspace
of SpX q, so let us assume that fpξq “ OξpΦq with Φpx, yq “ Φ1pxqΦ2pyq.
Then by the integration formula we can write:
fˇpχq “
ĳ
Φ1pxqΦ2pyqχ´1pxyq|xy|
1
2 dˆxdˆy “
ζpΦ1, χ´1, 1
2
q ¨ ζpΦ2, χ´1, 1
2
q,
where ζpΦi, χ, sq “
ş
Fˆ
Φipxqχpxq|x|sdˆx denotes the Tate integral of Φi
[Tat67].
Similarly, ~Gpfq “ ζpΦˆ1, χ´1, 12q¨ζpΦˆ2, χ´1, 12q, and by the functional equa-
tion for Tate integrals we have, by definition:
γpχ, s, ψqζpΦi, χ, sq “ ζpΦˆi, χ´1, 1´ sq.
This implies the claim of the lemma. 
2.9. The non-split case. We discuss now the non-split version of the pre-
vious example, where V ˆV ˚ has been replaced by the space whose F -points
are equal to the elements of a quadratic field extension E, under the action
of the group of elements of norm 1. In other words, we take:
X “ ResE{FGa,
the one-dimensional torus T over k defined by the short exact sequence:
1Ñ T Ñ ResE{FGm
NE
FÝÝÑ Gm Ñ 1,
and we will be interested in the quotient stack:
X “ X{T.
The quadratic character of Fˆ associated to the extension E will be denoted
by ηE{F or simply η.
Again we have a canonical isomorphism of categorical quotients: B :“
X  T
„ÝÑ Ga given by the norm map.
The first thing to notice here is that the quotient stack has “points” corre-
sponding to nontrivial torsors of T and which are, therefore, not accounted
by F -points of X; this is already evident by the fact that the map: X ։ B
is not surjective at the level of F -points. We therefore propose the following
two definitions of MpX q, which can be seen to be equivalent (the first one
was suggested to me by Joseph Bernstein):
BEYOND ENDOSCOPY FOR THE RELATIVE TRACE FORMULA I 15
(1) We let T Ñ GL2 be an embedding, and let MpX q denote the
GL2pF q-coinvariants of M
`pX ˆT GL2qpF q˘ (Schwartz measures).
(2) We let MpX q be the direct sum, over all isomorphism classes α of
T -torsors, of the coinvariant spaces: MpXαpF qqTαpF q.
Here for a T -torsor Rα in the isomorphism class denoted by α
we let Tα “ AutpRαqT and Xα “ X ˆT Rα. (In terms of Galois
cohomology, α can be regarded as denoting an element of H1pF, T q,
Tα is defined by its image in H1pF,AutpT qq and Xα by its image in
H1pF,AutpXqq.) Of course, in this case we have Tα » T for all α,
but these constructions make sense in a much more general setting
– and explain inner forms appearing in the relative trace formula.
Notice thatXα has F -points if and only ifRα admits a T -equivariant
morphism into X.
Although the first definition is more natural and geometric, the second
one is more suitable for spectral expansions, and we will be working with
that.
2.10. Integration formula, Orbital integrals. We endow XpF q “ E
with a Haar measure, and then the exact sequence:
1Ñ T pF q Ñ Eˆ N
E
FÝÝÑ Fˆ,
together with the multiplicative measure |x|´1dx on Fˆ (where dx is the
standard additive measure on F discussed in 2.3), endow T pF q with a Haar
measure which, by definition, satisfies the integration formula:ż
E
Φpeqdˆe “
ż
F
OξpΦqdˆξ,
where OξpΦq is the orbital integral:
OξpΦq “
ż
T pF q
Φpξ˜ ¨ tqdt (here ξ˜: a lift of ξ to E). (2.18)
Since, by definition, the absolute value of an element of E is equal to the
absolute value of its norm in F , we also have:ż
E
Φpeqde “
ż
F
OξpΦqdξ. (2.19)
The following is immediate:
2.10.1. Lemma. There are compatible choices of invariant measures on
\αXαpF q such that for any Φ P Sp\αXαq with image f P SpX q we have:ż
\αXαpF q
Φpxqdx “
ż
B
fpξqdξ. (2.20)
Notice that, although Xα is T “ Tα-isomorphic to X, the measures are
not preserved by such a (non-canonical) isomorphism.
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We define SpX q as the cosheaf over B of functions on Breg obtained as
orbital integrals of elements of Sp\αXαq. Notice that this includes the
summands parametrized by all classes of T -torsors. Again, the standard
measure on B “ F gives rise to a linear map: MpX q Ñ SpX q, which can be
seen (and will follow from the sequel) to be an isomorphism.
For the rest of this section we denote by Xα only the copy corresponding
to the nontrivial torsor, and by X the copy corresponding to the trivial one.
The “origins” of X and Xα (i.e. their unique F -points over ξ “ 0) will be
denoted by 0X and 0Xα . Here T pF q “ TαpF q is compact, therefore the
asymptotic behavior of orbital integrals is easy to determine:
2.10.2. Proposition. The restriction of SpX q to Breg is equal to SpBregq.
In a neighborhood of zero, the sections of SpX q are precisely those functions
of the form:
C1pξq `C2pξqηpξq, (2.21)
with C1, C2 (almost) smooth functions in one variable. Moreover, the values
C1p0q, C2p0q are a basis for functionals on the fiber of SpX q over ξ “ 0, and
we have C1p0q “ O˜0,1pΦq, C2p0q “ O˜0,κ0pΦq, where:
O˜0,1pΦq “ 1
2
VolpT pF qq pΦp0Xq `Φp0Xαqq , (2.22)
O˜0,κ0pΦq “
1
2
VolpT pF qq pΦp0Xq ´Φp0Xαqq . (2.23)
We explain the index κ0: the Langlands dual group of T is the semi-
direct product of Cˆ with GalpF¯ {F q, and the GalpF¯ {F q-invariants of Cˆ
consist of two elements 1, κ0. In the second (global) part of the paper we will
recall that these elements parametrize characters on H1pF, T q, and hence
the distribution O˜0,κ (κ “ 1, κ0) is a “κ-twisted orbital integral” over a
stable orbit.
Proof. It is very easy to see that if Φ is supported on XpF q then, close to
zero, OξpΦq is equal to 0 if ξ is not a norm from E and equal to a smooth
function with value VolpT pF qq ¨ Φp0Xq at zero if ξ is a norm; similarly for
the case that Φ is supported on XαpF q, but with ξ not a norm. The result
follows. 
2.11. Fourier transform. We define Fourier transform on E by identifying
it with its Pontryagin dual via the pairing px, yq ÞÑ ψptrpxy¯qq, where ψ is
as before and y¯ denotes the Galois conjugate of y. The chosen measure on
E is self-dual with respect to Fourier transform. Since we will be interested
only in characters χE of E
ˆ which are base change of characters of Fˆ, i.e.
χE “ χ ˝ NEF or, equivalently, χ¯E “ χE, the functional equation of Tate
integrals does not change under this alternative definition of duality, i.e.:
γpχE , s, ψEqζEpΦ, χE , sq “ ζEpΦˆ, χ´1E , 1´ sq (2.24)
for such characters χE . The additive character ψE will be taken to be the
composition of the character ψ used previously on F with the trace map.
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The correct way to define Fourier transform on XαpF q “ Eα is to notice
that the hermitian map: px, yq ÞÑ trpxy¯q extends naturally to Eα: if we
choose any isomorphism ι : E Ñ Eα which maps 1 P E to the element
a P Eα then we have:
trpιx ¨ ιyq :“ trpNEF paqxy¯q,
and this definition clearly does not depend on ι. Then we have on Eα, as
we had on E: xΦαpyq :“ ż
Eα
Φpxqψ´1 ptrpx ¨ y¯qq dx, (2.25)
for the Haar measure defined previously, and this is self-dual, i.e.:
2.11.1. Lemma. For Φα P C8c pEαq,x
Φαpxq “ Φαp´xq. (2.26)
Proof. In what follows, it is important to distinguish between absolute val-
ues in F and in E, therefore we will be distinguishing them by an index.
Choosing an isomorphism φ : E Ñ Eα with 1 ÞÑ e and NEF peq “ a, and
denoting the pullback of Φα under this isomorphism by Φ0, we have:
φ˚xΦαpyq “ ż Φαpφxqψ´1paxy¯q|a|F dx “ |a|FxΦ0payq (2.27)
and, similarly,
φ˚xΦαpxq “ |a|F{φ˚xΦαpaxq “ |a|2FF `FpΦ0pa ¨ ‚qq˘ paxq “
“ |a|2F ¨
1
|a|E
x
Φ0
´ax
a
¯
“ xΦ0pxq “ Φ0p´xq.

For f P SpX q we now define the transform G as in (2.13), except that now
η is nontrivial.
We claim:
2.11.2. Proposition. Let f P SpX q with lift Φ P SpXq. Then:
OξpΦˆq “ Gpfqpξq. (2.28)
Proof. Before we discuss the proof, let us discuss Tate integrals on Eα: they
will be defined as:
ζEpΦα, χ ˝NEF , sq “
ż
Eα
ΦαpxqχpNEF xq|x|s´1dx,
where |x| denotes the absolute value, extended to Eα via the norm map.
The Tate integral is defined only for characters of the form χ ˝ NEF in this
case. If, now, Φ is a function supported on the union of E and Eα (with
corresponding restrictions denoted by Φ0 and Φα) we define:
ζEpΦ, χ ˝NEF , sq “ ζEpΦ0, χ ˝NEF , sq ` ζEpΦα, χ ˝NEF , sq.
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It can be seen that, with these definitions, the local functional equation
(2.24) still holds. Notice, moreover, that since χE “ χ ˝NEF , we have:
γpχE , s, ψEq “ γpχ, s, ψq ¨ γpχb ηE{F , s, ψq (2.29)
It is now clear, as in the split case, that the Mellin transform of fpξq “
OξpΦq, Φ P SpX q, can be written as:
fˇpχq “ ζEpΦ, χ´1 ˝NEF ,
1
2
q, (2.30)
and similarly if hξ “ OξpΦˆq we have:
hˇpχq “ ζEpΦˆ, χ´1 ˝NEF ,
1
2
q.
Therefore:
hˇpχq “ γpχ, 1
2
, ψqγpχ b ηE{F ,
1
2
, ψqfˇ pχ´1q.
Both h and Gpfq satisfy the Mellin inversion formula 2.16, since they
belong to SpX q, therefore it suffices to check that their Mellin transforms
coincide, which is immediate by the above calculation and an easy calcula-
tion of the Tate integrals of Gpfq.

3. The torus quotient.
3.1. From now on G will denote the group PGL2 over F . By T we will be
denoting a nontrivial torus in G, and E will be the quadratic etale extention
of F such that T “ kerpNEF q. If T is split we have E “ F ‘ F , and in that
case we will sometimes be identifying T with some maximal torus inside
of a chosen Borel subgroup, and will also be denoting it by A. As before,
η “ ηE{F is the quadratic character associated to E.
The first main result of this section will be:
3.1.1. Proposition. Let Y denote the stack pResE{FGaq{T with the preim-
age of ξ “ ´1 P B :“ pResE{FGaq  T » Ga removed. Let Yˆ denote Y
with the preimage of ξ “ 0 removed; then the morphism to B defines an
isomorphism between Yˆ and A1 r t´1, 0u.
If Y1,Y2 denote two distinct copies of Y, the stack Z :“ T zG{T is iso-
morphic to the glueing of Y1,Y2 by the map:
ξ ÞÑ ´1´ ξ.
Among other things, this allows us to identify the GIT quotient XˆXG
with B “ Ga. To preserve consistency of notation, the diagonal copy of X
in X ˆX will have image ´1 P B, and the open subset Y1 will be such that
it contains the image of the diagonal copy (and hence the map Y2 Ñ B will
be the one defined in the previous section, while the map Y1 Ñ B will be
obtained from that by ξ ÞÑ ´1´ ξ). We let Breg “ Breg
Z
be the complement
of t0,´1u in B.
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3.2. The open subset in the split case. We consider first the case E “
F ‘ F , let B`, B´ denote the two Borel subgroups which contain T “ A
and let Z1 :“ AzpB´B` XB`B´q{A, which is open in Z.
3.2.1. Lemma. (1) The map:4
F ‘ F Q px, yq ιÞÑ
ˆ
1 x
1
˙ˆ
1
y 1
˙
“
ˆ
1 x
y 1` xy
˙
P G (3.1)
descends to an isomorphism:
Y
„ÝÑ Z1. (3.2)
(2) Let w be an element in the F -points of the non-identity component
of the normalizer of A, then the automorphism g ÞÑ wg fixes the
preimage of Z1 in G and has the property that:
wιpx, yq „ ι
ˆ
yp1` xyq, x
1` xy
˙
(3.3)
modulo the action of AˆA.
Proof. Direct calculation. For the first statement, one easily sees that
AzpB´B` X B`B´q is isomorphic to the variety of matrices of the form
(3.1) with xy ‰ ´1, and that, thinking of those matrices this way, the map
ι is A-equivariant. The second statement is immediate. 
3.3. Let X “ AzG and let w denote the nontrivial G-automorphism of X.
We have a natural isomorphism of stacks:
X ˆX{G Q px1, x2q ÞÑ x1x´12 P AzG{A,
and applying the “w”-automorphism on the second copy of X induces an
isomorphism of open substacks:
Z2
„ÝÑ Z1,
where Z2 “ AzpBwB XB´wB´q{A.
Combined with the isomorphism of Lemma 3.2.1, this proves Proposition
3.1.1 in the split case.
3.4. The non-split case. In the above setting, but with E now denoting a
field extension, the cocycle which takes the nontrivial element σ of GalpE{F q
to the inner automorphism of G by w (viewed also as an automorphism of
A) defines a form of both PGL2 and A over F . The form of A is T “
kerpNEF q, while the form of PGL2 could be split or non-split according as
the cocycle chosen lifts to GL2 or not. (This depends on the representative
w P N pAqpF q chosen, more precisely on whether the negative of the quotient
of its eigenvalues is a norm from E or not.) This shows, in particular, that:
T zG{T » T zG1{T, (3.4)
4For notational clarity, we formulate in terms of F -points some statements which
should, strictly speaking, be formulated in terms of schemes.
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where G “ PGL2 and G1 is an inner form of G which splits over E.
Notice that w preserves the open substacks Z1,Z2 of Z and hence defines
forms of those.
At the same time, we have seen that the “w” automorphism on AzG
corresponds, under the map ι of Lemma 3.2.1, to the automorphism:
τ : px, yq ÞÑ
ˆ
yp1` xyq, x
1` xy
˙
of the subset of px, yq P k ‘ k with xy ‰ ´1. This is the same as the
composition of the automorphism: px, yq ÞÑ py, xq with the action of p1 `
xy, 1
1`xy q P A, and therefore the form of the quotient stack defined by the
cocycle σ ÞÑ τ is isomorphic to:
Y1 »
`
ResEF pGaqr pNEF q´1p´1q
˘ {T.
Therefore, even in the non-split case we have: Z1 » Y1 and, similarly,
Z2 » Y2, which completes the proof of Proposition 3.1.1.
3.5. Schwartz functions and orbital integrals. We define MpZq to be
the G-coinvariant space of MpX ˆXq (the Fre´chet space of Schwartz mea-
sures) in the split case. In the non-split case we must, as before, use one of
the following equivalent definitions:
(1) For some embedding of G into GLn we let MpZq be the space of
GLnpF q-coinvariants of M
`ppX ˆXq ˆG GLnqpF q˘.
(2) We let MpZq be the direct sum, over all isomorphism classes of T -
torsors Rα, of the coinvariant space: MppXαˆXαqpF qqGαpF q, where
Gα “ AutGpRα ˆT Gq, Xα “ T zGα. Equivalently, Gα ranges over
inner forms of G which split over E.
By the above isomorphisms of stacks, we also have:
MpZq “ pMpY1q ‘MpY2qq {MpY1 X Y2q. (3.5)
We let SpZq denote the cosheaf on B of functions on Breg which are
obtained as regular orbital integrals of Schwartz functions on \αpXαˆXαq.
ξ ÞÑ OξpΦq “
ż
GpF q
Φpξ˜ ¨ gq, (3.6)
where ξ˜ is a representative for the orbit parametrized by ξ.
The results of section 2 immediately imply:
3.5.1. Proposition. The restriction of SpZq to Breg “ Gar t0,´1u is equal
to the cosheaf of Schwartz functions SpBregq. In neighborhoods of ξ “ 0 and
ξ “ ´1 they have the behavior of the germs of Propositions 2.5.4, 2.10.2
around zero.
The choice of Haar measure on GpF q does not matter for the definition
of the sheaf SpZq, and again by a “lift of an element of SpZq to SpX ˆXq”
we will implicitly mean an element of SpX ˆ Xq together with a choice
BEYOND ENDOSCOPY FOR THE RELATIVE TRACE FORMULA I 21
of Haar measure on GpF q. However, we would now like to define a linear
isomorphism:
MpZq „ÝÑ SpZq. (3.7)
We do this locally on the open cover Z1 Y Z2 by using the identification of
MpZiq withMpYiq, together with the identification (3.7) from the previous
section: MpYiq » SpYiq, which gives rise to an map to SpZq:
MpZiq „ÝÑMpYiq „ÝÑ SpYiq Ñ SpZq.
Equivalently, this isomorphism arises from the standard additive measure
on B “ F . Notice that the same integration formula as in the previous
section (Propositions 2.5.1 and 2.10.1) follows from the local isomorphisms
of stacks:
3.5.2. Lemma. There are compatible choices of invariant measures on B
(additive), G and \αpXα ˆ Xαq such that for any Φ P Sp\αpXα ˆ Xαqq
with image f P SpZq we have:ż
\αpXαˆXαq
Φpx1, x2qdx1dx2 “
ż
B
fpξqdξ. (3.8)
3.6. Inner products. In order not to introduce excessive notation, we will
not reserve any symbols for the irregular distributions on Z which are the
analogs of O˜0, O˜u, O˜0,1, O˜0,κ0 of §2, with one exception:
Let α be a class of T -torsors. For Φ1,Φ2 P SpXαq, and an invariant
measure dx on Xα (where “invariant” means, of course, invariant under
the pertinent inner form of G on each copy) we define the inner product of
Φ1,Φ2 as:
〈Φ1,Φ2〉 “
ż
Xα
Φ1pxqΦ2pxqdx,
i.e. as a bilinear form. Clearly, this extends continuously to SpXα ˆ Xαq,
and for an element Φ of the latter we will simply write 〈Φ〉.
Now, given f P SpZq, choose a pair pΦ, pdgαqαq consisting of an element
Φ “ řΦα P ‘αSpXα ˆXαq and a collection of Haar measures on the inner
forms Gα such that f arises as the regular orbital integrals of Φ with respect
to those measures. Let:
p´1qα “
#
1, if α corresponds to the trivial torsor,
´1 otherwise; (3.9)
that is, we are identifying H1pF, T q with Z{2 in the nonsplit case.
Then we define the “inner product” of f as:
〈f〉 :“ pFˆ : NEF Eˆq´1 ¨
ÿ
α
p´1qα VolpT pF q0q 〈Φα〉 , (3.10)
where we have implicitly chosen a decomposition of dg as an invariant mea-
sure on T pF q times a measure on T zGαpF q in order to define both the inner
product on Xα and the volume of T pF q0 according to the recipe of §2.5 (of
course, in the non-split case T pF q0 “ T pF q so no recipe is needed). Clearly,
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the definition does not depend on this choice, so we have a well-defined func-
tional on SpZq. The following is easy to see by the results of the previous
section:
3.6.1. Lemma. In the split case 〈f〉 is equal to the distribution O˜0pfq of
(2.7) when a neighborhood of ξ “ ´1 of Z is identified with a neighborhood
of ξ “ 0 of X according to Proposition 3.1.1. In the nonsplit case, 〈f〉 is
equal to the distribution O˜0,κ0pfq of (2.22) under the same identification.
4. The Kuznetsov quotient with nonstandard functions.
4.1. The Kuznetsov trace formula is the relative trace formula for SpX,Lψqb
SpX,L´1ψ q, where X is the quotient of PGL2 by a nontrivial unipotent sub-
group N and Lψ is the complex G-line bundle on X defined by a character
ψ of NpF q. Here, however, we will extend it to nonstandard sections of this
line bundle, that is, sections which are not Schwartz, with prescribed asymp-
totic behavior at infinity. One can identify X with the quotient by t˘1u
of two-dimensional affine space, minus the origin, and “infinity” is precisely
the partial compactification of this space by P1 at “infinity”.
Let us start in a slightly different way: Let G “ AutpP1q and let X¯ denote
the total space of the line bundle Op´2q over P1; it is G-linearizable, i.e. it
carries an action of G which commutes with the natural action of Gm. We
denote by X the complement of the zero section – it is homogeneous under
G, and stabilizers are unipotent subgroups. There is a unique, up to the
action of GmpF q, GpF q-linear complex line bundle on the F -points of X¯ on
which the stabilizers of points on X act by a nontrivial unitary character;
we fix such a line bundle, and denote it by Lψ. Over P
1 this is G-isomorphic
(non-canonically) to the trivial line bundle. For any subset S of X¯ ˆ X¯
we will denote by S` the open subset of S lying over the open G-orbit on
P1 ˆ P1. If S is stable under the diagonal action of G, then so is S`.
4.2. Orbits. Let N be the subgroup of upper triangular unipotent matrices
in PGL2, N
´ the subgroup of lower triangular matrices, both identified with
the additive group Ga in the usual way, and A the torus of diagonal elements.
Fix a nontrivial unitary character ψ of F , the same character that we used for
Fourier transforms in previous sections. We claim that there is a canonical
map from pX ˆXq` to the open subset:
Gm »
"
N
ˆ
ξ
1
˙
N´
ˇˇˇˇ
ξ P Gm
*
of NzG{N´.
Indeed, let px, yq P pX ˆXq`, then there is a unique isomorphism of the
triple pG,Gx, Gyq with pPGL2, N,N´q such that Gx acts on the fiber of Lψ
by the character ψ of NpF q “ GapF q (standard isomorphism), and a unique
isomorphism such that Gy acts on the fiber of L
´1
ψ by the character ψ
´1 of
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N´pF q “ GapF q. Then
ˆ
ξ
1
˙
is the unique element of A which conju-
gates one isomorphism to the other; our convention to distinguish between ξ
and ξ´1 is that as px, yq approach the complement of pXˆXq` in XˆX, ξ
goes to infinity. This defines an isomorphism of quotient stacks (varieties):
pX ˆXq`{GÑ Gm. (4.1)
We embed Gm ãÑ B :“ Ga ãÑ B :“ P1, and set Breg “ BregW “ B r t0u. We
will sometimes be denoting the regular set by Bˆ.
4.2.1. Lemma. The map (4.1) extends to a rational map:
X¯ ˆX Ñ B, (4.2)
which is regular away from the complement of pP1ˆXq` in P1ˆX, that is:
away from the set of points pp, xq P P1 ˆX such that x lies in the fiber over
p.
The reader should keep in mind that ξ “ 0 corresponds to points on
pP1 ˆ Xq`, while ξ “ 8 corresponds to the complement of pX ˆ Xq` in
X ˆ X. This paradoxical way of parametrizing orbits plays a role when
discussing Fourier transforms (where the vector space structure imposed on
B is important).
There is a certain degree of arbitrariness in choosing the “standard” iden-
tifications of N,N´ with Ga; therefore, there is nothing special about the
orbit above ξ “ 1. However, this choice should be compared to the choice
that the “irregular” orbits of Z map to t0,´1u P B in the discussion of sec-
tion 3; both are essentially choices of a generator of the ring of invariants,
they are related and should be changed simultaneously.
4.3. Orbital integrals. In what follows, we try to make explicit the choices
made in order to think of orbital integrals on the Kuznetsov trace formula
as functions on Breg » Fˆ. The reader may wish to skip straight to (4.6).
Let Φ1,Φ2 be smooth sections of Lψ, resp. L
´1
ψ , of compact support on X.
Fix a Haar measure on G “ GpF q. At a first stage, we define the (regular)
orbital integrals of Φ1 b Φ2 to be the G-invariant section of Lψ b L´1ψ on
pX ˆXq` obtained by integrating Φ1 ¨ Φ2, that is:
Opx,yqpΦ1 b Φ2q “
ż
G
g ¨ pΦ1,Φ2qpx, yqdg, (4.3)
where g¨ denotes the right regular representation under the diagonal action
of G.
At a second stage, we would like to represent these orbital integrals as
functions on Bˆ :“ B r t0u “ Fˆ. Let px0, y0q P pX ˆ Xq`, with image
1 P B, let A denote the unique torus in G which normalizes both Gx0 and
Gy0 , identified with Gm according to the image of px0a, y0q in B (a P A).
For ξ P Gm corresponding to a P A, let:
OξpΦ1 b Φ2q “ Opx0,y0qpa ¨ Φ1 b Φ2q, (4.4)
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where a acts on the section Opx0,y0qpΦ1 b Φ2q by the regular representation
on the first coordinate; hence, OξpΦ1 b Φ2q is understood as an element in
the fiber of Lψ over px0, y0q. We remark that a¨ denotes the action of a as
an element of G; the natural action of Gm on Op´2q by dilations does not
extend to the line bundle Lψ. When, later, we will replace Lψ by the trivial
line bundle, we will be denoting the action of Gm by dilations by La (where
L is supposed to be reminiscent of “left action” in terms of the torus acting
on X » NzG), in order to avoid confusion. Notice that the orbit map:
Bˆ Q a ÞÑ px ¨ a, yq P pX ˆXq` extends to:
B Ñ pX¯ ˆXq`. (4.5)
Finally, we choose an isomorphism of the fiber of Lψ b L
´1
ψ over px0, y0q
with C, in order to consider OξpΦ1 b Φ2q as a complex-valued function on
Fˆ, as ξ varies. This last choice of isomorphism only affects the orbital
integrals by a common scalar multiple, and will be reflected in our choice of
unramified sections in the fundamental lemma (e.g. we will ask that some
sections be equal to “1” at px0, y0q, which only makes sense after choosing
this isomorphism).
Explicitly, if we identify the stabilizers of x0, y0 withN,N
´ such that they
act on Lψ, resp. L
´1
ψ by ψ,ψ
´1, respectively, and if we trivialize the fiber
in order to think of Φ1 bΦ2 as an element of C8pNzGˆN´zG,ψ b ψ´1q,
then:
OξpΦ1 bΦ2q “
ż
G
Φ1p
ˆ
ξ
1
˙
gqΦ2pgqdg. (4.6)
Given these choices – that is, the embedding (4.5) and the identification
of the fiber over 1 with C, we can easily see:
4.3.1. Lemma. (1) The action map:
B ˆGÑ pX¯ ˆXq` (4.7)
is an isomorphism.
(2) The chosen trivialization of the fiber over px0, y0q, the action of Bˆˆ
G (here Bˆ is acting as the torus A on the first copy, as before), and
the above isomorphism give rise to a G-equivariant isomorphism of:
Lψ b L
´1
ψ
ˇˇˇ
pX¯ˆXq`
with the trivial line bundle over B ˆG.
4.4. Integration formula. Identifying sections Φ P S
ˆ
Lψ b L
´1
ψ
ˇˇˇ
pX¯ˆXq`
˙
with sections of the trivial line bundle according to Lemma 4.3.1, we have:
4.4.1. Lemma. For suitable choices of a G-invariant measure on X “ XpF q
and a Haar measure on G “ GpF q, we have:ż
pX¯ˆXq`
Φpx, yqdpx, yq “
ż
B
OξpΦq|ξ|´2dξ, (4.8)
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where dξ is our fixed, standard additive measure on B » F .
4.5. Nonstandard sections. We let MpX¯ ˆX,Lψ b L´1ψ q (resp. SpX¯ ˆ
X,Lψ bL
´1
ψ q) denote the Schwartz cosheaf over X¯ˆX consisting of smooth
measures (resp. functions) on XˆX, valued in Lψ bL´1ψ , with the following
properties:
‚ the restriction of the cosheaf to X ˆX coincides with the standard
cosheaf of Schwartz measures (resp. functions) valued in Lψ b L
´1
ψ ;
‚ in a neighborhood of P1ˆX they are finite sums of the form ři fiFi,
where:
(1) the fi’s are Lψ b L
´1
ψ -valued Schwartz functions on X¯ ˆX;
(2) the Fi are scalar-valued measures (resp. functions) on X ˆ X
which are G-invariant in the second coordinate5, and in the first
coordinate are annihilated asymptotically by the operator:´
1´ δ´ 12 paqLa
¯
¨
´
1´ ηE{F δ´
1
2 paqLa
¯
. (4.9)
Our notation is hiding the details of the asymptotics, and is just replacing
X by X¯ to remind that these measures are not Schwartz on X; however,
they cannot be considered as smooth measures on X¯ .
We explain what it means, for a scalar-valued function or measure on X,
to be asymptotically annihilated by (4.9). Thinking of Gm as the dilation
group of the bundle Op´2q over P1, we have an L2-isometric action of it on
functions on X given by:
Lafpxq “ δpaq´ 12 fpaxq, (4.10)
where δpaq is the inverse of the character by which the non-normalized action
of Gm transforms an invariant measure on X, written suggestively so that
in an identification of X with NzPGL2 it corresponds to:ˆ
a
1
˙
ÞÑ |a|.
Similarly, we have an L2-isometric action of Gm on measures on X given
by:
Laµpxq “ δpaq 12µpaxq, (4.11)
and of course the map from functions to measures: f ÞÑ fdx is equivariant
with respect to these actions.
Hence, “asymptotically annihilated” by (4.9) means that applying the
operator (4.9) to the given function/measure produces a function/measure
5This is just one of many equivalent ways of describing our measures, and the reader
should not get confused trying to figure out the purpose of invariance in the second
coordinate; the point is that our resulting measures will be of Schwartz type in the second
coordinate, which is taken care of by the fi’s, so we only need the Fi’s in order to describe
their asymptotic behavior in the first coordinate.
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which is supported away from P1. Thus, these functions can be identified in
a neighborhood of P1 with elements of a representation π of the form:
0Ñ Ipδ 12 q Ñ π Ñ IpηE{F δ
1
2 q Ñ 0, (4.12)
where the sequence is nonsplit if (and only if) ηE{F is trivial. Here Ip‚q
denotes the principal series representation obtained by normalized induction
from the character ‚. However, the isomorphisms with principal series are
not canonical, and we prefer to think of π as the space of smooth functions
on X which are annihilated by (4.9).
4.6. Coinvariants. We let MpWq denote the G-coinvariants of MpX¯ ˆ
X,Lψ b L
´1
ψ q. Here the letter W is reminiscent of a stack, but for us it is
just formal notation, because I do not know how to make sense of Lψ bL
´1
ψ
as a bundle on the stack. We denote byMpW`q the G-coinvariants of those
measures which are almost supported on pX¯ ˆXq` Ă X¯ ˆX.
Using the trivializations of Lemma 4.3.1, we have a map from MpWq to
smooth measures on Bˆ; as we shall see, this map is injective, so we feel
free not to distinguish between an element of MpWq and the corresponding
measure on Bˆ. We let SpWq be the space of functions on Bˆ which are
obtained as “regular” orbital integrals (understood as in §4.3), with respect
to a Haar measure on G, of elements of SpX¯ ˆX,Lψ b L´1ψ q. According to
Lemma 4.4.1, the map µ ÞÑ µ|ξ|´2dξ is a linear isomorphism:
MpWq Ñ SpWq. (4.13)
We would like to understand the spacesMpW`q,MpWq as sections over
B, B of the G-coinvariants of the push-forward to B of the Schwartz cosheaf
MpX¯ ˆX,Lψ bL´1ψ q, in order to take advantage of the results of appendix
B. This is not directly possible, as the map (4.2) is rational, not regular. We
will see, however, in Proposition 4.10.1 that the stalk over the irregular locus
S of (4.2) does not contribute at all to MpWq; thus, we may indeed view
MpWq as (sections of) the flabby cosheaf of coinvariants of the push-forward
of MppX¯ ˆXqr S,Lψ b L´1ψ q.
4.7. Limiting behavior at 0. Let X be the quotient stack of section 2,
that is: X “ ResE{FGa{T , where T “ kerNEF . We consider elements of
MpX q as measures on B r t0u “ Fˆ, as we do with elements of MpWq.
Recall thatMpW`q denotes the sections of this cosheaf over pX¯ˆXq`, and
SpW`q their images under the operation of orbital integrals.
4.7.1. Proposition. As spaces of measures on Fˆ, we have:
MpW`q “ | ‚ |´1MpX q. (4.14)
The symbol | ‚ |´1 denotes multiplication of a measure µpξq by |ξ|´1.
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Proof. Using the isomorphisms of Lemma 4.3.1, the spaceMppX¯ˆXq`,Lψb
L´1ψ q can be identified with a space of scalar-valued measures on Bˆ ˆ G
with the following properties:
‚ away from a neighborhood of t0u ˆ G they coincide with Schwartz
measures;
‚ in a neighborhood of t0u ˆG they are equal to a Schwartz function
on BˆG times a measure µpbqdg with dg a Haar measure on G and:
µpbq ´ µpabq ´ ηE{F paqµpabq ` ηE{F paqµpa2bq “ 0, (4.15)
for every a P Fˆ.
Their G-coinvariants coincide with their push-forwards to Bˆ, which are
characterized by the analogous properties (i.e. Schwartz away from 0 and
same condition on the measure µ). By the explicit description of MpX q in
Propositions 2.5.4 and 2.10.2, the claim follows. 
4.7.2. Corollary. As spaces of functions on Bˆ, we have:
SpW`q “ | ‚ |SpX q. (4.16)
This follows immediately from the integration formula of Lemma 4.4.1.
In the next subsection we will identify the limiting behavior of an element of
SpW`q as ξ Ñ 0 in terms of invariant distributions supported on the fiber
over ξ “ 0.
4.8. Explication. We would now like to explicate the “irregular” distribu-
tions that determine the limiting behavior at zero.
Let V be defined by the short exact sequence of Fre´chet spaces:
0Ñ SpX ˆX,Lψ b L´1ψ q Ñ SpX¯ ˆX,Lψ b L´1ψ q Ñ V Ñ 0.
(Recall that SpX¯ ˆX,Lψ b L´1ψ q denotes the nonstandard sections defined
in 4.5 and not really sections of the line bundle over X¯ˆX.) That is, in the
language of appendix B, V is the stalk over P1ˆX of the Schwartz cosheaf
whose global sections are SpX¯ ˆX,Lψ b L´1ψ q.
Let Gψ denote the Fre´chet space of germs of smooth sections of Lψ
around P1. Since Lψ is trivializable over P
1, this space is isomorphic (non-
canonically) to the space of germs of smooth functions around P1. Then we
have an isomorphism of GˆG-representations:
V » pGψ pbC8pP1qπqpbSpXq, (4.17)
(completed, projective tensor products), where π is as in (4.12).
Clearly, the fiber over P1ˆX is obtained by evaluation of the element of
Gψ on P
1, which gives a map:
SpX¯ ˆX,Lψ b L´1ψ q Ñ
`
C8pP1,Lψq bC8pP1q π
˘b SpX,L´1ψ q. (4.18)
The first tensor product is isomorphic to π, depending on a trivialization
of Lψ over P
1; for simplicity, but to remember that this isomorphism is not
canonical, we will be denoting it by π1. Since the elements of π can be
28 YIANNIS SAKELLARIDIS
thought of as sections of the trivial line bundle on X annihilated by the
operator (4.9), elements of π1 should be thought of as similar sections of the
pullback of Lψ under the projection map: X Ñ P1. We are going to encode
the G-coinvariants of the fiber in two “irregular” orbital integrals.
For now we will define those irregular orbital integrals only for elements
of SpW`q. Let f P SpW`q and pΦ, dgq be a pair consisting of an element
Φ P SppX¯ˆXq`,LψbL´1ψ q and a Haar measure on G such that f is obtained
by the orbital integrals of Φ. Under the isomorphisms of Lemma 4.3.1 (see
also the proof of Proposition 4.7.1), Φ can be written as a function on BˆG
of the form:
|ξ| p´h1pξ, gq ln |ξ| ` h2pξ, gqq in the split case pη “ 1q,
|ξ| ph1pξ, gq ` ηpξqh2pξ, gqq in the non-split case pη ‰ 1q
where hipξ, gq are Schwartz functions on B ˆG.
In the split case we set:
O˜
0,δ
1
2
pfq “
ż
G
h1p0, gqdg, (4.19)
O˜
u,δ
1
2
pfq “
ż
G
h2p0, gqdg. (4.20)
In the nonsplit case we set:
O˜
0,δ
1
2
pfq “
ż
G
h1p0, gqdg, (4.21)
O˜
0,ηδ
1
2
pfq “
ż
G
h2p0, gqdg. (4.22)
Then it is easy to see:
4.8.1. Lemma. For f PW`, there are smooth functions C1, C2 so that in a
neighborhood of zero:
fpξq “ |ξ| p´C1pξq ln |ξ| ` C2pξqq in the split case, (4.23)
fpξq “ |ξ| pC1pξq ` ηpξqC2pξqq in the non-split case. (4.24)
Moreover, C1p0q “ O˜
0,δ
1
2
pfq and C2p0q “ O˜
u,δ
1
2
pfq in the split case, C1p0q “
O˜
0,δ
1
2
pfq and C2p0q “ O˜
0,ηδ
1
2
pfq in the nonsplit case.
Thus, with the isomorphism of Corollary 4.7.2 and the distributions de-
fined in section 2, we have:
O˜
0,δ
1
2
pfq “ O˜0p| ‚ |´1fq,
O˜
u,δ
1
2
pfq “ O˜up| ‚ |´1fq
in the split case, and:
O˜
0,δ
1
2
pfq “ O˜0,1p| ‚ |´1fq,
O˜
0,ηδ
1
2
pfq “ O˜0,κ0p| ‚ |´1fq
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in the nonsplit case.
4.9. Inner product and limiting behavior at 8. Let now Y be the
complement of pX ˆXq` in X ˆX (that is, the union of Gm-translates of
the diagonal copy of X), and denote by SpX ˆX,Lψ b L´1ψ qY the stalk of
SpXˆX,Lψ bL´1ψ q over Y . Notice that at this point we have restricted our
attention to sections of our cosheaves over XˆX; that is, standard Schwartz
sections of Lψ b L
´1
ψ on X ˆX. We denote by SpY,Lψ b L´1ψ q the fiber of
SpX ˆX,Lψ b L´1ψ q over Y – it is the space of Lψ b L´1ψ -valued Schwartz
functions on Y . Just for this subsection, we introduce the notation SpW0q
for the G-coinvariants of SpX ˆX,Lψ b L´1ψ q.
For Φ1 P SpX,Lψq, Φ2 P SpX,L´1ψ q and a measure dx on X, we define
the inner product:
〈Φ1,Φ2〉 “
ż
X
pΦ1 ¨ Φ2qpxqdx,
i.e. as a bilinear map. Clearly, it extends to a linear functional on SpX ˆ
X,Lψ b L
´1
ψ q, and for Φ in this space we will be using the notation 〈Φ〉.
Given f P SpW0q, choose a pair pΦ, dgq consisting of an element Φ P
SpX ˆX,Lψ bL´1ψ q and a Haar measure on G so that f is obtained as the
coinvariants of Φ with respect to this measure. The chosen measure on G
induces a measure on X as follows: let x P X and N “ Gx, the stabilizer
of x; hence, X “ NzG. The group N acts by a character Ψ on the fiber of
Lψ over x, and we choose an identification of NpF q with F such that the
character Ψ becomes our fixed additive character ψ; we then let dn be the
Haar measure on N corresponding to our fixed measure dx of §2.3, and we
let dx be the measure on X corresponding to dg, dn. Clearly, it does not
depend on the choice of point.
We then define the “inner product” of f to be the functional:
〈f〉 “ 〈Φ〉 , (4.25)
where the “inner product” of Φ is defined with respect to the measure de-
scribed above.
The following is immediate:
4.9.1. Lemma. The inner product spans the space of G-invariant functionals
on SpY,Lψ b L´1ψ q (the fiber of SpX ˆX,Lψ b L´1ψ q over Y ).
Based on Proposition B.4.1 now, the stalk of SpW0q at ξ “ 8 is gener-
ated over the stalk of smooth functions by an element with nonzero “inner
product”.
4.9.2. Proposition. The stalk of SpW0q at ξ “ 8 coincides with the set of
germs of all functions f of the following form:
‚ in the nonarchimedean case:
fpξq “ Cpξ´1q ¨
ż
|x2|“|ξ|
ψpξx´1 ´ xqdx, (4.26)
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where C denotes a(n almost) smooth function6 defined in a neigh-
borhood of zero, with Cp0q “ 〈f〉.
‚ in the archimedean case:
fpξq “
ż
F
ˆ
ξ
|x|2 ` 1 , x
˙
ψ
ˆ
ξx¯
|x|2 ` 1 ´ x
˙
dx, (4.27)
where F is a Schwartz function on Gm ˆ P1, with F p´1,8q “ 〈f〉.
(4.28)
Remark. It may not be clear at first from the above expressions, but it will
become clear from the stationary phase analysis of the archimedean integrals
in §5.2 that the stalks are generated over the stalk of smooth functions by
a single element, as they should. Thus, we could also write them as Cpξ´1q
times the same integral with F replaced by any preferred function with
F p´1,8q “ 1. (Jacquet has computed the integrals explicitly in [Jac05],
and his work will be the basis for the analysis of §5.2.)
Proof. We can easily see that the germ of f can be written as an integral of
the form: ż
Φ
ˆˆ
ξ
1
˙ˆ
1
x 1
˙˙
ψ´1pxqdx,
where Φ P SpNzPGL2, ψq, with ψ here denoting the character
ˆ
1 x
1
˙
ÞÑ
ψpxq, the measures being the standard ones, and Φ
ˆˆ
1
1
˙˙
“ 〈f〉.
Now we decompose in terms of the Iwasawa decomposition G “ NAK,
where K “ PGL2poq in the nonarchimedean case, and K is the “standard”
SOp2q or SUp2q in the real and complex case, respectively.
We can easily see that in the nonarchimedean case, for:
Φpnakq “
#
ψpnq, if a P Apoq
0, otherwise
we get: ż
ψpξx´1 ´ xqdx.
Since this particular Φ satisfies Φ
ˆ
1
1
˙
q “ 〈f〉 “ 1 ‰ 0, it generates the
fiber = stalk of SpW0q over 8. It is easy to see that for large |ξ| only the
x with |x2| “ |ξ| contribute (see the proof of Theorem 5.1.1), and this gives
the desired claim.
6Notice that this stalk is one dimensional; equivalently, the stalk is generated by such
functions with C constant. This can be seen by direct computation, or by showing that
the stalk is generated by the images of locally constant functions “upstairs”.
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In the archimedean case, the Cartan decomposition reads:ˆ
ξ
1
˙ˆ
1
x 1
˙
“
“
˜
1 ξx¯?|x|2`1
1
¸˜
ξ?
|x|2`1 a
|x|2 ` 1
¸¨˝ 1?
|x|2`1
´x¯?
|x|2`1
x?
|x|2`1
1?
|x|2`1
‚˛,
and the matrix
ˆ
1
1
˙
is obtained as the limit when xÑ8, ξ|x|2`1 Ñ ´1,
hence the claim. 
4.10. Contribution of irregular locus and convergence of orbital
integrals. Let S Ă X¯ ˆX be the irregular locus of the map: (4.2.1), that
is: the set of points px¯, xq with x¯ P P1 equal to the image of x under the
natural map: X Ñ P1.
4.10.1. Proposition. The embedding:
SppX¯ ˆXqr S,Lψ b L´1ψ q ãÑ SpX¯ ˆX,Lψ b L´1ψ q
induces an isomorphism on G-coinvariants, that is:
SpWq “ SppX¯ ˆXqr S,Lψ b L´1ψ qG.
This proposition already implies that all the invariant distributions that
we have defined on SppX¯ ˆXqrS,Lψ bL´1ψ q (regular and irregular orbital
integrals, including the inner product) extend to the whole space; for later
use, we mention the following (which is easy to see):
4.10.2. Lemma. In the nonarchimedean case, the regular orbital integrals of
an element of SpX¯ ˆX,Lψ b L´1ψ q can be decomposed as:ż
NzG
ż ˚
N
,
where
ş˚
N
is a stabilizing integral over large compact open subgroups of N .
Proof of Proposition 4.10.1. If we fix the stabilizer N´ of a point on X, and
denote by ψ´1 the character by which it acts on the fiber of L´1ψ , the problem
is easily reduced to that of finding pN´, ψq-equivariant distributions on the
stalk V of SpX¯,Lψq over the unique point y of P1 fixed by N´. The notation
SpX¯,Lψq means similar asymptotics as in §4.5, not sections of Lψ over X¯,
but it is easy to see that as an N´-module this stalk has a filtration:
0ÑW Ñ V ÑW Ñ 0,
where W is isomorphic to the stalk of smooth sections of Lψ over y.
If S1 “ tyu Ă X , in the notation of appendix B the stalk V of SpX¯,Lψq
over S1 has a separated decreasing filtration by Vn :“ J nS1V . Clearly, the
group N´ acts trivially on JS1{J 2S1 “ the cotangent space of y, and hence
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also on J nS1{J n`1S1 “ the n-th symmetric power of the cotangent space. More-
over, recall that Lψ is the trivial line bundle over P
1. Therefore, there are no
pN´, ψq-equivariant functionals on the n-th graded piece of this filtration,
which is an image of (actually, isomorphic to):
J nS1{J n`1S1 b Sptyu,Lψq.

5. Matching and the fundamental lemma.
5.1. Matching.
5.1.1. Theorem. The operator |‚|¨G gives rise to a topological isomorphism:
SpZq „ÝÑ SpWq, (5.1)
which satisfies:
〈| ‚ |Gf〉 “ γ˚pη, 0, ψq 〈f〉 , (5.2)
where 〈 〉 denotes the inner products defined in §3.6, 4.9, and γ˚pη, 0, ψq de-
notes the leading term in the Taylor expansion of the gamma factor γpη, s, ψq
around s “ 0.
Proof. We have short exact sequences:
0Ñ SpX q Ñ SpZq Ñ SpZq{SpXq Ñ 0 (5.3)
and:
0Ñ | ‚ |SpX q Ñ SpWq Ñ SpWq8 Ñ 0. (5.4)
The arrows on the left are closed embeddings and come from (3.5), where
we restrict only to sections of MpY1q with smooth orbital integrals – that
is, we allow singularities only at ξ “ 0, not at ξ “ ´1; and from Corollary
4.7.2.
We have already seen that G is an automorphism of SpX q, hence | ‚ |G
is an automorphism between the subspaces of the above sequences. There
remains to see that it induces isomorphisms of the quotients.
By Corollary 2.7.4 and standard properties of Fourier transform, the
germs at ξ “ 0 of elements of ιFpSpZqq are precisely the germs of func-
tions of the form f1pξq ` ψ
´
1
ξ
¯
hpξq with f1, h smooth. Moreover, we claim
that for ιFpfq „ ψ
´
1
ξ
¯
hpξq (where „ denotes equality of germs), we have:
hp0q “ γ˚pη, 0, ψq 〈f〉 . (5.5)
It suffices to prove (5.5) for one element f for which 〈f〉 is nonzero. Re-
call that for (almost) every character χ of Fˆ, considered as a tempered
distribution on k by meromorphic continuation according to Tate’s thesis,
we have a relation: zχp‚q “ γpχ´1, 0, ψq ¨ | ‚ |´1 ¨ χ´1p‚q. (5.6)
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Indeed, this is just a reformulation of the functional equation for zeta in-
tegrals; in what follows, we denote the obvious bilinear (not hermitian)
pairing by angular brackets, and use the exponent ψ when Fourier trans-
form is taken with respect to the character ψ, instead of ψ´1 which is our
standard convention. We denote Tate’s zeta integral of a function φ P SpF q
by ζpφ, χ, sq.
〈φ, pχ〉 “ 〈 pˆφψ, pχ〉 “ 〈φˆ, χ〉 “ ζpφˆ, χ, 1q “
“ γpχ´1, 0, ψqζpφ, χ´1, 0q “ γpχ´1, 0, ψq 〈φ, χ´1p‚q ¨ | ‚ |´1〉 .
This implies that a function on F which is equal to χpξq in a neighbor-
hood of zero (and Schwartz elsewhere) has Fourier transform which is equal7
to γpχ´1, 0, ψq|ξ|´1χ´1pξq in a neighborhood of infinity (and Schwartz else-
where). In particular, (5.5) holds for the nonsplit case η ‰ 1.
For the split case, we can obtain the function ´ ¨ ln |ξ| as the limit of:
1
t
´ |ξ|
t
t
.
A function which is equal to this in a neighborhood of zero has Fourier
transform which is equal to ´γp1,´t,0q
t
|ξ|´t´1 in a neighborhood of 8, and
in the limit tÑ 0 we obtain γ˚p1,´t, 0q|ξ|´1.
There remains to show that Fourier transform gives a continuous surjec-
tion from the set of functions of the form ψ
´
1
ξ
¯
hpξq around ξ “ 0 (and
Schwartz otherwise) to | ‚ |´1 times the germs of Kloosterman integrals de-
scribed in Proposition 4.9.2. It will be an implicit byproduct of the proof
that, if C is as in the remark following Proposition 4.9.2, then Cp0q “ hp0q,
hence 〈| ‚ |Gf〉 “ γ˚pη, 0, ψq 〈f〉.
We perform this for the archimedean case in the next subsection. For the
nonarchimedean case, let us say that h “ 1o. Then:
F
ˆ
ψ
ˆ
1
‚
˙
hp‚q
˙
pξq “
ż
o
ψpx´1 ´ ξxqdx.
For |ξ| larger than |p´2 ¨ c2| (and larger than 1), where c denotes the
conductor of ψ, we claim that only the terms with |x2| “ |ξ|´1 contribute.
Indeed, set u “ x´1 and v “ ξx and assume that |u| ą |v| (the case |u| ă |v|
is identical). Then u has norm larger than |p´1c|, and as it varies in a ball of
radius |p´1c| around some point u0, v varies in a ball of radius less or equal
than |c| around v0 “ ξu´10 . Therefore:ż
u0`p´1c
ψpu´ ξu´1qdu “
ż
u0`p´1c
ψpuqdu “ 0.
7Asymptotically equal in the archimedean case, i.e. the quotient by the stated function
tends to 1. This is proven by an easy argument multiplying the character by a smooth
cutoff function.
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Hence,
F
ˆ
ψ
ˆ
1
‚
˙
1o
˙
pξq “
ż
|x|2“|ξ|´1
ψpx´1 ´ ξxqdx “
“ |ξ|´1
ż
|x|2“|ξ|
ψpξx´1 ´ xqdx.
5.2. Stationary phase. We complete the proof of matching in the archime-
dean case, based on the arguments of [Jac05]. We only discuss the real case,
as the complex case can be treated similarly.
5.2.1. Lemma. Let F “ R and let φpu, δq be a Schwartz function in two
variables. The integral: ż
φpu, 1
λ
qψpλpu` u´1qqdu
is equal to f1pλq ` |λ|´ 12ψp2λqθ`
`
1
λ
˘ ` |λ|´ 12ψp´2λqθ´ ` 1λ˘, where f1 is a
Schwartz function of λ, and θ˘ are smooth functions (supported in a neigh-
borhood of zero) whose derivatives at zero are polynomials, without constant
terms, on the derivatives of φpu, δq at u “ ˘1 (respectively), δ “ 0. In
particular, θ˘p0q depends only on φp˘1, 0q (respectively).
Moreover, in the special case that φpu, δq “ fpuδq for some smooth func-
tion f , each derivative of θ` at 0 depends on a finite number of derivatives
of f at 0, and the germ of θ` at zero can be arbitrary. Similarly for θ´.
Proof. This is [Jac05][Proposition 1], except for the last statement.
It is proven in [Jac05] that, up to a certain nonzero constant:
θ`pδq “
ż
φ1pu, δqψ
ˆ
´u
2δ
4
˙
du,
where φ1 is the partial Fourier transform in the variable v “ u´1?u of the
function:
φpupvq, δqdu
dv
.
(We assume without loss of generality that φ is supported close to u “ 1, so
that the change of variables v “ u´1?
u
is valid.)
Hence,
θ
pnq
` pδq “
ż „ˆ B
Bδ ´
2πiu2
4
˙n
φ1pu, δq

ψ
ˆ
´u
2δ
4
˙
du.
(We assume without loss of generality that ψpxq “ e2πix.)
Therefore:
θ
pnq
` p0q “
ˆ B
Bδ ´
1
8πi
B
Bv
˙n
φpupvq, δqdu
dv
ˇˇˇˇ
v“δ“0
.
It is clear that, if φ “ fpuδq, this expression is bounded by a finite number
of derivatives of f at 0, and that the evaluation of θ
pnq
` p0q involves higher
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derivatives of f at 0 than the evaluation of all θk`p0q, k ă n. Therefore, the
map f ÞÑ θ` is surjective onto the stalk of smooth functions at zero. 
This allows us to complete the proof of Theorem 5.1.1 in the real case:
Indeed, for the by the stationary phase method or the arguments of [Jac05]
it is easy to see that (4.27) is a Schwartz function of ξ for ξ ą 0 or F
supported away from ´1 (in the first variable). For F supported close to
´1 and ξ ă 0 we can make first the change of variables: t “ x2`1
x
, and the
integral (4.27) becomes:ż
F1
ˆ
ξ
t2
, t
˙
ψpξt´1 ´ tqdt,
where F1 is another (arbitrary) smooth function on Gm ˆ P1. Then we can
make the change u “ ´?´ξ´1t to turn this into:a
|ξ|
ż
F1 p´u, tqψp
a
´ξpu´1 ` uqqdu. (5.7)
Similarly, for the Fourier transform of a function of the form hpxqψ ` 1
x
˘
we have: ż
hpxqψpx´1 ´ ξxqdx,
which again by the same arguments depends up to a Schwartz function of ξ
only on the restriction of h in a neighborhood of zero, and only for ξ ă 0.
By the change of variables u “ ´?´ξx we get:a
|ξ|´1
ż
h1p´
a
´ξ´1uqψp
a
´ξpu` u´1qqdu, (5.8)
where h1 is another (arbitrary) smooth function in a neighborhood of zero.
By the last statement of Lemma 5.2.1, the stalks at zero of (5.7), (5.8)
coincide. This completes the proof of Theorem 5.1.1.

5.3. Basic vectors. From now on, until the end of this section, we assume
that F is nonarchimedean, E (and hence F ) is unramified over the base field
Qp or Fppptqq, and endow the groups G,T,N,N´ with smooth group scheme
structures over the ring of integers o. We set K “ Gpoq, a hyperspecial
maximal compact subgroup. The conductor of our fixed self-dual character
ψ is equal to the ring of integers of F . We consider the o-schemes:
X1 “ T zG, X2 “ NzG,
where the latter is equipped with the line bundle Lψ defined by ψ and an
o-identification: N » Ga.
We endow the various groups with invariant differential forms defined over
o, which are nonzero when reduced to the residue field. Based on our fixed
measure on F of §2.3, this gives rise to invariant measures on their F -points,
and the F -points of their quotients; these measures are canonical, as they
do not depend on the choice of differential form.
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We consider the spaces SpZq and SpWq of coinvariants corresponding to
X1, resp. X2, as defined previously. We will define distinguished vectors f
0
Z
,
f0
W
on them, the basic vectors.
For SpZq we define:
f0Z :“ the image of 1X1poq b 1X1poq in SpZq. (5.9)
(Having fixed measures on the various groups, this image is a well-defined
element of SpZq.)
The description for f0
W
will be more complicated, as it is a “nonstandard”
test function, i.e. not compactly supported. Recall from 4.3 that, in order
to define orbital integrals for the Kuznetsov trace formula as functions, we
have chosen a point px0, y0q P pX2 ˆ X2q` with image 1 P B, and have
trivialized the fiber of Lψ b L
´1
ψ over that point. We now assume that
px0, y0q P pX2 ˆ X2q`poq, hence after trivializing the fiber and choosing
suitable o-isomorphisms of the stabilizers with N,N´ (and of the latter
with Ga) our sections become elements of C
8pNzGˆN´zG,ψ b ψ´1q. In
fact, we may trivialize both the fibers of Lψ over x0 and L
´1
ψ over y0, to
consider smooth sections of Lψ (resp. of L
´1
ψ q as elements of C8pNzG,ψq
(resp. C8pN´zG,ψ´1q).
For n P N, we denote by 1xnK the section:
1xnK
ˆ
u
ˆ
̟m
1
˙
k
˙
pwhere u P N, k P Kq “
#
0, if m ‰ n,
ψpuq, otherwise, (5.10)
of Lψ. As n varies in N, these form a basis for the space of compactly
supported, K-invariant sections of Lψ. We similarly define 1
´
ynK
for L´1ψ .
For an algebraic representation V of the dual group Gˇ “ SL2, denote by
hV the element of the spherical Hecke algebra HpG,Kq corresponding under
the Satake isomorphism:
HpG,Kq “ CrReppGˇqs
to the representation V . Here the monoid of dominant weights of Gˇ is
isomorphic to N, and we will be writing hn for hVn , where Vn is the n-th
highest weight representation.
The Casselman-Shalika formula states that:
hn ‹ 1x0K “ q´
n
2 1xnK . (5.11)
Let Hs be the formal series in the spherical Hecke algebra which corre-
sponds under the Satake isomorphism to the L-function:
Lpπ, 1
2
` sqLpπ b η, 1
2
` sq. (5.12)
To understand what this means, we view an L-function Lpπ, ρ, sq (where ρ
is a representation of the dual group) as a formal series (in the parameter
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q´s) of traces of representations:
Lpπ, ρ, sq “
8ÿ
i“0
q´is trpSiρpπˆqq,
where πˆ is the Satake parameter of π, hence the corresponding series in the
Hecke algebra will be:
8ÿ
i“0
q´ishSiρ.
We then define, for each s:
Φ0s :“ Φ01,sbΦ02 “ pHs ‹ 1x0Kqb1´y0K P C8pX2ˆX2,LψbL´1ψ qKˆK. (5.13)
To see that Hs ‹ 1x0K , a priori a formal series of elements of C8c pX2,Lψq,
makes sense as a section of Lψ when we fix s, write Hs “ h1,s ‹ h2,s, where
h1,s corresponds to the L-function Lpπ, 12`sq and h2,s corresponds to Lpπb
η, 1
2
` sq. Recall that for a representation pρ, V q of Gˇ, and t P Gˇ, we have:
´1
detpI ´ q´sρptq|V q “
ÿ
ně0
q´ns tr ρptq|SnV . (5.14)
Hence:
h1,s “
ÿ
ně0
q´nps`
1
2
qhn,
h2,s “
ÿ
ně0
q´nps`
1
2
qǫnhn,
where ǫ “ ˘1, according as η is trivial or not.
Let Vn denote the highest weight representation of Gˇ corresponding to
the n-th dominant weight, then we have the Klebsch-Gordan formula:
Vm b Vn “
minpm,nqÿ
l“0
Vm`n´2l. (5.15)
We use it to compute the convolution of h1,s with h2,s, i.e. to write the
series:˜ÿ
mě0
q´mps`
1
2
qhm
¸
‹
˜ÿ
ně0
q´nps`
1
2
qǫnhn
¸
“
ÿ
n,mě0
q´pn`mqps`
1
2
qǫnhm‹hn “
“
ÿ
n,mě0
minpm,nqÿ
l“0
q´pn`mqps`
1
2
qǫnhm`n´2l.
Let k “ m ` n ´ 2l, then the restrictions between the different indices
correspond to the system:
l ď minpm,nq ď l ` k
2
m` n “ k ` 2l.
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To count all m,n for a given k, we add over all l “ 0, 1, . . . and have two
cases: either m “ minpm,nq, in which case m ranges over: l ď m ď tk
2
u; or
m ą minpm,nq in which case n ranges over: l ď n ď l ` tk`1
2
u. Altogether,
n ranges from l to k ` l. Therefore, the coefficient for hk will be:
8ÿ
l“0
q´pk`2lqps`
1
2
q
k`lÿ
n“l
ǫn “
8ÿ
l“0
ǫlq´pk`2lqps`
1
2
q ¨
$’&’%
k ` 1 if ǫ “ 1,
0 if ǫ “ ´1, kis odd,
1 if ǫ “ ´1, kis even.
Hence,
Φ01,s “ Hs ‹ 1x0K “
8ÿ
n“0
q´nps`1q
1´ ǫq´2s´1 ¨ 1xnK ¨
$’&’%
k ` 1 if ǫ “ 1,
0 if ǫ “ ´1, kis odd,
1 if ǫ “ ´1, kis even.
(5.16)
We deduce:
5.3.1. Lemma. For each fixed s such that 1 ´ ǫq´2s´1 ‰ 0, Φ01,s makes
sense as a smooth section of Lψ. Moreover, for s “ 0 we have: Φ00 P
SpX¯ ˆX,Lψ b L´1ψ q.
Proof. Only the last assertion remains to be proven. We denote by F 01,s
the K-invariant function on X2 which, under the above trivializations, is
equal to Φ01,s on diagonal elements; that is, F
0
1,s is given by the same series,
but 1xnK is replaced by 1
1
xnK
:“ the characteristic function of the K-orbit
represented by diagp̟n, 1q. Then it is easy to see that Φ01,s is the product of
F 01,s by a section of Lψ which extends to P
1. Therefore, it suffices to prove
that F 01,0 satisfies, in the notation of §4.5:´
1´ δ´ 12 paqLa
¯
¨
´
1´ ηE{F δ´
1
2 paqLa
¯
F 01,0 “ 0.
This follows immediately from the fact that Ldiagp̟m,1q11xnK “ q
m
2 11xn´mK .

Therefore, we may define the basic vector:
f0W :“ the image of Φ00 in SpWq. (5.17)
5.4. Fundamental lemma. Finally, we arrive at the “fundamental lemma”
for elements of the Hecke algebra. Notice that the Hecke algebra HpG,Kq
does not act on the quotients SpZq, SpWq. However, the Bernstein center
does, since these are quotients of GˆG representations (and we accept the
convention that it is the Bernstein center of the first copy of G which acts).
The Bernstein center for the component of the spectrum corresponding to
unramified principal series is isomorphic to HpG,Kq under the natural map;
therefore, we will abuse notation to write h‹f for h P HpG,Kq and f P SpZq
or SpWq. Of course, this discussion serves only aesthetic purposes and
is redundant otherwise, as we will only use such expressions for f “ the
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image of a KˆK-invariant function/section Φ1bΦ2, and then h ‹ f can be
interpreted as the image of ph ‹Φ1q b Φ2.
5.4.1. Theorem. For f0
Z
, f0
W
the basic vectors defined in the previous sub-
section, and all h P HpG,Kq, the integral transform | ‚ |G satisfies:
| ‚ |G `h ‹ f0Z˘ “ h ‹ f0W . (5.18)
This could be proven by explicit calculations as follows: On one hand,
one can explicitly compute the orbital integrals of characteristic functions
of K-orbits (or the “characteristic sections” 1xnK b 1´ymK of the previous
subsection); some of those computations are exhibited in section 6. On the
other hand, one can use a Casselman-Shalika type formula (which in this
case is one of the easiest cases of the general formula computed in [Sakb]) to
explicitly describe the Hecke action in terms of those characteristic functions.
Since this is tedious and not particularly informative, but mainly in order
to demonstrate how the contents of the present paper are simply reflections,
at the level of orbital integrals, of certain transforms taking place “upstairs”
at the level of G-spaces plus prior work of Jacquet on the results of Wald-
spurger, we follow a shortcut; it is important to realize, though, that nothing
in the present paper depends on the existence of this shortcut, as it could
be done directly.
Proof. For the proof we will introduce intermediate “spaces” Z1 and W1
and we will prove “fundamental lemmas” for each step in the sequence:
SpZq Ø SpZ1q Ø SpW1q Ø SpWq.
Just for this proof, we write F,F1, G1, G for the basic functions that have
been defined, or will be defined, for the above spaces.
Symbolically, we have:
Z1 “ AzG{pA, ηq,
where A is the split torus of diagonal elements and ηpdiagpa, 1qq “ ηE{F paq
– in particular, Z1 “ Z in the split case; and:
W1 “ pN,ψqzG{pN´, ψ´1q,
but with different test functions than W.
More precisely, now, we define SpZ1q as the space of functions on B r
t0,´1u obtained by orbital integrals of elements of the space:
SpAzGˆAzG, 1 b ηq.
We use here the same parametrization for AzG{A as discussed in section 3,
but since there is a nontrivial character η we also need to specify represen-
tatives for the orbits which allow us to think of orbital integrals as functions
on the regular set of B. For Φ1 b Φ2 P SpAzGˆAzG, 1 b ηq we define:
OξpΦ1 b Φ2q “
ż
G
Φ1
ˆˆ ´ξ 1` ξ
´1 1
˙
g
˙
Φ2pgqdg. (5.19)
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Throughout we assume smooth o-models for our groups, and Haar mea-
sures arising from residually nontrivial integral volume forms. The “basic
function” is, of course, the image of Φ1 “ the characteristic function of
pAzGqpoq and Φ2pakq “ ηpaq for a P A, k P K “ Gpoq, Φ2 “ 0 off AK.
Jacquet has shown in Proposition 5.1 of [Jac86] that there is a “funda-
mental lemma for the Hecke algebra” between Z and Z1, that is:
h ‹ F “ h ‹ F1 (5.20)
for all h P HpG,Kq and ξ P Breg
Z
“ B r t0,´1u. The parametrization of
orbits is different in loc.cit., as are the volumes, but in the end there is no
need to normalize by volume factors – as can easily be checked by taking
ξ P Breg
Z
poq.
Now we introduce the space SpW1q, or rather just its basic vector G1.
This space will consist of the orbital integrals of certain smooth – but not
Schwartz – sections of Lψ b L
´1
ψ over X ˆX, where X “ NzG. The basic
vector G1 will be obtained from the section Φ1bΦ2, where Φ1 “ H1 ‹ 1x0K
and Φ2 “ H2 ‹ 1´y0K , in the notation of §5.3; Here H1 and H2 are the formal
series in the Hecke algebra corresponding to the L-values:
Lpπ, 1
2
q
and
Lpπ b η, 1
2
q,
respectively. How to make sense of Φ1, Φ2 as sections is completely analogous
to the discussion of §5.3.
We claim that there is a “fundamental lemma for the Hecke algebra”
between SpW1q and SpWq, that is:
h ‹G1 “ h ‹G (5.21)
for all h P HpG,Kq and ξ P Breg
W
“ Bˆ. It is convenient here to move
to the domain of convergence by introducing a parameter s, i.e. functions
Hsi defined as before, with the L-values taken at
1
2
` s instead of 1
2
; we
let Gs1 the corresponding function of orbital integrals. Then, writing H
s
1 “ř
n cpn, sqhn, Hs2 “
ř
n dpn, sqhn, where hn is the Hecke element correspond-
ing to the n-th dominant weight of the dual group, we have:
h ‹Gs1pξq “
ÿ
m,n
cpm, sqdpn, sqOξph ‹ hm ‹ 1x0K , hn ‹ 1´y0Kq
for ℜpsq large, by the fact that for such s the regular orbital integrals are
actual, convergent, integrals.
For an element h in the full Hecke algebra of G, we denote by h_ its linear
dual: h_pgq “ hpg´1q. Elements of the spherical Hecke algebra of PGL2 are
all self-dual. Since orbital integrals are invariant by the diagonal action of
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G, we get:
h ‹Gs1pξq “
ÿ
m,n
cpm, sqdpn, sqOξphn ‹ h ‹ hm ‹ 1x0K , 1´y0Kq “
“ OξpHs2 ‹ h ‹Hs1 ‹ 1x0K , 1´y0Kq.
Finally, using the commutativity of the spherical Hecke algebra, this is
equal to: Oξph ‹Hs1 ‹Hs2 ‹ 1x0K , 1´y0Kq “ h ‹Gs. Hence, h ‹Gs1 “ h ‹Gs for
ℜpsq large.
Taking the limit (analytic continuation) as sÑ 0 we obtain (5.21). Taking
the limit is justified as follows: on one hand, the sections H1 ‹ 1x0K etc.
are, by definition, pointwise limits of the sections Hs1 ‹ 1x0K etc. On the
other, for given ξ and sufficiently large m or sufficiently large n we have
Oξ
´
phm1x0Kq b phn ‹ 1´y0Kq
¯
“ 0; this will be seen in §6.3.
We are left with showing the fundamental lemma for the passage SpZ1q Ø
SpW1q. To achieve that we will work on the level of spaces, and translate
the “unfolding” method of Hecke to orbital integrals.
Let f1 P SpAzG, δsq, f 11 P SpAzG, ηδsq. Recall that δspdiagpa, 1qq “ |a|s.
We define:
f2pgq “
ż
N
f1pngqψ´1pnqdn P C8pNzG,ψq
and:
f 12pgq “
ż
N
f 11pnwgqψ´1pnqdn P C8pN´zG,ψ´1q,
where w “
ˆ
1
´1
˙
.
We claim:
5.4.2. Lemma. If f1 is the basic function of AzG, i.e. the function supported
on AK with f 11pakq “ δspaq, then f2 “ Lp‚, 12 ` sq ‹ 1x0K , where by the L-
value we mean the corresponding element of the Hecke algebra HpG,Kq. If
f 11 is the basic function of pAzG, ηδsq, i.e. the function supported on AK
with f 11pakq “ ηδ´spaq, then f 12 “ Lpπ b η, 12 ` sq ‹ 1´y0K .
Proof. Assume that π is an irreducible unramified representation and Wπ
the spherical Whittaker function of π with respect to pN,ψ´1q, normalized
so that Wπp1q “ 1. Since by the Casselman-Shalika formula each 1xnK is
up to a constant a multiple of hn ‹ 1x0K we can write f2 as a formal sum:
8ÿ
n“0
cpnqhn ‹ 1x0K ,
so that if the integral: ż
NzG
Wπpgqf2pgqdg
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is convergent, it is equal to:ÿ
n
cpnq tr Vnpπˆq
ż
Wπpgq1x0pgqdg “ VolpNzGpoqq
ÿ
n
cpnq tr Vnpπˆq,
where Vn is the n-th irreducible representation of the dual group and πˆ the
Satake parameter of π. Therefore we just need to compute this integral.
We write: ż
NzG
Wπpgqf2pgqdg “
ż
G
Wπpgqf1pgqdg “
“
ż
AzG
ż
A
Wπpagqδspaqdaf1pgqdg “ VolpAzGpoqq
ż
A
Wπpagqηδspaqda.
It is well-known (and follows easily from the Casselman-Shalika formula)
that the last integral is absolutely convergent for ℜpsq ą ´1
2
, and equal
to VolpApoqqLpπ, 1
2
` sq. This implies the claim, since VolpAzGpoqqVolpApoqq
VolpNzGpoqq “
VolpNpoqq “ 1.
This proves the lemma for f2, and the proof for f
1
2 is identical. 
We continue with the proof of Theorem 5.4.1. By the previous lemma,
when s “ 0, we have h ‹ F1pξq “ Oξpf1 b f 11q and G1pξq “ Oξpf2 b f 12q
when f1 “ h‹(the basic function of pAzG, δsq) and f 11 “(the basic function
of pAzG, ηδs)). We want to investigate the relationship between orbital
integrals for f1 b f 11 and those for f2 b f 12, when s “ 0; as before, those will
be the analytic continuation of the ones for ℜpsq " 0, where they are given
by convergent integrals. We denote the Fourier transform of f1 along N :
fˆ1py, gq “
ż
N
f1pngqψ´1y pnqdn,
where ψy
ˆˆ
1 x
1
˙˙
“ ψpyxq, and similarly for fˆ 11py, gq.
Clearly, f2pgq “ fˆ1p1, gq, f 12pgq “ fˆ 11p1, wgq. Moreover, fˆ1py,diagpa, 1qgq “
|a|s`1fˆ1pay, gq and fˆ 11py,wdiagpa, 1qpgqq “ ηpaq|a|´s´1fˆ 11pa´1y, gq. Hence we
have:
Oξpf2, f 12q “
ż
G
fˆ1p1,diagpξ, 1qgqfˆ 11p1, wgqdg “
“ |ξ|s`1
ż
AzG
ż
Fˆ
fˆ1paξ, gqfˆ 11pa´1, wgqηpaqdadg
The function ξ ÞÑ ş
Fˆ
fˆ1paξ, gqfˆ 11pa´1, wgqηpaqda can be seen as an orbital
integral on G2a with respect to the action of the multiplicative group: a ¨
px, yq “ pax, a´1yq. Thus, we are in the split “baby case” of section 2,
except that we also have a character ηpaq in the orbital integrals. Moreover,
we are applying those orbital integrals to the Fourier transform of a Schwartz
function on G2a (indeed, the restrictions of f1, f
1
1 to unipotent orbits are
Schwartz functions). We have then seen in 2 (for the case η “ 1, but the
case η ‰ 1 is similar) that:
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ż
Fˆ
fˆ1paξ, gqfˆ 11pa´1, wgqηpaqda “
“ G
ˆ
c ÞÑ
ż
Fˆ
f1
ˆˆ
1 ca
1
˙
g
˙
f 11
ˆˆ
1 a´1
1
˙
wg
˙
ηpaqda
˙
. (5.22)
It follows that:
Oξpf2, f 12q “ |ξ|s`1¨
¨G
˜
c ÞÑ
ż
AzG
ż
Fˆ
f1
ˆˆ
1 ca
1
˙
g
˙
f 11
ˆˆ
1 a´1
1
˙
wg
˙
ηpaqdadg
¸
“
“ |ξ|s`1G
˜
c ÞÑ
ż
AzG
ż
Fˆ
f1
ˆˆ
1 c
1
˙ˆ
a´1
1
˙
g
˙
¨
¨ f 11
ˆˆ
1 1
1
˙ˆ
a
1
˙
wg
˙
dadg
˙
“
“ |ξ|s`1G
ˆ
c ÞÑ
ż
G
f1
ˆˆ
1 c
1
˙
g
˙
f 11
ˆˆ
1 1
1
˙
wg
˙
dg
˙
“
“ |ξ|s`1G `c ÞÑ Ocpf1 b f 11q˘ .
This proves the theorem. 
6. Variation with a parameter and explicit calculations
For global applications we will not be able to use the space of nonstandard
sections for the Kuznetsov quotient directly. The reason is that, spectrally,
they correspond to values of L-functions on the critical line, where global
Euler products are non-convergent. We therefore need to introduce varia-
tions of this space, corresponding to the parameter s in:
Lpπ, 1
2
` sqLpπ b η, 1
2
` sq.
We conclude with this, and some explicit calculations.
6.1. Nonstandard Whittaker space depending on s. We generalize
the definitions of §4.5 to an arbitrary parameter s P C (the previous case
corresponding to s “ 0), borrowing freely notation from there.
We let MspX¯ ˆ X,Lψ b L´1ψ q (resp. SspX¯ ˆ X,Lψ b L´1ψ q) denote the
Schwartz cosheaf over X¯ˆX consisting of smooth measures (resp. functions)
on X ˆX, valued in Lψ b L´1ψ , with the following properties:
‚ the restriction of the cosheaf to X ˆX coincides with the standard
cosheaf of Schwartz measures (resp. functions) valued in Lψ b L
´1
ψ ;
‚ in a neighborhood of P1ˆX they are finite sums of the form ři fiFi,
where:
(1) the fi’s are Lψ b L
´1
ψ -valued Schwartz functions on X¯ ˆX;
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(2) the Fi are scalar-valued measures (resp. functions) on X ˆ X
which are G-invariant in the second coordinate, and in the first
coordinate are annihilated asymptotically by the operator:´
1´ δ´ 12´spaqLa
¯
¨
´
1´ ηE{F δ´
1
2
´spaqLa
¯
. (6.1)
We letMpWsq denote the G-coinvariants ofMspX¯ˆX,LψbL´1ψ q. Again,
using the trivializations of Lemma 4.3.1, we have a map from MpWsq to
measures on Bˆ. Finally, we identify those with functions on Bˆ, by dividing
them by |ξ|´2dξ (see the discussion following Lemma 4.4.1), and get the
local Schwartz space SpWsq of the Kuznetsov trace formula with parameter
s, consisting of functions on Bˆ. This is the space of orbital integrals of
elements of SspX¯ ˆX,Lψ b L´1ψ q.
6.2. Basic vector. We now come to the setting of §5.3, adopting (until the
end of the section) all the conventions and notation from there. In particular,
F is nonarchimedean and we have good integral models, measures, and
isomorphisms for everything. We only denote here by X what was denoted
there by X2; namely, the space NzPGL2. We defined in 5.3 certain sections
Φ0s of Lψ b L
´1
ψ over X ˆX. In analogy with Lemma 5.3.1 we have:
6.2.1. Lemma. The section Φ0s belongs to S
spX¯ ˆX,Lψ b L´1ψ q.
The proof is identical to that of Lemma 5.3.1. We define f0s to be the
image of Φ0s in SpWsq. (In comparison to §5.3, we omit the index W since
here we only work on the Kuznetsov space, and introduce the index s so
that the previous f0
W
is now f00 .)
6.3. Orbital integrals for the characteristic sections. Recall that 1xmK
denotes a certain compactly supported section of Lψ defined in §5.3, and
1´ymK a compactly supported section of L
´1
ψ . Now we compute the orbital
integral:
Oξp1xmK b 1´y0Kq
for ξ P Fˆ. We also identify ξ with the representative
ˆ
ξ
1
˙
ofNzG{N´,
according to §4.3.
We have:
Oξp1xmK b 1y0Kq “
ż
N´zG
ż
N´
1xmKpξngqψ´1pnqdn ¨ 1´y0Kpgqdg “
VolpXpoqq
ż
N´
1xmKpξnqψ´1pnqdn.
Let n “
ˆ
1
x 1
˙
P N , then ξn admits the following Iwasawa decompo-
sition (G “ NAK):
‚ if |x| ď 1: then ξ P A, n P K;
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‚ if |x| ą 1: then ξn “
ˆ
1 ξx´1
1
˙ˆ ´ξx´1
x
˙ˆ
1
1 x´1
˙
.
Therefore, ż
N´
1xmKpξnqψ´1pnqdn “
“ 1xmK
ˆ
ξ
1
˙
`
8ÿ
i“1
1xmK
ˆ
ξ̟i
̟´i
˙ż
p´irp´i`1
ψpξx´1 ´ xqdx.
Thus we get:
‚ if |ξ| “ q´m: Oξp1xmK b 1´y0Kq “ VolXpoq;
‚ if |ξ| “ q2i´m for some i ą 0:
Oξp1xmK b 1´y0Kq “ VolXpoq
ż
p´irp´i`1
ψpξx´1 ´ xqdx;
‚ zero otherwise.
For the integral in the second case, we have |ξx´1| “ |x|q´m ď |x|. Hence:
‚ If m ě 1 and i ą 1 then as x varies in a ball of radius q, ξx´1 varies
in a ball of radius ď 1, therefore the integral is zero.
‚ If m ě 1 and i “ 1, i.e. |ξ| “ q2´m then as x varies in p´1 r o,
ψpξx´1q “ 1 and we get: Oξ1xmK “ ´VolXpoq.
‚ Finally, if m “ 0 and |ξ| ą 1 then we get (with a change of variables
x ÞÑ ´x): Oξ1xmK “ VolXpoq
ş
|x|2“|ξ| ψpx´ ξx´1qdx.
To summarize:
Oξp1xmKb1´y0Kq “ VolXpoq¨
$’&’%
1 if |ξ| “ q´m;
´1 if |ξ| “ q2´m,m ě 1;ş
|x|2“|ξ| ψpx´ ξx´1qdx if |ξ| ą 1,m “ 1.
(6.2)
Remark. We notice that for any ξ and sufficiently largem we haveOξp1xmKb
1y0Kq “ 0. Thus, for an element Φ P SspX¯ ˆX,Lψ b L´1ψ qKˆK which can
be written as a series:
Φ “
ÿ
mě0
cpmqp1xmK b 1´y0Kq,
a regular orbital integral OξpΦq can be written as an eventually stabilizing
series (compare with Lemma 4.10.2):
OξpΦq “
ÿ
mě0
cpmqOξp1xmK b 1´y0Kq.
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6.4. Orbital integrals of the basic function. Recall that the basic vector
f0s P SpWsq is obtained by the orbital integrals of Φ0s “ pHs ‹ 1x0Kq b 1´y0K ,
where Hs is the formal series in the Hecke algebra corresponding to the
unramified L-factor Lpπ, 1
2
` sqLpπ b η, 1
2
` sq. We compute its regular
orbital integrals, according to the previous remark.
6.4.1. Lemma. We have:
f0s pξq “ OξpHs ‹ 1x0K b 1y0Kq “
“ VolpXpoqqLpη, 2s ` 1q `|ξ|s`1 ¨ pI ´ q´2s´1̟2¨qfpξq ` 1|ξ|“q2 `Kpξq˘ ,
(6.3)
where:
‚ Kpξq denotes the function which is supported on |ξ| ą 1 and equal
to:
ş
|x|2“|ξ| ψpx´ ξx´1qdx there. (K stands for “Kloostserman”.)
‚ f is the function supported on |ξ| ď 1 and equal, there, to:#
1´ logq |ξ| in the split case,
1`ηpξq
2
in the non-split case;
‚ the action of ̟2 is normalized as in (2.14).
Proof. Indeed, for given ξ with |ξ| “ q´n, the first term expresses the con-
tributions of 1xnK and 1xn`2K whenever those are nonzero, according to the
first two cases of (5.16). However, there is no contribution from 1x0K when
|ξ| “ q2, and this is what the second term is correcting. The third term
expresses the contribution of 1x0K when |ξ| ą 1. 
Appendix A. Almost smooth functions, Schwartz and tempered
functions
A.1. Almost smooth functions. The space of smooth functions on a real
manifold has the structure of a Fre´chet space. We would like, for the pur-
pose of uniformity, to define a similar Fre´chet space of functions for a p-adic
manifold X, i.e. for a topological space equipped with an atlas of “p-adic
analytic functions”, which is locally isomorphic to the ring of p-adic ana-
lytic functions on on (where, as usual o denotes the ring of integers of a
local nonarchimedean field F ). The usual notions of “locally constant” and
“uniformly locally constant” (when there is some uniform structure) func-
tions do not lead to Fre´chet spaces. We are going to define a new class of
functions, which in this appendix will be called “almost smooth” and in the
rest of the paper, for simplicity, just “smooth”. Also, in this appendix we
will be denoting the space of these functions by C8`, but in the rest of the
paper just by C8. Finally, for any statement about “almost smooth” func-
tions in this appendix, when applied to real manifolds, the word “almost”
should be disregarded; and moreover, complex manifolds and varieties will
be considered as real manifolds/varieties.
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Almost smooth functions will form a sheaf for the usual Hausdoff topology
on X, and therefore it is enough to describe them locally around each point
x P X.
We choose an analytic chart for a neighborhood U of x, so that it be-
comes isomorphic to on with its ring of analytic functions. Then we identify
C8`pUq with C8`ponq, the space of almost smooth functions on on, defined
as those complex-valued functions of the form:
f “
ÿ
iě0
fi (A.1)
on on, where fi is invariant under p
i ˆ ¨ ¨ ¨ ˆ pi and for every N ą 0 there
is a scalar C such that }fi}8 ă Cq´iN for all i. It is a Fre´chet space under
any of the following equivalent systems of seminorms:
A.1.1. Lemma. On the space of continuous functions on on, the following
seminorms define tamely equivalent8 Fre´chet spaces:
(1) }f}N :“ supiě´1,xPon qiN |fpxq ´Ki ‹ fpxq|;
(2) }f}N :“ supiě´1,xPon qiN |Ki`1 ‹ fpxq ´Ki ‹ fpxq|;
(3) }f}8, and }f}N :“ supxPon supyPonrt0u |y|´N |fpxq ´ fpx` yq|
(where |py1, . . . , ynq| “ supi |yi|).
Here Ki is the characteristic measure of p
i ˆ ¨ ¨ ¨ ˆ pi, convolution is in the
additive group on, and by convention K´1 ‹ f “ 0.
It is clear that the Fre´chet structure is preserved under analytic automor-
phisms, thus the notion of an almost smooth function on a p-adic manifold
is well-defined. Notice that, like smooth functions, these “almost smooth”
functions have vanishing derivatives, for any reasonable notion of “deriva-
tive”, for instance for any Z P on we have:
lim
tÑ0
fptZq ´ fp0q
|t| “ 0.
Therefore, any statements about derivatives in the nonarchimedean case,
throughout the paper, should be taken to concern only the zeroth derivative.
However, we will encode the issue of how fast a function varies in what
we will call “pseudo-derivatives”, a notion that is related to the seminorms
defined above.
A.2. Semialgebraic sets and charts. We recall that a semialgebraic set
on a real algebraic variety X is obtained by a boolean combination (i.e. by
taking unions and complements a finite number of times) of subsets of XpRq
given by an inequality of the form f ě 0, where f is a regular function. For
a smooth algebraic variety X over a nonarchimedean field F , on the other
8Recall that a tame Fre´chet space is a Fre´chet space with a presentation as an inverse
limit of Banach spaces Bn, and a map T : limÐBn Ñ limÐB
1
n is tame if there are integers
b and r so that for all n ě b the map T is continuous from Bn`r to B
1
n.
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hand, semialgebraic sets are defined as boolean combinations of sets of the
form:
tx P XpF q|fpxq P Pku, where Pk “ tyk|y P F u,
f is a regular function, and k P Ně2, cf. [Den86]. By definition, a map:
X Ñ Y between semialgebraic sets is called semialgebraic if its graph is
semialgebraic.
The above sets are the basic closed sets for the restricted topology of semi-
algebraic sets (restricted means: only finite unions of open sets are required
to be open), and this is the topology we will be using when talking about
“open” and “closed” sets and neighborhoods, unless otherwise specified.
Notice that, in general, the notion of closure is not well-behaved for re-
stricted topologies. However, for semialgebraic sets the following is true:
The closure of a semialgebraic set in the usual (Hausdoff) topology is closed
semialgebraic; hence, the notion of closure is well behaved, and closure in
semialgebraic topology coincides with closure in the Hausdorff topology.
By a smooth semialgebraic set we will mean an open subset of the points of
a smooth variety. (One can more generally define “semialgebraic manifolds”,
but we will not need this.) For the description of tempered functions, we will
need to introduce a notion of “semialgebraic chart” for smooth semialgebraic
set U in the nonarchimedean case. By a semialgebraic chart of U we mean a
finite partition into open-closed subsets: U “ \jUj and, for every j, a semi-
algebraic isomorphism αj : Vj
„ÝÑ Uj with an open semialgebraic subset of
Fn which is on-stable (under addition in Fn).
A.2.1. Lemma. Semialgebraic charts exist.
Proof. It is easy to see that any smooth semialgebraic set in the nonar-
chimedean case is isomorphic to a finite disjoint union of open semialgebraic
subsets of Fn, so it remains to consider the case that U Ă Fn, in order to
show that one can find an on-invariant chart.
For simplicity, we only show that this is the case for the basic open set
tx|fpxq R Pku where Pk is the set of k-th powers of elements of F as above
and f is a polynomial; the general case is only notationally more compli-
cated. We may even restrict to the intersection of this set with on, by
partitioning the set and inverting coordinates as appropriate. Away from
any neighborhood of the zero set of f (in on) the condition: fpxq R Pk is lo-
cally constant in x, hence uniformly locally constant, hence multiplying the
coordinates by a suitable scalar will give the required chart. We are left with
finding an on-invariant chart for a neighborhood of the zero set Z Ă on of f .
By a resolution of singularities (which will be recalled in the next appendix),
we can replace a neighborhood of Z by a compact semialgebraic set V of
the same dimension, so that the pullback of f is, in semialgebraically-local
coordinates py1, . . . , ynq, of the form: c ¨ yi11 ¨ ¨ ¨ yinn . Then the claim is easy
to show. 
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A.3. Schwartz functions. If U is an open semialgebraic subset of (the
points of) a real or p-adic variety, we will define the space SpUq of Schwartz
functions on U as a space of smooth (in the archimedean case), resp. al-
most smooth functions (in the nonarchimedean). The definition in the
archimedean case is well-known, but to construct its analog for the nonar-
chimedean we need to take into account not only the growth of f , but also
the growth of the summands fi of an expression as in (A.1). For this, we
will introduce the following analog of differential operators:
A.3.1. Definition. Let U be an open subset of the points of a smooth p-adic
variety and C :“ pUi, Vi, αiqi a semialgebraic chart of U . For each almost
smooth function f on U and each N ě 0 we define the N -th pseudoderivative
of f with respect to C to be equal to f if N “ 0, and otherwise:
fC,pNqpxq “ sup
yPonrt0u
|y|´N |fpxq ´ fpx` yq|, (A.2)
where the “sum” x ` y should be interpreted in terms of the chart C – i.e.
it really means: αipα´1i x` yq for x P Ui.
It is easy to prove:
A.3.2. Lemma. If C, C1 denote two different charts, for every N there is a
semialgebraic function T such that:
|fC,pNqpxq| ď |T pxq| ¨ |fC1,pNqpxq|.
As a corollary, the notions of Schwartz and tempered functions that we
are about to define do not depend on the choice of chart; we will omit the
chart from the notation for pseudoderivatives from now on.
Now we define Schwartz functions on U . We recall that a “Nash differen-
tial operator” is a “smooth semialgebraic” differential operator, cf. [AG08].
In particular, the growth of these operators is bounded, locally for the semi-
algebraic topology, by regular functions.
A.3.3. Definition. The space SpUq of Schwartz functions on U consists of
those smooth functions on U , in the archimedean case, resp. almost smooth
in the nonarchimedean case, with the property:
‚ for every Nash differential operator D on U , in the archimedean
case, and for every (equivalently: some) chart C, every N ě 0 and
semialgebraic function T , in the nonarchimedean case, the function
Df , resp. Tf pNq, is bounded.
The space of Schwartz functions on U is naturally a nuclear Fre´chet al-
gebra; its topology is generated by the seminorms:
sup
xPU
|Dfpxq|,
in the archimedean case, where D varies over all Nash differential operators
(evidently, a countable number of them suffices), and:
sup
xPU
|T pxqf pNqpxq|
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in the nonarchimedean, where N P N and T varies over all semialgebraic
functions on U (again, a countable number suffices).
We will discuss in appendix B cosheaf-theoretic properties of Schwartz
functions. The following will be a consequence of B.1.1:
A.3.4. Proposition. Schwartz functions on U are precisely those functions
which, for one, equivalently any, smooth compactification U¯ of U extend to
smooth functions (in the archimedean case) resp. almost smooth functions
(in the non-archimedean case) all of whose derivatives vanish on U¯ r U .
We remind that any statement about derivatives should be understood
to apply only to the zeroth derivative in the nonarchimedean case.
A.4. Tempered functions.
A.4.1. Definition. If U is an open semialgebraic subset of (the points of) a
smooth real or p-adic variety, we define the space OpUq of tempered functions
on U as those smooth (in the archimedean case), resp. almost smooth (in
the nonarchimedean) functions f on U with the property:
‚ In the archimedean case, for every Nash differential operator D on
U there is a semialgebraic function T on U with |Df | ď |T |; in
the nonarchimedean, for every (equivalently: one) chart C and any
N P N there is a semialgebraic function h on U with |f pNq| ď |T |.
The space OpUq of tempered functions on U is an algebra which acts on
the space of Schwartz functions:
OpUq b SpUq Ñ SpUq.
Moreover, each f P OpUq is a bounded operator on SpUq. We endow
OpUq with the strong operator topology on the Fre´chet space SpUq; this way
it becomes a locally convex topological algebra. By definition, convergence
to zero of a net pfαqα Ă OpUq in the strong topology means that fαφ Ñ 0
for every φ P SpUq. Since SpUq is a nuclear, and hence Montel Fre´chet space
(i.e. bounded sets are precompact), it is known that this topology coincides
with the operator topology of uniform convergence on bounded/compact
sets [Ko¨t79, p. 139]. It is easy to describe sequential convergence in this
topology:
A.4.2. Lemma. For a sequence fn P OpUq we have fn Ñ 0 iff:
(1) fn Ñ 0 in C8pUq (with the usual Fre´chet topology of locally uniform
convergence of all derivatives), resp. in C8`pUq, and
(2) for each Nash differential operator D, resp. for each chart C and
integer N , there is a semialgebraic function T such that:
|Dfn| ď |T |, resp. |f pNqn | ď |T | for all n.
Proof. It is clear that such a sequence is a null sequence. Vice versa, it is
clear that a null sequence should converge to zero in C8pUq, resp. C8`pUq.
The proof of the second condition is reduced to tempered functions on F
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by the resolution of singularities that will be recalled in the next appendix
(Theorem B.1.2). We prove that all fn should be bounded by some |x|N , for
someN , in a neighborhood of8 (the proof for derivatives/pseudoderivatives
is similar): if not, there is a Schwartz function φ on F with supx |fnpxqφpxq|
bounded below. Thus, fn cannot be a null sequence. 
In particular, OpUq is sequentially complete. In fact, it can be shown that
it is a complete, nuclear topological vector space, but we will not use this.
Appendix B. Schwartz cosheaves
In this appendix we formalize certain properties of Schwartz functions.
These properties are obvious for the Schwartz functions themselves, but
not totally obvious for their coinvariants, hence the language that we are
introducing is helpful in analyzing orbital integrals.
From now on, as in the main body of the text, “smooth” function
means “almost smooth” at nonarchimedean places. Throughout this
section, X denotes the F -points of a smooth algebraic variety over a local
field F , “closed” and “open” refer to the restricted topology of semialgebraic
sets.
Finally, to avoid repeating the same dichotomy again and again, any
mention of “a Nash differential operator D” should be understood,
in the nonarchimedean case, as the data consisting of:
(1) a semialgebraic chart C;
(2) an integer N ě 0;
(3) a semialgebraic function T .
Then, a statement about the function Df should be replaced by the analo-
gous statement about the function |T |f pNq, as in the definition of Schwartz
functions in Appendix A. On the other hand, we keep our convention that
any statement about derivatives should be understood to apply
only to the zeroth derivative in the nonarchimedean case. By con-
sistently using the phrases “Nash differential operator” and “derivative”,
this should cause no confusion.
B.1. The sheaf of tempered functions. The association U Ñ OpUq,
where OpUq denotes the space of tempered functions on U (§A.4), is a sheaf
of topological algebras on X. We will consider it as the “structure sheaf”,
in the sense that all other sheaves will be modules for it.
Except for the general sheaf properties, what is interesting for us now is
the following relation between topology and algebra structure: Any closed
S Ă X gives rise to the sheaf of ideals JS Ă O of functions vanishing on S.
We denote by J nS pUq the closed ideal of OpUq generated by n-fold products
of elements in JSpUq; we write KSpUq “ XnJ nS pUq. Both J nS and KS are
sheaves on X.
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B.1.1. Lemma. The sheaf KS is the sheaf of tempered functions which van-
ish, together with all their derivatives, on S; in particular, in the nonar-
chimedean case KS “ JS. Equivalently, for each open U Ă X the space
KSpUq consists of those tempered functions f on U with the property that
for any Nash differential operator D on U r S the function Df is bounded
in a neighborhood of S X U .
Before we prove the lemma, we mention a basic tool for our proofs, namely
the embedded resolutions of singularities, in the following sense:
B.1.2. Theorem. For every smooth semialgebraic set X and a closed semi-
algebraic subset S Ă X, there is a smooth semialgebraic set X˜ and a proper
morphism p : X˜ Ñ X, such that:
(1) p is an isomorphism away from S;
(2) there is a finite open cover X “ ŤUi and, on each Ui, semialgebraic
coordinates py1, . . . , ynq such that S X Ui is given by finite intersec-
tions and unions of sets of the form:
tx|fpxq ě 0u,
in the (real) archimedean case, and:
tx|fpxq P Pku, Pk “ tyk|y P F u,
in the nonarchimedean case, where f “ cyi11 ¨ ¨ ¨ yinn , ij P N.
This follows from Hironaka’s embedded resolution of singularities [Hir64,
Corollary 3, p. 146].
Along with the previous lemma, we will also prove the following, which
will be useful elsewhere:
B.1.3. Lemma. Consider a resolution X˜ Ñ X as in Theorem B.1.2. Then
for every open U Ă X with preimage U˜ Ă X˜, the pullback gives rise to an
equality:
KSpUq » KS˜pU˜q.
Proof of Lemmas B.1.1 and B.1.3. We first prove that an element f P OpUq
belongs to all J nS pUq if and only if it vanishes on S X U together with all
its derivatives. One direction is easy: it is clear that any element of J nS pUq
has vanishing i-th derivatives, for i ď n, on all points of S.
Vice versa, consider a resolution X˜ Ñ X as in Theorem B.1.2. If U˜ is the
preimage of U , it is easy to see (by reduction to U˜ “ Fn with S˜ “ a “stan-
dard” semialgebraic set defined by conditions on the coordinate functions)
that if a smooth function vanishes with all its derivatives on S˜, it coincides
locally around each point of S˜ with the restriction of a Schwartz function
on U˜ r S˜. (We remind again that in the nonarchimedean case there are
no higher derivatives, so the statement is about almost smooth functions
vanishing on S˜.) Let V denote the (closed) subspace of OpUq consisting of
such functions; we will eventually prove that it coincides with KS˜pU˜ q.
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To do so, we use two well-known results in the archimedean case, which
can be similarly be proven for the nonarchimedean case, for sets as in The-
orem B.1.2:
(1) For every Schwartz function φ on U˜ there is a positive, real-valued
Schwartz function ψ on the same space such that φ
ψ
is a Schwartz
function.
(2) Every Schwartz function φ on U˜ r S˜ is a product of two Schwartz
functions on the same space.
From this it can immediately be deduced that any f P V can be written
as a limit of fψα, where ψα runs over a suitable system of positive Schwartz
functions on U˜ , directed by majorization; and that every fψα is the product
of two Schwartz functions on U˜ r S˜. But Schwartz functions on U˜ r S˜
belong to V , hence the multiplication map: V b V Ñ V has dense image.
Since V Ă JS˜pU˜ q, it follows that V Ă J 2S˜ pU˜q; repeating this argument,
V Ă J n
S˜
pU˜ q for all n. Hence V Ă KS˜pU˜q, therefore these spaces are equal.
Now, there is a sequence of natural numbers kn Ñ `8 such that a smooth
function on U˜ which vanishes with all its first n derivatives on S˜XU˜ descends
to a function on U which vanishes with all its first kn derivatives on S X U
(vice versa, if the first n derivatives of a function on U vanish on S then
they also vanish for the pullback to U˜). This implies that elements of KSpU˜q
descend to smooth functions on U with vanishing derivatives on S. Notice
that the pullback of OpUq is closed in OpU˜q, and the topologies coincide
(indeed, since the map X˜ Ñ X is proper, it suffices for defining the topology
on OpU˜q to consider only those Schwartz functions on U˜ which are pullbacks
of Schwartz functions on U). Again by the fact that K
S˜
pU˜q2 is dense in
KS˜pU˜q we deduce thatKS˜pU˜ q Ă J nS pUq for all n, henceKS˜pU˜q “ KSpUq. 
Now notice that we have an injective map: KSpUq Ñ OpU r Sq.
B.1.4. Lemma. There is a sequence punqn Ă KSpUq with:
un Ñ 1 in OpU r Sq.
We will call such a sequence an approximate identity, despite the fact that
it is only bounded in the weaker topology of OpU r Sq, because it satisfies:
unf Ñ f for all f P KSpUq.
Proof. We may choose a countable, increasing open cover Un of U with the
property that the complement of Un contains a neighborhood of UXS. Then
we can find a sequence of tempered functions un P KSpUq, with un|Un ” 1
and the property that for every Nash differential operator D on U rS there
is a semialgebraic function T on U r S such that |Dun| ď |T | for all n.
(Again, this is easier to see with a blowup as in Theorem B.1.2.) By Lemma
A.4.2, the limit of this sequence in OpU rSq is the constant function 1. 
We denote the quotient sheaf OS :“ O{KS. It is supported on S. Notice
that for every quotient of O by an ideal subsheaf I, the map: OpUq Ñ
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pO{IqpUq is surjective for every U ; thus, no sheafification is needed. Indeed,
using a partition of unity as in [AG08, Theorem 5.2.1], we can patch func-
tions fi on a finite cover U “
Ť
i Ui, which agree on intersections modulo I,
to a function f P OpUq whose restriction to Ui is ” fi mod IpUiq.
B.1.5. Lemma. The sheaf OS can also be described as the completion of O
over the closed subset S:
OS “ limÐ
n
O{J nS . (B.1)
Proof. In the nonarchimedean case we have seen that KS “ JS, so the
statement is trivial. We discuss the archimedean case.
First of all, we use a resolution X˜ Ñ X as in Theorem B.1.2. Then we
have, for every U , a commutative diagram of injective maps:
O{KSpUq   // _

limÐ
n
O{J nS pUq
 _

O{KS˜pU˜q 
 // limÐ
n
O{J n
S˜
pU˜q
Let us fix a sequence Di of Nash differential operators which generate all
Nash differential operators over the ring of Nash (i.e. smooth semialgebraic)
functions, for the set U˜ . An element of limÐ
n
O{J n
S˜
pU˜ q can be described
(non-uniquely) by a sequence fn P OpU˜ q with the property: for all i ď n
we have Difn|S˜ “ Difi|S˜ . The topology on limÐ
n
O{J n
S˜
pU˜q is given by
seminorms:
sup
xPS˜
|T pxqDipφfnqpxq|,
where T varies over semialgebraic functions on S˜ and φ varies over elements
of SpU˜q.
It is then elementary to construct (by appropriate Taylor series) a smooth,
tempered function f on U˜ with Dif |S˜ “ Difi|S˜ for all i. Moreover, for every
φ P SpUq the construction of f can be made such that }Dipfφq}L8pUq is
bounded in terms of a finite number of seminorms of the form:
sup
xPS˜
|T pxqDjpφjfnqpxq|,
where T is semialgebraic and φj P SpU˜q. Thus, the bottom horizontal arrow
of the above diagram is an isomorphism.
But if the given element of O{J n
S˜
pU˜q comes from O{J nS pUq, all the deriva-
tives of the constructed function f agree on S; therefore, it descends to an
element of OpUq. In other words, the vertical arrows are closed embeddings
into the same subspace, and this proves the claim. 
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B.2. Schwartz cosheaves. By a Schwartz cosheaf on X we will mean a
cosheaf F of nuclear Fre´chet spaces on X, satisfying certain axioms. The
extension maps will be denoted by eUV (where V Ă U are open subsets), or
simply by e when the source and target are clear. We will sometimes call the
extension maps “extension by zero”, to emphasize their geometric meaning.
The axioms are expressed in terms of an arbitrary open subset U (as I do
not see a way to make them “sheaf-theoretic” combining the presence of a
sheaf and a cosheaf), and are the following:
(1) The extension maps eUV : FpV q Ñ FpUq are closed.
(2) FpUq is a continuous OpUq-module, i.e. there is a continuous bilinear
map:
OpUq ˆ FpUq Ñ FpUq
compatible with multiplication on OpUq.
(3) If S Ă X is closed, sections of F vanishing to arbitrary degree on S
are extensions by zero of sections on the complement of S, that is:
if JS denotes the sheaf of ideals of tempered functions vanishing on
S as before then:č
n
J nS FpUq Ă e pFpU r Sqq . (B.2)
(We will prove equality in the next lemma.)
(4) Obvious compatibility conditions: If V Ă U are open then the dia-
gram commutes:
OpUq
rU
V

b FpUq // FpUq
OpV q b FpV q
eU
V
OO
// FpV q.
eU
V
OO
B.2.1. Lemma. Let punqn be a weak approximate identity in KSpUq as in
Lemma B.1.4, then unf Ñ f for every f P eUV pFpU r Sqq. Consequently:č
n
J nS FpUq “ e pFpU r Sqq “ KSFpUq.
Proof. Let V “ U rS. Since the map OpV qˆFpV q Ñ FpV q is continuous,
and un Ñ 1 in OpV q, we have unf Ñ f for every f P FpV q. By the
compatibility of restrictions and corestrictions (fourth axiom), une
U
V pfq is
the same as eUV punfq, and since eUV is continuous, this tends to eUV pfq for all
f P FpV q.
But une
U
V pfq P KSpeUV FpV qq Ă J nS FpUq for all n, hence the claim. 
B.3. Functoriality. In what follows, we consider only morphisms between
smooth semialgebraic sets. For a morphism π : X Ñ Y , and a cosheaf F on
X, the push-forward π˚F is simply the cosheaf: V ÞÑ Fpπ´1V q.
B.3.1. Lemma. The push-forward of a Schwartz cosheaf is a Schwartz cosheaf.
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Proof. The only nontrivial verification is that of the third axiom. Let
π : X Ñ Y be a morphism and denote for clarity by OX and OY the
corresponding sheaves of tempered functions. Let S Ă Y be a closed subset,
and KS ,Kπ´1S the corresponding sheaves on Y and X, respectively.
The third axiom for F implies that for every open V Ă Y we have an
equality: č
n
J n
π´1S
pπ´1V q ¨ π˚FpV q “ e pπ˚FpV r Sqq .
In particular, since JSpV q Ă Jπ´1Spπ´1V q, we get:č
n
J nS pV q ¨ π˚FpV q Ă e pπ˚FpV r Sqq .
But by the proof of Lemma B.2.1, we have:
e pπ˚FpV r Sqq Ă KSpV q ¨ π˚FpV q,
and of course KSpV q ¨ π˚FpV q Ă
Ş
n J
n
S pV q ¨ π˚FpV q. Hence, all these three
spaces coincide. 
B.4. Stalks, fibers and a Nakayama-type lemma. Given a closed S Ă
X we define the stalk of a Schwartz cosheaf over S to be the cosheaf:
FS “ F{e pFXrSq ,
where FXrS is the cosheaf: FXrSpUq “ FpU r Sq. Clearly, FS is zero on
X r S; in that sense, it is supported on S.
Let now O¯S be the quotient O{JS – it is the sheaf of restrictions to S of
(smooth) tempered functions on O, and it satisfies O¯SpUq “ OpUq{JSpUq.
The fiber of F will be the cosheaf: F¯SpUq “ FpUq{JSpUqFpUq. Of course,
in the nonarchimedean case the fiber and the stalk coincide. In the archimedean
case, we will use the following version of Nakayama’s lemma:
B.4.1. Proposition. Let S “a point (hence O¯SpUq “ C for every U Ą S),
and assume that a finite-dimensional subspace N Ă FpUq spans the fiber
F¯SpUq. Then the same subspace algebraically (i.e. without taking closures)
generates FSpUq as an OSpUq-module.
Proof. For simplicity of notation, M :“ FSpUq, R “ OSpUq, J “ JSpUq,
Mn “ JnM . Notice that by the third axiom for Schwartz cosheaves, M is
separated with respect to the J-adic topology, i.e. we have an embedding:
M ãÑ limÐ
n
M{Mn.
We claim that for every n the map Jn b N Ñ Mn{Mn`1 is surjective.
Indeed, we have a natural map with dense image:
Jn{Jn`1 bR{J N ÑMn{Mn`1,
but since the space on the left is finite dimensional, the map is surjective.
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This implies that the map pR{JnqbN ÑM{Mn is surjective, and hence
so is the map:
limÐ
n
pR{Jnq bN Ñ limÐ
n
M{Mn.
Since N is finite-dimensional, the left hand side is equal to N b limÐR{Jn,
which is equal toNbR by Lemma B.1.5. ThereforeN generates limÐ
n
M{Mn
algebraically over R, and in particular M “ limÐ
n
M{Mn. 
B.5. Group actions. Let F be a Schwartz cosheaf on a smooth F -variety
X, and assume that it carries an action of a group G. (The group G is
assumed to act trivially on X; for example, if Y is an affine G-variety, with
G reductive, X “ Y G and G is a cosheaf on Y with a compatible G-action,
then F could be the push-forward of G.)
We let FG denote the cosheaf of G-coinvariants, that is:
FGpUq “ FpUqG,
where FpUqG denotes the quotient of FpUq by the closed subspace generated
by vectors of the form v ´ gv, v P FpUq.
B.5.1. Proposition. The cosheaf FG is a Schwartz cosheaf. For every two
open sets V Ă U , the map: `eUV FpV q˘G Ñ FGpUq is a closed embedding.
Proof. The only nontrivial axiom to check is the closedness of extension
maps, therefore it suffices to prove the second statement. LetM1 “ eUV FpV q,
M2 “ FpUq, and let Ni, i “ 1, 2, be the subspace ofMi algebraically spanned
by elements of the form v´g¨v, v PMi. We need to prove that for a sequence
fi Ñ f , where fi P N2 and f PM1, we have f P N1.
Choose an approximate identity un P KUrV pUq (Lemma B.1.4). Then we
have: limn unf “ f (Lemma B.2.1). We also have limi unfi “ unf for every
i; thus, f P punfiqn,i Ă N1. 
In applications to the present paper, all Schwartz cosheaves that we will
encounter are flabby, i.e. the extension maps are monomorphisms (hence
closed embeddings, by the first axiom). The last proposition implies:
B.5.2. Corollary. In the above setting, the cosheaf of G-coinvariants of a
flabby Schwartz cosheaf is flabby.
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