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ON SUBSONIC AND SUBSONIC-SONIC FLOWS WITH GENERAL
CONSERVATIVES FORCE IN EXTERIOR DOMAINS
XUMIN GU AND TIAN-YI WANG∗
Abstract. In this paper, we study irrotational subsonic and subsonic-sonic flows with general
conservative forces in the exterior domains. The conservative forces indicate the new Bernoulli
law naturally. For the subsonic case, we introduce a modified cut-off system depending on
the conservative forces which needs the varied Bers skill, and construct the solution by the
new variational formula. Moreover, comparing with previous results, our result extends the
pressure-density relation to the general case. Afterwards we obtain the subsonic-sonic limit
solution by taking the extract subsonic solutions as the approximate sequences.
1. Introduction
Here we are considering the steady homentropic Euler equations with extract forces, which
are written as: {
div(ρu) = 0,
div(ρu⊗ u) +∇p = ρF,
(1.1)
where x = (x1, · · · , xn) ∈ R
n, n ≥ 3. u = (u1, · · · , un) ∈ R
n is the fluid velocity, while ρ, p, and
F represent the density, pressure, and extra forces respectively. For the hometropic flow, the
pressure p is a function of the density ρ, which is written as: p = p(ρ). As usual, we require
p′(ρ) > 0, 2p′(ρ) + ρp′′(ρ) > 0 for ρ > 0, (1.2)
which include the γ-laws flow with p = κργ , for γ > 1 and κ > 0, and the isothermal flows
with p = κρ; see [8]. The Mach number is a non-dimensional ratio of the fluid velocity to local
sound speed,
M =
|u|
c
,
where
c =
√
p′(ρ),
is the local sound speed and
|u| :=
( n∑
i=1
u2i
)1/2
is the flow speed. The flow is subsonic when M < 1, while the M = 1 means the flow is locally
sonic. Otherwise, M > 1 implies flow is supersonic.
Through this paper, we consider that the extra force F is conservative. This is reasonable
since this type of forces is quite natural and important in the reality. For instance, by Newton’s
law of universal gravitation, the gravity field is a conservative field. Another usual example is
the electric field.
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Due the infinity state and the structure of the extra forces, we assume the flow is irrotational,
which means the vorticity of the flow velocity
curlu = 0.
One of classical problems on the steady compressible flows is the exterior domain problem.
Let Γ be one closed n−1 dimensional hyper surfaces in n-dimensional Euclidean space Rn which
is filled with a compressible fluid in the exterior region Ω. We shall always assume Γ ∈ C2,α
and Ω does not contain origin. At the Γ boundary, the flow satisfies the slip condition:
u · ν = 0 on Γ,
where ν is the unit outward normal to the region Ω. For the infinity state of the flow, af-
ter the normalization and Galilean transformation, one can assume lim|x|→∞ ρ(x) = 1, and
lim|x|→∞ u = (q∞, 0, · · · , 0). The problem is also called as airfoil problem when F ≡ 0.
The study of the subsonic flows is important due to its physical background and has a
long research history. The first theoretical result was obtained by Frankl and Keldysh in [19].
They studied the subsonic flows around a two dimensional airfoil and proved the existence and
the uniqueness for small data by the method of successive approximations. Later on, Bers
[1, 2] proved the existence of subsonic flows with arbitrarily high local subsonic speed for the
Chaplygin gas (minimal surface). By a variational method, Shiffman [22, 23] proved that, if
the infinite free stream flow speed q∞ is less than some critical speed, there exists a unique
subsonic potential flow around a given profile with finite energy. Shortly afterwards, Bers [3]
improved Shiffman’s uniqueness results. Finn and Gilbarg [12] proved the uniqueness of the
two dimensional potential subsonic flow around a bounded obstacle with given circulation and
velocity at infinity. All the above results are related to two dimensional problems. For three
(or higher) dimensional cases, Finn and Gilbarg [13] proved the existence, uniqueness and the
asymptotic behavior with implicit restrictions on Mach numberM . Payne and Weinberger [21]
improved their results soon after. Later, Dong [9] extended the results of Finn and Gilbarg [13]
to any Mach number M < 1 and to arbitrary dimensions. Proceeding further, in [10], Dong
and Ou extended the results of Shiffman to higher dimensions by the direct method of calculus
of variations and the standard Hilbert space method for the γ-law case and isothermal case.
The respective incompressible case is considered in Ou [20] and Ou-Lu [18]. For the rotation
flow, the symmetric body case is considered recently in [4]. The another case of subsonic flow
is the infinitely long nozzle case, the reader can refer to [11, 16, 24, 25] for results and details.
On the other hand, the existence of subsonic-sonic flows could be generated by the subsonic-
sonic limit from the existed exact subsonic solutions. The first compactness framework on
sonic-subsonic irrotational flows in two dimension was due to [5] and [24] independently. The
general compactness framework was introduced in [5] by Chen, Dafermos, Slemrod and Wang.
While for the infinitely long nozzle problem, Xie and Xin [24] investigated the subsonic-sonic
limit of the two-dimensional irrotational flows. Later, in [25], they extended the result to
the three-dimensional axisymmetric flow through an axisymmetric nozzle. The compactness
framework in the general multidimensional irrotational case was established in [15]. The non-
homentropic and rotation flows case is concluded by Chen, Huang, and Wang in [7].
We will discuss both the subsonic case and subsonic-sonic case in this paper. The general
conservative forces lead a new Bernoulli law, which can not be handled by the existed process
directly. For the subsonic case, we need to introduce the modified cut-off system and variation
formula combining with the varied Bers skill. Also, comparing with the previous results,
we extend the pressure-density relation to the general cases, which includes γ-laws flows and
isothermal flows, basing on the delicate analysis on the phase plane. For the subsonic-sonic case,
taking the extract subsonic as the approximate sequence, one can obtain the subsonic-sonic
limit solution by employing the convergence theorem in [7].
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The rest of this paper is organized as follows. In Section 2, we establish the formulation of
the problem and state the main theorem. We clarify the mathematical setting and introduce
the cut-off by modifying density function in Section 3. For the modified problem, the variation
formulation is used to constructing the solution in Section 4. In Section 5, the higher regularity
of the modified flows is proved. Finally, in Section 6, we complete the proof by the varied Bers
skill and subsonic-sonic compactness.
2. The formulation of the problem and the main result
Due to F is conservative force, we could introduce the potential function ψ such that
Fi = ∂iψ
for i = 1, · · · , n. From equation (1.1), we can have.
n∑
j=1
ρuj∂iuj + ∂ip(ρ) = ρ∂iψ
due to the irrotational condition curlu = 0. Dividing by ρ and defining h(ρ) as
h(ρ) =
∫ ρ
1
p′(τ)
τ
dτ,
we get
∇
[
1
2
|u|2 + h(ρ)− ψ
]
= 0.
Then the Bernoulli law comes to
1
2
|u|2 + h(ρ) = ψ, (2.1)
with modifying a constant. Without loss of generality, we assume ψ is bounded and
lim
ρ→+∞
h(ρ) > ψ > lim
ρ→0+
H(ρ), (2.2)
where
H(ρ) =
(
p′(ρ)
2
+ h(ρ)
)
.
From (1.2) and (2.2), it is easy to see h(ρ) has the respective inverse function h−1, which leads
the presentation of density:
ρ = h−1
(
ψ −
|u|2
2
)
(2.3)
which is equivalence to (2.1). Then, Mach number can be regarded as the function of u and ψ,
which is written as M(u;ψ).
Within this paper, we will consider the following problem:
Problem 1 (q∞): Find functions u = (u1, · · · , un) satisfy{
div (ρu) = 0,
curlu = 0,
(2.4)
with the Bernoulli law (2.1) in Ω. And the slip boundary condition
(ρu) · ν = 0 on Γ, (2.5)
where ν denotes the unit inward normal of domain Ω, and the limit
lim
|x|→∞
u(x) = (q∞, 0, · · · , 0)
exists and is finite.
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Remark 2.1. If the flow without vacuum, which means infx∈Γ ρ(x) > 0, (2.5) can be written
as
u · ν = 0 on Γ. (2.6)
Our main result is the following theorem:
Theorem 2.1. For the given ψ satisfies (2.2) and
∂1ψ ∈ L
2n
n+2 (Ω) and |x|β∇ψ ∈ Lq(Ω) for q > n, β > 1−
n
q
. (2.7)
(1) There exists a positive number qˆ, if q∞ < qˆ, then there exists an unique solution u ∈ C
1,α0
for some 0 < α0 < 1 of Problem 1 (q∞), and Mach number M(u;ψ) < 1.
(2) Let qε∞ → qˆ as ε→ 0, with q
ε
∞ < qˆ. And u
ε = (uε1, · · · , u
ε
n) be the corresponding solutions
to Problem 1 (qε∞). Then, as q
ε
∞ → qˆ, the solution sequence u
ε(x) possess a subsequence (still
denoted by) converge a.e. in Ω to u¯(x) = (u¯1, · · · , u¯n)(x) which is a weak solution of Problem
1 (qˆ). Furthermore, u¯ and ρ¯, which is defined through (2.1), also satisfies (1.1)2 in the sense
of distributions and the boundary condition (2.5) as the normal trace of the divergence-measure
field on the boundary (see [6]).
Remark 2.2. It is easy to check for n = 3 the gravity generated by the solid domain Ωc :
ψ =
∫
Ωc
ρs(y)
|x− y|
dy
satisfies the conditions (2.2) and (2.7) on ψ, where ρs ∈ L
1(Ωc) present the density distribution
of Ωc with the finite mass. It also can be applied to the electric field.
Remark 2.3. It is noticeable that when β > n2 + 1 −
n
q with q > n, |x|
β∇ψ ∈ Lq(Ω) includes
the both sub-conditions in (2.7) by the standard Ho¨lder’s inequality.
Remark 2.4. In part (1) of the Theorem 2.1, the regularity of u are limited by ψ. One can
improve the regularity of u and ρ by imposing the further smooth condition on ψ.
3. Mathematical setting and Modification of the density function
In this section, we will transfer Problem 1 (q∞) to a second order partial differential
problem, and introduce a respective subsonic cut-off.
For the irrotation equation (2.4)2, we could introduce the flow potential φ, which satisfies:
u = ∇φ.
Then, the slip condition (2.6) on the boundary Γ comes to
∂φ
∂ν
= 0.
We also give the infinity condition that
lim
|x|→∞
∇φ(x) = (q∞, 0, · · · , 0).
Then, the presentation of density (2.3) comes to:
ρ(|∇φ|2 − 2ψ) := h−1
(
ψ −
|u|2
2
)
.
Then, we come to the second order equation form (2.4)1:
div
(
ρ(|∇φ|2 − 2ψ)∇φ
)
= 0.
Then, Problem 1 (q∞) comes to:
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Problem 2 (q∞): Find φ(x) such that

div
(
ρ(|∇φ|2 − 2ψ)∇φ
)
= 0, in Ω,
∂φ
∂ν = 0, on Γ,
lim|x|→∞∇φ(x) = (q∞, 0, · · · , 0).
(3.1)
From the direct calculating, (3.1)1 comes to:
n∑
i=1
∂i
(
ρ
(
|∇φ|2 − 2ψ
)
∂iφ
)
=
n∑
i,j=1
aij∂ijφ+
n∑
i=1
bi∂iφ = 0.
where
aij = ρδi,j − ρ
′(|∇φ|2 − 2ψ)∂iφ∂jφ = ρ
(
δi,j −
∂iφ∂jφ
c2
)
,
and
bi =
ρ∂iψ
c2
.
Then, for ξ ∈ Rn,
ρ(1−M2)|ξ|2 ≤ aijξiξj ≤ ρ|ξ|
2.
Then, we could see (3.1)1 is elliptic if and only if the flow is subsonic, and it will degenerate in
the subsonic-sonic case. It is noticeable that without a prior estimate on |∇φ|, the potential
equation (3.1)1 is not guaranteed to be uniform ellipticity. Therefore, we need to introduce the
following cut-off.
From (1.2), H(ρ) is an increase function respect to ρ. For fixed ψ,
qcr(ψ) :=
(
2ψ − 2h
(
H−1(ψ)
)) 1
2
is the critical speed. From the direct calculation, one can show the flow is subsonic (M < 1) if
and only if |u| < qcr(ψ).
Now, we introduce a modified problem of Problem 2 (q∞), which is uniformly elliptic by
presenting a way to modify the density ρ. For any small θ > 0, we define ρ˜ as
ρ˜(|∇φ|2, ψ) :=


ρ
(
|∇φ|2 − 2ψ
)
, if |∇φ| ≤ (1− 2θ)qcr(ψ),
monotone smooth connection, otherwise,
supx∈Ω
{
ρ
(
(1− θ)2q2cr(ψ(x)) − 2ψ(x)
)}
, if |∇φ| ≥ (1− θ)qcr(ψ).
And, we denote ρ˜v(v,w) :=
∂
∂v ρ˜(v,w), and ρ˜w(v,w) :=
∂
∂w ρ˜(v,w).
Then, Problem 3 (q∞) is defined as: Find φ(x) such that:

div
(
ρ˜
(
|∇φ|2, ψ
)
∇φ
)
= 0, in Ω,
∂φ
∂ν = 0, on Γ,
lim|x|→∞∇φ(x) = (q∞, 0, · · · , 0).
(3.2)
After the similar calculation with Problem 2 (q∞), ψ satisfies:
n∑
i,j=1
a˜ij∂ijφ+
n∑
i=1
b˜i∂iφ = 0. (3.3)
where
a˜ij = ρ˜δi,j − 2ρ˜v∂iφ∂jφ,
and
b˜i = ρ˜w∂iψ.
And, for ξ ∈ Rn,
C|ξ|2 ≤ a˜ijξiξj ≤ C
−1|ξ|2, (3.4)
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and
|b˜i∂iφ| ≤ C|∂iψ|,
where C is a positive number dependent on θ and ψ.
4. A variation Formulation
In this section, we solve Problem 2 (q∞) by a variational method. To do that, we need a
suitable Hilbert space. Due to [9, 10, 20, 18], the suitable function space is from the following:
Theorem 4.1. Define a function set composed of all the function on Ω which are really the
restrictions of some C∞0 (R
n) function on Ω:
V0 = {ϕ(x), x ∈ Ω | ϕ(x) = ϕ˜(x) for some ϕ˜ ∈ C
∞
0 (R
n)} .
Then under the norm
‖ϕ‖V =
(∫
Ω
|∇ϕ|2dx
) 1
2
,
V0 expands a Hilbert space V if n ≥ 3.
Theorem 4.2. There exists a constant Cn(Ω), such that for ϕ ∈ V,(∫
Ω
|ϕ|
2n
n−2 dx
)n−2
2n
≤ Cn(Ω)
(∫
Ω
|∇ϕ|2dx
) 1
2
. (4.1)
Now we propose our variational problem for (3.2) in the space V. For the given ψ, let
φ = ϕ+ q∞x1, G(Λ, ψ) =
1
2
∫ Λ
0
ρ˜(v, ψ)dv,
and we define a functional I(ϕ, q∞)
I(ϕ, q∞) =
∫
Ω
[
G
(
|∇φ|2, ψ
)
−G
(
(q∞)
2, ψ
)
− 2Gv
(
(q∞)
2, ψ
)
q∞ (∂1φ− q∞)
]
dx (4.2)
+
∫
Ω
2Gvw
(
(q∞)
2, ψ
)
q∞∂1ψ (φ− q∞x1) dx−
∫
Γ
2Gv
(
(q∞)
2, ψ
)
q∞ (φ− q∞x1) ν1ds,
where ν1 is the first component of the outward normal ν = (ν1, · · · , νn).
With the condition ∂1ψ ∈ L
2n
n+2 (Ω), the existence of a solution to Problem 3 (q∞) is
equivalent to the following variational problem:
Problem 4 (q∞): Find a minimizer ϕ¯ ∈ V such that
I (ϕ¯, q∞) = min
ϕ∈V
I (ϕ, q∞) .
It is direct to check that the equation (3.2) is the Euler-Lagrangian equation of our variation
problem. Let η ∈ C∞0 (R
n), the first variation of I (ϕ, q∞) with η would be
0 =
∫
Ω
[
2Gv
(
|∇φ|2, ψ
)
∇φ∇η − 2Gv
(
(q∞)
2, ψ
)
q∞∂1η
]
dx
+
∫
Ω
2Gvw
(
(q∞)
2, ψ
)
q∞∂1ψη dx−
∫
Γ
2Gv
(
(q∞)
2, ψ
)
q∞ην1dS.
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The last three terms are cancelled by integration by part. Then, the first variation of I (ϕ, q∞)
associated with η is
0 =
∫
Ω
2Gv
(
|∇φ|2, ψ
)
∇φ∇ηdx
=
∫
Ω
ρ˜
(
|∇φ|2, ψ
)
∇φ∇ηdx
=−
∫
Ω
div
(
ρ˜
(
|∇φ|2, ψ
)
∇φ
)
ηdx−
∫
Γ
ρ˜
(
|∇φ|2, ψ
) ∂φ
∂ν
ηdS.
For our variational problem, we have the following theorem:
Theorem 4.3. Problem 4 (q∞) has a unique minimizer ϕ¯ ∈ V. Moreover,∫
Ω
|∇ϕ¯|2 dx ≤ C, (4.3)
where C dependants on q∞, ψ and Ω.
Proof. Step 1. I(ϕ, q∞) is coercive in V.
Firstly, we denote
B (ϕ, q∞) =
∫
Ω
[
G
(
|∇φ|2, ψ
)
−G
(
(q∞)
2 , ψ
)
− 2Gv
(
(q∞)
2 , ψ
)
q∞ (∂1φ− q∞)
]
dx,
and will prove B (ϕ, q∞) is uniformly convex in the space V.
Let e1 = (1, 0, · · · , 0), then we have
∇φ− q∞e1 = ∇ϕ.
We denote p = (p1, · · · , pn), F (p) = G
(
|p|2, ψ
)
. Then by direct computation, we can get that
G
(
|∇φ|2, ψ
)
−G
(
(q∞)
2 , ψ
)
− 2Gv
(
(q∞)
2 , ψ
)
q∞ (∂1φ− q∞)
= F (∇φ)− F (q∞e1)− ∂p1F (q∞e1) (∇φ− q∞e1)
=
n∑
i,j=1
∫ 1
0
(1− t)∂pipjF (t∇φ+ (1− t)q∞e1) dt∂iϕ∂jϕ.
It is easy to check ∂2ppF is uniformly positive. In fact, we have(
∂2ppF (p)
)
i,j
= ρ˜δij + 2ρ˜vpipj = a˜ij.
From the cut off ρ˜ property (3.4), we get the uniformly positivity of ∂2ppF . As consequence,
C1
2
∫
|∇ϕ|2dx ≤ B (ϕ, q∞) ≤
C˜1
2
∫
|∇ϕ|2dx. (4.4)
With a similar produce, for any ϕ1, ϕ2 ∈ V, we have that
B (ϕ1, q∞) +B (ϕ2, q∞)− 2B
(
ϕ1 + ϕ2
2
, q∞
)
= F (∇φ1) + F (∇φ2)− 2F
(
∇φ1 +∇φ2
2
)
≥
C1
2
‖ϕ1 − ϕ2‖
2
V ,
which proves the uniformly convexity of B.
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Secondly, the surface integrand in (4.2) is continuous linear functional of ϕ. In fact, by
Hardy’s inequality, there is a constant C(Ω) such that∫
Γ
|ϕ|dS ≤ C(Ω)
(∫
Ω
|∇ϕ|2 dx
) 1
2
. (4.5)
Thirdly, the body integrand∫
Ω
2Gvw
(
(q∞)
2, ψ
)
q∞∂1ψ (φ− q∞x1) dx =
∫
Ω
2Gvw
(
(q∞)
2, ψ
)
q∞∂1ψϕdx
is also continuous linear functional of ϕ, which relies on Gvw
(
(q∞)
2, ψ
)
∈ L∞(Ω) and ∂1ψ ∈
L
2n
n+2 (Ω) and the Poincare’s inequality (4.1) on ϕ.
Now we can prove the coercive for I(ϕ, q∞). By (4.5), we have∣∣∣∣
∫
Γ
2Gv
(
(q∞)
2 , ψ
)
q∞ (φ− q∞x1) ν1dS
∣∣∣∣
=
∣∣∣∣
∫
Γ
2Gv
(
(q∞)
2 , ψ
)
q∞ϕν1dS
∣∣∣∣
≤ C
∫
Γ
|ϕ|dS
≤
C1
8
∫
Ω
|∇ϕ|2dx+ C2.
Similarly, by (4.1), we have
|
∫
Ω
2Gvw
(
(q∞)
2, ψ
)
q∞∂1ψ (φ− q
∞x1) dx| ≤
C1
8
∫
Ω
|∇ϕ|2dx+ C3.
Therefore from (4.4), we get
I (ϕ, q∞) ≥
C1
4
∫
Ω
|∇ϕ|2dx− C4. (4.6)
Step 2. The existence of minimizer ϕ¯ ∈ V.
First, we examine the continuity of I(ϕ, q∞) in V × R
+. For the surface integral part of
I(ϕ, q∞) and the body integrand
∫
Ω 2Gvw
(
(q∞)
2, ψ
)
q∞∂1ψ (φ− q∞x1) dx, the continuity is
showed in Step 1.
For B(ϕ, q∞), let φi = ϕi + q∞x1, for i = 1, 2. Recall the definition of F in Step 1, we have[
G
(
|∇φ1|
2, ψ
)
−G
(
(q∞)
2 , ψ
)
− 2Gv
(
(q∞)
2 , ψ
)
q∞ (∂1φ1 − q∞)
]
−
[
G
(
|∇φ2|
2, ψ
)
−G
(
(q∞)
2 , ψ
)
− 2Gv
(
(q∞)
2 , ψ
)
q∞ (∂1φ2 − q∞)
]
= [F (∇φ1)− F (q∞e1)− ∂pF (q∞e1)∇ϕ1]− [F (∇φ2)− F (q∞e1)− ∂pF (q∞e1)∇ϕ2]
=
∫ 1
0
∂pF (t∇ϕ1 + (1− t)∇ϕ2 + q∞e1) dt(∇ϕ1 −∇ϕ2)− ∂pF (q∞e1) (∇ϕ1 −∇ϕ2)
=
n∑
i,j=1
∫ 1
0
∫ 1
0
∂pipjF (st∇ϕ1 + s(1− t)∇ϕ2 + q∞e1) ds [t∂iϕ1 + (1− t)∂iϕ2] dt(∂jϕ1 − ∂jϕ2).
Then combining with the surface integral, we have
|I(ϕ1, q∞)− I(ϕ1, q∞)| ≤ C(1 + ‖ϕ1‖V + ‖ϕ2‖V)‖ϕ1 − ϕ2‖V ,
where C depends on q∞, n, Ω, θ, and ψ.
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The continuity of I (ϕ, q∞) on q∞ follows from the equality below,
I(ϕ, q∞) =
∫
Ω
∫ 1
0
(1− t)D2pipjF (t∇ϕ+ q∞e1) dt∂iϕ∂jϕdx (4.7)
+
∫
Ω
2Gvw
(
(q∞)
2, ψ
)
q∞∂1ψϕdx −
∫
Γ
2Gv
(
(q∞)
2, ψ
)
q∞ϕν1ds.
Then, by applying the standard Hilbert method, we know every minimizing sequence φm =
ϕm + q∞x1 is convergent. Then the continuity of the functional with respect to ϕ in V will
guarantee the existence of a minimizer ϕ¯.
Step 3. The uniqueness of minimizer ϕ¯.
We pick a minimizing sequence composed of two minimizers alternatively. A minimizing
sequence is always convergent, so any two minimizers are the same.
Step 4. To prove (4.3), we compare I(ϕ, q∞) with I(0, q∞). Then (4.3) follows by (4.6)
easily. 
5. modified flows
In the last section, we have constructed the unique solution of Problem 3 (q∞) by solving
Problem 4 (q∞). In this section, we will show the further regularity.
First, we need the following proposition:
Proposition 5.1. Let alij for i, j = 1, . . . , n be measurable functions on B1, and λ be a positive
constant. Assume that
∀ ξ ∈ Rn, λ|ξ|2 ≤ alijξiξj ≤ λ
−1|ξ|2, and f li ∈ L
q, q > n.
Let w(y) be a function in H1, suppose
n∑
i,j=1
∂i
[
alij(y)∂jw(y)
]
+
n∑
i=1
∂if
l
i = 0
is satisfied weakly. Then w(y) is Ho¨lder continuous in B1/2 and there exist two constants
0 < α ≤ 1, k, depending on λ such that
sup
y∈B1/2
|w(y)| ≤ k
(
||w||L2(B1) + ||f
l
i ||Lq(B1)
)
,
sup
y1,y2∈B1/2
|w(y1)− w(y2)|
|y1 − y2|α
≤ k
(
||w||L2(B1) + ||f
l
i ||Lq(B1)
)
.
The proof of this proposition can be found in [14].
Lemma 5.1. Let Ω′ be a bounded interior subregion of Ω, for ∇ψ ∈ Lq, q > n, then there are
constants 0 < α < 1 and C depending on Ω, Ω′, q∞ and ψ such that
sup
x∈Ω′
|∇φ| ≤ C,
sup
x1,x2∈Ω′
|∇φ(x1)−∇φ(x2)|
|x1 − x2|α
≤ C.
Proof. Denote ϕ′ = ∂kφ for k = 1, · · · , n. Take the k-th partial derivative of the equation
(3.2)1 formally to get that
n∑
i,j=1
∂i
(
a˜ij∂jϕ
′
)
+
n∑
i=1
∂i (ρ˜w∂kψ∂iφ) = 0.
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By the definition of the cut-off density ρ˜, a˜ij has uniformly positive eigenvalues, the equation
is hence uniform elliptic. Also, for i, k = 1, · · · , n,
|ρ˜w∂kψ∂iφ| ≤ C|∂kψ|
By ∇ψ ∈ Lq, we can show ρ˜w∂kψ∂iφ are bounded in L
q. By proposition 5.1, (4.3), with B being
scaled to arbitrary ball, the lemma follows directly although the proof has been formal. This
formality can be substantiated by considering approximation of derivatives by finite differences,
a standard practice in elliptic PDE theory. 
Lemma 5.2. Let Ω′ be BR ∩ (Ω ∪ Γ) for a large R, then conclusion of Lemma 5.1 holds.
Proof. We first remark that a smooth solution U to

div
[
ρ˜
(
|∇U |2, ψ
)
∇U
]
= 0, in Ω′,
U = φ, on |x| = R,
∂U
∂ν = 0, on Γ,
would be the same as ϕ if such a solution does exist.
Indeed, both U and ϕ satisfy weakly Euler-Lagrangian equation if
δ
∫
Bk∩Ω
G
(
|Dw|2, ψ
)
dx = 0
subject to the boundary constraint w = ϕ on |x| = R.
Hence, both are critical points of a uniformly strict convex functioned which has only one
critical points as minimizer. For the existence of U , can be found in [17, Chapter 10], it is
based on the a prior estimate of U , see [14]. 
Lemma 5.3. There is the continuity estimate of ∇φ at infinity:
|∇φ(x)− (q∞, 0, · · · , 0)| ≤
C
(1 + |x|)β
′
, (5.1)
where β′ = min{n2 , β +
n
q − 1}.
Proof. Since φ = ϕ+ q∞x1. Let φ
′ = ∂kφ, ϕ
′ = ∂kϕ for k = 1, . . . , n. Then φ
′ satisfies
n∑
i,j=1
∂i
(
a˜ij∂jφ
′
)
+
n∑
i=1
∂i (ρ˜w∂iφ∂kψ) = 0.
So does ϕ′.
n∑
i,j=1
∂i
(
a˜ij∂jϕ
′
)
+
n∑
i=1
∂i [ρ˜w∂iφ∂kψ] = 0. (5.2)
By (4.3) in Theorem 4.3, ∫
Ω
|ϕ′|2dx ≤
∫
Ω
|∇ϕ|2dx ≤ C, (5.3)
and (5.2) will be shown to be enough for Lemma 5.3.
For sufficiently large R,
{
R
2 < |x| < 2R
}
⊂ Ω. Define
w(y) = Rβ
′
ϕ′(Ry) (5.4)
on
{
1
2 < |y| < 2
}
. By (5.2) and (5.3), w(y) satisfies
n∑
i,j=1
∂
∂yi
(
a˜ij
∂w
∂yj
)
+
n∑
i=1
Rβ
′+1 ∂
∂yi
(ρ˜w∂iφ∂kψ) = 0, in
{
1
2
< |y| < 2
}
,
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{ 12<|y|<2}
|w(y)|2dy ≤ C, and
∫
{ 12<|y|<2}
|Rβ
′+1∇xψ(y)|
qdy ≤ C,
where the argument of a˜ij is Ry if the aij are taken as functions of x. The last inequality is
due to the second condition for ψ in (2.7) and β′ + 1 ≤ β + nq . Applying Proposition 5.1, we
have
|w(y)| ≤ C for |y| = 1.
Going back to (5.4), we have for sufficiently large |x|, for i = 1, · · · , n,
|∂iϕ(x)| ≤
C
|x|β′
,
which leads to (5.1), combining with the result of Lemma 5.2. 
The local C2,α0 Ho¨lder estimate on φ can be obtained through (3.3) by the standard elliptic
estimate, while ψ ∈ Cα
′
since (2.2) and (2.7).
Now, we settle the modified problem Problem 3 (q∞).
6. subsonic flow and subsonic-sonic flow in space
In this section, we will complete the proof Theorem 2.1. The first step is to show the
uniqueness of the modified flow. Then, we can release the cut-off base on the Bers skill and
complete the proof of the subsonic part of main theorem. Then, we will take the subsonic-sonic
limit by the compactness theorem in [7].
Theorem 6.1. For every q∞, there is a unique classical solution such that
φ = ϕ+ q∞x1 with ϕ ∈ V.
Furthermore, the velocity field ∇φ depends on q∞ continuously and in particular maxΩ |∇φ| is
a continuous function of q∞.
Proof. The existence follows from the existence of the variational problem in Theorem 4.3 and
the regularity estimates in Lemma 5.1 and 5.2 and 5.3.
To prove the uniqueness, we note that two classical solutions
φi = ϕi + q∞x1, i = 1, 2 with ϕi ∈ V
would be both critical points of I (ϕ, q∞) as we defined. We denote I
′
v is the Fre´chet derivative,
then we have
0 =
(
I ′v (ϕ1, q∞)− I
′
v (ϕ2, q∞) , ϕ1 − ϕ2
)
=
∫
Ω
[∂pF (∇ϕ1 + q∞e1)− ∂pF (∇ϕ2 + q∞)] (∇ϕ1 −∇ϕ2)dx
=
∫
Ω
∫ 1
0
∂2pipjF (t∇ϕ1 + (1− t)∇ϕ2 + q∞e1) ∂i(ϕ1 − ϕ2)∂j(ϕ1 − ϕ2)dtdx
≥C‖ϕ1 − ϕ2‖
2
V .
Hence ϕ1 = ϕ2.
Now we prove the continuous dependence of solutions on q∞.
Let qm∞ be a convergent sequence, q
m
∞ → q¯∞. Denote φ
m = ϕm + qm∞x1, m ∈ N as the
solution sequence. First we show that ϕm → ϕ¯ in V by using that φ
m is a minimizing sequence
of I (φ, q¯∞).
In fact, since qm∞ → q¯∞ as m→∞, all estimates in Lemma 5.1, 5.2 and 5.3 as well as (4.3)
in Theorem 4.3 can be taken uniformly.
In particular,
∫
Ω |∇ϕ
m|2dx and maxΩ |∇ϕ
m| are uniformly bounded.
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For any given δ > 0, using (4.7) we obtain for sufficiently large m,
|I (ϕm, qm∞)− I (ϕm, q¯∞)| < δ,
|I (ϕ¯, qm∞)− I (ϕ¯, q¯∞)| < δ,
combined with the minimality of φm for I (φ, qm∞), we have
I (ϕm, q¯∞) ≤ I (ϕ
m, qm∞) + δ ≤ I (ϕ¯, q
m
∞) + δ ≤ I (ϕ¯, q¯∞) + 2δ.
Therefore, ϕm is a minimizing sequence for I (ϕ, q¯∞). By the proof of Theorem 4.3, ϕm → ϕ¯
in V. The uniform convergence of ∇φm to ∇φ¯ follows from those uniform estimates in Lemma
5.1 , 5.2 and 5.3 by employing Arzela–Ascoli theorem and a contradiction argument.
Then, we conclude that maxx∈Ω |∇φ
m| → maxx∈Ω |∇φ¯|, hence maxx∈Ω |∇φ| is a continuous
function of q∞. 
Proof of Theorem 2.1:
First, we will prove the part (1): the subsonic case.
Up to now, we have shown for fixed cut off parameter θ, there exists an unique solution of
Problem 3 (q∞), which is denoted as φ(x; q∞, θ). For remove the cut off, which is introduce
in Section 3, we define the quantity:
M(q∞, θ) = max
x∈Ω
(
|∇φ(x; q∞, θ)|
qcr(ψ)(x)
)
which is equivalence of maximum Mach number of the field. It is noticeable that for certain θ,
if M(q∞, θ) < 1 − 2θ, φ(x; q∞, θ) is the unique solution of Problem 2 (q∞). By the similar
argument in Theorem 6.1, one can show that M(q∞, θ) also depends on q∞ continuously.
Let {θi}
∞
n=1 be a strictly decreasing sequence of positive numbers, such that δi → 0 as i→∞.
For fixed i, there exists a maximum interval [0, qi∞) such that, for q∞ ∈ [0, q
i
∞),
M(q∞, θ) < 1− 2θi.
Then, for q∞ ∈ [0, q
i
∞), ∇φ(x; q∞, θi) is the solution of Problem 1 (q∞). From the uniqueness
of Problem 3 (q∞), we can see q
i
∞ ≤ q
j
∞ for i < j. So, {qi∞}
∞
i=1 is an increasing sequence
with the upper bounded (q∞)max := c(1), which implies the convergence of the sequence. As
a consequence, we can have
qˆ := lim
i→∞
qi∞.
If qi∞ < qˆ for any i, then for any q∞ ∈ [0, qˆ), there exist an index i such that q∞ ≤ q
i
∞. The
solution of Problem 1 (q∞) is ∇φ(x; q∞, θi), which could be written as ∇φ(x; q∞).
Then, we have M(∇φ(x; q∞);ψ) → 1 as q∞ → qˆ. It means the subsonic flows will become
subsonic-sonic flows.
The uniqueness of Problem 1 (q∞) is already contained in Theorem 6.1.
Next, we will prove the part (2): the subsonic-sonic case.
The strong solutions uε satisfy (2.4), and the Bernoulli’s law (2.1) and are uniform subsonic
solutions of Problem 1 (qε∞). Hence, Theorem 2.2 in [7] immediately implies the strong
convergence of uε in Ω. As a consequence, the density function ρε(x), which defined by (2.3),
is convergence to ρ¯(x). The boundary conditions are satisfied for ρ¯u¯ in the sense of Chen-Frid
[6]. On the other hand, Since (1.1)2 holds for the sequence of subsonic solutions ρ
ε(x) and
uε(x), it is straightforward to see that ρ¯ and u¯ also satisfies (1.1)2 in the sense of distributions.
This completes the proof of Theorem 2.1.
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