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THICKET DENSITY
SIDDHARTH BHASKAR
Abstract. Thicket density is a new measure of the complexity of a set system,
having the same relationship to stable formulas that VC density has to NIP
formulas. It satisfies a Sauer-Shelah type dichotomy that has applications in
both model theory and the theory of algorithms
§1 Introduction
In the present paper, we introduce a novel combinatorial measure of complexity
of a set system, called thicket density. We can think about it as an order version
of Vapnik-Chervonenkis (VC) density;1 namely, where VC density is a complexity
measure for those set systems which do not shatter arbitrarily large sets, thicket
density measures those which do not have arbitrarily long ladders. The analogy is
quite exact; just as in the VC case, we have a notion of dimension and a shatter
function that satisfy the Sauer-Shelah dichotomy. This is of relevance to model
theory, as thicket density has exactly the same relationship to stability that VC
density has to the non-independence property (NIP).
In the latter half of this paper, we apply “thicket theory” to simplify a previous
result in model theory and give short proofs of a few lower bounds in the theory of
algorithms.
(1) Using our machinery and following Malliaris and Terry [8], we give a very
short proof of the Erdős-Hajnal conjecture for families of graphs that ex-
clude half-graphs.
(2) We prove that set systems with domain N whose family of atomic sets have
finite thicket density cannot compute the relation x ≤ y or the relation
rem(x, y) = z in polynomial time, generalizing a result in Lynch and Blum
[6].
Organization of this paper In Section 2, we introduce the basic objects of study
and prove the thicket version of the Sauer-Shelah dichotomy. We then draw the
connection to the order property in Section 3, and describe our two applications in
Sections 4 and 5.
This line of research began during the my graduate study under the guidance of Yiannis
Moschovakis. I wish to thank Matthias Aschenbrenner, Anton Bobkov, Caroline Terry, Larry
Moss, Alex Kruckman, Jim Freitag, and David Lippel for many helpful conversations. Thanks
again to Larry Moss and Alex Kruckman for helping proofread. Finally, a big thanks to Jerzy
Tiuryn, whom I have never met, but whose paper inspired the present results.
1See Assouad [1] for an introduction to VC theory.
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§2 Thicket dimension
The fundamental objects of study are set systems and binary trees. A set system
(X,F) is a set X along with a family F of subsets of X .
Definition 2.1. A (binary) tree is either empty or an ordered pair of subtrees,
which we call left and right. Alternatively, we could define trees as nonempty sets
T ⊆ 2<ω closed under initial segments. We identify 0 with left and 1 with right. A
tree T ⊆ 2<ω is balanced in case there exists n ∈ {1, 2, . . . , ω} such that T = 2<n.
The depth of 2<n for finite n is n− 1, and the depth of 2<ω is ω.
We will freely switch between considering trees as “recursively presented data
types” and as subsets of 2<ω. In the latter context, a vertex is simply an element
of a tree. Note that the terminology surrounding trees is not standard; what we
call “balanced trees” might elsewhere be called “complete trees” or “full trees.”
Definition 2.2. Let T be a finite balanced binary tree and u, v ∈ T be vertices.
Say that
• T |= u ≺ v in case v strictly extends u
• T |= u ≺L v if v extends u0, and
• T |= u ≺R v if v extends u1.
For fixed v, the set of vertices P (v) = {u : T |= u ≺ v} above v is linearly ordered by
≺ and is partitioned by PL(v) = {u : T |= u ≺L v} and PR(v) = {u : T |= u ≺R v}.
Definition 2.3. Let (X,F) be a set system and T be a tree. An X-labeling of T
is an assignment of non-leaf vertices of T to elements of X . If T is an X-labeled
tree with labeling u 7→ xu, and if v ∈ T is a leaf, then we say F ∈ F is a solution
to v in case
(∀u ≺ v)(xu ∈ F ⇐⇒ u ≺L v),
or equivalently,
F ∩ P (v) = PL(v).
If v has a solution in F , then it is realized over F , otherwise, it is not realized. Call
a tree full over F in case all of its leaves are realized by elements of F .
In the special case that T has depth 0, i.e., is a single leaf v, the quantifier ∀u ≺ v
is vacuous, so v is realized iff T is full iff F is nonempty.
1
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Figure 2.1. A binary element tree over the set system (N,
(
N
2
)
),
where
(
N
2
)
is the family of all 2-element subsets of N. Filled circles
• denote realized leaves.
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There is a natural process that, given an X-labeled tree T and set F , allows one
to determine which leaf it is a solution to. Initializing the vertex u to the root, we
test whether u ∈ F . If so, we replace u with its left child, otherwise we replace u
with its right child, and repeat until u is a leaf.
Definition 2.4. The thicket dimension dim(X,F) is the depth of the deepest full
X-labeled finite balanced binary tree T (or ω if there are arbitrarily deep such
trees). If there are no such trees, equivalently if F is empty, the dimension is −1.
Thicket dimension is essentially a version of Shelah’s 2-rank adapted to the
context of set systems.
Definition 2.5. The thicket shatter function ρ = ρ(X,F) is the maximum number
of realized leaves in any X-labeled tree of depth n. Notice ρ(n) ≤ 2n.
Dual Notions Given a set system (X,F) and a tree T , an F-labeling of T is an
assignment of vertices of T to elements of F . If T is an X-labeled tree with labeling
u 7→ Fu, and if v ∈ T is a leaf, then we say x ∈ X is a solution to v in case
(∀u ≺ v)(Fu ∈ x ⇐⇒ u ≺L v).
This allows us to define corresponding “dual” versions of thicket dimension and
the thicket shatter function, written dim⋆ and ρ⋆. We investigate the relationship
between the primal and dual quantities in Section 3.
The connection to VC dimension and model theory Suppose that in the
definition of a binary element tree or binary decision tree, we were to stipulate that
the labeling must be “constant along rows,” i.e., that any two vertices at the same
depth must have the same label. Then the resulting notions of dimension, shatter
function, dual dimension, and the dual shatter function would be exactly the VC
ones–VC dimension, etc. This observation immediately implies that VC dimension
is a lower bound for thicket dimension, and similarly for each of the other quantities.
Two fundamental properties of first-order formulas relative to structures (or the-
ories) are the order property and the independence property. Suppose ϕ(x; y) is a
first-order formula, M is a structure, and we the set system
Sϕ(M) = (M
|x|, {ϕ(M |x|; b) : b ∈M |y|}).
It is well known that ϕ has the independence property for M exactly when the
VC dimension of Sϕ(M) is infinite. Similarly, ϕ has the order property for M
exactly when the thicket dimension of Sϕ(M) is infinite. The proof of this fact is
implicit in the passage from ladders to trees outlined in Section 3.
The Thicket Sauer-Shelah Dichotomy Strikingly, the statement of the Sauer-
Shelah Lemma for the thicket quantities is exactly the same as the statement for
the corresponding VC quantities.2
First we state the following easy monotonicity property:
Lemma 2.6. Suppose F ⊆ G ⊆ 2X. Then the dimension, dual dimension, shatter
function, and dual shatter function of the set system (X,G) are each bounded below
by their counterpart over (X,F). Similarly for the set system (Y,F), where X ⊆ Y .
2In their upcoming paper, Chase and Freitag formulate a combinatorial object, the banned
binary sequence problem, which satisfies a Sauer-Shelah type dichotomy which implies both the
usual one and the present “thicket” Sauer-Shelah lemma.
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Now we state the thicket Sauer-Shelah Lemma itself:
Theorem 2.7. Let ϕ(n, k) =
(
n
0
)
+
(
n
1
)
+ · · ·+
(
n
k
)
. For any set system (X,F) and
k < ω,
dim(X,F) = ω =⇒ ∀n ρ(n) = 2n
dim(X,F) ≤ k =⇒ ∀n ρ(n) ≤ ϕ(n, k).
Before we prove Theorem 2.7, we collect the basic underlying combinatorial result
into a lemma.
Lemma 2.8. Suppose T is a balanced finite binary tree of depth n. Suppose the
vertices of T are labelled by elements of N∪{−1} such that for any x, y, z such that
x labels a parent in T and y and z the left and right children,
(2.1) max{y, z} ≤ x
(2.2) x ≥ 0 =⇒ min{y, z} < x
Suppose the root is labelled by a number at most k, where k ≥ 0. Then the
number of nonnegative leaves of T is at most ϕ(n, k).
Proof. The function ϕ satisfies the following recursive equation:
ϕ(n, k) =
{
1 if n = 0
ϕ(n− 1, k − 1) + ϕ(n− 1, k) if n > 0
.
We prove this lemma by induction on n, using the above definition of ϕ. If n = 0,
then the number of leaves is 1, which is ϕ(0, k). If n > 0, then let k1 and k2 be the
numbers labeling the left and right subtrees of T respectively. Both of these must
be at most k, and one of them (say k1 without loss of generality) must be at most
k − 1. (See Figure 2.2.)
≤ k
≤ k
(depth n− 1)
≤ k − 1
(depth n− 1)
Figure 2.2. An integer-labeled tree of depth n
Since the depth of the left and right subtrees is n− 1, by induction we have that
the number of nonnegative leaves of the left subtree is at most ϕ(n− 1, k− 1), and
the number of nonnegative leaves of the right subtree is at most ϕ(n− 1, k).
Hence, the number of nonnegative leaves in T is at most their sum, ϕ(n, k),
which is what we wanted to show. 
Lemma 2.9. Consider set systems with domain a fixed set Y . For any G ⊆ 2Y , if
we define
Gy := {F ∈ G : y ∈ F}
Gy¯ := {F ∈ G : y /∈ F},
then
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(2.3) max{dim(Gy), dim(Gy¯)} ≤ dim(G)
(2.4) dim(G) ≥ 0 =⇒ min{dim(Gy), dim(Gy¯)} < dim(G)
Proof. Equation (2.3) follows from monotonicity of dimension (Lemma 2.6). Equa-
tion (2.4) is implied by (2.3) in case the dimensions of Gy and Gy¯ are different, so
suppose that
dim(Gy) = dim(Gy¯) = d.
Since dim(G) ≥ 0, G is nonempty. Hence one of Gy and Gy¯ are nonempty, and
hence d > 0. In this case we have a full Y -labeled balanced binary tree T1 over Gy
and a full Y -labeled balanced binary tree T2 over Gy¯ each of depth d. The tree T
with root y, left subtree is T1, and right subtree is T2 is a full Y -labeled balanced
binary tree over G of depth d+ 1. Hence d+ 1 ≤ dim(G). 
Finally, we can prove Theorem 2.7.
Proof. SinceX is fixed throughout, we can write, e.g., dim(F) instead of dim(X,F).
Clearly, if dim(F) = ω, there are arbitrarily deep full X-labeled trees, so ρ(n) =
2n.
On the other hand, suppose dim(F) ≤ k and consider an X-labeled balanced
binary tree T of depth n. For u ∈ T not a leaf, let xu ∈ X be the element labelling
u. For all v ∈ T , we associate a family Fv of subsets of X as follows:
• If v is the root, Fv is F .
• If v is not a root, let p be the parent of v and let x be xp. If u is a left child
of p, then Fv = (Fp)x. Otherwise, Fv = (Fp)x¯.
x
z
◦◦
y
◦◦
dim(F)
dim(Fx¯)
dim(Fx¯z¯)dim(Fx¯z)
dim(Fx)
dim(Fxy¯)dim(Fxy)
Figure 2.3. A binary element tree and its corresponding integer-
labeled tree. Realized leaves on the left correspond to nonnegative
leaves on the right.
In other words, Fv is exactly those elements of F which contain u such that
u ≺L v and exclude u such that u ≺R v. It is easy to see that a leaf v is realized
exactly when Fv is nonempty.
Finally, label each node v of T by dim(Fv) to obtain a tree labeled by integers.
(See Figure 2.3)
By Lemma 2.9, these numbers satisfy the hypotheses of Lemma 2.8, so at most
ϕ(n, k) leaves of T are labelled by nonnegative integers. But a leaf v is labelled by
a nonnegative integer exactly when dim(Fv) ≥ 0, exactly when Fv is nonempty,
exactly when v is realized. Since ρ(n) counts the maximum number of full leaves
in a tree of depth n, we have that
ρ(n) ≤ ϕ(n, k),
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which is what we wanted to show. 
Sauer-Shelah lemma (alternate version) We state and prove a version of the
Sauer-Shelah lemma that applies to general binary trees, not just balanced trees. It
says that the minimum depth over all full X-labeled trees of size n grows like Ω(nǫ)
for finite-dimensional set systems, whereas it is log2(n) for infinite-dimensional set
systems.
Definition 2.10. Let σ(n) be the minimum depth of any finite X-labeled binary
tree of size at least n.
Lemma 2.11. For any set system (X,F) and k < ω,
• If dim(X,F) = ω, then σ(n) = ⌊log2(n)⌋, and
• if dim(X,F) ≤ k, then σ(n) ∈ Ω(n1/(k+1)).
Proof. If dim(X,F) = ω, then the full binary tree of size 2m− 1, where 2m−1− 1 <
n ≤ 2m − 1, witnesses σ(n) = ⌊log2(n)⌋. Otherwise assume that dim(X,F) = k
and let ρ be its shatter function. By Theorem 2.7,
ρ(d) ≤
(
d
0
)
+
(
d
1
)
+ · · ·+
(
d
k
)
for all d. Since
(
d
j
)
≤ dj for each d and j, ρ(d) is bounded by
∑
j≤k d
j , which is
itself bounded by (d+ 1)k. Therefore, for any d and ∆,∑
d≤∆
ρ(d) ≤
∑
d≤∆
(d+ 1)k,
and, using a very rough estimate for the latter term,∑
d≤∆
ρ(d) ≤ (∆ + 2)k+1.
Now fix a full X-labeled binary tree T of size at least n, and let ∆ be its depth.
For d ≤ ∆, the number of leaves in T at depth d is clearly bounded by ρ(d).
Therefore,
n ≤
∑
d≤∆
ρ(d),
and hence
n ≤ (∆ + 2)k+1.
Solving for ∆, we find
n1/(k+1) − 2 ≤ ∆.
Since σ(n) is the minimum value of ∆ as T ranges over X-labeled binary trees
of size n,
n1/(k+1) − 2 ≤ σ(n),
whence σ(n) ∈ Ω(n1/(k+1)). 
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Thicket Density Lemma 2.8 allows us to define density:
Definition 2.12. The thicket density dens(X,F) is defined to be
inf{c ∈ R : ρ(X,F) ∈ O(n
c)},
or ω in case dim(X,F) is ω. Similarly, we can also define the dual thicket density
dens⋆.
Thicket density clearly satisfies the same monotonicity properties as the other
quantities as stated in Lemma 2.6. Moreover, as ρ(X,F) ∈ O(n
k) where k =
dim(X,F), we can see that dens(X,F) ≤ dim(X,F).
We collect some easy yet important facts about thicket density that we will use
below.
Proposition. dens(X,F) = −1 iff F is empty. dens(X,F) = 0 iff F is nonempty
and finite. dens(X,F) ≥ 1 iff F is infinite. In particular, thicket density does not
take values in (−1, 0) or (0, 1).
This suggests that thicket density might be integer-valued. This is now known
to be true; it was proved first by Freitag and Mubayi and independently by the
author, using different methods. Neither of these proofs have, as of this writing,
been published or posted online.
Proposition. For F ,G ⊆ 2X, dens(X,F ∪ G) = max{dens(X,F), dens(X,G)}.
The proof of this follows straightforwardly from the observation that in any X-
labeled tree T , any leaf that is realized over F ∪ G will either be realized in F or
realized in G. Hence ρF∪G(n) ≤ ρF(n) + ρG(n), which implies the conclusion.
§3 Thicket Dimension and Order
In this section, we prove that a set system has infinite thicket dimension exactly
when it has arbitrarily long ladders. There is nothing new in this section; we
are merely saying that the order property holds of a formula iff Shelah’s 2-rank
(localized to that formula) is infinite. The reason we repeat it here is to observe
that the thicket dimension is finite iff the dual thicket dimension is finite. Unlike
in the VC case, where the two dimensions can differ by at most a single exponent,
and this is known to be tight, here we show that they differ by at most a double
exponent, and we do not know if this is tight.
In the present section, we merely state the definitions and theorems relevant to
the passage between ladders and trees without proving the hard part (Theorem
3.5), which can be found in Lemma 9.4.10 of Hodges [5].
Definition 3.1. An k-ladder is a sequence (x1, F1, x2, F2, . . . , xk, Fk) such that for
any distinct i and j, xi ∈ Fj ⇐⇒ i < j. We say a k-ladder is strict if in addition
xi /∈ Fi.
Lemma 3.2. If (X,F) has a 2k-ladder, then it has a strict k-ladder.
Proof. If (x1, F1, . . . , x2k, F2k) is a ladder, then (x2, F1, x4, F3, . . . , x2k, F2k−1) is a
strict ladder. 
Definition 3.3. The ladder dimension of a set system (X,F) is the length of its
largest ladder, or ω if there are arbitrarily long ladders. The set system (X,F)
satisfies the order property in case its ladder dimension is ω.
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Theorem 3.4. If (X,F) has a strict 2k-ladder, its thicket dimension is at least k.
Proof. The following picture should make it clear. Each Fi realizes the leaf it
labels. 
x5
x7
x8
F8F7
x5
F6F5
x3
x4
F4F3
x2
F2F1
Theorem 3.5. If the thicket dimension of a set system is at least 2k − 1, it has a
k-ladder.
(This is the hard part, whose proof we omit.)
Corollary 3.6. If the thicket dimension of a set system is k, its dual thicket di-
mension is at most 22
k+2
− 2.
Proof. We prove the contrapositive. Suppose
dim⋆(X,F) = dim(X,F)⋆ ≥ 22
k+2
− 1.
Then by Theorem 3.5, (X,F)⋆ has a ladder of length 2k+2, and hence a strict ladder
of length 2k+1. Since ladders (and strict ladders) are self-dual, (X,F) has a ladder
of length 2k+1. Therefore, by Theorem 3.4, dim(X,F) ≥ k + 1. 
Corollary 3.7. The thicket dimension of (X,F) is finite iff (X,F) fails the order
property.
Proof. Immediate by Theorems 3.4 and 3.5. 
Corollary 3.7 shows that ϕ(x; y) is stable relative to M exactly when Sϕ(M)
has finite thicket dimension, as ϕ(x; y) is stable as a formula when Sϕ(M) fails the
order property as a set system.
§4 Application: The Stable Erdős-Hajnal Conjecture
Throughout this section, we identify any graph (V,E) with the set system (V,N ),
where N is the family of neighborhoods, i.e.,
N = {Γv : v ∈ V },
Γv ⊆ V being the set of neighbors of v.
We say that a family of finite graphs G has the Erdős-Hajnal property if there
exists δ such that for each G ∈ G of size n, G has either a complete or independent
set of size Ω(nδ). The Erdős-Hajnal conjecture states that for each finite graph
H , the family of graphs that omit H as a subgraph (or “H-free graphs”) has the
Erdős-Hajnal property. The conjecture is known to be true for many specific H ,
but remains open in general.
The half-graph Hk of length k is the bipartite graph with vertex set {an, bn}n≤k
of distinct elements and edges between ai and bj just in case i < j. In this section,
THICKET DENSITY 9
we prove the Erdős-Hajnal conjecture when H = Hk for any k. To show that a
family G has the Erdős-Hajnal property, it suffices to show that a super-family
G
⋆ ⊇ G does. To that end, we will show that for each k, the family of Hk-free
graphs has bounded thicket dimension, and show that any family of graphs with
bounded thicket dimension has the Erdős-Hajnal property.
We deal with the former statement first. Put contrapositively, it becomes:
(4.1) ∀k ∃ℓ dim(V,N ) ≥ ℓ =⇒ (V,N ) contains Hk,
and is implied by the following two assertions:
(4.2) ∀k ∃ℓ dim(V,N ) ≥ ℓ =⇒ (V,N ) has a strict k-ladder,
(4.3) ∀k ∃ℓ dim(V,N ) has a strict ℓ-ladder =⇒ (V,N ) contains Hk.
Implication 4.2 is an immediate consequence of Theorem 3.5 and Lemma 3.2. Since
ladders and half-graphs are so similar, it seems as if having a k-ladder should be
equivalent to containing Hk as a subgraph, thus verifying implication 4.3. Specifi-
cally, if (V,N ) has the strict k-ladder
(u1,Γv1 , . . . , uk,Γvk),
it seems as if {un, vn}n≤k should be the vertices of a bipartite graph, as
uiEvj ⇐⇒ ui ∈ Γvj ⇐⇒ i < j.
The problem is that in the original ladder, the ui’s and vj ’s are not required to be
distinct, whereas in the bipartite graph they are. Thus we have counterexamples
like the following:
a
b d
c e
a Γa
b Γd
c Γe
Figure 4.1. A graph with a 3-ladder but no H3-subgraph.
On the other hand, if ui 6= vj for each i and j, then {un, vn}n≤k does indeed
form a half graph. Therefore, it remains to show:
Lemma 4.1. For all k there exists an ℓ such that if dim(V,N ) has a strict ℓ-ladder,
then (V,N ) has a strict k-ladder with distinct vertices.
Proof. (Sketch) Fix k and let ℓ = 1+ 2 + 2+ 3+ 3+ · · ·+ k + k. Suppose we have
a strict ladder (u1,Γv1 , . . . , uℓ,Γvℓ). We extract a sub-ladder (a1,Γb1 , . . . , ak,Γbk)
as follows. Let a1 = u1. One of {v2, v3} must be different from a1, let b1 be that.
One of {u4, u5} must be different from b1, let a2 be that. One of {v6, v7, v8} must
be different from both a1 and a2, let b2 be that. And so on. 
Having verified that families of graphs omitting some Hk have bounded thicket
dimension, it remains to prove the Erdős-Hajnal property for families of graphs
with bounded thicket dimension. Our proof follows (and significantly simplifies)
Section 4 of Malliaris and Terry [8], which itself is based on Section 3 of Malliaris
and Shelah’s paper [7] on stable regularity.
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Type trees and the Erdős-Hajnal Property
Definition 4.2. Consider a graph (V,N ). For any subset S ⊆ V , we define an
S-labeled binary tree Θ(S) by (non-deterministic) recursion:
• If S is empty, then Θ(S) is the empty tree, otherwise,
• label the root of Θ(S) by any s ∈ S, and let S′ = S \ {s},
• let the left subtree of Θ(S) be Θ(S′ ∩ Γs), and
• let the right subtree of Θ(S) be Θ(S′ \ Γs).
This procedure is called, in the language of [8], arranging S into a type tree. It’s
not hard to see that each element of S labels exactly one vertex of Θ(S). Moreover,
let ≺ be the partial order on S induced by Θ(S), and partition it into relations ≺L
and ≺R as in Definition 2.2. Then
Θ(S) |= s ≺L t =⇒ t ∈ Γs (⇐⇒ s ∈ Γt)
and
Θ(S) |= s ≺R t =⇒ t /∈ Γs (⇐⇒ s /∈ Γt).
This shows that Θ(S) is a full S-labeled binary tree over N .3 Namely, if t labels a
leaf, then Γt contains all s such that s ≺L t and excludes all s such that s ≺R t.
The crucial lemma about type trees is that each path is the disjoint union of a
clique and an independent set from the original graph:
Lemma 4.3. Let P be a path in Θ(S), and let b be below all elements of P . Let
Q = {p ∈ P : p ≺L b} and R = {p ∈ P : p ≺R b}. Then P = Q ⊔R, Q is a clique,
and R is an independent set.
Proof. For any r ≺ s ≺ t in S, r ≺L s ⇐⇒ r ≺L t. In other words, s ∈ Γr ⇐⇒
t ∈ Γr.
Pick q1 and q2 in Q. Without loss of generality, assume q1 ≺ q2 ≺ b. By
assumption, q1 ≺L b, so by the above observation, q1 ≺L q2, so that q2 ∈ Γq1 , and
q1 and q2 are connected by an edge in the original graph.
Similarly, for any r1 ≺ r2 in R, r1 ≺R r2, so that r1 and r2 have no edge between
them. 
Therefore long branches in type trees yield large complete or independent sets.
On the other hand, if dim(V,N ) ≤ k, Lemma 2.11 implies that Θ(V ), being a full
V -labeled binary tree over N of size |V |, has depth at least |V |1/(k+1) − 2, so there
must be either a complete or independent set of size at least half that. This allows
us to conclude
Theorem 4.4. Families of graphs with bounded thicket dimension satisfy the Erdős-
Hajnal Property. Specifically, if we consider the family of all graphs (V,N ) of thicket
dimension at most k, it satisfies the Erdős-Hajnal Property with δ = 1k+1 .
§5 Application: Lower Bounds for Deterministic Sequential
Programs
There is a long tradition of extending computability from the natural numbers
to general first-order structures. The works of Moschovakis, Greibach, Friedman,
and Tucker and Zucker ([9, 4, 3, 10] respectively) form a good sample of the variety
3Technically speaking, we must delete the labels on the leaves to perfectly match the definition.
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of approaches. In the interests of space and cohesion, we do not define any of these
models of computation precisely, but our results apply to all of them. The basic
notion is that of a Φ-program, a finite syntactic object in the signature Φ that
defines a (partial) function or predicate over every Φ-structure.4
The key construction on programs for the purposes of this paper is the unwind of
a program. The unwind of a program is a binary tree, whose vertices are labeled by
atomic formulas in the input variables of the program, that encodes all the possible
sequence of choices the program can make at its conditional (i.e., branching) steps.
Such an object is often called a decision tree.
Decision-tree lower bounds are common in the theory of algorithms, most fa-
mously the Ω(n logn) lower bound on the number of comparsions required to sort
a list of n atoms from an ordered set. The basic argument goes like this: you select
some collection of N inputs, each of which must take a different path through the
tree. Since the tree is binary, one such path must have depth at least log2N . The
depth in the tree is a lower bound for the time complexity of the original program.
Similar lower bounds can be shown for other fundamental algorithmic problems,
for example detecting whether a sequence of elements from an ordered set contains
any repeats [2].
In this section we show (Theorem 5.2) that a finite thicket-dimensional set sys-
tem cannot “efficiently” compute an infinite thicket-dimensional set system, thus
deducing (Theorem 5.6) that any program operating over a structure with domain
N cannot efficiently compare numbers or compute remainders if the family of atomic
sets has finite thicket dimension. We use this to show several concrete lower bounds
at the end of the section. The only facts that we need about programs are Theorem
5.5 relating programs and trees and Lemma 5.9 concerning relative computation.
Remark. For the purposes of this section it will be awkward to consider empty trees
and trees with vertices with exactly one child. Therefore, we say that a tree is either
a single vertex or an ordered pair of subtrees. Furthermore, in this section we will
typically work with the dual thicket quantities with an eye towards applications to
computation; this is of course not essential from a technical standpoint.
Suppose (X,F) is a set system and T is a F -labeled binary tree, with non-leaf
u ∈ T labeled by Fu. We define the set Au for all vertices u ∈ T as follows:
• If u = ǫ, then Au = X .
• If u = t0, then Au = At ∩ Ft.
• If u = t1, then Au = At ∩ (X \ Ft).
Then the family {Av : v ∈ T a leaf} partitions X . Any element of Av realizes
the leaf v. The tree T is full just in case each Av is nonempty. For Y ⊆ X , call
{Av ∩ Y : v ∈ T a leaf} the T -partition of Y .
Definition 5.1. For subsets G and Y of X say that T computes G over Y in case
there exists a subset S of leaves of T such that G∩Y =
⋃
v∈S Av∩Y . Equivalently, T
computes G over Y in case the T -partition of Y refines the partition {Y ∩G, Y \G}.
In the statement of the theorem below, we say the set system (X,G) shatters the
set Y in case the size of Y is a power of two, and there is a full balanced G-labeled
binary tree T of depth log2 |Y | and a bijection between Y and the leaves of T such
4Here we consider only deterministic sequential programs; the semantics of nondeterministic
or parallel programs is more complicated.
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that each element of Y realizes its corresponding leaf. If (X,G) has infinite dual
thicket dimension, then for any n there is a set of size 2n that it shatters.
Theorem 5.2. Suppose that (X,G) has infinite dual thicket dimension, and suppose
that {Yn : n ∈ N} is any family of sets shattered by (X,G), where |Yn| = 2n.
Suppose that (X,F) is another set system, and p is a polynomial such that that
for each G ∈ G and n ∈ N, there is an F-labeled binary tree of depth at most p(n)
that computes G over Yn. Then (X,F) also has infinite dual thicket dimension.
Proof. For fixed n, we define a map T 7→ T ⋆ from G-labeled trees to F -labeled trees
as follows:
• If T is a single unlabeled leaf, then so is T ⋆.
• Suppose T has root G ∈ G and left and right subtrees R and S. Let TG be
a tree of depth at most p(n) computing G over Yn. Let P be a set of leaves
of TG whose union is G and Q be the complement. Replace each leaf in P
by a copy of R⋆, and replace each leaf in Q by a copy of S⋆.
By induction, we can easily show that the T ⋆-partition of Yn refines the T -partition
of Yn. In particular, the number of leaves of T
⋆ realized by elements of Yn is at
least the number of leaves of T realized by elements of Yn. Moreover, the depth of
T ⋆ is at most p(n) times the depth of T .
Now let Tn be the G-labeled tree witnessing that Yn is shattered; i.e., Tn is a
balanced binary tree of depth n, and each leaf of Tn is realized by exactly one
element of Yn. Consider the F -labeled tree T ⋆n obtained as above. It has depth at
most np(n), and it has at least 2n realized leaves. Since n is arbitrary, this witnesses
the superpolynomial growth of the dual thicket shatter function for (X,F); hence,
(X,F) has infinite dual thicket dimension. 
Lemma 5.3. Suppose (N,F1) and (N2,F2) are two set systems, (N,F1) has finite
thicket dimension, and for each F ∈ F2 and k ∈ N, the set {x : (x, k) ∈ F} is
in F1. Let L ⊆ N2 be the set {(x, y) : x ≤ y}. Then there is no polynomial p
satisfying the following property: for each n, there is an F2-labeled tree of depth at
most p(log2 n) that computes L over the set n
2.
Proof. Assume by contradiction that there is such a polynomial p. Consider the
set system (N,G), where G is the collection of all sets of the form {x : x ≤ k} for
k ∈ N. Then for each n, (N,G) shatters the set 2n. We want to show that for each
n and G ∈ G, there is a there is an F1-labeled binary tree of depth at most p(n)
that computes G over 2n, thus implying by Theorem 5.2 that (N,F1) has infinite
thicket dimension, a contradiction.
Fix n, and let k satisfy G = {x : x ≤ k}. If 2n < k, then the single unlabeled
leaf computes the set G over 2n. Otherwise, if k ≤ 2n, consider the F2-labeled
tree T of depth at most p(n) that computes L over the set 2n × 2n. Obtain the
F1-labeled tree T ′ from T by replacing each set F ∈ F2 labeling a vertex of T with
the set {x : (x, k) ∈ F}. Then T ′ computes {x : x ≤ k} over 2n, which finishes the
proof. 
Lemma 5.4. Suppose (N,F1) and (N3,F3) are two set systems, (N,F1) has finite
thicket dimension, F1 includes all singletons, and for each F ∈ F3 and k, ℓ ∈ N,
the set {x : (x, k, ℓ) ∈ F} is in F1. Let R ⊆ N3 be the set {(x, y, z) : rem(x, y) =
z}, where rem(x, y) is the remainder of x upon division by y. Then there is no
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polynomial p satisfying the following property: for each n, there is an F3-labeled
tree of depth at most p(log2 n) that computes R over the set n
3.
Proof. Assume by contradiction that there is such a polynomial p. Consider the set
system (N,G) where G is the collection of all sets of the form {x : rem(x, k) = ℓ} for
(k, ℓ) ∈ N2.Then, for each n, (N,G) shatters the set 2n. For example, when n = 3,
rem(x, 2) = 0
rem(x, 4) = 1
rem(x, 8) = 3
73
rem(x, 8) = 1
51
rem(x, 4) = 0
rem(x, 8) = 2
62
rem(x, 8) = 0
40
As for the previous lemma 5.3, it suffices to show that for each n and G ∈ G,
there is a there is an F1-labeled binary tree of depth at most p(n) that computes
G over 2n. Fix n and G, and let k, ℓ satisfy G = {x : rem(x, k) = ℓ}.
If ℓ ≥ k, then G = ∅, and the single unlabeled leaf computes G over 2n. If ℓ < k
but 2n < k, then G is the singleton set {ℓ}, and the tree labeled by {ℓ} of depth 1
computes G over 2n.
If ℓ < k and k ≤ 2n, consider the F3-labeled tree T of depth at most p(n)
computing {(x, y, z) : rem(x, y) = z} over the set 2n × 2n × 2n. Obtain the F1-
labeled tree T ′ from T by replacing each set F labeling a vertex of T by the set
{x : (x, k, ℓ) ∈ F}. Then T ′ computes G over 2n, which completes the proof. 
We use Lemmas 5.3 and 5.4 to show that programs that operate over structures of
domain N with a finite-dimensional family of atomic sets cannot efficiently compute
the relations x ≤ y and rem(x, y) = z. Before doing so, we state the fundamental
property relating programs to trees:
Theorem 5.5. Suppose N is a Φ-structure with domain N and P is a Φ-program
with k input variables that computes the relation D ⊆ Nk. Let Ak be the subsets
of Nk definable by Φ-atomic formulas. Suppose that there is a function t : N→ N
such that P halts within t(log2(max~n)) steps on input ~n. Then for every n ∈ N,
there is an Ak-labeled tree of depth at most t(log2 n) that computes D over the set
nk.
Two remarks are in order. First, when t is a polynomial, we say that “P computes
D in polynomial time.” Notice that this is polynomial in the length of the input,
i.e., log2(max~n), as opposed to polynomial in the magnitude of input max~n. This
is the usual understanding of polynomial time over the natural numbers.
Second, the notion of time needs to be clarified. For programs that operate
over structures, we typically interpret the time taken by some input as the number
of calls to the primitive functions and relations of the structure that occur while
executing the program on the given input.
We can now state the main theorem of this section.
Theorem 5.6. Suppose that N is a Φ-structure with domain N and equality as a
primitive. Let Ak be the collection of subsets of N
k definable by Φ-atomic formulas.
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Suppose that (N,A1) has finite thicket dimension and that there are nullary Φ-
terms naming every element of N. Then there is no Φ-program that computes L in
polynomial time, and no Φ-program that computes R in polynomial time.
Proof. Suppose by contradiction that there were a Φ-program P computing L and a
polynomial p : N→ N such that for any (n1, n2) ∈ N
2, P (n1, n2) would halt within
p(log2(max(n1, n2)) steps. Then by Theorem 5.5 for every n ∈ N, there would be
an A2-labeled tree Tn of depth at most p(log2 n) that would compute L over the
set n2.
Since there are nullary Φ-terms naming every element of N, if F ∈ A2, then
the set {x : (x, k) ∈ F} is in A1 for any k ∈ N. (Take the atomic formula in two
variables defining F , and simply replace the second variable by a term naming k.)
Therefore (N,A1) and (N2,A2) satisfy the hypotheses of Lemma 5.3, contradicting
the existence of the Tn.
We similarly get a contradiction to Lemma 5.4 if we assume that there were a Φ-
program computing R in polynomial time. Observe that the additional hypothesis
that A1 includes all singleton sets follows from the assumptions that N includes
equality as a primitive and names all elements of N. 
Now we are in a position to show several explicit computational lower bounds.
Corollary 5.7 (Lynch and Blum [6]). There is no program P computing L in
polynomial time over the structure (N; 0, 1,+,−,=).5
Proof. By Theorem 5.6. Notice that every atomic formula in one variable defines
either the empty set, a singleton, or N. 
Corollary 5.8. There is no program P computing the remainder function (x, y) 7→
rem(x, y) in polynomial time over the structure (N; 0, 1,+,−,=).
Proof. By Theorem 5.6, the graph of the function rem is not computable in polyno-
mial time. If the function were computable in polynomial time, then rem(x, y) = z
could be checked by computing rem(x, y) and testing whether the result were equal
to z. 
For the next result, we need to know one other fact about computation; namely
that polynomial time computation is “transitive” in the following sense:
Lemma 5.9. Suppose N1 and N2 are two structures with domain N. Suppose that
every primitive function and relation in N2 is computable in polynomial time over
N1. Then every function and relation computable in polynomial time over N2 is
computable in polynomial time over N1.
(We also, technically, use the fact that computable functions and relations are
closed under term-definable functions and definitions by cases.)
Corollary 5.10. There is no program P computing the integer quotient function
iq2 : n 7→ ⌊
n
2 ⌋ in polynomial time over the structure (N; 0, 1,+,−,=).
5We can assume that x − y = 0 if y > x. In first-order model theory, there is no differ-
ence between the structures (N; 0, 1,+,−,=) and (N; 0, 1,+,=). However, from the standpoint of
computation and complexity, they are distinct: the latter structure cannot compute the function
x 7→ x− 1 in polynomial time, whereas the former computes this function in constant time.
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Proof. If this were the case, then there would be a polynomial time program com-
puting each of the primitive functions and relations of the structure
(N; 0, 1, em, om, iq2, rem2),
where em : n 7→ 2n, om : n 7→ 2n + 1, and rem2 : n 7→ rem(n, 2). The functions
em and om are computed in constant time by the programs
e(x) = x+ x, o(x) = x+ (x+ 1)
respectively, iq2 is computable in polynomial time by assumption, and rem2 is also
computable in polynomial time by
r(x) = if iq2(x) + iq2(x) = x then 0 else 1.
On the other hand, ≤ is computable in polynomial time over the structure
(N; 0, 1, em, om, iq2, rem2). By Lemma 5.9, ≤ is computable over (N; 0, 1,+,−,=)
in polynomial time, contradicting Corollary 5.7. 
Open Question Is rem2 computable in polynomial time over (N; 0, 1,+,−,=)?
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