A method for capturing high intensity dynamic range scenes with a low dynamic range camera consists in taking a series of images with dierent exposure settings and combining these into a single high dynamic range image. The combined image values are found by weighted averaging of values from the dierently exposed images on a per-pixel basis. This paper reviews existing weighting schemes and considers their noise properties. Furthermore, a minimum-variance solution is introduced which exploits a camera noise model. Special emphasis is on the case when the camera is linear. A method is given for estimating the uncertainty of the combined image values. The results are validated experimentally.
Introduction
Real-world scenes often contain a higher intensity dynamic range than can be captured in a single image by an ordinary camera. While high dynamic range cameras are becoming increasingly available, an alternative method for capturing a high dynamic range scene with a low dynamic range camera consists of taking several images of the scene with dierent exposure settings, and then combine these to form an image which contains the entire dynamic range of the scene [3, 1, 4, 5] . The combined image is computed by weighted averaging of values from the dierently exposed images on a per-pixel basis. The purpose of the weights is apart from discarding image values which are either too dark or saturated to suppress noise by giving higher weights to image values with lower variances. There are several sources to the noise variance. First, there is the inevitable shot noise associated with light due to its discrete nature. The number of photons that are collected at a sensor site during the integration time will always uctuate with a variance that equals the expected number of photons. Then there is sensor noise, such as read noise, quantization noise, and dark current noise [2] , and there may be some shutter time variation. Also, there may be uncertainty in the camera response function. Finally, a potentially important error source may be temporal variation in image irradiance due to camera motion and scene changes.
In the literature, several schemes have been proposed for weighting the individual image values by their certainty [3, 1, 4, 5] . In spite of the purpose of noise suppression, to our knowledge there has been no theoretical or experimental characterisation or comparison of the noise performance of the dierent weighting schemes. Therefore, this paper attempts to do this. In addition, a variance based solution will be introduced, which exploits a camera noise model. Special focus will be made on the case when the camera response is linear. The advantage of the linear camera is that the uncertanity of the response function is essentially eliminated compared to the case of an arbitrary response curve, allowing for more accurate results. Most machine vision cameras can operate in linear mode, and many consumer cameras can store linear image data when shooting in raw mode.
The structure of the paper is as follows. In Section 2 the problem and notation of weighted average estimation is dened, and a review of dierent weighting schemes is given, and it is shown how the uncertainty of the combined image values may be estimated using a camera noise model. Furthermore, the variance-based weighted scheme is introduced. In Section 3, the results are validated experimentally. Section 4 contains a discussion of the results, and Section 5 gives a conclusion.
Theory

Assumptions and problem formulation
Let there be M images, each of N pixels, and let i index the image number and j the pixel number. In this paper we assume that for each digital image value d ij the corresponding exposure value t ij is known. We furthermore suppose that the exposure is controlled by varying the shutter time, meaning that the exposure is equal for all pixels within an image: t ij = t i . The exposure might also be controlled by other means, for example, by varying the lens aperture, but this would introduce problems with varying vignetting and depth of eld.
We dene the goal of combining the dierently exposed images as the problem of estimating for each pixel some photometric quantity µ j which represents the mean image irradiance at pixel site j. The image irradiance is assumed to be constant, that is, no camera motion, scene motion or lighting changes are assumed during the image acquisition. In order to estimate µ j from the measured image values d ij , some function g must be known which linearizes the image values, that is, maps a given image value to a quantity that is proportional to image irradiance. Equivalently, the inverse function of g must be known, f = g −1 , which maps from scaled image irradiance to image values. f is normally called the camera response function, and it may be recovered through radiometric calibration. This paper will make special emphasis on the case when the camera response is linear. For linear cameras, we will use f (g(d ij )) = g(d ij ) = d ij (assuming that any dark oset is subtracted from the image values before further analysis). Estimates of image irradiance will be denotedμ j , and the uncertainty associated with these estimate will be represented by the variance, σ 2 µj , or the signal-to-noise ratio,μ j σ −1 µj .
2.1.1
Weighted average estimation
The problem of estimating µ j can be solved by weighted averaging in linear domain as well as in logarithmic domain.
Linear domain In linear domain, we use the following observation model:
where e ij is a zero-mean noise term. We may estimate µ j as the slope of a line going through (0, 0) and approximating the observed (t i , g(d ij )). Equivalently, µ j may be estimated by a weighted average of the slopesμ ij = g(d ij )t i −1 :
where w ij are the weights given to the individual exposures. This is the formulation that will be used throughout this paper. Assuming that the errors are independent, the variance of this estimate is
where
are the variances associated with the individual slopes.
Logarithmic domain Debevec and Malik [1] formulate the problem in logarithmic domain. They estimate ln µ j by the weighted average
equivalent to nding a weighted geometric mean of the observed slopes. This approach corresponds to an observation model where the error is regarded as multiplicative instead of additive: g(d ij ) = µ j t i e ij , which transforms to an additive error model in the logarithmic domain: ln g(d ij ) = ln µ j +ln t i +ln e ij . The variance of the lnμ j is (assuming independent errors):
We might want to transform the logarithmic estimate of µ j into a linear one: µ j = exp(lnμ j ), and the variance of this estimate is, in a rst-order approximation,
Review of weighting schemes
In this section, we give a review of weighting schemes proposed in the literature. The review is divided into schemes for linear and logarithmic domain respectively. For each weighting scheme, its formulation is given for arbitrary response functions as well as for the linear camera case. An overview is given in Table 1 on the following page. For most schemes, it is implicit that image values which are too dark (below some d min ) or saturated (above some d max ) are discarded.
Method w ij
Arbitrary camera Linear camera Linear domain Best exposure only
Gradient and time weighted
Variance weighted
Logarithmic domain
Hat weight function
Variance weighted [5] ) use only a single image, the one with the brightest (non-saturated) value:
All these authors use linear CCD cameras.
Gradient weighted Mann and Picard [3] use the concept of a certainty function, dened as the gradient of the response function at the linearized image value:
This method is best suited to lm-like response functions, whose s-formed shape will lead to suppression of image values which are near the extremes. For a linear camera, the method leads to equal weighting of all observations.
Signal-to-noise ratio weighted Mitsunaga and Nayar [4] weight every observation by its signal-to-noise ratio (SNR). Using the following rst-order approximation to the SNR:
and assuming that the measurement noise, σ dij , is independent of d ij , they dene the weighting function as:
For a linear camera, this leads to using the weights w ij = d ij , i.e., the digital image values.
Gradient and time weighted Robertson et al. [5] start by dening the weights as the inverse variances of the observations. However, instead of attempting to characterize these variances, which they argue would be too dicult, they use a certainty function in an approach similar to Mann and Picard's but, observing that image noise is amplied more for short integration times, they include the time in the weighting scheme:
For a linear camera, this leads to using the weights w ij = t 2 i , i.e., the squared exposure times.
Logarithmic domain
Hat weighting function Debevec and Malik [1] use a hat-shaped weighting function where the highest weights are given to image values in the middle of the intensity range and lower weights are given towards the extremes:
They choose this weighting function with the expected shape of the derivative of the camera response function in mind. Also, they mention that it suppresses blooming artifacts due to saturated pixels.
Introduction of variance based weighting
In the following, a weighting scheme is proposed that is based on variance analysis of the observation model. Special emphasis will be be made on the linear camera case.
Linear domain
With reference to the observation model in Equation 1, we will assume that the error terms are zero-mean, Gaussian and independent (any systematic uctuation in image irradiance may be avoided by randomizing the order in which the images are taken). The eect of cross-talk between adjacent pixel is not considered in this paper. Under these assumption, the maximum-likelihood (minimum-variance) estimate of µ j is the weighted-least-squares estimate obtained according to Eq. 2, where the weights are the inverse error variances:
. If it is assumed that there is no signicant variation in the shutter times (which is probably a fair assumption for most electronic shutters), the error variances are given by σ 2 g(dij )t
i . In a rst-order approximation, the variance of
Linear camera For a linear camera, the weights reduce to w ij = t
dij . Furthermore, for a CCD camera, the noise variance is linearly increasing with the signal level (see ref. [2] ):
where A is the sensor gain, µ dij is the expected value of d ij , and σ 2 c is the (constant) variance of read noise and quantization noise. These parameters can be estimated relatively easily for a given sensor (see [2] ). We can use d ij as an estimate of µ dij , yielding
If σ 2 c is small compared to Ad ij , we might ignore it in order to simplify the weights. Using that d ij is approximately proportional to t i , we might take d ij or, alternatively, t i , as weights in an approximate version of this scheme (using t i would result in a particularly simple version of Eq. 2.)
Logarithmic domain
We now write our observation model in a form where the error term is multiplicative:
, and taking the logarithm yields the additive form: ln µ j = ln g(d ij ) − ln t i + ln(1 + b ij ). Seeking a weighted-least-squares estimate of ln µ j , we approximate the error variances as follows:
yielding the following weighting function:
Note that the integration time disappears from the weighting function. Also, note that the weight is the squared signal-to-noise ratio of g(d ij ).
Linear camera For a linear camera, the weights reduce to
, and, using the noise model from Equation 14, we get
If σ 2 c is small compared to Ad ij , we can approximate the weights by d ij , which for the rst half range of d ij is identical to the hat function used in [1] .
3 Experimental validation
Experimental setup
Images were taken of an indoor laboratory scene. The scene lighting consisted of a Philips bulb, which was driven with DC (110 V) in order to avoid ickering eects at fast shutter times. Images were taken with a 3-CCD camera (JVC KY-F75U) operating in linear mode (DSP bypass, no gamma, xed white balance, etc.) and stored in uncompressed 8-bit TIFF les. The image size was 1360x1024. The scene had a dynamic range of approx. 1:200000. In order to capture the entire dynamic range, all the available shutter times (14 in all) of the camera were used: {4, 2, 1, 1/2, 1/4, 1/8, 1/15, 1/30, 1/60, 1/125, 1/250, 1/500, 1/1000, 1/2000}. 1 Each shutter time was replicated 15 times, yielding a total of 210 images. The shutter times were chosen in randomized order. In the subsequent data analysis, data from the red CCD sensor were used.
Validation of noise variance models
In order to validate our models for observation variance versus intensity and shutter time, the following analysis was performed. For each shutter time, all pixels which were within the working range of the sensor (d min = 5 and d max = 240)) were collected. For each pixel, the mean value of the intensity (d) over all 15 images was computed, as well as the variance of d and the variance of ln d t (t is the shutter time). All pixels were then grouped according to the intensity level which their mean values were closest to. If the number of pixels for that level was more than 15, the means of the observed variances were plotted against the intensity level and the shutter time. These were then compared with the variance models given in Eq. 14 and Eq. 18, using estimates of A (0.078) and σ 2 c (0.8) obtained for the sensor during a previous calibration. The plots showed good correspondence between the observed and predicted variances. Also, the plots justied the assumption that there was no signicant variation in the shutter times (which would have shown in a higher variance than predicted). Furthermore, normal probability plots were made for dierent levels of d, justifying the assumption about Gaussian distribution of d as well as ln d, even though the distributions had slightly heavy tails.
Variance of estimates with dierent weighting schemes
We now consider the variance of the estimates of µ. This variance depends on several factors, including not only the weighting scheme, but also the actual level of µ, and the number and distribution of exposures. The following is a case study with the scene and exposure sets used in the experiment.
Predicted variances
Assuming a certain signal level µ, the expected variance σ 2 µ can be found according to Eq. 3 or 6, the used weighting scheme, and the used exposure times, substituting µt i for d i . We computed the predicted variances for all the weighting schemes reviewed in the previous section, using the 14 shutter times used in the experiment. The expected variance was computed for a range of µ that spanned the entire working range of the exposure set. Figure 1 on the next page shows the expected signal-to-noise ratio, SN R = µ σμ , against the logarithm of µ, for all weighting schemes. These results will be commented in Section 4.
Measured variances
For estimation of variances from the image samples, we started by dividing the obtained images randomly into 15 sets in such a way that all 14 exposure times were present in each set, and each image appeared in exactly one set. For any given weighting scheme, we were then able to make 15 independent estimates of µ. For each pixel j we calculated the sample mean and variance ofμ j over all the 15 image sets:μ j = 15 k=1μ j,k /15 and s
, which were used for estimates of the signal-to-noise ratio:ŜN R j =μ j sμ j −1 . Images of the scene showing theμ andŜN R found using the variance-based weighting scheme are shown in Figure 2 on the following page.
Comparison with expected variances Good correspondences were found between the predicted and measured variances. As an example, Figure 3 (a) shows a scatter plot of observed signal-to-noise ratio,μs −1 µ , versus log signal level, lnμ, for the pixels in the scene, using the variance-based weighting scheme. Superimposed on the same axes is a plot of the predicted SNR. Also, Figure 3 (b) shows a scatter plot of the observed versus predicted signal-to-noise ratio. Even though the SNR estimates are aected by uncertainty in bothμ and sμ, these plots demonstrate the possibility of predicting the variance given a noise model for the camera. Figure 1 shows the predicted noise performance for a particular linear camera with a particular set of shutter times, but it illustrates the general behaviour of the dierent weighting schemes well. As expected, a simple (unweighted) averaging gives the worst SNR, especially so when there are more available images. The next-worst performance is expected from the single-image scheme, since it only uses the information from one image. The hat weighting function gives a less jaggy SNR because it gradually downweights images before they reach the upper intensity limit. The three remaining schemes are very similar in performance, the best results expected from the variance-based weighted weighting scheme and the SNR based weighting scheme. As shown in Section 2.3.1, the two schemes are almost equivalent in the case of a linear camera.
Discussion
It should be stressed that the predicted SNRs represent lower bounds on the actual SNRs that may be achieved, since they only take into account the variance contributed by camera noise and the inherent shot noise properties of light. In some real-world scenes, other sources of variation, such as scene motion and lighting changes, may inuence the measurements to a degree where the dierences between the weighting schemes become less signicant. Also, this paper does not consider uncertainty in the camera response function, which may be signicant in the case of a non-linear camera. The ability to estimate the uncertainty ofμ can be useful in two ways. Firstly, it may be used in image processing algorithms that can take into account the varying uncertainty in image values. Secondly, it can be used as a criterion for choosing the image capture parameters. For example, if a certain average SNR is desired, it can be achieved by choosing an appropriate set of shutter times.
Conclusion
In this paper we have reviewed dierent weighting schemes for combination of images with dierent exposure settings. Furthermore, we have introduced a variancebased weighting scheme which exploits a camera noise model. We have described a method for estimating the uncertainty of the combined image values, which may be used both for planning the image capture parameters and in the subsequent image processing. The methods were validated in an experiment showing good correspondence between predicted and observed values.
