On a class of curved flag multipliers by Jorati, Hadi
ar
X
iv
:0
71
1.
41
97
v1
  [
ma
th.
CA
]  
27
 N
ov
 20
07
ON A CLASS OF CURVED FLAG MULTIPLIERS
HADI JORA´TI
Abstract. We give a Mikhlin multplier theorem for a class of nonhomegenous dilations in plane,
and study singular kernels that have a flag type singularity along the parabola y = cx2. We show that
the multiplier of these operators consists of two distinct parts, one which is essentially the Fourier
transform of the flat kernel, and another, which is characterized by its highly oscillatory factor that
signifies the curvature of the singular support of the kernel. This characterization can be used to
study the behaviour of this class on various function spaces. For example the Lp boundedness of
the corresponding operator on 1 < p < ∞ will be a trivial corollary..
1. Introduction
The standard theory of singular integral operators has been generalized to apply to certain wider
classes of operators in two main directions. One, in connection to the singular Radon transform
operators, whose kernels are supported on curved subvarieties. The pinnacle of this study was the
paper of Christ, Nagel, Stein, Wainger [1]. The other generalization, arises in connection to the product
theory of singular intgeral operators, where the singularity is carried on a flag of linear subvarieties,
as suggested by speculations on problems in several complex variables. The paper of Nagel, Ricci,
Stein [3] offers an extensive study.
In this article, we combine the two directions, in a special case, to study a class of operators that have
singularities along a specific curved flag. These operators can also be viewed as a generalization of the
classical operator of the Hilbert transform along the parabola, in the context of curved flag kernels.
We study the Fourier transform of such kernels, obtaining the exact form in one region, characterized
by a very specific oscillatory factor, and establishing the smoothness in the rest of the plane. As a
corollary of the form of the multiplier, we can also show the Lp boundedness of the corresponding
class of operators for 1 < p <∞. The paper of Secco [5] contains a direct proof of this corollary.
We will use the theory developed by Nagel, Ricci, and Stein cf. [3], in the special case of R2 where we
have assigned the homogeneous dimensions 1,2 to x and y directions respectively. Also, in this special
case we will be dealing with the following two filtrations of R2:
flag F1 : 0 = V0 ⊂ V1 = R× 0 ⊂ V2 = R
2, flag F2 : 0 = V0 ⊂ V1 = 0× R ⊂ V2 = R
2
So in this setting a product kernel is a distribution M on R2 that coincides with a C∞ function M
away from the coordinate axes, which also satisfies the following decay and cancellation condirions:
(1)(Differential inequalities)
For each pair of integer indices α, β, there is a constant Cα,β such that
|∂αx ∂
β
yM(x, y)| ≤ Cα,β |x|
−1−α|y|−1−β
(2)(Cancellation conditions) for any normalized bump functions φ, ψ each of the two families∫
M(x, y)φ(Rx)dx and
∫
M(x, y)ψ(Ry)dy are uniformly bounded families of CZ kernels on R
A flat flag kernel with respect to flag F1 is a distribution M on R
2 that coincides with a C∞ function
M away from the x-axis, which satisfies the following differential inequalities: for y 6= 0,
|∂αx ∂
β
yM(x, y)| ≤ Cα,β(|x| + |y|
1/2)−1−α|y|−1−β
as well as the same cancellation conditions we imposed on product kernels. [3]
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So, basically, a flag kernel with respect to this flag coincides with a product kernel in the region
where |x|2 ≥ c|y|, and a Calderon-Zygmund kernel with respect to the corresponding weights in the
remainder of the plane: |y| ≥ c|x|2.
Notice that any product kernel can be written as a finite sum of flag kernels (cf. [3]) and that the
sum of a flag kernel with another flag kernel with respect to a coarser filtration is a flag kernel with
respect to the finer flag. In particular, the sum of a Calderon-Zygmund kernel and any flag kernel is
a flag kernel of the same kind.
Our main results are the following two dual theorems that characterize a class of singular kernels
that behave naturally under a specific class of nonhomegenuous dilations in R2, giving a new kind
of Mikhlin multiplier type condition. There is also a rather precise asymptotic relation between the
different terms.
Theorem 1.1. If M is a flat flag kernel with respect to the flag F1 and K is the curved version,
K(x, y) =M(x, y − c0x
2), and m the Fourier transform of K, then m is a bounded function which is
smooth away from ξ-axis, and there is a natural decomposition for it:
(1.1) m(ξ, η) = F.T.{M(x, y − c0x
2)}(ξ, η) = L1(ξ, η) + Φ(ξ, η)e
ic′ ξ
2
η
η1/2
ξ
L2(ξ, η)
where each Li is a flat flag multiplier with respect to the flag F1, Φ is a smooth cut off function
supported on the region where |ξ| ≥ c|η|
1
2 .
Theorem 1.2. If ℓ is a flag multiplier with respect to flag F1, then for the corresponding oscillatory
expression we have:
(1.2) InverseF.T.{Φ(ξ, η)eic
′ ξ2
η
η1/2
ξ
ℓ(ξ, η)}(x, y) = M2(x, y) +M1(x, y − c0x
2)
where each Mi is a flag kernel with respect to flag Fi.
There is an asymptotic relation between the different parts in both directions.
Introducing parabolic polar coo¨rdinates (a, δ) as a = ξ
η1/2
, δ = η1/2 for ξ, η > 0, we write for two
functions m and ℓ on the ξ, η plane m ∼ ℓ as a→∞, if we have, for all positive integers r:
∂ra(m− ℓ)(ξ, η) = O
(
(1 + |a|)−r−1
)
as a→∞
with constants not depending on δ.
Remark 1.3. (Asymptotic behaviour) There is the following asymptotic relations between L1, L2 and
M1,M2 for
ξ2
η →∞:
(1.3) L1(ξ, η) ∼ F.T.{
1
x
L2(ηx, η)}(ξ) M̂1(ξ, η) ∼ M̂2(ξ, η)
It is worth noting that one can’t hope for anything better than the asymptotic relation since the
exact form will depend on many factors such as the specific cut off function Φ and therefore cannot
be contorlled.
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2. general setting and basic lemmas
Throughout these pages cmeans a constant whose value is independent of all the variables and different
appearances may refer to different constants.
We call a C∞ function φ on Rn a normalized bump function if it is supported in the unit ball and all
its Cr norms, for 0 ≤ r ≤ 1, are bounded by 1.
A Calderon-Zygmund distribution on R, is a distribution k that equals a function k away from the
origin which satisfies the following decay and cancellation conditions:
i) (decay) |∂αx k(x)| ≤ Cα|x|
−1−α
ii) (cancellation) |
∫
kδ(x)φ(x)dx| ≤ C with C not depending on δ or φ (normalized bump function)
and kδ(x) := δ−1k(δ−1x) represents dilations of k. The best such constants C, {Cα} are called CZ
seminorms.
We call a family of CZ kernels {ki}i, a uniformly bounded family, if for any finite number of CZ
seminorms ‖.‖α, the family {‖ki‖α}α≤N is uniformly bounded: ‖ki‖α ≤ C for α ≤ N , with C
independent of i.
It is easy to check that if k is a Calderon-Zygmund kernel on R, then, for each α, the family{
δα∂αδ k
δ
}
δ>0
is a uniformly bounded family of CZ kernels.
Also, the following trivial corollary will be handy: If m is a Calderon-Zygmund multiplier on R then,
for each α, the family {δα∂αδ mδ}δ is a uniformly bounded family of Calderon-Zygmund multipliers.
As a model case we first study a generalization of the operator of Hilbert transform on the parabola
where we have replaced the homogeneous kernel 1t with a general 1-dimensional CZ kernel k:
Tk(f)(x, y) := f ∗Kk(x, y)
where Kk is defined as: Kk(φ) := k(φ(x, x
2)). So K̂k(φ) = k(φ̂(ξ, ξ
2)).
But, every Calderon-Zygmund kernel in dimension one is in the following form (see e.g. [7]): k =
limǫ→0,N→∞ kǫ,N + cδ where δ is the δ-function at zero, and kǫ,N are C
∞ functions supported in the
shell between radii ǫ and N , with uniformly bounded CZ semi-norms.
Hence
K̂(φ) = lim
ǫ→0,N→∞
∫ {∫ ∫
e−2πi(tx+t
2y)φ(x, y)dxdy
}
kǫ,N (t)dt+ cδ̂(φ)
But
δ̂(φ) = δ(φ̂(ξ, ξ2)) = φ̂(0, 0) =
∫ ∫ {∫
e−2πi(tx+t
2y)δ(t)dt
}
φ(x, y)dxdy =
∫ ∫
φ(x, y)dxdy
Thus the whole expression representing the Fourier transform of Kk is equal to:∫ ∫ {∫
e−2πi(tx+t
2y){ lim
ǫ→0,N→∞
kǫ,N(t) + cδ}dt
}
φ(x, y)dxdy
So if we call the multiplier of this operator mk(ξ, η), in slack notation, mk is given by the following
integral:
mk(ξ, η) =
∫ ∞
−∞
e−2πi(t.ξ+t
2.η)k(t)dt
By this we mean, mk(ξ, η) = limǫ→0,N→∞mǫ,N + c, where mǫ,N is the Fourier transform of kǫ,N .
Lemma 2.1. If P is a polynomial of degree d, and K := {kα}α is a uniformly bounded family of CZ
kernels,
|
∫
eiP (t)kα,ǫ,N(t)dt| ≤ cd,K
where cd,K is a constant depending only on d, the degree of P , and the uniform bounds of the CZ
seminorms of {kα} but not on the coefficients of P , or ǫ,N .
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An earlier version is due to Stein and Wainger [9].
Proof. We can see, without loss of generality, that we can assume P is monic. Indeed, if it is not, we
can perform a change of variables, rescaling the variable appropriately, to make it monic, while this
change of variables replaces any kernel kα,ǫ,N with a dilated version of it, and hence leaving the CZ
seminorms unchanged.
Break up the integral into two parts: the part near zero, and the part near infinity. First we treat
the part near zero. We do this by induction on d, the degree of polynomial P . For deg(P ) = 1, the
claim is equivalent to the well known fact that the Fourier transform of a Calderon-Zygmund kernel
is bounded. For the inductive step put P (t) = td +Q(t) and we have:∫ 1
−1
eiP (t)k(t)dt =
∫ 1
−1
[eit
d
− 1][k(t)eiQ(t)]dt+
∫ 1
−1
eiQ(t)k(t)dt
The second integral satisfies the condition by induction hypothesis, and the first integral can be written
in this form: ∫ 1
−1
tdψ(t)kǫ,N (t)dt
where ψ is a smooth bounded function through the interval. So the integrand is bounded, and
integrated over a bounded interval it will produce a number that is bounded above, uniformly in ǫ
and N . The integral near infinity is bounded, as can be seen by applying Van der Corput lemma of
order d. 
From this theorem it immediately follows that, mki(ξ, η) is a uniformly bounded family of functions
on the (ξ, η) plane. Just plug in P (t) = 2π(ξt+ ηt2) in the previous theorem.
Lemma 2.2. The limit mk(ξ, η) = limǫ→0,N→∞mǫ,N(ξ, η) exists and is a C
∞ function for η 6= 0.
Proof. This is rather standard but for the sake of completeness here is a proof. We introduce
“parabolic” polar coordinates a, δ: (δ, δ2) ⊗ (a, 1) = (ξ, η). So for the upper half-plane, η > 0, we
have: δa = ξ, δ2 = η, or equivalently a = ξ
η1/2
, δ = η1/2 If η 6= 0, then δ 6= 0 too, and it is
obvious that the expression is smooth in δ on the region δ 6= 0. So there only remains the question of
smoothness in a. Notice that mk(ξ,−η) = mek(ξ, η) where k˜(x) :=
¯k(−x). So from now on we restrict
our attention to η > 0 only. We start with k = kǫ,N . After a suitable change of variables we have:
mk(ξ, η) =
∫ ∞
−∞
e−i(at+t
2)kδ(t)dt
Introducing smooth cut-off functions φ1, φ2, φ3, supported near −∞, 0,∞ respectively, we can write
mk(ξ, η) as this sum:∫ 1
−1
e−i(at+t
2)kδ(t)φ2(t)dt+
∫ −1
−∞
e−i(at+t
2)kδ(t)φ1(t)dt+
∫ ∞
1
e−i(at+t
2)kδ(t)φ3(t)dt
First we treat the
∫∞
1
part. The integral near −∞ is similar.
∫ ∞
1
e−i(at+t
2)kδ(t)φ(t)dt =
∫ ∞
1
d
dt
{e−i(at+t
2)}
i
a+ 2t
kδ(t)φ(t)dt =
∫ ∞
1
e−i(at+t
2) d
dt
{
i
a+ 2t
kδ(t)φ(t)}dt
Continue integrating by parts and if we do it enough times we see that we have an absolutely con-
vergent integral that decays in a faster than any desired negative power of a, so the expression is
infinitely differentiable in a. Also it is clear from the definition that each of these integrals is infinitely
differentiable in δ for δ 6= 0. The integral near zero is the Fourier transform of a compactly supported
distribution so it is smooth.
Notice that all estimates are independent of ǫ and N , thus we can pass to the limit ǫ → 0, N → ∞,
getting the result for k. 
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We will now state a lemma, fully describing the asymptotics of the Fourier transform of eix
2
k(x), for
an arbitary CZ kernel k. This lemma was generously provided to us by Elias Stein [6].
Lemma 2.3. If k is a Calderon-Zygmund kernel on R, define
(2.1) Ik(x) :=
∫ ∞
−∞
e−2πixte−πit
2
k(t)dt
then, Ik(x) is a C
∞ function of x and it can be written as: Ik(x) = A(x) + e
−iπx2B(x), where, for
x→∞, we have: A(x) ∼ k̂(x) and B(x) ∼ k(x)
More precisely, for x→∞, we have the following full asymptotic expansions:
A(x) ∼
∞∑
j=0
cj∂
2j
x k̂(x) , B(x) ∼
∞∑
j=0
c′j∂
2j
x k(x)
Proof. Start with a partition of unity, separating the point zero, and infinity. Let η be a C∞
function, that is identically equal to 1 on |x| ≤ 12 , and identically equal to zero, on |x| ≥ 1. Put
η0 := η η∞ := 1− η0. Decomposing k accordingly: k = k0 + k∞ k0 := η0k , k∞ := η∞k
Observe that, on |x| ≥ C, k̂0(x) is C
∞, and k̂∞(x) is a Schwartz function.
That is because k0 is compactly supported so its Fourier transform is infinitely differentiable. Also,
we have: k̂∞(x) =
∫∞
−∞ e
−2πixtη∞(t)k(t)dt But since η∞ is supported a distance away from zero, the
integral is rapidly decreasing in x, as can be seen by repeated integration by parts.
It follows from this observation that on the region |x| ≥ 1 we have: k̂0(x) = k̂(x) + φ, for some
Schwartz function φ; and similarly for k̂∞(x) for x small, k̂∞(x) − k̂(x) is a C
∞ function on |x| ≤ 1.
First we observe that I(x) is indeed a smooth function of x. Using the decomposition we just gave,
put Ik(x) = Ik∞(x)+Ik0 (x). But Ik0 is C
∞ since it is the Fourier transform of a compactly supported
distribution; just observe that on the ball of radius one, which is where k0 is supported, all t
ne−iπt
2
k(t)
are uniformly bounded.
For Ik∞ we have:
Ik∞(x) =
∫
e−2πixte−iπt
2
k(t)η∞(t)dt
which is a convergent integral. The argument goes as follows:
We have: e−iπt
2
= i2πt
d
dte
−iπt2 , so that
Ik∞(x) = c
∫
1
t
e−2πixt{
d
dt
e−iπt
2
}k(t)η∞(t)dt
Integrating by parts we get a sum of four integrals, where the differentiation in t falls on each of the
four terms 1t , e
−2πixt, k(t), and η∞(t) respectively. If the t differentation falls on e
−2πixt, we get an
integral which is similar to the defining integral for Ik∞ , but with a better decay. Repeating this
process enough number of times, we will eventually get an absolutely convergent integral.
If the t-differentiation falls on k(t) or 1t , we get an absolutely convergent integral, and if it falls on η∞,
the integral is the Fourier transform of a compactly supported distribution so it is a C∞ function.
Differentiating with respect to x we have:
∂xIk∞(x) = c
∫
te−2πixte−iπt
2
k(t)η∞(t)dt = c
∫
e−2πixt
d
dt
e−iπt
2
k(t)η∞(t)dt
and a carbon copy of the above argument gives the desired result on convergence of this integral.
Now there only remains the study of the asymptotic behaviour of this integral.
In the integral representing Ik, separate the contribution of k0 and k∞:∫ ∞
−∞
e−2πixte−iπt
2
k0(t)dt+
∫ ∞
−∞
e−2πixte−iπt
2
k∞(t)dt
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The first integral is the A(x) in the statement of the lemma. Expand the term e−iπt
2
in Taylor
expansion around zero: e−iπt
2
=
∑∞
n=0 cnt
2n and insert it in the integral. The desired expansion
follows from the observation that ∫
e−2πixttnk0(t)dt = cn∂
n
xk(x)
The second term is equal to
e−iπx
2
∫
eiπ(x−t)
2
k∞(t)dt
So we just need to show that this new integral has the asymptotic expansion we suggested for B.
(2.2) B(x) =
∫
eiπ(x−t)
2
k∞(t)dt =
∫
eiπt
2
k∞(x− t)dt = c
∫
e−iπt
2
k̂∞(t)e
−2πixtdt
The last equality is true by unitariness of the Fourier transform and the fact that the Fourier transform
of k∞(x− t), is k̂∞(t)e
−2πixt; and the Fourier transform of e−iπt
2
is (i)−
1
2 eiπx
2
In the last integral in equation 3.2, separate the contribution of zero and infinity, by bringing in the
cut-off functions η0 and η∞ again:∫
e−iπt
2
k̂∞(t)e
−2πixtdt =
∫
e−iπt
2
e−2πixtη∞(t)k̂∞(t)dt+ I1(x)
where I1 is a similar integral where we have replaced η∞ by η0.
But the first integral is rapidly decreasing since away from zero, you can integrate it by parts, as many
number of times as desired, bringing down an order of decay in x with each integration. So we only
need to look at the integral I1.
I1(x) =
∫
e−iπt
2
e−2πixtη0(t)k̂∞(t)dt
But as we observed in the observation above, near x = 0, the term k̂∞(x) is the sum of k̂(x) and a
C∞ function φ. The remaining integral∫
e−iπt
2
e−2πixtη0(t)φ(t)dt
is easily seen to be of rapid decrease. The other integral is exactly the integral we had for A(x), just
with k̂ replacing k, so the same trick (Taylor expansion around zero) gives the similar result. Thus
the proof of the lemma is now complete. 
Corollary 2.4. If {kα}α is a uniformly bounded family of Calderon-Zygmund kernels, and you define:
Iα(x) :=
∫ ∞
−∞
e−2πixte−iπt
2
kα(t)dt
then each Iα is a smooth function of x, and
Iα(x) = Aα(x) + e
−iπx2Bα(x)
where Aα and Bα satisfy the following differential inequalities uniformly in α:
|∂jAα(x)| ≤ Cj |x|
−j |∂jBα(x)| ≤ C
′
j |x|
−1−j
This is clear from the proof of Lemma 3.2.
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3. Proof of theorem 1.1
In the following we will give a proof of the theorem for the case c0 = 1. The proof for arbitary constant
c0 is no different.
First observe that, by corollary 2.4.4 of Nagel, Ricci, Stein [3]. for every flat kernel M , there is a
uniformly bounded collection of compactly supported, C∞ functions {φm,n}m,n∈Z,n≥0, whose supports
are bounded uniformly and which satisfy the estimates for flag kernels uniformly, and each φm,n
satisfies the cancellation conditions:∫
φm,n(x, y)dx = 0
∫
φm,n(x, y)dy = 0
such that
∑
m,n φ
(m,m+n)
m,n converges to M in the sense of distributions. φ(m,n) is a dyadic re-scaling
of φ defined as: φ(m,n)(x, y) := 2−m−nφ(2−mx, 2−ny) dyadic re-scaling
This gives a sequence {fi} of C
∞
0 functions which converges, in the sense of distributions, to M , and
which satisfy uniformly the estimates for flag kernels.
As a result, the C∞0 functions f˜i(x, y) = Ki(x, y) := fi(y − cx
2) converge in the sense of distributions
to the curved kernel K, and satisfy uniformly the estimates for K. But we know that if a uniformly
bounded sequence of distributions {fi} converges to a distribution F , then {f̂i} converges to F̂ in
the sense of distributions. Thus the functions K̂i converge in the sense of distributions to K̂ and
by what will be proved below (for Ki in the place of K) the functions K̂i will then be uniformly
bounded. Hence K̂ will be a bounded function. Our proof then proceeds with K standing for Ki, and
M standing for fi.
If Mη is the Fourier transform in the second variable:
Mη(x) :=
∫
e−2πiyηM(x, y)dy
we observe that
(3.1) m(ξ, η) =
∫
e−2πi(xξ+x
2η)Mη(x)dx
It is easy to check that {Mη}η is a uniformly bounded family of CZ kernels. Let us for example check
the cancellation condition and see if they are uniformly satisfied:∫
Mη(x)φ(Rx)dx =
∫ ∫
e−2πiyηM(x, y)φ(Rx)dxdy
but by definition the family
∫
M(x, y)φ(Rx)dx is a uniformly bounded family of CZ kernels, so the
bounds on their multipliers are uniform and we are done.
We sometimes wish to write our coordinates in polar form. Whenever we have a function, distribution,
etc, in ξ, η variables (e.g. M(ξ, η)) we denote the same quantity in polar coordinates, by the same
symbol, with a π subscript:
Mπ(a, δ) := M(aδ, δ
2) = M(ξ, η)
Switching to this system of polar coordinates, we are ready to finish the proof of thorem 1.1 which
claims that each of L1,π and L2,π brings down one order of decay in δ with each differentiation, and
one order of decay in a for large a ( a→∞).
|∂αδ ∂
β
aLi,π(a, δ)| ≤ Cα,β |δ|
−α(1 + a)−β
This is equivalent to the claim that each order of differentiation in a of each of the uniformly bounded
families of CZ multipliers
δα∂αδ L1,π(a, δ) δ
α∂αδ L2,π(a, δ)
brings down a decay of |a|−1 for a→∞. This last claim is the content of Corollary 2.4 on the asymp-
totic behaviour of a certain integral defined for a uniformly bounded family of Calderon-Zygmund
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kernels. So, now we only need to show that on the region where |η| > c|ξ|2 > 0 the multiplier of the
curved kernel is a Mikhlin multiplier and that will end the proof.
So we know the behaviour ofm(ξ, η) on the region where |ξ| ≥ c|η|1/2. There only remains the analysis
of this Fourier transform in the region above the parabola: |η| > c|ξ|2 > 0.
Lemma 3.1. For each α, the family
{
ηα∂αηMη(x)
}
η
is a uniformly bounded family of CZ kernels.
Proof. If M(x, y) is a flag kernel with respect to flag F1, then it is easy to check that the partial
derivative of M with respect to the second variable y, is a new distribution M ′ which is itself a flag
kernel, with respect to the same flag, i.e. for every M , there exists an M ′ such that y∂yM(x, y) =
M ′(x, y). But then we have:
η∂ηMη(x) =
∫
ηe−iyηyM(x, y)dy =
∫
∂y{e
−iyη}M(x, y)dy =
∫
e−iyη∂y{yM(x, y)}dy
Lemma 3.2. On the region where |η| > c|ξ|2 > 0, the Fourier transform of K is a Mikhlin multiplier
for non-isotropic dilations:
|∂αξ ∂
β
ηm(ξ, η)| ≤ Cα,β(|ξ|+ |η|
1/2)−α−2β
Proof. We need to study the behaviour of the integral representing m(ξ, η) under differentiation
with respect to ξ and η, and check whether they satisfy the decay properties needed. We do this,
by checking separately the decay condition for the first derivatives with respect to ξ and η, and the
similar conclusion for higher derivatives will follow. Namely, we will check whether
|∂ξm(ξ, η)| ≤ C(|ξ|+ |η|
1/2)−1 and |∂ηm(ξ, η)| ≤ C(|ξ|+ |η|
1/2)−2
We have:
∂ξm(ξ, η) =
∫
xMη(x)e
−i(xξ+x2η)dx
Break-up this integral into two parts: |x| < A|η|1/2 and |x| ≥ A|η|1/2. (A to be specified later)
For |x| < A|η|1/2 use the fact that no matter what A is {Mη} and {η
− 1
2 xMη(η
− 1
2 x)}η are uniformly
bounded families of Calderon-Zygmund kernels (lemma 3.2). So, we get
|
∫
η−
1
2xMη(η
− 1
2x)e
−ix ξ
η1/2 e−ix
2
dx| ≤ C
for some constant C, not depending on ξ or η.
Put x′ := η−
1
2x and we get:
|
∫
x′Mη(x
′)e−ix
′ξe−ix
′2ηdx′| ≤ C|η|−
1
2
which is the same as
(3.2) |∂ξm(ξ, η)| ≤ C|η|
− 1
2
But we are in the region where η is comparatively big (|η|1/2 ≥ c|ξ|), so the dominating factor in
(|ξ| + |η|1/2) is |η|1/2, that is: c1|η|
1/2 ≤ |ξ| + |η|1/2 ≤ c2|η|
1/2 for constants c1, c2. This means that
inequality (5) is equivalent to the inequality:
|∂ξm(ξ, η)| ≤ C(|ξ|+ |η|
1
2 )−1
which is exactly what we claimed.
to treat |x| ≥ A|η|1/2, pick A such that the stationary point of the phase (x0 =
2ξ
η ) falls outside
the support of integral |x| ≥ A|η|1/2, therefore reducing it to a nonstationary phase integral which is
rapidly decreasing. This takes care of differentiation in ξ.
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For treatment of the case of differentiation with respect to η, notice that:
(3.3) ∂ηm(ξ, η) =
∫
{∂ηMη(x) +Mη(x)x
2}e−i(xξ+x
2η)dx
But the contribution from the first term of the integrand in equation (3.3) is taken care of by corollary
2.4, showing that it brings down one order of decay in η, which is exactly what we need.
The second integral in equation (3.3), also brings down an order of decay in η. The argument goes
exactly like the case for differentiation in ξ that resulted a decay of |η|−
1
2 in equation (3.2). The proof
of Theorem 1.1 is now complete. 
Using theorem 1.1, we can also deduce a boundedness result for the class of curved flag kernels under
study. This was independently proved by Secco [5]. After our work was completed in 2004, we found
out about the paper of Secco, which is a direct proof of this corollary.
Corollary 3.3. If M is a flat flag kernel with respect to flag F1, and K is the curved version, and
m the Fourier transform of K, then m is an Lp multiplier for 1 < p <∞.
Proof. Introducing a smooth cut-off function, break up m into two parts.
Suppose Ψ(x) is a compactly supported C∞ function which is identically equal to 1 on |x| ≤ 1, and
zero on |x| > 2. Put:
m0(ξ, η) := m(ξ, η)Ψ(
η
ξ2
) m1 := m−m0
m0 being the restriction on the region under parabola of a fixed slope: |ξ| ≥ c|η|
1/2, and m1 restriction
on the region above the parabola: |ξ| < c|η|1/2. m1 is a Mikhlin multiplier and so an L
p multiplier,
as can be seen from theorems of Fabes, Riviere, [2], and Folland, Stein. [?]. m0 is an L
p multiplier
because it is the sum of a flat flag multiplier which we know is an Lp mutplier [3], and a second term
which is itself a product of two terms. m0(ξ, η) = L1(ξ, η) + e
ic′ ξ
2
η η
1/2
ξ L2(ξ, η) One term is again a
flat flag mutiplier so we use the theorem of Nagel, Ricci, and Stein again. The other term is basically
the multiplier of ordinary Hilbert transform on the parabola, so it is bounded on Lp. 
By analogy to the special case studied before, we can predict the asymptotic behaviour of L1 and L2:
when
ξ
η1/2
→∞ : L1(ξ, η) ∼ M̂(ξ, η), L2(ξ, η) ∼
ξ
η
Mη(
ξ
η
)
In fact, using lemma 2.4 we can establish a more precise relation between L1 and L2. This is the
content of our remark in the first section. Howevere, we note that the relation can only be stated
in terms of asymptotics of these multipliers, since the exact form of the multiplier depends on many
factors such as the specific cut off functions we use at different stages and hence out of control.
Notice that the term M̂(ξ, η) is also a flat flag multiplier, but with respect to the flag F2 instead. So
on the region specified, it is highly regular: it is a Mikhlin multiplier with respect to the specified
non-isotropic dilations. Also notice that η
1/2
ξ L2(ξ, η) is a flag multiplier with respect to flag F1 on
|ξ| ≥ c|η|1/2.
The constant c′ is related to the constant c0 in choosing the parabola that carries the singularity, by
c0c
′ = π2 . This can be seen from the following heuristic argument. The Fourier transform of K is such
an integral:
K̂(ξ, η) =
∫ ∫
e−2πi(xξ+yη)M(x, y − c0x
2)dxdy
=
∫ ∫
e−2πi(xξ+c0x
2η)e−2πiyηM(x, y)dxdy =
∫
e−2πi(xξ+c0x
2η)Mη(x)dx
for {Mη} a uniformly bounded family of CZ kernels.
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The main contribution in this last integral is from the stationary phase point at x0 =
−ξ
2c0η
. We know
that the main term in a stationary integral of the form
∫
eiΦ(x)Ψ(x)dx has a phase term eiΦ(x0) where
x0 is the stationary point. So for our integral the phase term is e
−2πi −ξ
2
4c0η , which is the same as eic
′ ξ2
η .
4. proof of theorem 1.2
The machinery we need has already been developed for the proof of theorem 1.1, and the proof of the
reverse direction is basically a bootstrap argument. First we observe that
Lemma 4.1. If M is a flat flag kernel with respect to flag F2, then for any constant c, the new kernel
defined as M(x, y − cx2) is also a flat flag kernel with respect to the same flag.
This is a rather trivial lemma, remembering the alternative description of the kernels and multipliers
in parabolic polar coordinates. When you shift to parabolic polar coordinates, the change of variables
described in the satement of the lemma is the same as a “shift” in a (parabolic angle) so none of the
conditions change.
Proof of theorem 1.2. Writing down the inverse Fourier transform of the given distribution, it will
be of the form:
(4.1)
K(x, y) := InverseF.T.{Φ(ξ, η)eic
′ ξ2
η
η1/2
ξ
ℓ(ξ, η)}(x, y) =
∫ ∫
e2πixξe2πiyηΦ(ξ, η)eic
′ ξ2
η
η1/2
ξ
ℓ(ξ, η)dξdη
Which we have to show is in this form: M2(x, y) +M1(x, y − c0x
2) where M1 is a flat flag kernel
with respect to F1 and M2 is a flat flag kernel with respect to F2 and c0 the dual constant to c
′. Or,
equivalanatly, that K(x, y + c0x
2) is of the form M1(x, y) +M2(x, y + c0x
2) But according to lemma
4.1 M2(x, y + c0x
2) is just M ′(x, y) for some other flat flag kernel M ′ with respect to the same flag,
and to show that K(x, y+ c0x
2) is in form M1(x, y) +M
′(x, y) where M1 and M
′ are flat flag kernels
with respect to F1 and F2 respectively, is the same as showing that it equals a product kernel.
Performing integration in (4.1) with respect to ξ first, the distribution can be written as the following
double integral:
(4.2) K(x, y) =
∫
e2πiyηη1/2{
∫
|ξ|2≥c|η|
e2πixξΦ(ξ, η)eic
′ ξ2
η
1
ξ
ℓ(ξ, η)dξ}dη
The main contribution is from the stationary point of the phase at ξ0 = cxη, so by absorbing the error
in the Φ term, replacing it with another cut off function Φ˜, satisfying the same decay estimates, the
whole expression reduces to∫
|x2η|≥c
e2πiyηη1/2eic0x
2η
(
2π
−i2c′η−1
)1/2
Φ˜(x, η)
1
cxη
ℓ(cxη, η)dη
but according to lemma 4.1, we only need to show that this expression equals a product kernel after
the change of variables y 7→ y − c0x
2. This is the content of next lemma:
Lemma 4.2.
P (x, y) := K(x, y + c0x
2) =
∫
|x2η|≥c
ce2πiyηΦ˜(x, η)
1
x
ℓ(cxη, η)dη
is a product kernel in R2.
We prove the claim by taking the Fourier transform of this expression and show that it is a bounded
function and has the decay properties of a product multiplier and that would conclude the proof.
P̂ (ξ, η) =
∫
|x2η|≥c
e−2πixξ
1
x
ℓ(xη, η)Φ˜(x, η)dx =
∫
|x2η|≥c
e−2πixξ
1
x
ℓ˜(xη, η)dx
for another flat flag multiplier of the same kind ℓ˜(ξ, η). It is clear that away from the coordinate axes
η = 0 and ξ = 0 this expression is a smooth function.
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But ℓ˜ is a flag multiplier and hence also a product multiplier, so
∂η ℓ˜(xη, η) = x∂1ℓ(xη, η) + ∂2ℓ(xη, η) = x(xη)
−1ℓ1(xη, η) + η
−1ℓ2(xη, η)
for ℓ1 and ℓ2 of the same type. So each differentiation in η brings down one order of decay |η|
−1 and
leaves an integral of the same kind. So there only remains treatment of differentiation in ξ.
Notice that the integral is in form of the Fourier transform of a multiple of two functions, namely
1
x (restricted to |x
2η| ≥ c) and ℓ˜(xη, η). So, the integral will be the convolution of their Fourier
transforms. Also notice that the Fourier transform of the first function 1x is uniformly bounded, so
we only need to show that
|∂αξ
∫
|x2η|≥c
e−2πixξ ℓ˜(xη, η)dx| ≤ Cα|ξ|
−α
Break up the integral into two parts:(∫
|xξ|<1
+
∫
|xξ|≥1
)
e−2πixξ ℓ˜(xη, η)dx
For the fist integral we want to show that
|
∫
|xξ|<1
xξe−2πixξ ℓ˜(xη, η)dx| ≤ C
which is trivial since ℓ˜ is bounded. For the second integral we want to show that
|
∫
|xξ|<1
ξe−2πixξ ℓ˜(xη, η)dx| ≤ C|x|−1
which is clear after an integration by parts. (This is basically a nonstationary phase estimate decay)
Higher order derivatives are treated the same way. Thus the proof of theorem 1.2 is now complete. 
A remark about asymptotic behaviour of M1 and M2 is in order. The inverse Fourier transform maps
Φ(ξ, η)eic
′ ξ2
η η1/2ξ−1ℓ(ξ, η) to M1(x, y) +M2(x, y − c0x
2). Taking the Fourier transform back again,
we should end up with the original function. Yet, using theorem 1.1 there is an alternative description
for this expression as a sum of three terms:
M̂1(ξ, η) + L1(ξ, η) + Ψ(ξ, η)e
ic′ ξ
2
η η1/2ξ−1ℓ(ξ, η)
In the limit where ξ
2
η → 0, Ψ and Φ are identically equal to 1 and hence M̂1(ξ, η) ∼ L1(ξ, η). But
by the remark from theorem 1.1 we know that L1(ξ, η) ∼ M̂2(ξ, η) which concludes the remark on
theorem 1.2.
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