The real-time tracking of instantaneous quantities such as frequency, amplitude and phase of components immerse in noisy signals has been a common problem in many scientific and engineering fields such as power systems and delivery, telecommunications and acoustics for the past decades. In magnetically conned fusion research, extracting this sort of information from magnetic signals can be of valuable assistance in, for instance, feedback control of detrimental MagnetoHydroDynamic (MHD) modes and disruption avoidance mechanisms by monitoring instability growth or anticipating mode-locking events.
methods provide, in a balanced way, the best of both worlds: the deterministic prediction of the system's mathematical model and nature's insubordinate non-ideal behaviour. Furthermore, these methods have the potential of providing high temporal resolution estimates with a lower dispersion than, for instance, the Fourier transform, since they do not rely on any sort of temporal averaging mechanisms. They inherently act on streams rather than blocks of information/signals performing their task on a point-by-point basis. Also, because the starting point of the prediction of the system state evolution from one time instant to the next is always the state estimation of the previous time instant, the process is potentially more robust to transient effects than other methods, again, such as the Fourier transform.
In this particular application, and as will be shown later on, if signal components are assumed to be non-stationary with respect to frequency, a linear model can no longer describe the state evolution of the system hence the original linear KF formulation is no longer applicable.
Fortunately non-linear extensions of the original KF have been developed and among them the EKF [12] . Recently, numerical studies have been performed to assess the capabilities of the Extended Kalman Filter Frequency Tracker (EKFFT), an implementation of the EKF in the so-called frequency tracking configuration [13] , regarding the real-time simultaneous estimation of amplitude, frequency and phase of signal components immerse in a Gaussian distributed noisy signal [14] . In particular, the method was generalized in order to accommodate simultaneous multi-component estimation, 1. disruption prevention where MHD instability growth can be monitored based on amplitude estimation and mode-lock events can be anticipated by combining both frequency and amplitude estimation;
2. assist, e.g., in the localisation of MHD activity by inferring plasma rotation from frequency estimation [15] ;
3. TAE resonance identification with application to the real-time feedback control of the antennas for resonance tracking;
4. assist in MHD mitigation experiments via modulated electron cyclotron [16] or lower hybrid [17] injection by monitoring instability phase and growth and adjusting the injected power accordingly. Of the enumerated applications, disruption prevention is of crucial importance for ITER where the envisaged 15MA plasma current can easily lead to, among other detriments, abrupt heat loads of the order of 500MJ at the divertor's plasma facing components [18] .
This work is organized as follows: in section II the filtering problem is briefly introduced after which the original KF and some of its non-linear extensions are described. Section III describes the basic frequency tracker configuration and section IV presents a set of comparative results obtained with three non-linear KF based methods. Finally, results are discussed in Section V.
tHE KF, EKF, EKF-BAsED rEFINEMENts AND tHE UKF
This section provides a summary of the main aspects for perceiving the KF, EKF, EKF based and Unscented Kalman Filter (UKF) methodologies used in this work. Each filtering approach is dealt with in its own individual subsection. Some care has been put into defining the filtering problem and presenting more thoroughly the pivotal principles of the KF, EKF and UKF which are central to subsequent developments.
A. Brief introduction to the filtering proBlem
Typical usage of a filter addresses the problem of the simultaneous estimation of a set of quantities that characterize a system at a given time instant, given an ensemble of known inputs and noise polluted system measurements. This set is called the system's state. Information on the system dynamics, i.e., the temporal evolution of the system state and its connection with the measurements, is ideally available and incorporated in the estimation process. The estimates obtained via this process usually conform to some optimal criteria that minimizes the estimation error, e.g. in the mean square sense. The mean square sense for instance. In the Bayesian formalism [19] , the filter evolves the probability density function (pdf) of the system state conditioned to the available measurements.
In the most generic case where the system dynamics is non-linear and/or the noise is non-additive, non-zero mean, or non-white, the pdf cannot be parameterized by a finite amount of distribution moments and therefore needs to be fully propagated in order to preserve the information about the system. Under very special circumstances though, the KF hypothesis being one of them, not only the parameterization of the pdf is possible but also the propagation of these parameters obey well known relations. In these cases, accurate estimations are possible without the unpractical propagation of the entire pdf.
B. the KAlmAn filter
As previously mentioned, the KF has already been extensively addressed in specialized literature for magnetically conned fusion research. Briefly summarizing: the KF is a recursive predictorcorrector estimator that incorporates information from both measurements and theoretical models, combining those to provide the optimal state estimation of a system in the least square sense. The KF, also known as the linear quadratic estimator, uses a prior state estimation combined with the theoretical model of a system to predict its current state in the prediction stage. It then revises its own prediction by incorporating information from system measurements in the corrector stage. The KF's validity and optimality are nonetheless only guaranteed under certain assumptions described below.
Denoting the discrete time variable by k, the system state by x k , the set of system inputs by u k , the set of system measurements by z k , the process noise by wk and the measurement noise by v k , one can write the discredited form of both the state equation, i.e., the equation which evolves the system state from one sample to the next, and the measurement equation, i.e., the equation that relates the system state to measurable quantities, respectively, as Eqs. (1) and (2).
(1) (2) The linear KF is valid (and optimal in the least square sense) if both f k and h k are linear functions of their variables and, in addition, if both w k and v k are additive, uncorrelated, zero mean and normally distributed random variables. It is worthwhile writing explicitly the full set of KF equations (although without proper derivation since it lies outside the scope of this work) as they will be referred to later on in order to better understand some of the KF's non-linear approaches.
One starts by writing the equations for the predictor stage, i.e., the prior state estimate, Eq. (3), and its covariance, Eq. (4). In these equations: x k is the prior state estimate, x k is the posterior state estimate, Ak is the matrix form of f k-1 's linearity property with respect to x k , B k is the matrix form of f k-1 's linearity property with respect to uk and Qk is the process covariance matrix.
The previous equations reect no more than two well known properties of multivariate normal distributions under linear transformations. The propagation of both the mean and the covariance.
Next, one writes the equations for the corrector stage. Eq. (5) provides the optimal KF gain K k , Eq. (6) provides the posterior state estimate x k and Eq. (7) provides the associated posterior covariance P k . The unintroduced quantities in these equations are: the matrix form C k of the linear measurement function h k-1 , the covariance matrix R k associated with the measurements and the identity matrix I.
Having written the equations that formulate the celebrated Kalman filter it is important to emphasize that the foundation behind these recursive relations is the assumption that the system is initially in a
state x 0 ~ N (x : x 0 ;P 0 ), i.e., normally distributed with mean value x 0 and covariance P 0 . Then, any linear transformation of x 0 will also follow a normal distribution which, again linearly transformed, will in turn follow yet another normal distribution and so on, hence, guaranteeing the consistency and validity of the set of Eqs. (3)-(7).
It can readily be seen from Eq.(6), in the light of its scalar form for simplicity, that as K k → 0 the KF privileges the prior state estimation over the measurements whereas the converse applies
It is also worthwhile stressing that the KF gain is independent of the measurements and depends only on the system dynamics and the initial conditions.
c. the extended KAlmAn filter
The EKF is the most popular and the eldest of all KF evolutions addressing state estimation of systems exhibiting non-linear dynamics. Arguably, its main advantage over other KF-based nonlinear approaches is its simplicity. Considering a system for which one has a set of generic timedependent non-linear state equations of the form shown in Eq. (8) and where one assumes, for simplicity and without loss of generality, no inputs.
If one also assumes that Ψ k-1 is in the neighbourhood of some state, Ψ k-1 , the previous can be linearized to obtain Eq. (9), where
is the Jacobian of f k-1 evaluated at Ψ k-1 . 
Similarly if the system has a known, potentially non-linear, measurement relation given by Eq.
(15), linearizing it about some state, Ψ k yields Eq. (16).
Rearranging the previous using relations (17) and (18) yields the linear approximation of the measurement relation shown in Eq. (19) .
Having this approximate linear relation, and in analogy with the linear KF, Eqs. (5) and (7) can also be used in the EKF by letting C k = H k . Of course, whereas in the case of the linear KF these are exact, in the case of the EKF they are approximate. Conveniently, the Jacobian (H k ) is evaluated at Ψ k = x k , i.e., at the last available prior state estimate. The measurement relation itself remains non-linear and is used as so for the posterior state estimation.
The linearization of the system dynamics, allowing the usage of the linear KF equations for the propagation of both the prior and posterior covariances, is effectively equivalent to approximating the state's prior and posterior pdfs to normal distributions. Furthermore, and rather conveniently, the linearizations involved in the EKF are performed around state estimates that represent the best available information about the system at each given time. It is straightforward to verify that in case the system dynamics is linear the EKF reverts to the linear KF. Unlike the linear KF though, the EKF is not optimal and may quickly diverge due to linearization errors when applied to highly non-linear system dynamics. This is a consequence of the fact that, again unlike the linear KF, the gain ends up depending on the system measurements themselves via the linearization process. This
is clear since the gain depends on the Jacobian of the measurement transformation evaluated at the prior state estimate which depends on the posterior state estimate which, in turn, depends on the measurements. Over the years, several approaches have been proposed to improve the performance and robustness of the EKF. Amongst the most popular ones are the iterated EKF (iEKF) [20] , the second order EKF (soEKF) [21] and the robust EKF (rEKF) [22, 23] .
d. the iterAted extended KAlmAn filter
The iEKF [21] attempts to iteratively refine the state estimation around which the Taylor expansion of the measurement equation is done. The idea is to use the ordinary posterior state estimate of the EKF, re-linearize the measurement equation around it and then reevaluate Eqs. (5), (6) and (7) producing a new posterior state estimate. The operation can be repeated as many times as required until some predefined criteria is met. As will be seen in section III, because the system model used in this work employs a linear measurement equation, the iEKF is of no added value and in fact reverts to the EKF.
e. the second order extended KAlmAn filter
In the soEKF [21] approach, second order terms are also considered in the Taylor expansion of the state and measurement equations. It was developed as an effort to reduce the errors arising from the first order Taylor series expansions that often trigger stability problems. Although in principle more accurate than its first order predecessor, there is evidence [24] of cases where it actually performed poorer than the EKF and iEKF thus, making it hard to establish a general conclusive performance comparison. Furthermore, the implementation is more complex, it requires the evaluation of second order derivatives (which in some cases might not be available analytically), demands heavier computation power and is not exempt of stability issues. In the course of this work it became evident that tuning this filter for improved performance whilst maintaining stability is a non-trivial delicate job strongly dependent on the measurements themselves.
f. the roBust extended KAlmAn filter
The rEKF, derived using the linear H1 technique, is designed to minimize the relative worst case effects of disturbances and linearization errors. While the standard KF and EKF minimize the mean square error of the posterior state estimate, the rEKF tries to limit the normalized energy of the estimation error. Instead of neglecting higher order terms, as in the standard EKF approach, the rEKF acknowledges their existence, treats them as disturbances and minimizes their effect. This is expressed in Eq. (21) where || . || denotes the 2-norm, x k is the error of the posterior state estimate, w k and v k are respectively the model and measurement noise, D k is the linearization error (expansion terms of order > 1 ignored in Eq. (9)) and is a design parameter. It can be shown [23] that, if satisfies some (mostly bounding) conditions, the estimation error of the rEKF satisfies Eq. (21). (21) Practically, the lower the g the more confined the normalized estimation error and consequently the more stable/robust the filter. The full set of equations for the rEKF with a linear measurement relation is given by Eqs. (14), (13), (22), (23), (6) and (24). (22) (23)
The predictor stage of the rEKF is basically given by the EKF equations but now a different prior covariance is calculated based on the EKF's standard one. The corrector stage of the rEKF is given by the linear KF equations with this new prior covariance replacing the standard one. Interestingly, and as expected, lim S k = P k , i.e., the rEKF reverts to the EKF for large values of leaving the normalized estimation error unbounded. This means that the parameter is effectively a trade-off knob between optimality and stability.
The rEKF is, as will be demonstrated in this work, a very effective refinement of the EKF, exhibiting the same level of complexity and very little additional computational cost.
g. the unscented KAlmAn filter
The EKF works by linearising the transformation undergone by a normally distributed random variable. This is equivalent to approximating the resultant pdf also to a normal distribution. Therefore, assuming Gaussian distributions up and downstream, the propagation of the mean and covariance is well established. However, in the presence of highly non-linear dynamics, cumulative errors arising from this linearisation process often have drastic consequences on the EKF's stability.
The Unscented Kalman Filter [25] (UKF) is a widely acknowledged improvement over EKFbased methods. Instead of assuming a shape for the pdf and/or approximating the state/measurement transformation, the UKF uses the Unscented Transform (UT) to propagate the mean and covariance without any knowledge whatsoever about the underlying pdf.
Brief introduction to the unscented transform
The underlying idea behind the UT is to take a set of random variable values (sigma points)
representative of a pdf and propagate those through the non-linear transformation. This set is chosen deterministically based on the mean and covariance known at the time. After the propagation process, the sample mean and sample covariance values are updated and a new set of sigma points can be calculated. Unlike the linearization approach, the UT provides accurate estimates up to third order in the usual Taylor expansion [21] .∞
The UKF implementation
The first step is to use the relations of Eq. (25) to calculate the set of 2N + 1 (where N is the dimension of the state vector) sigma points [25] representative of the posterior state estimate pdf for the previous time sample. In these, x i k-1 is a sigma point, x k-1 is the posterior state estimate for the previous time sample, P k-1 is the posterior covariance estimate for the previous time sample, is a scalar quantity which will be discussed a bit later and ( (N + l)P k-1 ) i is the i th row of the Cholesky decomposition [26] of (N + l)P k-1 . (25) These sigma points are then propagated through the state equation (26), where u k represents the system inputs, to produce a new set, x 
Having now an approximate characterization of the predicted state's pdf, one moves on to get an approximate characterization of the predicted measurement's pdf using the exact same procedure.
The sigma points are first calculated using the relations of Eq. (30) and propagated through the measurement equation (31).ˆˆkx
The new pdf is characterized by using modified versions of the usual sample mean, Eq. (32), and sample covariance, Eq. (33), to calculate its first two moments: y k and P y , respectively. The R matrix represents the measurement's covariance. Having introduced the UKF, and having covered the basics of the types of KFs used in this work, one now moves on to discuss the system dynamics and the formulation of the problem to be solved.
tHE FrEQUENcY trAcKING cONFIGUrAtION
The EKFFT, proposed by La Scala and Bitmead [13] , was first applied to nuclear fusion research as a proof of principle in plasma resonance detection for the TAE antenna diagnostic [11] at JET. A more systematic and detailed study of the potential of this approach was done by Alves and Coelho [14] demonstrating its competence as a real-time algorithm for the simultaneous estimation of the instantaneous amplitude, frequency and phase of multiple non-stationary signal components. This section will be devoted to the description of the Frequency Tracker (FT) configuration that will be
implemented in the various KF flavours previously outlined.
Assuming a generic signal S k , see Eq. (38) where k denotes the time index, to be the sum of N non-stationary signal components S i,k exhibiting the properties of an intrinsic mode function [28] The following section will present the results obtained with the implementation of the FT configuration to the frequency tracking and harmonic estimation of MHD activity in JET plasma discharges.
rEsULts
This section presents the results of applying some of the aforementioned non-linear KF based methods in the FT configuration to the simultaneous estimation of instantaneous frequency and amplitude of signal components in magnetic pick-up coils at JET. For this purpose, magnetic coil data for a set of pulses with identified MHD activity was used.
Results from both the iEKF and the soEKF are not presented herein. The former brings no added value with respect to the EKF in cases where the measurement equation is linear, which is the case of the FT configuration, see Eq. (41). The latter was found to be too sensitive to disturbances hence highly unstable.
A. single-tone estimAtion And trAcKing
The first test was to estimate the instantaneous amplitude and frequency of the dominant component in a magnetic coil signal using the EKFFT, rEKFFT and UKFFT as described in the previous sections. lose track it can immediately be seen that both the EKFFT and rEKFFT methods present similar levels of inter-frequency contamination whereas the UKFFT's performance is clearly superior. It can for example be seen that, for the strongest component with a frequency immediately above the dominant one and, at around 55s (~16kHz) the UKFFT provides an attenuation of at least 60% while the others' never more than 30%. So at least a factor of two in that sense.
Recalling from Eq. (6) that the posterior state estimate contains a term where the KF gain is multiplied by the innovation (z k -C k x k ), it is clear that any signal component not being simultaneously estimated will be propagated into the final result.
So far it is clear that if the EKFFT or the UKFFT are to be used for this purpose, they will
need to be more robust to unmodelled signal disturbances. Similarly, it is desirable to increase the contamination rejection performance of both the EKFFT and rEKFFT.
B. AdAptive single-tone estimAtion And trAcKing
As a result of the shortcomings of the RT methods identified previously, an adaptive scheme has been devised to increase both robustness and neighbouring frequencies' rejection. The idea is to instruct the filter to believe more in the model rather than in the measurement whenever the residue is low and the converse for larger residue values. Believing in the model means increasing the neighbouring frequency rejection and reducing the estimation noise at the expense of a lower resilience to unmodelled signal disturbances. As explained before, instructing the filter to trust the model more than the measurement is achieved with low Q=R values while the converse is achieved with high Q = R values. The approach followed here has been to adapt the process covariance matrix according to the and 56s deteriorates the estimates. Subsequently, as the distance between the dominant mode and this lower frequency activity increases, the estimates improve and it can be seen that the frequency estimation error is below 2% and the amplitude estimation error is below 20%.
Another example is shown in Figs. 7 and 8 for JET Pulse No: 68538. Frequency estimation error is of the order or below 5% and for the amplitude estimation error this value is roughly 10%. Here, again strong and frequency-wise close sawtooth activity in the 56.73-56.93s and 57.14-57.26s time windows clearly deteriorates estimates although never causing the filters to stop tracking the dominant component. Also, Fig.8 shows that the contamination rejection performance of all algorithms is comparable although, again, the UKFFT is better.
This section has demonstrated robust and reliable tracking along with frequency and amplitude estimations of dominant MHD activity in JET magnetic signals. The normalized residue has been used to adjust the process covariance by balancing the noise rejection and inter component contamination with the disturbance resilience accordingly. Also, it has been shown that the residue can be used simultaneously as a measure of the quality of the estimations thus providing a critical real-time validation check if some kind of feedback control action is to be devised. Furthermore, one will note the fairly regular transients observed especially in the spectrograms and amplitude estimates of pulses 68628 and 68538. These are originated by events known in tokamak research as Edge Localized Modes30 (ELMs). Although these pulses exhibit moderately large and regular unmodelled ELM disturbances, all filter algorithms remain on track of the dominant component thus demonstrating to be effectively resilient to these disturbances.
c. AdAptive multi-tone estimAtion And trAcKing
As previously mentioned, magnetic signals of tokamak plasma discharges can contain rich spectral sets and are therefore not restricted to a single frequency component. Examples of such spectral diversity are evident in all spectrograms presented herein. Whereas the previous section demonstrated robust tracking of the dominant frequency component in a magnetic signal, this section illustrates results obtained with a multi-tone tracking mechanism based on the same fundamental principles and algorithms. This is basically achieved by extending the frequency tracking configuration presented in section III to accommodate simultaneous multi-tone estimation. For practical and symmetry reasons which will be explained later on, this work will address simultaneous three tone estimation.
Expressing the model equation for the frequency tracker in the usual state space notation yields x k = M k x k-1 where the block diagonal process matrix, M k , is now given by Eq. (46). The M j,k matrices, Eq. (47), are immediately recognized as the fundamental blocks responsible for the estimation of each independent signal component and the measurement relation is now given by Eq. (48). The process model is essentially a three-independent-tone harmonic estimator and frequency tracker and the measurement equation reflects the assumption that the raw signal is described as the sum of these three dominant components plus normally distributed noise. The adaptive mechanism used to adjust the process covariance matrix is the same as the one used in the previous section, both the expressions for q f and q a have been preserved, only now
With the inclusion of extra degrees of freedom in the process model there is an increased likelihood that the filter will converge to a local minimum instead of the desired solution. One of the main problems is that, for instance in the presence of a strictly dominant frequency component, and for symmetry reasons, all independent estimates will (despite being fed with different initial guesses) eventually converge to the strongest tone. Such a situation would not only make the three independent tone estimate redundant, but would also complicate its interpretation as each estimate would account for an equal share of the dominant signal component. Therefore, unlike the singletone estimation, three constraints need to be imposed in order to ensure consistent operation of the filters in these circumstances. The first constraint is to enforce a minimum inter-frequency separation amongst estimated components. The second constraint is to enforce a predefined estimate (associated with either M 1,k , M 2,k or M 3,k ) to track the strongest signal component and the third constraint is to enforce each of the remaining two non-dominant estimates to lie respectively (frequency wise) above and below the largest component. The first constraint will stop the independent estimates from converging to the same tone while the second and third constraints define a simple priority rule when imposing the inter-frequency separation. Indeed, a more generic priority rule based on the sorting of each tone's instantaneous amplitude estimation in descending order of magnitude could be devised so that both the second and third constraints would no longer be required. However, let one consider for example the situation where the estimated component with the smallest amplitude lies, frequency-wise, between the other two estimates. In that case, if the frequencies of the two largest tones approach, the estimate of the weakest component might be left without a frequency range to exist thus forcing a decision to be made on whether it should be moved to the highest or the lowest frequency range of all estimates. Dealing with these sort of situations not only greatly adds up to the complexity of the algorithm but is also irrelevant for the proof of principle aimed herein.
Therefore, whenever the frequency separation between the dominant and a non-dominant estimate is found to be below the predefined minimum value, the posterior estimate is altered by enforcing the phase increment of the non-dominant tone to be in a valid region. The convention used herein is 
The first remark is that the estimation of the dominant signal component, tone b), is unaffected when compared to the single-tone adaptive estimation presented in section IV B. This is clearly a crucial requirement given the importance of the dominant tone. The second remark is that the estimation of the non-dominant signal components is not as good as the dominant one. This is a consequence of their lower amplitude and therefore lower signal to-noise ratio and increased vulnerability to interfrequency contamination. For instance, in the case of tone a), whereas the EKFFT starts tracking it after a short transient, the rEKFFT starts by tracking the signal component immediately above it and when this one's strength starts to dim, moves on to track tone a). The UKFFT starts tracking tone a) immediately. As for tone c), the EKFFT was unable to track it whilst both the rEKFFT and the UKFFT present similar tracking capabilities frequency and amplitude-wise. The third remark, as crucial as the first one, is that the quality of the individual estimates is evident and fully correlated with the corresponding residue.
The same type of results are shown in Figs. (12), (13) and (14) This section demonstrates that simultaneous adaptive multi-component estimation is possible and does not seem to affect the dominant tone estimation. Although reliable estimates for the non-dominant components cannot be guaranteed at all times, the individual residue is always able to provide a measure of whether a particular independent tone estimation is actually tracking a meaningful signal component or not, again, crucial if part of a real-time feedback mechanism. In the case when only the dominant signal component is being estimated, the adaptive mechanism has proven irrefutably superior to the non-adaptive one not only in terms of tracking capability but also in terms of rejecting inter-frequency contamination. Under these conditions, and for a similar level of complexity and computational demand, the EKFFT and rEKFFT present similar performance. Mathematically, the rEKFFT requires two 22 matrix inversions for the calculation of the prior covariance matrix, Eq. (22), while the EKFFT requires none. Extra care is therefore required for the real-time implementation of the rEKFFT in order to ensure the stability of the algorithm itself. On the other hand, and although not particularly evident in the examples presented here, the rEKFFT is more resilient to disturbances than the EKFFT. The UKFFT consistently provides better estimates and better inter-frequency rejection performance on average than both the EKFFT and ~ rEKFFT however, the algorithm itself requires one 2×2 matrix inversion and two 2×2 Cholesky decompositions hence also requiring some care in its real-time implementation.
In the case of the three-independent-tone estimation, both the rEKFFT and UKFFT have demonstrated to be superior to the EKFFT. Matrix inversions and Cholesky decomposition requirements are the same only now matrix dimensions are 99. There should a strong motivation to perform multi-tone rather than single-tone estimation as the added complexity, computational burden and non-guaranteed accuracy in non-dominant component tracking are certainly handicaps to take into account. However, as observed in the examples disclosed herein, good estimation performance of non-dominant tones can be achieved and the individual residues always provide a reliable validation measure of the tracking efficacy. Furthermore, simultaneous multi-tone estimation in principle allows for cleaner estimates as the components being tracked will not propagate, via the innovation, into each others' posterior state estimate. 
