In this paper we present the experience of scaling in parallel a geographic information system modeling framework to hundreds of processors. The project began in an active learning cyberinfrastructure course which was followed by an XSEDE ECSS effort in collaboration across multiple-institutions.
INTRODUCTION
Earth's Critical Zone, the near-surface environment between bedrock and the atmospheric boundary layer, is driven by inputs of mass and energy. Recent improvements in how to quantify the various sources of mass [i.e. biomass and rainfall] and energy [i.e. solar irradiation and the heat content of rainfall] within a common currency have led to major improvements in how we quantify rates of Critical Zone processes including soil formation and landscape erosion [1, 2] . A crucial step was the development, by a team of investigators at the NSF-funded Santa Catalina Mountains-Jemez River Basin Critical Zone Observatory (SCM-JRB CZO), of an Effective Energy and Mass Transfer (EEMT) equation that calculates the available free energy for physical and chemical work 1 Corresponding Author.
[units in megajoules per meter square per unit time: MJ m -2 s -1 ] based on available observations of mean monthly air temperature, precipitation, and solar irradiation [3] [4] [5] [6] [7] . A key limitation to quantifying EEMT for large areas and across a range of time scales is the heavy computational load associated with computing incident solar irradiation in complex [e.g. mountainous] terrain and the nonlinear relationships among the controlling variables. Small changes in the quantity and timing of solar energy, and lateral redistribution of precipitation as overland and subsurface flow in complex terrain can result in micro-climates with very different rates of Critical Zone evolution.
While the Earth sciences community has made rapid advances through effective utilization of cyberinfrastructure capabilities including large-scale data management, service-oriented architectures and access to high performance computing resources [8] , i.e. OpenTopography, CyVerse, and XSEDE, scaling of parallelized analysis tasks onto national-scale HPC/HTC solutions from code initially developed for desktops and clusters poses unique challenges and barriers to adoption. The solar irradiation and EEMT calculations we use here rely on a suite of geospatial calculations from software which has not yet been optimized for HPC. The adaptation of such geospatial tools is a small part of a larger national-scale CyberGIS effort [9] .
In Fall 2014 the Applied Cyberinfrastructure Concepts (ACIC) project-based learning course at the University of Arizona developed a parallelized workflow to calculate EEMT on HPC for the SCM-JRB CZO. Students initially formed small teams to separately tackle software installation and data management; later teams were realigned to best fit self-identified skillsets to complete the computational aspect and finalize the workflow. Their method uses the Cooperative Computing Lab's (CCL) Makeflow [10] and Work Queue [11] to launch multiple workers running similar GIS tasks [i.e. daily solar irradiation models] in parallel. The daily solar irradiation outputs are eventually summed into monthly data for use with monthly climate data from DAYMET [12] to derive EEMT ( Figure 1 ). Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. In the second phase of the project beginning in spring 2015, the authors worked with XSEDE Extended Collaborative Support Services (ECSS) to port the students' workflow onto Open Science Grid and SDSC Comet where code was further optimized for performance on XSEDE systems. The authors also worked with the OpenTopography team to include this code in the OpenTopography processing workflow via their science gateway through which a user can select topographic data from OpenTopography or upload their own digital elevation and terrain models to produce monthly values of solar irradiation and EEMT.
COMPUTATIONAL DETAIL
The original workflow was developed by a CZO post-doctoral researcher (Swetnam) and the students of the ACIC course. The students designed appliances, containing all the necessary dependencies, by creating Docker [13] containers. These were deployed on Future Grid [14] using medium-size instances as part of their mid-term projects. Students compared performance and ease of use as part of their evaluation. The students also learned how to manage OpenStack [15] instances as part of the course. While the ease of use in cloud and Docker was valuable, the students were asked to choose a pragmatic long term solution to allow the researcher a sustained use of the students' workflow, this limited the solution to the UA campus HPC, and a start-up allocation on XSEDE resources, neither of which include cloud options. The students identified 34 separate dependencies required to compile and run the open-source community developed GIS software on the UA campus HPC cluster. Their workflow involves shell (.sh) and python (.py) scripts working with Makeflow and Work Queue to variously import the climate variables and a digital elevation model (DEM) or digital surface model (DSM), set the region and projection of the GIS, and compute raster-based calculations without explicitly starting the typical desktop graphic user interface (GUI) (Figure 1 ). Grid calculations are performed tens of thousands of times across the hundreds of daily and monthly raster surfaces, the final output layers are packaged as a single output file or directory. By parallelizing the workflow for the daily rasters the overall calculation times can be reduced by over two orders of magnitude.
Parallelizing GIS modules developed for desktop computing
The Open Source Geospatial Foundation (OSGeo) fosters community driven global adoption of GIS technology. Within the OSGeo software stable are the Geospatial Data Abstraction Library (GDAL) [16] , SAGA-GIS [17] , and GRASS GIS [18, 19] that are used for data management and analysis, image processing, and spatial modelling. Optimization and scalability of the workflow depends upon the tasks that can run in parallel process, e.g. the solar irradiation model which can use up to 365 workers in the case of Sol and up to 730 workers for EEMT using GRASS r.sun [20] (Figure 2 ). Later processes include GRASS and SAGA-GIS raster calculations which generate monthly solar irradiation maps, topographic wetness indices, and calculate derived input parameters for EEMT at monthly intervals with DAYMET data. These processes require up to 816 workers for a 34-year run. Larger raster surfaces increase processing times due to their slower I/O readability. The speed at which the models are generated is also dependent upon the solar time-step interval, which can be varied depending upon the question. For example, modelling solar irradiation at high spatial resolution, e.g. a 10 cm 2 lidar DSM which includes vegetation heights in the elevation profile, executed across several hundred hectares at a 3 minute time-step will precisely integrate the minute variations in the forest-canopy modified light regime, whereas modelling regional landscapes, e.g. a 90 m 2 NASA Space Shuttle SRTM [21, 22] DEM that is several hundred km wide, can be accomplished using a 15-minute interval.
Makeflow and Work Queue
CCL Makeflow [10] is a workflow engine for executing large complex workflows on clusters, clouds, and grids. Makeflow can handle simple or complex tasks and is portable to different systems without modification; further it does not require a distributed file system. Work Queue [11] is a framework for managing large master-worker applications across clusters, clouds, and grids. Users define tasks, submit them to a queue, and wait for them to complete; the workers communicate with the master to execute the tasks and transfer data. Both Makeflow and Work Queue are robust and highly fault tolerant and can recover from a variety of failures. Makeflow and Work Queue provide not only a data management solution in this case, but also a separation between workflow development/management on the submit node and the execution on XSEDE resources.
Workflows in Makeflow are defined in a format similar to the UNIX Make format. Each rule has a section listing dependencies (input files), a section listing output files, and one or more commands to execute in order to generate the output files. For example, a rule to calculate the daily irradiation and hours of sun can look like (on a single command line):
global/daily/total_sun_day_1.tif insol/daily/hours_sun_day_1.tif : rsun.sh mcn_p333m_converted.tif /bin/bash rsun.sh dem_10m_converted. tif -d 1 -D where the process calls rsun.sh which generates the daily output rasters: total_sun_day_1.tif and hours_sun_day_1.tif.
Work Queue and Batch Systems
Currently, the workflow can be run on one or more cores up to the total number of tasks which can run simultaneously ( Table 2 ). This involves up to 365 tasks for the Sol module and 815 tasks for EEMT when run across the entire DAYMET 34-year monthly record [12] . Each task can be run by a separate worker, or as workers complete their task they can be reassigned if there are still queued jobs. Otherwise, they are shut down, releasing the computational resource for others to use.
Provisioning of the Work Queue workers is based on demand from currently running workflows. If it is determined the set of running workflows have enough pending tasks that cannot be met by the currently running set of workers, more workers are submitted to the appropriate XSEDE resource. Currently, the workflows are locked to a particular resource based on the input size. Smaller inputs can be handled by the Open Science Grid, while larger ones require more memory and go to SDSC Comet. The provisioning script also considers a small set of attributes, such as total running workers, to make sure we are not overprovisioned.
The Work Queue workers are also configured differently on Open Science Grid and SDSC Comet. The former being primarily a high throughput system, each worker is set up to claim a single core and 2 GBs of RAM. On the latter, more like a traditional high performance cluster, each worker is set up to claim a full node, which is 24 cores and 128 GB RAM. Work Queue partitions the available cores and memory based on the Makeflow task requirements. 
OpenTopography and the Opal Toolkit
The NSF funded OpenTopography project based at the San Diego Supercomputer Center (SDSC) at University of California, San Diego, was initiated in 2009 to democratize access to Earth science oriented topography data and processing tools. It utilizes cyberinfrastructure, including large-scale data management, highperformance computing, and service-oriented architectures (SOA) to provide efficient Web based access to large, high-resolution topographic datasets [23] . The OpenTopography SOA supports a distributed computational environment and enables service interoperability. Users can both access and process data using various tools in a highly customizable workflow to generate derived products for their applications.
All data access functions and processing algorithms are packaged as web services across various cluster resources using the open source Opal Toolkit developed at SDSC [24] . The Opal Toolkit provides mechanisms to manage and track job submissions as well as real time monitoring of job and system status. Once scientific applications running on cluster and Grid resources are wrapped as web services using Opal, they can be made accessible within the OpenTopography workflow to the wider research community as new processing resources.
Two models are encapsulated as Opal2 Web Services [24] : Sol and EEMT. These services can be called as part of the point cloud processing workflow via the OpenTopography portal and made available to the end users. These two Web services are hosted on the XSEDE gateway host pool. Figure 4 shows the Opal2 service definition which defines both a SOAP Web service and user interface components. Since the computation occurs at Open Science Grid or Comet, the service itself acts as a single-process job proxy.
DISCUSSION
The initial collaboration between a CZO scientist, who had little substantive experience working in a shell environment or writing code, and the ACIC students [computer science, domain science, and engineering majors], who had little or no experience in virtualization and HPC, and no experience working with GIS, revealed the vital importance of clear communication and establishing realistic expectations. Most of the students' time was spent tracking down dependencies and getting the GIS software to compile properly on the HPC, rather than benchmarking analyses and looking for optimizations. Remarkably the students had almost no problem understanding the computational aspects of the GIS workflow. Following brief class lectures, student teams were given time to present their group's weekly project related problems to the rest of the class which enabled resolutions quickly when another group suggested a solution. When a team was found to be lacking in technical expertise they were able to exchange team members or to condense two teams into one to finish their work.
The collaboration of ECSS with the CZO members was critical for ensuring that the workflow could be moved across platforms. Because we are using Makeflow and Work Queue, the workflow can easily be moved and executed on any available HTC or HPC resource. The limiting factor is installing the software stack. On Open Science Grid, the software stack was installed on the FUSE/HTTP based, read-only distributed CVMFS (CernVM File System) [25] , which allows access to the software from the majority of Open Science Grid compute resources. We were pleasantly surprised when SDSC decided to mount the same file system across Comet, providing us direct access to the already installed software stack. On clusters which do not have CVMFS installed, the software stack would have to be recompiled.
Our workflow was optimized to run on XSEDE Open Science Grid and SDSC Comet ( Figure 5) . A science gateway was developed which interfaces with OpenTopography so users can produce their own solar and EEMT models on demand. Modeling frameworks like EEMT and Sol which utilize open-source GIS and local to national scale data have broad applicability: enabling production of high resolution surface models of solar irradiation for climate or ecosystem modeling or energy development; hydrological modelling and estimating landscape carbon reservoir balances is also readily possible. Future plans with the existing software stack include compiling GRASS 7 with OpenCL to utilize Comet's GPU cluster. GPU processing has the potential to greatly reduce raster I/O bottleneck times [26] ; which for the r.sun calculations could drop processing times by over an order of magnitude and enable the calculation of much larger raster surfaces.
The current GIS software stack compiled on CVMFS makes available any of the other geospatial analysis tools in GDAL, GRASS, and SAGA-GIS to the earth science and XSEDE community. When paired with Makeflow, users can distribute hundreds to thousands of jobs across the XSEDE ecosystem; currently these include only the two configured systems, but in the future any system could be mounted or have the software stack installed.
It is important to note the success of the ACIC project-based class. Through close interactions between students, instructors, scientists, and cyberinfrastructure projects, the class has delivered a real-world solution to a computational bottleneck that will soon be available for general use through OpenTopography and US national cyberinfrastructure resources. 
