Abstract. We continue our study on Massera type theorems in hyperfunctions from [11] and [12]. In the latter, we gave a result in hyperfunctions with values in a reflexive Banach space. In this article, we report its generalization to the case of hyperfunctions with values in a reflexive locally convex space.
Introduction
In [9] , Massera studied the existence of a periodic solution to a periodic ordinary differential equation, and gave the result that for a periodic linear ordinary differential equation of normal form, the existence of a bounded solution in the future implies the existence of a periodic solution.
Theorem 1.1 ([9, Theorem 4]). Consider an equation
where A : R → R m×m and f : R → R m are 1-periodic and continuous. Then, the existence of a bounded solution in the future (i.e., a solution defined and bounded on a set {t > t 0 } with some t 0 ) implies the existence of a 1-periodic solution.
Note that the inverse implication follows from the boundedness of a periodic C 1 -function and therefore we have the equivalence between the existence of a bounded solution in the future and that of a 1-periodic solution.
There appeared many generalizations of Theorem 1.1, and there arose a question whether such phenomena appear commonly in periodic linear equations. For example, we refer to Chow-Hale [1] and Hino-Murakami [3] for functional differential equations with finite or infinite delay, to Shin-Naito [16] and Naito-Nguyen-Miyazaki-Shin [10] for Banach valued cases, and to Zubelevich [17] for discrete dynamical systems in reflexive Banach spaces and those in sequentially complete locally convex spaces with the sequential Montel property. See also the references therein.
Being interested in these results, we have studied such phenomena in the framework of hyperfunctions, and gave a Massera type theorem for hyperfunctions in [11] and its reflexive Banach valued variant in [12] . In this article, we report a generalization of the latter result to the case of hyperfunctions with values in a reflexive locally convex space.
The plan of this paper is as follows. In the section 2, we prepare some notions and related terminologies on bounded hyperfunctions at infinity and operators of type K introduced in [11, 12] , and give our main result Theorem 2.3. In the section 3, we recall and study duality and compactness results of the spaces of holomorphic functions taking values in a reflexive locally convex space. In the last section 4, we give the proof of our main result.
Main result
In this section, we recall some notions and terminologies briefly and state our main result, Theorem 2.3. As for the preparation part, we follow [12, §2] and refer to [11, §2 and §3] for details. See Sato [13, 14] , Kawai [5] , SatoKawai-Kashiwara [15] , and Kaneko [4] , for original hyperfunctions, Fourier hyperfunctions, and related topics.
Bounded hyperfunctions and classes of operators
Let us first recall the notion of bounded hyperfunctions at infinity. We take a compactification D 1 := R {±∞} of R, and by considering the diagram:
we identify C with an open subset of D 1 + iR. Let E be a sequentially complete Hausdorff locally convex space. We denote by N (E) the family of continuous semi-norms of E, and by E O the sheaf of E-valued holomorphic functions on C.
(2) The sheaf B L ∞ of E-valued bounded hyperfunctions at infinity on D 1 is defined as the sheaf associated with the presheaf The space
is endowed with a natural locally convex topology by the family of semi-norms
where L runs through compact subsets in U and p runs through continuous semi-norms of E. In the scalar case (E = C), we use abbreviations O L ∞ and
We list up some properties of bounded hyperfunctions. Refer to [11, §2] for the precise statements and the proofs.
• B L ∞ is flabby. (In general, vector valued variants are not.)
• A section in B L ∞ (]a, +∞]) admits a boundary value representation.
• There exists a natural embedding
• The space B L ∞ (D 1 ) of the global sections of our sheaf B L ∞ (in scalar valued case) can be identified with the space B L ∞ of bounded hyperfunctions (in 1-dimensional case) due to Chung-Kim-Lee [2] .
Let us next recall a class of operators acting on bounded hyperfunctions at infinity.
Let
Note that the vectorial sum V + K := {w + t | w ∈ V, t ∈ K} is well-defined even in case V ⊂ C under the convention w + t = w for w = ±∞ + is ∈ V \ C and t ∈ K.
Definition 2.2 (Operators of type K). P is said to be an operator of type
An operator P of type K for E O L ∞ on U induces a family of linear maps
commuting with restrictions. An operator of type K = {0} corresponds to a local operator, while an operator of type K = [−r, 0] corresponds to an operator of finite delay r.
Massera type theorem in the reflexive valued case
Let us also recall the terminologies of E O L ∞ -solutions and E B L ∞ -solutions to equations, and the notion of ω-periodicity for bounded hyperfunctions and for operators of type K.
Let P be an operator of type
The ω-translation operator T ω : u → u(·+ω) for a positive constant ω, is an operator of type {ω}, and the ω-difference operator T ω −1 is an operator of type
Then, we have,
•
admits an ω-periodic boundary value representation.
A weak form of the Köthe duality
Consider the space 
x ∈ E and w ∈ W \ L, and by
Here we regard Then, we can show the well-definedness of ·, · L , α, β, and the continuity of α and β. Moreover, we can also show that 
Corollary 3.4 (Köthe duality). Let E be a reflexive locally convex space. The maps α and β also induce the isomorphism between vector spaces
.
See Köthe [8, §27.3] for the classical Köthe duality.
Montel type lemma
Consider a compact set L ⊂ C and an open neighborhood V of L in C. As before, ·, · L : 
This lemma reflects the fact that bounded sets in E O(L) are precompact with respect to the weak topology.
Note that when E is a reflexive Banach space, the subsequence {n(k)} k can be taken independently of F, · L . But we can not expect sequential precompactness in the general case. Since we want to use sequential convergence in the proof of Theorem 2.3, we gave a statement in terms of sequences.
Proof of Lemma 3.5. Note that since E is reflexive, any bounded set in E is weakly relatively compact. We denote by E w the space E endowed with the weak topology. Also note that bounded sets in E O(V ) are equicontinuous as a family of maps from V to E, which follows from the Cauchy estimate. The proof consists of three steps (I), (II) and (III).
(I) the choice of f and its holomorphy.
For any l ∈ N and any compact L ⊂ V , the set {f n (w) | n ≥ l, w ∈ L} in E is bounded, and therefore
A l,L := the weak closure of {f n (w) | n ≥ l, w ∈ L} is weakly compact (i.e., compact in the topology induced from E w ). We consider B := w∈V A 0,{w} ⊂ (E w ) V endowed with the direct product topology, that is, the topology of pointwise convergence. Then, B is compact (from Tychonoff's theorem). We also consider (3.4) B l := the closure of {f n | n ≥ l} in (E w ) V for l ∈ N. Then they are non-empty compact subsets in B and decreasing in l, and they share a common element f ∈ l B l . Each B l is equicontinuous as a family of maps from V to E w , since the closure of an equicontinuous family with respect to the topology of pointwise convergence is also equicontinuous. (See, for example, Kelley-Namioka [7, Chap.2, 8.12] .) Moreover, it follows from Kelley [6, Chap.7, Theorem 15] that the topology of pointwise convergence of the equicontinuous family B l coincides with its topology of convergence on compact sets. Therefore, f is a uniform limit of some subnet of the sequence {f n } n consisting of E w -valued holomorphic functions on V , which implies that f itself is holomorphic as an E w -valued map on V . Since the E-valued holomorphy and the E w -valued holomorphy are equivalent for E-valued maps, f is holomorphic as a map
(II) the choice of {n(k)} k according to L and F .
For given L and F , we take a contour γ and its compact neighborhood Γ ⊂ V \ L. The set A 0,Γ (see (3. 3) with L = Γ) is bounded in E as we have seen in the part (I), and the correspondence
defines a continuous semi-norm q on E . Since {F (w)} w∈Γ is compact in E , we have M := sup w∈Γ q(F (w)) < +∞, which in particular implies
and w ∈ Γ with B 0 defined in (3.4). Moreover, since w → F (w)(g(w)) is holomorphic as was shown in [12, Lemma 3.2], {w → F (w)(g(w)) | g ∈ B 0 } becomes an equicontinuous family of functions on Int Γ. Take a dense and countable subset C = {w 1 , w 2 , . . . } of γ, and define a neighborhood W k of the origin in E w by
for any k ≥ 1. Recall that f belongs to the closure of {f n } n≥l in (E w )
V with respect to the topology of pointwise convergence, for any l ∈ N. Using again the coincidence of the topology of pointwise convergence and the topology of convergence on compact sets for an equicontinuous family, we can easily see that the set
is non-empty. Therefore we can take n(k) for each k ≥ 1 satisfying n(1) < n(2) < · · · and
and consider the sequence {h k } k≥1 . Since each f n belongs to B, it follows from (3.5) that
for w ∈ Γ and k ≥ 1. Therefore, as we have already seen, {h k } k is an equicontinuous family on holomorphic functions on Int Γ. Moreover, for w j ∈ C, it follows from f n(k) (
This estimate shows that h k (w j ) → h(w j ) as k → ∞ for each w j ∈ C. In other words, the sequence {h k } k converges to h with respect to the topology of convergence on each point in C.
Note that on an equicontinuous family, the topology of convergence on each point in a given subset coincides with the topology of convergence on each point in the closure of the subset. (See Kelley-Namioka [7, Chap.2, 8.13] .) Since C is dense in γ, we have that h k (w) → h(w) as k → ∞ on each point in γ. Now we can use Lebesgue's bounded convergence theorem to show
which concludes the proof.
Proof of the main theorem
Using the preparation in the section 3, we can prove our main theorem.
Proof of Theorem 2.3. The necessity follows from [12, Corollary 2.6], and we shall prove the sufficiency.
In a parallel manner as in the proof of Theorem 4.4 of [12] , we can takeũ
under the notations
Also in the same way, we define
for k ≥ 1. Then, we have that (4.1) PU S kũ − S k g =f onU for any k ≥ 1,
We consider each pair (S kũ , S k g) as an E-valued holomorphic function on the disjoint union V := ((U + K) ∩ C) (U ∩ C). (Although two open sets (U + K) ∩ C and U ∩ C are not disjoint, we can reduce the problem to the case of two disjoint open sets by translation.) Applying Lemma 3.5 to the sequence {(S kũ , S k g)} k∈N , we can get a pair (v, h) ∈
satisfying the following property:
, and
. Now, we want to show
, and (4) the ω-periodicity of v.
For this purpose, it suffices to show (4) and (5) the equality
In fact, we can easily prove the implications (4) ⇒ (1); (1), (5) ⇒ (2); and (1), (2), (5) ⇒ (3).
In order to show (5), we take an arbitrary compact set L U and an
. Then, we have, from (4.1), that
is the abstract adjoint operator of P L whose existence is guaranteed by Corollary 3.4. We can apply the property (C) to the two terms on the left hand side in the case L 1 := L + K, L 2 = L, F 1 = P * L (F ), F 2 = F . Then by taking the limit in (4.2), we have
Since L and F are arbitrary, the equality (5) follows from (4.3). Here we used Corollary 3.4 again. In order to show (4), we also take an arbitrary compact set L (U +K)∩C and an arbitrary F ∈ E O Since L and F are arbitrary, (4.4) implies (4) .
By virtue of the ω-periodicity, v has a unique ω-periodic extension in
Moreover, h has a unique ω-periodic extension in
In fact, since h = PU v −f is ω-periodic onU , it is ω-periodic also in U , and can be extended.
Finally note that
gives an ω-periodic solution.
