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Abstract: Modern multicore architectures comprise a large set of components and parameters that require being matched
to achieve the best balance between power consumption and throughput performance for a particular application domain.
The exploration of design space for finding the best power–throughput trade-off is a combinatorial optimization problem
with a large number of combinations, and. in general, its solution is prohibitively difficult to be explored exhaustively.
However, fortunately, evolutionary algorithms (EAs) have the potential to efficiently solve this problem with reasonable
computational complexity. In this paper, we consider a multiobjective design space exploration (DSE) problem with two
conflicting objectives. The first objective corresponds to power consumption minimization while the second objective
relates to throughput maximization. We approach this problem by employing the estimation of distribution algorithm
(EDA), which belongs to the family of EAs. The proposed EDA-based DSE (EDA-DSE) scheme efficiently selects the
design parameters (i.e. cache size, number of cores, and operating frequency) with an efficient power–throughput ratio.
The proposed scheme is verified using cycle-accurate simulations over a set of benchmarks and the simulation results show
a significant reduction in energy-delay product for all benchmark applications when compared to the default baseline
configuration and genetic algorithm.
Key words: Estimation of distribution algorithm, multiobjective optimization, design space exploration, energy/
throughput, multiprocessal system on chip

1. Introduction
Multiprocessor system-on-chips (MPSoCs) have become the dominant computing paradigm in embedded and
mobile processors due to their efficiency and mature programming models [1]. However, there are many challenges associated with the scalability of these architectures, among which finding the performance and energyconsumption trade-off has emerged as an important concern for applications executed on multicore architectures
[2]. Advancements in this research domain promise high performance and reduced energy consumption, but
with the challenge of coping with increased numbers of design options and constraints. For a general purpose
computing platform, different workloads demand varying computing requirements. Therefore, the energy consumption can be minimized by adaptively varying the computing platform as per workload demand [3]. The
energy dissipation in a multicore system has a significant component of cache memories as well [4]. Therefore,
many researchers have taken this point into consideration in the form of “resizable” caches for different appli∗ Correspondence:
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cations to reduce the energy consumption with minimal effects on the performance [5]. In general, achieving
the balance of performance and energy consumption on a multicore processor may be facilitated by analyzing
the combination of number of cores, frequency, and cache sizes, and selecting the appropriate combination of
them. It is therefore highly desirable to consider the combined impact of cache size, active number of cores,
and operating frequency on the performance and energy consumption. Consequently, there is a need to devise a
framework for selecting an efficient configuration of these parameters for any running application. This process
of exploring multiple design options while satisfying one or more constraints is called design space exploration
(DSE) [6]. The number of possible configurations in the design space may be very high and determining the
best configurations for performance and energy-consumption balance by an exhaustive search may be infeasible
due to high computational complexity [7]. Owing to the complexity of exhaustive searches, researchers have
proposed several other techniques to utilize multicore architectures in an efficient way, such as evolutionary
algorithms (EAs) [8], genetic algorithms (GAs) [9], and fuzzy logic [10].
In this paper, we employ an EA to explore the design space of multicore architecture for finding an optimal
balance between two conflicting objectives, throughput maximization and energy-consumption minimization. It
was demonstrated in [11] that EAs are quite suitable for the solution of multiobjective optimization problems.
More specifically, the use of EAs for exploring the energy–throughput trade-off has been motivated by the
fact that the population-based nature of these algorithms is capable of generating multiple configurations to
determine the Pareto optimal set (trade-off solutions) in a single run. Moreover, EAs iteratively deal with a
subset of possible solutions (populations) and therefore serve as the best option for multiobjective optimization
problems with large search spaces [12]. In EAs, populations are initialized and evolve towards better and
better solutions. For multiobjective optimization problems, EAs significantly narrow down the search space
by providing a small number of potential solutions called the Pareto set [13]. Subsequently, based on the
given decision criterion, designers can intelligently select the best solution from the obtained Pareto set. This
process provides better exploration and selection of best trade-off among multiple objectives with reasonable
computational complexity [14].
In this context, the presented work aims to devise a DSE scheme that is based on the estimation of
distribution algorithm (EDA). The EDA belongs to the family of EAs, and it is based on estimating a model
for the probability distribution of the various individuals/solutions in the population. After selecting the initial
population (subset of possible solutions), the EDA explicitly extracts information from those selected solutions
to estimate/build a probability distribution model of the promising solutions. This probability distribution
model is then used for generating a new set of solutions (a population) in the next iteration. It is a relatively
newer approach among evolutionary techniques and an open field for further research. The EDA has various
types [15] and these types are mostly implemented for the solution of classical optimization problems such as
the knapsack problem [16], traveling salesman problem [15], and nurse scheduling problem [17]. This paper, to
the best of our knowledge, is the first effort to approach DSE in multicore architectures by employing the EDA.
The main contributions of this paper are:
• Multiobjective design space exploration: In this paper, we consider a multiobjective DSE problem
for energy-consumption minimization and throughput maximization for a multicore architecture. We
propose a DSE scheme that provides an optimal trade-off between these two conflicting objectives.
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• Multiple decision variables: We consider a unified search space with the three important parameters
of multicore architectures: cache size, number of cores, and frequency, and their combined impact on the
selection of an efficient configuration.
• Estimation of distribution algorithm: We approach this multiobjective optimization problem by
employing the EDA, which has the inherent advantage of probabilistic modeling.
• Validation of results: We have validated the final solution presented by the algorithm using a cycleaccurate simulator, Micro Architectural and System Simulator for x86 (MARSS-x86) [18].
The remaining paper is organized as follows. In Section 2, related work is presented. Section 3 provides the
problem statement and overview of the EDA, and Section 4 presents the proposed EDA-based DSE scheme. In
Section 5, the experimental results are illustrated, followed by the conclusion in Section 6.
2. Related work
The demand to improve the energy efficiency of multicore architectures without sacrificing the performance
has resulted in the conception and design of various techniques. Yang et al. [19] proposed an energy-efficient
scheme for mapping parallel tasks onto a multiprocessor platform. Their proposed scheme searches the ordering
of tasks and the processor assignment possibilities. Based on this approach, a Pareto-optimal set is generated,
in which each point is better than others in either aspect, i.e. energy efficiency or execution speed. These
statistics are utilized at runtime for energy optimization by dynamic voltage scaling. Several researchers used
this design for cache energy saving. Wang et al. [20] proposed a static profiling technique for exploration of
different possible configurations of the two-level cache in the case of a multicore system with private L1 caches
and a shared L2 cache. This technique dynamically reconfigures the L1 cache and partitions the L2 cache for
energy consumption minimization. In [21], Rawlins et al. considered cache resizing for energy optimization
in heterogeneous dual-core systems by altering the size of the L1 cache. The authors also addressed core
interactions, data coherence, and various operational issues. All the aforementioned works devised techniques
to reduce energy by cache configurations. However, there are a variety of other factors upon which energy
consumption depends. Motivated by this fact, the current work provides a comprehensive approach for DSE
that considers the mutual impact of different factors along with multiple objectives.
Moreover, in multicore systems where dozens of cores are involved, it is difficult to find configurations
that maximize throughput with a power constraint [22]. In [23] Reagen et al. explored the design space for lowpower accelerators used in SoC designs to obtain power and performance trade-off. Qadri et al. [10] proposed a
scheme called E-FLORE to optimize multicore architectures. The E-FLORE technique finds a trade-off between
energy and throughput using fuzzy logic. However, fuzzy-based techniques lose the computational efficiency for
larger systems due to the increased number of fuzzy rules and membership functions. In order to overcome the
limitations associated with fuzzy systems, hybrid systems merging fuzzy logic with EAs are also reported in
the literature [24, 25]. These hybrid systems result in improved performance by optimizing the fuzzy rules and
membership functions.
Optimization theory-based search methods provide another way of achieving energy efficiency and performance improvement. Among these methods, multiobjective evolutionary techniques have the potential to find a
set of possible configurations while guaranteeing a certain level of closeness of this set to the actual Pareto front
with significantly reduced exploration time [26]. Many multiobjective evolutionary algorithms (e.g., [11, 27–29])
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have been widely reported in the literature for various applications to find the trade-off solutions to achieve the
best possible compromise among multiple objectives.
Among evolutionary algorithms, the genetic algorithm [30] and ant-colony optimization [31] have been
employed for DSE for multicore architecture. Palesi et al. [30] considered configuration space exploration for a
SoC and extended the Platune tuning approach [32] using a genetic algorithm and exhaustive search to increase
the exploration speed with many configurable parameters (e.g., voltage, capacitance). Wang et al. [31] used
ant-colony optimization for design space exploration to minimize the completion time of the applications while
effectively utilizing the computational resources. This method finds a trade-off between hardware cost and
timing performance. Ferrandi et al. [33] proposed an ant-colony based DSE to optimize the performance of an
MPSoC. This approach explores different designs to decide task mapping and establish the routine to execute
tasks. It determines efficient hardware/software partitioning using hierarchical task graphs for reconfigurable
heterogeneous MPSoC applications.
The main objective of this paper is to make a trade-off between energy consumption and throughput
by selecting an appropriate combination of cores, cache size, and operating frequency. There exist various
mathematical models for energy and throughput evaluation for computing platforms [34–36]. In the proposed
design of the EDA-based DSE scheme, we use the model presented by Qadri et al. [37]. Employing the EDA,
our scheme evolves by estimating the probability distribution over the search space depending on how the
individuals are distributed in the population [38], which makes it different from other classical DSE techniques.
The transparency of the probabilistic modeling of the EDA provides better guidelines for the solution search
process. It has a better mathematical foundation as compared to other evolutionary algorithms. It has a faster
convergence rate and makes better use of fitness information of previous generation [39].
The principle advantage of the EDA over genetic algorithms is its property of being free of multiple
recombination methods such as mutation or crossover. The recombination and evolution methods of genetic
algorithms sometimes result in premature convergence and many important solutions are disrupted. These issues
can be addressed in the EDA, where new solutions are generated according to the probability estimation of the
previous generation [17]. Compared to ant-colony optimization, which is considered to be suitable for discrete
optimization problems, the EDA gives a vast variety of models for both discrete [40] and continuous cases [41].
In particle swarm optimization, parameters are always interdependent, while the EDA is a probabilistic model
for both independent variables [42] (i.e. in the form of univariate marginal distribution [43]) and dependent
variables.
3. DSE problem and overview of EDA
3.1. DSE problem statement
For modern computer architects, energy efficiency has been the top design objective along with the ever
increasing demand of throughput [44]. Keeping that in view, the two basic objectives of this paper are to
efficiently select a system configuration in order to minimize the energy consumption and to maximize the
throughput of the system. Performance and energy balance on multicore processors may be facilitated by
analyzing combinations of numbers of cores, frequency, and cache sizes. The impact of these three variables is
summarized as follows:
Cache size:
Processor performance has surpassed the memory throughput for more than a decade. The memory wall is
usually bridged by introducing a hierarchy of memories, i.e. small and fast cache levels. Smaller cache sizes
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may result in increased capacity misses and large cache size leads to lower response time. Therefore, selecting
an appropriate cache size is critical for energy/throughput balance.
Frequency:
Processor power dissipation directly depends on the operating frequency. Dynamic voltage frequency scaling
(DVFS) is a method used for power reduction that involves operating the processor at different frequencies as
per the need of performance and energy constraints. Selecting a suitable frequency is imperative for energyand throughput-constrained systems.
Number of cores:
Performance of multicore systems does not scale with the number of cores as defined by Amdhal’s law [45].
However, adding cores does contribute to the energy consumption of an architecture. Therefore, having a
balanced number of cores is a key factor to be considered along with other parameters to design a highperformance energy-efficient system.
Therefore, the decision/design variables considered in this paper include the aforementioned parameters, i.e.
number of cores, cache size, and operating frequency.
In order to define the interdependence of the aforementioned objectives, an objective function is required
to be specified. Qadri et al. [37] presented energy and throughput models that not only incorporated the said
design variables but also defined a simplistic and linear relationship of them with the energy and throughput
of a multicore system. The models are found to be accurate for up to 5% when compared with highly accurate
simulation models over a number of benchmark applications.
Energy consumption minimization and throughput maximization are two conflicting objectives. That is, finding
the optimal (best possible) solution for energy minimization may result in a nonoptimal solution to throughput
maximization and vice versa. Therefore, a solution that achieves a balance between these conflicting objectives
is needed. To this end, we devise an EDA-based exploration framework that guides us towards a set of efficient
configurations (i.e. Pareto optimal solutions). The solution of a biobjective optimization is called Pareto optimal
if no other solution exists that could make one of the objectives better without making the other one worse. In
the context of this paper, a solution that comprises the values of cache size, operating frequency, and number
of cores is Pareto optimal if no other solution exists that improves energy efficiency without decreasing the
throughput or increasing the throughput without decreasing the energy efficiency. We evaluate the performance
of our framework using the MARSS-x86 simulator [18] by applying the obtained configurations on benchmark
applications.
3.2. Overview of EDA
The EDA is an emerging and promising area of research in evolutionary computation, which was introduced for
the first time in [43]. Researchers have proposed a number of ways in which the EDA can be implemented based
on different probabilistic models. Some variants are discrete while others are either continuous or a combination
of the two. Among these proposed designs, the most common are the UMDA [46], Bayesian optimization
algorithm [47], and factorization distributional algorithm (FDA)[48]. Being suitable for our discrete DSE
problem and based on a simple underlying probabilistic model with easy implementation, we use the UMDA
in the development of our DSE framework. Throughout this paper, the term “EDA” is used as a synonym for
UMDA.
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Algorithm 1 presents the general pseudocode for the EDA. The algorithm starts by initializing the population.
Algorithm 1 Pseudocode for EDA.
1: Initialize the population
2: while termination criterion is not met do
3:
Evaluate the population using fitness function
4:
Select a set of best individuals based on a specific selection method
5:
Calculate a probabilistic model from the selected set of individuals
6:
Generate new population by using the probabilistic model
7: end while
For the initial population, fitness values are calculated. A set of individuals with higher fitness values are selected
from the initial population. Then, from this set of individuals, a probabilistic model is determined and the new
population is generated. This newly generated population is considered in the next iteration. The algorithm
stops when a certain termination criterion is met. Generally, the termination criterion is the maximum number
of generations. However, there can be other termination criteria. For example, when there is no significant
change in the fitness function values of two consecutive iterations, then the algorithm is stopped [15].
The basic concept of the UMDA, which was modeled by Muhlenbein [43], has been used in our paper. In
this particular type of EDA, first, as it uses the integers 1 and 0 to represent bits in a binary string representation,
the individuals values (solutions) are converted into binary form, and then, for each bit position, the frequency
of occurrence of binary ones for all the individuals is computed. This determines the probability distribution
vector, which is used for the generation of new individuals.
4. The proposed ED-based DSE scheme
The proposed design search space exploration scheme uses the EDA to find a set of combinations of cache
sizes, numbers of cores, and frequencies to get efficient energy and throughput values. The selection of the
design variables has been discussed in Section 3. The EDA, being part of the family of EAs, is different from
traditional ones in the way it produces offspring from parents. In contrast to traditional EAs, the EDA estimates
a probability distribution over the search space based on how the parent individuals are distributed in the search
space, and then it samples the offspring individuals from this distribution [15]. It has been suggested that in
certain problem domains the estimated probability distribution can make the search more effective and reduce
the overall runtime [49], [38].
The pseudocode of the proposed EDA-DSE technique is summarized in Algorithm 2. The algorithm takes
the population size, number of generations, and solution space as inputs and returns the set of nondominated
solutions (Pareto front) as the output. The major steps of the algorithm are described as follows:
• Initialization, evaluation, and sorting (lines 1–4): In these steps, first, the initial population, S0 of
size L , is randomly generated from the given solution space. Then each individual si ∈ S0 is evaluated,
and their energy consumption and throughput are computed. The evaluated set of individuals is then
arranged in a descending pattern with the best solution at the top using two attributes, which are inspired
by the fast sort algorithm[50]. Then a rank value and a crowding distance value are assigned to it. The
rank values, R0 , and crowding distance values, C0 , are computed by using nondominated sorting and
ranking and crowding distance methods [28], respectively.
– Nondominated sorting and ranking: Population S0 is sorted based on a nondomination technique
into different Pareto fronts. The first Pareto front represents the completely nondominated set
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Figure 1. ED-DSE Algorithm

Algorithm 2 Estimation of distribution algorithm.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:

Input: Population size ( L ), number of generations ( G ), solution space
S0 ← Generate initial population randomly from the given solution space
R0 , C0 ← Evaluate each individual si ∈ S0 and compute its rank and crowding distance
N0 ← Based on R0 and C0 , arrange the individuals of S0 in descending pattern
j←0
while termination criterion is not met do
Njsub ← Select a subset of best individuals from Nj
Pj ← Estimate the probability of each solution in Njsub
Oj ← Generate offspring by sampling new individuals according to Pj
Sj ← Njsub ∪ Oj , Update the population
Rj+1 , Cj+1 ← Update Rj and Cj according to Sj
Nj+1 ← Arrange the individuals of Sj in descending pattern according to Rj and Cj
j ←j+1
end while
Output: Nondominated solutions set (first Pareto front)

of individuals in the current population. The second Pareto front contains individuals that are
dominated by the individuals in the first front only, whereas the individuals in the third Pareto
front are dominated by the individuals of the first and second Pareto fronts, and so on. In order to
identify solutions of the first nondominated front in a population, each solution can be compared
with every other solution in the population to find out if it is dominated or not. At this stage, all
individuals in the first nondominated front are found. Each individual in the front are assigned a
fitness value, which is marked as the rank. The rank of an individual represents the front number to
which it belongs. Between two individuals with differing nondomination ranks, the individual with
the lower rank is preferred. If both individuals belong to the same front, then the crowding distance
is used for comparison.
– Crowding distance calculation: Once the nondominated sorting is completed, a crowding distance is
assigned to each individual. The total crowding distance of an individual is the sum of its objectives’
distances, which are the absolute normalized differences between the values of the individual and its
closest neighbors. Since the individuals are selected based on the rank and crowding distance, all
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the individuals in the population are assigned a crowding distance value. The crowding distances
are assigned based on Pareto front.
Finally, the evaluated set of individuals is arranged in a descending pattern in N0 with the best individual
at the top according to the two attributes, i.e. rank and crowding distance. An individual is preferred
over others if its rank is less than the others or if its crowding distance is greater than the others. Thus,
the selection is based both on ranks and crowding distances. The generation/iteration number, j , is
initialized to 0.
• Selection (line 6): A subset of best individuals Njsub is selected from the ordered set Nj . The algorithm
uses a truncation selection criterion where the top 50% best individuals are selected and the rest are
truncated.
• Probability distribution estimation (line 7): In this step, the probability distribution of the individuals in Njsub is estimated. The variables of each individual (comprising of cache size ( ca), number of
cores ( co ) and operating frequency ( f r )) in the selected set Njsub are converted into binary integers and
stored in an n + m + k dimensional vector x = [x1 x2 ...xk+m+n ] as follows:

ca
ca co co
x =: [ca, co, f r] = [bca
1 b2 ...bk , b1 b2 ...
fr fr
fr
bco
m , b1 b2 ...bn ].

(1)

The first k bits of x represent the cache size, the (k + 1)th to (k + m)th bits denote the number of
cores, and the bits from the (k + m + 1) th to the (k + m + n) th position represent the value of operating
frequency. The probability distribution of xi is estimated as follows:

pi =

L
∑
Il,i
l=1

L

,

(2)

where Il,i is the indicator function that is equal to the value of xi in the l th individual, defined by:
{
Il,i =

1
0

xi = 1
otherwise.

(3)

The estimated probability density values, pi , are stored in Pj .
• Offspring generation (line 8): Offspring, Oj , are generated by sampling new individuals according to
Pj . The following sampling technique that is inspired by [51] is used for offspring generation:
{
xi =

1
0

if random(0, 1) ≤ pi
otherwise.

(4)

The variables in each offspring are converted from binary to integer values. The number of individuals in
Oj is equal to L/2 to keep the size of the new population as initial L .
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• Replacement, evaluation, and sorting (lines 9–12): The generated offspring, Oj , and the selected
parents, N0sub , are then merged together in Sj ; their ranks and crowding distances ( Rj and Cj ) are
recomputed; and the individuals in Sj are arranged in a descending pattern. The resulting arranged set
Nj+1 forms the new population for another iteration of the algorithm.
• Termination (line 14): In our case, the stopping criterion is the maximum number of generations, G .
When this condition is met (i.e. j = G ), the first Pareto front is saved and the algorithm ends.
5. Simulation results and discussion
In this section, we present the simulation results and demonstrate the performance of our proposed EDA-DSE
algorithm.
5.1. Simulation setup for EDA-DSE
We first execute the proposed EDA-DSE algorithm in MATLAB, which gives us the Pareto front (solution
set) of our multiobjective DSE problem. From the obtained Pareto front, we select the solution with maximum
throughput and the solution with minimum energy consumption, and we analyze their results using the MARSSx86 simulator to validate the performance of the proposed EDA-DSE. In the rest of the paper, these solutions
will be called the throughput-efficient (TE) and energy-efficient (EE) solutions, respectively.
Marss-x86 is a cycle-accurate simulator and is used for multicore implementations. It is built on QEMU
to support cycle-accurate simulations of multicore x86 processors. MARSS-x86 includes detailed and cycleaccurate models of coherent caches for single and multicore processor chips, interconnections, chipsets, DRAM
memory, and IO devices.
We used the Stanford Parallel Applications for Shared Memory (SPLASH-2) benchmarks for the evaluation of the proposed configuration. The TE and EE solutions are evaluated in MARSSx86 for five applications
of SPLASH-2, i.e. Barnes, FMM, Ocean, Water-Spatial, and LU. HP Lab’s CACTI tool [52] is used to get the
per access energy for various cache sizes of both L1 and L2.
5.1.1. Benchmarks details
Following is a brief overview of the SPLASH-2 benchmarks [53] used to evaluate the proposed configurations:
• Barnes (BRN): The Barnes application is simulated by the Barnes–Hut hierarchical N-body method. It
has a problem size of 16K particles.
• FMM (FMM): This benchmark simulates by fast multiple method [54] with interaction in two dimensions.
The problem size for FMM is 16K particles.
• Ocean (OCN): The Ocean application studies large-scale ocean-type movements and has a problem size
of 258 × 258.
• Water-Spatial (WTR): This application evaluates potentials over time in a system O(n) algorithm and
uses a uniform 3D grid of cells. Its problem size is 512 molecules.
• LU (LU): The LU kernel factorizes a dense matrix into the product of a lower triangular and an upper
triangular matrix and has a problem size of a 512 × 512 matrix with block size of 16.
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5.2. Algorithm results
We simulate the EDA-DSE algorithm for a generation size of up to 30 and a population size of 100. The
simulation provides the Pareto front (solution set) of the multiobjective DSE problem. The results were analyzed
based on different generation sizes of 5, 10, 15, 20, and 25. The results showed that, in general, with increasing
generation and population sizes, energy is reduced and throughput is increased. However, by increasing the
generation size above 30 and the population size above 100, there is no notable increase in energy efficiency and
throughput performance. Furthermore, by increasing the size of generations and/or the population, more time
will be taken by the algorithm. Therefore, we have kept the generation and population sizes as 30 and 100,
respectively.
Table 1 shows the Pareto-efficient values of the three decision variables of cache size, number of cores, and
frequency along with energy consumption and throughput associated with each of the Pareto-efficient solutions
and Figure 1 shows the obtained Pareto front. Thus, an efficient and acceptable solution can be selected from
the obtained Pareto front by using an expert opinion.
Table 1. Pareto-optimal results for generation size of 30.

N o.of cores
Cachesizes[KB] F requency[Hz] Energy[J]
T hroughput∗
15
16
53
0.2380
0.3917
2
64
75
0.0444
0.2291
13
64
62
0.3721
0.4379
10
8
40
0.0474
0.2695
2
256
79
0.1271
0.3895
9
64
62
0.2572
0.4184
4
64
67
0.1109
0.3461
6
128
70
0.4760
0.5102
2
16
71
0.0131
0.1742
12
256
80
1.0932
0.7494
*Throughput here is a unitless quantity, since it is normalized to the throughput of a full-scale
configuration, i.e. 16 cores, 256 KB cache, and 80 MHz clock frequency.

5.3. Solution selection and results validation
To verify the performance of the proposed EDA-DSE scheme over MARSS-x86, we select two solutions: the
solution with the lowest energy consumption (EE solution) and the solution with the highest throughput (TE
solution) from Table 1. Referring to the table, the solution with the combination of 2 cores, 16 KB cache size,
and 71 MHz frequency consumes 0.013 J of energy and therefore it is the EE solution. The solution with 12
cores, 256 KB cache size, and 80 MHz frequency is the TE solution as it obtains about 75% of the throughput
when normalized against the default configuration, which is the highest throughput by any solution).
In order to check the efficiency of the solution, the results of the EDA-DSE exploration engine are
compared with the default configuration and GA (see Table 2) by using the methodology discussed in [55]. For
the GA, design variables and the objective function are kept the same as for the EDA. Generation size of 30
and population size of 100 were taken for the GA for comparison.
For each of the two algorithms, two solutions (i.e. EE and TE) are presented. The obtained results are compared
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in Figure 2 for the suggested solution. See Figure 2a for normalized throughput, Figure 2b for normalized energy
consumption, and Figure 2c for energy delay product.
The combinations associated with the aforementioned two solutions are analyzed with various SPLASH2 benchmark applications, i.e. Barnes, FMM, Ocean, Water-Spatial, and LU. Figure 2 presents the results
obtained for different parameters as follows:
1. Normalized throughput: The benchmarks results for 12 cores, which are TE, show a minor throughput
decrease of 2% to 4% for Barnes, Ocean, and Water-Spatial, whereas for the rest of the applications the
throughput remains the same as the default configuration (see Figure 2a). This is due to the fact that
according to Amdahl’s law [45] for a parallel application the throughput saturates after a limited number
of cores. For example, if we assume an application to be 95% parallel, then as per Amdahl’s law for 16
cores the speed-up will be 1.79 and for 12 cores it will be 1.73, i.e. only a 2.2% increase in throughput.
Therefore, increasing the number of cores beyond a certain limit may not result in significant throughput
increase for a given amount of parallelism in an application.
It is quite clear in Figure 2a that the estimation of distribution for the TE solution (i.e. ED −TE) is
better than that of the GA (i.e. GE −TE). For the LU benchmark the ED −TE solution is 42% more
efficient than GE −TE. In the case of FMM, Ocean, and Water Spatial, this difference is 5%, 16%, and
3%, respectively, while for Barnes the ED −TE solution throughput is the same as that of the GE −TE
solution.
Furthermore, Figure 2a shows that the EE configuration results in the lowest throughput drop of no more
than 55% in the case of Barnes, and for the rest of the applications the throughput remains not less
than 50% of that of the default configuration. Along with remarkable reduction in energy consumption,
throughput values are also better than the GA for some benchmark applications (i.e. Water-Spatial and
LU), while they are slightly lower for Barnes, FMM, and Ocean. Even if the average throughput for both
algorithms is considered, the suggested ED −DSE solution is 10.4% better than that of the GA.
2. Normalized energy: In order to check the efficiency of our suggested algorithm, results were compared
with the default configuration and GA. Figure 2b shows normalized energy of the default configuration,
EDA, and GA. While comparing the aggregate core energies of 12 cores (ED −TE) and 2 cores (ED −EE)
a reduction in energy consumption by 22% to 25% for all applications in the case of 12 cores, the TE
configuration, can be observed. However, it can be seen that if we compare the TE solution suggested by
the EDA with the GA counterpart, energy consumption values are slightly higher. Energy consumption
values vary between 0.75 to 0.78 while for the GA these are in the range of 0.46 to 0.77. Overall, there is an
average difference of 30%. However, for the EE solution, the EDA outperforms both the GA and default
configuration. All the applications show a significant reduction in energy consumption, i.e. between 77%
and 82% for the default configuration and 42% to 88% for the GA. As can be seen in Figure 2b, energy
consumption values for all the benchmarks are lower compared to the GA. On average the suggested
ED−DSE solution uses 85.5% less energy as compared to the GA solution.
3. Normalized EDP: Figure 2c shows the ratio of normalized energy delay product (EDP) between the
default configuration, EDA solution (i.e. ED −TE, ED −EE) and GA (i.e. GE −TE, GE −EE). EDP is a
commonly used metric to assess the trade-off between the energy and throughput of an architecture [56].
The lower the EDP, the more the configuration will be efficient in terms of both energy and throughput.
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Table 2. The three configurations: default, throughput-efficient, and energy-efficient (EE).

Configuration
Default
Throughput-efficient
Energy-efficient

Number of cores
16
12
2

Cache size [KB]
256
256
16

Frequency [MHz]
80
80
71

For the EDA TE (ED −TE) configuration, the EDP remains between 75% and 82% that of the default
configuration. On the other hand, it is slightly greater than that of GE −TE. This difference is between
20% to 31%. For the EDA EE (ED −EE) configuration, the lowest amount of EDP could be observed
for LU and Water-Spatial, i.e. 16% and 20%, respectively, while compared with GE −EE, ED −EE has
remarkably less normalized energy delay product, i.e. the difference is between 33% and 84%.

Normalized Energy

Normalized Throughput

Therefore, it can be concluded that the proposed estimation distribution-based DSE scheme can successfully
propose EE and TE solutions for a multicore architecture. Hence, it could be used at design time to recommend
optimal and efficient configurations in terms of throughput and energy consumption.
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Figure 2. Benchmarks results: (a) normalized throughput, (b) normalized energy, and (c) EDP.

6. Conclusion
In this paper, we have proposed a multiobjective DSE framework for multicore architectures using the EDA.
The proposed framework searches the set of best configurations with three decision variables, number of cores,
L1 cache size, and CPU operating frequency, in order to minimize the energy consumption and maximize the
throughput. The results of the proposed framework were analyzed using SPLASH-2 benchmark applications
integrated into the MARSS-x86 simulator. The simulation results show that the EDA-based DSE framework can
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efficiently address the DSE problem in multicore architectures by achieving a better trade-off between energy
consumption and throughput.
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