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Explaining the physical origin of cosmic acceleration still poses a challenge to
modern cosmology. On one hand, observational evidence corroborating this
phenomenon is compelling and continuously becoming stronger and stronger.
On the other hand a physical explanation for it is still missing.
To address this issue many models have been proposed and testing their
phenomenology against the growing amount of precise cosmological data has
become a challenge.
In this thesis we develop the efficient, high performance, computational tools
to do that. We implement the Effective Field Theory approach to cosmic accel-
eration in the public Einstein-Boltzmann solver CAMB and we dub the resulting
code EFTCAMB.
We discuss its architecture and performances and overall we show that, in
its present version, EFTCAMB stands as a powerful and versatile tool that can
be used to study both model independent and model dependent approaches to




We are witnessing the dawn of a golden era in cosmology. Ongoing and up-
coming experiments will map cosmic structures over a significant fraction of our
Universe, providing us with extremely accurate measurements. Observational
collaborations are driving the community toward this objective, working relent-
lessly to reach such accuracy. On the theoretical side, many questions still need
to be answered and these measurements will offer a unique opportunity to tackle
them.
In this thesis we focus on the computational aspects of one of these questions.
A universe described by General Relativity and filled with ordinary matter
is naturally expected to decelerate, after the initial phase of rapid expansion
following the Big Bang. In this respect, an important breakthrough occurred in
the late 90s. Measurements of Type Ia Supernovae by the Supernova Cosmol-
ogy Project [11] and the High-Z Supernova Search Team [12] provided strong
evidence that the Universe has recently entered a phase of accelerated expan-
sion. This discovery was later corroborated by many independent probes. All
these observations converged in confirming this description of our Universe, and
nowadays cosmic acceleration is a well established fact and a cornerstone of
our standard cosmological model. Yet theoretically we are struggling to find
an explanation for its physical origin. To make the expansion of the Universe
accelerate, we need an unnaturally small amount of vacuum energy, or an addi-
tional ingredient whose nature is unknown, Dark Energy; or we might have to
change our theory of gravity on cosmological scales.
To address the problem of cosmic acceleration, in both these directions, mod-
els have been proposed in a number that far exceeds our capability of practically
testing them. From this perspective, hope comes from unifying frameworks that
allow to enclose and study many of these models with the same set of tools.
In this thesis we discuss the implementation of one of these frameworks in
the numerical tools that are used to test models against cosmological data. Fur-
thermore we focus on the computational challenges that we faced in optimizing
these tools to allow systematic and massive explorations of the space of models





Anticipating a wealth of high precision large scale structure data from ongo-
ing and upcoming cosmological surveys it is important to identify a model-
independent way of testing theories of gravity against observations.
To this extent, over the past years there has been a lot of activity in the
cosmological community to construct frameworks [13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42,
43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58] that would allow model-
independent tests of gravity. These are generally based on parametrizations of
the dynamics of linear scalar perturbations, either at the level of the equations
of motion, e.g. [46], of solutions of the equations, e.g. [18, 28, 43], or of the
action, e.g. [59, 60, 61], with the general aim of striking a delicate balance
among theoretical consistency, versatility and feasibility of the parametrization.
In this thesis we focus on a recent proposal which applies the effective field
theory (EFT) formalism to the phenomenon of cosmic acceleration [60, 61, 62],
inspired by the EFT of Inflation and Quintessence [63, 64, 65, 59, 66, 67, 68,
69, 70].
We refer the reader to [60, 71, 72] for a detailed discussion of the assumptions
and limitations of this framework.
Despite of the inherent limitations, the EFT framework includes most of the
viable approaches to the phenomenon of cosmic acceleration that will undergo
scrutiny with upcoming cosmological surveys. We shall mention, among oth-
ers, the Horndeski class which includes quintessence, k-essence, f(R), covariant
Galileon, the effective 4D limit of DGP [73], Horˇava gravity and more. From this
perspective the EFT formalism can be used as a general, model-independent,
framework to efficiently test theories of gravity with cosmological observations:
studying the phenomenology of different models and the constraints that can
be put by data on their model parameters.
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4.1 Computational challenges
The development of unifying frameworks for theories of gravity and the avail-
ability of large, very precise, data sets present us with several computational
challenges.
To test a model against data one has to compute the predictions for what
the data would look like within the given model. Such cosmological predictions
are then compared to data to estimate the likelihood of the model. This process
is then repeated several times, for different choices of the model parameters, to
perform parameter estimation or model selection [74].
The parameter space of a model is sampled using Markov Chain Monte Carlo
(MCMC) algorithms [75, 76, 77, 78] that require several thousands computations
of cosmological predictions. Even when using refined sampling techniques, that
allow to sample the parameter space of a model more efficiently [79], getting
cosmological predictions in more than ten seconds, by all means necessary, makes
it impossible to practically test a model against data.
The computational challenge, within the framework of cosmological tests of
gravity, is then that of computing all relevant cosmological predictions, for as
many models as possible, in the fastest possible way that has not to exceed the
timings dictated by the practical feasibility of data comparison.
For the fiducial cosmological model, and some variations of it, the standard
community tool to compute cosmological observables is the Code for Anisotropies
in the Microwave Background (CAMB) [80]. This can compute the expected
values of all the observables of interest in an efficient and fast manner. This code
is written in Fortran and exploits shared memory multiprocessing programming
to achieve good performance boosts benefitting from parallelism.
To sample the parameter space of the models covered by the CAMB code
this is interfaced with an optimized MCMC sampler, Cosmological Monte Carlo
(CosmoMC). In its default settings CosmoMC uses the Metropolis algorithm [75]
or an optimized fast-slow sampling method [79] that allows to efficiently explore
many nuisance parameters related to data likelihoods. The CosmoMC code
exploits MPI (Message Passing Interface) parallelism to speed up computations.
If the CosmoMC code is compiled and run with MPI there is the possibility
to dynamically learn the sampling proposal matrix from the covariance of the
post-burn-in samples so far. This results in a dramatic increase in sampling
performances and is only possible with parallel calculations as they provide a
way of estimating the length of the burn-in phase.
To analyze the results of the parameter space sampling the CosmoMC code
provides a Python package, GetDist, to estimate parameters bounds and plot
the parameters probability distributions.
4.2 EFTCAMB
We implemented the EFT approach to DE/MG in the public Einstein-Boltzmann
solver CAMB. The resulting code, which we dub EFTCAMB, is a powerful and
versatile tool that can be used for several objectives. It can be employed to
evolve the full dynamics of linear scalar perturbations of a broad range of mod-
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els, once the model of interest is mapped into the EFT formalism. It offers a
numerical implementation of EFT as a model-independent framework to test
gravity on cosmological scales.
In this section we briefly review the key features of the implementation of
the EFT formalism in CAMB.
4.2.1 Code structure
The structure of the EFTCAMB code resembles the logical structure of the
different families of models implemented in the code. With code updates the
structure of the code changed, growing in complexity while model coverage
increased.
In this section we shall briefly outline the structure of EFTCAMB V3.0 as
shown in Figure A.3.
By acting on a series of numerical flags the user selects the model that is
being tested and a number is associated to each model selection flag. Such
number is reported in Figure A.3 and controls the behavior of the code. The
main code flag is EFTflag, which is the starting point after which all the other
sub-flags, can be chosen according to the user interests.
• The number EFTflag = 0 corresponds to the standard CAMB code. Every
EFT modification to the code is automatically excluded by this choice.
• The number EFTflag = 1 corresponds to pure EFT models. In these mod-
els the EFT framework is used to perform parametrized tests. The user
needs to select a model for the various functions that are parametrized in
the code by acting on the EFTwDE, PureEFTmodelOmega and PureEFTmodelGammai
(with i = 1, .., 6) flags. Various common parametrizations for such func-
tions are natively included in the code. After setting these flags the user
has to define the values of the EFT model parameters for the chosen model.
Every other value of parameter and flag which do not concern the chosen
model is automatically ignored.
• The number EFTflag = 2 corresponds to the designer mapping EFT pro-
cedure. In this case portions of the model are treated in a parametrized
way and other aspects are fixed by the model itself. For the mapping case
the user can investigate a particular DE/MG model once the matching
with the EFT functions is provided and the background evolution has
been implemented in the EFT code.
The model selection flag for the mapping EFT procedure is DesignerEFTmodel.
Various models are already included in the code, see the blue lines in the
Flowchart A.3). Models corresponding to the grey lines in the Flowchart A.3
are some of the models that can be cast into the EFT formalism and that
will be gradually implemented in future code releases.
• The number EFTflag = 3 corresponds to the implementation of alterna-
tive model-independent parametrizations in terms of EFT functions. A lot
of alternative parametrizations already present in literature can be com-
pletely described by using the versatility of the EFT approach allowing to
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preserve all the advantages of EFTCAMB. The first reparametrization im-
plemented is the one proposed in [58], which is a built-in feature of the v2.0
release. Hereafter we will refer to this parametrization as ReParametrized
Horndeski (RPH) as it is a model-independent parametrization of Horn-
deski theory in terms of five functions of time defined in such a way that
they correspond to specific physical properties of the scalar d.o.f..
• The number EFTflag = 4 corresponds to the full mapping EFT proce-
dure. In this case a model is fully mapped to the EFT framework and
the code produces exactly the cosmological predictions of the given model.
Low energy Horˇava gravity has been included as the first example of the
implementation of full mapping models. More models will be gradually
filled in the near future.
For further details about the different running modes of the code we refer the
reader to the appropriate sections of [10].
4.2.2 Code documentation
In order to implement the EFT formalism in the CAMB code we had to add
and modify several code files. In addition the code structure of EFTCAMB
v3.0 is such that when adding a new model only one code file has to be added
to the distribution. To allow a comprehensive and always up to date docu-
mentation of the EFT part of the code we implemented, starting from v3.0,
an automatic documentation generated with Doxygen http://www.stack.nl/
~dimitri/doxygen/.
All the functions, types and modules in the EFTCAMB code are documented
and the code documentation is available on the EFTCAMB website for the sta-
ble release. The documentation of the EFTCAMB developer’s version is built
every time the code successfully passes continuous integration tests and avail-
able at https://eftcamb.github.io/EFTCAMB/.
To further help the user in understanding our part of code and/or applying
the EFT modification to an already modified version of CAMB we enclosed
every modification that we made inside the following commented code lines:
! EFTCAMB MOD START
...
! EFTCAMB MOD END
In order to help the user in understanding the physics at the basis of EFT-
CAMB we provide a guide to the physical and technical details of the code
with [10]. We shall refer to this guide as the EFTCAMB Numerical Notes. In
the EFTCAMB Numerical Notes we reproduce, as they appear in the code, the
complete set of the modified equations and the expressions for all the other rel-
evant quantities used to construct the EFT modification of CAMB. We submit
these notes to the arXiv to grant full and permanent access to this material
which provides very useful guidance to the numerical implementation of the
EFT framework. The arXiv version of the EFTCAMB Numerical Notes is up-
dated at every relevant update of the stable version of the code. The version of
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the EFTCAMB Numerical Notes following the developer’s version is available
at https://github.com/EFTCAMB/NumericalNotes.
4.2.3 Scalability in model space
One of the most challenging phases in the program of scaling by orders of mag-
nitude the number of gravity models tested against data is that of model im-
plementation. Even if the flexibility of the EFT approach is such that the effort
to get the phenomenology of a model is minimal, it still requires the user to
write several properties of the model into the code. In addition different models
might suffer from different numerical problems. For example, in Horˇava gravity,
the coefficient of the scalar field equation suffer from cancellation errors. This
makes the whole code unstable and the only way out is to have these coefficients
rewritten for the specific model.
In the v2.0 version of EFTCAMB implementing a new model was a demand-
ing task. Several files had to be modified, in different places, and this required
the user to have a global view of the structure of the code. Moreover most of the
model specific choices, i.e. compute the scalar field equation coefficients from
ad-hoc expressions, were hard coded, resulting in complicated and nested logical
structures, within the code. All these factors were limiting the scalability of the
EFTCAMB code in model space. Further implementing models was becoming
more complicated as the number of model grew.
To address this problem we completely rewrote the code changing its struc-
ture. In doing so we used Object Oriented Fortran constructs to implement
several layers of abstraction.
The first, and most abstract, layer is represented by EFTCAMB itself. One
object is responsible for holding all the EFTCAMB model specification, to ini-
tialize the model choice and provide the implementation of all EFTCAMB spe-
cific procedures. The second layer of abstraction is represented by models. All
the calculations that EFTCAMB is modifying, within CAMB, are written for
an abstract model, using the EFT expressions. Different models are inherited
from the abstract one and have to override and implement a small subset of
the model specific procedures. The implementation of some of the procedures,
the one defining the specific model, is forced at compile time to ensure strict
compliance with the EFTCAMB structure. In case of some numerical problems
arising in one of the computations, and detected by means of the EFTCAMB
debug tools, the user can override the procedure responsible for the calculation,
implementing a numerically stable version of that same calculation. The main
EFTCAMB object contains a model object that is allocated at run time. With
this structure, if the user wants to implement a new model, he/she has to write
a single file with the model object, inheriting it from the abstract model object,
and does not have to be aware of the full structure of the EFTCAMB code. In
addition the user has to include its new model in the logical structure of the
code. The third layer of abstraction is represented by parametrized functions.
In the EFT framework several functions can be parametrized in different ways.
In v2.0 every time a parametrization was used it had to be written explicitly,
resulting in code duplication. In v3.0 all parametrized functions are inherited
from an abstract object and, when present in a model, allocated at run time. To
implement a new parametrization in a model only requires the effort of imple-
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menting the functional form, as inherited from abstract parametrized functions,
and modify the allocation phase of a model to include this choice.
All these modifications included in v3.0 are meant to simplify the process
of model implementation so that its difficulty does not depend on the number
of models included in the code and, as such, scales well in model space. The
reliability of the structure was tested when all the model included in the 2.0
version of the code had to be included in v3.0.
4.2.4 Test suite
To aid the safe development of the EFTCAMB code, starting from v2.0, we
implemented a test suite and in v3.0 we improved many of its aspects. The aim
of the test suite is twofold. First help developers in discovering errors in the
code that they are developing, second ensure that results do not change over
time and that the code maintains consistency.
Since the EFTCAMB code is a modification of another code that is itself
long we could not implement complete unit testing. This was also not useful
in case of the EFTCAMB specific functions as all core algorithm come from
legacy, well tested, code. The test suite was then designed to compute all cos-
mological observables of interest for many different models, store the results and
compare them with previous trusted ones. The comparison phase is based on
numdiff http://www.nongnu.org/numdiff/, with relative and absolute accu-
racy requirements set by the output format of the EFTCAMB code results. If
the nudiff test fails a python plotter compares the two results and provides the
user with a handy way of interpreting discrepancies between the new version of
the code and the trusted one. Plotting the difference between the two results
usually helps developers in identifying the physical effect that is responsible for
the unexpected behavior. An example of the output of the test suite, for a
model not passing the test, is shown in figure A.4.
New tests can be easily added by adding a new parameter file in the param-
eters directory. Trusted results are stored in a separate git repository, available
at https://github.com/EFTCAMB/EFTCAMB_legacy, to ensure that the main
EFTCAMB distribution remains lightweight.
The test suite is used by continuous integration services to monitor the
working status of the code.
4.2.5 Benchmarks and performances
Code performances are a limiting factor to the scaling in model space of cos-
mological test of gravity and better performances directly translate into more
models that we can test.
To evaluate the performances of the EFTCAMB code, starting from v2.0,
we introduced a quality benchmarker and two profiler. The benchmark program
behaves as the normal EFTCAMB program and accepts all input options. The
difference is that after reading the input parameters the code runs all calcula-
tions that it is requested to perform, a number of times (by default ten and
can be changed by command line), measures the time taken, with an OpenMP
compatible timer, and computes the average time of execution and its variance.
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Since in all practical applications the output phase is not the limiting factor in
performances it is not included in the time estimate.
The default number of calculation execution is chosen to have reliable estimates
of the execution time variance that in turn is needed to quantify whether fluc-
tuations in performances are statistically significant.
When running full benchmarks, the code is set up to evaluate the performances
for all the models included in the test suite. A series of python scripts is then
used to interpret the benchmark results.
Since the EFTCAMB code is a modification of the CAMB code, its perfor-
mances are measured in units of the standard code run times. This makes the
benchmark results stable against multiplicative biases, i.e. running benchmark
on a different machine, with different performances but similar architecture, will
likely result in statistically compatible results. In the full benchmark run the
code evaluates the performances of the CAMB code at the beginning and at the
end. This allows the python analysis programs to asses whether there has been
a significant drift in performances during benchmark execution. This situation
commonly arises when running benchmarks on portable computers that do not
guarantee constant machine performances due to energy management consid-
erations. If a statistically significant drift in performances is detected across
a single benchmark run the benchmark results are discarded as not meeting
quality requirements.
The profiling part of EFTCAMB is a slight modification of the benchmark-
ing one. Both profiler consist in the benchmarking application compiled with
different flags to allow different profilers to interpret the results. The first one
is compiled to interface with the gprof https://sourceware.org/binutils/
docs/gprof/ profiler while the second works with the vtune profiler https:
//software.intel.com/en-us/intel-vtune-amplifier-xe. When running
systematic profiling, the code would run the profiler and gprof for all the mod-
els in the test suite.
In EFTCAMB v3.0 we introduced continuous performance monitoring of the
EFTCAMB developer’s version. Full code benchmarks are run daily on a cluster
node, that provides a controlled environment, and the results are saved in the
EFTCAMB legacy repository with their time stamp. A set of dedicated python
scripts then takes care of plotting the results and compare the performances
of different versions of the code. Full code profiling, with gprof, is instead run
weekly as it is much more time consuming. Also in this case the results are
saved in the EFTCAMB legacy repository. If the git version of the code did not
change since the last results were generated, the code is not run. In the near
future we shall include the automatic generation of a web-page summary of the
performance of the code.
In the remainder of this section we shall describe the evolution of the code
performances and the optimization steps that we followed in going from v2.0 to
v3.0. The benchmark results and the speed comparison of all the steps in the
process of code optimization are reported in Appendix A.0.3. We highlight that
the date of the results do not reflect the actual time interval between different
revisions. A global review of the evolution of code performances is shown in
figure 4.1.
The first results correspond to the v2.0 of the EFTCAMB code. As we
can see in figure A.5 performances are subdivided in three groups: Pure EFT
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models, labeled with a 2 in front of the name, are roughly two times slower than
the standard CAMB code; Reparametrized models, indicated with a label 3 are
a factor three to seven slower than CAMB; Designer f(R) models, indicated with
4 are a factor three slower.
This behavior is due to the fact that the implementation of these models differs
in many respects. In all models the physical calculations that the code has to
perform are more complicated, with respect to the CAMB code, and so the code
is slower. Pure EFT models are the closest to the EFT framework, all equations
are simpler in this family of models, and, as such, benefit more from compiler
optimization. Reparametrizations need an additional step to be mapped to the
EFT framework and are the slowest. In designer models instead the functions
specifying the model are precomputed and interpolated rather than computed at
run time and the code is slower than the Pure EFT case. In addition in designer
f(R) models the physical equations that the code is solving are badly behaved
and thus require more calculations and time to achieve a solution. Optimizing
this step would imply deeply modifying the architecture of the CAMB code and
this is beyond the scope of this work.
We then implemented the changes defining the third version of EFTCAMB
and discussed in the previous section. In addition, to improve performances
we introduced caching mechanisms to save intermediate results to be exploited
at later stages of computations. After these changes the code was on average
slower than its previous version, as can be seen in figure A.6. This average
degradation in performances is due to the fact that equations were previously
hard coded in the CAMB code and could be optimized by the compiler. In
the latest version they are hidden by the layers of abstraction discussed in the
previous section and thus the compiler optimization capabilities are limited.
Reparametrized Horndeski models are the exception to this trend as, exploiting
caching mechanisms, have now performances that are in line with Pure EFT
models.
We started the optimization phase by profiling the code with gprof. This
highlighted some time consuming functions that we optimized. In doing so
we reshuﬄed the mathematical expressions of the EFT formalism to perform
the least number of operations in two different functions. This resulted in an
average five percent improvement, as shown in figure A.17, and ten percent
improvement, as shown in figure A.18. The statistical significance of these
improvements is however limited by the benchmarker errors. In this phase we
also faced some of the limitations of the gprof profiler. The result of the profiling
runs was, in fact, showing that most of the time was spent on a long function of
the original CAMB code (derivs), without any indication of the time consuming
regions inside that function.
We turned to the vtune profiler that allows to explore the performances of
single code lines evaluating the quality of the time spent there. This located
two main bottleneck in the calculations, that could be easily solved, and that
resulted in an average fifteen to twenty percent performance improvement, as
shown in figure A.21. Only designer f(R) models did not benefit from this
improvement and we run dedicated profiling, with vtune, for these models only.
This allowed to optimize a time consuming part of interpolation, by means of
















































































































Figure 4.1: EFTCAMB performance evolution. The continuous black line
correspond to the CAMB code that sets the scale. All the other colors corre-
spond to the models included in the test suite. For all models the shaded area
represent the 68% confidence region.
At last we tested the dependence of the code on some compiler optimization
flags and found no statistically significant difference, as shown in figure A.24.
To have a measurements of the overall performance evolution between EFT-
CAMB v2.0 and v3.0 we compare the benchmark results of the last v2.0 version
and the last revision of v3.0 as shown in figure 4.2. As we can see overall most of
the models have constant performances while Reparametrizations have a signif-
icant boost in performances. Full mapping models like Horˇava (indicated with
the number 5) are twenty percent faster than the previous version.
We stopped optimizing the code after profiling it with the vtune profiler that
showed that the performance penalty of EFTCAMB with respect to CAMB is
now only due to physical reasons whose optimization would require significant










































































































































































































































































































































To improve the time to solution of CAMB, the code has been parallelized with
shared memory multiprocessing programming and with the OpenMP library. In
developing EFTCAMB we did not change this architectural choice and tried to
respect it as much as possible.
We use the EFTCAMB benchmarker, discussed in the previous section, to
study the parallel scalability of the code.
In figure 4.3 we show the strong scalability of the CAMB and EFTCAMB
codes and in figure 4.4 the weak one. We studied the scalability of the code
in the regime that is commonly used in parameter estimation. Usually the
CAMB code is rarely used on more than four cores and almost never used
on more than eight. The reason for this is simple. Testing many models or
testing different experimental combinations has perfect parallel scaling and can
be easily distributed on many machines. The parallel configuration with four to
eight cores per CAMB run ensures that the final results of parameter estimation
can be achieved in one or two days per model or experimental configuration.
For this reason the code has been optimized to scale well in this regime. As we
can see, however, it loses some efficiency for high number of cores. This loss in
performance is due to serial segments of the code. These take care of initializing
the calculations and performing some preparatory ones. Within EFTCAMB we
need to perform additional initialization to allocate the model of choice, study
its theoretical viability and understand whether it is very close to the GR limit.
These potentially pose a threat to the parallel scalability of the code: they
depend on each other and have to be executed one after the other in a specific
order. For this reason, in EFTCAMB v3.0, we optimized them in such a way
that they are much faster than the rest of serial initialization and thus do not
impact the scalability of the code. As we can see from figures 4.3 and 4.4 we
achieved this goal and all the EFTCAMB model tested are distributed around,
and within the error bars, of the CAMB code. As we can see in the two figures,
there is a class of models that scales better. This correspond to the family of
the slowest models. There the parallel region takes longer to execute so that
the serial part has less impact on the scalability of the code.
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Figure 4.3: EFTCAMB strong scalability results. The dashed black line cor-
responds to perfect scalability. The continuous black line correspond to the
scalability of the CAMB code. All the other colors correspond to the models
included in the test suite. For all models the shaded area represent the 68%
confidence region.
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Figure 4.4: EFTCAMB weak scalability results. The continuous black line
correspond to the weak scalability of the CAMB code. All the other colors
correspond to the models included in the test suite. For all models the shaded




Cosmic acceleration still poses a challenge for modern cosmology. While current
cosmological data strikingly present observational evidence for this phenomenon
its theoretical understanding is still lacking. To explain this effect one might
resort to a cosmological constant, as it is done in the standard cosmological
model; this, however, still does not have a deep theoretical motivation. On the
other hand, one might want to add other dark fluids to the cosmic budget or
modify the laws of gravity on large scales to drive this accelerated expansion.
In this thesis we presented the numerical implementation of a framework
that unifies Dark Energy and Modified Gravity models, the Effective Field The-
ory of Cosmic Acceleration, into the tools that are used to compare cosmological
models against data. We called the resulting code EFTCAMB.
This code allows to test many models with the same set of tools allowing efficient
exploration of the space of models for Cosmic Acceleration. After presenting
the structure of the code and its documentation we discussed the problem of
scalability in model space. We commented on how this triggered an update
of the EFTCAMB code architecture, how this problem is now solved and how
the code structure can now easily accommodate many more models. We then
introduced the EFTCAMB test suite and how we use it to measure the perfor-
mances of the code. We further discussed the code performances and showed
that the changes introduced to solve scalability in model space introduced a
thirty percent performance penalty that was successively reabsorbed by means
of profiling driven optimization. Finally we commented on the scalability of the
code on multiprocessor machines to show that the EFTCAMB code does not
introduce a significant scalability penalty.
The work presented in this thesis can be extended in several ways, that will
be directly relevant and useful for the interpretation of data from contemporary
and future experiments. The first extension of this work consists in implement-
ing and studying new models, exploiting the new flexible code structure. The
second relevant extension is to use the expertise and tools developed in this
thesis to optimize the CAMB code to improve its performances.
On the long run both aspects will be the key to successfully pursuing the




A.0.1 Structure and Evolution of the EFTCAMB code
In parallel with the flexibility of the EFT approach to DE and MG models we
need a complicated logical structure to control its numerical implementation.
This structure changed from version to version growing in complexity while
model coverage increased. The structure corresponding to different releases is
shown in Figures A.1, A.2 and A.3.
A.0.2 EFTCAMB test suite sample output
In this Appendix we present a sample output of the EFTCAMB test suite,
shown in figure A.4. For every model in the test suite the EFTCAMB code
computes cosmological observables and compares them with the results of the
latest version of the code. If significant differences are found the test suite
plots the results to allow visual inspections and evaluation of the relevance of
differences between outputs.
A.0.3 EFTCAMB performance evolution
In this Appendix we present the full evolution of the performances of EFTCAMB
v3.0. The benchmark results at different stages of developments are shown in
figures A.8, A.12 and A.15. The difference in speed of different versions of the
code is instead shown in figures A.19, A.23 and A.25. All results are thoroughly










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1_EFT_GR_LEGACY VS 1_EFT_GR_NEW comparison of scalar Cls
1_EFT_GR_LEGACY 1_EFT_GR_NEW Cosmic variance
Figure A.4: EFTCAMB test suite sample output. Different colors represent

































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 00:00 of 28/09/2016
































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 03:03 of 28/11/2016
































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 21:07 of 29/11/2016
Figure A.7: (c) EFTCAMB v3.0































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 10:15 of 30/11/2016
































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 22:20 of 01/12/2016

































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 14:09 of 02/12/2016
Figure A.11: (c) EFTCAMB v3.0
































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 09:25 of 03/12/2016
































































































































































































































































































































































































































































































































































































EFTCAMB Benchmark results at 23:14 of 04/12/2016
Figure A.14: (b) EFTCAMB v3.0






















































































































































































































































































































































































































































































































































































EFTCAMB speedup of version of 03:03 of 28/11/2016 w.r.t version of 00:00 of 28/09/2016























































































































































































































































































































































































































































































































































































EFTCAMB speedup of version of 21:07 of 29/11/2016 w.r.t version of 03:03 of 28/11/2016

























































































































































































































































































































































































































































































































































































EFTCAMB speedup of version of 10:15 of 30/11/2016 w.r.t version of 21:07 of 29/11/2016
Figure A.18: (c) EFTCAMB v3.0


























































































































































































































































































































































































































































































































































































EFTCAMB speedup of version of 22:20 of 01/12/2016 w.r.t version of 10:15 of 30/11/2016























































































































































































































































































































































































































































































































































































EFTCAMB speedup of version of 14:09 of 02/12/2016 w.r.t version of 22:20 of 01/12/2016


























































































































































































































































































































































































































































































































































































EFTCAMB speedup of version of 09:25 of 03/12/2016 w.r.t version of 14:09 of 02/12/2016
Figure A.22: (c) EFTCAMB v3.0
























































































































































































































































































































































































































































































































































































EFTCAMB speedup of version of 23:14 of 04/12/2016 w.r.t version of 09:25 of 03/12/2016
Figure A.24: (a) EFTCAMB v3.0
Figure A.25: Comparison of the performances of the EFTCAMB code.
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