Introduction
Lexical sense-tagging is not a well-understood task. Primary evidence is that people very often do not arrive at the same tag for the same occurrence-in-context: the agreement rate between word sense tags in SEMCOR (Miller et al., 1994) and the Singapore version of the same task is just 57% (Ng and Lee, 1996) . When a task is not well-understood, it is wise to nd out more about it before doing a lot of it. To nd out more about it, it is necessary to look closely at it. There is too much data to look closely at everything. The approved scienti c procedure, in such circumstances, is to take a sample.
We shall learn most if we use our knowledge of the domain to structure the sample. The domain can be looked at as a population of texts, or as a population of lemmas 1 , each associated with a population of occurrences-in-context. The latter is more useful. Our interest in a tagged corpus is for what it tells us about lemmas, not for what it tells us about the texts which have been tagged. Human tagging e ort will best be spent on closely investigating a sample of lemmas, and, for each, examining the kind of polysemy it exhibits, and the tagging issues its corpus instances raise.
Hence the title of the paper: sample the lexicon. A further exercise in lexical semantic tagging should not aim to tag all words (or all content words) in a corpus, as in SEMCOR. Rather, it should rst sample the lexicon, and then tag a sample of those lemmas' corpus instances.
The paper includes a worked example of how an appropriate sample can be arrived at, and, in the Appendix, the sample.
Counter-arguments
The case against sampling is essentially that you provide no sense-tagged data for most words. At some point, this will be an issue. It will be an issue when a sense-tagged corpus is the source used by an NLP lexicon to determine some aspect of a word's behaviour, and the lexicon needs to be of more than an experimental size. That point is still a long way o .
A lesser counter-argument concerns the output: with sampling, it is a set of tagged contexts for each lemma in the sample. Without sampling (except at the text level), as in SEMCOR, the output is a document with all words 2 tagged. This has the appeal of being simpler to conceptualise, and substantially more compact. 3 This is not a major consideration.
Another counter-argument is that word sense selections are mutually constraining, so a text like SEMCOR where the context words are disambiguated is of far more value than one where they are not. But we do not know how often one sense-selection provides critical information for another in the same sentence. Sampling will provide a well-founded data set for pursuing the question. Eg. dictionary headwords or similar; I use the word`lemma' in this paper to avoid the type-token ambiguity associated with`word'.
3 Word sense disambiguation research Sense-tagging' (eg. associating words with their word sense, as taken from a lexicon such as WordNet or LDOCE) is a task which has excited great interest in recent years, and for which resources now already exist.
The research task is to sense-tag automatically. Hand-tagged corpora potentially serve two purposes: data for statistical training, and a gold standard against which systems can be evaluated. Almost all reported word sense disambiguation (WSD) work treats a corpus as a set of lemmas, each having a set of contexts associated with them. Success is measured lemma by lemma. (Yarowsky, 1992; Yarowsky, 1995) presents tables where, for a small number of lemmas, a success rate is given. Various authors note, and the tables con rm, that success rates di er widely between lemmas. Usually, results are provided for less than twenty lemmas, selected for assorted reasons: sometimes because earlier work published a success rate for the lemma, so results can be compared; sometimes because the senses have di erent translations into another language. No attempts have been made to make them a representative sample.
An alternative approach was taken in (Ng and Lee, 1996) and (Cowie, Guthrie, and Guthrie, 1992) . Ng and Lee attempted to disambiguate all occurrences of 191 \most frequently occurring and most ambiguous" nouns and verbs in a corpus. Cowie et al. aim to disambiguate all words but a small number of stoplist items. In both cases, the published papers do not provide success rates on a lemma-by-lemma basis.
In no existing work is there any classi cation scheme for lemmas, such that we can ask \for lemmas of type X, how does algorithm Y perform?" Results are either lemma-bylemma, or for a very large class of lemmas. This is a central problem with all attempts to evaluate WSD research.
There is, of course, the associated problem of determining which senses for a lemma the WSD system should aim to disambiguate { broad homographs, as in (Yarowsky, 1995) , or ne dictionary-type senses, as in (Ng and Lee, 1996) { and in either case, what is an appropriate source of the senses. A fuller investigation of this question requires a close examination of the sense distinctions made in a lexical resource, in relation to a particular NLP task. This, again, requires sampling the lexicon.
Contrast with part-of-speech tagging
The case for sense-tagging is usually developed by analogy to syntactic tagging and its successes. However there are severe contrasts. Syntactic tags such as noun, verb, np etc. are uncontentious, and the de nitions of the categories have been re ned by grammarians over the years. For sense-tagging, there are no such general categories. Each lemma has its own categories, and the authority for any set of these rests with a particular edition of a particular dictionary.
The point of using people in a large tagging exercise is to provide a set of correct taggings. If people frequently do not agree, the argument for a large-scale exercise collapses. For syntactic tagging, given good training and a detailed manual of good practice, a high degree of agreement is possible. For sense-tagging, (Fellbaum et al., 1996) make it clear that, within the SEMCOR team, there was often disagreement, and as cited above, there was disagreement between the Singapore and Princeton tags almost as often as not. 4 It seems likely that some lemmas are easy for people to agree on while others are not. Again, before we can so much as say to what extent a correct set of taggings is a possibility, we need to sample the lexicon.
The overall goal of syntactic tagging concerns parsing. This gives a focus to any exercise in syntactic tagging: the purpose of the exercise (at least from an NLP perspective) is to provide classi cations a parser can use. For sense-tagging, there is no single task to which it contributes. Motivations include lexicography, information retrieval and machine translation. Di erent sets of senses are salient for each task. (For translation, a di erent set of senses is required for each language pair.) This makes it harder to de ne the task, and argues for extra care in planning and piloting.
5 Methods:`lexical' or`textual'
The SEMCOR approach to tagging might be called`textual'; human taggers work through the text, token by token. The meaning and themes of the text is foremost in the tagger's mind, and for each token to be tagged, a new set of sense-de nitions is read. The approach taken in the joint OUP/Digital research project Hector (Atkins, 1993) , in which a large quantity of tagging was undertaken, was, by contrast,`lexical'. The taggers worked lemma by lemma, tagging all the corpus instances for the lemma one after the other. In this way, the meanings and sense-distinctions of the particular lemma were foremost in the tagger's mind. My own experience of tagging 5 was that the bulk of the intellectual labour went into the close reading of the dictionary de nitions: only when they were fully and clearly understood could non-obvious tagging decisions be made. Taggers will make more accurate decisions faster if they work lexically rather than textually.
The lexical method also promotes the use of patterns. When a tagger notices a recurring pattern in the corpus lines for a lemma, they are usually able to infer that that pattern always signi es a particular sense. A good tagging methodology will promote the use of patterns, as was done in Hector. 6 6 The Sampling Scheme
The ideal sampling scheme would classify lemmas according to the type of problems they pose to a disambiguation system, and would sample from those populations. However, the taxonomy of problem-types is not yet available (and is indeed a goal of the exercise). The appropriate method is iterative:
sample the lexicon according to any criteria which seem salient, and for which information is readily available; study the sample; feed the results of the study back into a revised sampling scheme.
agree over 95% of the time, but the price is that judges were asked only to say whether a pair of corpus instances exhibited the same sense or not, not to say what the sense was. Also their experiment looked at only nine lemmas.
The second step would involve looking only at dictionary de nitions in some iterations, and looking also at corpus instances in others. Where there were SEMCOR taggings for a word, they would be a useful input.
Three straightforward yet salient features to use for sampling are word class (eg, N, V, ADJ), frequency (as identi ed from a large corpus) and degree of polysemy (obtained through counting the number of senses given in a lexical resource).
Worked example for a rst-pass sample
The worked example covers nouns only. Frequency and degree of polysemy were each divided into four bands, giving a sampling scheme comprising 16 classes, or cells. The resources used were WordNet and the British National Corpus (BNC).
For each noun in WordNet, the BNC frequency was established by adding frequencies for singular and plural forms. Its level of polysemy in the Collins dictionary (as given in WordNet) was found, and it was then assigned to the appropriate cell. The rst number in each cell of Table 1 is the number of noun lemmas assigned to that cell. 7 I then summed the frequencies for the lemmas in each cell, to give the second number, which is the number of word-tokens in the BNC accounted for by the lemmas in the cell (in millions). 8 To move from these gures to a sample of lemmas and of corpus instances to be tagged, we must decide (1) how many lemmas from each cell are to appear in the sample, and (2) how many corpus lines are to be tagged, for each lemma in the sample. The numbers were assigned by the author, in a pragmatic approach suited to a medium-sized research project, observing the following constraints.
The number of lemmas selected for the sample from each cell should increase with the number of lemmas in the cell; the frequency-band for the cell (as we are more interested in common words than rare ones). Numbers of lemmas for each cell were allocated as multiples of ve, with a minimum subsample size of ten, with a target number of 200 for the whole sample. No subsamples were allocated to cells which accounted for neither many lemmas nor many word-tokens. 9 The number of corpus lines to be inspected per lemma in the sample, for each cell, should increase with the frequency-band for the cell, and the degree of polysemy for the cell as both these factors may be expected to give rise to a more complex pattern of word use, requiring more data to be understood. These numbers were allocated by assigning 400 7 There are various anomalies and errors in WordNet, the WordNet-based morphological exception-lists, the CLAWS POS-tagging of the BNC, and, in particular, in the WordNet version of Collins polysemy information, so the lemmas and numbers in each cell are to be regarded as approximate.
corpus occurrences per lemma to the most frequent, most polysemous lemmas (category AZ in the table and appendix), and reducing the gure by 40 for every step to a lower-frequency or lower-polysemy cell.
The last line of each cell of Table 1 presents, rst, the proposed subsample size, for that cell, in lemmas; second, the number of corpus lines to be tagged per lemma; and third, the product of these two numbers. The sum of the products across the 16 cells is 52,800, the total number of corpus instances to be tagged under this scheme.
For each cell, a subsample of lemmas was randomly selected. The sample comprising these parts is presented in the Appendix.
Conclusion
Future work in sense-tagging should proceed by selecting lemmas from the lexicon, and then tagging a set of corpus instances for each. WSD programs could then be evaluated on the sample set of lemmas, and we would discover the di erent classes of problems for human, or automatic, disambiguation that di erent kinds of words (or words presenting di erent kinds of polysemy) introduced. Such a sample, with indicative numbers of corpus instances, has been presented.
Appendix: A sample of English nouns
For decoding category names see The rst line in each cell names the cell. The two numbers in the second line are the number of lemmas in that cell and the number of word-tokens in the BNC accounted for by those lemmas in the BNC. The numbers in the third line are a proposal for how the sampling scheme should be developed. The rst number is a proposal for the size of the subsample of lemmas to be selected from the cell. The second is a proposal for the number of token per lemma-in-the-sample to tag. The third number, the product, is the total number of tokens to be tagged for that cell. So, for the cell AZ (representing the most common, most polysemous words); there were 90 lemmas in the category, and these 90 lemmas accounted for 3.08 million words in the BNC. I am proposing that 15 of these 90 words are included in the sample of lemmas, and, for each of these 15 words, 400 corpus instances are tagged.
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