Abstract The classifier is the last phase of Computer-Aided Diagnosis (CAD) system that is aimed at classifying Clustered Microcalcifications (MCCs). Classifier classifies MCCs into two classes. One class is benign and other is malignant. This classification is done based on some meaningful features that are extracted from enhanced mammogram. A number of classifiers have been proposed for CAD system to classify MCCs as benign or malignant. Recently, researchers have used Artificial Neural Networks (ANNs) as classifiers for many applications. Multilayer Feed-Forward Backpropagation (MLFFB) is the most important ANN that has been successfully used by researchers to solve various problems. Similarly, Support Vector Machines (SVMs) belong to another category of classifiers that researchers have recently given considerable attention. So, to explore MLFFB and SVM classifiers for MCCs classification problem, in this paper, Levenberg-Marquardt Multilayer 
Introduction
Breast cancer that occurs among women in both developed and developing countries is one of the most dangerous diseases. It is difficult to prevent it but early detection is the key for reducing the mortality rate. Mammography is one of the most effective imaging techniques for early detection of breast cancer [1] . Clusters of Microcalcifications (MCCs), mass lesions, distortion in breast architecture and asymmetry between breasts are various types of breast abnormalities that are partially detected from mammograms. Clusters of Microcalcifications (MCCs) are the most frequent symptoms of Ductal Carcinoma in Situ (DCIS). DCIS is one of various types of breast cancers [2] . Although mammography is frequently used in both developed and developing countries for breast cancer detection, but un-correct reading of mammogram is a problem. This type of problem is occurred due to human error. Un-correct readings of mammogram are called false positive and false negative readings of mammogram. Due to false positive detection, the need of unnecessary biopsy occurs while due to false negative detection, an actual tumor remains undetected. Thus, false positive and false negative readings of mammogram are main causes of unnecessary biopsy and missing the best treatment time. In fact, the need of the hour is to develop Computer-Aided Diagnosis (CAD) system for improving diagnosis accuracy of early breast carcinoma which would prevent unnecessary biopsy and not miss the best treatment time. The classifier is the last phase of CAD system that is aimed to classify MCCs as benign or malignant. For this, first mammogram images are enhanced. After this, features are extracted from enhanced mammogram. Then, a suitable set of features is searched from extracted features. At the end, classifiers classify MCCs based on suitable set of features. Recently, various researchers have applied a variety of classifiers for CAD system to classify MCCs as benign or malignant. Kramer and Aghdasi [3] used multi-scale statistical texture features to classify MCs in digitized mammograms using KNearest Neighbor (KNN) classifier. Bruce and Adhami [4] classified mammographic masses into stellate, nodular and round using Linear Discriminant Analysis (LDA) classifier. Bottema and Slavotinek [5] classified lobular and DCIS (small cell) MCs in digital mammograms using decision trees. In 2007, Bayesian network classifiers are used by Nicandro et al. [6] for the diagnosis of breast cancer. Fuzzy rough sets hybrid scheme is used by Hassanien [1] for breast cancer detection. For classification of MCs as benign or malignant, Artificial Neural Networks (ANNs) have been widely used [7] [8] [9] . Multilayer Feed-Forward Backpropagation (MLFFB) is the most important ANN that has been applied successfully to solve many problems [10] [11] [12] . Support Vector Machines (SVMs) have also been recently used to solve many problems [2, [13] [14] [15] [16] . SVMs are based on statistical learning theory. In the proposed research work, LM-MLFFBP-ANN and SMO-SVM are explored to classify MCCs as benign or malignant.
Experiments are performed on mammogram images of DDSM database [17].
Artificial Neural Network
An ANN is a computational model that is commonly used in situations when the knowledge is not properly defined and there is a need to solve non-linear complex problems. Multilayer Feed-Forward Neural Network trained with Backpropagation algorithm is widely used for non-linear classification problems [18] . Multilayer Feed-Forward Backpropagation Artificial Neural Network (MLFFBP-ANN) is treated as a nested sigmoid scheme. Therefore, the following equation is used to represent the output function of ANN [19] :
where N is total layers of Artificial Neural In fact, studies on ANNs [20, 21] have highlighted that the most often used ANN architecture is feed-forward network designed around multilayer topologies with Backpropagation learning algorithm. In the feed-forward ANN, a neuron transfers data to the neuron of the next layer through a function called activation function that may be the sigmoid or linear one [22] . When sigmoid activation function is used, the output of the jth neuron is calculated as
where z in j is the input of the jth neuron received from the neurons of the previous layer calculated as
where x i is the output of ith neuron of the previous layer; n is the total number of neurons in the previous layer; w ij is the connection weight of the jth neuron with ith neuron of the previous layer; b j is the jth neuron bias and r defines the steepness of the sigmoid activation function. In the learning phase, w ij and b j values are updated using the following equations [23] :
where a is the learning rate and d is correction factor. The performance of ANN is evaluated by Mean Square Error (MSE) that is defined as
where L is the number of training pairs; m is the number of neurons in the output layer; y k j and t k j are the actual and target outputs at jth neuron for kth training pair.
MLFFBP-ANN for classifying MCCs
Classification of MCCs as benign or malignant classes is a twoclass pattern classification problem. Let X j 2 ½x 1 ; x 2 ; x 3 ; . . . ; x i ; . . . ; x n be a set of features extracted from mammograms that acts as input vector for MLFFBP-ANN and Y j 2 ½0; 1 be output vector of MLFFBP-ANN. '0' represents benign MCCs and '1' represents malignant MCCs. Let M j be one training set of L samples, i.e. M j ¼ ½ðX j ; Y j Þ; j ¼ 1; 2; 3; . . . ; L. Number of neurons in input layer (n) depends upon input vector and number of hidden neurons (p) is chosen experimentally. Number of neurons in output depends upon output vector. Features are used as inputs of the neurons of input layer. Thus, n is number of features extracted from MCCs. Classification of MCCs is a two-class pattern classification problem. So, output layer has only one neuron to represent binary output. Neurons are interconnected with each other and a weight is assigned to each link for representing the link-strength between the neurons. In order to classify MCCs as benign or malignant, an attempt is made here to implement a MLFFBP-ANN based classifier to classify MCCs as benign or malignant. An algorithm is written using MATLAB programming. The implementation neural model comprises of a hidden layer of sigmoidal neurons that receives numeric values of features and broadcasts output values to a layer of linear neurons, which finally computes the network output. Using Eq. (2), the output of jth neuron of hidden layer for the proposed model is computed by
where n is the total number of neurons in input layer; v oj is the bias of jth neuron of hidden layer; v ij is the weight between ith neuron of input layer and jth neuron of hidden layer and tan sig(_ s) is a hyper-tangent sigmoid activation transfer function. The output of the proposed MLFFBP-ANN model is computed as
where p is the total number of neurons in hidden layer; w ok is the bias of kth neuron of the output layer (in the proposed model, k = 1 because output layer has only one neuron); w jk is the weight between jth neuron of hidden layer and kth neuron of the output layer; and purelin(_ s) is linear activation transfer function.
The proposed MLFFBP-ANN model updates weights and biases values by means of an adaptive process which minimizes the output neurons errors using Eqs. (4)- (7) as follows: 
where d k is factor that is used to update weights w jk and d j is a factor that is used to update weights v ij . Using Eq. (8), MSE for the proposed model is calculated as
During training, a set of numeric values of features of MCCs corresponding to the MCCs category is used to update the weights and biases of the neurons to minimize the output neuron error. However, the best ANN structure is not known in advance [18] . The best ANN structure depends upon the number of hidden layers, number of neurons in each hidden layer, activation function, learning algorithm and training parameters. To train MLFFBP-ANN, various training algorithms are available [24] . In the proposed research work, Levenberg-Marquardt training algorithm is considered to train MLFFBP-ANN for characterization of MCCs as benign or malignant.
Support Vector Machine
SVM is a two-class classifier developed by Vapnik [25] . Learning of SVM is supervising learning that is based on statistical learning theory. Basic principal of SVM is structural risk minimization. Structural risk minimization means to get a low error rate on unseen data set (outside training data set). For non-linear classification problems, kernel function based SVM is used. Kernel function converts non-linear classification problem to linear classification problem through mapping the input feature space to higher dimensional feature. After this, an optimal separating hyperplane is used to separate the two classes of the two-class pattern classification problem.
For classification of MCCs as benign or malignant, a set of L training data samples is considered. Such set is denoted as fðX j ; Y j Þ; j ¼ 1; 2; . . . ; Lg, where X j is input data sample that belongs to class Y j 2 fþ1; À1g. Input data sample is represented by a vector X 2 fx i ; i ¼ 1; 2; . . . ; ng in which fx i ; i ¼ 1; 2; . . . ; ng is a set of n features of the cluster of MCs and output is represented as Y 2 fþ1; À1g, where '+1' is for malignant cluster of MCs and 'À1' is for benign cluster of MCs. For separating the positive and negative classes, a separating hyperplane is used. Separating hyperplane should be optimal for correct classification of positive and negative classes. From the above discussion, the formulation of optimization problem to find optimal separating hyperplane can be stated as
where w is the norm to the hyperplane; jbj kwk is the perpendicular distance from the origin to hyperplane to the origin.
Thus, the main objective is to find w and b for minimization of
along with the satisfaction of constraints. The optimal values w * and b * are used to classify a test example Z as follows:
The above defined problem belongs to Quadratic Programming (QP) optimization problem with linear constraints. Lagrangian formulation of the above said problem [26] is required to solve it. In Lagrangian formulation, objective function is defined as
Target: Minimize L P w.r.t w, b Constraints:
(a) Derivatives of L P with respect to all a j vanish (b) a j P 0
Dual formulation of the above primal problem is written as Target: Maximize L P Constraints:
(a) Gradient of L P w.r.t w and b vanishes (b) a j P 0
When gradient of L P w.r.t w and b is vanished, then the following conditions are occured:
From Eqs. (21)- (23), the following equation is obtained:
Thus, new formulation of the problem is obtained as Target: Maximize L D Constraints:
Thus, the main objective is to find a 1 , a 2 , . . ., a L for maximization of L D along with the satisfaction of constraints. For non-zero a 
where non-zero Lagrange multipliers, a
. . . ; L s , indicate their corresponding support vectors S j 2 ðX j ; Y j Þ. Thus, the following equation is used to classify a test example Z as
Karush-Kuhn-Tucker condition
Lagrangian formulation of the problem (L P ) is a convex minimum QP optimization problem. Property of convex minimization problem is as follows: if a local minimum exists, then it is a global minimum [27] . Karush-Kuhn-Tucker condition [28] is sufficient when objective function is convex and solution space is also convex. According to this condition, gradient of the objective function of Lagrangian problem w.r.t w and b vanishes and multiplication of each Lagrangian multiplier with corresponding constraint is also zero for all Lagrangian multipliers greater than or equal to zero [29, 30] .
The above equations are used to obtain optimal values of w * and b * .
Non-linear SVM classifier
For solving non-linear classification problems, non-linear SVM classifiers are used through kernel functions. Kernel function maps training input data of input space R d onto a higher dimensional feature space H using transformation operator /ðÁÞ. This is done to separate training data points into two classes by a hyperplane [29] .
Relation between kernel function K (X j , X i ) and mapping operator /ðÁÞ [31] is shown as
Thus, dual form of the problem can be formulated as follows:
. . . ; L s , w * is calculated from Eq. (25) and b * is obtained as follows:
Thus, a test example Z is classified as
A most commonly used kernel function in SVM [32, 33] is linear that is defined as follows:
Sequential Minimal Optimization for SVM
Sequential Minimal Optimization (SMO) [34] decomposes SVM-QP problem into QP sub-problems. At each step, the smallest possible optimization problem is selected for solving. For this, at each step, SMO selects two Lagrange multipliers. This is done to find the optimal values for Lagrange multipliers and SVM is updated to reflect the new optimal values. First, a Lagrange multiplier (a 1 ) is selected that violates the KarushKuhn-Tucker condition [28] for the optimization problem. After this, second Lagrange multiplier (a 2 ) is selected and optimizes the pair (a 2 , a 2 ). This process is repeated to achieve the convergence. The main advantage of SMO is that two Lagrange multipliers are solved analytically instead of entirely numerical QP optimization. In addition, no extra matrix is required for storage at all.
Measures for classifier accuracy
Confusion matrix [35] and ROC analysis [36] ROC analysis is another measure that is used to find the accuracy of classifier related to medical decision. In ROC analysis, ROC curve is plotted to measure the accuracy of classifier. To plot ROC curve, 1-Specificity is taken along x-axis while Sensitivity is taken along y-axis and at various threshold settings, the curve is generated by plotting the Sensitivity against the 1-Specificity. In case of confusion matrix, accuracy of classifier is found by using the following equation:
In case of ROC analysis, the area under the ROC curve (A Z ) is used to measure the accuracy of classifier [37] . A Z is in the range between 0.0 and 1.0. So, A Z lies between 0.0 and 1.0. For 100% accuracy, A Z should be 1.0. Trapezoidal rule or Simpson's rule can be used to compute A Z .
According to Hosmer and Lemeshow [38] , classifiers are divided into the following four categories based on the Accuracy:
If 0.5 6 Accuracy < 0.6, then classifier is called fail classifier If 0.6 6 Accuracy < 0.7, then classifier is called poor classifier If 0.7 6 Accuracy < 0.8, then classifier is called fair classifier If 0.8 6 Accuracy < 0.9, then classifier is called good classifier If 0.9 6 Accuracy 6 1.0, then classifier is called excellent classifier 
Experimental results and discussion
In order to explore LM-MLFFBP-ANN and SMO-SVM to classify MCCs as benign or malignant, experiments are performed on data extracted from mammogram images of DDSM database [17] . For comparative evaluation, confusion matrix and ROC analysis are used. MATLAB 7.7 software is used for simulation.
Results of LM-MLFFBP-ANN
In order to find the performance of LM-MLFFBP for classifying MCCs as benign or malignant, different types of mammogram images are taken from standard benchmark digital database for screening mammography (DDSM) [17] . From mammogram images of DDSM database, a total of 380 suspicious regions are selected. From these samples, malignant samples are 235 and benign samples are 145. A set of 50 features is extracted from suspicious regions [39] . Table 2 . Fig. 1 illustrates ROC curves of first and last random experimental trials while Fig. 2 illustrates confusion matrices of first and last random experimental trials. From confusion matrices, it is observed that the average accuracy is 0.8296 while from ROC analysis (average of all areas under ROC curves) the average accuracy is 0.8738. In ROC analysis, Simpson's rule is used to find area under ROC curve. Logarithmic function is used to plot a common ROC curve of 10 random experimental trials. Common ROC curve is shown in Fig. 3 . Accuracy from common ROC curve is 0.8918. The overall accuracy of LM-MLFFBP is calculated through the average of the three accuracy measures (average accuracy from confusion matrices, average accuracy from ROC curve and accuracy from common ROC curve). Thus, the overall accuracy of LM-MLFFBP is 0.8651 that is shown in Table 3 .
Results of SMO-SVM
Secondly, in order to explore the performance of SMO-SVM for classifying MCCs as benign or malignant, the same samples that have been used for LM-MLFFBP are considered. The same 23 features are used that have been selected from 50 features by PSO for LM-MLFFBP. In this study, linear kernel function is considered. In the same way as used in LM-MLFFBP, the same 191 samples as used in LM-MLFFBP are used for training and the same 189 samples are used for testing purpose. Similarly, as in LM-MLFFBP, 10 random experimental trials are performed. Results of 10 random experimental trials in the form of confusion matrix and area under ROC curve are shown in Table 4 . Fig. 4 is used to show ROC curves of first and last random experimental trials while Fig. 5 illustrates confusion matrices of first and last experimental trials. From confusion matrix, the average accuracy of SMO-SVM classifier for classifying Clusters of MCs is 0.8788 while average accuracy of SMO-SVM classifier for classifying Clusters of MCs from ROC curves is 0.8752. Fig. 6 illustrates common ROC curve obtained from 10 random experimental trials. Accuracy of SMO-SVM from ROC curve in terms of area under ROC curve is 0.9509. Thus, the overall accuracy of SVM with linear kernel function and SMO hyperplane finding method for classifying MCCs as benign or malignant is 0.9016 that is shown in Table 5 .
Conclusion and future work
In this paper, an attempt is made to compare MLFFB-ANN and SVM classifiers to classify MCCs as benign or malignant. For this purpose, Levenberg-Marquardt training algorithm for MLFFB-ANN and Sequential Minimal Optimization hyperplane finding method with linear kernel function for SVM are investigated. For this investigation, 10 random experiment trials are performed for LM-MLFFBP-ANN and SMO-SVM classifiers to classify MCCs as benign or malignant. From these experimental results, it is observed that LM-MLFFBP-ANN classifier belongs to good classifier category according to Hosmer and Lemeshow's rule, while linear kernel function with SMO method based SVM classifier belongs to the excellent classifier category. Results of this study are quite promising for selecting a suitable classifier to classify MCCs as benign or malignant. Based on the results of simulation studies and experiments performed in this study, it is concluded that linear kernel function with SMO method based SVM classifier can be used as a classifier to classify MCCs as benign or malignant for achieving highest accuracy. This research work is very useful for radiologists to characterize clusters of MCs in mammogram.
The results of the mentioned classifiers are encouraging and show good accuracy within experimental errors. But, in future to achieve above 91% overall accuracy, metaheuristic approaches can also be used to find the optimal hyperplane along with different kernel functions in SVM. 
