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ABSTRACT
We propose the first method to predict the Satisfied User Ra-
tio (SUR) for compressed stereo images. The method con-
sists of two main steps. First, considering binocular vision
properties, we extract three types of features from stereo im-
ages: image quality features, monocular visual features, and
binocular visual features. Then, we train a Support Vector Re-
gression (SVR) model to learn a mapping function from the
feature space to the SUR values. Experimental results on the
SIAT-JSSI dataset show excellent prediction accuracy, with a
mean absolute SUR error of only 0.08 for H.265 intra coding
and only 0.13 for JPEG2000 compression.
Index Terms— Satisfied user ratio, picture-level just no-
ticeable difference, stereo images
1. INTRODUCTION
The Picture-level Just Noticeable Difference (PJND) for a
given image and compression scheme is the smallest distor-
tion level that can be perceived by a subject when the im-
age is compared to its compressed versions. If the distor-
tion level resulting from compression is lower than a subject’s
PJND, then the subject is satisfied with the reconstructed im-
age quality. Due to natural variations in human physiological
structure, visual acuity, and visual attention mechanisms, the
PJND may differ from one person to another. The Satisfied
User Ratio (SUR) for a given distortion level is the fraction of
subjects whose PJND is greater than this distortion level. The
SUR can be exploited in streaming applications to save bit
rate while keeping a good visual quality. The most straight-
forward way to determine the PJND and SUR for a population
is through subjective image quality assessment, where a group
of subjects are invited to view images or videos and compare
them to their compressed versions. As it is expensive and
time consuming to build a large-scale dataset, it is meaning-
ful to build objective models to predict the PJND and SUR
for images and videos.
In recent years, the PJND has become a hot topic in im-
age quality assessment. Researchers have proposed a num-
ber of works to study the PJND characteristics of the Human
Visual System (HVS). Jin et al. [1] studied the PJND char-
acteristics of 2D images compressed with JPEG and found
that there are only four to seven distinct perceptual quality
levels for most images. Wang et al. [2] explored the PJND
characteristics of 2D videos compressed with H.264/AVC.
Wang et al. [3] obtained the PJND and SUR for each video
encoded with H.264/AVC by statistical analysis of the col-
lected PJND samples. Huang et al. [4] modeled the PJND
of HEVC compressed 2D video as a normal distribution and
proposed a Support Vector Regression (SVR)-based model
to predict the mean of the distribution. Hadizadeh et al. [5]
developed a sparse coding based model to predict whether a
given JND-noise-contaminated image is perceptually distin-
guishable from a reference image. First, they cropped non-
overlapping patches from the reference and distorted images
and selected patches with lower quality than the average level.
Then, these patches were sparsely coded using a learned dic-
tionary and a feature vector was fed to a binary classifier com-
posed of a multi-layer feedforward neural network. Liu et
al. [6] proposed a deep learning-based model to predict the
PJND of compressed images. They first modeled the predic-
tion task as a multi-classification problem and transformed it
into a binary classification problem. As a binary classifier, a
deep learning predictor was used. Its task is to predict whether
the distorted image is perceptually lossy compared to its ref-
erence. In addition to the works that predict the PJND, other
works were proposed to predict the SUR. Wang et al. [7] used
an SVR to predict the SUR of H.264/AVC compressed video.
Fan et al. [8] developed a deep learning-based method to pre-
dict the SUR for JPEG compressed 2D images.
Because the real world is three-dimensional, stereo im-
ages provide a more realistic visual experience than 2D im-
ages. However, models designed for 2D images cannot be
directly applied to stereo images because of binocular vision.
It is desirable to develop models to predict the SUR for stereo
images. In [9], we studied the PJND characteristics of sym-
metrically and asymmetrically compressed stereo images and
generated two PJND-based stereo image datasets. In this pa-
per, we build the first objective model that can predict the
SUR for compressed stereo images.
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Fig. 1: Proposed architecture for SUR prediction.
2. PROPOSED METHOD
2.1. Problem Modeling
In this paper, we modeled SUR prediction for stereo images as
a regression problem. We used an SVR-based model because
it is very effective to solve regression problems for high-
dimensional features. Let ILk [0] and I
R
k [0], k = 1, . . . ,K
be the left views and right views, respectively, of K pris-
tine stereo images (ILk [0], I
R
k [0]). Let (I
L
k [n], I
R
k [n]), n =
1, . . . , N , be the N distorted versions of the pristine stereo
image (ILk [0], I
R
k [0]), where n is the distortion level. Given
a pristine stereo image (ILk [0], I
R
k [0]) and its distorted ver-
sion (ILk [n], I
R
k [n]) at distortion level n, we aim to learn an
SVR-based model Sθ to predict the SUR value SURnk =
Prob[PJND > n]. That is
Sθ(f1, f2, . . . , fM) ≈ SURnk , (1)
where f1, f2, . . . , fM are the features extracted from the ref-
erence and distorted stereo images. The issue is to define
the features allowing the prediction of SURnk . If we assume
that the PJND samples for each reference image are nor-
mally distributed with mean µ and variance σ2, then the SUR
is given [9] by the Complementary Cumulative Distribution
Function (CCDF)
Φ̄(x|µ, σ2) = 1−
∫ x
−∞
1√
2πσ2
e−
(s−µ)2
2σ2 ds, (2)
where µ and σ2 are to be determined from the PJND samples.
In particular, the ground truth SUR values SURnk are given by
Φ̄(n, |µ, σ2).
Fig. 1 shows our SVR-based model to predict the SUR
for compressed stereo images. Our model consists of two
main steps. First, we extract features that are sensitive to user
perceptual satisfaction from the reference and distorted stereo
images. Then we concatenate the extracted features and feed
them into an SVR-based model to learn the mapping function
from the feature space to SUR values.
2.2. Feature Extraction
Considering the monocular and binocular vision, three kinds
of features are chosen: image quality features, monocular vi-
sual features, and binocular visual features.
Image Quality Features In image coding, the quality of
the compressed image depends on the encoding parameters.
For example, in H.265, one encoding parameter is the Quan-
tization Parameter (QP). Specifically, QP=0 gives the high-
est reconstruction quality, and QP=51 gives the lowest recon-
struction quality. We assume that there is a high correlation
between the compressed stereo image quality and the SUR.
This assumption is realistic because it has been found [9]
that there is a high correlation between the SUR and QP for
compressed stereo images. We estimated the quality of the
distorted stereo images using the Frequency Integrated Peak
Signal-to-Noise Ratio (FIPSNR) [10] and denoted it by qstereo.
In addition, considering the binocular rivalry and binocular
fusion of the HVS, we also estimated the quality of the dif-
ference map and the cyclopean image [11] using the Peak
Signal-to-Noise Ratio (PSNR) and denoted them by qdiff and
qcyc, respectively. Finally, we concatenated the three image
quality features in a vector ~fQ = (qstereo, qdiff, qcyc).
Monocular Visual Features The distortions in an image
may not be perceived by the HVS because of the masking ef-
fect [12]. Researchers [13, 14] have proposed pixel-level JND
models by exploiting the JND characteristics of the HVS.
These models mainly focus on luminance and contrast mask-
ing effects. First, we used the algorithm in [13] to estimate
the pixel-level JND threshold map T for the left view of the
reference image. Then, we obtained the ratio of the pixels that
are outside the range defined by the threshold T as
MJND =
1
W ×H
W∑
i=1
H∑
j=1
Φ(i, j), (3)
where
Φ(i, j) =
{
1, if |R(i, j)−D(i, j)| > T (i, j)
0, otherwise
(4)
W and H are the width and height of the image, R and D are
the left view of the reference and distorted stereo image, re-
spectively. We found that when the distortion level increases,
the ratio of the pixels that are outside the range defined by the
JND threshold increases too. Therefore the ratio MJND was
chosen as a feature.
Inspired by the work [15], we extracted spatial random-
ness to measure the spatial masking effect for stereo images.
We first calculated the randomness map [16] for the left view
of the reference and distorted images. Then, we extracted
a 10-dimensional feature vector from the histogram of the
randomness map. To eliminate the effect of the image con-
tent, the features (d1, d2, . . . , d10) from the distorted version
were divided by the features (r1, r2, . . . , r10) from the ref-
erence image, giving a randomness feature vector ~MRand =
(d1/r1, . . . , d10/r10).
In [9], it was found that there is a high correlation between
the Spatial Information (SI) and SUR for stereo images. We
calculated SI from the left view of the reference and distorted
images, respectively. To eliminate the effect of the image con-
tent, we used the ratio of the SI from the distorted image to
the SI from the reference image as a feature and denoted it by
MSI.
Features extracted from the wavelet transform are often
used in image quality assessment. We extracted features from
the coefficients obtained after applying the wavelet transform
to the left view of the stereo image. Specifically, we extracted
the mean and standard deviation of the horizontal, vertical,
and diagonal detail coefficients of a level 1 Haar wavelet de-
composition, respectively. We concatenated them in a fea-
ture vector and denoted it by ~MWT. Finally, we concate-
nated the four monocular visual features into a single vector
~fM = (MJND, ~MRand,MSI, ~MWT).
Binocular Visual Features Binocular vision is the most
important characteristic for stereo images compared with 2D
images. Because of the horizontal parallax, the two eyes view
an object from slightly different directions, so there exists
a positional difference between the two retinal projections.
This is known as binocular disparity. The human brain has an
ability to deduce depth perception from the binocular dispar-
ity. With increasing distortion level, more texture details may
be lost which will decrease the information about depth per-
ception. Thus, the number of matching feature points in the
left and right views may decrease. The Scale-Invariant Fea-
ture Transform (SIFT) [17] descriptor is widely used in stereo
matching and depth information extraction [18]. We applied
the SIFT to stereo images and used the number of matching
points between the left and right view as a binocular visual
feature. We found that the number of matching points is re-
lated to the image content. To eliminate the effect of the im-
age content, the feature from the distorted version was divided
by the feature from the reference image and denoted by fB.
We concatenated the image quality feature vector, monoc-
ular visual feature vector, and binocular visual feature in a
single feature vector ~F = ( ~fQ, ~fM , fB). Fig. 1 shows which
images were used to compute each feature.
2.3. SUR Prediction Model Learning
Based on the analysis in Section 2.2, we know that the fea-
tures are related to user satisfaction for compressed stereo
images. We aim to learn a mapping function between the fea-
ture space and SUR values. An ε−SVR-based model [19]
was chosen for it is effective for regression of high dimen-
sional features. We consider a training set consisting of K
stereo images (ILk [0], I
R
k [0]), k = 1, . . . ,K and their dis-
torted versions (ILk [n], I
R
k [n]), k = 1, . . . ,K, n = 1, . . . , N ,
where n is the number of distortion levels. We assume that
for compressed stereo images the PJND samples are nor-
mally distributed and use the training data to derive the mean
and standard deviation of the distribution. Then, we de-
rive the ground truth SUR as CCDF of this distribution as
given in Eq.(2). Next, using the ground truth SUR val-
ues, we use the ε−SVR model to learn the mapping func-
tion between the feature space and the SUR values. Given a
test stereo image (ILk [0], I
R
k [0]) and its N distorted versions
(ILk [n], I
R
k [n]), n = 1, . . . , N , we use the learned ε−SVR
model to predict the N SUR values SURnk = Prob[PJND >
n], n = 1, ..., N given by Eq.(1).
3. EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate the performance of the proposed method, we con-
ducted experiments on the SIAT-JSSI dataset [9]. SIAT-JSSI
contains 10 reference stereo images and distorted versions ob-
tained with H.265 intra coding and JPEG2000 compression.
For H.265 intra coding, the distorted versions were obtained
by varying QP from 1 to 51. For JPEG2000 compression,
the distorted versions were obtained by varying the Com-
pression Ratio (CR) from 1 to 300. In total, there are 3510
(a) Computer, |∆SUR|=0.05, |∆PJND|=0 (b) Volleyball, |∆SUR|=0.04, |∆PJND|=1 (c) Basketball, |∆SUR|=0.04, |∆PJND|=2
(d) Pavilion, |∆SUR|=0.04, |∆PJND|=5 (e) NBuilding, |∆SUR|=0.05, |∆PJND|=10 (f) Fruitstore, |∆SUR|=0.08, |∆PJND|=10
Fig. 2: The three best predicted results. (a)-(c) are for H.265 intra coding, (d)-(f) are for JPEG2000 Compression.
Table 1: Prediction for H.265 intra coding in SIAT-JSSI.
Image Ground truth Prediction |∆PJND| |∆FIPSNR| |∆SUR|
QP FIPSNR P̂JND ̂FIPSNR
People 28 54.70 25 56.91 3 2.20 0.07
Basketball 28 57.12 30 55.29 2 1.83 0.04
Newsreport 33 54.35 28 58.28 5 3.92 0.09
Treebranches 27 54.90 24 57.26 3 2.35 0.07
Flower 33 51.84 28 56.16 5 4.32 0.08
Computer 28 56.89 28 56.89 0 0.00 0.05
Volleyball 30 55.51 29 56.35 1 0.84 0.04
Pavilion 26 56.55 34 49.88 8 6.67 0.17
NBuilding 30 55.27 27 57.89 3 2.61 0.06
Fruitstore 25 59.34 28 56.80 3 2.54 0.12
Overall - - - - 3.30 2.73 0.08
Table 2: Prediction for JPEG2000 compression in SIAT-JSSI.
Image Ground truth Prediction |∆PJND| |∆FIPSNR| |∆SUR|
CR FIPSNR P̂JND ̂FIPSNR
People 54 50.85 20 56.76 34 5.91 0.20
Basketball 114 51.41 19 63.90 95 12.49 0.14
Newsreport 156 56.15 84 59.68 72 3.53 0.13
Treebranches 27 52.81 12 57.75 15 4.94 0.08
Flower 45 52.47 15 60.88 30 8.41 0.17
Computer 123 53.17 63 58.11 60 4.94 0.10
Volleyball 170 54.03 62 61.39 108 7.36 0.35
Pavilion 20 56.20 25 54.98 5 1.22 0.04
NBuilding 78 55.32 68 56.65 10 1.34 0.05
Fruitstore 56 56.53 66 54.67 10 1.86 0.08
Overall - - - - 43.90 5.20 0.13
symmetrically compressed stereo images in the dataset. K-
fold (K = 10) cross validation was used in our experiment.
Specifically, the dataset was split into 10 subsets, where each
subset contained one reference image and its distorted ver-
sions. Each time, nine subsets were used for training and
validating, and the remaining one was used for testing. The
reported results are the average of the ten tests. We evalu-
ated our method using three metrics: 1) the absolute PJND
error (|∆PJND|) between the predicted PJND values and the
ground truth PJND values for SUR = 0.75. We obtained the
ground truth PJND values from the Gaussian CCDF curves at
0.75 and the predicted PJND values from the predicted SUR
values as arg minn=1,...,N |SURnk–0.75|, 2) the absolute FIP-
SNR error (|∆FIPSNR|) between the predicted FIPSNR and
the ground truth FIPSNR at the PJND corresponding to SUR
= 0.75, and 3) the average absolute SUR error (|∆SUR|) be-
tween the predicted SUR values and the ground truth SUR
values over the N distortion levels.
3.1. SUR Prediction for H.265 Intra Coding
In this section, the SUR prediction for H.265 intra coding in
SIAT-JSSI is analyzed. Table 1 shows the PJND (as QP),
the stereo quality of the distorted image compressed with
the PJND measured with FIPSNR, |∆PJND|, |∆SUR|, and
|∆FIPSNR| for the 10 source images. We find that when mea-
sured with |∆PJND|, the prediction error was zero for one
(10%) image and smaller than or equal to 5 for nine (90%)
images. When measured with |∆FIPSNR|, the prediction er-
ror was 0 dB for one (10%) image and smaller than 4.0 dB for
eight (80%) images. The mean prediction error for |∆PJND|,
|∆FIPSNR|, |∆SUR| was 3.30, 2.73, and 0.08, respectively.
Fig 2 (a)-(c) show the three best predicted results according
to |∆SUR|. The SUR plots are shown at the top of the figure
and the left and right views of the stereo images are shown at
the bottom.
3.2. SUR Prediction for JPEG2000 compression
In this section, the SUR prediction for JPEG2000 compres-
sion in SIAT-JSSI is analyzed. Table 2 shows the PJND (as
CR), the stereo quality of the distorted image compressed
with the PJND measured with FIPSNR, |∆PJND|, |∆SUR|,
and |∆FIPSNR| for the 10 source images. We find that when
measured with |∆PJND|, the prediction error was less than or
equal to 10 for three (30%) images. When measured with
|∆SUR|, the prediction error was smaller than or equal to
0.1 for five (50%) images. The mean prediction error for
|∆PJND|, |∆FIPSNR|, and |∆SUR| was 43.90, 5.20, and
0.13, respectively. Fig 2 (d)-(f) show the three best predicted
results according to |∆PJND|.
4. CONCLUSIONS
We proposed the first method to predict the SUR for com-
pressed stereo images. Both the monocular and binocular vi-
sion properties were considered in our method. Image quality
features, monocular visual features, and binocular visual fea-
tures were extracted and concatenated. Predicting the SUR
curve for a stereo image allows us to determine the maxi-
mum distortion level that cannot be perceived by any given
percentage of the population. This result can be exploited in
3D streaming applications to save bit rate while guaranteeing
high visual quality.
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