Abstract. Given a set K in a Banach space X, we define: the tangent set, and the quasi-tangent set to K at ξ ∈ K, concepts more general than the one of tangent vector introduced by Bouligand (1930) and Severi (1931) . Both notions prove very suitable in the study of viability problems referring to differential inclusions. Namely, we establish several new necessary, and even necessary and sufficient conditions for viability referring to both differential inclusions and semilinear evolution inclusions, conditions expressed in terms of the tangency concepts introduced.
Introduction
The aim of this paper is to prove some necessary and also some necessary and sufficient conditions in order that a given subset K of a real Banach space X be viable with respect to a multi-function F : K ; X, i.e., a function F : K → 2 X , or with respect to A + F , A : D(A) ⊆ X → X being the infinitesimal generator of a C 0 -semigroup, {S(t) : X → X; t ≥ 0}, on X. More precisely, we consider the differential inclusions (1.1) u (t) ∈ F (u(t)) and (1.2) u (t) ∈ Au(t) + F (u(t)), and we are interested in finding necessary and even necessary and sufficient conditions in order that for each ξ ∈ K, at least one solution u : [0, T ] → K of (1.1) or (1.2) exists satisfying the initial condition u(0) = ξ. Of course, the notion of solution for both (1.1) and (1.2) must be defined properly and we will do that later on.
As far as (1.1) is concerned, the viability problem has been studied by many authors by using various frameworks and techniques. We begin by noticing the pioneering work of Nagumo [18] who considered the case X finite dimensional and F single-valued and continuous. In the case when X is finite dimensional but F is multi-valued, the first necessary and sufficient condition for viability, extending Nagumo's main result in [18] from ordinary differential equations to differential inclusions, was given by Bebernes-Schuur [2] . More precisely, Bebernes-Schuur [2] showed that, whenever F is upper semi-continuous (u.s.c.) with nonempty, convex, closed and bounded values and K is locally closed, then K is viable with respect to F if and only if (1.3) F (ξ) ∩ T K (ξ) = ∅ for each ξ ∈ K, where T K (ξ) denotes the contingent cone to K at ξ ∈ K. We recall that T K (ξ) consists of all vectors η ∈ X which satisfy (1.4) lim inf h↓0 1 h dist (ξ + hη; K) = 0.
We also recall that K is locally closed if for each ξ ∈ K there exists ρ > 0 such that K ∩ D(ξ, ρ) is closed, D(ξ, ρ) being the closed ball with center ξ and radius ρ. If X is infinite dimensional, one may easily obtain an extension of this result by assuming that K is locally compact and F has nonempty, convex and compact values. See, for example, Aubin-Cellina [1] , Proposition 1 and Theorem 1, p. 180. Clarke-Ledyaev-Radulescu [9] consider the case of an infinite-dimensional Hilbert space X and relax the assumption on K from locally compact to locally closed. Instead, they strength the assumption on F , by assuming that (CH) there exists k > 0 such that for any bounded set D ⊆ X,
α(F (D)) ≤ kα(D),
where α denotes the Kuratowski measure of noncompactness. Under these circumstances, Clarke-Ledyaev-Radulescu [9] proved that K is viable with respect to F if and only if (1.3) holds true for each ξ ∈ K. Of course, the condition (CH) implies the compactness of the values of F . Assuming that the multi-function F has closed and bounded (instead of compact) values and that K is locally compact, Cârjȃ and Monteiro Marques [6] obtain a necessary and sufficient condition for the viability of K with respect to F of the type (1.3) but with a weak tangency concept in (1.4) .
At this point, we have to mention the work of Gautier [15] who assumes that K is weakly closed and F is weakly-weakly u.s.c. with closed convex and bounded values and obtains a sufficient condition for viability via a weak tangency condition.
Here we introduce a new tangency concept (involving strong convergence) that allows us to get a tangency condition that is necessary and sufficient for the viability of a locally closed set K with respect to a nonempty, closed, convex with bounded values, u.s.c. multi-function. More precisely, we say that a set E ⊆ X is tangent to K at ξ ∈ K if (1.5) lim inf h↓0 1 h dist (ξ + hE; K) = 0. Now, the corresponding tangency condition for viability is (T C1) for each ξ ∈ K the set F (ξ) is tangent to K at ξ. Clearly (T C1) reduces to (1.3) whenever F has compact values. Concerning the semilinear differential inclusion (1.2), i.e. A unbounded and F multi-valued, as far as we know, it was first considered by Pavel-Vrabie [19] , [20] . For subsequent developments, see Shi [22] , Cârjȃ-Vrabie [8] and the references therein. We recall that Pavel-Vrabie [19] , [20] assume that X is reflexive, K is locally closed, F is a locally bounded and nonempty, closed and convex valued multi-function with strongly-weakly sequentially closed graph, while A generates a compact C 0 -semigroup. Within this general setting, they prove that if for each ξ ∈ K and each y ∈ F (ξ), (1.6) lim h↓0 1 h dist (S(h)ξ + hy; K) = 0, then K is viable with respect to A + F . Shi [22] considers the case in which K is compact, F is u.s.c and nonempty, convex and compact valued, and A generates a compact and differentiable C 0 -semigroup. Under these assumptions, Shi [22] proves that K is viable with respect to A + F if and only if for each ξ ∈ K there exists y ∈ F (ξ) such that y ∈ T A K (ξ), i.e., Clearly, if A = 0, the tangency condition (1.7) is significantly weaker than (1.6) introduced in Pavel-Vrabie [19] , [20] , but it is quite close to (1.6) when A = 0. In addition, it is necessary and sufficient for viability. Nevertheless, the general assumptions imposed by Shi [22] on F and K are stronger than the ones in PavelVrabie [19] , [20] . For instance, if X is an infinite-dimensional function space and F is a superposition operator which is not single-valued, the compactness of F (ξ) is ruled out. More than this, the compactness assumption on the values of F is also too strong when dealing with differential inclusions of the form (1.4) coming from optimal control problems. In order to relax this hypothesis, Cârjȃ-Vrabie [8] assume that A generates a C 0 -semigroup, K is weakly locally closed and F is weakly-weakly u.s.c. with nonempty, closed, convex and bounded values. Then, they prove a necessary and sufficient condition in order that K be viable with respect to A + F expressed in the terms of a weak tangency concept. However, the price payed for this relaxation, i.e., the assumption that F is weakly-weakly u.s.c., is rather high. Therefore, in order to get necessary as well as necessary and sufficient conditions for viability of a set K with respect to A+F as suitable for applications as possible, in this paper, we introduce two new tangency concepts which lead to two new tangency conditions reducing to (1.7) when F is compact-valued. Both are intended to handle not only the already known cases but also the ones which are not covered by the general viability results mentioned above. The first new tangency condition extends (1.7) by simply putting F (ξ) instead of y. Namely, we assume that (T C2) for each ξ ∈ K, lim inf 
Then β(B) ≤ β Y (B) ≤ 2β(B).
See Mönch [17] , Proposition 1.3.
Definition 2.5. The Hausdorff-Pompeiu distance between the sets B, C ∈ B(X) is defined by dist HP (B, C) = max {e(B; C), e(C; B)}, where, for each B, C ∈ B(X), e(B; C) is the excess of B over C, defined by e(B; C) = sup x∈B dist (x; C).
Proposition 2.3.
We have : 
See Mönch [17] . 
We conclude this section with Lemma 2.4. Let (u n ) n be a bounded sequence in X such that
Then {u n ; n ∈ N} is relatively compact.
Proof. The conclusion follows from the remark that, for each k, p ∈ N, we have (2.2) β({u n ; n ≥ k}) = β({u n ; n ≥ p}).
Integral inequalities.
Definition 2.6. A function ω : R + → R + which is continuous, nondecreasing and for which the only C 1 -solution of the Cauchy problem 
The proof is standard and so we omit it.
3. Tangency concepts 3.1. Tangent sets. Let C and D be nonempty subsets in X and let z ∈ X. We denote by dist (C; D) the usual distance between C and D, i.e.,
We will also use the following notation:
and z + C = {y ∈ X; there exists w ∈ C such that y = z + w}.
The set E ⊆ X is tangent to the set K at the point ξ if, for each ρ > 0, we have
We denote by TS K (ξ) the class of all sets which are tangent to K at the point ξ.
One may easily verify that if K is open, then, for each ξ ∈ K, TS K (ξ) consists of all nonempty subsets in X.
The next two propositions follow easily from Definition 3.1.
Proposition 3.1. Let K ⊆ X, ξ ∈ K and E ⊆ X. Then, the following conditions are equivalent:
Let us denote by B(X) the class of all bounded subsets in X.
Proposition 3.2. Let K ⊆ X, ξ ∈ K and E ∈ B(X). Then, the following conditions are equivalent: 
where
Since dist (ξ +hE; K) = dist (hE; K) = 0, E, K and ξ satisfy (ii) in Proposition 3.2. However, for every ρ ∈ (0, 1),
. Then, we have:
is closed from the left with respect to the excess e; i.e., if E ∈ B(X) and (E n ) n is a sequence in TS K (ξ) such that lim n e(E n ; E) = 0, then E ∈ TS K (ξ). In particular, for each ξ ∈ K, the set TS K (ξ) is closed with respect to the Hausdorff-Pompeiu distance.
Proof. Since (i)∼(v) are simple consequences of Definition 3.1, we confine ourselves only to the proof of (vi). To check (vi), let E ∈ B(X) and let (E n ) n be such that E n ∈ TS K (ξ) for n = 1, 2, . . . and lim n e(E n ; E) = 0.
Let ε > 0 and fix n = 1, 2, . . . such that e(E n ; E) ≤ ε.
Since E n ∈ TS K (ξ), in view of the equivalence of (i) and (ii) in Proposition 3.2, there exist η n ∈ E n and h n ∈ (0, ε) such that
Since e(E n ; E) ≤ ε, there exists η n ∈ E such that η n − η n ≤ 2ε. We then have
But this inequality combined with (iii) in Proposition 3.2 shows that E ∈ TS K (ξ) and this completes the proof.
Bouligand-Severi tangent vectors.
We recall next the definition of the tangent vector to a set at a given point as introduced independently and at the very same time by Bouligand [4] and Severi [21] .
Definition 3.2. Let K ⊆ X and ξ ∈ K. The vector η ∈ X is tangent in the sense of Bouligand-Severi to the set K at the point ξ if
We denote by T K (ξ) the set of all vectors which are tangent in the sense of Bouligand-Severi to the set K at the point ξ.
Remark 3.2. It is easy to prove that for each ξ ∈ K, the set T K (ξ) is a closed cone. The cone T K (ξ) is called the contingent cone to K at ξ.
The following proposition follows easily from Definition 3.2. 
Corollary 3.1. A vector η ∈ X belongs to the cone T K (ξ) if and only if there exist two sequences
Remark 3.3. We notice that, if ξ is an interior point of the set K, then T K (ξ) = X. Indeed, in this case there exists ρ > 0 with D(ξ, ρ) ⊂ K and, therefore, for t > 0 sufficiently small, ξ + tη ∈ D(ξ, ρ) ⊆ K. Obviously, for such numbers t > 0, we have dist (ξ + tη; K) = 0, from which the condition in Definition 3.2 follows.
Remark 3.4. By the natural injection η → {η}, T K (ξ) is identified with a subclass of TS K (ξ). Therefore, in the sequel, by T K (ξ) ⊆ TS K (ξ) we mean the natural inclusion induced by the injection above.
The next proposition shows that in case the set E is compact, the property that E is tangent to the set K at the point ξ ∈ K can be characterized in terms of tangent vectors. Proposition 3.5. Let K ⊆ X and ξ ∈ K be arbitrary and let E be compact. Then
Proof. Let E ∈ TS K (ξ) be compact. Then we may assume with no loss of generality that (η n ) n in (v), Proposition 3.2, is convergent to some η ∈ E. We then have
Remark 3.6. In order to establish that the new concept of tangent set is nontrivial, we have first to ask whether or not there are tangent sets E which do not contain tangent vectors in the sense of Bouligand-Severi. The answer to this question is in the affirmative, as shown by the Examples 3.2 and 3.3 below. Namely, there exist X, K ⊆ X, ξ ∈ K and a weakly compact set E ⊆ X, with E ∈ TS K (ξ) but 
is obvious. Now, if we assume by contradiction that there exists η ∈ 2 , η = 0, with η ∈ T K (0), then there would exist (t n ) n in (0, 1) with t n ↓ 0 and a sequence of natural numbers (k n ) n , such that
Let us observe that (k n ) n cannot have constant subsequences. Indeed, if we assume that (k n ) n has a constant subsequence, denoted for simplicity again by (
which contradicts (3.3). Therefore we have k n → ∞ as n → ∞. A similar argument shows that (
) n is necessarily bounded. Hence, we may assume, without loss of generality, that it is convergent. In addition,
because otherwise, in view of (3.3), we would get a contradiction, i.e., η = 0. Therefore, again by (3.3), we get lim n η − mf k n = 0, which shows that f k n → 1 m η. But this is impossible because (f n ) n cannot have strongly convergent subsequences. To justify the last assertion, it suffices to observe that Let f n = y + e n + 1 n e n , n = 1, 2, . . . , and let us define K = {λf n ; λ ≥ 0, n = 1, 2, . . . }.
We have E ∈ TS K (0) and
We also may allow X to be nonreflexive. 
, is a nonreflexive Banach space. Let
The set E in the last example is not weakly compact. It should be interesting to answer the question raised in the open problem below.
Open problem. Prove or disprove that in each infinite-dimensional Banach space there exist a set K, a point ξ ∈ K, and a weakly compact subset E such that
4. Necessary conditions for exact viability 4.1. Exact solutions. Let X be a Banach space, K a nonempty subset in X, F : K ; X a given multi-function and let us consider the Cauchy problem 
An almost exact solution of (4. 
Clearly, if u is right differentiable at t and u + (t) is the right derivative of u at t, we have 
As F is strongly-weakly u.s. 
Thus η ∈ V . But F (u(t)) is closed and convex. Hence, it is the intersection of all closed half spaces which contain it. So η ∈ F (u(t)). To complete the proof, we have merely to observe that
which shows that η ∈ T K (u(t)). Since η ∈ D + u(t) was arbitrary, we deduce that
, and this completes the proof. 
Proof. Let ξ ∈ K be a point with F (ξ) convex and at which F is u.s.c. Since K is almost exact viable with respect to F , there exists at least one almost exact
Since both F (ξ) and D(0, ε) are convex, it follows that
In view of the equivalence of (i) and (iii) in Proposition 3.1, it follows that F (ξ) ∈ TS K (ξ) and this completes the proof.
In the case in which F is compact-valued, we get a necessary condition involving the contingent cone. 
is bounded, and we have
where β X is the Hausdorff measure of noncompactness on X and β Y is the Hausdorff measure of noncompactness on
In order to simplify the notation, in all that follows, whenever any possibility of confusion will be ruled out by the context, we will denote both functions β X and β Y with the very same symbol, β. 
it crosses x along a completely nonsmooth (at that point) trajectory.
The main goal of the next two sections is to prove Theorems 5.1 and 5.4. As the necessity part follows from Theorem 4.2 combined with Remark 5.2, we will focus our attention only on the sufficiency part.
Existence of ε-approximate exact solutions
The first step in the proof of the sufficiency is concerned with the existence of "approximate solutions" to the autonomous Cauchy problem for the differential inclusion
where K ⊆ X is locally closed, ξ ∈ K and F : K ; X is locally bounded. Since K is locally closed, there exists ρ > 0 such that the set
, and
Lemma 6.1. Let X be a Banach space, let K ⊆ X be nonempty and locally closed and let F : K ; X be locally bounded and satisfying We may now pass to the proof of Lemma 6.1.
Proof. Let ε > 0 be arbitrary. We begin by showing the existence of an ε-
. From the equivalence between (i) and (iv) in Proposition 3.2, it follows that there exist η ∈ F (ξ), δ ∈ (0, T ], δ ≤ ε and p ∈ X with p ≤ ε, such that
One can readily see that the quadruple (σ, f, g, u) is an ε-approximate exact solution to the Cauchy problem (6.1) on the interval [ 0, δ ].
Next, we will prove the existence of an ε-approximate exact solution defined on the whole interval [ 0, T ]. To this aim we shall make use of the Brezis-Browder Theorem 2.1, as follows. Let S be the set of all ε-approximate exact solutions to the problem (6.1) having the domains of definition of the form [ 0, c ] with c ∈ (0, T ]. On S we define the relation " " by 
where η * is an arbitrary but fixed element in ( σ, f, g, u), then we necessarily have c = c. We will next show that c = T . Indeed, let us assume by contradiction that c < T . Since
we deduce that
Then, as u(c) ∈ K, we have F (u(c)) ∈ TS K (u(c)) and thus, again by the equivalence between (i) and (iv) in Proposition 3.2, there exist η ∈ F (u(c)), δ ∈ (0, T − c), δ ≤ ε and p ∈ X, p ≤ ε, such that u(c) + δη + δp ∈ K. From (6.4), it follows that we can diminish δ if necessary, 2 in order to have
Let us define the functions σ :
Clearly, f and g are Bochner integrable on [ 0, c
We notice that
Thus σ, f , g and u satisfy the conditions (i), (ii), (iv) and (v). Since
it follows that u(σ(t)) ∈ D(ξ, ρ) ∩ K and thus (iii) is also satisfied. Furthermore, from the choice of δ and p, we have
is not an N-maximal element. But this is absurd. This contradiction can be eliminated only if each maximal element in the set S is defined on [ 0, T ].
Convergence of ε-approximate exact solutions
The goal of this section is to prove both Theorems 5.1 and 5.4. We will do that by showing the convergence of a suitably chosen sequence of ε-approximate exact solutions. Let us consider a sequence (ε n ) n in (0, 1), decreasing to 0, and let ((σ n , f n , g n , u n )) n be a sequence of ε n -approximate solutions of (6.1) on [ 0, T ]. Let us observe that, by (i), (ii), (iv) and (v), 3 we have
We begin with the proof of Theorem 5.1.
We analyze first the case when X is separable. To begin with, let us observe that, in view of (7.1), {u n (t) − u n (σ n (t)); n ∈ N} is relatively compact and so, for each k ∈ N, β ({u n (σ n (t)) − u n (t); n ≥ k}) = 0. Similarly, by (ii), it follows that, for each k ∈ N, β t 0 g n (s) ds; n ≥ k = 0. From these remarks, (7.1), (v), the 
The inequality above can be rewriten as
, and thus we are in the hypotheses of Lemma 2.4. It follows that, for each t ∈ [ 0, T ], {u n (t); n = 1, 2, . . . } is relatively compact. By (v) and (6.2) we conclude that {u n ; n = 1, 2, . . . } is equicontinuous, and therefore, thanks to the Arzelà-Ascoli Theorem 2.7, there exists u ∈ C([ 0, T ]; X) such that, on a subsequence at least,
In view of (7.1), we also have
In view of Remark 5.2, F has compact and thus weakly compact values. We shall apply Theorem 2.6 to show that u is both absolutely continuous and a.e. differentiable on [ 0, T ], and
, and, by (6.2), F (D(ξ, ρ) ∩ K) is bounded, it follows that {f n ; n = 1, 2, . . . } is uniformly integrable. Moreover, as F is u.s.c. and has weakly compact values, in view of Lemma 2.1,
is weakly compact. So, by Theorem 2.3, its closed convex hull is weakly compact too and thus we are in the hypotheses of Theorem 2.6, which, along with Theorem 2.4, shows that (f n ) n has at least one weakly convergent subsequence in L 1 (0, T ; X) to some function f . Summarizing, we have lim n u n = u uniformly on [ 0, T ] and
Thus u is absolutely continuous and a.e. differentiable on [ 0, T ], u (t) = f (t) a.e. for t ∈ [ 0, T ] and u is a primitive of its derivative u .
It remains to be shown that, at each differentiability point, t ∈ [ 0, T ], of u, we have u (t) ∈ F (u(t)). Let t ∈ [ 0, T ) be a differentiability point of u and let h > 0 be such that t + h ∈ [ 0, T ]. Let n = 1, 2, . . . be arbitrary but fixed. We have
, there exists h(ε) > 0 and n(ε) ∈ N such that, for each h ∈ (0, h(ε) ] and each n ≥ n(ε), we have
and F (u(t)) + D(0, ε) is convex because both F (u(t)) and D(0, ε) are convex, it follows that 1 h
for each h ∈ (0, h(ε) ] and each n ≥ n(ε). Keeping h fixed in (0, h(ε) ], passing to the limit for n → ∞ in this relation and taking into account that
Finally, passing to the limit for h ↓ 0 in this relation we get u (t) ∈ F (u(t)). Since the case t = T can be treated similarly by computing the left derivative of u at T , the proof of Theorem 5.1 is complete in the case when X is separable. If X is not separable, there exists a separable and closed subspace, Y , of X such that u n (t), f n (t), g n (t) ∈ Y for n = 1, 2, . . . and a.e. for t ∈ [ 0, T ]. On the other hand, from Proposition 2.2, Definition 5.2 and the monotonicity of ω, we deduce
In view of Remark 2.2, 2ω is a uniqueness function too. Repeating the routine above, with β replaced by β Y and ω replaced by 2ω, using Remark 2.1 instead of Lemma 2. We can now proceed to the proof of Theorem 5.4.
Proof. Let (ε n ) n be a sequence in (0, 1), decreasing to 0, and let ((σ n , f n , g n , u n )) n be a sequence of ε n -approximate solutions of (6.
In view of (7.1), we conclude that, for each t ∈ [ 0, T ], {u n (t); n = 1, 2, . . . } is relatively compact in X, too.
From (6.2) and (ii) and (v), we deduce that {u n ; n = 1, 2, . . . } is equicontinuous on [ 0, T ]. By the Arzelà-Ascoli Theorem 2.7, we conclude that there exists u ∈ C([ 0, T ]; X) such that, on a subsequence at least, we have lim n u n (t) = u(t) uniformly for t ∈ [ 0, T ]. In view of this relation, of (i) and (iii), we deduce that
As D(ξ, ρ) ∩ K is compact and F is strongly-weakly u.s.c. and has convex and weakly compact values, by Lemma 2.1, it follows that the set F (D(ξ, ρ) ∩ K) is bounded, being weakly relatively compact. Then, as f n (s) ∈ F (u n (σ n (s))) for n = 1, 2, . . . and s ∈ [ 0, T ], it follows that {f n ; n = 1, 2, . . . } is uniformly integrable. By Theorem 2.6 combined with Theorem 2.4, we deduce that (f n ) n has at least one weakly convergent subsequence in L 1 (0, T ; X) to some function f . Summarizing, we have lim n u n = u uniformly on [ 0, T ] and lim n u n = f weakly in L 1 (0, T ; X). Thus u is absolutely continuous, a.e. differentiable on [ 0, T ], u (t) = f (t) a.e. for t ∈ [ 0, T ] and u is a primitive of its derivative u . From (iv) and Lemma 2.2, we conclude that f (t) ∈ F (u(t)) a.e. for t ∈ [ 0, T ]. Thus u is an almost exact solution of (4.1) on [ 0, T ]. As ξ ∈ K is arbitrary, this shows that K is almost exact viable with respect to F . To complete the proof, it remains to show that u is even an exact solution of (4.1) on [ 0, T ]. To this aim, let t ∈ [ 0, T ) be a differentiability point of u and let E be an arbitrary open half-space with F (u(t)) ⊆ E. Since E is weakly open too, u is continuous and F is strongly-weakly u.s.c at u(t), there exists δ(E) > 0 such that, for each h ∈ (0, δ(E) ], with t + h ≤ T , we have
Consequently, for h as above, we have
On the other hand, for n = 1, 2, . . . , License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Recalling that lim n g n (s) = 0 uniformly for s ∈ [ 0, T ] and passing to the limit successively for n → ∞ and h ↓ 0 in the last relation, we get u (t) ∈ E. Since E is an arbitrary open half-space including F (u(t)) and the latter, being convex and closed, is the intersection of all closed half-spaces including it, we conclude that u (t) ∈ F (u(t)). Since the case t = T can be handled similarly, this completes the proof.
The nonautonomous u.s.c. case
In this section we will show how all the results established before for the autonomous differential inclusion u (t) ∈ F (u(t)) extend to the nonautonomous one u (t) ∈ F (t, u(t)). So, let X be a real Banach space, C a nonempty subset in R × X, F : C ; X a given multi-function, (τ, ξ) ∈ C and let us consider the Cauchy problem for the nonautonomous differential inclusion We will rewrite the nonautonomous problem above as an autonomous one in the space X = R × X, endowed with the norm (t, u) = |t| + u , for each (t, u) ∈ X. (1, y) ; y ∈ F (z)}. Then, the Cauchy problem above is equivalent to
Namely, set z(s) = (t(s), u(s)) and F(z)
So, all the viability results proved before extend in an obvious way to the nonautonomous case via the transformations above. Namely, we have F (τ, ξ) ) ∈ TS C (τ, ξ).
Remark 8.1. If C is a cylindrical domain, i.e. C = I × K with I an open to the right interval and K a subset in X, then, for each (τ, ξ) ∈ C, the following two tangency conditions
are equivalent.
Theorem 8.2. Let X be a Banach space, C ⊆ R × X a nonempty and locally closed set and let F : C ; X be a locally β-compact multi-function with nonempty, closed and convex values. A necessary and sufficient condition in order that C be exact viable with respect to F is the tangency condition
for each (τ, ξ) ∈ C.
Proof. Let us observe that u : [ τ, T ] → X is an exact solution of (8.1) if and only if
is an exact solution of the autonomous Cauchy problem (8.2). Since F is u.s.c. and satisfies both F (z) ∈ TS C (z) for each z ∈ C and
for each bounded subset B in C, the conclusion follows from Theorem 5.2.
A corollary of Theorem 8.2, Remark 5.1 and Proposition 3.5 is
Theorem 8.3. Let X be a Banach space, C ⊆ R × X a nonempty and locally closed set and let F : C ; X be a locally β-compact multi-function with nonempty, closed and convex values. Then, a necessary and sufficient condition in order that C be exact viable with respect to F is the tangency condition
The following proposition is an easy consequence of the definition of contingent cone. 
Global (almost) exact solutions
Let C ⊆ R × X be nonempty and let F : C ; X. In this section we will prove some results concerning the existence of noncontinuable, or even global solutions to the Cauchy problem
An (almost) exact solution u : [ τ, T ) → X of (9.1) is called noncontinuable if there is no other (almost) exact solution v : [ τ, T ) → X of (9.1), with T < T and satisfying u(t) = v(t) for all t ∈ [ τ, T ). The (almost) exact solution u is called global if T = T C , with T C given by (9.2)
T C = sup{t ∈ R; there exists η ∈ X, with (t, η) ∈ C}.
The next theorem follows from the Brezis-Browder Theorem 2.1.
Theorem 9.1. Let X be a Banach space, C ⊆ R × X be nonempty and F : C ; X.
The following conditions are equivalent : (i) C is (almost) exact viable with respect to F ; (ii) for each (τ, ξ) ∈ C there exists at least one noncontinuable (almost) exact solution u : [τ, T ) → X of (9.1).
Proof. Clearly (ii) implies (i). To prove that (i) implies (ii) it suffices to
show that every (almost) exact solution u can be continued up to a noncontinuable one. To this aim, we will make use of the Brezis-Browder Theorem 2.1. Let S be the set of all (almost) exact solutions to (9.1), defined at least on [ τ, T ), and coinciding with u on that interval. On the set S which, by virtue of (i), is nonempty, we define the binary relation
and u(t) = v(t) for all t ∈ [ τ, T u ).
Clearly is a preorder on S. Next, let (u m ) m be an increasing sequence in S, and let us denote by [ τ, T m ) the domain of definition of u m . Let T * = lim m T m , which is finite, or not, and let us define u * : [ τ, T * ) → X by u * (t) = u m (t) for each t ∈ [ τ, T m ). Since (T m ) m is increasing and u m (t) = u k (t) for each m ≤ k and each t ∈ [ τ, T m ), u * is well defined and belongs to S. Moreover, u * is an upper bound of (u m ) m . Thus each increasing sequence in S is bounded from above. Moreover, the function N : S → R, defined by N(v) = T v , for each v ∈ S, is increasing, and therefore we are in the hypotheses of Theorem 2.1. Accordingly, for u ∈ S, there exists at least one element u ∈ S with u u and, in addition, u u implies T u = T u . But this means that u is noncontinuable, and, of course, that it extends u. The proof is complete. Remark 9.1. Notice that in Theorem 9.1 we do not assume C to be locally closed or F to be u.s.c.
We conclude this section with a result concerning the existence of global solutions. Recall that, if x, y ∈ X, we denote by [ x, y ] + the right directional derivative of the norm calculated at x in the direction y, i.e., 
2. There are three notable specific cases in which F is positively sublinear:
(i) when F is bounded on C;
(ii) when F has sublinear growth with respect to its last argument;
4
(iii) when f satisfies the "sign condition" [ ξ, f ] + ≤ 0 for each (t, ξ) ∈ C and f ∈ F (t, ξ).
Definition 9.2.
The set C is X-closed if for each sequence ((t n , ξ n )) n in C with lim n (t n , ξ n ) = (t, ξ), with t < T C , where T C is given by (9.2), it follows that (t, ξ) ∈ C.
A typical example of an X-closed set is C = I × K with I a nonempty and open to the right interval and K ⊆ X nonempty and closed.
Theorem 9.2. Let X be a Banach space, let C ⊆ R × X be nonempty and let F : C ; X be a given multi-function. If C is X-closed, F maps bounded subsets in C into bounded subsets in X, is positively sublinear, and C is (almost) exact viable with respect to F , then each (almost) exact solution of (9.1) can be continued up to a global one, i.e., defined on [ τ, T C ), where T C is given by (9.2).
Proof. Since C is (almost) exact viable with respect to f , by Theorem 9.1, for each (τ, ξ) ∈ C, there exists at least one noncontinuable solution u : [ τ, T ) → X to (9.1). We will show that T = T C . To this aim, let us assume the contrary, i.e., that T < T C . In particular this means that T < +∞. Integrating from τ to t the
f(s, u(s)) ] + ds for each t ∈ [ τ, T ). For each t ∈ [τ, T ), let us denote by E t = {s ∈ [ τ, t ]; [ u(s), f(s, u(s)) ] + > 0 and u(s) > c(s)}, G t = {s ∈ [ τ, t ]; [ u(s), f(s, u(s))
But f maps bounded subsets in C into bounded subsets in X, and therefore there exists m > 0 such that
Hence,
By the Gronwall Lemma, it follows that u is bounded on [ τ, T ). Accordingly, f (·, u(·)) is bounded on [ τ, T ) and so there exists lim t↑T u(t) = u * . Since C is Xclosed and T < T C , it follows that (T, u * ) ∈ C. Using this observation and recalling that C is viable with respect to f , we conclude that u can be continued to the right of T . But this is absurd, because u is noncontinuable. This contradiction can be eliminated only if T = T C , and this achieves the proof.
Semilinear evolution inclusions; necessary conditions for mild viability
Let X be a real Banach space, let A : D(A) ⊆ X → X be the infinitesimal generator of a C 0 -semigroup, {S(t) : X → X; t ≥ 0}, K a nonempty subset in X and F : K ; X a given multi-function. Let E ⊆ X be nonempty. We denote by A-quasi-tangent to the set K at the point ξ ∈ K if for each ρ > 0, we have
We denote by QTS A K (ξ) the class of all A-quasi-tangent sets to K at ξ ∈ K. Another A-tangency concept is introduced below. Definition 10.4. We say that a set E is A-tangent to K at ξ if, for each ρ > 0, we have
We denote the class of all
Since E can be identified with the subset of a.e. constant elements in E, it readily follows that 
Equivalently, E ∈ QTS
A K (ξ) if and only if there exist three sequences, (h n ) n in R + with h n ↓ 0, (p n ) n in X with lim n p n = 0, and (f n ) n ∈ E, with
Equivalently, E ∈ QTS A K (ξ) if and only if there exist three sequences, (h n ) n in R + , with h n ↓ 0, (f n ) n in E and (p n ) n in X with lim n p n = 0 and such that 
Proposition 10.1. Let K ⊆ X, ξ ∈ K and E ∈ B(X). We have
(i) if S(t)K ⊆ K for each t > 0, then {0} ∈ QTS A K (ξ) ; (ii) if E ⊆ D and E ∈ QTS A K (ξ), then D ∈ QTS A K (ξ) ; (iii) if S(t)K ⊆ K for each t > 0 and 0 ∈ E, then E ∈ QTS A K (ξ) ; (iv) E ∈ QTS A K (ξ) if and only if E ∈ QTS A K (ξ) ; (v) Let η ∈ X. Then η ∈ T A K (ξ) if and only if {η} ∈ QTS A K (ξ) ; (vi) if E is
compact and convex, then E ∈ QTS K (ξ) if and only if there exists
η ∈ E such that η ∈ T A K (ξ). Proof. Except for (iv) and (vi), which will be proved below, the remaining properties are direct consequences of Remark 10.2. Let us observe that (iv) follows from the remark that each measurable function f : R + → E can be approximated uniformly with countably-valued functions taking values in E. See Theorem 2.2.
To prove (vi), let E be compact and convex and let (f n ) n in E, h n ↓ 0 and (p n ) n with lim n p n = 0 as in Remark 10.2, i.e., with
Since E is convex and closed, we have that η n ∈ E for n = 1, 2, . . . . But E is compact and thus, we may assume with no loss of generality that there exists η ∈ E such that lim
Since E is compact, we have
The conclusion follows from Remark 10.1 and (v). This completes the proof. 
Indeed, let ε > 0 be arbitrary, let r ε > 0 be such that
Obviously, C ε is weakly compact and, in view of (10.
From this inequality and (10.9), we deduce µ([ 0, T ] \ E ε ) ≤ ε, as claimed. So, the family {f n ; n = 1, 2, . . . } satisfies the hypotheses of Theorem 2.6. Therefore, it is weakly relatively compact in L 1 ([ 0, T ]; X). In view of Theorem 2.4, it is weakly sequentially compact. Hence, we may assume with no loss of generality that lim n f n = f weakly in L 1 (0, T ; X). Then, in view of Proposition 2.1, there g(s) a.e. for s ∈ [ 0, T ]. As f and g are measurable, the proof is complete.
We can now proceed to the proof of Theorem 10.1.
Proof. Let ξ ∈ K. Since K is mild viable with respect to A + F there exists at least one mild solution u : [ 0, T ] → K of (10.1). Let f ∈ L 1 (0, T ; X) be the function given by Definition 10.1. As u is continuous at t = 0 and F is u.s.c. at u(0) = ξ, it follows that for each ρ > 0 there exists δ(ρ) > 0 such that
a.e. for s ∈ [ 0, h n ]. Since F (ξ) is convex and quasi-weakly compact, thanks to Lemma 10.1, we may assume without loss of generality that both f n and g n are integrable. Let us observe that
for n = 1, 2, . . . , where M ≥ 1 and a ≥ 0 are such that
for every x ∈ X and t ≥ 0. See Vrabie [24] , Theorem 2.3.1, p. 41. In fact a ∈ R, but, for our purposes, we may always assume that a ≥ 0. Now, let us denote by
Since lim n p n = 0 and Coming back to general Banach spaces, if F is compact-valued, then, instead of tangent sets, we can use tangent vectors to get a necessary condition in order for K to be mild viable with respect to A + F . Namely, we have 
Sufficient conditions for mild viability
In order to handle several apparently different cases in a unitary frame, we introduce: Definition 11.1. Let A : D(A) ⊆ X → X be the infinitesimal generator of a C 0 -semigroup {S(t) : X → X ; t ≥ 0} and F : K ; X a multi-function. We say that A + F is locally of compact type if F is u.s.c. and, for each ξ ∈ K, there exist ρ > 0, a continuous function : R + → R + and a uniqueness function ω :
for each t > 0. Remark 11.1. As in the single-valued case, one may easily verify that A + F is locally of compact type whenever:
(i) F is locally β-compact (see Definition 5.2) ; (ii) F is u.s.c., has nonempty and closed values, is locally bounded, 6 and the C 0 -semigroup generated by A is compact.
The main sufficient conditions for mild viability are: 
Existence of ε-approximate mild solutions
The proof of the sufficiency of Theorems 11.1 and 11.4 is based on the following existence result concerning ε-approximate solutions for the Cauchy problem (10.1). We notice that Lemma 12.1 below, which is a nontrivial extension of Lemma 6.1 to the semilinear case, is inspired from Cârjȃ-Vrabie [8] . 
Let ε ∈ (0, 1) be arbitrary but fixed. We begin by showing the existence of an ε-approximate mild solution on an interval [ 0, δ ] with δ ∈ (0, T ]. As, for every ξ ∈ K, F satisfies the tangency condition (11.1), it follows that there exist δ ∈ (0, T ], f ∈ F(ξ) 7 and p ∈ X with p ≤ ε, such that
We continue by showing how to define the functions σ, θ, g, f and u. First, f is defined as above. Next, let σ :
We will show that ( σ, θ, g, f, u ) is an ε-approximate mild solution to the Cauchy problem 
Combining (12.3) with the last inequality, we get u(δ) ∈ D(ξ, ρ ) ∩ K and thus (ii) is satisfied. Diminishing δ > 0, if necessary, by (12.4), we may assume that
for each t ∈ [ 0, δ ] and thus (vi) is also satisfied. We emphasize that the reason we can do this is because (12.4) is "independent" of p which, of course, may change with δ. Therefore (σ, θ, g, f, u) is an ε-approximate mild solution of (10.1) on [ 0, δ ].
In the second step we will prove the existence of an ε-approximate mild solution for (10.1) defined on the whole interval [ 0, T ]. To this aim we shall make use of the Brezis-Browder Theorem 2.1. We denote by D(c) the set
with c > 0, and by S the set of all ε-approximate mild solutions to the problem (10.1), defined on D(c), with c ≤ T .
On the set S we introduce a preorder relation " " as follows: we say that (σ 1 , θ 1 , g 1 , f 1 , u 1 ) , defined on D(c 1 ), and (
Let L be an increasing sequence in S,
We define an upper bound of L as follows. First, set
, and satisfying We are now ready to define the functions σ
and g
Licensed 13. Proof of Theorem 11.1
In this section we will prove that, in the hypotheses of Theorem 11.1, there exists at least one sequence of ε n ↓ 0 such that the corresponding sequence of ε napproximate mild solutions, ((σ n , θ n , g n , f n , u n ) ) n , enjoys the property that (u n ) n is uniformly convergent on [ 0, T ] to some function u : [ 0, T ] → K which is a mild solution of (10.1) .
To this end, we need a necessary and sufficient condition in order that a given set of mild solutions be relatively compact in C([ τ, T ]; X).
where u is the unique mild solution of the problem Let ε n ↓ 0 be a sequence in (0, 1) and let ((σ n , θ n , g n , f n , u n ) ) n be a sequence of ε n -approximate mild solutions defined on [ 0, T ] whose existence is ensured by Lemma 12.1. From (v), 8 we have
Throughout, M ≥ 1 and a ≥ 0 denote the constants satisfying (10.10). We consider first the case when X is separable. Let t ∈ [ 0, T ] and let us observe that, in view of (vi), for each k ∈ N and s ∈ [ 0, t ], {u n (σ n (s)) − u n (s); n ≥ k} is relatively compact and so β ({u n (σ n (s)) − u n (s); n ≥ k}) = 0. Similarly, from (iii), it follows that β t 0 S(θ(t, s))g n (s) ds; n ≥ k = 0. From these remarks, Proposition 2.3, Lemma 2.3, (13.3), (10.10) and (13.2), we deduce
Let us denote by x k (t) = β({u n (t); n ≥ k}), for k = 1, 2, . . . and t ∈ [ 0, T ] and ω 0 (r) = sup θ∈[ 0,T ] (θ)ω(r), for r ∈ R + . The inequality above can be rewriten as
By Remark 2.2, ω 0 is a uniqueness function. So, Lemma 2.5 shows that, diminishing T > 0 if necessary, we may assume that lim k x k (t) = 0, which means that lim k β({u n (t); n ≥ k}) = 0 uniformly for t ∈ [ 0, T ]. From Lemma 2.4, it follows that, for each t ∈ [ 0, T ], {u n (t); n = 1, 2, . . . } is relatively compact in X. At this point Theorem 13.1 comes into play and shows that there exists u ∈ C([ 0, T ]; X) such that, on a subsequence at least, we have lim n u n (t) = u(t) uniformly for t ∈ [ 0, T ]. In view of (ii) and (vi), we get lim n u n (σ n (t)) = u(t) uniformly for t ∈ [ 0, T ], and, since
Next, since f n (s) ∈ F (u n (σ n (s))) for n = 1, 2, . . . and s ∈ [ 0, T ], and, by (12.1), F (D(ξ, ρ) ∩ K) is bounded, it follows that {f n ; n = 1, 2, . . . } is uniformly integrable. Further, since F is u.s.c. it is strongly-weakly u.s.c. too, and since {u n (σ n (s)); n = 1, 2, . . . , s ∈ [ 0, T ]} is relatively compact, from Lemma 2.1 and Theorem 2.3, it follows that the set
F (u n (σ n (s))) 8 Throughout this proof, the references to (i)∼(vi) are to the corresponding items in Lemma 12.1.
is weakly compact. As f n (s) ∈ C for n = 1, 2, . . . and a.e. for s ∈ [ 0, T ], we are in the hypotheses of Corollary 2.1 which, along with Theorem 2.4, shows that we may assume without loss of generality that (f n ) n is weakly convergent in L 1 (0, T ; X) to some function f . Now Lemma 2.2 comes into play and shows that f (s) ∈ F (u(s)) a.e. for s ∈ [ 0, T ]. As the graph of the mild solution operator Q :
, is weakly×strongly closed, being strongly×strongly closed, and convex, we may pass to the limit in (13.3), for n → ∞. Taking into account of (iii), we obtain
for each t ∈ [ 0, T ], and this concludes the proof in the case when X is separable.
If X is not separable, in view of Remark 2.1, it follows that there exists a separable and closed subspace, Y , of X such that 14. Proof of Theorem 11.3
We indicate briefly how to show that, in the hypotheses of Theorem 11.3, there exists at least one sequence of ε n ↓ 0 such that the corresponding sequence of ε napproximate mild solutions, ((σ n , θ n , g n , f n , u n ) ) n , enjoys the property that (u n ) n is uniformly convergent on [ 0, T ] to some function u : [ 0, T ] → K which is a mild solution of (10.1).
Proof. Let r > 0, ρ ∈ (0, r ] and T > 0 as in Lemma 12.1. Since F is strongly-weakly u.s.c. and has weakly compact values, diminishing ρ ∈ (0, r ] and T > 0 if necessary, we may assume that F (K ∩ D(ξ, ρ) ) is weakly relatively compact and, in addition, all the conclusions of Lemma 12.1 are satisfied. See Remark 12.1. From now on the proof follows, except for minor modifications, the very same arguments as those of the proof of Theorem 11.1, of course, with the help of (ii) in Remark 11.1.
Proof of Theorem 11.4
We prove that there exists at least one sequence (ε n ) n , with ε n ↓ 0, and such that the corresponding sequence ((σ n , θ n , g n , f n , u n ) ) n , of ε n -approximate mild solutions, enjoys the property that (u n ) n is uniformly convergent on [ 0, T ] to some function u : [ 0, T ] → K which is a mild solution of (10.1).
To this end we need a compactness lemma, which is an extension from continuous to Bochner integrable functions, of Vrabie [25] 
Proof. Let r > 0, ρ ∈ (0, r ] and T > 0 as in Lemma 12.1. Since, by hypotheses, K is locally compact and F is strongly-weakly u.s.c. and has weakly compact values, diminishing ρ ∈ (0, r ] and T > 0 if necessary, we may assume with no loss of generality that both K ∩ D(ξ, ρ) is compact and F (K ∩ D(ξ, ρ)) is weakly relatively compact and, in addition, all the conclusions of Lemma 12.1 are satisfied. See Remark 12.1. Let ε n ↓ 0 be a sequence in (0, 1) and let ((σ n , θ n , g n , f n , u n ) ) n be a sequence of ε n -approximate mild solutions defined on [ 0, T ] whose existence is ensured by Lemma 12.1. From (v) in Lemma 12.1, we have
. . is relatively compact. Since lim n g n (t) = 0, uniformly for t ∈ [ 0, T ], an appeal to Theorem 13.1 shows that {u n ; n = 1, 2, . . . } is relatively compact in C([ 0, T ]; X). From now on the proof follows, except for minor modifications, the very same lines as those of the proof of Theorem 11.1.
The quasi-autonomous case
Let X be a Banach space, A : D(A) ⊆ X → X the infinitesimal generator of a C 0 -semigroup, C a nonempty subset in R × X, F : C ; X a multi-function and let us consider the Cauchy problem for the quasi-autonomous semilinear evolution inclusion
Let X = R × X be endowed with the norm (t, u) X = |t| + u . 9 and ζ = (τ, ξ). Indeed, with the notation above, we have z (s) ∈ Az(s) + F(z(s)) z(0) = ζ. It readily follows that A generates a C 0 -semigroup {S(t) : X → X; t ≥ 0} on X, where S(t) = (1, S(t)) for each t ≥ 0, {S(t) : X → X; t ≥ 0} being the C 0 -semigroup generated by A on X. We can now pass to the main sufficient conditions concerning the viability of a set C with respect to A + F . 
Proof. We have β(S(t)F(C)) ≤ β(S(t)F (C)) ≤ (t)β(C)
, for each bounded set C in X and each t > 0. Thus, if A + F is locally of compact type with respect to the second argument, then A + F is locally of compact type (in the space X) in the sense of Definition 11.1. So the conclusion follows from Remark 16.2 and Theorem 11.1. 
Global mild solutions
Let A : D(A) ⊆ X → X be the infinitesimal generator of a C 0 -semigroup, let C ⊆ R × X be nonempty and let F : C ; X be a given multi-function. In this section we will state some results concerning the existence of noncontinuable, or even global mild solutions to the Cauchy problem We conclude with a result concerning the existence of global solutions. Proof. Since C is mild viable with respect to A + F , for each (τ, ξ) ∈ C, there exists at least one noncontinuable mild solution u : [ τ, T ) → X to (17.1). We will show that T = T C . To this aim, let us assume the contrary, i.e., that T < T C . From Benilan's inequality (see for instance Vrabie [23] Using once again the fact that F maps bounded subsets in C into bounded subsets in X, we deduce that f is bounded on [ τ, T ) and therefore, there exists lim t↑T u(t) = u * . Since C is X-closed, it follows that (T, u * ) ∈ C. From this observation, recalling that C is C 0 -viable with respect to A + F and T < +∞, we conclude that u can be continued to the right of T . But this is absurd, because u is noncontinuable. This contradiction can be eliminated only if T = T C , as claimed. for every x ∈ X and t ≥ 0. Recall further that for every C 0 -semigroup {S(t) : X → X; t ≥ 0} there exists a norm on X, equivalent to the initial one, such that, with respect to this new norm, the C 0 -semigroup is of type (1, a).
A controllability problem
Let X be a Banach space, A : D(A) ⊆ X → X the infinitesimal generator of a C 0 -semigroup {S(t) : X → X; t ≥ 0}, g : X → X a given function, ξ ∈ X, and c(·) a measurable control taking values in D(0, 1) . Here, the problem we consider is how to find a control c(·) in order to reach the origin starting from the initial point ξ in some time T , by mild solutions of the state equation We notice that, in view of Remark 17.2, the condition (17.2) can always be satisfied if we replace the initial norm with an equivalent one. We begin with the proof of Corollary 18.1. Proof. We consider the space R × X, the operator A = (0, A) that generates the C 0 -semigroup (1, S(t)) on R × X, the locally closed set K = {(λ, x) ∈ R + × X \ {0}; x ≤ λ}, and the multi-function F : R × X ; R × X defined by 
)) ∈ QTS
A K (λ, ξ), for every (λ, ξ) ∈ K. In view of Remark 10.1, to prove this it suffices to check that, for each ξ ∈ X, ξ = 0, there exist (h n ) n , (θ n ) n both in R, and (g n ) n ∈ G(ξ), 11 with h n ↓ 0 and lim n θ n = 0 and such that S(h n )ξ + h n 0 S(h n − s)g n (ξ)ds ≤ ξ + h n ((L + a) ξ − 1) + h n θ n . 11 We recall that G(ξ) = {g ∈ L 1 (R + ; X); g(s) ∈ G(ξ) a.e. for s ∈ R + }. See also Definition 10.3.
