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1 Themenstellung und historische Bemerkungen
1.1 Thema der Arbeit und U¨bersicht u¨ber die Ergebnisse
Diese Arbeit bescha¨ftigt sich mit der Klassifikation von Gruppen der Ordnung pn bis auf Isomorphie,
wobei p eine Primzahl gro¨ßer als 3 und n eine natu¨rliche Zahl mit 1 ≤ n ≤ 5 ist. Durch ein
konstruktives Beweisverfahren wird fu¨r jeden Isomorphietyp explizit eine Gruppe konstruiert und
durch eine endliche Pra¨sentation dargestellt. Die Liste dieser Pra¨sentationen findet man in der
Zusammenfassung. Der folgende Satz gibt einen U¨berblick u¨ber die Anzahl der Isomorphieklassen
(er wird spa¨ter bewiesen).
1.1. Satz: Es sei p eine Primzahl und p > 3. Dann gilt:
1. Die Gruppen der Ordnung p bilden eine Isomorphieklasse.
2. Die Gruppen der Ordnung p2 bilden zwei Isomorphieklassen.
3. Die Gruppen der Ordnung p3 bilden fu¨nf Isomorphieklassen.
4. Die Gruppen der Ordnung p4 bilden fu¨nfzehn Isomorphieklassen.
5. Die Gruppen der Ordnung p5 bilden 61+2·p+ggT (4, p−1)+2·ggT (3, p−1) Isomorphieklassen.
Der theoretische Hintergrund fu¨r das konstruktive Beweisverfahren stammt aus der algorithmi-
schen Gruppentheorie. Dort hat man einen Algorithmus entwickelt, mit dem man von p-Grup-
pen niedrigerer Ordnung aus solche ho¨herer Ordnung konstruieren kann. Beginnt man mit der
Konstruktion bei elementarabelschen p-Gruppen, dann kann man zu den Gruppen einer beliebig
vorgegebenen Ordnung pn ein Vertretersystem der Isomorphieklassen konstruieren. So hat man
beispielsweise die Gruppen der Ordnung 25 und 35 klassifiziert (vgl. [2]).
Anders als in der algorithmischen Gruppentheorie wird dieser Ansatz hier nicht verwendet, um
p-Gruppen fu¨r eine vorab fest gewa¨hlte Primzahl zu klassifizieren, sondern um die p-Gruppen bis
zur Ordnung p5 fu¨r variables p zu klassifizieren. Durch den algorithmischen Ansatz ist die Be-
weisfu¨hrung systematischer als fu¨r die Fa¨lle p, p2, p3 und p4, zu denen Anzahl und Vertretersysteme
der Isomorphieklassen seit la¨ngerem bekannt sind. Der Fall p5 tritt an dieser Stelle neu hinzu.
Als Nebenresultat wird fu¨r die Ordnungen p, p2, p3 und p4 die Automorphismengruppe zu jedem
Vertreter der Isomorphieklassen angegeben. Fu¨r einige Gruppen der Ordnung p5 la¨sst sich die
Automorphismengruppen aus den Beweisschritten unmittelbar ablesen.
1.2 Historische Bemerkungen
Bis zur Mitte des 19. Jahrhunderts war der Begriff der Gruppe, so wie er in der heutigen Mathe-
matik verwendet wird, allenfalls in Ansa¨tzen vorhanden. Die Bescha¨ftigung mit endlichen Gruppen
beschra¨nkte sich im Wesentlichen auf Gruppen von Permutationen, die im Anschluss an die Ar-
beiten Galois’ recht fru¨h eine Bedeutung in der Algebra gewonnen hatten. Die Aufsa¨tze [4] und [5]
1
1 Themenstellung und historische Bemerkungen
von Arthur Cayley kann man als erste Schritte dazu ansehen, den modernen Gruppenbegriff aus-
zubilden und die Anfa¨nge und Ziele der Gruppentheorie als einer neuen mathematischen Disziplin
zu pra¨gen.
1.2.1 Die Klassifikation von Gruppen bis auf Isomorphie
Cayley stellt mit diesen beiden Vero¨ffentlichungen ein Konzept vor, das großen Einfluss erworben
hat: Statt sich mit konkreten mathematischen Objekten wie etwa Permutationen zu bescha¨ftigen,
fragt Cayley auf einer abstrakteren Ebenen nach der
”
Struktur“ einer Gruppe, die durch unter-
schiedliche Objekte wie etwa Zahlen, Matrizen oder Permutationen realisiert werden kann. Die
Frage nach der
”
Struktur“ wird u¨ber den Begriff der Isomorphie exakt gefasst und bietet damit die
Mo¨glichkeit, eine A¨quivalenzrelation fu¨r Gruppen zu definieren und Gruppen in Isomorphieklassen
einzuteilen. Diese Art der Klassifikation ist die feinko¨rnigste, die aus Sicht der abstrakten Grup-
pentheorie sinnvoll und wu¨nschenswert ist, und stellt vor allem im Bereich der endlichen Gruppen
neben vielen anderen Zielen eines der Hauptanliegen der Gruppentheorie dar.
1.2.2 Das Aufkommen der algorithmischen Gruppentheorie
In der zweiten Ha¨lfte des 20. Jahrhunderts hat sich ein neuer Zweig der Gruppentheorie entwickelt,
der mit algorithmischen Methoden arbeitet und beispielsweise die Klassifikation endlicher Gruppen
durch rechnergestu¨tzte Verfahren vorantreibt (vgl. [2]).
Sofern mo¨glich, werden in der algorithmischen Gruppentheorie neben den klassischen Objekten
der fru¨hen Gruppentheorie wie Matrix- und Permutationsgruppen ha¨ufig so genannte endliche
Pra¨sentationen von Gruppen betrachtet, mit denen die Struktur einer Gruppe auf eine Menge von
Wo¨rtern abgebildet und durch eine endliche Teilmenge dieser Wo¨rter repra¨sentiert werden kann.
Damit fu¨hrt man nicht nur Cayleys
”
Tendenz zur abstrakten Sichtweise“ fort, sondern kommt
dem algorithmischen Konzept entgegen, Rechenoperationen als Manipulationen von Zeichenfolgen
aufzufassen. Außerdem lassen sich manche unendlichen Gruppen endlich pra¨sentieren und dadurch
einer algorithmischen Betrachtung zuga¨nglich machen.
In dieser Arbeit werden ausschließlich endliche Gruppen eine Rolle spielen. Endliche Pra¨sentatio-
nen dieser Gruppen werden vor allem aus zwei Gru¨nden verwendet: Mit ihnen la¨sst sich einerseits
eine Gruppe kompakt darstellen und andererseits wird hier fu¨r die Klassifikation ein Verfahren ver-
wendet, das ha¨ufig u¨ber Manipulationen endlicher Pra¨sentationen voranschreitet. Im Kapitel u¨ber
die Grundlagen aus der Gruppentheorie werden endliche Pra¨sentationen und einige ihrer Manipu-
lationsmo¨glichkeiten in aller Ku¨rze vorgestellt.
1.2.3 Abelsche p-Gruppen
Fu¨r abelsche Gruppen lassen sich die Isomorphieklassen endlicher p-Gruppen unmittelbar aus dem
Hauptsatz u¨ber endlich erzeugte abelsche Gruppen entnehmen (vgl. etwa [14], S. 78): Ist G eine
abelsche p-Gruppe der Ordnung pn, dann gibt es eine Partition (n1, . . . , nl) von n mit n1 ≥ . . . ≥ nl,
sodass G isomorph zum direkten Produkt Cpn1 × . . .×Cpnl der zyklischen Gruppen Cpn1 , . . . , Cpnl
ist.
Die Gesamtheit der Isomorphieklassen abelscher p-Gruppen der Ordnung pn ist also durch die
Menge der absteigend (oder aufsteigend) geordneten Partitionen von n unmittelbar gegeben. Fu¨r
die Gruppenordnungen, die im Rahmen dieser Arbeit von Interesse sind, kann man daher ohne
weitere U¨berlegungen ein Vertretersystem der Isomorphieklassen abelscher Gruppen aufschreiben:
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Ordnung Vertretersystem der Isomorphieklassen
p Cp
p2 Cp2 , C
2
p
p3 Cp3 , Cp2 × Cp, C3p
p4 Cp4 , Cp3 × Cp, C2p2 , Cp2 × C2p , C4p
p5 Cp5 , Cp4 × Cp, Cp3 × Cp2 , Cp3 × C2p , C2p2 × Cp, Cp2 × C3p , C5p
1.2.4 Nichtabelsche p-Gruppen
Anders als im Fall der abelschen Gruppen verfu¨gt man fu¨r nichtabelsche Gruppen keineswegs
u¨ber eine vollsta¨ndige theoretische U¨bersicht, die dem Hauptsatz u¨ber endlich erzeugte abelsche
Gruppen entsprechen ko¨nnte. Man ist weit davon entfernt, fu¨r jede beliebige Gruppenordnung ein
Vertretersystem der Isomorphieklassen nichtabelscher Gruppen ohne weiteres Nachdenken angeben
zu ko¨nnen.
Im Fall endlicher p-Gruppen haben Higman [11] und Sims [17] eine asymptotische Na¨herung
fu¨r die Anzahl der Isomorphieklassen angegeben. Fu¨r Gruppen der Ordnung pn wird die Zahl der
Isomorphietypen durch
p2n
3/27+o(n8/3)
abgescha¨tzt, wobei lim
n→∞
o(n8/3) = 0 ist.
Man hat auf unterschiedlichen Wegen versucht, p-Gruppen zu klassifizieren. An dieser Stelle kann
kein U¨berblick u¨ber die umfangreiche Literatur gegeben werden. Statt dessen wird die Entwicklung
in groben Zu¨gen skizziert. Nur einige zentrale Arbeiten werden genannt.
Die Isomorphieklassen der p-Gruppen bis zur Ordnung p3 waren bereits im 19. Jahrhundert be-
kannt – vor allem in Gestalt von Symmetriegruppen geometrischer Objekte. Diese Liste wurde
kurz vor der Wende zum 20. Jahrhundert durch Ho¨lder mit dem Artikel [12] um die Isomorphie-
klassen zur Gruppenordnung p4 erga¨nzt. Seit diesem Zeitpunkt liegt die folgende U¨bersicht u¨ber
die Isomorphieklassen der p-Gruppen bis zur Ordnung p4 vor:
Ordnung Anzahl Vertreter
p 1 Cp
p2 2 Cp2 , C
2
p
p3 5 Cp3 , Cp2 × Cp, C3p ,Dp, Qp
p4 15 keine Standardbezeichnung u¨blich
U¨ber die Gruppen der Ordnung p5 sind einige Arbeiten mit verschiedenen Zielen erschienen.
Hall legt in [10] ein Klassifikationsverfahren fu¨r p-Gruppen vor, das diese Gruppen nicht bis auf
Isomorphie, sondern bis auf eine dort eingefu¨hrte A¨quivalenzrelation einteilt, die Hall Isoklinismus
nennt. Fu¨r die Gruppen der Ordnung p5 gibt es nach Hall zehn Isoklinismenklassen. Bagnera
vero¨ffentlicht mit [1] eine Arbeit u¨ber die Gruppen der Ordnung p5. Dieser in Rio de Janeiro
erschienene Artikel ist schwer zuga¨nglich und konnte zum Vergleich mit der vorliegenden Arbeit
leider nicht beschafft werden.
1.3 Algorithmische Konstruktion von p-Gruppen fu¨r festes p
Anders als die fru¨hen Aufsa¨tze u¨ber p-Gruppen stu¨tzt sich diese Arbeit nicht auf Ad-hoc-Argumente
oder auf Anleihen aus der Darstellungstheorie, sondern benutzt den theoretischen Hintergrund,
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der in der algorithmischen Gruppentheorie in den siebziger und achtziger Jahren des zwanzigsten
Jahrhunderts von Havas, Newman und O’Brien entwickelt worden ist, um Probleme im Umfeld der
Burnside-Fragen algorithmisch zu lo¨sen. Die urspru¨nglichen Ideen gingen von Higman aus, wurden
aber von ihm selbst nicht weiterentwickelt.
Als Nebenprodukt dieser U¨berlegungen ist ein Algorithmus entstanden, mit dem man aus end-
lichen Pra¨sentationen von p-Gruppen niedrigerer Ordnung solche ho¨herer Ordnung konstruieren
kann. Wenn man eine Primzahl p fest auswa¨hlt und wenn man mit der Konstruktion bei den ele-
mentarabelschen Gruppen anfa¨ngt, erha¨lt man durch dieses Verfahren eine Liste endlicher Pra¨sen-
tationen von p-Gruppen, in der jede Isomorphieklasse von p an u¨ber jede Potenz von p bis zu einer
beliebig vorgegebenen Schranke pn genau einmal auftritt. Damit ist es mo¨glich, fu¨r eine vorgege-
bene Primzahl p die Gruppen der Ordnung p, p2, . . . , pn durch algorithmische Methoden bis auf
Isomorphie zu klassifizieren. Die Grenzen dieses Verfahrens sind allein durch den gegenwa¨rtigen
Stand der Rechnertechnik gesetzt.
Fu¨r einen ersten U¨berblick u¨ber das algorithmische Verfahren und u¨ber die Art und Weise,
wie sich die spa¨tere Argumentation entwickeln wird, werden hier die Grundideen des Ansatzes
informell und ohne technische Details vorgestellt. Einer ausfu¨hrlichen Darstellung ist ein spa¨teres
Kapitel gewidmet.
1.3.1 Die grundlegenden Begriffe
Der Algorithmus baut auf zwei Merkmalen einer endlichen p-Gruppe G auf, die unter jedem Au-
tomorphismus von G erhalten bleiben: Einerseits la¨sst sich nach dem Basissatz von Burnside der
Gruppe G eine natu¨rliche Zahl d zuordnen, sodass jedes minimale Erzeugendensystem von G genau
d Elemente entha¨lt. Andererseits besitzt jede endliche p-Gruppe G eine charakteristische Folge von
Untergruppen
G = γ0(G) ≥ γ1(G) ≥ . . . ,
die in dieser Arbeit in Anlehnung an den englischen Sprachgebrauch als absteigende p-Zentralreihe
bezeichnet wird. Da die absteigende p-Zentralreihe einer endlichen p-Gruppe nach endlichen vielen
Schritten auf der trivialen Untergruppe stationa¨r wird, la¨sst sich G eindeutig der Wert c zuordnen,
unter dem sie zum ersten Mal die triviale Untergruppe erreicht. Dieser Wert c wird die p-Klasse
von G genannt.
Mit Hilfe dieser beiden charakteristischen Daten u¨ber G la¨sst sich der Schlu¨sselbegriff definieren,
der dem gesamten Algorithmus zugrunde liegt, na¨mlich der Begriff des unmittelbaren Nachfolgers
einer p-Gruppe: Hat G die p-Klasse c und d als minimale Anzahl von Erzeugern, so ist eine p-
Gruppe H ein Nachfolger von G, wenn H ebenfalls d als minimale Anzahl von Erzeugern hat und
wenn die FaktorgruppeH/γc(H) isomorph zu G ist. Eine GruppeH ist ein unmittelbarer Nachfolger
von G, wenn H ein Nachfolger von G ist und außerdem die p-Klasse c+ 1 hat.
U¨ber den Begriff des Nachfolgers la¨sst sich ein Verfahren beschreiben, mit dem man ausgehend
von der elementarabelschen Gruppe Cdp jede endliche p-Gruppe ermitteln kann, die d als minimale
Anzahl von Erzeugern hat. Ist G = γ0(G) > γ1(G) > · · · > γc−1(G) > γc(G) = {1} die absteigende
p-Zentralreihe von G bis zum ersten Auftreten der trivialen Untergruppe und hat G den Wert d
als minimale Anzahl von Erzeugern, so gilt:
1. Nach dem Basissatz von Burnside ist die Faktorgruppe G/γ1(G) isomorph zu C
d
p . Daher ist
G ein Nachfolger der elementarabelschen Gruppe Cdp .
2. Fu¨r jedes imit 1 ≤ i ≤ c−1 gilt: Die FaktorgruppeG/γi+1(G) ist ein unmittelbarer Nachfolger
von G/γi(G).
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1.3.2 Die Idee des Algorithmus
Mit den bisherigen U¨berlegungen zeichnet sich der Weg ab, u¨ber den man endliche p-Gruppen be-
rechnen kann: Jede endliche p-Gruppe mit d als minimaler Anzahl von Erzeugern ist ein Nachfolger
– wenn auch nicht unbedingt ein unmittelbarer – der elementarabelschen Gruppe Cdp . Außerdem
gibt es fu¨r G eine endliche Folge von p-Gruppen, sodass aufsteigend von Cdp bis zu G jedes Glied
dieser Folge ein unmittelbarer Nachfolger des vorangegangenen ist und dass mit jedem Schritt in
dieser Folge die p-Klasse der Gruppe um 1 gro¨ßer ist als die der vorangegangenen. Daher steigt
auch mit jedem Schritt die Ordnung der Gruppen wenigstens um den Faktor p.
Man kann also auf folgendem Weg alle Isomorphieklassen von p-Gruppen bis zu einer vorgege-
benen p-Klasse c und d als minimaler Anzahl von Erzeugern erreichen:
1. Man beginne mit der elementarabelschen Gruppe Cdp , die die p-Klasse 1 hat, d. h. man setze
fu¨r eine Menge L1 als Anfangswert des Verfahrens L1 = {Cdp}.
2. Man bestimme alle unmittelbaren Nachfolger der Gruppen aus Li und fasse sie in einer Menge
Li+1 zusammen. Alle Elemente von Li+1 haben die p-Klasse i+ 1.
3. Man wiederhole Schritt 2, bis i den Wert c erreicht.
Wir werden sehen, dass es einfacher ist, unmittelbare Nachfolger zu ermitteln als beliebige. Daher
ist der Algorithmus so kleinschrittig u¨ber die unmittelbaren Nachfolger aufgebaut.
1.3.3 Die einzelnen Schritte: Unmittelbare Nachfolger
Bisher ist die Rede von einer Ermittlung der unmittelbaren Nachfolger gewesen und damit offen
geblieben, ob mit einer Ermittlung die Berechnung im Sinne Turings oder eine Spielart des Kaffee-
satzlesens gemeint ist. In der Tat ist das Verfahren eine algorithmische Methode, die gleich etwas
na¨her beschrieben wird und bei deren Beschreibung besonders auf die beiden folgenden Fragen
eingegangen werden soll:
1. Wie lassen sich unmittelbare Nachfolger berechnen?
2. Wie la¨sst sich Redundanz vermeiden? Da in der abstrakten Gruppentheorie nicht die Realisie-
rung der Gruppen von Interesse ist, sondern nur ihre Isomorphieklassen, ist es wu¨nschenswert,
eine Liste unmittelbarer Nachfolgern zu erhalten, in der keine Gruppe zu einer anderen iso-
morph ist.
Beide Fragen werden im Artikel [15] zusammenfassend beantwortet, indem O’Brien etliche Er-
kenntnisse benutzt, die im Zusammenhang mit den Burnside-Fragen insbesondere durch Havas und
Newman entstanden sind.
Zu jeder endlichen p-Gruppe G gibt es eine endliche p-Gruppe P (G), welche die folgende Ei-
genschaft hat: Jede Gruppe H, die eine elementarabelsche Untergruppe Z entha¨lt, sodass H/Z
isomorph zu G ist, ist selbst isomorph zu einer Faktorgruppe von P (G). Da die letzte nichttriviale
Stufe einer absteigenden p-Zentralreihe eine elementarabelsche Untergruppe ist, ist insbesondere
jeder unmittelbare Nachfolger von G zu einer Faktorgruppe von P (G) isomorph. Die Gruppe P (G)
wird im Englischen das p-Cover von G genannt. Dieser Ausdruck wird hier unu¨bersetzt ebenfalls
benutzt.
Die Verwendung des bestimmten Artikels legt es nahe, dass die Gruppe P (G) eindeutig bestimmt
sei. Sie ist in der Tat (bis auf Isomorphie) eindeutig bestimmt und kann nach [9] aus einer endlichen
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Pra¨sentation von G berechnet werden, indem man eine endliche Pra¨sentation von G nach dem
algorithmischen Verfahren aus [9] erweitert und – sofern es no¨tig ist – nach dem Algorithmus von
Knuth-Bendix in eine konsistente endliche Pra¨sentation u¨berfu¨hrt. Das Knuth-Bendix-Verfahren
steht allgemein fu¨r endliche Pra¨sentationen zur Verfu¨gung und wird beispielsweise in [18] auf den
Seiten 43 bis 95 ausfu¨hrlich beschrieben.
Fu¨r die weitere Schilderung des Verfahrens sind zwei Untergruppen des p-Covers P (G) von G
von Bedeutung, na¨mlich der Multiplikator M(G) und der Nukleus N(G).
Es la¨sst sich zeigen, dass auch P (G) eine elementarabelsche Untergruppe M(G) entha¨lt, sodass
die Faktorgruppe P (G)/M(G) isomorph zu G ist. Die UntergruppeM(G) ist bis auf die Wahl eines
Epimorphismus von P (G) auf G eindeutig bestimmt. Das Konstruktionsverfahren der Pra¨sentation
von P (G) aus der von G zeichnet einen dieser Epimorphismen aus. Man kann daher M(G) als
eindeutig bestimmt annehmen (die Isomorphieklassen der unmittelbaren Nachfolger von G, die
u¨ber P (G) und M(G) berechnet werden, sind von der Wahl von M(G) unabha¨ngig).
Die zweite wichtige Untergruppe von P (G) ist der Nukleus N(G). Die Untergruppe N(G) ist als
c-te Stufe der absteigenden p-Zentralreihe von P (G) definiert. Da P (G) einerseits mindestens die p-
Klasse c hat (andernfalls ga¨be es keinen Epimorphismus von P (G) auf G) und da P (G) andererseits
ho¨chstens die p-Klasse c+ 1 hat (andernfalls wa¨re M(G) nicht elementarabelsch), ist N(G) trivial
oder eine Untergruppe von M(G) (denn sonst ha¨tte G eine gro¨ßere p-Klasse als c).
Jede Untergruppe U von M(G), die ein Supplement zu N(G) in M(G) ist, liefert in Gestalt
der Faktorgruppe P (G)/U einen unmittelbaren Nachfolger von G, sofern P (G) die p-Klasse c + 1
hat. Diese Aussage ist ein zentrales Ergebnis der Arbeit [15]. Untergruppen von M(G) mit dieser
Eigenschaft werden als zula¨ssige Untergruppen von P (G) bezeichnet. Falls also G u¨berhaupt un-
mittelbare Nachfolger besitzt, erha¨lt man dadurch eine vollsta¨ndige Liste ihrer Isomorphieklassen,
dass man P (G) nach jeder zula¨ssigen Untergruppe von P (G) faktorisiert.
1.3.4 Vermeidung von Redundanz: Bahnen zula¨ssiger Untergruppen
Nach dem bisher geschilderten Verfahren erha¨lt man zwar eine vollsta¨ndige Liste unmittelbarer
Nachfolger von G, aber andererseits auch eine Liste, die mo¨glicherweise mehrere unmittelbare
Nachfolger derselben Isomorphieklasse entha¨lt. Das p-Cover zur Gruppe C3p entha¨lt beispielsweise
(p6− 1)/(p− 1) zula¨ssige Untergruppen einer solchen Ordnung, dass die Faktorgruppen von P (C3p)
nach diesen Gruppen unmittelbare Nachfolger der Ordnung p4 sind. Aber die unmittelbaren Nach-
folger der Ordnung p4 bilden nur vier verschiedene Isomorphieklassen. Da es im allgemeinen schwer
festzustellen ist, ob zwei Gruppen, die durch endliche Pra¨sentationen gegeben sind, isomorph zuein-
ander sind, stellt sich die Frage, ob man vor dem Faktorisieren eine Auswahl unter den zula¨ssigen
Untergruppen treffen kann, sodass sich eine Redundanz unter den unmittelbaren Nachfolgern nicht
ergibt.
Als weitere zentrale Erkenntnis stellt der Artikel [15] eine Methode zur Verfu¨gung, mit der man
die zula¨ssigen Untergruppen in A¨quivalenzklassen einteilen kann, die den Isomorphieklassen der
unmittelbaren Nachfolger entsprechen. Diese A¨quivalenzklassen sind die Bahnen der zula¨ssigen
Untergruppen unter einer bestimmten Operation der Automorphismengruppe von G auf M(G):
Jedem Automorphismus α von G la¨sst sich ein so genannter Erweiterungsautomorphismus α∗ ∈
Aut(P (G)) zuordnen, derM(G) invariant la¨sst. Daher operiert die AutomorphismengruppeAut(G)
von G u¨ber Erweiterungsautomorphismen auf M(G). Die Bahnen der zula¨ssigen Untergruppen
unter dieser Operation entsprechen den A¨quivalenzklassen der unmittelbaren Nachfolger, die sich
durch Faktorisierung von P (G) nach zula¨ssigen Untergruppen ergeben.
Da der Nukleus als Teil der absteigenden p-Zentralreihe eine charakteristische Untergruppe von
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P (G) ist, braucht man die Operation von Aut(G) nicht auf die Menge der zula¨ssigen Untergruppen
einzuschra¨nken, sondern kann die Bahnen auf der Menge aller Untergruppen des Multiplikators
betrachten, denn jede dieser Bahnen entha¨lt keine oder ausschließlich zula¨ssige Untergruppen.
Zur Berechnung solcher Bahnen kann man Methoden aus der linearen Algebra zur verwenden:
Der Multiplikator M(G) ist eine elementarabelsche Gruppe und der endlich Ko¨rper Fp aus p Ele-
menten operiert durch Fp ×M(G) → M(G) : (f,m) 7→ mf im Sinn einer Skalarmultiplikation
auf M(G). Daher kann man M(G) als Vektorraum u¨ber Fp auffassen. Hat M(G) die Ordnung
pk, so ist M(G) isomorph zur additiven Gruppe Fkp. Daher gibt es einen Operationshomomorphis-
mus ϕ : Aut(G)→ GL(k, p), sodass die Operation von Aut(G) u¨ber Erweiterungsautomorphismen
auf M(G) der Operation von Aut(G) u¨ber ϕ auf Fkp entspricht. Aus diesem Grunde kann man
Matrixgruppen verwenden, um die Bahnen der zula¨ssigen Untergruppen zu ermitteln.
1.3.5 Zusammenfassende U¨bersicht
Insgesamt setzt sich die Berechnung der unmittelbaren Nachfolger einer p-Gruppe G aus den fol-
genden Schritten zusammen:
1. Man berechne aus einer Pra¨sentation von G nach [9] und dem Knuth-Bendix-Algorithmus
eine Pra¨sentation von P (G). Man lese M(G) unmittelbar aus der Pra¨sentation von P (G) ab
und bestimme N(G) und damit die p-Klasse von P (G). Unter gu¨nstigen Umsta¨nden la¨sst
sich N(G) ebenfalls unmittelbar aus der Pra¨sentation von P (G) ablesen, andernfalls stehen
algorithmische Verfahren zur Verfu¨gung.
2. Falls P (G) genauso wie G die p-Klasse c hat, so hat G keine unmittelbaren Nachfolger. In
diesem Fall ist das Verfahren abgeschlossen. Andernfalls fahre man fort.
3. Man berechne, wie Aut(G) u¨ber Erweiterungsautomorphismen aufM(G) ∼= Fkp operiert, bzw.
man berechne den entsprechenden Operationshomomorphismus ϕ : Aut(G)→ GL(k, p). Fu¨r
diesen Schritt sind zu jedem Element aus Aut(G) oder – falls bekannt – auch nur zu jedem
Erzeuger von Aut(G) endlich viele Wortoperationen in P (G) durchzufu¨hren.
4. Man ermittle die Bahnen der Untergruppen inM(G) oder der entsprechenden Unterra¨ume in
Fkp unter der Operation von Aut(G) und bilde aus den Bahnen, die zula¨ssige Untergruppen ent-
halten, ein Vertretersystem V . Fu¨r diesen Schritt stehen die Bahn-Stabilisator-Algorithmen
zur Verfu¨gung. Falls nur unmittelbare Nachfolger einer bestimmten Ordnung von Interesse
sind, kann dieser Schritt auf Untergruppen von M(G) einer entsprechenden Ordnung oder
Unterra¨ume von Fkp einer entsprechenden Dimension eingeschra¨nkt werden.
5. Man bilde fu¨r jedes U aus V die Faktorgruppe P (G)/U . So erha¨lt man eine vollsta¨ndige Liste
unmittelbarer Nachfolger von G, in der jede Isomorphieklasse genau einmal vertreten ist.
Mit dieser Befehlsfolge ist der Algorithmus skizziert, der zu einer vorgegebenen p-Gruppe bzw. ei-
ner ihrer endlichen Pra¨sentationen alle Isomorphieklassen unmittelbarer Nachfolger redundanzfrei
berechnet. Zu diesem Algorithmus liegen Implementationen fu¨r einige Computer-Algebra-Syste-
me vor. So hat Newman beispielsweise einige Erga¨nzungspakete fu¨r Gap [6] initiiert, die diesen
Algorithmus umsetzen.
Dass jeder Schritt der oben aufgefu¨hrten Befehlsfolge algorithmisch durchfu¨hrbar ist, la¨sst sich
mit einer Ausnahme unmittelbar erkennen: Es wird stillschweigend vorausgesetzt, dass die Auto-
morphismengruppe von G bekannt ist. Diese Bedingung scheint fu¨r die meisten p-Gruppen nicht
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erfu¨llt zu sein. Gerade der oben dargestellte Algorithmus erlaubt es aber, die Automorphismengrup-
pen der unmittelbaren Nachfolger einer p-Gruppe aus der Automorphismengruppe von G zu berech-
nen. Dies hat O’Brien bereits im Artikel [15] dargelegt. Spa¨tere Vero¨ffentlichungen von O’Brien [16]
und Eick u. a. [8] beschreiben dieses Verfahren genauer und schlagen einige Optimierungsmo¨glich-
keiten vor. Die Lo¨sung des Problems ist u¨berraschend einfach: Ist U eine zula¨ssige Untergruppe
von P (G), so la¨sst sich die Automorphismengruppe von P (G)/U unmittelbar aus dem Stabilisator
von U unter der Operation von Aut(G) u¨ber Erweiterungsautomorphismen auf M(G) ablesen. Be-
ginnt man damit, p-Gruppen ausgehend von einer elementarabelschen Gruppe Cdp zu berechnen, so
macht der Ausgangspunkt des Verfahrens keine Schwierigkeiten, denn die Automorphismengruppe
von Cdp ist in der Gestalt von GL(d, p) hinreichend bekannt.
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2.1 Endliche Gruppen von Primzahlpotenzordnung
2.1. Definition: Eine Gruppe G ist eine endliche p-Gruppe zur Primzahl p, wenn es eine natu¨rli-
che Zahl n gibt mit |G| = pn.
2.2. Bemerkung: Da in dieser Arbeit nur endliche p-Gruppen eine Rolle spielen, wird statt
”
end-
liche p-Gruppe“ nur
”
p-Gruppe“ geschrieben.
2.3. Definition: Die absteigende p-Zentralreihe
γ0(G) ≥ γ1(G) ≥ . . . ≥ γi(G) ≥ γi+1(G) ≥ . . .
einer p-Gruppe G ist folgendermaßen rekursiv definiert: Es ist γ0(G) = G und
γi+1(G) = [γi(G), G]γi(G)
p = 〈[h, g]kp | h, k ∈ γi(G) und g ∈ G〉,
wobei [h, g] = h−1g−1hg der Kommutator von h und g ist. Wenn γc(G) = {1} ist und c die kleinste
natu¨rliche Zahl mit dieser Eigenschaft ist, so ist c die p-Klasse von G.
2.4. Satz: (Basissatz von Burnside) Ist G eine p-Gruppe mit |G/γ1(G)| = pd, so entha¨lt jedes
minimale Erzeugendensystem von G genau d Elemente.
Beweis: Siehe [13], Seite 273. ✷
2.5. Satz: Es sei G = 〈a1, . . . , ad〉 eine endliche p-Gruppe und G/γ1(G) mit |G/γ1(G)| = pd werde
von den Bildern von a1, . . . , ad unter dem natu¨rlichen Homomorphismus ν : G→ G/γ1(G) erzeugt.
1. Ist θ ein Homomorphismus von G, so ist γi(G)
θ = γi(G
θ) fu¨r alle i ∈ N0. Insbesondere ist
jedes Glied der absteigenden p-Zentralreihe ein Normalteiler von G.
2. Ist N ein echter Normalteiler von G und hat G/N die p-Klasse c, so ist γc(G) eine Unter-
gruppe von N .
3. Fu¨r alle i, j ∈ N0 ist die Gruppe [γi(G), γj(G)] eine Untergruppe von γi+j(G).
4. Die Faktorgruppe γ1(G)/γ2(G) wird von {api | 1 ≤ i ≤ d} ∪ {[aj , ai] | 1 ≤ i < j ≤ d} erzeugt.
5. Es sei s ∈ N und Us eine Teilmenge von γs(G), sodass die Faktorgruppe γs(G)/γs+1(G)
unter dem natu¨rlichen Homomorphismus νs : γs(G) → γs(G)/γs+1(G) von den Bildern der
Elemente aus Us erzeugt wird. Dann wird γs+1(G)/γs+2(G) von der Menge {(up)νs+1 | u ∈
U} ∪ {([u, ai])νs+1 | u ∈ U und 1 ≤ i ≤ d} erzeugt, wobei νs+1 : γs(G) → γs(G)/γs+1(G) der
natu¨rliche Homomorphismus ist.
6. Fu¨r jedes i, sodass γi(G) nichttrivial ist, sind die Gruppen γi(G)
p und [γi(G), G] sowie γi+1(G)
echte Untergruppen von γi(G). Insbesondere gibt es ein c ∈ N, sodass γc(G) = {1} ist.
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Beweis: Siehe [18], Seite 446. ✷
2.6. Satz: Ist G eine p-Gruppe und i ∈ N0, so ist γi+1(G) der kleinste Normalteiler N von G, der
in γi(G) enthalten ist, sodass γi(G)/N elementarabelsch und im Zentrum von G/N enthalten ist.
Beweis: Siehe [18], Seite 446. ✷
2.7. Lemma: Ist G = 〈a1, . . . , ad〉 eine endliche p-Gruppe der Ordnung pn mit d als minimaler
Anzahl von Erzeugern und ist N eine charakteristische und elementarabelsche Untergruppe des
Zentrums von G und hat N die Ordnung pk, so ist die Untergruppe V von Aut(G), deren Elemente
auf G/N die Identita¨t liefern, ein Normalteiler von Aut(G) und isomorph zur elementarabelschen
Gruppe C
d(n−k)
p .
Beweis: Es sei H = G/N , ψ : G → N der natu¨rliche Homomorphismus und T eine Transversale
zu N in G. Da N eine charakteristische Untergruppe von G ist, induziert jeder Automorphismus
θ von G einen Automorphismus θϕ von H. Die Abbildung ϕ : Aut(G)→ Aut(H) ist offensichtlich
ein Homomorphismus und der Kern von ϕ ist gerade V . Also ist V nach den u¨blichen Homomor-
phiesa¨tzen ein Normalteiler von Aut(G). Da {a1, . . . , ad} ein Erzeugendensystem von G ist, ist
{aψ1 , . . . , aψd } ein Erzeugendensystem von H. Es sei
X =
{
(x1, . . . , xd) ∈ Gd | xψi = aψi fu¨r alle i mit 1 ≤ i ≤ d
}
.
Da es fu¨r jedes g ∈ G genau ein t ∈ T und genau ein m ∈ N mit g = tm sowie |N | = pk
und |T | = pn−k als auch gψ = (tm)ψ = tψ ist, ist |X| = pd(n−k). Weil V der Kern von V ist
und damit fu¨r alle ν ∈ V die Bedingung (aψi )ν
ϕ
= (aψi ) fu¨r alle i mit 1 ≤ i ≤ d erfu¨llt ist,
ist (xν1 , . . . , x
ν
d) ∈ X fu¨r alle ν ∈ V . Also operiert V in dieser Weise auf X. Es sei B die Bahn
eines Elementes x = (x1, . . . , xd) aus X unter dieser Operation von V in X. Nach den Bahnen-
Stabilisator-Sa¨tzen ist |B| gleich dem Index [V : StabV (x)]. Es sei ν ∈ StabV (x). Dann ist xνi = xi
fu¨r alle i mit 1 ≤ i ≤ d. Da G nach dem Basissatz von Burnside von {x1, . . . , xd} erzeugt und
damit ν jedes Element aus G invariant la¨sst, ist ν die identische Abbildung. Also ist |StabV (x)| = 1
und |B| = |V |. Da x beliebig aus X gewa¨hlt ist, hat jede Bahn in X unter V die La¨nge |V |,
d. h. es gibt ein k ∈ N mit |X| = k|V |. Also ist |V | ein Teiler von pd(n−k) und V damit eine p-
Gruppe, deren Ordnung pd(n−k) teilt. Nun wird eine Untergruppe U von V angegeben, die die
Ordnung pd(n−k) hat. Es sei ν(n1, . . . , nd) : G→ G die Abbildung, die fu¨r alle i mit 1 ≤ i ≤ d das
Element ai auf aini mit ni ∈ N abbildet. Da {a1, . . . , ad} ein Erzeugendensystem von G ist, ist
mit dieser Definition ν(n1, . . . , nd) auf ganz G erkla¨rt, und da N zentral in G ist, ist ν(n1, . . . , nd)
ein Homomorphismus. Außerdem ist (a
ν(n1,...,nd)
1 , . . . , a
ν(n1,...,nd)
d ) ein Element von X und damit ein
Erzeugendensystem von G. Daher ist ν(n1, . . . , nd) ein Automorphismus von G. Da ν(n1, . . . , nd)
ϕ =
idH ist, ist ν(n1, . . . , nd) ein Element von V . Es sei U = {ν(n1, . . . , nd) | n1, . . . , nd ∈ N}. Da idG ∈
U ist und fu¨r ν(n1, . . . , nd) und ν(m1, . . . ,md) ∈ U die Bedingung ν(n1, . . . , nd)◦ν(m1, . . . ,md)−1 =
ν(n1, . . . , nd) ◦ ν(m−11 , . . . ,m−1d ) = ν(n1m−11 , . . . , ndm−1d ) ∈ U erfu¨llt ist, ist U eine Untergruppe
von V und elementarabelsch, da N elementarabelsch ist. Die Ordnung von U ist |N |d = (pn−k)d =
pd(n−k). Also ist U = V . (A¨hnlich [19], Seite 242) ✷
2.2 Polyzyklische Gruppen und ihre Pra¨sentationen
Da in den spa¨teren Teilen der Arbeit nur endliche p-Gruppe betrachtet werden, wird auch dieser
Abschnitt auf den endlichen Fall eingeschra¨nkt.
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2.8. Definition: Es sei G eine endliche Gruppe. Eine polyzyklische Folge der La¨nge n ist eine
Folge von Untergruppen G = G1 ⊇ G2 ⊇ . . . ⊇ Gn ⊇ Gn+1 = {1}, sodass fu¨r alle i mit 1 ≤ i ≤ n
die Untergruppe Gi+1 normal in Gi und die Faktorgruppe Gi/Gi+1 zyklisch ist. Eine Gruppe G
ist polyzyklisch, wenn G eine polyzyklische Folge hat. Eine Menge A = {a1, . . . , an} ⊆ G ist ein
polyzyklisches Erzeugendensystem bzw. die Folge (a1, . . . , an) eine polyzyklische Erzeugerfolge von
G der La¨nge n, wenn G von der Menge A und die Faktorgruppe Gi/Gi+1 fu¨r jedes i mit 1 ≤ i ≤ n
von aiGi+1 erzeugt wird. Hat die Faktorgruppe Gi/Gi+1 die Ordnung mi, so ist mi die relative
Ordnung von ai.
2.9. Lemma:
1. Jede polyzyklische Gruppe hat ein polyzyklisches Erzeugendensystem.
2. Hat ein polyzyklisches Erzeugendensystem einer Gruppe G die La¨nge n, so hat jedes polyzy-
klisches Erzeugendensystem von G die La¨nge n.
3. Faktorgruppen polyzyklischer Gruppen sind polyzyklisch.
4. Untergruppen polyzyklischer Gruppen sind polyzyklisch.
5. Ist N ein Normalteiler einer Gruppe G und sind sowohl N als auch G/N polyzyklisch, so ist
auch G polyzyklisch.
6. Hat G ein polyzyklisches Erzeugendensystem der La¨nge n, so wird jede Untergruppe von G
von ho¨chstens n Elementen erzeugt.
7. Ist A = {a1, . . . , an} ein polyzyklisches Erzeugendensystem der Gruppe G und g ein Element
von G, so gibt es ganze Zahlen e1, . . . , en, sodass g = a
e1
1 · . . . · aenn ist. Die Exponenten
e1, . . . , en sind eindeutig bestimmt, wenn fu¨r alle i die Zahl ei so gewa¨hlt wird, dass 0 ≤ ei <
mi = |〈aiGi+1〉| ist.
Beweis: Siehe [18], Seite 390 bis 392 sowie 394 und 395. ✷
2.10. Definition: Ist A = {a1, . . . , an} ein polyzyklisches Erzeugendensystem der Gruppe G und
ist g = ae11 · . . . · aenn mit 0 ≤ ei < mi = |〈aiGi+1〉|, so ist ae11 · . . . · aenn die nach 2.9 eindeutig
bestimmte Normalform von g bezu¨glich A. In diesem Fall heißt (e1, . . . , en) ∈ Zn der Exponenten-
oder Koeffizientenvektor von g bezu¨glich A. Der erste Eintrag des Exponentenvektors von g ungleich
Null ist der fu¨hrende Exponent oder fu¨hrende Koeffizient von g.
2.11. Definition: Es sei A = {a1, . . . , an} eine endliche Menge, A∗ die Menge der Wo¨rter u¨ber
A und {(u1, v1), . . . , (um, vm)} eine endliche Teilmenge von A∗ × A∗. Ist G eine Gruppe und ist
G ∼= 〈a1, . . . , an | u1 = v1, . . . , um = vm〉, so ist 〈a1, . . . , an | u1 = v1, . . . , um = vm〉 eine endliche
Pra¨sentation von G. Die Elemente der Menge {(u1, v1), . . . , (um, vm)} bzw. die ihnen entsprechen-
den Gleichungen in 〈a1, . . . , an | u1 = v1, . . . , um = vm〉 heißen dann Relationen. Ist u = v eine
Relation, so ist u die linke Seite von u = v und v die rechte Seite von u = v, und u = v ist trivial,
wenn v = 1 ist.
2.12. Lemma: Es sei A = {a1, . . . , an} ein polyzyklisches Erzeugendensystem einer endlichen
Gruppe G, wobei fu¨r jedes i mit 1 ≤ i ≤ n das Element ai die relative Ordnung mi hat. Dann gibt
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es genau eine endliche Pra¨sentation 〈a1, . . . , an | S〉 von G, sodass die Elemente von S fu¨r alle
i, j ∈ {1, . . . , n} folgendermaßen gegeben sind
amii = a
e1(i,i+1)
i+1 · . . . · ae1(i,n)n
ajai = aia
e2(i,j,i+1)
i+1 · . . . · ae2(i,j,n)n fu¨r j > i
Dabei sind die Werte der Funktionen e1 und e2 so bestimmt, dass jede rechte Seite einer Relation
von S in Normalform ist.
Beweis: Siehe [18], Seite 395. ✷
2.13. Definition: Ist G eine polyzyklische Gruppe und A = {a1, . . . , an} ein polyzyklisches Erzeu-
gendensystem von G, so heißt die im Sinne von 2.12 eindeutig bestimmte Pra¨sentation 〈a1, . . . , an |
S〉 von G die polyzyklische Standardpra¨sentation von G bezu¨glich A. Die Relationen des Typs 1
heißen Potenzrelationen und die Relationen des Typs 2 heißen Kommutatorrelationen.
2.14. Lemma: Jede endlich p-Gruppe G ist polyzyklisch.
Beweis: Nach 2.5 gibt es ein kleinstes c ∈ N, sodass γc(G) trivial ist. Nun wird durch Induktion u¨ber
die Glieder der absteigenden p-Zentralreihe gezeigt, dass G polyzyklisch ist. Die triviale Gruppe
γc(G) ist polyzyklisch. Nun sei bereits gezeigt, dass γi(G) polyzyklisch ist. Da H = γi−1(G)/γi(G)
nach 2.6 eine elementarabelsche Gruppe und von endlichem Index ist, ist H isomorph zu Csp mit
ps = |H| und es gibt daher h1 . . . hs ∈ H, sodass H0,H1, . . . ,Hs mit Hi = 〈h1, . . . , hi〉 fu¨r 1 ≤ i ≤ s
und H0 = {1} eine polyzyklische Folge H = Hs > Hs−1 > . . . > H1 > H0 = {1} von H ist. Damit
ist H polyzyklisch. Da sowohl γi(G) als auch die Faktorgruppe H = γi−1(G)/γi(G) polyzyklisch
sind, ist nach 2.9 auch γi−1(G) polyzyklisch. ✷
2.15. Definition: Eine endliche Pra¨sentation 〈a1, . . . , an | S〉 ist eine Potenz-Kommutator-Pra¨sen-
tation zur Primzahl p, wenn sa¨mtliche Elemente von S folgendermaßen gegeben sind
api = a
e1(i,i+1)
i+1 · . . . · ae1(i,n)n
[aj , ai] = a
e2(i,j,j+1)
j+1 · . . . · ae2(i,j,n)n fu¨r j > i
Dabei sind die Werte der Funktionen e1 und e2 so bestimmt, dass jede rechte Seite einer Relation
von S in Normalform ist. Die Relationen vom Typ 1 heißen Potenzrelationen und die Relationen
vom Typ 2 heißen Kommutatorrelationen.
2.16. Definition: Eine Potenz-Kommutator-Pra¨sentation 〈a1, . . . , an | S〉 zur Primzahl p ist kon-
sistent, wenn |〈a1, . . . , an | S〉| = pn ist.
2.17. Satz: Jede endliche p-Gruppe G besitzt eine Potenz-Kommutator-Pra¨sentation zur Primzahl
p.
Beweis: Siehe [20]. ✷
2.18. Bemerkung: Im Weiteren werden in Potenz-Kommutator-Pra¨sentationen alle trivialen Re-
lationen nicht notiert. Statt beispielsweise
〈a1, a2, a3 | [a2, a1] = a3, [a3, a1] = 1, [a3, a2] = 1, ap1 = 1, ap2 = 1, ap3 = 1〉
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oder
〈a1, a2, a3 | [a2, a1] = a3, [a3, a1], [a3, a2], ap1, ap2, ap3〉
wird nur
〈a1, a2, a3 | [a2, a1] = a3〉
geschrieben.
2.19. Definition: Eine Potenz-Kommutator-Pra¨sentation 〈A | S〉 zur Primzahl p ist mit ω und D
gewichtet, wenn D eine Teilmenge von S und ω : A → N eine Abbildung ist, sodass die folgenden
Bedingungen erfu¨llt sind:
1. Es ist ω(a1) = 1 und ω(ai) ≤ ω(ai+1) fu¨r alle i mit 1 ≤ i ≤ n− 1.
2. Zu jedem i mit 1 ≤ i ≤ n gibt es eine Relation api = wi und in wi kommen nur solche
Elemente a von A vor, sodass ω(a) ≥ ω(ai) + 1 ist.
3. Zu jedem i und j, sodass es eine Relation [aj , ai] = uij gibt, kommen in uij nur solche
Elemente a von A vor, sodass ω(a) ≥ ω(ai) + ω(aj) ist.
4. Ist ω(ak) > 1, dann ist eine der beiden folgenden Bedingungen erfu¨llt:
a) Es gibt ein i und ein j mit 1 ≤ i < j ≤ n, sodass ω(ai) = 1 und ω(aj) = ω(ak)− 1 und
uij = ak ist.
b) Es gibt ein i mit 1 ≤ i ≤ n, sodass ω(ai) = ω(ak)− 1 und wi = ak ist.
Genau eine der Relationen [aj, ai] = ak oder a
p
i = ak wird als Definition von ak ausgezeichnet.
Die Menge D besteht genau aus den Definitionen von 〈A | S〉.
Die Abbildung ω wird Gewichtungsfunktion genannt. Ist 〈A | S〉 durch ω und D gewichtet, so ist
der Maximalwert von ω die Gewichtsklasse von 〈A | S〉.
2.20. Lemma: Es sei G eine p-Gruppe. Weiterhin sei 〈a1, . . . , an | S〉 eine mit ω gewichtete
Potenz-Kommutator-Pra¨sentation von G, sodass ω(a1) ≤ . . . ≤ ω(an) ist, und Ah sei definiert
durch Ah = {ai | ai ∈ A und ω(ai) ≥ h+ 1} fu¨r alle h ∈ {1, . . . , ω(n)}. Dann ist γh(G) = 〈Ah〉 fu¨r
alle h ∈ N0.
Beweis: Die Aussage wird u¨ber vollsta¨ndige Induktion bewiesen. Wenn h = 0 ist, so ist nach
γ0(G) = G = 〈A〉 = 〈A0〉 die Behauptung erfu¨llt. Es sei h > 0, und γh(G) werde nach Induktions-
voraussetzung von Ah erzeugt. Dann ist γh+1(G) = [γh(G), G]γh(G)
p, d. h. γh+1(G) wird von allen
Elementen apl und [al, ai] erzeugt, sodass al ∈ Ah und ai ∈ A ist. Da ω(apl ) = ω(al)+ 1 ≥ h+1 und
ω([al, ai]) = ω(al) + ω(ai) ≥ h + 1 ist und damit apl sowie [al, ai] in Ah+1 liegen, ist γh+1(G) eine
Untergruppe von 〈Ah+1〉.
Umgekehrt ist aber auch 〈Ah+1〉 eine Untergruppe von γh+1(G): Es sei ak ∈ Ah+1 und damit
ω(ak) ≥ h + 1 > 1. Dann ist entweder ak = api mit ω(ak) = ω(ai) + 1 oder ω(ak) = [al, ai] mit
ω(ak) = ω(ai)+ω(aj) fu¨r geeignete Elemente ai, al ∈ Ah und ai ∈ A. Nach Induktionsvoraussetzung
und 2.5 ist dann ak ein Element aus γh+1(G). (Beweis nach [9], Seite 217) ✷
2.21. Folgerung: Ist c die p-Klasse von G und hat G eine gewichtete Potenz-Kommutator-Pra¨sen-
tation, so ist c ebenfalls die Gewichtsklasse von G.
2.22. Folgerung: Ist 〈a1, . . . , an | S〉 eine konsistente und gewichtete Potenz-Kommutator-Pra¨sen-
tation einer endlichen p-Gruppe G und {a1, . . . , ad} die Teilmenge von {a1, . . . , an} mit der Ge-
wichtung 1, so entha¨lt jedes nicht zu verkleinernde Erzeugendensystem von G genau d Elemente.
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2.3 Faktorgruppen polyzyklischer Gruppen und ihre
Pra¨sentationen
2.23. Definition: Es sei A = {a1, . . . , an} ein polyzyklisches Erzeugendensystem einer endliche
Gruppe G und U = (g1, . . . , gs) eine endliche Folge von Elementen aus G, sodass a
ei1
1 · . . . · aeinn fu¨r
alle i mit 1 ≤ i ≤ s die Normalform von gi sei.
1. Die Matrix (eij) ∈ Zs×n ist die Exponentenmatrix von U (bezu¨glich A).
2. Die Folge U ist in Standardform, wenn die Exponentenmatrix M von U die folgenden Be-
dingungen erfu¨llt:
a) Keine Zeile von M ist der Nullvektor.
b) Die Matrix M ist zeilenreduziert u¨ber Z.
c) Ist eij ein Eckeintrag von M , dann ist eij ein Teiler der relativen Ordnung von aj.
3. Ist U ist Standardform und M = (eij) die Exponentenmatrix von U , so ist (f1, . . . , fs) ∈ Zs
ein zula¨ssiger Exponentenvektor von U , wenn 0 ≤ fk < mk/eik ist, sofern ak die relative
Ordnung mk hat und eik ein Eckeintrag von M ist.
4. Ist U in Standardform, so ist E(U) die Menge der zula¨ssigen Exponentenvektoren von U und
S(U) = {gf11 · . . . · gfss | (f1, . . . , fs) ∈ E(U)}, sofern U in Standardform ist.
5. Die Folge U ist voll, wenn U in Standardform ist und die folgenden beiden Bedingungen
erfu¨llt sind:
a) Fu¨r alle i und j mit 1 ≤ i < j ≤ s entha¨lt S(U) das Element g−1i gjgi.
b) Ist eij ein Eckeintrag der Exponentenmatrix von U , dann entha¨lt S(U) das Element g
q
i ,
wobei q = mj/eij und mj die relative Ordnung von aj ist.
6. Die folgenden Operationen sind elementare Operationen auf U (mit i, j ∈ {1, . . . , s}):
a) Vertauschen von gi und gj fu¨r i 6= j.
b) Ersetzen von gi durch g
−1
1 .
c) Ersetzen von gi durch gig
e
j fu¨r i 6= j und e ∈ Z.
d) Hinzufu¨gen eines beliebigen Elementes aus 〈g1, . . . , gs〉 als gs+1.
e) Entfernen von gs, wenn gs = 1 ist.
7. Eine Folge V = (h1, . . . , ht) ist a¨quivalent zu U , wenn V durch endlich viele elementare
Operationen in U umgeformt werden kann.
2.24. Lemma: Ist G eine polyzyklische Gruppe und U eine eine endliche Folge von Elementen aus
G in Standardform, so ist S(U) genau dann eine Gruppe, wenn U voll ist. In diesem Fall ist U
eine polyzyklische Erzeugerfolge von S(U).
Beweis: Siehe [18], Seite 409. ✷
2.25. Lemma: Es sei A = {a1, . . . , an} ein polyzyklisches Erzeugendensystem einer endlichen p-
Gruppe G und U = (g1, . . . , gs) eine endliche Folge aus Elementen von G in Standardform.
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1. Alle Eckeintra¨ge der Exponentenmatrix von U sind 1.
2. Ist H eine elementarabelsche Untergruppe von G und sind g1, . . . , gs Elemente von H, so ist
S(U) eine Gruppe.
Beweis: Da G eine p-Gruppe ist, hat jedes Element aus A die relative Ordnung p, und da p eine
Primzahl ist, ist 1 der einzige Teiler von p, der als Eckeintrag in der Exponentenmatrix von U auf-
tritt (denn im Fall von p als Eckeintrag wa¨re der zu diesem Eckeintrag geho¨rende Exponentenvektor
kein Exponentenvektor eines Wortes in Normalform).
Da H abelsch ist, entha¨lt S(U) fu¨r jedes i und j mit 1 ≤ i < j ≤ s das Element g−1i gjgi = gj . Da
jedes Element von A die relative Ordnung p hat und nach der ersten Teilaussage alle Eckeintra¨ge eij
der zu U geho¨renden Exponentenmatrix 1 sind, ist p fu¨r alle j mit 1 ≤ j ≤ n die relative Ordnung
von aj , geteilt durch eij . Daher, und weil H elementarabelsch ist, ist g
p
i = 1 fu¨r alle i mit 1 ≤ i ≤ s
ein Element von H. Also ist die Exponentenmatrix von U voll und S(U) nach 2.25 eine Gruppe.
✷
2.26. Satz: Es sei A = (a1, . . . , an) eine polyzyklische Erzeugerfolge einer endlichen Gruppe G und
〈A | S〉 eine polyzyklische Pra¨sentation von G und U = (g1, . . . , gs) eine Folge von Elementen aus
G, sodass U voll und N = S(U) ein Normalteiler von G ist. Weiterhin sei fu¨r alle i mit 1 ≤ i ≤ n
die Bedingung bi = aiN erfu¨llt und es sei B = {b1, . . . , bn}.
1. Die Folge (b1, . . . , bn) ist eine polyzyklische Erzeugerfolge von G/N .
2. Es sei T = S. Man forme T in folgender Weise um:
a) Ist u = v eine Kommutatorrelation von T , so ersetze in u und in v fu¨r alle i mit
1 ≤ i ≤ n jedes Vorkommnis von ai durch bi.
b) Fu¨r alle i mit 1 ≤ i ≤ n gilt: Gibt es ein j mit 1 ≤ j ≤ s, sodass gj = aeii · . . . · aenn mit
ei > 0 ist, so hat bi die relative Ordnung ei und es gilt b
ei
i = b
−en
n · . . . · b−ei+1i+1 . Falls es
eine Potenzrelation r zu ai gibt, so ersetze r in T durch b
ei
i = [b
−en
n · . . . · b−ei+1i+1 ], wobei
[b−enn · . . . ·b−ei+1i+1 ] das Wort in Normalform von b−enn · . . . ·b−ei+1i+1 ist. Gibt es hingegen kein
j mit 1 ≤ j ≤ s, sodass gj = aeii · . . . · aenn mit ei > 0 ist, und gibt es eine Potenzrelation
r zu ai, so ersetze in r jedes Vorkommnis von ai durch bi.
Dann ist (B,T ) eine polyzyklische Pra¨sentation von G/N .
Beweis: Siehe [18], Seite 414. ✷
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3 Algorithmisches Erzeugen von p-Gruppen fu¨r fest
gewa¨hltes p
In diesem Kapitel wird der theoretische Hintergrund des Algorithmus dargestellt, mit dem man von
endlichen p-Gruppen niedrigerer Ordnung aus solche ho¨herer Ordnung konstruieren kann und da-
durch eine Liste von Gruppen erha¨lt, in der jede Isomorphieklasse zur Gruppenordnung p, p2, . . . , pn
genau einmal auftritt, wobei pn eine beliebig vorgegebenen Schranke ist.
Das Verfahren geht auf eine Idee von Higman zuru¨ck und ist hauptsa¨chlich von Havas, New-
man und O’Brien seit Mitte der siebziger Jahre ausgearbeitet worden (siehe [9], [15] und [16]).
Am Anfang stand nicht die Erzeugung von p-Gruppen selbst im Vordergrund, sondern die Lo¨sung
einiger Probleme der Burnside-Fragen. Erst mit den Aufsa¨tzen [15] und [16] von O’Brien wird
die algorithmische Konstruktion endlicher p-Gruppen zum selbsta¨ndigen Interessenschwerpunkt
und wird seitdem in der algorithmischen Gruppentheorie zur Klassifikation endlicher p-Gruppen
eingesetzt. Einen kleinen U¨berblick u¨ber diese Entwicklung bieten beispielsweise die Aufsa¨tze [2]
und [7].
Der Algorithmus ist bereits im ersten Kapitel informell skizziert worden. An dieser Stelle wird es
ausfu¨hrlich dargestellt. Die Darstellung fasst die Ergebnisse der Aufsa¨tze [9], [15] und [16] in einer
einheitlichen Notation zusammen und konzentriert sich dabei auf die Erzeugung von p-Gruppen.
Die urspru¨ngliche Motivation u¨ber die Burnside-Fragen wird nicht weiter verfolgt. Die Beweise oder
zumindest die Beweisideen der zentralen Sa¨tzen stammen gro¨ßtenteils aus diesen Arbeiten und sind
im Folgenden mit ihren Quellen gekennzeichnet.
3.1 Nachfolger, p-Cover, Nukleus und Multiplikator
In diesem Abschnitt werden die Schlu¨sselbegriffe des algorithmischen Verfahrens definiert und einige
der zentralen Sa¨tze zitiert.
3.1. Definition: Es sei G eine endliche p-Gruppe mit der p-Klasse c und mit d als minimaler
Anzahl von Erzeugern.
1. Eine endliche p-Gruppe H ist ein Nachfolger von G, wenn die Faktorgruppe H/γc(H) iso-
morph zu G ist und H ebenfalls d als minimale Anzahl von Erzeugern hat.
2. Eine endliche p-Gruppe H ist ein unmittelbarer Nachfolger von G, wenn H ein Nachfolger
von G ist und die p-Klasse c+ 1 hat.
3. Die Gruppe G ist erweiterbar, wenn G unmittelbare Nachfolger hat, andernfalls ist G ab-
schließend.
3.2. Lemma: Jede endliche p-Gruppe mit d als minimaler Anzahl von Erzeugern ist ein Nachfolger
der elementarabelschen Gruppe Cdp .
Beweis: Die elementarabelsche Gruppe Cdp ist nach 2.5 isomorph zu G/γ1(G) und hat die p-Klasse
1 sowie d als minimale Anzahl von Erzeugern. ✷
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3.3. Lemma: Fu¨r jede endliche p-Gruppe G ist G/γi+1(G) ein unmittelbarer Nachfolger von
G/γi(G), sofern i ∈ N kleiner ist als die p-Klasse von G.
Beweis: Die Gruppe G/γi(G) hat die p-Klasse i und die Gruppe G/γi+1(G) die p-Klasse i+1. Es
sei θ : G→ γi+1(G) der natu¨rliche Homomorphismus. Nach 2.5 ist daher γi(G/γi+1(G)) = γi(Gθ) =
γi(G)
θ = γi(G)/γi+1(G). Mit den u¨blichen Homomorphiesa¨tzen erha¨lt man
(G/γi+1(G))/γi(G/γi+1(G)) = (G/γi+1(G))/(γi(G)/γi+1(G)) ∼= G/γi+1(G).
Damit ist G/γi+1(G) ein unmittelbarer Nachfolger von G/γi(G). ✷
3.4. Satz: Es sei G eine p-Gruppe mit der p-Klasse c. Dann gibt es eine endliche Folge von Gruppen
G1, . . . , Gc, sodass gilt: Es ist erstens Gc = G, zweitens ist G1 elementarabelsch und drittens ist
Gi+1 fu¨r alle i ∈ {1, . . . , c− 1} ein unmittelbarer Nachfolger von Gi.
Beweis: Dieser Satz ergibt sich unmittelbar aus 3.2 und 3.3. ✷
3.5. Definition: Es sei G eine p-Gruppe der p-Klasse c mit d als minimaler Anzahl von Erzeugern,
F eine freie Gruppe vom Rang d, R der Kern eines Epimorphismus θ von F auf G und R∗ =
[R,F ]Rp.
1. Die Gruppe P (G) = F/R∗ = F/[R,F ]Rp ist das p-Cover von G.
2. Die Gruppe M(G) = R/R∗ = R/[R,F ]Rp ist der Multiplikator von G.
3. Die Gruppe N(G) = γc(P (G)) ist der Nukleus von G.
Diese Gruppen sind nach 3.7 bis auf Isomorphie eindeutig bestimmt. Da in dieser Arbeit nur die
Isomorphieklassen der Gruppen von Interesse sind, wird die Bezugnahme auf F und θ im Weiteren
vernachla¨ssigt.
3.6. Satz: Es sei G eine endliche p-Gruppe mit d als minimaler Anzahl von Erzeugern, H ebenfalls
eine p-Gruppe mit d als minimaler Anzahl von Erzeugern und Z ≤ H eine zentrale, elementarabel-
sche Untergruppe von H, sodass G isomorph zu H/Z ist. Dann ist H ein homomorphes Bild von
P (G).
Beweis: Die Gruppe G habe die p-Klasse c. Es sei F eine freie Gruppe vom Rang d und R der
Kern eines Epimorphismus θ : F → G. Dann ist P (G) = F/[F,R]Rp. Da H eine Gruppe mit d
als minimaler Anzahl von Erzeugern ist, gibt es einen Epimorphismus ψ : F → H; und da H eine
Faktorgruppe entha¨lt, die isomorph zu G ist, gibt es auch einen Epimorphismus ϕ : H → G, wobei
Z der Kern von ϕ ist. Da F eine freie Gruppe ist, kann man annehmen, dass θ = ψ◦ϕ erfu¨llt ist. Da
R der Kern von θ ist, wird R nach den u¨blichen Homomorphiesa¨tzen von ψ auf eine Untergruppe
von Z abgebildet. Nach 2.5 ist R∗ = [R,F ]Rp seinerseits eine Untergruppe von R und wird damit
ebenfalls auf eine Untergruppe von Z abgebildet. Da aber Z zentral und elementarabelsch ist,
werden sowohl Rp als auch [R,F ] auf die triviale Untergruppe von Z abgebildet. Damit ist insgesamt
(R∗)ψ = {1} ≤ Z. Also ist H ein homomorphes Bild von F/R∗. (Beweis nach [15], Seite 679) ✷
3.7. Lemma: Ist G eine endliche p-Gruppe mit der p-Klasse c und mit d als minimaler Anzahl
von Erzeugern und R der Kern eines Epimorphismus θ von der freien Gruppe F vom Rang d auf
G, so ist die Isomorphieklasse der Gruppe P (G) = F/([F,R]Rp) unabha¨ngig von der Wahl des
Epimorphismus θ.
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Beweis: Die Gruppen G1 und G2 seien isomorph, die Abbildungen θ1 : F → G1 und θ2 : F →
G2 Epimorphismen und R1 = Kern(θ1) sowie R2 = Kern(θ2). Es seien P (G1) = F/[R1, F ]R
p
1
und P (G2) = F/[R2, F ]R
p
2. Dann sind P (G1) und P (G2) isomorph, da beide Gruppen nach 3.6
homomorphe Bilder voneinander sind. (Beweis nach [15], Seite 679) ✷
3.8. Lemma: Der Nukleus N(G) des p-Covers P (G) einer endlichen p-Gruppe G ist eine Unter-
gruppe des Multiplikators M(G).
Beweis: Die Gruppe G habe die p-Klasse c. Analog zum Beweis von 3.6 erha¨lt man, dass R/R∗
ein Normalteiler von F/R∗ ist. Nach den Isomorphiesa¨tzen ist G ∼= F/R ∼= (F/R∗)/(R/R∗). Also
hat (F/R∗)/(R/R∗) die p-Klasse c; und nach 2.5 ist daher γc(F/R
∗) = γc(P (G)) = N(G) eine
Untergruppe von F/R∗ =M(G). ✷
3.9. Lemma: Es ist G ∼= P (G)/M(G) und M(G) ist zentral und elementarabelsch. Außerdem hat
P (G) ho¨chstens die p-Klasse c+ 1.
Beweis: Aus dem Beweis zu 3.8 ergibt sich, dass G isomorph zu P (G)/M(G) ist, und mit 3.6
erha¨lt man, dass M(G) zentral und elementarabelsch ist. Da N(G) = γc(P (G)) nach 3.8 eine
Untergruppe von M(G) ist, wa¨re M(G) im Widerspruch zur ersten Teilaussage dieses Lemmas
nicht elementarabelsch, wenn P (G) eine ho¨here p-Klasse als c+ 1 ha¨tte. ✷
3.10. Folgerung: Die Gruppe G ist genau dann erweiterbar, wenn P (G) die p-Klasse c+ 1 hat.
3.2 Die Berechnung des p-Covers
3.11. Definition: Es sei 〈A |S〉 mit A = {a1, . . . , an} eine mit ω und der Definitionenmenge
D ⊆ S gewichtete konsistente Potenz-Kommutator-Pra¨sentation zur Primzahl p. Weiterhin sei
ω(ai) > 1 fu¨r i ∈ {d + 1, . . . , n}. Dann ist 〈A′ |S′〉 mit A′ = {a1, . . . , ad+n(n+1)/2} die p-Cover-
Pra¨sentation von 〈A |S〉 (bzw. von der durch 〈A |S〉 gegebenen Gruppe), sofern S′ genau aus den
folgenden Relationen besteht:
1. S′ entha¨lt die n− d Definitionen zu {ad+1, . . . , an} aus D ⊆ S.
2. Fu¨r k ∈ {n + 1, . . . , d + n(n + 1)/2} entha¨lt S′ genau d + n(n − 1)/2 Relationen der Art
uk = vkak, wobei uk = vk eine Relation in S ist, die keine Definition von 〈A |S〉 ist. Diese
Relationen heißen Kernrelationen.
3. S′ entha¨lt triviale Relationen, durch die an+1, . . . , ad+n(n+1)/2 zentral und von der Ordnung p
sind.
Die Relationen der ersten beiden Arten sind Definitionen von 〈A′ |S′〉.
3.12. Satz: Hat G die gewichtete Potenz-Kommutator-Pra¨sentation 〈A |S〉 und ist 〈A′ |S′〉 die p-
Cover-Pra¨sentation von 〈A |S〉, so ist 〈A′ |S′〉 eine Potenz-Kommutator-Pra¨sentation von P (G),
sofern 〈A′ |S′〉 konsistent ist. Ist hingegen 〈A′ |S′〉 nicht konsistent, so la¨sst sich 〈A′ |S′〉 mit dem
Knuth-Bendix-Verfahren in eine konsistente Potenz-Kommutator-Pra¨sentation 〈A′′ |S′′〉 u¨berfu¨hren,
sodass 〈A′′ |S′′〉 eine Potenz-Kommutator-Pra¨sentation von P (G) ist.
Beweis: Siehe [9], Seite 220. Das Knuth-Bendix-Verfahren wird beispielsweise in [18], Seite 43 bis
95, dargestellt. ✷
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3.13. Lemma: Hat G eine konsistente p-Cover-Pra¨sentation 〈A′ |S′〉 mit der Gewichtsklasse c,
so wird M(G) von den Erzeugern von P (G) erzeugt, die u¨ber Kernrelationen definiert sind, und
N(G) von den Erzeugern, die mit c gewichtet sind.
Beweis: Siehe [9], Seite 220 und 2.20. ✷
3.3 Zula¨ssige Untergruppen und Isomorphieklassen unmittelbarer
Nachfolger
Mit dem vorangegangenen Abschnitt ist deutlich geworden, dass alle unmittelbaren Nachfolger
einer p-Gruppe G zu einer Faktorgruppe von P (G) isomorph sind (falls G u¨berhaupt unmittelbare
Nachfolger hat). Nun werden die folgenden Fragen beantwortet:
1. Welche Faktorgruppen von P (G) stellen unmittelbare Nachfolger von G dar?
2. Wenn P (G)/U1 und P (G)/U2 unmittelbare Nachfolger von G sind, la¨sst sich dann bereits an
U1 und U2 erkennen, ob P (G)/U1 und P (G)/U2 isomorph zueinander sind?
Im allgemeinen ist es eine schwierige Aufgabe, zu entscheiden ob zwei Gruppen isomorph zu ein-
ander sind bzw. ob zwei endliche Pra¨sentationen Gruppen derselben Isomorphieklasse darstellen.
Daher ist eines der Ergebnisse fu¨r diese Klassifikationsaufgabe besonders hilfreich: Nur Untergrup-
pen U einer gewisse Teilmenge Z der Untergruppen von P (G) stellen als Faktorgruppen P (G)/U
unmittelbare Nachfolger von G dar. Diese Untergruppen werden zula¨ssige Untergruppen genannt.
Auf Z operiert die Automorphismengruppe von G, sodass Z in Bahnen zerfa¨llt. Die Bahnen dieser
Operation entsprechen den Isomorphieklassen unmittelbarer Nachfolger. Damit wird das Problem
der Isomorphiepru¨fung auf das Problem der Bahnenberechnung zuru¨ckgefu¨hrt.
3.14. Definition: Eine Untergruppe U von M(G) ist zula¨ssig, wenn P (G)/U ein unmittelbarer
Nachfolger von G ist, andernfalls ist U unzula¨ssig.
3.15. Definition: Die zula¨ssigen Untergruppen U1 und U2 sind a¨quivalent, wenn P (G)/U1 iso-
morph zu P (G)/U2 ist.
3.16. Satz: Eine Untergruppe U ist genau dann zula¨ssig, wenn U eine echte Untergruppe von
M(G) und ein Supplement zu N(G) ist.
Beweis: Die Gruppe U sei eine zula¨ssige Untergruppe. Es sei R der Kern eines Epimorphismus θ
von P (G) auf G und R∗ = [R,F ]Rp. Da M(G) = R/R∗ und U eine Untergruppe von M(G) ist,
gibt es eine Untergruppe M von R, sodass U =M/R∗ ist. Die Gruppe G ∼= F/R habe die p-Klasse
c. Da H = P (G)/U = P (G)/(M/R∗) ein unmittelbarer Nachfolger von G ist, hat H die p-Klasse
c + 1. Daher ist M eine echte Untergruppe von R, bzw. U = M/R∗ eine echte Untergruppe von
M(G) = R/R∗ (denn im Falle M = R wa¨re c = c+ 1).
Nun ist noch zu zeigen, dass U = M/R∗ ein Supplement zu N(G) = γc(P (G)) ist. Die Gruppe
R ist ein Normalteiler von F und F/R ∼= G hat die p-Klasse c. Daher ist nach 2.5 γc(F ) eine Un-
tergruppe von R. Da M und γc(F ) Untergruppen von R und sogar Normalteiler sind, ist Mγc(F )
ebenfalls eine Untergruppe von R. Da G ∼= H/γc(H) ist, ist nach demselben Argument wie im Be-
weis zu 3.6 Rθ eine Untergruppe von γc(H). Andererseits ist nach 2.5 auch γc(F
θ) eine Untergruppe
von Rθ. Denn F/R hat die p-Klasse c und R ist ein Normalteiler von F . Also ist nach 2.5 auch γc(F )
eine Untergruppe von R. Aus γc(F )
θ ≤ Rθ ergibt sich u¨ber γc(F )θ = γc(F θ) = γc(H) schließlich
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γc(H) ≤ R. Insgesamt ist also Rθ = γc(H). Außerdem ist Rθ = R/M und γc(H) = (γc(F )M)/M .
Denn einerseits ist G ∼= H/γc(H) = H/Rθ = ((F/R∗)/(M/R∗))/Rθ = (F/M)/Rθ = F/R und
andererseits ist γc(H) = γc(F/M) = γc(F
θ) = γc(F )
θ = (γc(F )M)/M . Damit erha¨lt man insge-
samt R/M = (γc(F )M)/M und daru¨ber R = γc(F )M . Wenn R
∗ ausfaktorisiert wird, ergibt sich
(M/R∗)γc(F )R
∗/R∗ = R/R∗ und damit, dass U =M/R∗ ein Supplement zu U ist.
Nun sei umgekehrt U = M/R∗ eine echte Untergruppe von M(G), sodass U ein Supplement
zum Nukleus N(G) = γc(F/R
∗) ist. Da U ein Supplement zu N(G) in M(G) ist, ist R/R∗ =
(γc(F )M)/R
∗ und daher auch (γc(F )M)/M = R/M . Daraus ergibt sich nach 2.5 γc(F/M) =
R/M , wobei der natu¨rliche Homomorphismus nachM betrachtet wird. Da F/M eine Faktorgruppe
von F/R∗ ist, hat F/M ebenfalls d als minimale Anzahl von Erzeugern und die Faktorgruppe
(F/M)/γc(F/M) = (F/M)/(R/M) ist nach den u¨blichen Homomorphiesa¨tzen isomorph zu F/R ∼=
G. Damit ist F/M ein Nachfolger von G.
Nun ist noch zu zeigen, dass F/M auch ein unmittelbarer Nachfolger ist. Da U = M/R∗ eine
echte Untergruppe von M(G) = R/R∗ ist, ist die Gruppe γc(F/M) = R/M nicht trivial und F/M
hat eine ho¨here p-Klasse als c. Da F/M aber isomorph zu einer Faktorgruppe von F/R∗ ist und
F/R∗ selbst die p-Klasse c+1 hat, hat auch F/M die p-Klasse c+1. Also ist F/M ein unmittelbarer
Nachfolger von G. (Beweis nach [15], Seite 680) ✷
3.17. Definition: Es sei G eine p-Gruppe der p-Klasse c mit d als minimaler Anzahl von Er-
zeugern, F eine freie Gruppe vom Rang d mit den Erzeugern a1, . . . , ad und R der Kern eines
Epimorphismus von F auf G. Weiterhin sei α ein Automorphismus von F/R. Eine Abbildung
α∗ : P (G) → P (G) heißt Erweiterungsautomorphismus von α, wenn α∗ in folgender Weise de-
finiert ist: Ist zu jedem i mit 1 ≤ i ≤ d ein Wort ui in F ausgewa¨hlt, sodass die Bedingung
(aiR)
α = uiR erfu¨llt ist, dann ist fu¨r jedes Wort w(a1, . . . , ad) ∈ F die Abbildung α∗ erkla¨rt durch
(w(a1, . . . , ad)R
∗)α
∗
= w(u1, . . . , ud)R
∗, wobei w(u1, . . . , ud) das Wort ist, das dadurch entsteht,
dass man jedes Vorkommnis von ai fu¨r i mit 1 ≤ i ≤ d in w(a1, . . . , ad) durch ui ersetzt.
3.18. Lemma: Jeder Erweiterungsautomorphismus ist ein Automorphismus.
Beweis: Zuerst wird gezeigt, dass α∗ eine wohldefinierte Abbildung ist, indem nachgewiesen wird,
dass erstens R∗ unter α∗ invariant ist und zweitens dass jede Nebenklassen von R∗ in F unabha¨ngig
von der Wahl ihres Repra¨sentanten stets auf dieselbe Nebenklasse abgebildet wird. Fu¨r den ersten
Schritt sei w(a1, . . . , ad) ein Element aus R. Die Nebenklasse R = w(a1, . . . , ad)R wird durch α auf
Rα = w(u1, . . . , ud)R abgebildet. Da α ein Automorphismus von F/R ist, ist R unter α invariant
und daher Rα = R = w(u1, . . . , ud)R, d. h. es ist w(u1, . . . , ud) ∈ R. Ist sogar w(a1, . . . , ad) ∈ R∗,
dann ist auch w(u1, . . . , ud) ∈ R∗, denn R∗ ist nach 2.5 eine charakteristische Untergruppe von R
und damit unter jedem Automorphismus invariant.
Nun wird in einem zweiten Schritt gezeigt, dass die Nebenklassen von R∗ unabha¨ngig von der
Wahl der Repra¨sentanten abgebildet werden. Es seien w1(a1, . . . , ad) und w2(a1, . . . , ad) Worte in
F , sodass w1(a1, . . . , ad)R
∗ = w2(a1, . . . , ad)R
∗ erfu¨llt ist. Dann ist nach dem Identita¨tskriteri-
um fu¨r Nebenklassen w2(a1, . . . , ad)
−1w1(a1, . . . , ad) ∈ R∗. Analog zur vorangegangenen U¨berle-
gung erha¨lt man, dass w2(u1, . . . , ud)
−1w1(u1, . . . , ud) ∈ R∗ ist bzw. dass die beiden Nebenklassen
w1(u1, . . . , ud)R
∗ und w2(u1, . . . , ud)R
∗ identisch sind. Damit ist α∗ wohldefiniert.
Da α∗ u¨ber eine Wortersetzung definiert ist, ist α∗ ein injektiver Homomorphismus. Nun ist noch
zu zeigen, dass α∗ surjektiv ist: Da α ein Automorphismus von F/R und (aiR)
α = uiR fu¨r alle i mit
1 ≤ i ≤ d ist, wird F/R nicht nur von {a1R, . . . , adR}, sondern auch von {u1R, . . . , udR} erzeugt.
Daher ist F/R∗ = 〈u1R∗, . . . , udR∗, R/R∗〉. Da aber R/R∗ eine Untergruppe der Frattinigruppe
γ1(F/R
∗) von F/R∗ ist, ist R/R∗ in jedem Erzeugendensystem u¨berflu¨ssig, d. h. F/R∗ wird bereits
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von {u1R∗, . . . , udR∗} = {(a1R∗)α∗ , . . . , (adR∗)α∗} erzeugt und α∗ ist daher surjektiv. (Beweis nach
[15], Seite 681) ✷
3.19. Lemma: Sind α∗1 und α
∗
2 Erweiterungsautomorphismen von α ∈ Aut(G), so sind die Ein-
schra¨nkungen von α∗1 und α
∗
2 auf M(G) identisch.
Beweis: Zu den Erzeugern a1R, . . . , adR der Gruppe F/R seien die beiden Erweiterungsautomor-
phismen α∗1 und α
∗
2 so definiert, dass (w(a1, . . . , ad)R
∗)α
∗
1 = w(u1, . . . , ud)R
∗ und (w(a1, . . . , ad)R
∗)α
∗
2 =
w(v1, . . . , vd)R
∗ fu¨r jedes Wort w(a1, . . . , ad) aus F gelte. Man nehme an, dass fu¨r alle i mit
1 ≤ i ≤ d die Wo¨rter ui und vi verschieden seien, d. h. dass es ein nichttriviales ri ∈ R gebe,
sodass vi = uiri erfu¨llt sei. Da nach dem Beweis zu 3.18 R und R
∗ unter α∗1 wie auch unter α
∗
2
invariant sind, ist (R/R∗)α
∗
1 = (R/R∗)α
∗
2 = R/R∗ = M(G). Ist also w(a1, . . . , ad) ein Wort in
R, so sind auch w(u1, . . . , ud) und w(v1, . . . , vd) Wo¨rter in R, d. h. die Einschra¨nkungen von α
∗
1
und α∗2 sind Automorphismen von M(G). Nun ist noch zu zeigen, dass in diesem Fall die Neben-
klassen w(u1, . . . , ud)R
∗ und w(v1, . . . , vd)R
∗ identisch sind. Ist w(a1, . . . , ad) ein Wort in R, so
besteht w(a1, . . . , ad) aus Kommutatoren und p-ten Potenzen u¨ber a1, . . . , ad und ebenso bestehen
dann w(u1, . . . , ud) und w(v1, . . . , vd) aus Kommutatoren und p-ten Potenzen u¨ber u1, . . . , ud bzw.
v1, . . . , vd. Fu¨r alle i, j mit 1 ≤ i, j ≤ d gilt daher [vj, vi]R∗ = [ujrj, uiri]R∗ = [uj , ui]R∗ und
viR
∗ = (uiri)
pR∗ = upi r
p
iR
∗ = uiR
∗, da R∗ in R zentral und R/R∗ zu p elementarabelsch ist. Durch
Induktion u¨ber die Wortla¨nge ergibt sich damit, dass w(u1, . . . , ud)R
∗ = w(v1, . . . , vd)R
∗ ist, womit
die Identita¨t der Einschra¨nkungen von α∗1 und α
∗
2 auf M(G) gezeigt ist. (Beweis nach [15], Seite
681) ✷
3.20. Satz: Sind M1/R
∗ und M2/R
∗ Untergruppen von P (G), die in M(G) enthalten sind, und
gibt es einen Isomorphismus θ von F/M1 auf F/M2, dann existiert ein von θ induzierter Automor-
phismus α ∈ Aut(G), sodass der Erweiterungsautomorphismus α∗ von α die Gruppe M1/R∗ auf
M2/R
∗ abbildet.
Beweis: Zuerst wird gezeigt, dass ein α ∈ Aut(G) von θ induziert wird: Zu jedem i mit 1 ≤ i ≤ d
wa¨hle man ein Wort bi aus F , sodass (aiM1)
θ = biM2 erfu¨llt ist. Nach 2.5 ist dann (R/M1)
θ =
γc(F/M1)
θ = γc((F/M1)
θ) = γc(F/M2) = R/M2. Nach den Homomorphiesa¨tzen und den Voraus-
setzungen u¨ber θ ist G ∼= F/R ∼= (F/M1)/(R/M1) ∼= (F/M2)/(R/M2) und damit induziert θ einen
Automorphismus α von G.
Nun ist noch zu zeigen, dass der Erweiterungsautomorphismus α∗ die GruppeM1/R
∗ auf Gruppe
M2/R
∗ abbildet: Es sei w(a1, . . . , ad) ein Wort in M1 und αˆ
∗ die Einschra¨nkung von α∗ auf M(G).
Dann ist (w(a1, . . . , ad)R
∗)αˆ
∗
= w(b1, . . . , bd)R
∗. Fu¨r die Behauptung reicht der Nachweis, dass
w(b1, . . . , bd) ein Wort aus M2 ist: Es ist
w(b1, . . . , bd)M2 = w(b1M2, . . . , bdM2) = w((a1M1)
θ, . . . , (adM1)
θ)
= (w(a1, . . . , ad)M1)
θ =Mθ1 =M2.
Damit ist w(b1, . . . , bd) ein Wort aus M2 und daher (M1/R
∗)αˆ
∗
eine Untergruppe von M2/R
∗. Da
aber beide Gruppen denselben Index in F/R∗ haben, istM1/R
∗ =M2/R
∗. (Beweis nach [15], Seite
681) ✷
3.21. Lemma: Jeder Erweiterungsautomorphismus eines Automorphismus von G induziert eine
Permutation der zula¨ssigen Untergruppen in M(G).
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Beweis: Automorphismen einer Gruppe induzieren Permutationen der Untergruppen dieser Grup-
pe. Damit reicht der Nachweis, dass zula¨ssige Untergruppen wieder auf zula¨ssige abgebildet werden:
Die Untergruppe M/R∗ von M(G) sei zula¨ssig. Da der Nukleus N(G) = γc(F/R
∗) als Teil der ab-
steigenden p-Zentralreihe charakteristisch ist und daM(G) = R/R∗ nach dem Beweis von 3.18 von
jedem Erweiterungsautomorphismus invariant gelassen wird, gilt fu¨r einen Erweiterungsautomor-
phismus α∗ von α ∈ Aut(G), dass (M/R∗)α∗γc(F/R∗) = ((M/R∗)γc(F/R∗))α∗ = R/R∗ ist. Damit
ist gezeigt, dass auch (M/R∗)α
∗
ein Supplement des Nukleus und nach 3.16 ebenfalls eine zula¨ssige
Untergruppe von M(G) ist. (Beweis nach [15], Seite 682) ✷
3.22. Definition: Fu¨r eine endliche p-Gruppe G ist Aut(G)∗ die Menge der Erweiterungsauto-
morphismen und Perm(G)∗ die Menge der Permutationen, die durch Aut(G)∗ auf die Menge der
zula¨ssigen Untergruppen von M(G) induziert wird.
3.23. Satz: Die Bahnen der zula¨ssigen Untergruppen unter der Operation von Perm(G)∗ sind die
A¨quivalenzklassen im Sinne von 3.15.
Beweis: Die Untergruppen M1/R
∗ und M2/R
∗ von M(G) seien zula¨ssig und a¨quivalent im Sinne
von 3.15, d. h. die Gruppen F/M1 und F/M2 sind zueinander isomorph. Nach 3.20 gibt es dann
einen Erweiterungsautomorphismus α∗, der M1/R
∗ auf M2/R
∗ abbildet, und nach 3.21 induziert
α∗ eine Permutation α′ ∈ Perm(G)∗, sodass (M1/R∗)α′ = M2/R∗ ist. Damit liegen M1/R∗ und
M2/R
∗ in derselben Bahn unter der Operation von Perm(G)∗.
Umgekehrt seien M1/R
∗ und M2/R
∗ Untergruppen von M(G), die unter der Operation von
Perm(G)∗ in derselben Bahn liegen. Dann gibt es eine Permutation α′ ∈ Perm(G)∗, sodass
(M1/R
∗)α
′
= M2/R
∗. Da α′ ∈ Perm(G)∗ ist gibt es einen Erweiterungsautomorphismus α∗,
sodass α′ von α∗ induziert wird und (M1/R
∗)α
∗
= M2/R
∗ ist. Da α∗ einem Automorphismus
von F/M1 entspricht, ist (F/M1)/(M1/R
∗) nach den u¨blichen Homomorphiesa¨tzen isomorph zu
((F/M1)/(M1/R
∗))α
∗
= (F/M2)/(M2/R
∗). (Beweis nach [15], Seite 682) ✷
3.24. Folgerung: Zerfa¨llt die Menge der Untergruppen vonM(G) unter der Operation von Aut(G)
u¨ber die Erweiterungsautomorphismen von Aut(G) in Bahnen, so entha¨lt jede dieser Bahnen ent-
weder nur zula¨ssige Untergruppe oder nur unzula¨ssige Untergruppen.
3.4 Die Berechnung der Automorphismengruppen unmittelbarer
Nachfolger
Mit den beiden vorangegangenen Abschnitten des Kapitels ist geschildert worden, wie sich von einer
elementarabelschen Gruppe ausgehend eine endliche Folge unmittelbarer Nachfolger bis zu jeder
abstrakten p-Gruppen einer gewissen Ordnung ermitteln la¨sst. Fu¨r jeden Schritt dieser Folge wird
die Automorphismengruppen der jeweiligen Gruppe beno¨tigt, von der man unmittelbare Nachfolger
berechnen mo¨chte. Der folgende Satz zeigt, wie man die fraglichen Automorphismengruppe berech-
nen kann: Ist P (G)/U ein unmittelbarer Nachfolger von G, so la¨sst sich die Automorphismengruppe
von P (G)/U unmittelbar aus dem Stabilisator S ≤ Aut(G) der zula¨ssigen Untergruppe U ablesen.
3.25. Definition: Ist G eine Gruppe, α ein Automorphismus von G und N ein Normalteiler von
G, sodass N unter α invariant ist, und θ : G → G/N der natu¨rliche Homomorphismus bezu¨glich
N , so ist die Abbildung α¯ : G/N → G/N die Projektion von α auf G/N , wenn fu¨r alle g ∈ G die
Bedingung (gθ)α¯ = (gα)θ erfu¨llt ist.
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3.26. Satz: Es sei M/R∗ eine zula¨ssige Untergruppe von M(G) und S der Stabilisator von M/R∗
unter der Operation von Aut(G) auf M(G) u¨ber Erweiterungsautomorphismen, d. h. es sei
SG = StabAut(G)(M/R
∗) = {α ∈ Aut(G) | (M/R∗)α∗ =M/R∗}
und
S = {α¯∗ | α ∈ SG} ≤ Aut(F/M)
die Menge der Projektionen von Erweiterungsautomorphismen von SG auf F/M und V die Grup-
pe aller Automorphismen von F/M , deren Projektion auf F/R ∼= G die Identita¨t ist. Dann ist
Aut(F/M) = SV und V ist isomorph zu Ckp , wobei p
k = |M/R∗| ist.
Beweis: Es sei θ ein Automorphismus von F/M . Fu¨r jedes i mit 1 ≤ i ≤ d wa¨hle man ein Wort
ui in F , sodass (aiM)
θ = uiM ist. Da F/M ein unmittelbarer Nachfolger von G ∼= F/R ist, ist
(F/M)/γc(F/M) isomorph zu F/R, und da γc(F/M) = R/M eine charakteristische Untergruppe
von F/M ist, kann θ auf (F/M)/(R/M) ∼= F/R ∼= G eingeschra¨nkt werden und induziert damit
einen Automorphismus α von G. Ist α die Identita¨t von Aut(G), so ist θ ein Element aus V . Ist
hingegen α nicht die Identita¨t von Aut(G), so stabilisiert die Erweiterung α∗ die Untergruppe
M/R∗: Die Erweiterung α∗ sei u¨ber diese Bedingungen (aiR)
α = uiR fu¨r jedes i mit 1 ≤ i ≤ d nach
3.17 definiert. Es sei w(a1, . . . , ad) ein Wort ausM . Dann ist w(u1, . . . , ud)M = w(u1M, . . . , udM) =
w((a1M)
θ, . . . , (adM)
θ) = (w(a1, . . . , ad)M)
θ = Mθ = M , d. h. w(u1, . . . , ud) ist ein Wort aus M .
Daher ist M/R∗ sowohl unter θ als auch unter α∗ invariant. Also ist α¯, die Projektion von α∗ auf
F/M , ein Element aus S.
Nun ist noch zu zeigen, dass θ als Produkt eines Elementes aus S und eines Elementes aus
V dargestellt werden kann. Fu¨r alle i mit 1 ≤ i ≤ d wa¨hle man ui ∈ F und ri ∈ R, sodass
(aiR
∗)α
∗
= uiriR
∗ erfu¨llt ist (man kann ri derart wa¨hlen, da R unter α
∗ invariant ist). Dann ist α¯
durch (aiM)
α¯ = uiriM definiert. Nun sei der Automorphismus ν von F/M durch (uiM)
ν = uiriM
definiert. Die Einschra¨nkung von ν auf F/R ist die Identita¨t. Also ist ν aus V . Es ist α¯ = θν und
damit θ = α¯ν−1 mit α¯ ∈ S und ν−1 ∈ V . DaM/R∗ elementarabelsch und γc(F/M) ∼=M/R∗ zentral
in F/M ist, ist V nach 2.7 isomorph zu Ckp , wobei k diejenige natu¨rliche Zahl mit p
k = |M/R∗| ist.
(Beweis a¨hnlich [15], Seite 683) ✷
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4.1 Gruppenoperationen
4.1. Definition: Eine Gruppe G operiert (von rechts) auf einer nichtleeren Menge X, wenn es
eine Abbildung ϕ : G × X → X : (g, x) 7→ xg gibt, sodass fu¨r alle g, h ∈ G und x ∈ X sowohl
xgh = (xg)h als auch x1 = x gilt, wobei 1 das Neutralelement von G ist.
4.2. Definition: Operiert eine Gruppe G auf einer Menge X und ist x ∈ X, so ist xG = {xg | g ∈
G} die Bahn und StabG(x) = {g ∈ G | xg = x} der Stabilisator von x unter G.
4.3. Satz: Operiert eine Gruppe G auf einer Menge X, so ist fu¨r alle x ∈ X der Stabilisator
StabG(x) eine Untergruppe von G und es gilt
∣∣xG∣∣ = [G : StabG(x)], wobei [G : StabG(x)] der
Index von StabG(x) in G ist.
Beweis: Siehe [14], Seite 67. ✷
4.4. Lemma: Es sei G eine Gruppe und a, b ∈ G. Ist der Kommutator von a und b zentral, so gilt
fu¨r alle n,m, l ∈ N, dass anbmal = an+lbm[b, a]lm ist.
Beweis: Die Behauptung wird durch vollsta¨ndige Induktion u¨ber l bewiesen. Fu¨r l = 1 gilt
anbma = anbm−1ab[b, a] = an+1bm[b, a]m, wie man durch vollsta¨ndige Induktion u¨ber m bewei-
sen kann. Fu¨r l > 1 ist anbmal = anbmal−1a = an+l−1bm[b, a]m(l−1)a = an+l−1bma[b, a]m(l−1) =
an+lbm[b, a]m[b, a]m(l−1) = an+lbm[b, a]lm. ✷
4.2 Bemerkungen u¨ber endliche Ko¨rper
4.5. Lemma: Ist K ein Ko¨rper und G eine endliche Untergruppe der multiplikativen Gruppe von
K, so ist G zyklisch.
Beweis: Es sei n = kgV {|g| | g ∈ G}. Dann gilt gn = 1 fu¨r alle g ∈ G. Also ist jedes g ∈ G
eine Nullstelle des Polynoms f = xn − 1 ∈ K[x]. Da f ho¨chstens n Nullstellen hat, ist |G| ≤ n.
Daher ist nur noch zu zeigen, dass es ein g ∈ G gibt, sodass |g| = n ist. Denn in diesem Fall ist
G zyklisch. Es reicht zu zeigen, dass das Erzeugnis 〈a, b〉 zweier Elemente a, b ∈ G ein Element c
entha¨lt, so daß |c| = kgV (|a|, |b|) ist. Die Behauptung ergibt sich dann u¨ber vollsta¨ndige Induktion.
Es sei also a, b ∈ G und |a| = pa11 · . . . · parr a′ und |b| = pb11 · . . . · pbrr b′ mit ggT (a′, b′) = 1 und
ai ≥ bi fu¨r alle i mit 1 ≤ i ≤ s ≤ r und ai < bi andernfalls fu¨r geeignete Primzahlen p1, . . . , pr.
Es sei x = p
as+1
s+1 · . . . · parr und y = pb11 · . . . · pbss . Weiterhin seien c1 = ax und c2 = by. Dann
ist |c1| = pa11 · . . . · pass a′ und |c2| = pbs+1s+1 · . . . · pbrr b′. Fu¨r das Produkt c = c1c2 erha¨lt man also
|c| = |c1c2| = |c1| · |c2| = kgV (|a|, |b|). ✷
4.6. Definition: Ist w ein Erzeuger der multiplikativen Gruppe von Fp, so ist
l : Fp → Z : x 7→
{
min{n ∈ N0 | wn = x} fu¨r x 6= 0,
−1 fu¨r x = 0
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die Exponentenabbildung von Fp bezu¨glich w.
4.7. Lemma: Ist m,n ∈ Z, so ist 〈m〉 ein Ideal in Zn vom Index ggT (m,n), wobei m das Bild von
m unter dem natu¨rlichen Homomorphismus von Z auf Zn ist.
Beweis: Wie aus der Zahlentheorie bekannt ist, ist die von m erzeugte Untergruppe ein Ideal in
Zn. Man kann annehmen, dass 0 ≤ m < n ist (andernfalls betrachte man statt m ein m′ ∈ Z mit
0 ≤ m′ < n und m′ ≡ m mod n). Dann ergibt sich fu¨r die Ordnung von m, dass
|m| = min{k | k ∈ N und km ≡ n mod n}
= min{k | k ∈ N und es gibt ein l ∈ N mit km = ln}
=
kgV (m,n)
m
=
mn
ggT (m,n)
m
=
n
ggT (m,n)
ist. Da 〈m〉 zyklisch ist, ist |〈m〉| = |m|. Nach dem Satz von Lagrange erha¨lt man daher
[Zn : 〈m〉] = |Zn||〈m〉| =
n
n
ggT (m,n)
= ggT (m,n).
✷
4.8. Lemma: Wird die multiplikative Gruppe F∗p des endlichen Ko¨rpers Fp von w erzeugt, so ist
〈wa〉 eine Untergruppe vom Index ggT (a, p − 1) in F∗p. Inbesondere ist die Abbildung θ : Fp → Fp :
x 7→ xa genau dann bijektiv, wenn ggT (a, p − 1) = 1 ist, und (F∗p)θ ist eine Untergruppe von F∗p
vom Index ggT (a, p − 1).
Beweis: Die Aussage ergibt sich unmittelbar aus 4.5 und 4.7. ✷
4.9. Definition: Ist w ein Erzeuger der multiplikativen Gruppe F∗p von Fp, so ist F
+
p = {wa | 0 ≤
a < p−12 } und F−p = {−z | z ∈ F+p } bezu¨glich w.
4.10. Lemma: Es ist F−p = {wb | p−12 ≤ b < p − 1} und damit |F+p | = |F−p | = p−12 sowie
F+p ∪˙F−p = F∗p.
Beweis: Es sei wa ∈ F+p und wa + wb = 0. O.B. d. a. sei a < b. Dann ist wa(1 + wb−a) = 0. Da
wa 6= 0 ist, ist 1 +wb−a = 0 bzw. wb−a = −1. Also ist b− a ≡ p−12 mod p− 1, denn −1 ist nach 4.8
das einzige Element z ∈ Fp mit z2 = 1 und z 6= 1 und diese Bedingung ist nur fu¨r w(p−1)/2 erfu¨llt.
Da 0 ≤ a < p−12 und a ≤ b ≤ p− 2 ist, ist b als b = p−12 + a eindeutig bestimmt. ✷
4.11. Lemma: Es sei F = {(a, b) ∈ F2p | a 6= b}, sodass F∗p von w erzeugt wird, und ≈ die
A¨quivalenzrelation auf F 2, die durch (a, b) ≈ (c, d) ⇔ ((a = c ∧ b = d) ∨ (a = d ∧ b = c)) definiert
ist. Operiert F∗p auf F durch (F
∗
p×F )→ F : (z, (a, b)) 7→ (za, zb), so ist B = {(1, wk) | 1 ≤ k ≤ p−12 }
ein Vertretersystem der Bahnen unter der Operation von F∗p modulo ≈.
Beweis: Es sei (a, b) ∈ F . Da a und b Elemente von F∗p sind, gibt es ein u und ein v aus {0, . . . , p−2},
sodass a = wu und b = wv ist. Es ist dann (a, b)F
∗
p = (wu, wv)F
∗
p = {(wu+q, wv+q) | 0 ≤ q ≤
p − 2} = {(wq , wv−u+q) | 0 ≤ q ≤ p − 2}. Also ist (1, wv−u) ein Repra¨sentant von (a, b)F∗p , d. h.
B′ = {(1, wk) | 1 ≤ k ≤ p − 2} ist ein Vertretersystem der Bahnen in F unter der Operation von
F∗p. Da (1, w
k) ≈ (wk, 1) ist und (wk, 1) in derselben Bahn wie (1, w−k) liegt, ergibt sich mit 4.10
die Behauptung. ✷
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4.3 Vektorra¨ume und Matrixgruppen u¨ber Fp
4.12. Definition: Es ist M(m× n, p) die Menge der (m× n)-Matrizen u¨ber dem Ko¨rper Fp und
GL(n, p) = {m ∈ M(n × n, p) | det(m) 6= 0} die generelle lineare Gruppe von M(n × n, p) sowie
SL(n, p) = {m ∈ M(n × n, p) | det(m) = 1 oder det(m) = −1} die spezielle lineare Gruppe von
M(n × n, p). Weiterhin ist SL+(n, p) = {m ∈M(n × n, p) | det(m) = 1}.
4.13. Lemma: Es ist
|GL(n, p)| =
n−1∏
i=0
(pn − pi)
und
|SL+(n, p)| = |GL(n, p)|
p− 1 ,
und die Menge der Diagonalmatrizen von GL(n, p) ist das Zentrum von GL(n, p).
Beweis: [13], Seite 178. ✷
4.14. Lemma: Operiert eine Untergruppe A von GL(n, p) auf V = Fnp , ist Z das Zentrum von
GL(n, p) und sind B1, . . . , Bm die Bahnen der Elemente von V unter der Operation von AZ sowie
C1, . . . , Cl die Bahnen der eindimensionalen Unterra¨ume von V unter Operation von A, so ist
m = l und jedem Bi ∈ {B1, . . . , Bm} ist eineindeutig ein Cj ∈ {C1, . . . , Cl} zugeordnet, indem ein
Vertreter von Bi einen Vertreter von Cj aufspannt und Bi die Vereinigung der eindimensionalen
Unterra¨ume von Cj abzu¨glich dem Nullvektor ist.
Beweis: Nach [13], Seite 177, sind die Elemente von Z genau die Elemente von GL(n, p), die jeden
eindimensionalen Unterraum von V auf sich selbst abbildet, und nach 4.13 operiert Z transitiv auf
jedem eindimensionalen Unterraum von V . Da Z nach Definition eine Untergruppe von AZ ist,
operiert auch AZ transitiv auf jedem Unterraum von V . Daher gilt fu¨r jedes v aus V , dass vZ = 〈v〉
und damit dass 〈v〉A = (vZ)A = vAZ ist. ✷
4.15. Folgerung: Operiert eine Untergruppe A von GL(n, p) auf V = Fnp\{0} und entha¨lt A das
Zentrum von GL(n, p), so ist die Anzahl der Bahnen der Elemente von V unter A gleich der Anzahl
der Bahnen der eindimensionalen Unterra¨ume von V unter A.
4.4 Operationen von GL(n, p)
4.16. Lemma: Operiert eine Gruppe S auf einer elementarabelschen Gruppe M und ist U eine
unter der Operation von S invariante Untergruppe, dann gibt es eine Bijektion zwischen den Bah-
nen der Komplemente zu U in M unter der Operation von S und den Bahnen der Elemente des
Tensorproduktes M/U ⊗ U unter der diagonalen Operation von S vermittels (a⊗ b)s = as−1 ⊗ bs.
Beweis: Die Komplemente der Untergruppe U in M stehen in Bijektion zur Kohomologiegrup-
pe Z1(M/U,U). Da M elemetarabelsch ist, ist Z1(M/U,U) = Hom(M/U,U) und daher kann
Z1(M/U,U) mit M/U ⊗ U identifiziert werden. Den Bahnen der Komplemente von U in M unter
der Operation von S entsprechen den Bahnen der Kozykel, auf denen S durch δs(a) = δ(as
−1
)s
operiert. ✷
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4.17. Lemma: Wird die multiplikative Gruppe des Ko¨rpers Fp von w erzeugt und ist Fp(
√
w) die
Ko¨rpererweiterung von Fp um
√
w, so zerfa¨llt jedes Polynom aus Fp[x] von Grad 2 in Fp(
√
w)[x]
in Linearfaktoren. Ist l : Fp → Z eine injektive Abbildung, so sind alle normierten Polynome aus
Fp[x] vom Grad 2 durch die disjunkte Vereinigung der folgenden Mengen gegeben:
1. R1 = {(x− a)2 | a ∈ Fp} mit |R1| = p.
2. R2 = {(x− a)(x− b) | a, b ∈ Fp und l(a) < l(b)} mit |R2| = p(p−1)2 .
3. I = {(x− a− b√w)(x− a+ b√w) | a ∈ Fp und b ∈ F+p } mit |I| = p(p−1)2 .
Dabei ist R1 ∪ R2 genau die Menge der reduziblen und normierten Polynome vom Grad 2 und I
die der irreduziblen und normierten.
Beweis: Dass die Mengen R1 und R2 disjunkt sind und ihre Elemente reduzible Polynome sind,
la¨sst sich unmittelbar erkennen. Da die Faktorisierung der Polynome nur bis auf Permutationen der
Linearfaktoren eindeutig ist, sind mit R2 bereits alle reduziblen und normierten Polynome mit zwei
verschiedenen Nullstellen gegeben und mit R1 und R2 u¨berhaupt alle reduziblen und normierten
Polynome vom Grad 2. Mit demselben Argument ergibt sich, dass in der Definition von I die Werte
fu¨r b auf F+p eingeschra¨nkt werden ko¨nnen. Jedes Element aus I ist irreduzibel, da durch b 6= 0
beide Nullstellen nicht in Fp liegen. Andererseits sind alle Elemente aus I tatsa¨chlich normierte
Polynome aus Fp[x], denn fu¨r alle a, b ∈ Fp ist (x− a− b
√
w)(x− a+ b√w) = x2− (a+ b√w+ a−
b
√
w)+(a+b
√
w)(a−b√w) = x2−2ax+a2+b2w in Fp[x]. Da die Ma¨chtigkeit von R1∪R2∪I gleich
p+ p(p−1)2 +
p(p−1)
2 = p
2 ist, sind mit der disjunkten Vereinigung von R1, R2 und I alle normierten
und irreduziblen Polynome vom Grad 2 in Fp[x] gegeben. ✷
4.18. Satz: Operiert GL(2, p) durch Konjugation auf der Menge M(2 × 2, p), so ist durch die
folgende Liste von Matrizen ein Vertretersystem der p(p− 1) + 2p Konjugiertenklassen angegeben,
wobei w ein Erzeuger der multiplikativen Gruppe von Fp und l : Fp → Z die Exponentenabbildung
zu w ist:
1.
(
a 0
0 a
)
mit a ∈ Fp entsprechend p Konjugiertenklassen.
2.
(
a 1
0 a
)
mit a ∈ Fp entsprechend p Konjugiertenklassen.
3.
(
a 0
0 b
)
mit a, b ∈ Fp und l(a) < l(b) entsprechend p(p−1)2 Konjugiertenklassen.
4.
(
a+ b
√
w 0
0 a− b√w
)
mit a ∈ Fp und b ∈ F+p entsprechend p(p−1)2 Konjugiertenklassen.
Beweis: Unter Bezug auf 4.17 ergibt sich die Behauptung nach [3], Seite 98, 111 und 112, auf
denen die Berechnung der Jordanschen Normalform einer Matrix beschrieben ist. ✷
4.19. Lemma: Operiert GL(2, p) durch Konjugation auf M(2× 2, p), so sind fu¨r alle a und b aus
Fp die Matrizen (
a 0
0 b
)
und
(
b 0
0 a
)
zueinander konjugiert.
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Beweis: Die Jordanblockzerlegung einer Matrix ist nur bis auf ihre Reihenfolge der Jordanblo¨cke
eindeutig bestimmt. ✷
4.20. Lemma: Ist Z das Zentrum von GL(2, p) und operiert die Gruppe G = Z×GL(2, p) vermit-
tels δ : G×M(2 × 2, p) : ((z, g),m) 7→ m(z,g) = zg−1mg auf M(2 × 2, p), so ist durch die folgende
Liste von Matrizen ein Vertretersystem der insgesamt p+ 5 Bahnen unter dieser Operation ange-
geben, wobei w ein Erzeuger der multiplikativen Gruppe von Fp ist:
1a.
(
0 0
0 0
)
entsprechend einer Bahn.
1b.
(
1 0
0 1
)
entsprechend einer Bahn.
2a.
(
0 1
0 0
)
entsprechend einer Bahn.
2b.
(
1 1
0 1
)
entsprechend einer Bahn.
3a.
(
0 0
0 1
)
entsprechend einer Bahn.
3b.
(
1 0
0 wk
)
mit k ∈ {1, . . . , p−12 } entsprechend p−12 Bahnen.
4a.
(
0 w
1 0
)
entsprechend einer Bahn.
4b.
(
1 bw
b 1
)
mit b ∈ F+p entsprechend p−12 Bahnen.
Beweis: Aus 4.17 ist bekannt, wie M = M(2 × 2, p) unter der Operation von GL(2, p) vermittels
θ : GL(2, p)×M : (g,m) 7→ mg = g−1mg in Bahnen zerfa¨llt. Da jedes z ∈ Z mit jedem g ∈ GL(2, p)
kommutiert, ist m(z,g) = zg−1mg = g−1zmg, d. h. die Bahnen unter der Operation von G auf M
sind disjunkte Vereinigungen der Bahnen, die in 4.17 durch ein Vertretersystem aufgelistet und in
vier Klassen eingeteilt worden sind. Jede dieser vier Klassen wird nun unter der Operation von Z
vermittels ϕ : Z ×M →M : (z,m) 7→ mz einzeln betrachtet.
Fu¨r die Bahnen der ersten Klasse gilt: Ist E die Einheitsmatrix von M , so liegen aE und bE mit
a, b ∈ Fp genau dann unter der Operation von Z u¨ber ϕ in einer Bahn, wenn entweder a = b = 0
oder a, b ∈ F∗p ist. Also gibt es genau zwei Bahnen unter der Operation von Z und damit auch von
G auf M , die durch die Matrizen 0 · E und E repra¨sentiert werden.
Fu¨r die Bahnen der zweiten Klasse gilt: Ist
g =
(
l b
c d
)
aus GL(2, p), z aus Z und m eine Matrix der zweiten Klasse, so ist
zg−1mg = zg−1
(
a 1
0 a
)
g
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= zg−1
((
a 0
0 a
)
+
(
0 1
0 0
))
g
= zg−1
(
a 0
0 a
)
g + zg−1
(
0 1
0 0
)
g
= z
(
a 0
0 a
)
g−1g + z
1
det(g)
(
d −b
−c l
)(
0 1
0 0
)(
l b
c d
)
= z
(
a 0
0 a
)
+ z
1
det(g)
(
cd d2
−c2 −cd
)
Ist c = 0 und d = 1, so nimmt det(g) = l unabha¨ngig von z jeden Wert aus F∗p an. Daher ko¨nnen
die beiden angegebenen Repra¨sentanten analog zur Fallunterscheidung a = 0 und a 6= 0 gewa¨hlt
werden.
Fu¨r die Bahnen der dritten Klasse gilt: Unter der Operation von Z u¨ber ϕ auf M liegen die
Matrizen (
0 0
0 b
)
und
(
0 0
0 1
)
fu¨r alle b ∈ F∗p offensichtlich in derselben Bahn. Damit bleiben nur noch die Matrizen der(
a 0
0 b
)
aus der dritten Klasse mit a, b ∈ F∗p zu betrachten. Nach 4.19 liegen die Matrizen(
a 0
0 b
)
und
(
b 0
0 a
)
unter der Operation von GL(2, p) durch Konjugation in derselben Bahn. Nach 4.11 sind die Matrizen(
1 0
0 wk
)
mit k ∈ {1, . . . , p−12 } ein Vertretersystem der Bahnen unter der Operation von G auf M u¨ber ϕ,
die nach 4.17 in der dritten Klasse in derselben Bahn liegen.
Fu¨r die vierte Klasse gilt: Die Matrizen(
b
√
w 0
0 −b√w
)
und
(√
w 0
0 −√w
)
sowie
(
0 w
1 0
)
auf der einen Seite und ebenso die Matrizen(
a+ b
√
w 0
0 a− b√w
)
und
(
1 + a−1b
√
w 0
0 1− a−1b√w
)
,
sowie
(
1 + b′
√
w 0
0 1− b′√w
)
und
(
1 b′w
b′ 1
)
mit b und b′ aus F+p auf der anderen Seite sind unter Konjugation a¨quivalent. ✷
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4.21. Lemma: Operiert die Gruppe G = GL(2, p) vermittels θ : G × M(2 × 2, p) → M(2 ×
2, p) : (g,m) 7→ det(g)g−1mg auf M(2 × 2, p), so ist durch die folgende Liste von Matrizen ein
Vertretersystem der insgesamt p+7 Bahnen unter dieser Operation angegeben, wobei w ein Erzeuger
der multiplikativen Gruppe von Fp ist:
1a.
(
0 0
0 0
)
entsprechend einer Bahn.
1b.
(
1 0
0 1
)
entsprechend einer Bahn.
2a.
(
0 1
0 0
)
entsprechend einer Bahn.
2a’.
(
0 w
0 0
)
entsprechend einer Bahn.
2b.
(
1 1
0 1
)
entsprechend einer Bahn.
2b’.
(
1 w
0 1
)
entsprechend einer Bahn.
3a.
(
0 0
0 1
)
entsprechend einer Bahn.
3b.
(
1 0
0 wk
)
mit k ∈ {1, . . . , p−12 } entsprechend p−12 Bahnen.
4a.
(
0 w
1 0
)
entsprechend einer Bahn.
4b.
(
1 wk+1
wk 1
)
mit k ∈ {0, . . . , p−12 − 1} entsprechend p−12 Bahnen.
Beweis: Ist d ∈M(2× 2,Fp[
√
w]) eine Diagonalmatrix, so ist fu¨r alle g ∈ GL(p, 2) die Bedingung
det(g)g−1dg = det(g)dg−1g = det(g)d erfu¨llt. Da dann auch zg−1dg = zdg−1g = zg fu¨r alle z aus
dem Zentrum Z von GL(2, p) gilt, stimmt die Bahn von d unter der Operation von G u¨ber θ mit der
Bahn von d unter der Operation von Z×G u¨ber δ : (Z×G)×M(2×2, p) →M(2×2, p) : ((z, g),m) 7→
m(z,g) = zg−1mg u¨berein. Daher kann das Vertretersystem der Bahnen von Diagonalmatrizen aus
4.20 weit gehend u¨bernommen werden. Es bleibt nur zu zeigen, dass die Matrizen
m =
(
k 1
0 k
)
mit k ∈ Fp die vier Bahnen mit den in 2a, 2a′, 2b und 2b′ aufgelisteten Repra¨sentanten bilden. Es
sei
g =
(
a b
c d
)
∈ GL(2, p).
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Dann ist
det(g)g−1mg = det(g)g−1
(
k 1
0 k
)
g
= det(g)g−1
((
k 0
0 k
)
+
(
0 1
0 0
))
g
= det(g)g−1
(
k 0
0 k
)
g + det(g)g−1
(
0 1
0 0
)
g
= det(g)
(
k 0
0 k
)
g−1g + det(g)
1
det(g)
(
d −b
−c a
)(
0 1
0 0
)(
a b
c d
)
= (ad− bc)
(
k 0
0 k
)
+
(
cd d2
−c2 −cd
)
=
(
(ad− bc)k + cd d2
−c2 (ad− bc)k − cd
)
Damit ist die Bahn von m
B(k, 1) =
(
k 1
0 k
)G
=
{(
(ad− bc)k + cd d2
−c2 (ad− bc)k − cd
)
| a, b, c, d ∈ Fp und ad− bc 6= 0
}
=
{(
ku+ cd d2
−c2 ku− cd
)
| c, d, u ∈ Fp und u 6= 0 sowie (c, d) 6= (0, 0)
}
Fu¨r dieselbe Matrix ergibt sich nach 4.20 unter der Operation von Z×G u¨ber δ : (Z×G)×M(2×
2, p) : ((z, g),m) 7→ m(z,g) = zg−1mg die Bahn
C(k) =
(
k 1
0 k
)Z×G
=
{(
z(k + cd) zd2
−zc2 z(k − cd)
)
| c, d, u ∈ Fp und z 6= 0 sowie (c, d) 6= (0, 0)
}
Es sei weiterhin
B(k,w) =
(
k w
0 k
)G
=
{(
w(ku+ cd) wd2
−wc2 w(ku− cd)
)
| c, d, u ∈ Fp und u 6= 0 sowie (c, d) 6= (0, 0)
}
=
{(
ku+ cd wd2
−wc2 ku− cd
)
| c, d, u ∈ Fp und u 6= 0 sowie (c, d) 6= (0, 0)
}
Nach 4.8 ist fu¨r alle k ∈ Fp die Menge C(k) die disjunkte Vereinigung der Mengen B(k, 1) und
B(k,w). Damit gibt es neben den Bahnen der Arten 1, 3 und 4 vier weitere Bahnen, deren Vertreter
in 2a, 2a′, 2b und 2b′ aufgelistet sind. ✷
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4.22. Lemma: Der Vektorraum F3p zerfa¨llt unter der Operation der Gruppe
A =



u2v −u2v2z 00 uv2 0
0 0 v

 | u, v ∈ F∗p und z ∈ Fp


in folgende Bahnen, wobei w ein Erzeuger der multiplikativen Gruppe von Fp ist:
1. B0 = (0, 0, 0)
A mit |B0| = 1,
2. B1 = (0, 1, 1)
A = (0, 1,−1)A mit |B1| = (p − 1)2,
3. B2 = (1, 0, 1)
A = (1, 0,−1)A mit |B2| = 12p(p− 1)2,
4. B3 = (1, 0, w)
A = (1, 0,−w)A mit |B3| = 12p(p− 1)2,
5. B4 = (0, 0, 1)
A mit |B4| = p− 1,
6. B5 = (0, 1, 0)
A mit |B5| = p− 1,
7. B6 = (1, 0, 0)
A mit |B6| = p(p− 1).
Beweis: Die Behauptung du¨rfte bis auf die Bahnen B2 und B3 offensichtlich sein. Der Stabilisator
dieser beiden Bahnen ist
S =



u2 0 00 u 0
0 0 1

 | u ∈ F∗p und u2 = 1

 ,
was sich u¨ber die Lo¨sung des Gleichungssystems aus 1 = u2v, 0 = u2v2z und vwa = wa fu¨r a ∈ {0, 1}
ergibt. Aus demselben Gleichungssystem ergibt sich nach 4.8, dass (1, 0, wa) und (1, 0, wb) genau
dann in derselben Bahn liegen, wenn a ≡ b mod 2 ist. Eine Summation der Bahnenla¨ngen liefert
die Vollsta¨ndigkeit der oben stehenden Liste. ✷
4.23. Lemma: Es sei
H =
{(
1 a
0 b
)
| a, b ∈ Fp und b 6= 0
}
≤ GL(2, p)
und G = 〈zh−1⊗h | z ∈ F∗p und h ∈ H〉. Weiterhin sei V = F4p und {v1, v2, v3, v4} die Standardbasis
von V sowie U = {v2, v4} und V¯ = V/U . Operiert G durch Multiplikation von rechts auf V und
damit in natu¨rlicher Weise auf dem Faktorraum V¯ , so zerfa¨llt V¯ unter dieser Operation in folgende
Bahnen:
1. B1 = (0, 0)
G,
2. B2 = (0, 1)
G,
3. B3 = (1, 0)
G.
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Beweis: Es ist
G =
〈
z
(
1 −ab−1
0 b−1
)
⊗
(
1 a
0 b
)
| b ∈ Fp und z, b ∈ F∗p
〉
=
〈
z


1 a −ab−1 −a2b−1
0 b 0 −a
0 0 b−1 ab−1
0 0 0 1

 | b ∈ Fp und z, b ∈ F∗p
〉
.
Aus dieser Darstellung ist ersichtlich, dass G analog zu
G¯ =
{
z
(
1 −ab−1
0 b−1
)
| b ∈ Fp und z, b ∈ F∗p
}
=
{(
u x
0 v
)
| x ∈ Fp und u, v ∈ F∗p
}
auf V¯ operiert, d. h. G¯ ist die Untergruppe der oberen Dreiecksmatrizen von GL(2, p), die bekann-
termaßen die Bahnen B1, B2 und B3 bei Multiplikation von rechts auf V¯ bildet. ✷
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Primzahl p > 3
In diesem Kapitel werden die Gruppen der Ordnung p5 klassifiziert. Von den elementarabelschen
Gruppe Cp, C
2
p , C
3
p und C
4
p aus werden Nachfolger bis zur Ordnung p
5 berechnet und aus jeder
Isomorphieklasse der Nachfolger wird ein Vertreter ausgewa¨hlt, d. h. fu¨r d ∈ {1, . . . , 4} wird das
folgende Verfahren durchlaufen:
1. Man beginne mit der elementarabelschen Gruppe Cdp , welche die p-Klasse 1 hat, d. h. man
setze fu¨r eine Menge L1 als Anfangswert des Verfahrens L1 = {Cdp}.
2. Man bestimme alle unmittelbaren Nachfolger der Gruppen aus Li und nehme von jedem
Isomorphietyp einen Repra¨sentanten in eine Menge Li+1 auf, sofern seine Ordnung maximal
p5 ist. Alle Elemente von Li+1 haben die p-Klasse i+ 1.
3. Man wiederhole Schritt 2, bis i den Wert 5 erreicht.
Bei jedem Durchgang des zweiten Schritts erho¨ht sich die p-Klasse der Gruppen um 1 und daher
die Ordnung der Gruppen wenigstens um den Faktor p. Nach maximal vier Iterationen liegen daher
nur noch Gruppen der Ordnung p5 vor. Die Gruppe C5p tritt zu dieser Liste anschließend hinzu.
Die zentralen Sa¨tze 3.4 und 3.6 stellen sicher, dass mit dieser Methode ein Vertretersystem der
Isomorphieklassen konstruiert wird.
Auf Seite 7 ist bereits beschrieben worden, wie im Schritt 2 die unmittelbaren Nachfolger be-
rechnet werden. Dieses Verfahren wird nun fu¨r jede Gruppe wie dort beschrieben durchgefu¨hrt.
Daher ist jeder Abschnitt dieses Kapitels gleich aufgebaut und folgt den Schritten des dort ange-
gebenen Verfahrens. Der Satz 3.23 garantiert, dass dadurch fu¨r jede Gruppe ein Vertretersystem
der Isomorphieklassen ihrer unmittelbaren Nachfolger entsteht.
Wie schwierig die Berechnung der unmittelbaren Nachfolger ist, ha¨ngt von der jeweiligen Gruppe
ab. Das wesentliche Problem besteht darin, die Bahnen zu finden, in welche die Untergruppen des
Multiplikators M(G) unter der Operation von Erweiterungsautomorphismen zerfallen. In einigen
Fa¨llen ist die Zerlegung offensichtlich oder leicht zu berechnen. In anderen Fa¨llen braucht man
einige weniger triviale Hilfsmittel aus der Geometrie und linearen Algebra. Dies betrifft vor allem
die Gruppen Dp, C
3
p , C
4
p und (p
4, 7).
Die GruppeDp hat p+8 und die Gruppe C
3
p hat p+14 Isomorphieklassen unmittelbarer Nachfol-
ger der Ordnung p5. Der lineare Anstieg erkla¨rt sich folgendermaßen: Die Automorphismengruppen
dieser beiden Gruppen operieren auf ihren Multiplikatoren in a¨hnlicher Weise wie GL(2, p) durch
Konjugation auf der Menge der (2×2)-Matrizen u¨ber Fp. Diese Operation hat eine von p abha¨ngige
Anzahl von Bahnen. Daher du¨rfte es nicht wundern, dass die Bestimmung der Nachfolger von Dp
und vor allem von C3p Anleihen aus der Jordanblockzerlegung nimmt und dass das Kapitel u¨ber
Gruppenoperationen einen la¨ngeren Exkurs u¨ber Operationen der GruppeGL(2, p) entha¨lt, auf den
hier zuru¨ckgegriffen wird. Die Automorphismengruppe von C4p operiert auf ihrem Multiplikator in
derselben Weise wie GL(4, p) auf der Menge der schiefsymmetrischen Matrizen von M(4× 4, p).
Als vierte ungewo¨hnliche Gruppe ist (p4, 7) dafu¨r verantwortlich, dass in der Anzahlformel u¨ber
die Isomorphieklassen der Gruppen der Ordnung p5 die beiden Terme mit gro¨ßten gemeinsamen
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Teilern auftreten. Der Grund dafu¨r ist, dass der Operationshomomorphismus der Automorphis-
mengruppe von (p4, 7) in die Automorphismengruppe von M(G) aus Polynomfunktionen ho¨heren
Grades zusammengesetzt ist und die Abbildung θ : F∗p → F∗p : x 7→ xk als Bild eine Untergruppe vom
Index ggT (k, p−1) in F∗p hat. Daher hat das Bild von Aut(G) in Aut(M(G)) eine Ordnung, die von
p abha¨ngig ist, und liefert je nach Wahl von p Bahnen unterschiedlicher La¨nge und verschiedener
Anzahl.
Alle anderen Gruppen haben eine Anzahl unmittelbarer Nachfolger, die unabha¨ngig von p ist.
Die Bahnenberechnung la¨sst sich bei ihnen durch die Lo¨sung einfacher, gro¨ßtenteils linearer Glei-
chungssysteme bewa¨ltigen und stellt kein Problem dar.
Um die Sprache nicht zu unu¨bersichtlich werden zu lassen, werden die Vertreter mit ihren Isomor-
phieklassen identifiziert. Es wird also beispielsweise statt
”
die Isomorphieklasse der Gruppen der
Ordnung p5“ nur
”
die Gruppen der Ordnung p5“ oder statt
”
die Isomorphieklasse der Nachfolger
von G“ nur
”
die Nachfolger von G“ geschrieben.
5.1. Bemerkung: In diesem Kapitel sei p eine beliebige Primzahl und p > 3. In allen Potenz-
Kommutator-Pra¨sentationen außer bei den elementarabelschen Gruppen werden im Sinne von 2.18
und 2.11 die trivialen Relationen weggelassen.
5.2. Definition: Es sei G eine Gruppe, n ∈ N, p eine Primzahl und ϕ : G → GL(n, p) ein
Operationshomomorphismus. Dann ist ϕ¯ : G → GL(n, p) : g 7→ (gϕ)T der zu ϕ duale Operations-
homomorphismus, wobei T die Transpositionsabbildung von GL(n, p) ist.
5.1 Nachfolger von Cp
5.3. Satz: Fu¨r jedes i ∈ N ist Cpi+1 der einzige unmittelbaren Nachfolger von Cpi.
Beweis: Nach dem Hauptsatz u¨ber endlich erzeugte abelsche Gruppen (vgl. etwa [14], S. 78) ist fu¨r
jedes i ∈ N eine Gruppe G der Ordnung pi, sodass G zyklisch ist, isomorph zu Cpi . Daher haben
Cpi und Cpi+1 dieselbe minimale Anzahl von Erzeugern. Da nach dem Basissatz von Burnside
und wiederum nach dem Hauptsatz u¨ber endlich erzeugte abelsche Gruppen die Faktorgruppe
Fj = γj(Cpi)/γj+1(Cpi) fu¨r alle j ∈ N0 isomorph zu Cp ist, sofern Fj nicht trivial ist, hat Cpi+1 nach
2.5 eine um 1 gro¨ßere p-Klasse als Cpi und aus demselben Grund ist Cpi+1/γc(Cpi+1) isomorph zu
Cpi , sofern c die p-Klasse von Cpi ist. Damit ist Cpi+1 ein unmittelbarer Nachfolger von Cpi und nach
dem Hauptsatz u¨ber endlich erzeugte abelsche Gruppen Repra¨sentant der einzigen Isomorphieklasse
unmittelbarer Nachfolger von Cpi . ✷
5.2 Nachfolger von C2p
5.4. Vereinbarung: In diesem Abschnitt sei G = 〈a1, a2 | [a2, a1] = 1, ap1 = 1, ap2 = 1〉. Damit ist
G ∼= C2p .
5.2.1 Die Automorphismengruppe
5.5. Bemerkung: Die Gruppe G ist isomorph zu additiven Gruppe des Vektorraums F2p. Die Au-
tomorphismengruppe Aut(G) kann daher mit mit der generellen linearen Gruppe GL(2, p) =: A
identifiziert werden.
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5.2.2 p-Cover, Multiplikator und Nukleus
5.6. Lemma: Fu¨r G gilt:
P (G) = 〈a1, a2, a3, a4, a5 | [a2, a1] = a3, ap1 = a4, ap2 = a5〉.
M(G) = 〈a3, a4, a5〉.
N(G) = 〈a3, a4, a5〉.
Die Gruppe P (G) hat die p-Klasse 2, G ist fortsetzbar und jede Untergruppe von M(G) ist zula¨ssig.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 und dem Reduktionsverfahren
von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G) und damit die
Untergruppe N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen: 1 = ω(a1) = ω(a2)
und 2 = ω(a3) = ω(a4) = ω(a5). ✷
5.2.3 Nachfolger der Ordnung p5
5.7. Folgerung: Die Gruppe G hat genau einen unmittelbaren Nachfolger der Ordnung p5, na¨mlich
P (G).
5.2.4 Operation der Erweiterungsautomorphismen
5.8. Lemma: Mit der Identifikation von Aut(G) mit GL(2, p) ist die Operation von A = GL(2, p)
auf F3p
∼=M(G) durch
ϕ : GL(2, p)→ GL(3, p) : m =
(
m1 m2
m3 m4
)
7→M =

|m| 0 00 m1 m2
0 m3 m4


gegeben, wobei |m| die Determinante von m ist.
Beweis: Die Bilder der Erzeuger von M(G) ergeben sich unter m vermittels der Operation u¨ber
Erweiterungsautomorphismen folgendermaßen:
am3 = [a2, a1]
m = [am2 , a
m
1 ]
= [am31 a
m4
2 , a
m1
1 a
m2
2 ] = [a
m3
1 , a
m1
1 a
m2
2 ]
a
m4
2 [am42 , a
m1
1 a
m2
2 ]
= ([am31 , a
m2
2 ][a
m3
1 , a
m1
1 ]
a
m2
2 )a
m4
2 [am42 , a
m2
2 ][a
m4
2 , a
m1
1 ]
a
m2
2
= [am31 , a
m2
2 ]
a
m4
2 [am42 , a
m1
1 ]
a
m2
2 = ([a2, a1]
−m3m2)a
m4
2 ([a2, a1]
m4m1)a
m2
2
= [a2, a1]
m1m4−m3m2 = a
|m|
3 ,
da [a2, a1] = a3 als Element von M(G) zentral in P (G) ist. Weiterhin ist
am4 = (a
p
1)
m = (am1 )
p = (am11 a
m2
2 )
p
= (am11 )
p(am22 )
p = (ap1)
m1(ap2)
m2
= am14 a
m2
5 ,
da a3 der Kommutator von a1 und a2 ist und die Ordnung p hat. Daher gibt es ein k ∈ {0, . . . , p−1},
sodass (am11 a
m2
2 )
p = (am11 )
p(ak3)
p(am22 )
p = (ap1)
m1(ap3)
k(ap2)
m2 = (ap1)
m1 ist. Analog ergibt sich am5 =
am34 a
m4
5 . ✷
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5.2.5 Bahnen zula¨ssiger Untergruppen
5.9. Lemma: U¨ber den Operationshomomorphismus ϕ zerfa¨llt F3p
∼= M(G) unter der Operation
von A in folgende Bahnen nichttrivialer Vektoren.
B1 = (1, 0, 0)
A mit |B1| = p− 1.
B2 = (0, 0, 1)
A mit |B2| = p2 − 1.
B3 = (1, 0,−1)A mit |B3| = (p− 1)(p2 − 1).
Die zugeho¨rigen Stabilisatoren sind
S¯1 = SL(2, p)
S¯2 =
{(
m1 m2
0 1
)
| m1,m2 ∈ Fp und m1 6= 0
}
S¯3 =
{(
1 m2
0 1
)
| m2 ∈ Fp
}
Beweis: Die Unterra¨ume 〈(1, 0, 0)〉 und 〈(0, 1, 0), (0, 0, 1)〉 sind unter der Operation von A irreduzi-
ble Teilmoduln. Ihnen entsprechen die Bahnen B1 und B2. Es ist offensichtlich S¯1 = SL(2, p). Den
Stabilisator S¯2 erha¨lt man als Lo¨sungsmenge des Gleichungssystems {m3 = 0,m4 = 1} und S¯3 als
Lo¨sungsmenge von {m1m4 −m3m2 = 1,m3 = 0,m4 = 1}. Aus |S¯3| = p ergibt sich nach 4.13 und
4.3 die La¨nge von B3. Addiert man die Bahnenla¨ngen, so ergibt sich p
3− 1. Damit ist gezeigt, dass
die Liste der Bahnen vollsta¨ndig ist. ✷
5.10. Lemma: U¨ber den Operationshomomorphismus ϕ zerfa¨llt die Menge der eindimensionalen
Unterra¨ume F3p
∼=M(G) unter der Operation von A in folgende Bahnen.
B′1 = 〈(1, 0, 0)〉A.
B′2 = 〈(0, 0, 1)〉A.
B′3 = 〈(1, 0,−1)〉A.
Die Stabilisatoren S1, S2 und S3 dieser Unterra¨ume lauten:
S1 = GL(2, p) = A
S2 =
{(
m1 m2
0 m4
)
| m1,m2,m4 ∈ Fp und m1 6= 0,m4 6= 0
}
S3 =
{(
1 m2
0 m4
)
| m2,m4 ∈ Fp und m4 6= 0
}
Beweis: Die Behauptung ergibt sich unmittelbar aus 5.9 und 4.14, da Aϕ offensichtlich das Zentrum
von GL(3, p) entha¨lt. Den Stabilisator S2 erha¨lt man als Lo¨sungsmenge des Gleichungssystems
{m3 = 0,m4 = a} und S3 als Lo¨sungsmenge von {m1m4 − m3m2 = a,m3 = 0,m4 = a}, wobei
a ∈ F∗p ist. ✷
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5.2.6 Nachfolger der Ordnung p4
5.11. Folgerung: Fu¨r die Nachfolger von G der Ordnung p4 ergibt sich das folgende Vertretersys-
tem zula¨ssiger Untergruppen:
M1 = 〈a3〉 entsprechend 〈(1, 0, 0)〉.
M2 = 〈a5〉 entsprechend 〈(0, 0, 1)〉.
M3 = 〈a3a−15 〉 entsprechend 〈(1, 0,−1)〉.
5.12. Satz: In der folgenden Liste sind sa¨mtliche Nachfolger von G der Ordnung p4 angegeben:
G1 = 〈g1, g2, g3, g4 | gp1 = g3, gp2 = g4〉 ∼= C2p2 Gap-Typ (p4, 2)
G2 = 〈g1, g2, g3, g4 | [g2, g1] = g3, ap1 = g4〉 Gap-Typ (p4, 3)
G3 = 〈g1, g2, g3, g4 | [g2, g1] = g4, gp1 = g3, gp2 = g4〉 Gap-Typ (p4, 4)
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.11 aufgelistet ist. Die Pra¨sentation der
Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.2.7 Nachfolger der Ordnung p3
Mit den Gruppen G1, G2 und G3 sind alle Nachfolger der Ordnung p
4 ermittelt. Die Nachfolger
der Ordnung p3 erha¨lt man, indem man zula¨ssige Untergruppen aus P (G) ausfaktorisiert, denen
zweidimensionale Unterra¨ume in M(G) entsprechen, wenn man M(G) als Vektorraum u¨ber Fp
auffasst. Da M(G) als solcher die Dimension 3 hat, sind die zweidimensionalen Unterra¨ume von
M(G) Komplemente der eindimensionalen. Nach dem Dualita¨tsprinzip entsprechen die Bahnen der
zweidimensionalen Unterra¨ume denen ihrer eindimensionalen orthogonalen Komplementen. Daher
erha¨lt man u¨ber die Bahnen B1, B2 und B3 unmittelbar die Bahnen C1, C2 und C3 der zweidi-
mensionalen Unterra¨ume. Um ansprechendere Pra¨sentationen zu bekommen, werden hier andere
Vertreter von B1, B2 und B3 gewa¨hlt als fu¨r die Nachfolger der Ordnung p
4.
5.13. Lemma: Die Menge der zweidimensionalen Unterra¨ume von F3p
∼=M(G) zerfa¨llt unter der
Operation von A in folgende Bahnen:
C ′1 = 〈(0, 1, 0), (0, 0, 1)〉A , orthogonales Komplement zu 〈(1, 0, 0)〉.
C ′2 = 〈(1, 0, 0), (0, 0, 1)〉A , orthogonales Komplement zu 〈(0, 1, 0)〉.
C ′3 = 〈(1,−1, 0), (0, 0, 1)〉A , orthogonales Komplement zu 〈(1, 1, 0)〉.
Die Stabilisator T1, T2 und T3 zu C
′
1, C
′
2 und C
′
3 sind:
T1 = GL(2, p) = A
T2 =
{(
m1 m2
0 m4
)
| m1,m2,m4 ∈ Fp und m1 6= 0,m4 6= 0
}
T3 =
{(
m1 m2
0 1
)
| m1,m2 ∈ Fp und m1 6= 0
}
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Beweis: Diese Behauptung folgt unmittelbar aus 5.9 und dem Dualita¨tsprinzip. Um fu¨r C ′2 und
C ′3 Stabilisatoren in oberer Dreiecksform zu erhalten, sind hier andere Vertreter von B
′
2 und B
′
3
gewa¨hlt worden als in 5.9. ✷
5.14. Folgerung: Fu¨r Nachfolger der Ordnung p3 ergeben sich die folgenden Repra¨sentanten der
Bahnen zula¨ssiger Untergruppen:
N1 = 〈a4, a5〉 entsprechend C ′1 = 〈(0, 1, 0), (0, 0, 1)〉A .
N2 = 〈a3, a5〉 entsprechend C ′2 = 〈(1, 0, 0), (0, 0, 1)〉A .
N3 = 〈a3a−14 , a5〉 entsprechend C ′3 = 〈(1,−1, 0), (0, 0, 1)〉A .
5.15. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung p3
bis auf Isomorphie angegeben:
H1 = 〈h1, h2, h3 | [h2, h1] = h3〉 ∼= Dp.
H2 = 〈h1, h2, h3 | hp1 = h3〉 ∼= Cp2 × Cp.
H3 = 〈h1, h2, h3 | [h2, h1] = h3, hp1 = h3〉 ∼= Qp.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.14 aufgelistet ist. Die Pra¨sentation der
Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
Damit liegt fu¨r C2p eine vollsta¨ndige Liste der unmittelbaren Nachfolger bis zur Ordnung p
5 vor.
Als na¨chstes wird untersucht, ob die sechs unmittelbaren Nachfolger von C2p , die nicht die Ordnung
p5 haben, ihrerseits unmittelbare Nachfolger bis zur Ordnung p5 besitzen. Diese Untersuchung
beginnt mir den Gruppen der Ordnung p3, also H1, H2 und H3, in der Reihenfolge, in der sie hier
aufgetreten sind.
5.3 Nachfolger von Dp
5.16. Vereinbarung: In diesem Abschnitt sei G = 〈a1, a2, a3 | [a2, a1] = a3〉. Damit ist G ∼= Dp.
5.17. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = 2.
Beweis: Die Gewichtung la¨sst sich nach 2.19 ermitteln. ✷
5.3.1 Die Automorphismengruppe
5.18. Lemma: Die Automorphismengruppe von G besteht genau aus folgenden Abbildungen:
α(u1, u2, u3, v1, v2, v3) :


a1 7→ au11 au22 au33 wobei u1, u2, u3, v1, v2, v3
a2 7→ av11 av22 av33 ∈ {0, . . . , p − 1} und
a3 7→ au1v2−v1u23 u1v2 − v1u2 6= 0 ist.
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Beweis: Nach 3.26 la¨sst sich Aut(G) unmittelbar aus dem Stabilisator T1 (siehe 5.13) der zu G
geho¨renden zula¨ssigen Untergruppe ablesen. Damit ergeben sich genau die oben angegebenen Bilder
von a1 und a2. Das Bild von a3 ist durch die Bilder von a1 und a2 vollsta¨ndig festgelegt und la¨sst
sich folgendermaßen berechnen:
aα3 = [a2, a1]
α = [aα1 , a
α
2 ]
= [au11 a
u2
2 a
u3
3 , a
v1
1 a
v2
2 a
v3
3 ]
= [au11 a
u2
2 , a
v1
1 a
v2
2 ] = [a1, a2]
u2v1 [a2, a1]
u1v2
= au1v2−v1u23 ,
da a3 = [a2, a1] nach der Gewichtung ω zentral ist. ✷
5.3.2 p-Cover, Multiplikator und Nukleus
5.19. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise:
P (G) = 〈a1, a2, a3, a4, a5, a6, a7 | [a2, a1] = a3, [a3, a1] = a4, [a3, a2] = a5, ap1 = a6, ap2 = a7〉.
M(G) = 〈a4, a5, a6, a7〉.
N(G) = 〈a4, a5〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 und dem Reduktionsverfahren
von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G) und damit die
Untergruppe N(G) la¨sst sich nach 2.19 aus der Pra¨sentation von P (G) ablesen:
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a6) = ω(a7).
3 = ω(a4) = ω(a5).
✷
5.3.3 Operation der Erweiterungsautomorphismen
5.20. Lemma: Nach 5.18 la¨sst sich jeder Automorphismus α von Dp in der Form
α(u1, u2, u3, v1, v2, v3) :


a1 7→ au11 au22 au33 wobei u1, u2, u3, v1, v2, v3
a2 7→ av11 av22 av33 ∈ {0, . . . , p − 1} und
a3 7→ au1v2−v1u23 u1v2 − v1u2 6= 0 ist.
darstellen. In dieser Darstellung der Automorphismen von G ist der Operationshomomorphismus
von A := Aut(G) u¨ber Erweiterungsautomorphismen auf F4p
∼=M(G) durch
ϕ : A→ GL(4, p) : α(u1, u2, u3, v1, v2, v3) 7→M =


du1 du2 0 0
dv1 dv2 0 0
0 0 u1 u2
0 0 v1 v2


gegeben, wobei d = u1v2 − v1u2 ist.
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Beweis: Die Bilder der Erzeuger von M(G) ergeben sich u¨ber die Operation durch Erweiterungs-
automorphismen unter α nach 3.17 folgendermaßen:
aα4 = [a3, a1]
α = [au1v2−v1u23 , a
u1
1 a
u2
2 a
u3
3 ]
= [au1v2−v1u23 , a
u1
1 a
u2
2 ]
= [a3, a1]
(u1v2−v1u2)u1 [a3, a2]
(u1v2−v1u2)u2
= adu14 a
du2
5 ,
da a4 und a5 zentral sind. Ebenso ergibt sich a
α
5 = a
dv1
4 a
dv2
5 . Weiterhin ist
aα6 = (a
p
1)
α = (aα1 )
p = (au11 a
u2
2 a
u3
3 )
p
= (au11 a
u2
2 )
p(ap3)
u3 = (au11 a
u2
2 )
p
= (au11 )
p(au22 )
p = au16 a
u2
7 ,
da a3 der Kommutator von a1 und a2 ist und die Ordnung p hat. Deshalb gibt es ein k ∈ {0, . . . , p−
1}, sodass (au11 au22 )p = (au11 )p(ak3)p(au22 )p = (ap1)u1(ap3)k(ap2)u2 = (ap1)u1(ap2)u2 ist. Analog erha¨lt man
aα7 = a
v1
6 a
v2
7 . ✷
5.3.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p4
5.21. Lemma: U¨ber den Operationshomomorphismus ϕ zerfa¨llt F4p
∼= M(G) unter der Operation
von A in folgende Bahnen nichttrivialer Vektoren.
B1 = (0, 0, 1, 0)
A mit |B1| = p2 − 1.
B2 = (1, 0, 0, 0)
A mit |B2| = p2 − 1.
B3 = (1, 0, 1, 0)
A mit |B3| = (p2 − 1)(p − 1).
B4 = (1, 0, 0, 1)
A mit |B4| = (p
2−1)(p2−p)
2 .
B5 = (1, 0, 0, w)
A mit |B5| = (p
2−1)(p2−p)
2 .
Dabei ist w ein Erzeuger der multiplikativen Gruppe von Fp. Die Stabilisatoren der Bahnrepra¨sen-
tanten sind die folgenden. Dabei ist Sˆi ≤ GL(4, p) das Bild des Stabilisators S¯i ≤ Aut(G) unter ϕ,
wobei S¯i den Vertreter der Bahn Bi stabilisiert.
Sˆ1 =




v2 0 0 0
v1v2 v
2
2 0 0
0 0 1 0
0 0 v1 v2

 | v1, v2 ∈ Fp und v2 6= 0

 mit |Sˆ1| = p(p− 1)
Sˆ2 =




1 0 0 0
v1u
−1
1 u
−3
1 0 0
0 0 u1 0
0 0 v1 u
−2
1

 | u1, v1 ∈ Fp und u1 6= 0

 mit |Sˆ2| = p(p − 1)
Sˆ3 =




1 0 0 0
v1 1 0 0
0 0 1 0
0 0 v1 1

 | v1 ∈ Fp

 mit |Sˆ3| = p
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Sˆ4 = Sˆ5 =




1 0 0 0
0 ±1 0 0
0 0 ±1 0
0 0 0 1



 mit |Sˆ4| = |Sˆ5| = 2
Beweis: Dass F4p derart unter A in Bahnen zerfa¨llt, ist nahezu offensichtlich. Es bleibt zu be-
merken: Die Bahnen B1 und B2 sind verschieden, da die Unterra¨ume 〈(1, 0, 0, 0), (0, 1, 0, 0)〉 und
〈(0, 0, 1, 0), (0, 0, 0, 1)〉 irreduzible Teilmuduln unter der Operation von A sind. Dass B4 und B5
nicht identisch sind, erkennt man daran, dass die Gleichung (du1, du2, v1, v2) = (1, 0, 0, w) auf die
Gleichung 1 = du1 = (u1v2− v1u2)u1 = wu21 fu¨hrt, die ihrerseits nicht lo¨sbar ist, da w als Erzeuger
der multiplikativen Gruppe von Fp nach 4.8 kein Quadrat ist. Damit liegt (1, 0, 0, w) nicht in B4
und die beiden Bahnen sind daher verschieden. Addiert man die La¨nge der Bahnen, so sieht man,
dass F4p mit ihnen vollsta¨ndig aufgeteilt ist.
Die Stabilisatoren erha¨lt man als Lo¨sungsmengen der folgenden Gleichungssysteme
1. {u1 = 1, u2 = 0},
2. {(u1v2 − v1u2)u1 = 1, (u1v2 − v1u2)u2 = 0},
3. {(u1v2 − v1u2)u1 = 1, (u1v2 − v1u2)u2 = 0, u1 = 1, u2 = 0},
4. {(u1v2 − v1u2)u1 = 1, (u1v2 − v1u2)u2 = 0, v1 = 0, v2 = 1},
5. {(u1v2 − v1u2)u1 = 1, (u1v2 − v1u2)u2 = 0, v1 = 0, v2 = w}.
✷
5.22. Lemma: U¨ber den Operationshomomorphismus ϕ zerfa¨llt die Menge der eindimensionalen
Unterra¨ume F4p
∼=M(G) unter der Operation von A in folgende Bahnen.
B′1 = 〈(0, 0, 1, 0)〉A .
B′2 = 〈(1, 0, 0, 0)〉A .
B′3 = 〈(1, 0, 1, 0)〉A .
B′4 = 〈(1, 0, 0, 1)〉A .
B′5 = 〈(1, 0, 0, w)〉A .
Die zugeho¨rigen Stabilisatoren sind
S¯1 = A
S¯2 =




u21v2 0 0 0
u1v1v2 u1v
2
2 0 0
0 0 u1 0
0 0 v1 v2

 | u1, v1, v2 ∈ Fp und u1v2 6= 0


S¯3 =




u1 0 0 0
v1 u
−1
1 0 0
0 0 u1 0
0 0 v1 u
−1
1

 | u1, v1 ∈ Fp und u1 6= 0


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S¯4 = S¯5 =




v2 0 0 0
0 ±v22 0 0
0 0 ±1 0
0 0 0 v2

 | v2 ∈ Fp und v2 6= 0


Beweis: Die Behauptung ergibt sich unmittelbar aus 5.21 und 4.14, da Aϕ offensichtlich das Zen-
trum von GL(4, p) entha¨lt.
Die Stabilisatoren erha¨lt man als Lo¨sungsmengen der folgenden Gleichungssysteme
1. {u1 = u1, u2 = 0},
2. {(u1v2 − v1u2)u1 = u1, (u1v2 − v1u2)u2 = 0},
3. {(u1v2 − v1u2)u1 = u1, (u1v2 − v1u2)u2 = 0, u1 = u1, u2 = 0},
4. {(u1v2 − v1u2)u1 = v2, (u1v2 − v1u2)u2 = 0, v1 = 0, v2 = v2},
5. {(u1v2 − v1u2)u1 = v2, (u1v2 − v1u2)u2 = 0, v1 = 0, v2 = wv2}.
(Auf den rechten Seiten werden u1 und v2 der Einfachheit halber verwendet, anstatt neue Variablen
einzufu¨hren). ✷
5.23. Lemma: Fu¨r die Nachfolger von G der Ordnung p4 ergibt sich das folgende Vertretersystem
zula¨ssiger Untergruppen:
1. M2 = 〈a5, a6, a7〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)〉.
2. M3 = 〈a5, a7, a4a−16 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 0, 1), (1, 0,−1, 0)〉.
3. M4 = 〈a5, a6, a4a−17 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (1, 0, 0,−1)〉.
4. M5 = 〈a5, a6, a4a−w7 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (1, 0, 0,−w)〉.
Beweis: Da P (G) die Ordnung p7 hat, werden fu¨r die unmittelbaren Nachfolger der Ordnung p4 die
Bahnen der dreidimensionalen Unterra¨ume von F4p
∼=M(G) unter der Operation von A beno¨tigt. Da
F4p die Dimension 4 hat, ko¨nnen statt der dreidimensionalen Unterra¨ume ihre eindimensionalen or-
thogonalen Komplemente und die Operationen von AT auf dieser Menge betrachtet werden. Wegen
der Symmetrie von Aϕ eru¨brigt sich das Transponieren, d. h. es ist Aϕ = (Aϕ)T . Aus den Repra¨sen-
tanten der Bahnen zu eindimensionalen Unterra¨umen in 5.22 lassen sich die Vertreter der Bahnen
der dreidimensionalen Unterra¨ume unmittelbar ablesen, indem man orthogonale Komplemente zu
ihnen bildet. Mit der Bahn B′1 sind alle Unterra¨ume gegeben, denen keine zula¨ssigen Untergrup-
pen entsprechen, da das Standardskalarprodukt der Elemente von B′1 mit den Basisvektoren des
Unterraumes N¯ = 〈(1, 0, 0, 0), (0, 1, 0, 0)〉, der dem Nukleus entspricht, jeweils Null ist. Daher sind
die dreidimensionalen Komplemente der eindimensionalen Unterra¨ume mit Basisvektoren aus B1
nach keine Supplemente von N¯ und ihnen entsprechen nach 3.16 keine zula¨ssigen Untergruppen.
Also ist B1 zu vernachla¨ssigen. Alle anderen Bahnen hingegen bestehen nach demselben Kriterium
aus zula¨ssigen Untergruppen. ✷
5.24. Lemma: Zu den zula¨ssigen Untergruppen M2, . . . ,M5 geho¨ren die folgenden Stabilisatoren
als Untergruppen von Aut(G):
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S2 = {α(u1, u2, u3, 0, v2, v3) | u1, u2, u3, v2, v3 ∈ Fp und u1v2 6= 0}.
S3 = {α(u1, u2, u3, 0, u−11 , v3) | u1, u2, u3, v3 ∈ Fp und u1 6= 0}.
S4 = S5 = {α(±1, 0, u3 , 0, v2, v3) | u3, v2, v3 ∈ Fp und v2 6= 0}.
Beweis: Die Stabilisatoren S2, . . . , S5 sind aus den Stabilisatoren S¯2, . . . , S¯5 unter Beru¨cksichtigung
des Transponierens unmittelbar ablesbar. ✷
5.3.5 Nachfolger der Ordnung p4
5.25. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung p4
bis auf Isomorphie angegeben:
G1 = 〈g1, g2, g3, g4, | [g2, g1] = g3, [g3, g1] = g4〉 Gap-Typ (p4, 7)
G2 = 〈g1, g2, g3, g4, | [g2, g1] = g3, [g3, g1] = g4, gp1 = g4〉 Gap-Typ (p4, 8)
G3 = 〈g1, g2, g3, g4 | [g2, g1] = g3, [g3, g1] = g4, gp2 = g4〉 Gap-Typ (p4, 9)
G4 = 〈g1, g2, g3, g4 | [g2, g1] = g3, [g3, g1] = g4, gp2 = gw4 〉 Gap-Typ (p4, 10)
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.23 aufgelistet ist. Die Pra¨sentation der
Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.3.6 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.26. Lemma: Fu¨r die unmittelbaren Nachfolger von G der Ordnung p5 ist die folgende Liste ein
Vertretersystem der zula¨ssigen Untergruppen, wobei w ein Erzeuger der multiplikativen Gruppe von
Fp ist:
M1 = 〈a6, a7〉 entsprechend 〈(0, 0, 1, 0), (0, 0, 0, 1)〉,
M2 = 〈a5a−17 , a6〉 entsprechend 〈(0, 1, 0,−1), (0, 0, 1, 0)〉,
M3 = 〈a4a−17 , a6〉 entsprechend 〈(1, 0, 0,−1), (0, 0, 1, 0)〉,
M4 = 〈a4a−w7 , a6〉 entsprechend 〈(1, 0, 0,−w), (0, 0, 1, 0)〉,
M5 = 〈a4a−16 , a5a−17 〉 entsprechend 〈(1, 0,−1, 0), (0, 1, 0,−1)〉,
M6 = 〈a4a−16 a−17 , a5a−17 〉 entsprechend 〈(1, 0,−1,−1), (0, 1, 0,−1)〉,
M7 = 〈a4a−16 a−w7 , a5a−17 〉 entsprechend 〈(1, 0,−1,−w), (0, 1, 0,−1)〉,
M8 = 〈a4a−w7 , a5a−16 〉 entsprechend 〈(1, 0, 0,−w), (0, 1,−1, 0)〉,
Mk9 = 〈a4a−16 , a5a−w
k
7 〉 entsprechend 〈(1, 0,−1, 0), (0, 1, 0,−wk )〉 mit k ∈ {1, . . . , p−12 }.
Mk10 = 〈a4a−16 a−w
k+1
7 , a5a
−wk
6 a
−1
7 〉 entsprechend 〈(1, 0,−1,−wk+1), (0, 1,−wk ,−1)〉 mit k ∈
{0, . . . , p−12 − 1}.
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Beweis: Um die unmittelbaren Nachfolger von G der Ordnung p5 bis auf Isomorphie zu klassifizie-
ren, wird, da der Multiplikator von G die Ordnung p7 hat, ein Vertretersystem der Bahnen unter
Erweiterungsautomorphismen von G von Untergruppen gesucht, die die Ordnung p2 haben und ein
Supplement des Nukleus N(G) = 〈a5, a6〉 sind. Diese Problemstellung wird nun in die Sprache der
linearen Algebra u¨bersetzt: Es sei {f4, f5, f6, f7} die Standardbasis von F4p. Dann entspricht dem
Nukleus der Unterraum N = 〈f4, f5〉. Ein UnterraumW von Fp entspricht nur dann einer zula¨ssigen
Untergruppe der Ordnung p2, wenn W die Dimension 2 hat und dim(N ∩W ) = 0 ist, denn an-
dernfalls wa¨re W kein Supplement zu N . Entspricht W einer zula¨ssigen Untergruppe der Ordnung
p2, so wird W innerhalb dieses Beweises zula¨ssiger Unterraum genannt. Es sei K = {f6, f7}. Dann
ist F4p die direkte Summe von N und K. Ist W ein zula¨ssiger Unterraum, so ist dim(K ∩W ) = 2,
dim(K ∩W ) = 1 oder dim(K ∩W ) = 0. Diese drei Fa¨lle werden nun getrennt untersucht.
Erster Fall: Es sei dim(K ∩ W ) = 2. Dann ist W = K und damit ist 〈f6, f7〉 ein zula¨ssiger
Unterraum, der in der Liste als M1 gefu¨hrt wird.
Zweiter Fall: Es sei dim(K ∩W ) = 1. Da F4p die direkte Summe von N und K ist, gibt es dann
ein n ∈ N und k1, k2 ∈ K mit W = 〈n+ k1, k2〉. Da A u¨ber ϕ auf der Menge der eindimensionalen
Unterra¨ume von K transitiv operiert, kann man annehmen, dass k2 = f6 und dass k1 /∈ U = 〈f6〉
ist, da W andernfalls kein Supplement zu N wa¨re. Die Gruppe
S =




u21v2 0 0 0
u1v1v2 u1v
2
2 0 0
0 0 u1 0
0 0 v1 v2

 | u1, v2 ∈ F∗p und v1 ∈ Fp


ist der Stabilisator von U in Aϕ. Nach 4.16 gibt es eine Bijektion zwischen den Bahnen der Kom-
plemente zu U in F4p unter der Operation von S und den Bahnen der Elemente des Tensorproduktes
M¯ ⊗U unter der Operation von S vermittels ms−1 ⊗us. Die Operation von S auf dem Faktorraum
M¯ = F4p/U vermittels S × M¯ : (s,m) 7→ ms
−1
ist durch die Gruppe
S¯ =



 u21v2 0 0−u1v1v2 u1v22 0
0 0 v2

 | u1, v2 ∈ F∗p und v1 ∈ Fp


gegeben. Da nicht die Bahnen der dreidimensionalen Komplemente von U selbst von Interesse
sind, sondern deren eindimensionalen orthogonalen Komplemente, wird statt S¯ die aus S¯ durch
Transponieren hervorgegangene Gruppe
Sˆ =



u2v −uvz 00 uv2 0
0 0 v

 | u, v ∈ F∗p und z ∈ Fp


betrachtet (der U¨bersichtlichkeit wegen werden andere Variablen verwendet). In 4.22 ist angegeben,
wie F3p
∼= M¯ unterSˆ in Bahnen zerfa¨llt. Da W = 〈n + k1, f6〉 genau dann ein Komplement zu
N ist, wenn die Projektion von W auf U die Dimension 2 hat, und da W genau dann einen
eindimensionalen Schnitt mit U hat, wenn die Projektion von W auf N die Dimemsion 1 hat, ist
W genau dann ein zula¨ssiger Unterraum, wenn sowohl n als auch k1 nicht der Nullvektor sind. Da
einem in 4.22 aufgefu¨hrten Bahnenvertreter (a, b, c) der Unterraum W = 〈(a, b, 0, c), (0, 0, 1, 0)〉 =
〈(a, b, 0, c), (0, 0,−1, 0)〉 entspricht, enthalten genau die Bahnen B1, B2 und B3 aus 4.22 zula¨ssige
Untergruppen. Ihren Vertreter entsprechen die Gruppen M2,M3 und M4 in der oben aufgefu¨hrten
Liste.
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Dritter Fall: Es sei dim(K ∩ W ) = 0. Da F4p die direkte Summe von N und K ist, gibt es
dann n1, n2 ∈ N und k1, k2 ∈ K mit W = 〈n1 + k1, k2 + k2〉. Da N unter der Operation von
A vermittels ϕ invariant ist und A u¨ber ϕ auf N transitiv operiert, kann man annehmen, dass
n1 = f4 und n2 = f5 erfu¨llt ist. Es sei U = 〈f6, f7〉 und S = Aϕ. Nach 4.16 entsprechen die Bahnen
der zula¨ssigen Unterra¨ume den Bahnen von S in N ⊗ U unter der Operation θ : S × (N ⊗ U) →
N ⊗ U : (s, n⊗ u) 7→ ns−1 ⊗ us. Diese Operation wiederum entspricht offensichtlich der Operation
von H = GL(2, p) auf M = M(2 × 2, p) vermittels δ : H ×M → M : (h,m) 7→ det(h)−1h−1mh,
wobei statt δ ebenso die Operation ν : H ×M → M : (h,m) 7→ det(h)h−1mh verwendet werden
kann. Die Bahnen von M unter der Operation von H u¨ber ν sind in 4.21 festgehalten. Da einem
der dort aufgefu¨hrten Bahnenrepra¨sentanten
m =
(
a b
c d
)
der Unterraum W = 〈(1, 0, a, b), (0, 1, c, d)〉 entspricht, ist W genau dann ein zula¨ssiger Unterraum,
wenn det(m) 6= 0 ist, da andernfalls W kein Supplement zu N wa¨re. Die zula¨ssigen Untera¨ume
dieser Art sind in der oben angefu¨hrten Liste als M5, . . . ,M
k
10 zu finden. ✷
5.3.7 Nachfolger der Ordnung p5
5.27. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung p5
bis auf Isomorphie angegeben.
H1 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4, [h3, h2] = h5〉,
H2 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4, [h3, h2] = h5, hp2 = h5〉,
H3 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4, [h3, h2] = h5, hp2 = h4〉,
H4 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4, [h3, h2] = h5, hp2 = hw4 〉,
H5 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4, [h3, h2] = h5, hp1 = h4, hp2 = h5〉,
H6 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4h5, [h3, h2] = h5, hp1 = h4, hp2 = h5〉,
H7 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4hw5 , [h3, h2] = h5, hp1 = h4, hp2 = h5〉,
H8 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = hw5 , [h3, h2] = h4, hp1 = h4, hp2 = h5〉,
Hk9 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4, [h3, h2] = hw
k
5 , h
p
1 = h4, h
p
2 = h5〉 mit
k ∈ {1, . . . , p−12 },
Hk10 = 〈h1, h2, h3, h4, h5 | [h2, h1] = h3, [h3, h1] = h4hw
k+1
5 , [h3, h2] = h
wk
4 h5, h
p
1 = h4, h
p
2 = h5〉
mit k ∈ {0, . . . , p−12 − 1}.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Vertre-
tersystems zula¨ssiger Untergruppen faktorisiert, das in 5.26 ist. Die Pra¨sentation der Faktorgruppe
erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.28. Folgerung: Die Gruppe G hat 8+p Isomorphieklassen unmittelbarer Nachfolger der Ordnung
p5.
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5.4 Nachfolger von (p4, 7)
5.29. Vereinbarung: In diesem Abschnitt sei G = 〈a1, a2, a3, a4 | [a2, a1] = a3, [a3, a1] = a4〉.
5.30. Lemma: Die Gruppe G ist durch ω(a1) = ω(a2) = 1, ω(a3) = 2 und ω(a4) = 3 gewichtet
und hat damit die p-Klasse 3.
Beweis: Die Gewichtung la¨sst sich nach 2.19 ermitteln. ✷
5.4.1 Die Automorphismengruppe
5.31. Lemma: Jeder Automorphismus α von G la¨sst sich eindeutig durch
α(u1, u2, u3, u4, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p− 1} und
a3 7→ au1v23 au1v3+(u1(u1−1)v2)/24 u1v2 6= 0 ist.
a4 7→ au
2
1v2
4
darstellen.
Beweis: Die Automorphismengruppe von G ist nach 3.26 aus dem Stabilisator S¯2 (siehe 5.22) der
zu G geho¨renden zula¨ssigen Untergruppe unmittelbar ablesbar. Damit ergeben sich genau die oben
angegebenen Bilder von a1 und a2. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2
eindeutig bestimmt und lassen sich folgendermaßen berechnen:
aα3 = [a2, a1]
α = [aα2 , a
α
1 ] = [a
v2
2 a
v3
3 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [av22 a
v3
3 , a
u1
1 a
u2
2 a
u3
3 ]
= (av22 a
v3
3 )
−1(au11 a
u2
2 a
u3
3 )
−1av22 a
v3
3 a
u1
1 a
u2
2 a
u3
3
= a−v33 a
−v2
2 a
−u3
3 a
−u2
2 a
−u1
1 a
v2
2 a
v3
3 a
u1
1 a
u2
2 a
u3
3
= a−v2−u22 a
−v3−u3
3 a
−u1
1 a
v2
2 a
v3
3 a
u1
1 a
u2
2 a
u3
3
= a−v22 a
−v3
3 a
−u1
1 a
v2
2 a
v3
3 a
u1
1
= au1v23 a
u1v3+(u1(u1−1)v2)/2
4 ,
da 〈a4〉 das Zentrum von G ist. Außerdem ist
aα4 = [a3, a1]
α = [aα3 , a
α
1 ]
= [au1v23 a
u1v3+(u1(u1−1)v2)/2
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [au1v23 , a
u1
1 a
u2
2 a
u3
3 ]
= [au1v23 , a
u1
1 ]
a
u1v2
3 [au1v23 , a
u2
2 a
u3
3 ]
= [au1v23 , a
u1
1 ][a
u1v2
3 , a
u2
2 a
u3
3 ]
= [au1v23 , a
u1
1 ][a
u1v2
3 , a
u3
3 ][a
u1v2
3 , a
u2
2 ]
a
u3
3
= [au1v23 , a
u1
1 ] = [a3, a1]
u21v2 = a
u2
1
v2
4 ,
da 〈a4〉 das Zentrum von G ist. ✷
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5.4.2 p-Cover, Multiplikator und Nukleus
5.32. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise:
P (G) = 〈a1, a2, a3, a4, a5, a6, a7, a8 | [a2, a1] = a3, [a3, a1] = a4, [a4, a1] = a5, [a3, a2] =
a6, a
p
1 = a7, a
p
2 = a8〉.
M(G) = 〈a5, a6, a7, a8〉.
N(G) = 〈a5〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 sowie dem Reduktionsverfahren
von Knuth-Bendix, aus der sich die Untergruppe M(G) ablesen la¨sst. Die Gewichtung von P (G)
und damit die Untergruppe N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen:
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a7) = ω(a8).
3 = ω(a4) = ω(a6).
4 = ω(a5).
✷
5.4.3 Operation der Erweiterungsautomorphismen
5.33. Lemma: Nach 5.31 la¨sst sich jeder Automorphismus α von G in der Form
α(u1, u2, u3, u4, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p − 1} und
a3 7→ au1v23 au1v3+(u1(u1−1)v2)/24 u1v2 6= 0 ist.
a4 7→ au
2
1v2
4
darstellen. In dieser Notation ist der Operationshomomorphismus ϕ von Aut(G) u¨ber Erweite-
rungsautomorphismen auf F4p
∼=M(G) folgendermaßen gegeben
ϕ : Aut(G)→ GL(4, p) : α(u1, u2, u3, u4, v2, v3, v4) 7→M =


u31v2 0 0 0
0 u1v
2
2 0 0
0 0 u1 u2
0 0 0 v2


Beweis: Die Bilder der Erzeuger von M(G) ergeben sich unter den Erweiterungsautomorphismen
folgendermaßen:
aα5 = [a4, a1]
α = [aα4 , a
α
1 ]
= [a
u2
1
v2
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [a
u21v2
4 , a
u1
1 a
u2
2 a
u3
3 ]
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= [a
u2
1
v2
4 , a
u1
1 ] = [a4, a1]
u31v2
= a
u3
1
v2
5 ,
da [a4, a1] zentral und alle anderen auftretenden Kommutatoren trivial sind.
aα6 = [a3, a2]
α = [aα3 , a
α
2 ]
= [au1v23 a
d
4, a
v2
2 a
v3
3 a
v4
4 ] = [a
u1v2
3 , a
v2
2 a
v3
3 ]
= [au1v23 , a
v2
2 ] = [a
u1v2
3 , a
v2
2 ]
u1v22
= a
u1v22
6
aus denselben Gru¨nden, wobei d = u1v3 + (u1(u1 − 1)v2)/2 ist.
aα7 = (a
p
1)
α = (aα1 )
p
= (au11 a
u2
2 a
u3
3 a
u4
4 )
p
= (au11 )
p(au22 )
p = (ap1)
u1(ap2)
u2
= au17 a
u2
8
da die Kommutatoren, die aus a1, a2, a3 und a4 gebildet sind, trivial sind oder die Ordnung p haben.
aα8 = (a
p
2)
α = (aα2 )
p
= (av22 a
v3
3 a
v4
4 )
p
= (av22 )
p = (ap2)
v2
= av28
aus demselben Grund. ✷
Da fu¨r die Nachfolger der Ordnung p5 nicht die dreidimensionalen Unterra¨ume von F4p
∼=M(G)
betrachtet werden, sondern ihre eindimensionalen Komplemente, wird im weiteren nicht ϕ, sondern
der zu ϕ duale Operationshomomorphismus ϕ¯ betrachtet, d. h. die Operation von Aut(G) auf dem
Dualraum zu F4p.
5.34. Folgerung: Die Gruppe Aut(G) operiert durch
ϕ¯ : Aut(G)→ GL(4, p) : α(u1, u2, u3, u4, v2, v3, v4) 7→M =


u31v2 0 0 0
0 u1v
2
2 0 0
0 0 u1 0
0 0 u2 v2


u¨ber Erweiterungsautomorphismen auf dem Dualraum von F4p
5.35. Bemerkung: Die Matrixgruppe
L = {αϕ¯ | α ∈ Aut(G)} =




u3v 0 0 0
0 uv2 0 0
0 0 u 0
0 0 z v

 | u, v, z ∈ Fp und uv 6= 0


operiert nicht derart auf F4p, dass die Bahnen der Vektoren von F
4
p\{0} in bijektiver Korrespondenz
zu den Bahnen der eindimensionalen Unterra¨ume von F4p stehen.
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Beweis: Die Gruppe L entha¨lt nicht das volle Zentrum Z von GL(4, p). Denn Z wird von wE4
erzeugt, wobei w ein Erzeuger der multiplikativen Gruppe von Fp und E4 die Einheitsmatrix der
Dimension 4 × 4 ist. Die Gruppe L entha¨lt aber wE4 nicht, da in diesem Fall u1 = w und v2 = w
erfu¨llt sein mu¨ssten. Dann aber wa¨re auch w = u31v2 = w
3w = w4 und w = u1v
2
2 = ww
2 = w3.
Nach letzterem wa¨re w ein Quadrat, was w aber nach 4.8 nicht ist (sofern p 6= 2 ist – aber
das wird in diesem Kapitel generell vorausgesetzt). Nach 4.15 lassen sich daher die Bahnen der
eindimensionalen Unterra¨ume unter der Operation von L auf F4p nicht unmittelbar aus den Bahnen
der Vektoren ermitteln. ✷
5.36. Folgerung: Unter der Operation der Gruppe
A =




ku3v 0 0 0
0 kuv2 0 0
0 0 ku 0
0 0 z kv

 | k, u, v, z ∈ Fp und kuv 6= 0


auf F4p zerfa¨llt F
4
p derart in Bahnen, dass sich aus ihnen die Bahnen der eindimensionalen Un-
terra¨ume ablesen lassen und dass sie den Bahnen der eindimensionalen Unterra¨ume im Sinne von
4.14 entsprechen, die sich unter der Operation von L ergeben.
Beweis: Die Behauptung ergibt sich unmittelbar unter Bezug auf 4.14. ✷
5.37. Lemma: Die Gruppe A hat die Ordnung p(p− 1)3.
Beweis: Die Ordnung von A wird folgendermaßen bestimmt: Da A = LZ ist, gilt nach den Homo-
morphiesa¨tzen
|LZ| = |L||Z||L ∩ Z| .
Die Ordnung von Z ist bekanntlich p− 1. Da Z von wE4 erzeugt wird und damit Z = {waE4 | a ∈
{0, . . . , p−1}} ist, kann man den Schnitt von L und Z folgendermaßen bestimmen: Man erha¨lt, dass
fu¨r die Elemente des Schnittes u = wa und v = wa gilt und daher auch wa = u3v = w3awa = w4a.
Also ist w3a = 1 bzw. 3a ≡ 0 mod p−1. Diese Bedingung ist nach 4.7 bei 3 ∤ p−1 nur fu¨r a = 0 und
andernfalls fu¨r jedes a ∈ {0, 13 (p− 1), 23(p − 1)} erfu¨llt. Andererseits ist auch wa = uv2 = waw2a =
w3a, was unabha¨ngig von p nur fu¨r a ∈ {0, 12(p − 1)} erfu¨llt ist. Aus beiden Bedingungen erha¨lt
man, dass a = 0 und damit |L ∩ Z| = 1 ist.
Als na¨chster Schritt wird die Ordnung von L bestimmt. Dazu werden die Bahn B und der
Stabilisator S von (1, 0, 0, 1) unter L ermittelt und benutzt, dass |L| = |B| · |S| ist. Die Bahn ist
B = (1, 0, 0, 1)L = {(u3v, 0, z, v) | u, v, z ∈ Fp und uv 6= 0}.
Da die Abbildung θ : Fp → Fp : x 7→ x3 nach 4.8 die multiplikative Gruppe F∗p auf eine Untergruppe
(F∗p)
θ ≤ F∗p vom Index ggT (3, p − 1) abbildet, ist
|B| =
{
p(p− 1)2 falls 3 ∤ p− 1,
1
3p(p− 1)2 falls 3 | p− 1.
Ist W3 = {x | x ∈ Fp und x3 = 1}, so ist der Stabilisator von (1, 0, 0, 1)
S =




u3 0 0 0
0 u 0 0
0 0 u 0
0 0 0 1

 | u ∈W3

 .
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Wiederum nach 4.8 ergibt sich, dass
|S| =
{
1 falls 3 ∤ p− 1,
3 falls 3 | p− 1
ist. Man erha¨lt also insgesamt, dass die Ordnung von L fu¨r jede Primzahl p > 3 gleich p(p − 1)2
ist. Damit ist |Z| · |L| = p(p− 1)3 die Ordnung von A. ✷
5.4.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p4
5.38. Lemma: Der Vektorraum F4p zerfa¨llt unter der Operation von A in die folgenden Bahnen
nichttrivialer Vektoren mit der jeweils angegebenen La¨nge.
B1 = (1, 0, 0, 0)
A mit |B1| = p− 1.
B2 = (1, 0, 0, 1)
A mit |B2| = p(p− 1)2, falls ggT (3, p − 1) = 1 ist. Wenn hingegen ggT (3, p −
1) = 3 ist, so zerfa¨llt die Bahn B2 in die Bahnen B2a, B2b und B2c.
B2a = (1, 0, 0, w
0)A mit |B2| = 13p(p− 1)2.
B2b = (1, 0, 0, w
1)A mit |B2| = 13p(p− 1)2.
B2c = (1, 0, 0, w
2)A mit |B2| = 13p(p− 1)2.
B3 = (1, 0, 1, 0)
A mit |B3| = (p− 1)2.
B4 = (1, 1, 0, 0)
A mit |B4| = (p− 1)2.
B5 = (1, 1, 0, 1)
A mit |B5| = p(p − 1)3, falls ggT (3, p − 1) = 1 ist. Fu¨r ggT (3, p − 1) = 3
zerfa¨llt B5 in die folgenden drei Bahnen.
B5a = (1, 1, 0, w
0)A mit |B5a| = 13p(p− 1)3
B5b = (1, 1, 0, w
1)A mit |B5b| = 13p(p− 1)3
B5c = (1, 1, 0, w
2)A mit |B5c| = 13p(p− 1)3
B6a = (1, 1, w
0, 0)A mit |B6a| = 12(p− 1)3, wenn ggT (4, p− 1) = 2 ist, und |B6a| = 14(p− 1)3,
wenn ggT (4, p − 1) = 4 ist.
B6b = (1, 1, w
1, 0)A mit |B6b| = 12(p− 1)3, wenn ggT (4, p − 1) = 2 ist, und |B6b| = 14 (p− 1)3,
wenn ggT (4, p − 1) = 4 ist. Wenn ggT (4, p − 1) = 4 ist, gibt es außerdem die Bahnen B6c
und B6d.
B6c = (1, 1, w
2, 0)A mit |B6c| = 14 (p− 1)3.
B6d = (1, 1, w
3, 0)A mit |B6d| = 14(p − 1)3.
B7 = (0, 0, 0, 1)
A mit |B7| = p(p− 1).
B8 = (0, 0, 1, 0)
A mit |B8| = p− 1.
B9 = (0, 1, 0, 0)
A mit |B9| = p− 1.
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B10 = (0, 1, 0, 1)
A mit |B10| = p(p− 1)2.
B11a = (0, 1, 1, 0)
A mit |B11a| = 12(p − 1)2.
B11b = (0, 1, w, 0)
A mit |B11b| = 12(p− 1)2.
Es sei W2 = {x ∈ Fp | x2 = 1}, W3 = {x ∈ Fp | x3 = 1} und W4 = {x ∈ Fp | x4 = 1}. Die zu den
Bahnenvertretern geho¨renden Stabilisatoren sind
Sˆ1 =




1 0 0 0
0 u−2 0 0
0 0 u−2v−1 0
0 0 z u−3

 | u, v, z ∈ Fp und u, v 6= 0

 mit |Sˆ1| = p(p− 1)
2.
Sˆ2 =




u3 0 0 0
0 uv 0 0
0 0 uv−1 0
0 0 0 1

 | u ∈W3 und v ∈ F∗p

 mit |Sˆ2| = |W3|(p− 1).
Sˆ3 =




1 0 0 0
0 u−4 0 0
0 0 1 0
0 0 z u−3

 | u, z ∈ F∗p und u 6= 0

 mit |Sˆ3| = p(p− 1).
Sˆ4 =




1 0 0 0
0 1 0 0
0 0 u−4 0
0 0 z u−3

 | u, z ∈ Fp und u 6= 0

 mit |Sˆ5| = p(p− 1).
Sˆ5 =




u3 0 0 0
0 u3 0 0
0 0 u−1 0
0 0 0 1

 | u ∈W3

 mit |Sˆ5| = |W3|.
Sˆ6 =




u4 0 0 0
0 1 0 0
0 0 1 0
0 0 z u

 | z ∈ Fp und u ∈W4

 mit |Sˆ6| = p|W4|.
Sˆ7 =




u3 0 0 0
0 uv 0 0
0 0 uv−1 0
0 0 0 1

 | u, v ∈ F∗p

 mit |Sˆ7| = (p− 1)
2.
Sˆ8 =




u2v 0 0 0
0 v2 0 0
0 0 1 0
0 0 z u−1v

 | u, v ∈ F∗p und z ∈ F∗p

 mit |Sˆ8| = p(p− 1)
2.
Sˆ9 =




u2v−1 0 0 0
0 1 0 0
0 0 v−2 0
0 0 z u−1v−1

 | u, v ∈ F∗p und z ∈ F∗p

 mit |Sˆ9| = p(p− 1)
2.
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Sˆ10 =




u3 0 0 0
0 1 0 0
0 0 u2 0
0 0 0 1

 | u ∈ F∗p

 mit |Sˆ10| = (p− 1).
Sˆ11 =




u2v 0 0 0
0 v2 0 0
0 0 1 0
0 0 z u−1v

 | u ∈ F∗p, z ∈ Fp und v ∈W2

 mit |Sˆ11| = |W2|p(p− 1).
Beweis: Die La¨ngen der Bahnen sind gro¨ßtenteils unmittelbar ersichtlich oder ko¨nnen aus der
La¨nge der zugeho¨rigen Stabilisatoren nach den Bahn-Stabilisator-Sa¨tzen ermittelt werden. Im Wei-
teren werden nur die Fa¨lle behandelt, die nicht allzu offensichtlich sind. Dieser Nachweis betrifft
neben B11 die Bahnen, die sich in Abha¨ngigkeit von p ”
auffa¨chern“ – also die Bahnen B2, B5 und
B6.
Betrachtet man die Bahn B2, die bereits zur Ermittlung der Ordnung von A benutzt worden
ist, so ergibt sich, dass der Vektor (1, 0, 0, wb) genau dann in der Bahn des Vektors (1, 0, 0, wa)
liegt, wenn die Gleichungen 1 = ku3v und wb = wakv erfu¨llt sind. In diesem Fall erha¨lt man u¨ber
wb−a = kv und 1 = ku3 = kvu3 = wb−a, dass dann u3 = wa−b und damit a ≡ b mod 3 ist. Nach 4.8
gibt es genau ggT (3, p−1) Nebenklassen modulo w3 in F∗p und damit liegt im Falle ggT (3, p−1) = 1
jeder Vektor (1, 0, 0, wb) in der Bahn von (1, 0, 0, wa) und im Falle ggT (3, p − 1) = 3 der Vektor
(1, 0, 0, wb) genau dann, wenn a ≡ b mod 3 ist. Also gibt es fu¨r ggT (3, p − 1) = 1 genau eine
Bahn mit dem Vertreter (1, 0, 0, 1) und fu¨r ggT (3, p − 1) = 3 drei Bahnen mit den Vertretern
(1, 0, 0, w0), (1, 0, 0, w1) und (1, 0, 0, w2). Dasselbe Argument trifft auf das Verha¨ltnis der Bahn B5
zu den Bahnen B5a, B5b und B5c zu.
Im Fall der Bahn B6 ist (1, 1, w
b, 0) genau dann ein Element der Bahn von (1, 1, wa, 0), wenn die
Gleichungen ku = wb−a, 1 = wb−av2 und 1 = wb−au2v erfu¨llt sind. In diesem Fall ist v = wa−bu−2
und daher 1 = wb−au−4wa−b = u−4, d. h. 1 = u4. Also ist v2 = u2v und damit v = u2. Man erha¨lt
somit u4 = 1 = wb−au2v = wb−a. Damit liegen die Vektoren (1, 1, wa, 0) und (1, 1, wa, 0) genau
dann in derselben Bahn, wenn a ≡ b mod 4 ist. Nach 4.8 gibt es ggT (4, p− 1) A¨quivalenzklassen in
F∗p modulo w
4 und damit ko¨nnen als Vertreter dieser Bahnen (1, 1, w0, 0) und (1, 1, w1, 0) im Falle
ggT (4, p − 1) = 2 und (1, 1, w0, 0), . . . , (1, 1, w3 , 0) im Falle ggT (4, p − 1) = 4 gewa¨hlt werden. Ein
analoges Argument gilt fu¨r die Bahnen B11a und B11b – allerdings mit dem Unterschied, dass die
dort relevante Bedingung ggT (2, p − 1) = 2 fu¨r jede Primzahl p > 3 erfu¨llt ist. ✷
5.39. Folgerung: Fu¨r die Nachfolger von G der Ordnung p5 ist die folgende Liste ein Vertreter-
system zula¨ssiger Untergruppen. Dabei ist W3 = {x ∈ Fp | x3 = 1} und W4 = {x ∈ Fp | x4 = 1}.
M1 = 〈a6, a7, a8〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)〉.
Ma2 = 〈a6, a7, a5a−w
a
8 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (1, 0, 0,−wa)〉 mit a ∈W3.
M3 = 〈a6, a8, a5a−17 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 0, 1), (1, 0,−1, 0)〉.
M4 = 〈a7, a8, a5a−16 〉 entsprechend 〈(0, 0, 1, 0), (0, 0, 0, 1), (1,−1, 0, 0)〉.
Ma5 = 〈a7, a5a−w
a
8 , a6a
−wa
8 〉 entsprechend 〈(0, 0, 1, 0), (1, 0, 0,−wa), (0, 1, 0,−wa)〉 mit a ∈W3.
M b6 = 〈a8, a5a−w
b
7 , a6a
−wb
7 〉 entsprechend 〈(0, 0, 0, 1), (1, 0,−wb , 0), (0, 1,−wb , 0)〉 mit b ∈W4.
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Beweis: Das Vertretersystem der zula¨ssigen Untergruppen la¨sst sich unmittelbar aus 5.39 ablesen.
Nur die Bahnen B1 bis B6d entsprechen nach 3.16 zula¨ssigen Untergruppen, da nur sie Unterra¨ume
enthalten, die Komplemente zum Unterraum 〈(1, 0, 0, 0)〉 sind, der dem Nukleus entspricht. ✷
5.40. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung p5
bis auf Isomorphie angegeben. Dabei ist W3 = {x ∈ Fp | x3 = 1} und W4 = {x ∈ Fp | x4 = 1} und
a ∈W3 sowie b ∈W4.
G1 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = g5〉.
Ga2 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = gw
a
5 , g
p
2 = g5〉.
G3 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = g5, gp1 = g5〉.
G4 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = g5, [g3, g2] = g5〉.
Ga5 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = gw
a
5 , [g3, g2] = g
wa
5 , g
p
2 = g5〉.
Gb6 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = gw
b
5 , [g3, g2] = g
wb
5 , g
p
1 = g5〉.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.39 aufgelistet ist. Die Pra¨sentation der
Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.41. Folgerung: Die Gruppe G hat
3 + ggT (4, p − 1) + 2 · ggT (3, p − 1)
unmittelbare Nachfolger der Ordnung p5.
5.5 Nachfolger von (p4, 8)
5.42. Vereinbarung: In diesem Abschnitt sei G = 〈a1, a2, a3, a4 | [a2, a1] = a3, [a3, a1] = a4, ap1 =
a4〉.
5.43. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = 2 sowie
ω(a4) = 3 und damit die p-Klasse 3.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.5.1 Die Automorphismengruppe
5.44. Lemma: Jeder Automorphismus α von G la¨sst sich durch
α(u1, u2, u3, u4, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v3, v4
a2 7→ au
−1
1
2 a
v3
3 a
v4
4 ∈ {0, . . . , p− 1} und
a3 7→ a3au1v34 u1 6= 0 ist.
a4 7→ au14
darstellen.
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Beweis: Die Automorphismengruppe von G ist nach 3.26 aus dem Stabilisator S¯3 (siehe 5.22) der
zu G geho¨renden zula¨ssigen Untergruppe unmittelbar ablesbar. Damit ergeben sich genau die oben
angegebenen Bilder von a1 und a2. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2
eindeutig bestimmt und lassen sich folgendermaßen berechnen:
aα3 = [a2, a1]
α = [aα2 , a
α
1 ]
= [a
u−1
1
2 a
v3
3 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [a
u−1
1
2 a
v3
3 , a
u1
1 a
u2
2 a
u3
3 ]
= [a
u−1
1
2 , a
u1
1 a
u2
2 a
u3
3 ]
a
v3
3 [av33 , a
u1
1 a
u2
2 a
u3
3 ]
= ([a
u−1
1
2 , a
u3
3 ][a
u−1
1
2 , a
u1
1 a
u2
2 ]
a
u3
3 )a
v3
3 [av33 , a
u3
3 ][a
v3
3 , a
u1
1 a
u2
2 ]
a
u3
3
= ([a
u−1
1
2 , a
u1
1 a
u2
2 ]
a
u3
3 )a
v3
3 [av33 , a
u1
1 a
u2
2 ]
a
u3
3
= (([a
u−1
1
3 , a
u2
2 ][a
u−1
1
2 , a
u1
1 ]
a
u2
2 )a
u3
3 )a
v3
3 ([av33 , a
u2
2 ][a
v3
3 , a
u1
1 ]
a
u2
2 )a
u3
3
= (([a
u−1
1
2 , a
u1
1 ]
a
u2
2 )a
u3
3 )a
v3
3 ([av33 , a
u1
1 ]
a
u2
2 )a
u3
3
= [a
u−1
1
2 , a
u1
1 ][a
v3
3 , a
u1
1 ]
= [a2, a1][a3, a1]
u1v3 = a3a
u1v3
4 ,
da a3 und a4 zentral sind. Weiterhin ist
aα4 = [a3, a1]
α = [aα3 , a
α
1 ]
= [a3a
u1v3
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [a3, a
u1
1 a
u2
2 a
u3
3 ] = [a3, a
u1
1 a
u2
2 ]
= [a3, a
u1
1 ][a3, a
u2
2 ] = [a3, a
u1
1 ]
= [a3, a1]
u1 = au14
✷
5.5.2 p-Cover, Multiplikator und Nukleus
5.45. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, . . . , a7 | [a2, a1] = a3, [a3, a1] = a4, [a3, a2] = a5, ap1 = a4a6, ap2 = a7〉.
M(G) = 〈a5, a6, a7〉.
N(G) = 〈1〉.
Die Gruppe P (G) hat die p-Klasse 3.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 sowie dem Reduktionsverfahren
von Knuth-Bendix, aus der sich die Untergruppe M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a6) = ω(a7).
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3 = ω(a4) = ω(a5).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.46. Satz: Die Gruppe G ist abschließend.
Beweis: Da P (G) dieselbe p-Klasse hat wie G, hat G nach 3.10 keine unmittelbaren Nachfolger,
d. h. G ist abschließend. ✷
5.6 Nachfolger von (p4, 9)
5.47. Vereinbarung: In diesem Abschnitt sei G = 〈a1, a2, a3, a4 | [a2, a1] = a3, [a3, a1] = g4, ap2 =
g4〉.
5.48. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = 2 sowie
ω(a4) = 3 und damit die p-Klasse 3.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.6.1 Die Automorphismengruppe
5.49. Lemma: Die Automorphismen α von G lassen sich in der folgenden Weise darstellen:
α(u3, u4, v2, v3, v4) :


a1 7→ a±11 au33 au44 wobei u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p− 1} und
a3 7→ a±v23 a±v34 u1 6= 0 ist.
a4 7→ a±v24
Beweis: Die Automorphismengruppe von G ist nach 3.26 aus dem Stabilisator S¯4 (siehe 5.22) der
zu G geho¨renden zula¨ssigen Untergruppe unmittelbar ablesbar. Damit ergeben sich genau die oben
angegebenen Bilder von a1 und a2. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2
eindeutig bestimmt und lassen sich folgendermaßen berechnen:
aα3 = [a2, a1]
α = [aα2 , a
α
1 ]
= [av22 a
v3
3 a
v4
4 , a
±1
1 a
u3
3 a
u4
4 ]
= [av22 a
v3
3 , a
±1
1 a
u3
3 ]
= [av22 , a
±1
1 a
u3
3 ]
a
v3
3 [av33 , a
±1
1 a
u3
3 ]
= ([av22 , a
u3
3 ][a
v2
2 , a
±1
1 ]
a
u3
3 )a
v3
3 [av33 , a
±1
1 ]
= [av22 , a
±1
1 ][a3, a1]
±v3
= a±v23 a
±v3
4
Weiterhin ist
aα4 = [a3, a1]
α = [aα3 , a
α
1 ]
= [a±v23 a
±v3
4 , a
±1
1 a
u3
3 a
u4
4 ]
= [a±v23 , a
±1
1 a
u3
3 ] = [a
±v2
3 , a
±1
1 ] = a
±v2
4
✷
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5.6.2 p-Cover, Multiplikator und Nukleus
5.50. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, . . . , a7 | [a2, a1] = a3, [a3, a1] = a4, [a3, a2] = a5, ap1 = a6, ap2 = a4a7〉.
M(G) = 〈a5, a6, a7〉.
N(G) = 〈1〉.
Die Gruppe P (G) hat die p-Klasse 3.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 sowie dem Reduktionsverfahren
von Knuth-Bendix, aus der sich die Untergruppe M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a6) = ω(a7).
3 = ω(a4) = ω(a5).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.51. Satz: Die Gruppe G ist abschließend.
Beweis: Da P (G) dieselbe p-Klasse hat wie G, hat G nach 3.10 keine unmittelbaren Nachfolger,
d. h. G ist abschließend. ✷
5.7 Nachfolger von (p4, 10)
5.52. Vereinbarung: In diesem Abschnitt sei G = 〈a1, a2, a3, a4 | [a2, a1] = a3, [a3, a1] = a4, ap2 =
aw4 〉, wobei w ein Erzeuger der multiplikativen Gruppe von Fp ist.
5.53. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = 2 sowie
ω(a4) = 3 und damit die p-Klasse 3
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.54. Lemma: Die Automorphismen α von G lassen sich in der folgenden Weise darstellen:
α(u3, u4, v2, v3, v4) :


a1 7→ a±11 au33 au44 wobei u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p − 1} und
a3 7→ a±v23 a±v34 u1 6= 0 ist.
a4 7→ a±v24
Beweis: Die Automorphismengruppe von G ist nach 3.26 aus dem Stabilisator S¯4 (siehe 5.22) der
zu G geho¨renden zula¨ssigen Untergruppe unmittelbar ablesbar. Damit ergeben sich genau die oben
angegebenen Bilder von a1 und a2. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2
eindeutig bestimmt und lassen sich folgendermaßen berechnen:
aα3 = [a2, a1]
α = [aα2 , a
α
1 ]
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= [av22 a
v3
3 a
v4
4 , a
±1
1 a
u3
3 a
u4
4 ]
= [av22 a
v3
3 , a
±1
1 a
u3
3 ]
= [av22 , a
±1
1 a
u3
3 ]
a
v3
3 [av33 , a
±1
1 a
u3
3 ]
= ([av22 , a
u3
3 ][a
v2
2 , a
±1
1 ]
a
u3
3 )a
v3
3 [av33 , a
±1
1 ]
= [av22 , a
±1
1 ][a3, a1]
±v3
= a±v23 a
±v3
4
Weiterhin ist
aα4 = [a3, a1]
α = [aα3 , a
α
1 ]
= [a±v23 a
±v3
4 , a
±1
1 a
u3
3 a
u4
4 ]
= [a±v23 , a
±1
1 a
u3
3 ] = [a
±v2
3 , a
±1
1 ] = a
±v2
4
✷
5.7.1 p-Cover, Multiplikator und Nukleus
5.55. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender,
wobei w ein Erzeuger der multiplikativen Gruppe von Fp ist:
P (G) = 〈a1, . . . , a7 | [a2, a1] = a3, [a3, a1] = a4, [a3, a2] = a5, ap1 = a6, ap2 = aw4 a7〉.
M(G) = 〈a5, a6, a7〉.
N(G) = 〈1〉.
Die Gruppe P (G) hat die p-Klasse 3.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 sowie dem Reduktionsverfahren
von Knuth-Bendix, aus der sich die Untergruppe M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a6) = ω(a7).
3 = ω(a4) = ω(a5).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.56. Satz: Die Gruppe G ist abschließend.
Beweis: Da P (G) dieselbe p-Klasse hat wie G, hat G nach 3.10 keine unmittelbaren Nachfolger,
d. h. G ist abschließend. ✷
5.8 Nachfolger von Cp2 × Cp
5.57. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3 | ap1 = a3〉.
Damit ist G ∼= Cp2 × Cp.
5.58. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
59
5 Die Gruppen bis zur Ordnung p5 fu¨r eine beliebige Primzahl p > 3
5.8.1 Die Automorphismengruppe
5.59. Lemma: Fu¨r G erha¨lt man die Automorphismen α in folgender Weise:
α(u1, u2, u3, v2, v3) :


a1 7→ au11 au22 au33 wobei u1, u2, u3, v2, v3
a2 7→ av22 av33 ∈ {0, . . . , p − 1} und
a3 7→ au13 u1 6= 0 sowie v2 6= 0 ist.
Beweis: Nach 3.26 la¨sst sich Aut(G) unmittelbar aus dem Stabilisator T2 (siehe 5.13) der zu G
geho¨renden zula¨ssigen Untergruppe ablesen. Damit ergeben sich genau die oben angegebenen Bilder
von a1 und a2. Das Bild von a3 ist durch die Bilder von a1 und a2 vollsta¨ndig festgelegt und la¨sst
sich folgendermaßen berechnen:
aα3 = (a
p
1)
α = (au11 a
u2
2 a
u3
3 )
p
= (au11 )
p(au22 )
p(au33 )
p = (ap1)
u1(ap2)
u2(ap3)
u3
= (ap1)
u1 = au13 ,
da G kommutativ ist. ✷
5.8.2 p-Cover, Multiplikator und Nukleus
5.60. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, a2, a3, a4, a5, a6 | ap1 = a3, ap3 = a4, [a2, a1] = a5, ap2 = a6〉.
M(G) = 〈a4, a5, a6〉.
N(G) = 〈a4〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 sowie dem Reduktionsverfahren
von Knuth-Bendix, aus der sich die Untergruppe M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a5) = ω(a6).
3 = ω(a4).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.8.3 Operation der Erweiterungsautomorphismen
5.61. Lemma: Werden die Automorphismen α von G gema¨ß 5.59 in der Weise
α(u1, u2, u3, v2, v3) :


a1 7→ au11 au22 au33 wobei u1, u2, u3, v2, v3
a2 7→ av22 av33 ∈ {0, . . . , p − 1} und
a3 7→ au13 u1 6= 0 sowie v2 6= 0 ist.
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dargestellt, so ist
ϕ : Aut(G)→ GL(3, p) : α(u1, u2, u3, v2, v3) 7→M =

u1 0 00 u1v2 0
v3 0 v2


der Operationshomomorphismus von A = Aut(G) auf F3p
∼= M(G) u¨ber Erweiterungsautomorphis-
men.
Beweis: Die Bilder der Erzeuger von M(G) ergeben sich unter α u¨ber ϕ folgendermaßen:
aα4 = (a
p
3)
α = (aα3 )
p = (au13 )
p
= (ap3)
u1 = au14
Weiterhin ist
aα5 = [a2, a1]
α = [aα2 , a
α
1 ] = [a
v2
2 a
v3
3 , a
u1
1 a
u2
2 a
u3
3 ]
= [av22 a
v3
3 , a
u1
1 a
u2
2 a
u3
3 ]
= [av22 , a
u1
1 a
u2
2 a
u3
3 ]
a
v3
3 [av33 , a
u1
1 a
u2
2 a
u3
3 ]
= ([av22 , a
u3
3 ][a
v2
2 , a
u1
1 a
u2
2 ]
a
u3
3 )a
v3
3 [av33 , a
u3
3 ][a
v3
3 , a
u1
1 a
u2
2 ]
a
u3
3
= ([av22 , a
u1
1 a
u2
2 ]
a
u3
3 )a
v3
3 [av33 , a
u1
1 a
u2
2 ]
a
u3
3
= (([av22 , a
u2
2 ][a
v2
2 , a
u1
1 ]
a
u2
2 )a
u3
3 )a
v3
3 ([av33 , a
u2
2 ][a
v3
3 , a
u1
1 ]
a
u2
2 )a
u3
3
= (([av22 , a
u1
1 ]
a
u2
2 )a
u3
3 )a
v3
3
= [a2, a1]
u1v2 = au1v25 ,
da a5 zentral und die anderen auftretenden Kommutatoren trivial sind. Außerdem ist
aα6 = (a
p
2)
α = (aα2 )
p = (av22 a
v3
3 )
p
= (av22 )
p(av33 )
p = (ap2)
v2(ap3)
v3 = av34 a
v2
6 ,
da der Kommutator von a4 und a6 trivial ist. ✷
Fu¨r die Isomorphieklassen der Nachfolger der Ordnung p4 werden die Bahnen zweidimensionaler
Unterra¨ume von F3p
∼= M(G) unter der Operation von A = Aut(G) beno¨tigt. Diese Bahnen kann
man einfacher ermitteln, indem man eindimensionale Komplemente des Dualraumes betrachtet und
den zu ϕ dualen Operationshomomorphismus.
5.62. Folgerung: Der zu ϕ duale Operationshomomorphismus ist
ϕ¯ : A→ GL(3, p) : α(u1, u2, u3, v2, v3) 7→M =

u1 0 v30 u1v2 0
0 0 v2


5.8.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p4
5.63. Lemma: Der Vektorraum F3p
∼=M(G) zerfa¨llt unter der Operation von A = Aut(G) vermit-
tels ϕ¯ in die folgenden Bahnen nichttrivialer Vektoren zerfa¨llt:
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B1 = (0, 0, 1)
A mit |B1| = p− 1.
B2 = (0, 1, 0)
A mit |B2| = p− 1.
B3 = (0, 1, 1)
A mit |B3| = (p− 1)2.
B4 = (1, 0, 0)
A mit |B4| = p(p− 1).
B5 = (1, 1, 0)
A mit |B5| = p(p− 1)2.
Die Stabilisatoren der Vertreter von B4 und B5 sind
Sˆ4 =



1 0 00 v2 0
0 0 v2

 | v2 ∈ Fp und v2 6= 0


Sˆ5 =



1 0 00 1 0
0 0 1




und die Stabilisatoren der eindimensionalen Unterra¨ume, die von den Vertretern von B4 und B5
aufgespannt werden, sind
S¯4 =



u1 0 00 u1v2 0
0 0 v2

 | u1, v2 ∈ Fp und u1v2 6= 0


S¯5 =



u1 0 00 u1 0
0 0 1

 | u1 ∈ Fp und u1 6= 0


Beweis: Die Behauptung ist offensichtlich. ✷
5.64. Folgerung: Fu¨r die Nachfolger von G der Ordnung p4 ergibt sich das folgende Vertretersys-
tem zula¨ssiger Untergruppen:
1. M4 = 〈a5, a6〉 entsprechend 〈(0, 1, 0), (0, 0, 1)〉.
2. M5 = 〈a6, a4a−15 〉 entsprechend 〈(0, 0, 1), (1,−1, 0)〉.
Die Stabilisatoren von M4 und M5 unter der Operation von Aut(G) auf M(G) u¨ber Erweiterungs-
automorphismen sind
1. S4 = {α(u1, u2, u3, v2, 0) | u1, u2, u3, v2 ∈ {0, . . . , p− 1} und u1 6= 0}.
2. S5 = {α(u1, u2, u3, 1, 0) | u1, u2, u3 ∈ {0, . . . , p− 1} und u1 6= 0}.
Beweis: Da nur die Vertreter der Bahnen B4 und B5 mit (1, 0, 0) ein Skalarprodukt ungleich
Null liefern, entsprechen nur die zweidimensionalen Unterra¨ume den zula¨ssigen Untergruppen von
M(G), zu denen ein Element aus B4 oder B5 der Basisvektor des orthogonalen, eindimensionalen
Komplementes ist. Die Stabilisatoren von M4 und M5 lassen sich nach Transposition aus S¯4 und
S¯5 ablesen. ✷
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5.8.5 Nachfolger der Ordnung p4
5.65. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung p4
bis auf Isomorphie angegeben:
1. G1 = 〈g1, g2, g3, g4 | gp1 = g3, gp3 = g4〉 ∼= Cp3 × Cp Gap-Typ (p4, 5)
2. G2 = 〈g1, g2, g3, g4 | gp1 = g3, gp3 = g4, [g2, g1] = g4〉 Gap-Typ (p4, 6)
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.64 aufgelistet ist. Die Pra¨sentation der
Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.66. Satz: Die Gruppe G hat nur unmittelbare Nachfolger der Ordnung p4.
Beweis: Mit den Gruppen G1 und G2 sind alle (Isomorphieklassen der) unmittelbaren Nachfolger
von G angegeben. Unmittelbare Nachfolger der Ordnung p5 gibt es nicht, da P (G) die Ordnung
p6 und sich Nachfolger der Ordnung p5 nur dann erga¨ben, wenn man zula¨ssige Untergruppen der
Ordnung p ausfaktorisieren ko¨nnte. Da M(G) die Ordnung p3 und N(G) die Ordnung p hat, ist
keine Untergruppe der Ordnung p ein Supplement in M(G) zu N(G). Also gibt es nach 3.16 keine
zula¨ssigen Untergruppen der Ordnung p. ✷
5.9 Nachfolger von (p4, 5) bzw. Cp3 × Cp
5.67. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | ap1 = a3, ap3 = a4〉
Damit ist G ∼= Cp3 × Cp.
5.68. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1, ω(a3) = 2 und ω(a4) = 3.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.9.1 Die Automorphismengruppe
5.69. Lemma: Jeder Automorphismus α von G la¨sst sich in folgender Weise darstellen:
α(u1, u2, u3, u4, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v4
a2 7→ av22 av44 ∈ {0, . . . , p − 1} und
a3 7→ au13 au34 u1 6= 0 sowie v2 6= 0 ist.
a4 7→ au14
.
Beweis: Die Automorphismengruppe von G ist nach 3.26 aus dem Stabilisator Sˆ4 (siehe 5.63) der
zu G geho¨renden zula¨ssigen Untergruppe unmittelbar ablesbar. Aus Sˆ4 lassen sich die Bilder von a1
und a2 unmittelbar ablesen. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2 eindeutig
bestimmt und lassen sich folgendermaßen berechnen:
aα3 = (a
p
1)
α = (aα1 )
p = (au11 a
u2
2 a
u3
3 a
u4
4 )
p
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= (au11 )
p(au22 )
p(au33 )
p(au44 )
p = (ap1)
u1(ap2)
u2(ap3)
u3(ap4)
u4
= au13 a
u3
4
und
aα4 = (a
p
3)
α = (aα3 )
p = (au13 a
u3
4 )
p = (au13 )
p(au34 )
p
= (ap3)
u1(ap4)
u3 ,
da G abelsch ist. ✷
5.9.2 p-Cover, Multiplikator und Nukleus
5.70. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, a2, a3, a4, a5, a6, a7 | ap1 = a3, ap3 = a4, ap4 = a5, [a2, a1] = a6, ap2 = a7〉.
M(G) = 〈a5, a6, a7〉.
N(G) = 〈a5〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 und dem Reduktionsverfahren
von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a6) = ω(a7).
3 = ω(a4).
4 = ω(a5).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.9.3 Operation der Erweiterungsautomorphismen
5.71. Lemma: Werden die Automorphismen α von G gema¨ß 5.69 in der Weise
α(u1, u2, u3, u4, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v4
a2 7→ av22 av44 ∈ {0, . . . , p− 1} und
a3 7→ au13 au34 u1 6= 0 sowie v2 6= 0 ist.
a4 7→ au14
dargestellt, so operiert die Automorphismengruppe von G u¨ber den Operationshomomorphismus
ϕ : Aut(G)→ GL(3, p) : α(u1, u2, u3, u4, v2, v3, v4) 7→M =

u1 0 00 u1v2 0
v4 0 v2


auf F3p
∼=M(G).
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Beweis: Nach 5.69 la¨sst sich jeder Automorphismus α von G in der oben angegebenen Weise
darstellen. Die Bilder der Erzeuger von M(G) sind unter der Operation von Aut(G) u¨ber Erweite-
rungsautomorphismen dann folgendermaßen gegeben:
aα5 = (a
p
4)
α = (aα4 )
p = (au14 )
p = (ap4)
u1
= au15
sowie
aα6 = [a2, a1]
α = [aα2 , a
α
1 ]
= [av22 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [a2, a1]
u1v2 = au1v26 ,
da [a2, a1] zentral und die Kommutatoren [a3, a1], . . . , [a4, a3] trivial sind. Weiterhin ist
aα7 = (a
p
2)
α = (aα2 )
p
= (av22 a
v4
4 )
p = (ap2)
v2(ap4)
v4
= av45 a
v2
7 ,
da [a4, a2] = 1 ist. ✷
Da fu¨r die unmittelbaren Nachfolger der Ordnung p5 zula¨ssige Untergruppen der Ordnung p2
beno¨tigt werden, werden die Bahnen der zweidimensionalen Unterra¨ume von F3p unter der Operation
von Aut(G) vermittels ϕ gesucht. Wie u¨blich werden statt der zweidimensionalen Unterra¨ume
ihre eindimensionalen orthogonalen Komplemente betrachtet und damit statt ϕ der zu ϕ duale
Operationshomomorphismus verwendet.
5.72. Bemerkung: Der zu ϕ duale Operationshomomorphismus ist
ϕ¯ : Aut(G)→ Aut(M(G)) : α(u1, u2, u3, u4, v2, v3, v4) 7→M =

u1 0 v40 u1v2 0
0 0 v2

 .
5.9.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.73. Lemma: Der Vektorraum F3p
∼= M(G) zerfa¨llt unter A = Aut(G)ϕ¯ in folgende Bahnen
nichttrivialer Vektoren:
B1 = (1, 0, 0)
A mit |B1| = p(p− 1),
B2 = (1, 1, 0)
A mit |B2| = p(p− 1)2,
B3 = (0, 1, 0)
A mit |B3| = p− 1,
B4 = (0, 0, 1)
A mit |B4| = p− 1,
B5 = (0, 1, 1)
A mit |B5| = p(p− 1)2.
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Die Repra¨sentanten der Bahnen B1 und B2 haben die folgenden Stabilisatoren:
S¯1 =



u1 0 00 u1v2 0
0 0 v2

 | u1, v2 ∈ Fp und u1v2 6= 0


S¯2 =



u1 0 00 u1 0
0 0 1

 | u1 ∈ Fp und u1 6= 0


Beweis: Die Behauptung ist offensichtlich. ✷
5.74. Folgerung: Fu¨r die Nachfolger von G der Ordnung p5 bilden die folgenden Untergruppen
von M(G) ein Vertretersystem der zula¨ssigen Untergruppen:
1. M1 = 〈a6, a7〉 entsprechend 〈(0, 1, 0), (0, 0, 1)〉,
2. M2 = 〈a7, a5a−16 〉 entsprechend 〈(0, 0, 1), (1,−1, 0)〉.
Beweis: Der Unterraum N¯ = 〈(1, 0, 0)〉 entspricht dem Nukleus. Nur die Elemente von B1 und B2
haben Skalarprodukt ungleich Null mit den Elementen von N¯ . Daher entsprechen nur solche zweidi-
mensionale Unterra¨ume von F3p zula¨ssigen Untergruppen von M(G), die orthogonale Komplemente
zu eindimensionalen Unterra¨umen sind, deren Basisvektoren in B1 oder B2 enthalten sind. ✷
5.9.5 Nachfolger der Ordnung p5
5.75. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung p5
bis auf Isomorphie angegeben:
1. G1 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp3 = g4, gp4 = g5〉 ∼= Cp4 × Cp,
2. G2 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp3 = g4, gp4 = g5, [g2, g1] = g5〉.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.74 aufgelistet ist. Die Pra¨sentation der
Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.76. Bemerkung: Die beiden Gruppen G1 und G2 sind zusammen mit P (G) alle unmittelbaren
Nachfolger von G, denn fu¨r Nachfolger der Ordnung p6 mu¨sste es Supplemente der Ordnung p des
Nukleus geben, die es offensichtlich nicht gibt.
5.10 Nachfolger von (p4, 6)
5.77. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | ap1 = a3, ap3 = a4, [a2, a1] = a4〉.
5.78. Lemma: Die Gruppe G besitzt die Gewichtung ω(a1) = ω(a2) = 1, ω(a3) = 2 und ω(a4) = 3
und damit die p-Klasse 3.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
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5.10.1 Die Automorphismengruppe
5.79. Lemma: Jeder Automorphismus α von G la¨sst sich in folgender Weise darstellen:
α(u1, u2, u3, u4, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v4
a2 7→ a2av44 ∈ {0, . . . , p− 1} und
a3 7→ au13 au34 v2 6= 0 ist.
a4 7→ au14
Beweis: Die Automorphismengruppe von G ist nach 3.26 aus dem Stabilisator Sˆ5 (siehe 5.63) der
zu G geho¨renden zula¨ssigen Untergruppe unmittelbar ablesbar. Aus Sˆ5 lassen sich die Bilder von a1
und a2 unmittelbar ablesen. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2 eindeutig
bestimmt und lassen sich folgendermaßen berechnen:
aα3 = (a
p
1)
α = (aα1 )
p
= (au11 a
u2
2 a
u3
3 a
u4
4 )
p = (au11 a
u2
2 )
p(au33 )
p(au44 )
p
= (au11 )
p(au33 )
p = au13 a
u3
4 ,
da 〈a3, a4〉 das Zentrum von G ist und a2 die Ordnung p hat. Weiterhin ist
aα4 = (a
p
3)
α = (aα3 )
p
= (au13 a
u3
4 )
p = (au13 )
p(au34 )
p
= (ap3)
u1(ap4)
u3 = au14
aus demselben Grund. ✷
5.10.2 p-Cover, Multiplikator und Nukleus
5.80. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise:
1. P (G) = 〈a1, a2, a3, a4, a5, a6 | ap1 = a3, ap3 = a4, [a2, a1] = a4a5, ap2 = a6〉.
2. M(G) = 〈a5, a6, a7〉.
3. N(G) = 〈1〉.
Die Gruppe P (G) hat die p-Klasse 3.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 sowie dem Reduktionsverfahren
von Knuth-Bendix, aus der sich die Untergruppe M(G) ablesen la¨sst. Die Gewichtung von P (G)
1. 1 = ω(a1) = ω(a2).
2. 2 = ω(a3) = ω(a5) = ω(a6).
3. 3 = ω(a4).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.81. Satz: Die Gruppe G ist abschließend.
Beweis: Da P (G) dieselbe p-Klasse hat wie G, hat G nach 3.10 keine unmittelbaren Nachfolger,
d. h. G ist abschließend. ✷
67
5 Die Gruppen bis zur Ordnung p5 fu¨r eine beliebige Primzahl p > 3
5.11 Nachfolger von Qp
5.82. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3 | [a2, a1] = a3, ap1 = a3〉.
Damit ist G ∼= Qp.
5.83. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.11.1 Die Automorphismengruppe
5.84. Lemma: Jeder Automorphismus α von G la¨sst sich darstellen als
α(u1, u2, u3, v3) :


a1 7→ au11 au22 au33 wobei u1, u2, u3, v3
a2 7→ a2av33 ∈ {0, . . . , p− 1} und
a3 7→ au13 u1 6= 0 ist.
Beweis: Nach 3.26 la¨sst sich Aut(G) unmittelbar aus dem Stabilisator T3 (siehe 5.13) der zu G
geho¨renden zula¨ssigen Untergruppe ablesen. Damit ergeben sich genau die oben angegebenen Bilder
von a1 und a2. Das Bild von a3 ist durch die Bilder von a1 und a2 vollsta¨ndig festgelegt und la¨sst
sich folgendermaßen berechnen:
aα3 = (a
p
1)
α = (au11 a
u2
2 a
u3
3 )
p
= (au11 a
u2
2 )
p(au33 )
p = (au11 a
u2
2 )
p
= (au11 )
p(au22 )
p = (ap1)
u1 = au13 ,
da a3 der Kommutator von a1 und a2 ist und die Ordnung p hat. ✷
5.11.2 p-Cover, Multiplikator und Nukleus
5.85. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, a2, a3, a4, a5 | [a2, a1] = a3, ap1 = a3a4, ap2 = a5〉.
M(G) = 〈a4, a5〉.
N(G) = 〈1〉.
Die Gruppe P (G) hat die p-Klasse 2.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 und dem Reduktionsverfahren
von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a4) = ω(a5).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.86. Satz: Die Gruppe G ist abschließend.
Beweis: Da P (G) dieselbe p-Klasse hat wie G, hat G nach 3.10 keine unmittelbaren Nachfolger,
d. h. G ist abschließend. ✷
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5.12 Nachfolger von (p4, 2) bzw. Cp2 × Cp2
5.87. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | ap1 = a3, ap2 = a4〉.
Damit ist G isomorph zu C2p2, bzw. G ist vom Gap-Typ (p
4, 2).
5.88. Lemma: Die abelsche Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = ω(a4) =
2 und damit die p-Klasse 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.12.1 Die Automorphismengruppe
5.89. Lemma: Jeder Automorphismus α von G la¨sst sich durch
α(u1, u2, u3, u4, v1, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v1, v2, v3, v4
a2 7→ av11 av22 av33 av44 ∈ {0, . . . , p− 1} und
a3 7→ au13 au24 u1v2 − v1u2 6= 0 ist.
a4 7→ av13 av24
darstellen.
Beweis: Nach 3.26 la¨sst sich Aut(G) unmittelbar aus dem Stabilisator S1 (siehe 5.10) der zu G
geho¨renden zula¨ssigen Untergruppe ablesen. Damit ergeben sich genau die oben angegebenen Bilder
von a1 und a2. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2 vollsta¨ndig festgelegt:
aα3 = (a
p
1)
α = (aα1 )
p
= (au11 a
u2
2 a
u3
3 a
u4
4 )
p
= (au11 )
p(au22 )
p(au33 )
p(au44 )
p
= (au11 )
p(au22 )
p = (ap1)
u1(ap2)
u2
= au13 a
u2
4
und aα4 = a
v1
3 a
v2
4 ebenso. ✷
5.12.2 p-Cover, Multiplikator und Nukleus
5.90. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, a2, a3, a4, a5, a6, a7 | ap1 = a3, ap2 = a4, ap3 = a5, ap4 = a6, [a2, a1] = a7〉.
M(G) = 〈a5, a6, a7〉.
N(G) = 〈a5, a6〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 und dem Reduktionsverfahren
von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
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1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a4) = ω(a7).
3 = ω(a5) = ω(a6).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.12.3 Operation der Erweiterungsautomorphismen
5.91. Lemma: Stellt man die Automorphismen α von G gema¨ß 5.89in der Art
α(u1, u2, u3, u4, v1, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v1, v2, v3, v4
a2 7→ av11 av22 av33 av44 ∈ {0, . . . , p− 1} und
a3 7→ au13 au24 u1v2 − v1u2 6= 0 ist.
a4 7→ av13 av24
dar, so operiert die Automorphismengruppe u¨ber den Operationshomomorphismus
ϕ : Aut(G)→ GL(3, p) : α(u1, u2, u3, u4, v1, v2, v3, v4) 7→M =

u1 u2 0v1 v2 0
0 0 u1v2 − v1u2


durch Erweiterungsautomorphismen auf F3p
∼=M(G).
Beweis: Nach 5.89 la¨sst sich jeder Automorphismus α von G in der oben angegebenen Weise
darstellen. Fu¨r die Erzeuger von M(G) ergeben sich folgende Bilder:
aα5 = (a
p
3)
α = (aα3 )
p = (au13 a
u2
4 )
p
= (au13 )
p(au24 )
p = (ap3)
u1(ap4)
u2
= ap5a
u2
6 ,
da der Kommutator von a3 und a4 trivial ist. Aus demselben Grund ist a
α
6 = a
v1
5 a
v2
6 . Weiterhin gilt
aα7 = [a2, a1]
α = [av11 a
v2
2 a
v3
3 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [av11 a
v2
2 , a
u1
1 a
u2
2 ] = [a2, a1]
u1v2−v1u2 ,
da alle anderen neben [a2, a1] auftretenden Kommutatoren trivial sind und der Kommutator [a2, a1]
zentral ist. ✷
Fu¨r die Nachfolger der Ordnung p5 werden zula¨ssige Untergruppen der Ordnung p2 gesucht.
Diesen entsprechen zweidimensionale Unterra¨ume in F3p. Der Einfachheit halber werden ihre ein-
dimensionalen Komplemente betrachtet. Wegen der Symmetrie von Aut(G)ϕ eru¨brigt sich das
Transponieren.
5.92. Bemerkung: Der Operationshomomorphismus ϕ ist zu sich selbst dual.
5.93. Lemma: Der Vektorraum F3p
∼= M(G) zerfa¨llt unter der Operation von Aut(G) u¨ber ϕ in
folgende Bahnen nichttrivialer Vektoren:
B1 = (1, 0, 0)
A mit |B1| = p2 − 1.
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B2 = (1, 0, 1)
A mit |B2| = (p2 − 1)(p − 1).
B3 = (0, 0, 1)
A mit |B3| = p− 1.
Die Stabilisatoren zu den Vertretern aus B1 und B2 sind
Sˆ1 =



 1 0 0v1 v2 0
0 0 v2

 | v1, v2 ∈ Fp und v2 6= 0

 mit |Sˆ1| = p(p − 1),
Sˆ2 =



 1 0 0v1 1 0
0 0 1

 | v1 ∈ Fp

 mit |Sˆ2| = p,
und die Stabilisatoren der entsprechenden eindimensionalen Unterra¨ume sind
S¯1 =



u1 0 0v1 v2 0
0 0 u1v2

 | u1, v1, v2 ∈ Fp und u1v2 6= 0


S¯2 =



u1 0 0v1 1 0
0 0 u1

 | u1, v1 ∈ Fp


Beweis: Der Beweis erfolgt analog zu dem von 5.9. ✷
5.94. Folgerung: Fu¨r die Nachfolger von G der Ordnung p4 ergibt sich das folgende Vertretersys-
tem zula¨ssiger Untergruppen:
M1 = 〈a6, a7〉 entsprechend 〈(0, 1, 0), (0, 0, 1)〉.
M2 = 〈a6, a5a−17 〉 entsprechend 〈(0, 1, 0), (1, 0,−1)〉.
Beweis: Die Bahn B3 ist nicht von Interesse, da ihr Vertreter mit (1, 0, 0) das Skalarprodukt Null
liefert. Also entsprechen den Komplemente zu den eindimensionalen Unterra¨umen mit Basisverkto-
ren aus B3 keine zula¨ssigen Untergruppen. ✷
5.12.4 Nachfolger der Ordnung p5
5.95. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung p5
bis auf Isomorphie angegeben:
G1 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp2 = g4, gp3 = g5〉 ∼= Cp3 × Cp2.
G2 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp2 = g4, gp3 = g5, [g2, g1] = g5〉.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.94 aufgelistet ist. Die Pra¨sentation der
Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
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5.13 Nachfolger von (p4, 3)
5.96. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | [a2, a1] = a3, ap1 = a4〉.
5.97. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = ω(a4) = 2 und
damit die p-Klasse 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.13.1 Die Automorphismengruppe
5.98. Lemma: Jeder Automorphismus α von G la¨sst sich durch
α(u1, u2, u3, u4, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p− 1} und
a3 7→ au1v23 u1 6= 0 sowie v2 6= 0 ist.
a4 7→ au14
darstellen.
Beweis: Nach 3.26 la¨sst sich Aut(G) unmittelbar aus dem Stabilisator S2 (siehe 5.10) der zu G
geho¨renden zula¨ssigen Untergruppe ablesen. Damit ergeben sich genau die oben angegebenen Bilder
von a1 und a2. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2 vollsta¨ndig festgelegt:
aα3 = [a2, a1]
α = [aα2 , a
α
1 ]
= [av22 a
v3
3 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [av22 , a
u1
1 a
u2
2 ] = [a
v2
2 , a
u1
1 ]
= [a2, a1]
u1v2 = au1v23
da 〈a3, a4〉 das Zentrum von G ist. Weiterhin ist
aα4 = (a
p
1)
α = (au11 a
u2
2 a
u3
3 a
u4
4 )
p
= (au11 a
u2
2 )
p(au33 )
p(au44 )
p = (au11 a
u2
2 )
p(ap3)
u3(ap4)
u4
= (au11 a
u2
2 )
p = (au11 )
p = au13 ,
da |a2| = |a3| = |a4| = p ist und es ein k ∈ {0, . . . , p− 1} gibt, sodass
(au11 a
u2
2 )
p = (au11 )
p(ak3)
p(au22 )
p = (ap1)
u1(ap3)
k(ap2)
u2 = (ap1)
u1
ist, da a3 der Kommutator von a1 und a2 ist. ✷
72
5.13 Nachfolger von (p4, 3)
5.13.2 p-Cover, Multiplikator und Nukleus
5.99. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise:
P (G) = 〈a1, a2, a3, a4, a5, a6, a7, a8 | [a2, a1] = a3, ap1 = a4, [a3, a1] = a5, [a3, a2] = a6, ap4 =
a7, a
p
2 = a8〉.
M(G) = 〈a5, a6, a7, a8〉.
N(G) = 〈a5, a6, a7〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 unter Verwendung des Redukti-
onsverfahrens von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a4) = ω(a8).
3 = ω(a5) = ω(a6) = ω(a7).
und damit N(G) la¨sst sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.13.3 Operation der Erweiterungsautomorphismen
5.100. Lemma: Stellt man die Automorphismen α von G gema¨ß 5.98 in der Form
α(u1, u2, u3, u4, v2, v3, v4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p− 1} und
a3 7→ au1v23 u1 6= 0 sowie v2 6= 0 ist.
a4 7→ au14
dar, so operiert die Automorphismengruppe von G u¨ber den Operationshomomorphismus
ϕ : Aut(G)→ GL(4, p) : α(u1, u2, u3, u4, v2, v3, v4) 7→


u21v2 u1u2v2 0 0
0 u1v
2
2 0 0
0 0 u1 0
0 0 v4 v2


durch Erweiterungsautomorphismen auf F4p
∼=M(G).
Beweis: Nach 5.98 la¨sst sich jeder Automorphismus α von G in der oben angegebenen Weise
darstellen. Fu¨r die Erzeuger von M(G) ergeben sich folgende Bilder:
aα5 = [a3, a1]
α = [aα3 , a
α
1 ]
= [au1v23 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ] = [a
u1v2
3 , a
u1
1 a
u2
2 a
u3
3 ]
a
u4
4
= ([au1v23 , a
u1
1 a
u2
2 ]
a
u3
3 )a
u4
4
= (([au1v23 , a
u2
2 ][a
u1v2
3 , a
u1
1 ]
a
u1
1 )a
u3
3 )a
u4
4
= (([a3, a2]
u1u2v2([a3, a1]
u2
1
v2)a
u1
1 )a
u3
3 )a
u4
4
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= [a3, a2]
u1u2v2 [a3, a1]
u21v2 = au1u2v26 a
u2
1
v2
5
= a
u2
1
v2
5 a
u1u2v2
6 ,
da [a4, a3] trivial ist und [a3, a1] sowie [a3, a2] zentral sind. Ebenso ergibt sich a
α
6 = a
u1v22
6 . Weiterhin
ist
aα7 = (a
p
4)
α = (aα4 )
p = (au14 )
p
= au17
und schließlich ist
8α3 = (a
p
2)
α = (aα2 )
p
= (av22 a
v3
3 a
v4
4 )
p = (av22 )
p(av33 )
p(av44 )
p
= (ap2)
v2(ap4)
v4 = av47 a
v2
8 ,
da |a3| = p und [a4, a2] = [a4, a3] = 1 ist und a6, der Kommutator von a2 und a3, die Ordnung p
hat. ✷
Da im Weiteren fu¨r die unmittelbaren Nachfolger der Ordnung p5 statt der dreidimensionalen
Unterra¨ume ihre eindimensionalen Komplemente betrachtet werden, ist der zu ϕ duale Operati-
onshomomorphismus von Interesse.
5.101. Bemerkung: Der zu ϕ duale Operationshomomorphismus ist
ϕ¯ : Aut(G)→ GL(4, p) : α(u1, u2, u3, u4, v2, v3, v4) 7→


u21v2 0 0 0
u1u2v2 u1v
2
2 0 0
0 0 u1 v4
0 0 0 v2

 .
5.13.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.102. Lemma: Unter der Operation von A = Aut(G) vermittels ϕ¯ in folgende Bahnen nichttri-
vialer Vektoren, wobei w ein Erzeuger der multiplikativen Gruppe von Fp ist:
B1 = (0, 0, 1, 0) mit |B1| = p(p− 1).
B2 = (1, 0, 0, 0) mit |B2| = p− 1.
B3 = (1, 0, 0, 1) mit |B3| = (p−1)
2
2 .
B4 = (w, 0, 0, 1) mit |B4| = (p−1)
2
2 .
B5 = (1, 0, 1, 0) mit |B5| = p(p− 1)2.
B6 = (1, 1, 0, 0) mit |B6| = p(p− 1).
B7 = (1, 1, 0, 1) mit |B7| = p(p− 1)2.
B8 = (1, 1, 1, 0) mit |B8| = p
2(p−1)2
2 .
B9 = (w,w, 1, 0) mit |B9| = p
2(p−1)2
2 .
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B10 = (0, 0, 0, 1) mit |B10| = p− 1.
Die zu den Bahnenvertretern geho¨renden Stabilisatoren sind
Sˆ1 =




v2 0 0 0
u2v2 v
2
2 0 0
0 0 1 0
0 0 0 v22

 | u2, v2 ∈ Fp und v2 6= 0

 mit |Sˆ1| = p(p− 1).
Sˆ2 =




1 0 0 0
u2u
−1
1 u
−1
1 0 0
0 0 u1 v4
0 0 0 u−22

 | u1, u2, v4 ∈ Fp und u1 6= 0

 mit |Sˆ2| = p
2(p− 1).
Sˆ3 = Sˆ4 =




1 0 0 0
±u2 ±1 0 0
0 0 ±1 v4
0 0 0 1

 | v4 ∈ Fp

 mit |Sˆ3| = Sˆ4| = 2p
2.
Sˆ5 =




1 0 0 0
u2 1 0 0
0 0 1 0
0 0 0 1

 | u2 ∈ Fp

 mit |Sˆ5| = p.
Sˆ6 =




v−32 0 0 0
1− v−32 1 0 0
0 0 v−22 v4
0 0 0 v2

 | v2, v4 ∈ Fp und v2 6= 0

 mit |Sˆ6| = p(p− 1).
Sˆ7 =




1 0 0 0
0 1 0 0
0 0 1 v4
0 0 0 1

 | v4 ∈ Fp

 mit |Sˆ7| = p.
Sˆ8 = Sˆ9 =




±1 0 0 0
1∓ 1 1 0 0
0 0 1 0
0 0 0 ±1



 mit |Sˆ8| = |Sˆ9| = 2.
Sˆ10 =




u21 0 0 0
u1u2 u1 0 0
0 0 u1 v4
0 0 0 1

 | u1, u2, v4 ∈ Fp und u1 6= 0

 mit |Sˆ10| = p
2(p− 1).
Die Stalisatoren der eindimensionalen Unterra¨ume, die von den Bahnenvertretern aufgespannt wer-
den sind in Auswahl
S¯1 =




u21v2 0 0 0
u1u2v2 v
2
2 0 0
0 0 1 0
0 0 0 v22

 | u1, u2, v2 ∈ Fp und u1, v2 6= 0


S¯2 = A
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S¯3 = S¯4 =




v2 0 0 0
±u2v2 ±v22 0 0
0 0 ±1 v4
0 0 0 v2

 | v2, v4 ∈ Fp und v2 6= 0


S¯5 =




u1 0 0 0
u2 u
−1
1 0 0
0 0 u1 0
0 0 0 u−11

 | u1, u2 ∈ Fp und u1 6= 0


S¯6 =




u21v2 0 0 0
u1v
2
2 − u21v2 u1v22 0 0
0 0 u1 v4
0 0 0 v2

 | u1, v2, v4 ∈ Fp und u1v2 6= 0


S¯7 =




u1 0 0 0
u−11 − u1 u−11 0 0
0 0 u1 v4
0 0 0 u−11

 | u1, v4 ∈ Fp und u1 6= 0


S¯8 = S¯9 =




±u21 0 0 0
u1 ∓ u21 u1 0 0
0 0 u1 0
0 0 0 ±1

 | u1 ∈ Fp und u1 6= 0


Beweis: Die Bahnenla¨ngen erkennt man – sofern sie nicht unmittelbar ersichtlich sind – aus der
Ordnung der Stabilisatoren Sˆ1, . . . , Sˆ10, die sich aus den Lo¨sungsmengen der folgenden Gleichungs-
systeme ergeben:
1. {u1 = 1, v4 = 0},
2. {u21v2 = 1},
3. {u21v2 = 1, v2 = 1},
4. {u21v2w = w, v2 = 1},
5. {u21v2 = 1, u1 = 1, v4 = 0},
6. {u21v2 + u1u2v2 = 1, u1v22 = 1},
7. {u21v2 + u1u2v2 = 1, u1v22 = 1, v2 = 1},
8. {u21v2 + u1u2v2 = 1, u1v22 = 1, u1 = 1, v4 = 0},
9. {(u21v2 + u1u2v2)w = w, u1v22w = w, u1 = 1, v4 = 0},
10. {v2 = 1}.
Die Stabilisatoren S¯1, . . . , S¯9 erha¨lt man, indem man in den ersten neun Gleichungssystemen
die rechten Seiten mit einer Variable des Wertebereichs F∗p multipliziert und die Lo¨sungsmengen
berechnet.
Die Paare von Bahnen gleicher La¨nge sind nicht identisch, was man daran erkennen kann, dass der
Repra¨sentant der einen nicht in der Bahn des anderen liegt, denn ansonsten wa¨re in all diesen Fa¨llen
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eine Gleichung ableitbar, nach der w ein Qudarat wa¨re – was w als Erzeuger der multiplikativen
Gruppe von Fp nach 4.8 aber nicht ist. ✷
5.103. Folgerung: Fu¨r die unmittelbaren Nachfolger von G der Ordnung p5 ist die folgende Liste
ein Vertretersystem zula¨ssiger Untergruppen:
M1 = 〈a5, a6, a8〉 entsprechend 〈(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 0, 1)〉,
M2 = 〈a6, a7, a8〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)〉,
M3 = 〈a6, a7, a5a−18 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (1, 0, 0,−1)〉,
M4 = 〈a6, a7, a5a−w8 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 1, 0), (1, 0, 0,−w)〉,
M5 = 〈a6, a8, a5a−17 〉 entsprechend 〈(0, 1, 0, 0), (0, 0, 0, 1), (1, 0,−1, 0)〉,
M6 = 〈a7, a8, a5a−16 〉 entsprechend 〈(0, 0, 1, 0), (0, 0, 0, 1), (1,−1, 0, 0)〉,
M7 = 〈a7, a5a−18 , a6a−18 〉 entsprechend 〈(0, 0, 1, 0), (1, 0, 0,−1), (0, 1, 0,−1)〉,
M8 = 〈a8, a5a−17 , a6a−17 〉 entsprechend 〈(0, 0, 0, 1), (1, 0,−1, 0), (0, 1,−1, 0)〉,
M9 = 〈a8, a5a−w7 , a6a−w8 〉 entsprechend 〈(0, 0, 0, 1), (1, 0,−w, 0), (0, 1,−w, 0)〉,
Beweis: Da der Repra¨sentant von B10 mit allen Basisvektoren das Skalarprodukt Null liefert,
die den Unterraum aufspannen, der dem Nukleus entspricht, stellen die Elemente von B10 keine
zula¨ssigen Untergruppen dar. Deshalb wird B10 vernachla¨ssigt. Alle anderen Bahnen bestehen nach
demselben Kriterium aus zula¨ssigen Untergruppen. ✷
5.13.5 Nachfolger der Ordnung p5
5.104. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung
p5 bis auf Isomorphie angegeben:
G1 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, gp4 = g5〉,
G2 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5〉,
G3 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, gp2 = g5〉,
G4 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = gw5 , gp2 = g5〉,
G5 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, gp4 = g5〉,
G6 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, [g3, g2] = g5〉,
G7 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, [g3, g2] = g5, gp2 = g5〉,
G8 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, [g3, g2] = g5, gp4 = g5〉,
G9 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = gw5 , [g3, g2] = gw5 , gp4 = g5〉.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.103 aufgelistet ist. Die Pra¨sentation
der Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
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5.14 Nachfolger von (p4, 4)
5.105. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | [a2, a1] = a3, ap2 = a3, ap1 = a4〉.
5.106. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1 und ω(a3) = ω(a4) = 2 und
daher die p-Klasse 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.14.1 Die Automorphismengruppe
5.107. Lemma: Die Automorphismen α von G3 lassen sich durch
α(u2, u3, u4, v2, v3, v4) :


a1 7→ a1au22 au33 au44 wobei u2, u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p− 1} und
a3 7→ a3au24 v2 6= 0 ist.
a4 7→ av24
darstellen.
Beweis: Nach 3.26 la¨sst sich Aut(G) unmittelbar aus dem Stabilisator S3 (siehe 5.10) der zu G
geho¨renden zula¨ssigen Untergruppe ablesen. Damit ergeben sich genau die oben angegebenen Bilder
von a1 und a2. Die Bilder von a3 und a4 sind durch die Bilder von a1 und a2 vollsta¨ndig festgelegt:
aα3 = (a
p
1)
α = (aα1 )
p = (a1a
u2
2 a
u3
3 a
u4
4 )
p
= (a1a
u2
2 )
p = ap1(a
u2
2 )
p = a3a
u2
4 ,
da 〈a3, a4〉 das Zentrum von G3 ist und a3, der Kommutator von a1 und a2 die Ordnung p hat.
Außerdem ist
aα4 = [a
α
2 , a
α
1 ] = [a
v2
2 a
v3
3 a
v4
4 , a1a
u2
2 a
u3
3 a
u4
4 ]
= [av22 , a1a
u2
2 ] = [a
v2
2 , a1] = [a2, a1]
v2 = av24 ,
da 〈a3, a4〉 das Zentrum von G3 ist. ✷
5.14.2 p-Cover, Multiplikator und Nukleus
5.108. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise:
P (G) = 〈a1, a2, a3, a4, a5, a6, a7 | [a2, a1] = a3, ap1 = a4, [a3, a1] = a5, ap3 = a5, [a4, a2] =
ap−15 , a
p
4 = a6, a
p
2 = a3a7〉.
M(G) = 〈a5, a6, a7〉.
N(G) = 〈a5, a6〉.
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Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 und dem Reduktionsverfahren
von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2).
2 = ω(a3) = ω(a4) = ω(a7).
3 = ω(a5) = ω(a6).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.14.3 Operation der Erweiterungsautomorphismen
5.109. Lemma: Stellt man die Automorphismen α von G gema¨ß 5.107 in folgender Weise
α(u2, u3, u4, v2, v3, v4) :


a1 7→ a1au22 au33 au44 wobei u2, u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 ∈ {0, . . . , p − 1} und
a3 7→ av23 v2 6= 0 ist.
a4 7→ au23 a4
dar, so operiert Aut(G) vermittels Erweiterungsautomorphismen u¨ber den Operationshomomor-
phismus
ϕ : Aut(G)→ GL(3, p) : α(u2, u3, u4, v2, v3, v4) 7→M =

v2 0 0u2 1 0
v3 v4 v2


auf F3p
∼=M(G).
Beweis: Gema¨ß 5.107 lassen sich alle Automorphismen in der oben angegebenen Weise darstellen.
Die Bilder der Erzeuger von M(G) ergeben sich folgendermaßen:
aα5 = [a3, a1]
α = [aα3 , a
α
1 ]
= [av23 , a1x
u2
2 a
u3
3 a
u4
4 ] = [a
v2
3 , a1a
u2
2 ]
= [av23 , a
u2
2 ][a
v2
3 , a1]
a
u2
2 = [a3, a1]
v2
= av25 ,
da [a3, a1] zentral und [a4, a3] = [a3, a2] = 1 ist. Weiterhin ist
aα6 = (a
p
4)
α = (aα4 )
p
= (au23 a4)
p = (au23 )
pap4 = a
u2
5 a6,
da [a4, a3] = 1 ist. Außerdem gilt
aα7 = (a
−1
3 a
p
2)
α = (a−13 )
α(aα2 )
p
= a−v23 (a
v2
2 a
v3
3 a
v4
4 )
p = a−v23 (a
v2
2 )
p(av33 )
p(av44 )
p
= (a−13 a
p
2)
v2(ap3)
v3(ap4)
v4
= av35 a
v4
6 a
v2
7 ,
da die Kommutatoren von a2, a3 und a4 trivial sind oder die Ordnung p haben. ✷
Da statt der zweidimensionalen Unterra¨ume von F3p
∼=M(G) ihre eindimensionalen orthogonalen
Komplemente betrachtet werden, ist nicht so sehr ϕ, sondern der zu ϕ duale Operationshomomor-
phismus von Interesse:
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5.110. Bemerkung: Der zu ϕ duale Operationshomomorphismus ist
ϕ¯ : Aut(G)→ GL(3, p) : α(u2, u3, u4, v2, v3, v4) 7→M =

v2 u2 v30 1 v4
0 0 v2

 .
5.111. Bemerkung: Da Aut(G)∗ = {αϕ¯ | α ∈ Aut(G)} nicht das Zentrum von GL(3, p) entha¨lt,
entsprechen nach 4.15 die Bahnen der Vektoren nicht den Bahnen der eindimensionalen Un-
terra¨ume. Da hier die Bahnen der eindimensionalen Unterra¨ume von Interesse sind, wird im Ein-
klang mit 4.14 statt ϕ¯ der Operationshomomorphismus
ϕ′ : Aut(G)→ GL(3, p) : α(u2, u3, u4, v2, v3, v4) 7→M =

v2 u2 v30 v2 v4
0 0 v2


benutzt und statt Aut(G)∗ wird A = {αϕ′ | α ∈ Aut(G)} verwendet.
5.14.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.112. Lemma: Unter der Operation von A zerfa¨llt F3p
∼=M(G) in folgende Bahnen nichttrivialer
Vektoren:
B1 = (1, 0, 0)
A mit |B1| = p2(p− 1).
B2 = (0, 1, 0)
A mit |B2| = p(p− 1).
B3 = (0, 0, 1)
A mit |B3| = (p− 1).
Die zugeho¨rigen Stabilisatoren sind
Sˆ1 =



1 0 00 1 v4
0 0 1

 | v4 ∈ Fp

 mit |Sˆ1| = p.
Sˆ2 =



1 u2 v30 1 0
0 0 1

 | u2, v3 ∈ Fp

 mit |Sˆ2| = p2.
Sˆ3 =



1 u2 v30 1 v4
0 0 1

 | u2, v3, v4 ∈ Fp

 mit |Sˆ3| = p3.
Die folgenden beiden Stabilisatoren lassen die eindimensionalen Unterra¨ume invariant lassen, die
von den Vertretern von B1 bzw. B2 aufgespannt werden:
S¯1 =



v2 0 00 v2 v4
0 0 v2

 | v2v4 ∈ Fp und v2 6= 0

 ,
S¯2 =



v2 u2 v30 v2 0
0 0 v2

 | u2, v2, v3 ∈ Fp und v2 6= 0

 .
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Beweis: Die Behauptung ist unmittelbar ersichtlich. ✷
5.113. Folgerung: Fu¨r die unmittelbaren Nachfolger von G der Ordnung p5 ist die folgende Liste
ein Vertretersystem zula¨ssiger Untergruppen:
1. M1 = 〈a6, a7〉 entsprechend 〈(0, 1, 0), (0, 0, 1)〉,
2. M2 = 〈a5, a7〉 entsprechend 〈(1, 0, 0), (0, 0, 1)〉,
Beweis: Genau die Unterra¨umen, die von Elementen der Bahnen B1 und B2 aufgespannt werden,
haben orthogonale Komplemente, denen nach 3.16 zula¨ssige Untergruppen von M(G) entsprechen,
da der Vertreter von B3 mit den Basisvektoren von N¯ = 〈(1, 0, 0), (0, 1, 0)〉 das Skalarprodukt Null
liefert und N¯ dem Nukleus entspricht. ✷
5.14.5 Nachfolger der Ordnung p5
5.114. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung
p5 bis auf Isomorphie angegeben:
1. G1 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp2 = g3, gp1 = g4, [g3, g1] = g5, [g4, g2] = gp−15 , gp3 = g5〉,
2. G2 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp2 = g3, gp1 = g4, gp4 = g5〉.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.113 aufgelistet ist. Die Pra¨sentation
der Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.15 Nachfolger von C3p
5.115. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3 | ap1, ap2, ap3, [a2, a1], [a3, a1], [a3, a2]〉.
Damit ist G isomorph zu C3p .
5.15.1 Die Automorphismengruppe
5.116. Bemerkung: Die Gruppe G ist isomorph zu additiven Gruppe des Vektorraumes F3p. Die
Automorphismengruppe Aut(G) kann daher mit GL(3, p) identifiziert werden. Im Weiteren sei
A := GL(3, p).
5.15.2 p-Cover, Multiplikator und Nukleus
5.117. Lemma: Es gilt:
P (G) = 〈a1, . . . , a9 | [a2, a1] = a4, [a3, a1] = a5, [a3, a2] = a6, ap1 = a7, ap2 = a8, ap3 = a9〉.
M(G) = 〈a4, a5, a6, a7, a8, a9〉.
N(G) = 〈a4, a5, a6, a7, a8, a9〉.
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Die Gruppe P (G) hat die p-Klasse 2, G ist fortsetzbar und jede Untergruppe von M(G) ist zula¨ssig.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 unter Verwendung des Redukti-
onsverfahrens von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2) = ω(a3).
2 = ω(a4) = ω(a5) = ω(a6) = ω(a7) = ω(a8) = ω(a9).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.15.3 Operation der Erweiterungsautomorphismen
5.118. Lemma: Mit der Identifikation von Aut(G) mit GL(3, p) ist die Operation von A =
GL(3, p) auf F6p
∼=M(G) durch den Operationshomomorphismus ϕ gegeben:
ϕ : GL(3, p)→ GL(6, p) : m =

m1 m2 m3m4 m5 m6
m7 m8 m9

 7→
M =


m1m5 −m4m2 m1m6 −m4m3 m2m6 −m5m3 0 0 0
m1m8 −m7m2 m1m9 −m7m3 m2m9 −m8m3 0 0 0
m4m8 −m7m5 m4m9 −m7m6 m5m9 −m8m6 0 0 0
0 0 0 m1 m2 m3
0 0 0 m4 m5 m6
0 0 0 m7 m8 m9


=


|m33| |m32| |m31| 0 0 0
|m23| |m22| |m21| 0 0 0
|m13| |m12| |m11| 0 0 0
0 0 0 m1 m2 m3
0 0 0 m4 m5 m6
0 0 0 m7 m8 m9


Dabei ist mij die Matrix, die aus der Matrix m durch Streichung der i-ten Zeile und j-ten Spalte
entsteht, und es ist |mij | = det(mij).
Beweis: Fu¨r die Erzeuger von M(G) ergeben sich unter der Operation von A auf M(G) u¨ber
Erweiterungsautomorphismen die folgenden Bilder:
am7 = (a
p
1)
m = (am1 )
p
= (am11 a
m2
2 a
m3
3 )
p
= (am11 )
p(am22 )
p(am33 )
p
= (ap1)
m1(ap2)
m2(ap3)
m3
= am17 a
m2
8 a
m3
9 ,
nach 4.4 unter der Bedingung, dass die Kommutatoren [a2, a1], [a3, a1] und [a3, a2] zentral sind und
die Ordnung p haben. Ebenso erha¨lt man am8 = a
m4
7 a
m5
8 a
m6
9 und a
m
9 = a
m7
7 a
m8
8 a
m9
9 . Weiterhin ist
am4 = [a
m
2 , a
m
1 ] = [a
m4
1 a
m5
2 a
m6
3 , a
m1
1 a
m2
2 a
m3
3 ]
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= [am52 , a
m1
1 ][a
m6
3 , a
m1
1 , ][a
m4
1 , a
m2
2 ][a
m6
3 , a
m2
2 ][a
m4
1 , a
m3
3 ][a
m5
2 , a
m3
3 ]
= [a2, a1]
m5m1 [a3, a1]
m6m1 [a1, a2]
m4m2 [a3, a2]
m6m2 [a1, a3]
m4m3 [a2, a3]
m5m3
= [a2, a1]
m1m5 [a2, a1]
−m4m2 [a3, a1]
m1m6 [a3, a1]
−m4m3 [a3, a2]
m2m6 [a3, a2]
−m5m3
= [a2, a1]
m1m5−m4m2 [a3, a1]
m1m6−m4m3 [a3, a2]
m2m6−m5m3
= am1m5−m4m24 a
m1m6−m4m3
5 a
m2m6−m5m3
6 ,
da die Kommutatoren [a2, a1], [a3, a1] und [a3, a2] zentral sind. Ebenso erha¨lt man
am5 = a
m1m8−m7m2
4 a
m1m9−m7m3
5 a
m2m9−m8m3
6
am6 = a
m4m8−m7m5
4 a
m4m9−m7m6
5 a
m5m9−m8m6
6
fu¨r die u¨brigen Erzeuger von M(G). ✷
5.15.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p4
5.119. Lemma: Der Vektorraum F6p
∼= M(G) zerfa¨llt unter der Operation von A = GL(3, p) in
folgende Bahnen nichttrivialer Vektoren:
B1 = (1, 0, 0, 0, 0, 0)
A mit |B1| = p3 − 1.
B2 = (0, 0, 0, 1, 0, 0)
A mit |B2| = p3 − 1.
B3 = (1, 0, 0, 1, 0, 0)
A mit |B3| = (p − 1)(p2 − 1)(p2 + p+ 1).
B4 = (1, 0, 0, 0, 0, 1)
Amit |B4| = p2(p2 + p+ 1)(p − 1)2.
Zu den Bahnenvertretern geho¨ren die folgenden Stabilisatoren:
Sˆ1 =




1 0 0 0 0 0
m1m8 −m7m2 m1m9 m2m9 0 0 0
m4m8 −m7m5 m4m9 m5m9 0 0 0
0 0 0 m1 m2 0
0 0 0 m4 m5 0
0 0 0 m7 m8 m9


| △


△ = m1,m2,m4,m5,m7,m8,m9 ∈ Fp und m9 6= 0 sowie m1m5 −m4m2 = 1
Sˆ2 =




m5 m6 0 0 0 0
m8 m9 0 0 0 0
m4m8 −m7m5 m4m9 −m7m6 m5m9 −m8m6 0 0 0
0 0 0 1 0 0
0 0 0 m4 m5 m6
0 0 0 m7 m8 m9


| △


△ = m4,m5,m6,m7,m8,m9 ∈ Fp und m5m9 −m8m6 6= 0
Sˆ3 =




1 0 0 0 0 0
m8 m9 0 0 0 0
m4m8 −m7 m4m9 m9 0 0 0
0 0 0 1 0 0
0 0 0 m4 1 0
0 0 0 m7 m8 m9


| △


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△ = m4,m7,m8,m9 ∈ Fp und m9 6= 0
Sˆ4 =




1 0 0 0 0 0
0 m1 m2 0 0 0
0 m4 m5 0 0 0
0 0 0 m1 m2 0
0 0 0 m4 m5 0
0 0 0 0 0 1


| △


△ = m1,m2,m4,m5 ∈ Fp und m1m5 −m4m2 = 1
Die folgenden Gruppen sind die Stabilisatoren der eindimensionalen Unterra¨ume, die von den Bah-
nenvertretern aufgespannt werden.
S¯1 =




m1m5 −m4m2 0 0 0 0 0
m1m8 −m7m2 m1m9 m2m9 0 0 0
m4m8 −m7m5 m4m9 m5m9 0 0 0
0 0 0 m1 m2 0
0 0 0 m4 m5 0
0 0 0 m7 m8 m9


| △


△ = m1,m2,m4,m5,m7,m8,m9 ∈ Fp und m9 6= 0 6= m1m5 −m4m2
S¯2 =




m1m5 m1m6 0 0 0 0
m1m8 m1m9 0 0 0 0
m4m8 −m7m5 m4m9 −m7m6 m5m9 −m8m6 0 0 0
0 0 0 m1 0 0
0 0 0 m4 m5 m6
0 0 0 m7 m8 m9


| △


△ = m1,m4,m5,m6,m7,m8,m9 ∈ Fp und m9 6= 0 6= m5m9 −m8m6
S¯3 =




m21 0 0 0 0 0
m1m8 m1m9 0 0 0 0
m4m8 −m7m1 m4m9 m1m9 0 0 0
0 0 0 m1 0 0
0 0 0 m4 m1 0
0 0 0 m7 m8 m9


| △


△ = m1,m4,m7,m8,m9 ∈ Fp und m9 6= 0 6= m1
S¯4 =




m1m5 −m4m2 0 0 0 0 0
0 m1 m2 0 0 0
0 m4 m5 0 0 0
0 0 0 m1 m2 0
0 0 0 m4 m5 0
0 0 0 0 0 m1m5 −m4m2


| △


△ = m1,m2,m4,m5 ∈ Fp und m1m5 −m4m2 6= 0
Die folgenden Gruppen sind die Urbilder von S¯1, . . . , S¯4 unter ϕ in A = GL(3, p):
S1 =



m1 m2 0m4 m5 0
m7 m8 m9

 | m1,m2,m4,m5,m7,m8,m9 ∈ Fp,m9 6= 0 6= m1m5 −m4m2


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S2 =



m1 0 0m4 m5 m6
m7 m8 m9

m1,m4,m5,m6,m7,m8,m9 ∈ Fp,m1 6= 0 6= m5m9 −m8m6


S3 =



m1 0 0m4 m1 0
m7 m8 m9

 | m1,m4,m7,m8,m9 ∈ Fp und m9 6= 0 6= m1


S4 =



m1 m2 0m4 m5 0
0 0 m1m5 −m4m2

m1,m2,m4,m5 ∈ Fp,m1m5 −m4m2 6= 0


Beweis: Die Stabilisatoren Sˆ1, . . . , Sˆ4 ergeben sich aus den Lo¨sungsmengen der folgenden Glei-
chungssysteme:
1. {m1m5 −m4m2 = 1,m1m6 −m4m3 = 0,m2m6 −m5m3 = 0},
2. {m1 = 1,m2 = 0,m3 = 0},
3. {m1m5 −m4m2 = 1,m1m6 −m4m3 = 0,m2m6 −m5m3 = 0,m1 = 1,m2 = 0,m3 = 0},
4. {m1m5 −m4m2 = 1,m1m6 −m4m3 = 0,m2m6 −m5m3 = 0,m7 = 0,m8 = 0,m9 = 1}.
Die La¨ngen der Bahnen B1 und B2 sind unmittelbar ersichtlich, da sie den nichttrivialen Vektoren
der beiden irreduziblen Teilmoduln entsprechen, in die F6p unter der Operation von A zerfa¨llt. Die
La¨ngen der Bahnen B3 und B4 lassen sich nach dem Bahn-Stabilisator-Satz 4.3 ermitteln, indem
man die Ma¨chtigkeit von GL(3, p) durch die Ordnung der Stabilisatoren Sˆ3 und Sˆ4 teilt. Dabei ist
nach 4.13 bzw. nach den Lo¨sungsmengen des dritten und vierten Gleichungssystems:
|Sˆ3| = p3(p− 1)
|Sˆ4| = |SL+(2, p)| = |GL(2, p)|
p− 1 =
(p2 − 1)(p − 1)p
p− 1 = (p
2 − 1)p
|GL(3, p)| = (p3 − 1)(p3 − p)(p3 − p2) = (p2 + p+ 1)(p + 1)(p − 1)3p3
Addiert man die La¨nge der vier Bahnen auf, ergibt sich p6−1. Damit ist gezeigt, dass mit B1, . . . , B4
alle Bahnen erfasst sind. Die Stabilisatoren S¯1, . . . , S¯4 bzw. S1, . . . , S4 ergeben sich als Lo¨sungs-
mengen von Gleichungssystemen, die aus den oben angegebenen entstehen, indem man die rechten
Seiten mit einer Variable des Wertebereichs F∗p multipliziert.
Es sei w ein Erzeuger von F∗p und E die Einheitsmatrix von GL(6, p). Nun wird gezeigt, dass
die eindimensionalen Unterra¨ume vier Bahnen bilden, deren Vertreter von den Repra¨sentanten
von B1, . . . , B4 aufgespannt werden (da A
ϕ das Zentrum von GL(6, p) nicht entha¨lt, ist das nicht
offensichtlich). Nach 3.23 kann zur Ermittlung der Bahnen eindimensionaler Unterra¨ume statt der
Operation von A u¨ber ϕ die Operation der GruppeG := 〈w·E,Aϕ〉 auf F6p betrachtet werden. Zuerst
wird der Index von Aϕ in G ermittelt. Es ist 〈w·E〉 = {wa ·E | 0 ≤ a < p}. Dam1 = m5 = m9 = wa,
m2 = m3 = m4 = m6 = m7 = m8 = 0 und m1m5 −m4m2 = wa nur fu¨r a = 0 erfu¨llt ist, ist der
Schnitt von Aϕ mit 〈w · E〉 trivial. Also ist [G : Aϕ] = p − 1 und |G| = (p − 1) · |A|. Außerdem
ist G = {waM | 0 ≤ a < p und M ∈ Aϕ}. Man betrachte nun die Ordnung der (oben nicht
aufgefu¨hrten) Stabilisatoren in G der Repra¨sentanten von B1, . . . , B4. Sie ergeben sich aus den
Lo¨sungsmengen der folgenden Gleichungssysteme:
1’. {wa(m1m5 −m4m2) = 1, wa(m1m6 −m4m3) = 0, wa(m2m6 −m5m3) = 0},
85
5 Die Gruppen bis zur Ordnung p5 fu¨r eine beliebige Primzahl p > 3
2’. {wam1 = 1, wam2 = 0, wam3 = 0},
3’. {wa(m1m5−m4m2) = 1, wa(m1m6−m4m3) = 0, wa(m2m6−m5m3) = 0, wam1 = 1, wam2 =
0, wam3 = 0},
4’. {wa(m1m5−m4m2) = 1, wa(m1m6−m4m3) = 0, wa(m2m6−m5m3) = 0, wam7 = 0, wam8 =
0, wam9 = 1}.
Teilt man alle vier Gleichungssysteme durch wa, so erkennt man, dass ihre Lo¨sungsmengen den
Stabilisatoren S¯1, . . . , S¯4 entsprechen. Also sind die Stabilisatoren der Vertreter von B1, . . . , B4 in
G jeweils um den Faktor p− 1 gro¨ßer als Sˆ1, . . . , Sˆ4. Da die Ordnung von G um demselben Faktor
gro¨ßer ist als die von Aϕ, sind die Bahnen der Vertreter von B1, . . . , B4 unter G genauso lang wie
B1, . . . , B4 (man kann sogar zeigen, dass G dieselben Bahnen liefert wie A; aber das ist irrelevant).
Daher sind die Vertreter von B1, . . . , B4 zugleich ein Vertretersystem der Bahnen unter G und die
Unterra¨ume, die von ihnen aufgespannt werden, ein Vertretersystem der Bahnen eindimensionaler
Unterra¨ume unter der Operation von A. ✷
5.120. Folgerung: Fu¨r die unmittelbaren Nachfolger von G der Ordnung p4 ist die folgende Liste
ein Vertretersystem zula¨ssiger Untergruppen, wobei ⊥ die Abbildung ist, die jedem Unterraum von
F6p sein orthogonales Komplement zuordnet.
M1 = 〈a5, a6, a7, a8, a9〉 entsprechend 〈(1, 0, 0, 0, 0, 0)〉⊥ ,
M2 = 〈a4, a5, a6, a8, a9〉 entsprechend 〈(0, 0, 0, 1, 0, 0)〉⊥ ,
M3 = 〈a5, a6, a8, a9, a4a−17 〉 entsprechend 〈(1, 0, 0, 1, 0, 0)〉⊥ ,
M4 = 〈a5, a6, a7, a8, a4a−19 〉 entsprechend 〈(1, 0, 0, 0, 0, 1)〉⊥ .
5.15.5 Nachfolger der Ordnung p4
5.121. Satz: In der folgenden Liste sind sa¨mtliche unmittelbaren Nachfolger von G der Ordnung
p4 bis auf Isomorphie angegeben:
G1 = 〈g1, g2, g3, g4 | [g2, g1] = g4〉 Gap-Typ (p4, 12)
G2 = 〈g1, g2, g3, g4 | gp1 = g4〉 Gap-Typ (p4, 11)
G3 = 〈g1, g2, g3, g4 | [g2, g1] = g4, gp1 = g4〉 Gap-Typ (p4, 13)
G4 = 〈g1, g2, g3, g4 | [g2, g1] = g4, gp3 = g4〉 Gap-Typ (p4, 14)
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.120 aufgelistet ist. Die Pra¨sentation
der Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
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5.15.6 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.122. Satz: Die Menge zula¨ssiger Untergruppen von M(G) der Ordnung p4 zerfa¨llt unter der
Operation von Aut(G) u¨ber Erweiterungsautomorphismen in 14+ p Bahnen. Die folgende Liste ist
ein Vertretersystem dieser Bahnen.
M1 = 〈a6, a7, a8, a9〉,
M2 = 〈a5, a6, a7, a8〉,
M3 = 〈a5, a6a−19 , a7, a8〉,
M4 = 〈a4, a5, a7, a8〉,
M5 = 〈a4, a5a−19 , a7, a8〉,
M6 = 〈a4a−19 , a5, a7, a8〉,
M7 = 〈a4, a5, a6a−19 , a7〉,
M8 = 〈a4, a5a−18 , a6a−19 , a7〉,
M9 = 〈a4a−18 , a5, a6a−19 , a7〉,
M10 = 〈a4, a5, a6, a7〉,
M11 = 〈a4a−18 , a5a−19 , a6, a7〉,
M12 = 〈a4a−19 , a5, a6, a7〉,
M13 = 〈a4a−18 a−19 , a5a−19 , a6, a7〉,
M14 = 〈a4, a5a−19 , a6, a7〉,
Mk15 = 〈a4a−18 , a5a−w
k
9 , a6, a7〉 mit k ∈ {1, . . . , p−12 },
M16 = 〈a4a−w9 , a5a−18 , a6, a7〉,
Mk17 = 〈a4a−18 a−w
k
9 , a5a
−wk−1
8 a
−1
9 , a6, a7〉 mit k ∈ {1, . . . , p−12 }.
Beweis: Der Multiplikator von G hat die Ordnung p6 und P (G) die Ordnung p9. Da jede Untergrup-
pe vonM(G) zula¨ssig ist, wird fu¨r die unmittelbaren Nachfolger der Ordnung p5 ein Vertretersystem
der Bahnen gesucht, das die Untergruppen von M(G) der Ordnung p4 unter der Operation von
Aut(G) u¨ber Erweiterungsautomorphismen erfasst. Diese Problemstellung wird in die Sprache der
linearen Algebra u¨bersetzt: Es sei {f4, f5, f6, f7, f8, f9} die Standardbasis von V = F6p. Entspricht
ein Unterraum W von V einer Untergruppe von M(G) der Ordnung p4, so wirdW innerhalb dieses
Beweises zula¨ssiger Unterraum genannt. Ist W ein zula¨ssiger Unterraum, so hat W die Dimension
4.
Es seien N = 〈f4, f5, f6〉 und K = 〈f7, f8, f9〉. Dann ist V = N ⊕ K. Es sei B = Aϕ. Die
Unterra¨ume N und K sind unter der Operation von B irreduzible Untermoduln von V . Ist W
ein zula¨ssiger Unterraum, so ist dim(W ∩ K) ∈ {1, 2, 3}. Diese drei Fa¨lle werden nun getrennt
untersucht.
Erster Fall: Es sei dim(W ∩ K) = 3. Dann ist (W ∩ K)B = W ∩ K = K, da W ∩ K = K
und K unter der Operation von B invariant ist. Es seien W¯ = W/K und V¯ = V/K. Da W¯ ein
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eindimensionaler Unterraum von V¯ ist und B transitiv auf V¯ \{0} operiert, liegen nach 4.16 alle
zula¨ssigen Unterra¨ume W mit dim(W ∩ K) = 3 in einer Bahn. Als Vertreter dieser Bahn kann
W = {f5, f6, f7, f8} gewa¨hlt werden. Dieser Unterraum entspricht der Untergruppe M1.
Zweiter Fall: Es sei dim(W ∩K) = 2. Im Weiteren wird die folgende Notation benutzt:
U := {f7, f8},
V¯ := V/U , K¯ := K/U , N¯ := N/U und W¯ :=W/U ,
f¯i := fi + U fu¨r i ∈ {4, 5, 6, 9},
Vˆ := V¯ /K¯ und Wˆ := W¯/K¯.
fˆi := f¯i + K¯ fu¨r i ∈ {4, 5, 6}.
Die Idee des Beweises lautet folgendermaßen: Der Unterraum U kann als Vertreter der Bahn gewa¨hlt
werden, den der Schnitt vonW in K hat. Der Stabilisator von U in B wird berechnet und die Bahn
von W/U in V/U ermittelt. Die Bahn von W ergibt sich dann aus der Bahn von W/U und U .
Aus technischen Gru¨nden wird der Faktorraum Vˆ benutzt, um die Bahnen von W/U zu berechnen.
Diese Idee wird nun ausgefu¨hrt.
DaB transitiv aufK\{0} operiert, hatW∩K als Bahn unter A die Menge aller zweidimensionalen
Unterra¨ume von K. Man kann daher den Unterraum U = {f7, f8} als Vertreter von (W ∩ K)B
wa¨hlen. Nun betrachte man die Operation von B auf V¯ = V/U und die Untergruppe S von B, die
U invariant la¨sst. Es ist
S = StabB(U) =




m1m5 −m4m2 0 0 0 0 0
m1m8 −m7m2 m1m9 m2m9 0 0 0
m4m8 −m7m5 m4m9 m5m9 0 0 0
0 0 0 m1 m2 0
0 0 0 m4 m5 0
0 0 0 m7 m8 m9


| △


.
Dabei ist △ = m1,m2,m4,m5,m7,m8,m9 ∈ Fp und m9 6= 0 sowie m1m5 − m4m2 6= 0. Es sei
f¯4 = f4+U, f¯5 = f5+U, f¯6 = f6+U und f¯9 = f9+U sowie K¯ = K/U , W¯ =W/U und N¯ = N/U .
Dann operiert S bezu¨glich der Basis {f¯4, f¯5, f¯6, f¯9} als
S¯ =




m1m5 −m4m2 0 0 0
m1m8 −m7m2 m1m9 m2m9 0
m4m8 −m7m5 m4m9 m5m9 0
0 0 0 m9

 | △


auf dem Faktorraum V¯ . Dabei ist △ = m1,m2,m4,m5,m7,m8,m9 ∈ Fp und m9 6= 0 sowie m1m5−
m4m2 6= 0. Da m1m8 −m7m2 und m4m8 −m7m5 unabha¨ngig von m1,m2,m4,m5 und m9 jeden
Wert in Fp annehmen, ist
S¯ =




m1m5 −m4m2 0 0 0
x m1m9 m2m9 0
y m4m9 m5m9 0
0 0 0 m9

 | △

 .
Dabei ist △ = m1,m2,m4,m5,m9, x, y ∈ Fp und m9 6= 0 sowie m1m5 −m4m2 6= 0.
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Gesucht werden nun die Bahnen der zweidimensionalen Unterra¨ume W¯ von V¯ mit W¯ ∩K¯ = {0},
da dim(W ∩K) nach Voraussetzung 2 ist. Zuna¨chst wird Vˆ = V¯ /K¯ betrachtet und die Bahnen der
zweidimensionalen Unterra¨ume von Vˆ werden ermittelt, um von diesem Ergebnis aus die Bahnen
der zweidimensionalen Unterra¨ume W¯ von V¯ zu bestimmen, die die Bedingung dim(W¯ ∩ K¯) = 0
erfu¨llen.
Es sei fˆ4 = f¯4 + K¯, fˆ5 = f¯5 + K¯ und fˆ6 = f¯6 + K¯ sowie Wˆ = W¯/K¯. Dann operiert S¯ bezu¨glich
der Basis {fˆ4, fˆ5, fˆ6} als
Sˆ =



m1m5 −m4m2 0 0x m1m9 m2m9
y m4m9 m5m9

 | △


auf Vˆ . Dabei ist △ = m1,m2,m4,m5,m9, x, y ∈ Fp und m9 6= 0 sowie m1m5 − m4m2 6= 0.
Statt die Bahnen der zweidimensionalen Unterra¨ume Wˆ werden die Bahnen der entsprechenden
eindimensionalen orthogonalen Komplemente Wˆ⊥ betrachtet. Dazu wird die zu Sˆ transponierte
Matrixgruppe
Sˆ⊥ =



m1m5 −m4m2 x y0 m1m9 m2m9
0 m4m9 m5m9

 | △


verwendet (dabei ist △ = m1,m2,m4,m5,m9, x, y ∈ Fp und m9 6= 0 sowie m1m5 − m4m2 6=
0). Da Sˆ⊥ das Zentrum von GL(3, p) nicht entha¨lt, lassen sich die Bahnen der eindimensionalen
Unterra¨ume nach 4.15 nicht unbedingt aus den Bahnen der Vektoren ablesen. Daher wird nach 4.14
statt Sˆ⊥ die Gruppe
Sˆ∗ =



z x y0 m1 m2
0 m4 m5

 | m1,m2,m4,m5, x, y, z ∈ Fp und z 6= 0 6= m1m5 −m4m2


verwendet. Unter der Operation von Sˆ∗ bilden die Vektoren mit den Koordinatenvektoren (0, 0, 0),
(1, 0, 0) und (0, 0, 1) offensichtlich ein Vertretersystem der Bahnen der Vektoren. Durch die Wahl
der Basis {fˆ4, fˆ5, fˆ6} stellen nach 4.14 die Unterra¨ume 〈fˆ4〉 und 〈fˆ6〉 ein Vertretersystem der Bahnen
der eindimensionalen Unterra¨ume unter dieser Operation dar. Also sind nach dem Dualita¨tsprinzip
die Unterra¨ume Wˆ1 = 〈fˆ5, fˆ6〉 und Wˆ2 = 〈fˆ4, fˆ5〉 als orthogonale Komplemente von 〈fˆ4〉 und 〈fˆ6〉
ein Vertretersystem der zweidimensionalen Unterra¨ume von Vˆ .
Nun wird wieder der Vektorraum V¯ = V/U betrachtet. Mit Wˆ1 und Wˆ2 kennt man die Repra¨sen-
tanten der Bahnen zweidimensionaler Unterra¨ume in Vˆ . La¨sst man die Stabilisatoren von Wˆ1 und
Wˆ2 auf K¯ operieren, dann ergeben sich die Bahnen der zweidimensionalen Unterra¨ume W¯ in V¯ aus
Wˆ1 bzw. Wˆ2 und den Bahnen ihrer Stabilisatoren in K¯.
Die Gruppe S¯ operiert auf Vˆ . Daher sind die Stabilisatoren von Wˆ1 und Wˆ2 in S¯ definiert. Die
Bahnen der zweidimensionalen Unterra¨ume W¯ von V¯ erha¨lt man nach 4.16 dadurch, dass man
die Operation der Stabilisatoren S¯1 = StabS¯(Wˆ1) bzw. S¯2 = StabS¯(Wˆ2) auf dem Komplement
K¯ zu N¯ betrachtet und die Bahnen der Vektoren in K¯ unter der Operation von S¯1 bzw. S¯2 auf
W¯1/K¯⊗K¯ bzw. W¯2/K¯⊗K¯ ermittelt, wobei W¯1 = 〈f¯5, f¯6〉 und W¯2 = 〈f¯4, f¯5〉 ist. Die Basisvektoren
der zweidimensionalen Unterra¨ume W¯ von V¯ mit dim(W¯ ∩ K¯) = 0 ergeben sich dann als direkte
Summen der Basisvektoren von W¯1 bzw. W¯2 und den Vertretern der jeweiligen Bahnen unter S¯1
bzw. S¯2 in K¯.
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Es ist
S¯1 = StabS¯(Wˆ1) =




m1m5 −m4m2 0 0 0
0 m1m9 m2m9 0
0 m4m9 m5m9 0
0 0 0 m9

 | △

 .
Dabei ist △ = m1,m2,m4,m5,m9 ∈ Fp und m9 6= 0 sowie m1m5−m4m2 6= 0. Also operiert S¯1 auf
W¯1/K¯ ⊗ K¯ als
S˜1 =
〈(
m1m9 m2m9
m4m9 m5m9
)−1
⊗ (m9) | △
〉
=
〈
m−19
(
m1 m2
m4 m5
)−1
⊗ (m9) | △
〉
=
〈(
m1 m2
m4 m5
)−1
| △
〉
=
{(
m1 m2
m4 m5
)
| △
}
= GL(2, p).
Dabei ist △ = m1,m2,m4,m5,m9 ∈ Fp und m9 6= 0 sowie m1m5 − m4m2 6= 0. Die Gruppe
GL(2, p) hat zwei Bahnen der Vektoren in F2p, deren Vertreter zum Beispiel (0, 0) und (0,−1)
sind. Daher ko¨nnen W¯1a = 〈f¯5 + 0 · f¯9, f¯6 + 0 · f¯9〉 und W¯1b = 〈f¯5 + 0 · f¯9, f¯6 − 1 · f¯9〉 als zu
Wˆ1 geho¨rende Bahnenvertreter der zweidimensionalen Unterra¨ume von V¯ gewa¨hlt werden, die
einen trivialen Schnitt mit K¯ haben. Ihnen entsprechen die vierdimensionalen Unterra¨ume W1a =
〈f5 + 0 · f9, f6 + 0 · f9, f7, f8〉 und W1b = 〈f5 + 0 · f9, f6 − 1 · f9, f7, f8〉 und damit die zula¨ssigen
Untergruppen M2 und M3.
Es ist
S¯2 = StabS¯(Wˆ2) =




m1m5 −m4m2 0 0 0
x m1m9 0 0
y m4m9 m5m9 0
0 0 0 m9

 | △

 .
Dabei ist △ = m1,m4,m5,m9, x, y ∈ Fp und m9 6= 0 sowie m1m5 −m4m2 6= 0. Also operiert S¯2
auf W¯2/K¯ ⊗ K¯ als
S˜2 =
〈(
m1m5 −m4m2 0
x m1m9
)−1
⊗ (m9) | △
〉
=
〈( 1
m1m5−m4m2
0
− xm1m5−m4m2 1m1m9
)
⊗ (m9) | △
〉
=
〈( m9
m1m5−m4m2
0
− xm9m1m5−m4m2 1m9
)
| △
〉
=
{(
a 0
b c
)
| b ∈ Fp und a, c ∈ F∗p
}
Dabei ist △ = m1,m2,m4,m5,m9, x ∈ Fp und m9 6= 0 sowie m1m5 −m4m2 6= 0. Also operiert S˜2
wie die Gruppe der unteren Dreiecksmatrizen von GL(2, p) auf F2p. Ein Vertretersystem der Bahnen
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unter dieser Operation ist beispielsweise (0, 0), (0,−1) und (−1, 0). Daher ko¨nnen zuzu¨glich zu W¯1a
und W¯1b die Unterra¨ume W¯2a = 〈f¯4 + 0 · f¯9, f¯5 + 0 · f¯9〉, W¯2b = 〈f¯4 + 0 · f¯9, f¯5 − 1 · f¯9〉 und
W¯2c = 〈f¯4−1 · f¯9, f¯5+0 · f¯9〉 als u¨brige der Bahnenvertreter der zweidimensionalen Unterra¨ume von
V¯ gewa¨hlt werden, die einen trivialen Schnitt mit K¯ haben. Ihnen entsprechen die vierdimensionalen
Unterra¨ume W2a = 〈f4 + 0 · f9, f5 + 0 · f9, f7, f8〉, W2b = 〈f4 + 0 · f9, f5 − 1 · f9, f7, f8〉 und W2c =
〈f4 − 1 · f9, f5 + 0 · f9, f7, f8〉 und damit die zula¨ssigen Untergruppen M4, M5 und M6.
Dritter Fall: Es sei dim(W ∩K) = 1. Im Weiteren wird die folgende Notation benutzt:
U := {f7},
V¯ := V/U , K¯ := K/U , N¯ := N/U und W¯ := W/U ,
f¯i := fi + U fu¨r i ∈ {4, 5, 6, 8, 9},
Die Idee des Beweises ist dieselbe wie im zweiten Fall: Der Unterraum U kann als Vertreter der
Bahn gewa¨hlt werden, den der Schnitt vonW in K hat. Der Stabilisator von U in B wird berechnet
und die Bahn von W/U in V/U ermittelt. Die Bahn von W ergibt sich dann aus der Bahn von
W/U und U .
Da B transitiv auf K\{0} operiert, hatW ∩K als Bahn unter B die Menge aller eindimensionalen
Unterra¨ume von K. Man kann daher als Vertreter von (W ∩K)B dem Unterraum U = {f7} wa¨hlen.
Fu¨r i ∈ {4, 5, 6, 8, 9} sei f¯i = fi + U . Nun betrachte man die Operation von B auf V¯ bezu¨glich der
Basis {f¯4, f¯5, f¯6, f¯8, f¯9}. Der Stabilisator von U in A ist
S =




m1m5 m1m6 0 0 0 0
m1m8 m1m9 0 0 0 0
m4m8 −m7m5 m4m9 −m7m6 m5m9 −m8m6 0 0 0
0 0 0 m1 0 0
0 0 0 m4 m5 m6
0 0 0 m7 m8 m9


| △


,
wobei △ = m1,m4,m5,m6,m7,m8,m9 ∈ Fp und m5m9 −m8m6 6= 0 6= m1 ist. Damit operiert S
als S¯ folgendermaßen auf V¯ :
S¯ =




m1m5 m1m6 0 0 0
m1m8 m1m9 0 0 0
m4m8 −m7m5 m4m9 −m7m6 m5m9 −m8m6 0 0
0 0 0 m5 m6
0 0 0 m8 m9

 | △


,
wobei △ = m1,m4,m5,m6,m7,m8,m9 ∈ Fp und m5m9 −m8m6 6= 0 6= m1 ist. Da sowohl m4m8 −
m7m5 als auch m4m9 − m7m6 unabha¨ngig von m5,m6,m8 und m9 jeden beliebigen Wert in Fp
annehmen, ist
S¯ =




m1m5 m1m6 0 0 0
m1m8 m1m9 0 0 0
x y m5m9 −m8m6 0 0
0 0 0 m5 m6
0 0 0 m8 m9

 | △


,
wobei △ = m1,m5,m6,m8,m9, x, y ∈ Fp und m5m9 −m8m6 6= 0 6= m1 ist.
Der Unterraum W¯ =W/U ist ein Komplement zu K¯ = K/U , denn andernfalls ha¨tte der Schnitt
von W mit K eine ho¨here Dimension als 1. Daher gibt es k¯4, k¯5 und k¯6 in K¯ = K/U , sodass
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W¯ = 〈−f¯4 + k¯4,−f¯5 + k¯5,−f¯6 + k¯6〉 = 〈f¯4 − k¯4, f¯5 − k¯5, f¯6 − k¯6〉 ist. Da K¯ die Dimension 2 hat,
gibt es demnach eine Bijektion zwischen Hom(V¯ , K¯) ∼= F6p und der Menge der Komplemente zu K¯
in V¯ . Es sei Kom die Menge der Komplemente W¯ zu K¯. Dann β : F6 → Kom : (a, b, c, d, e, f) 7→
〈f¯4−a · f¯8−b · f¯9, f¯5−c · f¯8−d · f¯9, f¯6−e · f¯8−f · f¯9〉 eine Bijektion mit der gewu¨nschten Eigenschaft.
Nach 4.16 lassen sich die Bahnen der dreidimensionalen Unterra¨ume W¯ mit den gewu¨nschten
Eigenschaften finden, indem man die Operation der Gruppe G, die anschließend definiert wird,
durch Multiplikation von rechts auf F6p betrachtet und den Vektor (a, b, c, d, e, f) aus F
6
p u¨ber β
mit dem Unterraum W¯ = 〈−f¯4 + a · f¯8 + b · f¯9,−f¯5 + c · f¯8 + d · f¯9,−f¯6 + e · f¯8 + f · f¯9〉 =
〈f¯4− a · f¯8− b · f¯9, f¯5 − c · f¯8− d · f¯9, f¯6− e · f¯8− f · f¯9〉 identifiziert. Die Gruppe G sei im Einklang
mit 4.16 definiert als
G =
〈m1m5 m1m6 0m1m8 m1m9 0
x y m5m9 −m8m6


−1
⊗
(
m5 m6
m8 m9
)
| △
〉
,
wobei △ = m1,m5,m6,m8,m9, x, y ∈ Fp und m5m9 −m8m6 6= 0 6= m1 ist.
Es sei {v1, v2, v3, v4, v5, v6} die Standardbasis von F6p und T = 〈v1, v2, v3, v4〉. Der Unterraum T
ist invariant unter der Operation von G (invertiert man die linke Matrix und multipliziert man
das Kroneckerprodukt in der Definition von G aus, sieht man, dass die letzten beiden Spalten in
den oberen vier Zeilen nur Nullen enthalten). Die Operation von G auf T entspricht nach 4.16 der
Operation von Z × GL(2, p) vermittels δ : G ×M(2 × 2, p) : ((z, g),m) 7→ m(z,g) = zg−1mg auf
M(2× 2, p), wobei Z das Zentrum von GL(2, p) ist. Daher lassen sich p+5 Bahnen der Operation
von G auf F6p aus 4.20 ablesen, indem man die Matrix(
a b
c d
)
∈M(2× 2, p)
mit dem Vektor vabcd := av1+bv2+cv3+dv4 ∈ F6p identifiziert. Dem Koordinatenvektor (a, b, c, d, 0, 0)
von vabcd entspricht nach β der Unterraum
W¯ = 〈f¯4 − af¯8 − bf¯9, f¯5 − cf¯8 − df¯9, f¯6〉
von V¯ bzw. der Unterraum
W = 〈f4 − af8 − bf9, f5 − cf8 − df9, f6, f7〉
von V und damit die zula¨ssige Untergruppe
Mabcd = 〈a4a−a8 a−b9 , a5a−c8 a−d9 , a6, a7〉.
Liest man die p+ 5 Bahnen aus 4.20 ab und identifiziert einen dort angegebenen Bahnenvertreter(
a b
c d
)
∈M(2× 2, p)
mit der zula¨ssigen Untergruppe Mabcd = 〈a4a−a8 a−b9 , a5a−c8 a−d9 , a6, a7〉, so erha¨lt man die Eintra¨ge
M10 bis M
k
17 aus dem Vertretersystem zula¨ssiger Untergruppen.
Damit sind die Bahnen aller zula¨ssigen Untergruppen ermittelt worden, denen Vektoren in T
entsprechen. Die u¨brigen Bahnen erha¨lt man folgendermaßen: Es sei L = 〈v5, v6〉. Alle Bahnen
in T sind bereits bestimmt. Man betrachte nun den Faktorraum F6p/T , auf dem G in natu¨rlicher
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Weise operiert. Da (L/T )G = L/T ist und damit ganz L/T eine einzige Bahn bildet, kann v6 + T
als Repra¨sentant dieser Bahn gewa¨hlt werden. Daher sind nur noch die Bahnen in T unter der
Operation von Sˆ = StabG(v6 + T ) zu bestimmen. Die Vertreter dieser Bahnen bilden als direkte
Summe mit v6 ein Vertretersystem der noch fehlenden Bahnen.
Die Bahn B von v6 unter G ist
B =
{
m9x−m8y
m1s2
m8v1 +
m9x−m8y
m1s2
m9v2 +
m6x−m5y
m1s2
m8v3
+
m6x−m5y
m1s2
m9v4 + s
−1m8v5 + s
−1m9v6 | △
}
,
wobei s = m5m9−m8m6 und △ = m1,m5,m6,m8,m9, x, y ∈ Fp und m5m9−m8m6 6= 0 6= m1 ist.
Daher ist der Stabilisator von v6 + T durch die Bedingung m5 = 1 und m8 = 0 gegeben. Also ist
Sˆ = StabG(v6 + T ) =
〈
m1 m1m6 00 m1m9 0
x y m9


−1
⊗
(
1 m6
0 m9
)
| △
〉
,
wobei △ = m1,m6,m9, x, y ∈ Fp und m5m9 −m8m6 6= 0 6= m1 ist. Die Bahn Bˆ von v6 unter Sˆ ist
Bˆ =
{
m9x
m1
v2 +
m6x− y
m1m9
v4 + v6 | m6, x, y ∈ Fp und m1,m9 ∈ F∗p
}
= {x¯v2 + y¯v4 + v6 | x¯, y¯ ∈ Fp}
= v6 + 〈v2, v4〉
Da Bˆ/L den gesamten Unterraum 〈v2, v4〉/L entha¨lt, brauchen nicht die Bahnen von Sˆ auf T
ermittelt zu werden, sondern lediglich die Bahnen, die Sˆ unter der natu¨rlichen Operation auf dem
Faktorraum T/〈v2, v4〉 hat. Dieser Operation von Sˆ entspricht die in 4.23 dargestellte Operation.
Zwischen einem dort angegebenen Bahnenvertreter (a, b) ∈ F2p bestehen die folgenden Bijektionen
zu den hier betrachteten Vektoren, Unterra¨umen und zula¨ssigen Untergruppen:
(a, b) ↔ a · v1 + b · v3 + v6 ∈ F6p
↔ 〈f¯4 − af¯8, f¯5 − bf¯8, f¯6 − f¯9〉 ≤ V¯
↔ 〈f4 − af8, f5 − bf8, f6 − f9, f7〉 ≤ V
↔ 〈a4a−a8 , a5a−b8 , a6a−19 , a7〉 ≤M(G)
In 4.23 sind die Bahnenvertreter (0, 0), (0, 1) und (1, 0) ermittelt worden. Ihnen entsprechen die
zula¨ssigen Untergruppen M7, M8 und M9. ✷
5.15.7 Nachfolger der Ordnung p5
5.123. Satz: Die unmittelbaren Nachfolger von G der Ordnung p5 zerfallen in 14 + p Isomor-
phieklassen. Mit der folgenden Liste von Gruppen ist ein Vertretersystem dieser Isomorphieklassen
angegeben, wobei w ein Erzeuger der multiplikativen Gruppe von Fp ist:
G1 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g1] = g5〉,
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G2 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, gp3 = g5〉,
G3 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g2] = g5, gp3 = g5〉,
G4 = 〈g1, g2, g3, g4, g5 | [g3, g2] = g4, gp3 = g5〉,
G5 = 〈g1, g2, g3, g4, g5 | [g3, g1] = g4, [g3, g2] = g5, gp3 = g5〉,
G6 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g2] = g5, gp3 = g4〉,
G7 = 〈g1, g2, g3, g4, g5 | [g3, g2] = g5, gp2 = g4, gp3 = g5〉,
G8 = 〈g1, g2, g3, g4, g5 | [g3, g1] = g4, [g3, g2] = g5, gp2 = g4, gp3 = g5〉,
G9 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g2] = g5, gp2 = g4, gp3 = g5〉,
G10 = 〈g1, g2, g3, g4, g5 | gp2 = g4, gp3 = g5〉,
G11 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g1] = g5, gp2 = g4, gp3 = g5〉,
G12 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, gp2 = g4, gp3 = g5〉,
G13 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4g5, [g3, g1] = g5, gp2 = g4, gp3 = g5〉,
G14 = 〈g1, g2, g3, g4, g5 | [g3, g1] = g5, gp2 = g4, gp3 = g5〉,
Gk15 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g1] = gw
k
5 , g
p
2 = g4, g
p
3 = g5〉 mit k ∈ {1, . . . , p−12 },
G16 = 〈g1, g2, g3, g4, g5 | [g2, g1] = gw5 , [g3, g1] = g4, gp2 = g4, gp3 = g5〉,
G17 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4gwk5 , [g3, g1] = gw
k−1
4 g5, g
p
2 = g4, g
p
3 = g5〉 mit k ∈
{1, . . . , p−12 }.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.122 aufgelistet ist. Die Pra¨sentation
der Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.16 Nachfolger von (p4, 11)
5.124. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | ap1 = a4〉.
Damit ist G ∼= Cp2 × C2p .
5.125. Lemma: Die Gruppe hat die Gewichtung ω(a1) = ω(a2) = ω(a3) = 1 und ω(a4) = 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
94
5.16 Nachfolger von (p4, 11)
5.16.1 Die Automorphismengruppe
5.126. Lemma: Jeder Automorphismus α von G2 la¨sst sich durch
α(u1, u2, u3, u4, v2, v3, v4, w2, w3, w4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 w2, w3, w4 ∈ {0, . . . , p− 1}
a3 7→ aw22 aw33 aw44 und v2w3 − w2v3 6= 0
a4 7→ au14 wie auch u1 6= 0 ist.
darstellen.
Beweis: Die Automorphismengruppe von G kann nach 3.26 aus dem Stabilisator S2 (siehe 5.119)
der zu G geho¨renden zula¨ssigen Untergruppe unter Beru¨cksichtigung des Transponierens unmittel-
bar abgelesen werden. Damit ko¨nnen auch die Bilder von a1, a2 und a3 direkt abgelesen werden. Das
Bild von a4 ist durch die Bilder von a1, a2 und a3 eindeutig bestimmt und la¨sst sich folgendermaßen
berechnen:
aα4 = (a
p
1)
α = (aα1 )
p
= (au11 a
u2
2 a
u3
3 a
u4
4 )
p
= (au11 )
p
= (ap1)
u1
= au14 ,
da G2 abelsch ist und a2, a3 und a4 die Ordnung p haben. ✷
5.16.2 p-Cover, Multiplikator und Nukleus
5.127. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise:
P (G) = 〈a1, . . . , a10 | ap1 = a4, ap4 = a5, [a2, a1] = a6, [a3, a1] = a7, [a3, a2] = a8, ap2 = a9, ap3 =
a10〉.
M(G) = 〈a5, , . . . , a10〉.
N(G) = 〈a5〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 unter Verwendung des Redukti-
onsverfahrens von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2) = ω(a3).
2 = ω(a4) = ω(a6) = ω(a7) = ω(a8) = ω(a9) = ω(a10).
3 = ω(a5).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
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5.16.3 Operation der Erweiterungsautomorphismen
5.128. Lemma: Werden die Automorphismen α von G gema¨ß 5.126 in der Weise
α(u1, u2, u3, u4, v2, v3, v4, w2, w3, w4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 w2, w3, w4 ∈ {0, . . . , p− 1}
a3 7→ aw22 aw33 aw44 und v2w3 − w2v3 6= 0
a4 7→ au14 wie auch u1 6= 0 ist.
dargestellt, so ist
ϕ : Aut(G)→ GL(6, p) : α(u1, u2, u3, u4, v2, v3, v4, w2, w3, w4) 7→
M =


u1 0 0 0 0 0
0 u1v2 u1v3 u2v3 − u3v2 0 0
0 u1w2 u1w3 u2w3 − u3w2 0 0
0 0 0 v2w3 − v3w2 0 0
v4 0 0 0 v2 v3
w4 0 0 0 w2 w3


der Operationshomomorphismus von A = Aut(G) auf F6p
∼= M(G) u¨ber Erweiterungsautomorphis-
men.
Beweis: Nach 5.126 la¨sst sich jeder Automorphismus α von G in der oben angegebenen Form
darstellen. Die Bilder der Erzeuger von M(G) ergeben sich unter α u¨ber ϕ folgendermaßen: Es ist
aα5 = (a
p
4)
α = (aα4 )
p = (au14 )
p = (ap4)
u1 = au15
und
aα6 = [a2, a1]
α = [aα2 , a
α
1 ]
= [av22 a
v3
3 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [a2, a1]
u1v2 [a3, a2]
−u3v2 [a3, a1]
u1v3 [a3, a2]
u2v3
= au1v26 a
u1v3
7 a
u2v3−u3v2
8 ,
da alle anderen auftretenden Kommutatoren trivial sind. Analog erha¨lt man, dass auch aα7 =
au1w26 a
u1w3
7 a
u2w3−u3w2
8 gilt. Weiterhin ist
aα8 = [a3, a1]
α = [aα3 , a
α
2 ]
= [aw22 a
w3
3 a
w4
4 , a
v2
2 a
v3
3 a
v4
4 ]
= [a3, a2]
v2w3−v3w2
= av2w3−v3w28 ,
da alle anderen auftretenden Kommutatoren trivial sind. Außerdem ist
aα9 = (a
p
2)
α = (av22 a
v3
3 a
v4
4 )
p
= (av22 )
p(av33 )
p(av44 )
p
= (ap2)
v2(ap3)
v3(ap4)
v4
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= av45 a
v2
9 a
v3
10,
da die Kommutatoren [x, y] mit x, y ∈ {a2, a3, a4} trivial sind oder die Ordnung p haben. Ebenso
ergibt sich a10 = a
w4
5 a
w2
9 a
w3
10 . ✷
Da im Weiteren fu¨r die unmittelbaren Nachfolger der Ordnung p5 statt der fu¨nfdimensionalen
Unterra¨ume ihre eindimensionalen Komplemente betrachtet werden, ist der zu ϕ duale Operati-
onshomomorphismus von Interesse.
5.129. Bemerkung: Der zu ϕ duale Operationshomomorphismus ist
ϕ¯ : Aut(G)→ GL(6, p) : α(u1, u2, u3, u4, v2, v3, v4, w2, w3, w4) 7→


u1 0 0 0 v4 w4
0 u1v2 u1w2 0 0 0
0 u1v3 u1w3 0 0 0
0 u2v3 − u3v2 u2w3 − u3w2 v2w3 − v3w2 0 0
0 0 0 0 v2 w2
0 0 0 0 v3 w3


.
5.16.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.130. Lemma: Unter der Operation von A = Aut(G) vermittels ϕ¯ zerfa¨llt F6p in folgende Bahnen
nichttrivialer Vektoren:
B1 = (1, 0, 0, 0, 0, 0)
A mit |B1| = p2(p − 1),
B2 = (1, 0, 0, 1, 0, 0)
A mit |B2| = p4(p − 1)2,
B3 = (1, 0, 1, 0, 0, 0)
A mit |B3| = p2(p + 1)(p − 1)2,
B4 = (0, 0, 0, 0, 0, 1)
A mit |B4| = p2 − 1,
B5 = (0, 0, 0, 1, 0, 0)
A mit |B5| = p2(p − 1),
B6 = (0, 0, 0, 1, 0, 1)
A mit |B6| = p2(p − 1)(p2 − 1),
B7 = (0, 0, 1, 0, 0, 0)
A mit |B7| = p2 − 1,
B8 = (0, 0, 1, 0, 0, 1)
A mit |B8| = (p − 1)(p2 − 1),
B9 = (0, 0, 1, 0, 1, 0)
A mit |B9| = p(p− 1)(p2 − 1).
Zu den Vertretern der Bahnen B2, B3 und B9 geho¨ren folgende Stabilisatoren:
S¯2 =




1 0 0 0 0 0
0 v2 w2 0 0 0
0 v3 w3 0 0 0
0 0 0 v2w3 − v3w2 0 0
0 0 0 0 v2 w2
0 0 0 0 v3 w3


| v2, v3, w2, w3 ∈ Fp, v2w3 − v3w2 = 1


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S¯3 =




1 0 0 0 0 0
0 v2 w2 0 0 0
0 0 1 0 0 0
0 −u3v2 u2 − u3w2 v2 0 0
0 0 0 0 v2 w2
0 0 0 0 0 1


| u2, u3, v2, w2 ∈ Fp und v2 6= 0


S¯9 =




u1 0 0 0 v4 w4
0 u1 0 0 0 0
0 0 1 0 0 0
0 −u3v2 u2u−11 v2u−11 0 0
0 0 0 0 1 w2
0 0 0 0 0 w3


| u1, u2, u3, v4, w4 ∈ Fp und u1 6= 0


Beweis: Die meisten Bahnenla¨ngen lassen sich unmittelbar erkennen. Fu¨r die weniger offensichtli-
chen Fa¨lle sind die Stabilisatoren angegeben, deren Ordnung sich durch Abza¨hlen ermitteln la¨sst.
Die Stabilisatoren S¯2, S¯3 und S¯9 ergeben sich aus den Lo¨sungsmengen der folgenden Gleichungs-
systeme:
2. {u1 = 1, u2v3 − u3v2 = 0, u2w3 − u3w2 = 0, v2w3 − v3w2 = 1},
3. {u1 = 1, u1v3 = 0, u1w3 = 1},
9. {u1v3 = 0, u1w3 = 1, v2 = 1, w2 = 0}.
U¨ber die Bahnensa¨tze erha¨lt man dann die La¨nge der Bahnen, wobei |Aϕ¯| = |GL(n, p)| ·p3(p−1) =
p5(p + 1)(p − 1)2 ist. Die Vollsta¨ndigkeit der Liste erkennt man dadurch, dass die Summation der
Bahnenla¨nge die Ma¨chtigkeit von F6p\{0} ergibt. Die Bahnen verschiedener La¨nge sind verschieden
und die beiden Bahnen gleicher La¨nge, na¨mlich B4 und B7, offensichtlich auch, da ihre Vertreter
in zwei verschiedenen irreduziblen Teilmoduln von F6p unter der Operation von ϕ¯ liegen. ✷
5.131. Folgerung: Fu¨r die Nachfolger von G der Ordnung p5 ist die folgende Liste ein Vertreter-
system zula¨ssiger Untergruppen.
M1 = 〈a6, a7, a8, a9, a10〉 entsprechend 〈(1, 0, 0, 0, 0, 0)〉⊥ .
M2 = 〈a6, a7, a5a−18 , a9, a10〉 entsprechend 〈(1, 0, 0, 1, 0, 0)〉⊥ .
M3 = 〈a6, a5a−17 , a8, a9, a10〉 entsprechend 〈(1, 0, 1, 0, 0, 0)〉⊥ .
Beweis: Nach 3.16 sind nur Supplemente des NukleusN = 〈a5〉, entsprechend dem Unterraum N¯ =
〈(1, 0, 0, 0, 0, 0)〉, zula¨ssige Untergruppen und wiederum sind genau fu¨nfdimensionalen Unterra¨ume
Supplemente zu N¯ , deren eindimensionale Komplemente einen Basisvektor haben, der mit dem
Basisvektor von N¯ ein Skalarprodukt ungleich Null liefert. Damit beschra¨nkt sich die Auswahl
zula¨ssiger Untergruppen auf B1, B2 und B3. ✷
5.16.5 Nachfolger der Ordnung p5
5.132. Satz: In der folgenden Liste sind sa¨mtliche Nachfolger von G der Ordnung p5 bis auf
Isomorphie angegeben:
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G1 = 〈g1, g2, g3, g4, g5 | gp1 = g4, gp4 = g5〉,
G2 = 〈g1, g2, g3, g4, g5 | gp1 = g4, gp4 = g5, [g3, g2] = g5〉,
G3 = 〈g1, g2, g3, g4, g5 | gp1 = g4, gp4 = g5, [g3, g1] = g5〉.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.131 aufgelistet ist. Die Pra¨sentation
der Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.17 Nachfolger von (p4, 12)
5.133. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | [a2, a1] = g4, ap1 = a4〉.
5.134. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = ω(a3) = 1 und ω(a4) = 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.17.1 Die Automorphismengruppe
5.135. Lemma: Jeder Automorphismus α von G la¨sst sich durch
α(u1, u2, u3, u4, v1, v2, v3, v4, w3, w4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v1, v2, v3,
a2 7→ av11 av22 av33 av44 v4, w3, w4 ∈ {0, . . . , p − 1}
a3 7→ aw33 aw44 und u1v2 − v1u2 6= 0
a4 7→ av2u1−v1u24 wie auch w3 6= 0 ist.
darstellen.
Beweis: Die Automorphismengruppe von G kann nach 3.26 aus dem Stabilisator S1 (siehe 5.119)
der zu G geho¨renden zula¨ssigen Untergruppe unter Beru¨cksichtigung des Transponierens unmittel-
bar abgelesen werden. Damit ko¨nnen auch die Bilder von a1, a2 und a3 direkt abgelesen werden. Das
Bild von a4 ist durch die Bilder von a1, a2 und a3 eindeutig bestimmt und la¨sst sich folgendermaßen
berechnen:
aα4 = [a2, a1]
α = [aα2 , a
α
1 ]
= [av11 a
v2
2 a
v3
3 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [av11 a
v2
2 a
v3
3 , a
u1
1 a
u2
2 a
u3
3 ]
= [av11 a
v2
2 , a
u1
1 a
u2
2 a
u3
3 ]
a
v3
3 [av33 , a
u1
1 a
u2
2 a
u3
3 ]
= [av11 a
v2
2 , a
u1
1 a
u2
2 a
u3
3 ]
a
v3
3
= ([av11 , a
u1
1 a
u2
2 a
u3
3 ]
a
v2
2 [av22 , a
u1
1 a
u2
2 a
u3
3 ])
a
v3
3
= [a1, a2]
v1u2 [a2, a1]
v2u1
= [a2, a1]
v2u1−v1u2
= av2u1−v1u24 ,
da alle anderen auftretenden Kommutatoren trivial sind und [a2, a1] zentral ist. ✷
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5.17.2 p-Cover, Multiplikator und Nukleus
5.136. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise:
P (G) = 〈a1, . . . , a11 | [a2, a1] = a4, [a4, a1] = a5, [a4, a2] = a6, [a3, a1] = a7, [a3, a2] = a8, ap1 =
a9, a
p
2 = a10, a
p
3 = a11〉.
M(G) = 〈a5, , . . . , a11〉.
N(G) = 〈a5, a6〉.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 und dem Reduktionsverfahren
von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2) = ω(a3).
2 = ω(a4) = ω(a7) = ω(a8) = ω(a9) = ω(a10) = ω(a11).
3 = ω(a5) = ω(a6).
und damit N(G) la¨sst sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.17.3 Operation der Erweiterungsautomorphismen
5.137. Lemma: Werden die Automorphismen α von G gema¨ß 5.135 in der Weise
α(u1, u2, u3, u4, v1, v2, v3, v4, w3, w4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v1, v2, v3,
a2 7→ av11 av22 av33 av44 v4, w3, w4 ∈ {0, . . . , p− 1}
a3 7→ aw33 aw44 und u1v2 − v1u2 6= 0
a4 7→ av2u1−v1u24 wie auch w3 6= 0 ist.
dargestellt, so ist
ϕ : Aut(G)→ GL(7, p) : α(u1, u2, u3, u4, v1, v2, v3, v4, w3, w4) 7→
M =


du1 du2 0 0 0 0 0
dv1 dv2 0 0 0 0 0
u1w4 u2w4 u1w3 u2w3 0 0 0
v1w4 v2w4 v1w3 v2w3 0 0 0
0 0 0 0 u1 u2 u3
0 0 0 0 v1 v2 v3
0 0 0 0 0 0 w3


der Operationshomomorphismus von A = Aut(G) auf F7p
∼= M(G) u¨ber Erweiterungsautomorphis-
men, wobei d = u1v2 − v1u2 ist.
Beweis: Nach 5.135 la¨sst sich jeder Automorphismus α von G in der oben angegebenen Form
darstellen. Die Bilder der Erzeuger von M(G) ergeben sich unter α u¨ber ϕ folgendermaßen:
aα5 = [a4, a1]
α = [aα4 , a
α
1 ]
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= [av2u1−v1u24 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [a4, a1]
(v2u1−v1u2)u1 [a4, a2]
(v2u1−v1u2)u2
= a
(v2u1−v1u2)u1
5 a
(v2u1−v1u2)u2
6 ,
da alle anderen auftretenden Kommutatoren trivial sind undM(G) zentral ist. Analog erha¨lt man,
dass auch aα6 = a
(v2u1−v1u2)v1
5 a
(v2u1−v1u2)v2
6 gilt. Weiterhin ist
aα7 = [a3, a1]
α = [aα3 , a
α
1 ]
= [aw33 a
w4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [a3, a1]
u1w3 [a3, a2]
u2w3 [a4, a1]
u1w4 [a4, a2]
u2w4
= au1w45 a
u2w4
6 a
u1w3
7 a
u2w3
8
da alle anderen auftretenden Kommutatoren trivial sind undM(G) zentral ist. Analog erha¨lt man,
dass auch aα8 = a
v1w4
5 a
v2w4
6 a
v1w3
7 a
v2w3
8 ist. Außerdem ist
aα9 = (a
p
1)
α = (aα1 )
p
= (au11 a
u2
2 a
u3
3 a
u4
4 )
p
= (ap1)
u1(ap2)
u2(ap3)
u3
= au19 a
u2
10a
u3
11 ,
da a4 und der Kommutator von a9 und a10 die Ordnung p haben und alle anderen relevanten Kom-
mutatoren trivial sind. Ebenso erha¨lt man aα10 = a
v1
9 a
v2
10a
v3
11 und schließlich ist a
α
11 = (a
w3
3 a
w4
4 )
p =
(ap3)
w3 = aw311 , da sowohl a4 als auch der Kommutator von a10 und a4 die Ordnung p haben. ✷
Da im Weiteren fu¨r die unmittelbaren Nachfolger der Ordnung p5 statt der sechsdimensionalen
Unterra¨ume ihre eindimensionalen Komplemente betrachtet werden, ist der zu ϕ duale Operati-
onshomomorphismus von Interesse.
5.138. Bemerkung: Der zu ϕ duale Operationshomomorphismus ist
ϕ¯ : Aut(G)→ GL(7, p) : α(u1, u2, u3, u4, v1, v2, v3, v4, w3, w4) 7→
M =


du1 dv1 u1w4 v1w4 0 0 0
du2 dv2 u2w4 v2w4 0 0 0
0 0 u1w3 v1w3 0 0 0
0 0 u2w3 v2w3 0 0 0
0 0 0 0 u1 v1 0
0 0 0 0 u2 v2 0
0 0 0 0 u3 v3 w3


,
wobei d = u1v2 − v1u2 ist.
5.139. Bemerkung: Die Gruppe L = Aut(G)ϕ¯ entha¨lt nicht das volle Zentrum Z von GL(7, p).
Denn Z wird von wE7 erzeugt, wobei w ein Erzeuger der multiplikativen Gruppe von Fp und E7
die Einheitsmatrix u¨ber Fp der Dimension 7 × 7 ist. Die Gruppe L entha¨lt aber wE7 nicht, da in
diesem Fall w3 = w und v2 = w erfu¨llt wa¨re und zugleich auch w = v2w3 = w
2 im Widerspruch
zu w 6= 1 sein mu¨sste (damit ist der Schnitt von L mit Z trivial). Nach 4.15 lassen sich daher die
Bahnen der eindimensionalen Unterra¨ume unter der Operation von L auf F7p nicht unbedingt aus
den Bahnen der Vektoren ablesen.
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5.140. Folgerung: Es sei
A =


k


du1 dv1 u1w4 v1w4 0 0 0
du2 dv2 u2w4 v2w4 0 0 0
0 0 u1w3 v1w3 0 0 0
0 0 u2w3 v2w3 0 0 0
0 0 0 0 u1 v1 0
0 0 0 0 u2 v2 0
0 0 0 0 u3 v3 w3


| △


mit △ = u1, u2, u3, v1, v2, v3, w3, w4 ∈ Fp und d = u1v2 − u2v1 6= 0 sowie k 6= 0 und w3 6= 0.
Unter der Operation von A auf F7p zerfa¨llt F
7
p derart in Bahnen, dass sich aus ihnen die Bahnen
der eindimensionalen Unterra¨ume ablesen lassen und dass sie den Bahnen der eindimensionalen
Unterra¨ume im Sinne von 4.14 entsprechen, die sich unter der Operation von Aut(G)ϕ¯ ergeben.
Die Ma¨chtigkeit von A ist (p − 1)|Aut(G)ϕ¯| = p4(p− 1)3(p2 − 1).
5.17.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.141. Lemma: Unter der Operation von A zerfa¨llt F7p in folgende Bahnen nichttrivialer Vektoren,
wobei w ein Erzeuger der multiplikativen Gruppe von Fp ist:
B1 = (0, 1, 0, 0, 0, 0, 0)
A mit |B1| = p(p2 − 1),
B2 = (0, 1, 0, 0, 0, 0, 1)
A mit |B2| = p3(p− 1)(p2 − 1),
B3 = (0, 1, 0, 0, 0, 1, 0)
A mit |B3| = p(p− 1)(p2 − 1),
B4 = (0, 1, 0, 0, 1, 0, 0)
A mit |B4| = 12p2(p− 1)(p2 − 1),
B5 = (0, 1, 0, 0, w, 0, 0)
A mit |B5| = 12p2(p− 1)(p2 − 1),
B6 = (0, 1, 1, 0, 0, 0, 0)
A mit |B6| = p(p− 1)(p2 − 1),
B7 = (0, 1, 1, 0, 0, 0, 1)
A mit |B7| = p3(p− 1)2(p2 − 1),
B8 = (0, 1, 1, 0, 0, 1, 0)
A mit |B8| = p(p− 1)2(p2 − 1),
B9 = (0, 1, 1, 0, 1, 0, 0)
A mit |B9| = 12p2(p− 1)2(p2 − 1),
B10 = (0, 1, 1, 0, w, 0, 0)
A mit |B10| = 12p2(p − 1)2(p2 − 1),
B11 = (0, 0, 0, 0, 0, 0, 1)
A mit |B11| = p2(p− 1),
B12 = (0, 0, 0, 0, 0, 1, 0)
A mit |B12| = p2 − 1,
B13 = (0, 0, 0, 1, 0, 0, 0)
A mit |B13| = p2 − 1,
B14 = (0, 0, 0, 1, 0, 0, 1)
A mit |B14| = p2(p− 1)(p2 − 1),
B15 = (0, 0, 0, 1, 0, 1, 0)
A mit |B15| = (p− 1)(p2 − 1),
B16 = (0, 0, 0, 1, 1, 0, 0)
A mit |B16| = p(p− 1)(p2 − 1).
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Dabei ist w ein Erzeuger der multiplikativen Gruppe von Fp. Zu den Vertretern ausgewa¨hlter Bahnen
geho¨ren folgende Stabilisatoren mit ihrer jeweils anschließend angegebenen Ordnung:
S¯1 =




u1v
−1
2 dv1v
−1
2 0 0 0 0 0
0 1 0 0 0 0 0
0 0 u1w3 v1w3 0 0 0
0 0 0 v2w3 0 0 0
0 0 0 0 u1 v1 0
0 0 0 0 0 v2 0
0 0 0 0 u3 v3 w3


| △


△ = u3, v1, v3 ∈ Fp und u1, v2, w3 ∈ F∗p. |S¯1| = p3(p − 1)3.
S¯2 =




u1v
−1
2 dv1v
−1
2 0 0 0 0 0
0 1 0 0 0 0 0
0 0 u1 v1 0 0 0
0 0 0 v2 0 0 0
0 0 0 0 u1 v1 0
0 0 0 0 0 v2 0
0 0 0 0 0 0 1


| △


△ = v1 ∈ Fp und u1, v2 ∈ F∗p. |S¯2| = p(p− 1)2.
S¯3 =




v−12 v1v
−1
2 0 0 0 0 0
0 1 0 0 0 0 0
0 0 v−22 w3 v1v
−1
2 w3 0 0 0
0 0 0 w3 0 0 0
0 0 0 0 v−22 v1v
−1
2 0
0 0 0 0 0 1 0
0 0 0 0 v−12 u3 v
−1
2 v3 v
−1
2 w3


| △


△ = u3, v1, v3 ∈ Fp und v2, w3 ∈ F∗p. |S¯3| = p3(p − 1)2.
S¯4 = S¯5 =




u1v2 0 0 0 0 0 0
0 v22 0 0 0 0 0
0 0 w3 0 0 0 0
0 0 0 u−11 v2w3 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 u−11 v2 0
0 0 0 0 u3 v3 w3


| △


△ = u3, v3 ∈ Fp und u1, v2, w3 ∈ F∗p sowie v2 = 1. |S¯4| = |S¯5| =
p2(p − 1)2
2
.
S¯6 =




u1v
−1
2 v1v
−1
2 −v1v−12 −u−11 v21v−12 0 0 0
0 1 0 −u−11 v1 0 0 0
0 0 1 u−11 v1 0 0 0
0 0 0 u−11 v2 0 0 0
0 0 0 0 u1 v1 0
0 0 0 0 0 v2 0
0 0 0 0 u3 v3 v
2
2


| △


△ = u3, v1, v3 ∈ Fp und u1, v2 ∈ F∗p. |S¯6| = p3(p − 1)2.
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S¯7 =




v−12 −w4v−22 v−22 w4 −v−32 w−24 0 0 0
0 1 0 v−12 w4 0 0 0
0 0 1 −v−12 w4 0 0 0
0 0 0 v2 0 0 0
0 0 0 0 v−12 −v−32 w4 0
0 0 0 0 0 v−12 0
0 0 0 0 0 0 1


| △


△ = w4 ∈ Fp und v2 ∈ F∗p. |S¯7| = p(p− 1).
S¯8 =




v−32 −w4 v−22 w4 −w4 0 0 0
0 1 0 w4 0 0 0
0 0 v−22 −w4 0 0 0
0 0 0 1 0 0 0
0 0 0 0 v−22 −w4 0
0 0 0 0 0 1 0
0 0 0 0 u3v
−1
2 v3v
−1
2 1


| △


△ = u3, v3, w4 ∈ Fp und v2 ∈ F∗p. |S¯8| = p3(p− 1).
S¯9 = S¯10 =




v2 0 0 0 0 0 0
0 v22 0 v2w4 0 0 0
0 0 1 0 0 0 0
0 0 0 u1v2 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 u1v2 0
0 0 0 0 u3 v3 1


| △


△ = u3, v3 ∈ Fp und u1, v2 ∈ F∗p sowie v2 = 1. |S¯9| = |S¯10| = p3(p − 1)3.
S¯15 =




u21 u1v1 u1v
−1
2 w4 v1v
−1
2 w4 0 0 0
0 u1v2 0 w4 0 0 0
0 0 u1v
−1
2 v1v
−1
2 0 0 0
0 0 0 1 0 0 0
0 0 0 0 u1v
−1
2 v1v
−1
1 0
0 0 0 0 0 1 0
0 0 0 0 u3v
−1
2 v3v
−1
2 v
−1
2


| △


△ = u3, v3, w4 ∈ Fp und u1, v2 ∈ F∗p. |S¯15| = p3(p− 1)2.
S¯16 =




u1v2 0 w4 0 0 0 0
0 v22 0 u
−1
1 v2w4 0 0 0
0 0 u1v
−1
2 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 u−11 v2 0
0 0 0 0 u−11 u3 u
−1
1 v3 v
−1
2


| △


△ = u3, v3, w4 ∈ Fp und u1, v2 ∈ F∗p. |S¯16| = p(p− 1)2.
Beweis: Die Bahnen B11 bis B14 lassen sich unmittelbar erkennen. Fu¨r die u¨brigen Fa¨lle sind die
Stabilisatoren angegeben, die man aus einfachen Gleichungssystemen berechnen kann und deren
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Ordnung sich durch Abza¨hlen ermitteln la¨sst. U¨ber die Bahnensa¨tze erha¨lt man dann die La¨nge der
Bahnen. Die Vollsta¨ndigkeit der Liste erkennt man dadurch, dass die Summation der Ba¨hnenla¨ngen
die Ma¨chtigkeit von F7p ergibt. Die Bahnen gleicher La¨nge sind offensichtlich verschieden, da sie
Teilmengen unterschiedlicher irreduzibler Teilmoduln sind. ✷
5.142. Folgerung: Fu¨r die Nachfolger von G der Ordnung p5 ist die folgende Liste ein Vertreter-
system zula¨ssiger Untergruppen.
M1 = 〈a5, a7, a8, a9, a10, a11〉 entsprechend 〈(0, 1, 0, 0, 0, 0, 0)〉⊥ ,
M2 = 〈a5, a7, a8, a9, a10, a6a−111 〉 entsprechend 〈(0, 1, 0, 0, 0, 0, 1)〉⊥ ,
M3 = 〈a5, a7, a8, a9, a6a−110 , a11〉 entsprechend 〈(0, 1, 0, 0, 0, 1, 0)〉⊥ ,
M4 = 〈a5, a7, a8, a6a−19 , a10, a11〉 entsprechend 〈(0, 1, 0, 0, 1, 0, 0)〉⊥ ,
M5 = 〈a5, a7, a8, a6a−w9 , a10, a11〉 entsprechend 〈(0, 1, 0, 0, w, 0, 0)〉⊥ ,
M6 = 〈a5, a6a−17 , a8, a9, a10, a11〉 entsprechend 〈(0, 1, 1, 0, 0, 0, 0)〉⊥ ,
M7 = 〈a5, a6a−17 , a8, a9, a10, a6a−111 〉 entsprechend 〈(0, 1, 1, 0, 0, 0, 1)〉⊥ ,
M8 = 〈a5, a6a−17 , a8, a9, a6a−110 , a11〉 entsprechend 〈(0, 1, 1, 0, 0, 1, 0)〉⊥ ,
M9 = 〈a5, a6a−17 , a8, a6a−19 , a10, a11〉 entsprechend 〈(0, 1, 1, 0, 1, 0, 0)〉⊥ ,
M10 = 〈a5, a6a−17 , a8, a6a−w9 , a10, a11〉 entsprechend 〈(0, 1, 1, 0, w, 0, 0)〉⊥ .
Beweis: Nach 3.16 sind nur Supplemente des Nukleus N = 〈a5, a6〉, entsprechend dem Unterraum
N¯ = 〈(1, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0)〉, zula¨ssige Untergruppen und wiederum sind genau sechsdi-
mensionale Unterra¨ume Supplemente zu N¯ , deren eindimensionale Komplemente einen Basisvektor
haben, der mit den Basisvektoren von N¯ ein Skalarprodukt ungleich Null liefert. Damit schra¨nkt
sich die Auswahl zula¨ssiger Untergruppen auf die Bahnen B1 bis B10 ein. ✷
5.17.5 Nachfolger der Ordnung p5
5.143. Satz: In der folgenden Liste sind sa¨mtliche Nachfolger von G der Ordnung p5 bis auf
Isomorphie angegeben:
G1 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5〉,
G2 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, gp3 = g5〉,
G3 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, gp2 = g5〉,
G4 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, gp1 = g5〉,
G5 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = gw5 , gp1 = g5〉,
G6 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5〉,
G7 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5, gp3 = g5〉,
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G8 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5, gp2 = g5〉,
G9 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5, gp1 = g5〉,
G10 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = gw5 , [g3, g1] = gw5 , gp1 = g5〉,
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.142 aufgelistet ist. Die Pra¨sentation
der Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
5.18 Nachfolger von (p4, 13)
5.144. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | [a2, a1] = a4, ap1 = a4〉.
5.145. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = ω(a3) = 1 und ω(a4) = 2 und
damit die p-Klasse 2.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.18.1 Die Automorphismengruppe
5.146. Lemma: Jeder Automorphismus α von G3 la¨sst sich durch
α(u1, u2, u3, u4, v2, v3, v4, w2, w3, w4) :


a1 7→ au11 au22 au33 au44 wobei u1, u2, u3, u4, v2, v3, v4
a2 7→ av22 av33 av44 w3, w4 ∈ {0, . . . , p− 1}
a3 7→ aw33 aw44 und u1 6= 0
a4 7→ au1v24 wie auch v2 6= 0 ist.
darstellen.
Beweis: Die Automorphismengruppe von G kann nach 3.26 aus dem Stabilisator S3 (siehe 5.119)
der zu G geho¨renden zula¨ssigen Untergruppe unter Beru¨cksichtigung des Transponierens unmittel-
bar abgelesen werden. Damit ko¨nnen auch die Bilder von a1, a2 und a3 direkt abgelesen werden. Das
Bild von a4 ist durch die Bilder von a1, a2 und a3 eindeutig bestimmt und la¨sst sich folgendermaßen
berechnen:
aα4 = [a2, a1]
α = [aα2 , a
α
1 ]
= [av22 a
v3
3 a
v4
4 , a
u1
1 a
u2
2 a
u3
3 a
u4
4 ]
= [av22 a
v3
3 , a
u1
1 a
u2
2 a
u3
3 ]
= [av22 , a
u1
1 a
u2
2 a
u3
3 ]
a
v3
3
= ([a2, a1]
u1v2)a
v3
3
= [a2, a1]
u1v2
= au1v24 ,
da alle anderen auftretenden Kommutatoren trivial sind und [a2, a1] zentral ist. ✷
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5.18.2 p-Cover, Multiplikator und Nukleus
5.147. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, . . . , a9 | [a2, a1] = a4, [a3, a1] = a5, [a3, a2] = a6, ap1 = a4a7, ap2 = a8, ap3 = a9〉.
M(G) = 〈a5, . . . , a9〉.
N(G) = 〈1〉.
Die Gruppe P (G) hat die p-Klasse 2.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 unter Verwendung des Redukti-
onsverfahrens von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2) = ω(a3).
2 = ω(a3) = . . . = ω(a9).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.148. Satz: Die Gruppe G ist abschließend.
Beweis: Da P (G) dieselbe p-Klasse hat wie G, hat G nach 3.10 keine unmittelbaren Nachfolger,
d. h. G ist abschließend. ✷
5.19 Nachfolger von (p4, 14)
5.149. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | [a2, a1] = a3, ap3 = a4〉.
5.150. Lemma: Die Gruppe G hat die Gewichtung ω(a1) = ω(a2) = 1, ω(a3) = 2 und ω(a4) = 3
und damit die p-Klasse 3.
Beweis: Die Gewichtung von G la¨sst sich nach 2.19 ermitteln. ✷
5.19.1 Die Automorphismengruppe
5.151. Lemma: Jeder Automorphismus α von G4 la¨sst sich durch
α(u1, u2, u3, u4, v2, v3, v4, w2, w3, w4) :


a1 7→ au11 au22 au44 wobei u1, u2, u4, v2, v4
a2 7→ av11 av22 av44 ∈ {0, . . . , p − 1} und
a3 7→ au1v2−v1u23 aw44 u1v2 − v1u2 6= 0 ist.
a4 7→ au1v2−v2u14
darstellen.
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Beweis: Die Automorphismengruppe von G kann nach 3.26 aus dem Stabilisator S1 (siehe 5.119)
der zu G geho¨renden zula¨ssigen Untergruppe unter Beru¨cksichtigung des Transponierens unmittel-
bar abgelesen werden. Damit ko¨nnen auch die Bilder von a1, a2 und a3 direkt abgelesen werden. Das
Bild von a4 ist durch die Bilder von a1, a2 und a3 eindeutig bestimmt und la¨sst sich folgendermaßen
berechnen:
aα4 = [a2, a1]
α = [aα2 , a
α
1 ]
= [av11 a
v2
2 , a
u1
1 a
u2
2 ]
= [a2, a1]
u1v2−v2u1
= au1v2−v2u14 ,
da alle anderen auftretenden Kommutatoren trivial sind und [a2, a1] zentral ist. ✷
5.19.2 p-Cover, Multiplikator und Nukleus
5.152. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, . . . , a9 | [a2, a1] = a4[a3, a1] = a5, [a3, a2] = a6, ap1 = a7, ap2 = a8, ap3 = a4a9〉.
M(G) = 〈a5, . . . , a9〉.
N(G) = 〈1〉.
Die Gruppe P (G) hat die p-Klasse 2.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 unter Verwendung des Redukti-
onsverfahrens von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2) = ω(a3).
2 = ω(a3) = . . . = ω(a9).
und damit N(G) la¨sst sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.153. Satz: Die Gruppe G ist abschließend.
Beweis: Da P (G) dieselbe p-Klasse hat wie G, hat G nach 3.10 keine unmittelbaren Nachfolger,
d. h. G ist abschließend. ✷
5.20 Nachfolger von C4p
5.154. Vereinbarung: In diesem Abschnitt sei
G = 〈a1, a2, a3, a4 | [a2, a1], [a3, a1], [a4, a1], [a3, a2], [a4, a2], [a4, a3], ap1, ap2, ap3, ap4〉.
Damit ist G isomorph zu C4p .
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5.20 Nachfolger von C4p
5.20.1 Die Automorphismengruppe
5.155. Bemerkung: Die Gruppe G hat die p-Klasse 1 und ist zur additiven Gruppe von F4p iso-
morph. Die Automorphismengruppe Aut(G) kann daher mit GL(4, p) =: A identifiziert werden.
5.20.2 p-Cover, Multiplikator und Nukleus
5.156. Lemma: Fu¨r G ergibt sich das p-Cover, der Nukleus und der Multiplikator in folgender
Weise mit der Gewichtung ω:
P (G) = 〈a1, . . . , a14 | [a2, a1] = a5, [a3, a1] = a6, [a4, a1] = a7, [a3, a2] = a8, [a4, a2] =
a9, [a4, a3] = a10, a
p
1 = a11, a
p
2 = a12, a
p
3 = a13, a
p
4 = a14〉.
M(G) = 〈a5, , . . . , a14〉.
N(G) = 〈a5, , . . . , a14〉.
Die Gruppe P (G) hat die p-Klasse 2, G ist fortsetzbar und jede Untergruppe von M(G) ist zula¨ssig.
Beweis: Die Pra¨sentation von P (G) ergibt sich aus 3.11 und 3.12 unter Verwendung des Redukti-
onsverfahrens von Knuth-Bendix, aus der sich M(G) ablesen la¨sst. Die Gewichtung von P (G)
1 = ω(a1) = ω(a2) = ω(a3) = ω(a4).
2 = ω(a5) = . . . = ω(a14).
und damit N(G) lassen sich nach 2.19 aus der Pra¨sentation von P (G) ablesen. ✷
5.20.3 Operation der Erweiterungsautomorphismen
5.157. Lemma: Unter der Identifikation von Aut(G) mit GL(4, p) ist die Operation von A =
GL(4, p) auf F10p
∼=M(G) durch den Operationshomomorphismus ϕ gegeben:
ϕ : A→ Aut(M(G)) : m =


b1 b2 b3 b4
c1 c2 c3 c4
d1 d2 d3 d4
e1 e2 e3 e4

 7→M =
(
L 0
0 m
)
,
wobei
L =


b1c2 − c1b2 b1c3 − c1b3 b1c4 − c1b4 b2c3 − c2b3 b2c4 − c2b4 b3c4 − c3b4
b1d2 − d1b2 b1d3 − d1b3 b1d4 − d1b4 b2d3 − d2b3 b2d4 − d2b4 b3d4 − d3b4
b1e2 − e1b2 b1e3 − e1b3 b1e4 − e1b4 b2e3 − e2b3 b2e4 − e2b4 b3e4 − e3b4
c1d2 − d1c2 c1d3 − d1c3 c1d4 − d1c4 c2d3 − d2c3 c2d4 − d2c4 c3d4 − d3c4
c1e2 − e1c2 c1e3 − e1c3 c1e4 − e1c4 c2e3 − e2c3 c2d4 − e2c4 c3e4 − e3c4
d1e2 − e1d2 d1e3 − e1d3 d1e4 − e1d4 d2e3 − e2d3 d2e4 − e2d4 d3e4 − e3d4


ist.
Beweis: Die Operation erha¨lt man analog zu 5.118. ✷
5.158. Bemerkung: Fu¨r die unmittelbaren Nachfolger der Ordnung p5 werden statt der neun-
dimensionalen Unterra¨ume von M(G) ihre eindimensionalen Komplemente betrachtet und damit
statt ϕ der zu ϕ duale Operationshomomorphismus ϕ¯.
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5.20.4 Bahnen zula¨ssiger Untergruppen fu¨r Nachfolger der Ordnung p5
5.159. Lemma: Der Vektorraum F10p
∼=M(G) zerfa¨llt unter der Operation von A = Aut(G) u¨ber
ϕ¯ in folgende Bahnen nichttrivialer Vektoren:
B0 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
A ,
B1 = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0)
A ,
B2 = (1, 0, 0, 0, 0, 1, 0, 0, 0, 0)
A ,
B3 = (0, 0, 0, 0, 0, 0, 1, 0, 0, 0)
A ,
B4 = (1, 0, 0, 0, 0, 0, 1, 0, 0, 0)
A mit |B4| = (p2 − 1)(p3 − 1)(p2 + 1),
B5 = (1, 0, 0, 0, 0, 0, 0, 0, 1, 0)
A mit |B5| = p2(p2 − 1)(p3 − 1)(p2 + 1),
B6 = (1, 0, 0, 0, 0, 1, 0, 0, 0, 1)
A mit |B6| = p2(p2 + 1)(p3 − 1)(p2 − 1)(p − 1).
Zu den Vertretern der Bahnen B4, B5 und B6 geho¨ren die folgenden Stabilisatoren in Aut(G) mit
ihrer jeweils angegebenen Ordnung:
S4 =




1 b2 b3 b4
0 1 c3 c4
0 0 d3 d4
0 0 e3 e4

 | b2, b3, b4, c3, c4, d3, d4, e3, e4 ∈ Fp, d3e4 − e3d4 6= 0


mit |S4| = p6(p2 − 1)(p − 1).
S5 =




b1 b2 0 b4
c1 c2 0 c4
0 0 1 d4
0 0 0 e4

 | b1, b2, b4, c1, c2, c4, d4, e4 ∈ Fp, b1c2 − c1b2 = 1, e4 6= 0


mit |S5| = p4(p2 − 1)(p − 1).
S6 =




b1 b2 b1e2 − e1b2 0
c1 c2 e1c2 − c1e2 0
0 0 1 0
e1 e2 e3 1

 | b1, b2, c1, c2, e1, e2, e3 ∈ Fp, b1c2 − c1b2 = 1


mit |S6| = p4(p2 − 1).
Beweis: Es sei {v1, . . . , v10} die Standardbasis V = F10p . Weiterhin seien N = {v1, . . . , v6} und
K = {v7, . . . , v10}. Damit ist V die direkte Summe von N und K und N und K sind inavariante
Unterra¨ume unter der Operation von A = Aut(G) u¨ber ϕ¯.
Zuna¨chst wird gezeigt, daß N unter der Operation von A u¨ber ϕ¯ in die Bahnen B0, B1 und B2
zerfa¨llt. Es sei X = {x ∈ M(4 × 4, p) | −x = xT } die Menge der schiefsymmetrischen (4 × 4)-
Matrizen u¨ber Fp. Man betrachte die die Abbildung
θ : F6p → X : (x1, x2, x3, x4, x5, x6) 7→


0 x1 x2 x3
−x1 0 x4 x5
−x2 −x4 0 x6
−x3 −x5 −x6 0


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Die Abbildung θ ist eine Bijektion zwischen F6p
∼= V und X. Durch Ausmultiplikation stellt man
fest, dass A ∼= GL(4, p) auf L u¨ber ϕ¯ in derselben Weise operiert wie GL(4, p) auf X vermittels
ψ : (GL(4, p) ×X)→ X : (g, x) 7→ gxgT ,
wobei T die Transpositionsabbildung ist. Damit entspricht das Problem, die Bahnen von A in L
zu bestimmen, der Aufgabenstellung, die schiefsymmetrischen Matrizen unter der Operation von
GL(4, p) u¨ber ψ zu klassifizieren. Die Lo¨sung dieser Fragestellung ist beispielsweise in [3], S. 405 bis
414, dargestellt. Als Ergebnis la¨sst sich festhalten, dass X unter der Operation von GL(4, p) u¨ber
ψ in drei Bahnen zerfa¨llt. Als Repra¨sentanten dieser drei Bahnen kann man die folgenden Matrizen
angeben:
1.


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


2.


0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0


3.


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0


In der Bahn der ersten Matrix liegt nur die Nullmatrix, in der Bahn der zweiten Matrix alle
ausgearteten Matrizen von X ungleich der Nullmatrix und in der Bahn der dritten Matrix alle
nichtausgearteten Matrizen von X. Wendet man θ−1 auf diese drei Matrizen an, dann erha¨lt man
die Vertreter der Bahnen B0, B1 und B2. Die Summe der La¨ngen von B0, B1 und B2 ergibt die
Ma¨chtigkeit von N , also p6.
Die Gruppe GL(4, p) operiert transitiv auf F4p\{0} und K ist unter der Operation von GL(4, p)
u¨ber ϕ¯ invariant. Damit erha¨lt man B3 als weitere Bahn und |B3| = p4 − 1.
Zu den u¨brigen drei Bahnen sind die Stabilisatoren angeben, die man u¨ber die Lo¨sung einfacher
Gleichungssysteme berechnen kann. Mit den Bahn-Stabilisator-Sa¨tzen und der Ma¨chtigkeit von
GL(4, p) nach 4.13 erha¨lt man die La¨ngen dieser Bahnen. Alle drei Bahnenla¨ngen sind verschieden.
Damit ist der Nachweis erbracht, dass B4, B5 und B6 verschieden und offensichtlich auch mit keiner
der Bahnen B0 bis B3 identisch sind. Die Summe der La¨ngen aller sieben Bahnen liefert p
10. Damit
ist gezeigt, dass B0 bis B6 sa¨mtliche Bahnen in V unter der Operation von A u¨ber ϕ¯ sind. ✷
5.160. Folgerung: Fu¨r die Nachfolger von G der Ordnung p5 ist die folgende Liste ein Vertreter-
system zula¨ssiger Untergruppen.
M1 = 〈a6, a7, a8, a9, a10, a11, a12, a13, a14〉 entsprechend 〈(1, 0, 0, 0, 0, 0, 0, 0, 0, 0)〉⊥ ,
M2 = 〈a5a−110 , a6, a7, a8, a9, a11, a12, a13, a14〉 entsprechend 〈(1, 0, 0, 0, 0, 1, 0, 0, 0, 0)〉⊥ ,
M3 = 〈a5, a6, a7, a8, a9, a10, a12, a13, a14〉 entsprechend 〈(0, 0, 0, 0, 0, 0, 1, 0, 0, 0)〉⊥ ,
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M4 = 〈a5a−111 , a6, a7, a8, a9, a10, a12, a13, a14〉 entsprechend 〈(1, 0, 0, 0, 0, 0, 1, 0, 0, 0)〉⊥ ,
M5 = 〈a5a−113 , a6, a7, a8, a9, a10, a11, a12, a14〉 entsprechend 〈(1, 0, 0, 0, 0, 0, 0, 0, 1, 0)〉⊥ ,
M6 = 〈a5a−110 , a5a−114 , a6, a7, a8, a9, a11, a12, a13〉 entsprechend 〈(1, 0, 0, 0, 0, 1, 0, 0, 0, 1)〉⊥ .
Beweis: Nach 3.16 ist jede Untergruppe vonM(G) zula¨ssig. Daher liefert jede Bahn einen Vertreter
der zula¨ssigen Untergruppen der Ordnung p9. ✷
5.20.5 Nachfolger der Ordnung p5
5.161. Satz: In der folgenden Liste sind sa¨mtliche Nachfolger von G der Ordnung p5 bis auf
Isomorphie angegeben:
G1 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5〉,
G2 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, [g4, g3] = g5〉,
G3 = 〈g1, g2, g3, g4, g5 | gp1 = g5〉,
G4 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, gp1 = g5〉,
G5 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, gp3 = g5〉,
G6 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, [g4, g3] = g5, gp4 = g5〉.
Beweis: Dieser Satz ergibt sich nach 3.23, indem man P (G) nach jedem Repra¨sentanten des Ver-
tretersystems zula¨ssiger Untergruppen faktorisiert, das in 5.160 aufgelistet ist. Die Pra¨sentation
der Faktorgruppe erha¨lt man u¨ber das Verfahren aus 2.26. ✷
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Von Cp, C
2
p , C
3
p und C
4
p aus sind im vorangegangen Kapitel endliche Pra¨sentationen von Gruppen
berechnet worden, die zusammen mit C5p ein Vertretersystem der Isomorphieklassen der p-Gruppen
bis zur Ordnung p5 ausmachen. Den elementarabelschen Gruppen entsprechend, sind die Pra¨senta-
tionen in vier baumartigen Strukturen aufgetreten, die gut die verwendete Methode widerspiegeln,
aber schlecht zum Nachschlagen geeignet sind. Daher werden die Pra¨senationen an dieser Stelle
im U¨berblick aufgelistet. Sie werden nach zwei Kriterien sortiert, na¨mlich erstens nach der mini-
malen Anzahl der Erzeuger und zweitens nach der p-Klasse. Die trivialen Relationen werden der
U¨bersichtlichkeit halber weggelassen (siehe Anmerkung 2.18).
6.1 Die Isomorphieklassen der Gruppen der Ordnung p
6.1. Satz: Ist p eine Primzahl, so ist durch die folgende Liste ein Vertretersystem der Isomorphie-
klassen der Gruppen der Ordnung p angegeben:
G1 = Cp.
Beweis: Dieser Satz ergibt sich unmittelbar aus dem Hauptsatz u¨ber endlich erzeugte abelsche
Gruppen (siehe etwa [14], S. 78). ✷
6.2 Die Isomorphieklassen der Gruppen der Ordnung p2
6.2. Satz: Ist p eine Primzahl, so ist durch die folgende Liste ein Vertretersystem der Isomorphie-
klassen der Gruppen der Ordnung p2 angegeben:
G1 = 〈g1, g2 | gp1 = g2〉,
G2 = C
2
p .
Beweis: Dieser Satz ergibt sich unmittelbar aus dem Hauptsatz u¨ber endlich erzeugte abelsche
Gruppen (siehe etwa [14], S. 78). Alternativ ergibt sich G1 nach 5.3 als Nachfolger von Cp. ✷
6.3 Die Isomorphieklassen der Gruppen der Ordnung p3
6.3. Satz: Ist p eine Primzahl und p > 3, so ist durch die folgende Liste ein Vertretersystem der
Isomorphieklassen der Gruppen der Ordnung p3 angegeben:
G1 = 〈g1, g2, g3 | gp1 = g2, gp2 = g3〉 ∼= Cp3, 5.3,
G2 = 〈g1, g2, g3 | [g2, g1] = g3〉 ∼= Dp, 5.15,
G3 = 〈g1, g2, g3 | gp1 = g3〉 ∼= Cp2 × Cp, 5.15,
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G4 = 〈g1, g2, g3 | [g2, g1] = g3, gp1 = g3〉 ∼= Qp, 5.15,
G5 = C
3
p .
Beweis: Nach 3.4 sind die Gruppen der Liste entweder elementarabelsch oder Nachfolger einer
elementarabelsche Gruppe C. Fu¨r den Fall, dass eine Gruppe G unmittelbarer Nachfolger einer
anderen p-Gruppe H ist, ist anschließend an die endliche Pra¨sentation von G die Nummer des
Satzes angegeben, aus dem man entnehmen kann, von welcher Gruppe H die Gruppe G ein unmit-
telbarer Nachfolger ist und dass sie einen der Repra¨sentanten des Vertretersystems unmittelbarer
Nachfolger von H darstellt. Damit la¨sst sich die endliche Folge unmittelbarer Nachfolger von der
elementarabelschen Gruppe C bis zur Gruppe G nachvollziehen und nach 3.23 erkennen, dass G
zu keiner anderen Gruppe der Liste isomorph ist und die Liste selbst ein Vertretersystem der Iso-
morphieklassen der Gruppen dieser Ordnung darstellt. ✷
6.4 Die Isomorphieklassen der Gruppen der Ordnung p4
6.4. Satz: Ist p eine Primzahl und p > 3, so ist durch die folgende Liste ein Vertretersystem der
Isomorphieklassen der Gruppen der Ordnung p4 angegeben, wobei w ein Erzeuger der multiplikativen
Gruppe von Fp ist (die Nummer hinter den endlichen Pra¨sentationen gibt den Satz an, aus dem
man entnehmen kann, von welcher Gruppe der Listeneintrag ein unmittelbarer Nachfolger ist):
G1 = 〈g1, g2, g3, g4 | gp1 = g2, gp2 = g3, gp3 = g4〉 ∼= Cp4, 5.3.
G2 = 〈g1, g2, g3, g4 | gp1 = g3, gp2 = g4〉 ∼= C2p2, 5.12.
G3 = 〈g1, g2, g3, g4 | [g2, g1] = g3, gp1 = g4〉, 5.12 .
G4 = 〈g1, g2, g3, g4 | [g2, g1] = g4, gp1 = g3, gp2 = g4〉, 5.12.
G5 = 〈g1, g2, g3, g4 | gp1 = g3, gp3 = g4〉 ∼= Cp3 ×Cp, 5.65.
G6 = 〈g1, g2, g3, g4, | gp1 = g3, gp3 = g4, [g2, g1] = g4〉, 5.65.
G7 = 〈g1, g2, g3, g4, | [g2, g1] = g3, [g3, g1] = g4〉, 5.25.
G8 = 〈g1, g2, g3, g4, | [g2, g1] = g3, [g3, g1] = g4, gp1 = g4〉, 5.25.
G9 = 〈g1, g2, g3, g4 | [g2, g1] = g3, [g3, g1] = g4, gp2 = g4〉, 5.25.
G10 = 〈g1, g2, g3, g4 | [g2, g1] = g3, [g3, g1] = g4, gp2 = gw4 〉, 5.25.
G11 = 〈g1, g2, g3, g4 | gp1 = g4〉, 5.121.
G12 = 〈g1, g2, g3, g4 | [g2, g1] = g4〉, 5.121.
G13 = 〈g1, g2, g3, g4 | [g2, g1] = g4, gp1 = g4〉, 5.121.
G14 = 〈g1, g2, g3, g4 | [g2, g1] = g4, gp3 = g4〉, 5.121.
G15 = C
4
p .
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Beweis: Nach 3.4 sind die Gruppen der Liste entweder elementarabelsch oder Nachfolger einer
elementarabelsche Gruppe C. Fu¨r den Fall, dass eine Gruppe G unmittelbarer Nachfolger einer
anderen p-Gruppe H ist, ist anschließend an die endliche Pra¨sentation von G die Nummer des
Satzes angegeben, aus dem man entnehmen kann, von welcher Gruppe H die Gruppe G ein unmit-
telbarer Nachfolger ist und dass sie einen der Repra¨sentanten des Vertretersystems unmittelbarer
Nachfolger von H darstellt. Damit la¨sst sich die endliche Folge unmittelbarer Nachfolger von der
elementarabelschen Gruppe C bis zur Gruppe G nachvollziehen und nach 3.23 erkennen, dass G
zu keiner anderen Gruppe der Liste isomorph ist und die Liste selbst ein Vertretersystem der Iso-
morphieklassen der Gruppen dieser Ordnung darstellt. ✷
6.5 Die Isomorphieklassen der Gruppen der Ordnung p5
6.5. Satz: Ist p eine Primzahl und p > 3, so ist durch die folgende Liste aus
61 + 2 · p+ ggT (4, p − 1) + 2 · ggT (3, p − 1)
endlichen Pra¨sentationen ein Vertretersystem der Isomorphieklassen der Gruppen der Ordnung p5
angegeben. Dabei ist w ein Erzeuger der multiplikativen Gruppe von Fp sowie W3 = {x ∈ Fp |
x3 = 1} und W4 = {x ∈ Fp | x4 = 1}. Weiterhin sei a ∈ W3 sowie b ∈ W4 und k ∈ {1, . . . , p−12 }.
Die Gruppen sind so angeordnet, dass einerseits die minimale Anzahl an Erzeugern zunimmt und
dass andererseits unter den Gruppen mit derselben Anzahl minimaler Erzeuger die p-Klasse der
Gruppen ansteigt. (Die Nummer hinter den endlichen Pra¨sentationen gibt den Satz an, aus dem
man entnehmen kann, von welcher Gruppe der Listeneintrag ein unmittelbarer Nachfolger ist.)
G1 = 〈g1, g2, g3, g4, g5 | gp1 = g2, gp2 = g3, gp3 = g4, gp4 = g5〉 ∼= Cp5 , 5.3,
G2 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, gp2 = g5〉, 5.7,
G3 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g3, g2] = g5〉, 5.27,
G4 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g3, g2] = g5, gp2 = g5〉, 5.27,
G5 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g3, g2] = g5, gp2 = g4〉, 5.27,
G6 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g3, g2] = g5, gp2 = gw4 〉, 5.27,
G7 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g3, g2] = g5, gp1 = g4, gp2 = g5〉, 5.27,
G8 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4g5, [g3, g2] = g5, gp1 = g4, gp2 = g5〉, 5.27,
G9 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4gw5 , [g3, g2] = g5, gp1 = g4, gp2 = g5〉, 5.27,
G10 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = gw5 , [g3, g2] = g4, gp1 = g4, gp2 = g5〉, 5.27,
Gk11 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g3, g2] = gw
k
5 , g
p
1 = g4, g
p
2 = g5〉, 5.27,
Gk12 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4gw
k
5 , [g3, g2] = g
wk−1
4 g5, g
p
1 = g4, g
p
2 = g5〉,
5.27,
G13 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp2 = g4, gp3 = g5〉 ∼= Cp3 × Cp2 , 5.95,
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G14 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp2 = g4, gp3 = g5, [g2, g1] = g5〉, 5.95,
G15 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, gp4 = g5〉, 5.104,
G16 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5〉, 5.104,
G17 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, gp2 = g5〉, 5.104,
G18 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = gw5 , gp2 = g5〉, 5.104,
G19 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, gp4 = g5〉, 5.104,
G20 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, [g3, g2] = g5〉, 5.104,
G21 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, [g3, g2] = g5, gp2 = g5〉, 5.104,
G22 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = g5, [g3, g2] = g5, gp4 = g5〉, 5.104,
G23 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp1 = g4, [g3, g1] = gw5 , [g3, g2] = gw5 , gp4 = g5〉, 5.104,
G24 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp2 = g3, gp1 = g4, [g3, g1] = g5, [g4, g2] = gp−15 , gp3 = g5〉,
5.114
G25 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, gp2 = g3, gp1 = g4, gp4 = g5〉, 5.114
G26 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp3 = g4, gp4 = g5〉 ∼= Cp4 × Cp, 5.75,
G27 = 〈g1, g2, g3, g4, g5 | gp1 = g3, gp3 = g4, gp4 = g5, [g2, g1] = g5〉, 5.75,
G28 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = g5〉, 5.40,
Ga29 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = gw
a
5 , g
p
2 = g5〉, 5.40,
G30 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = g5, gp1 = g5〉, 5.40,
G31 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = g5, [g3, g2] = g5〉, 5.40,
Ga32 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = gw
a
5 , [g3, g2] = g
wa
5 , g
p
2 = g5〉, 5.40,
Gb33 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g3, [g3, g1] = g4, [g4, g1] = gw
b
5 , [g3, g2] = g
wb
5 , g
p
1 = g5〉, 5.40,
G34 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g1] = g5〉, 5.123,
G35 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, gp3 = g5〉, 5.123,
G36 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g2] = g5, gp3 = g5〉, 5.123,
G37 = 〈g1, g2, g3, g4, g5 | [g3, g2] = g4, gp3 = g5〉, 5.123,
G38 = 〈g1, g2, g3, g4, g5 | [g3, g1] = g4, [g3, g2] = g5, gp3 = g5〉, 5.123,
G39 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g2] = g5, gp3 = g4〉, 5.123,
G40 = 〈g1, g2, g3, g4, g5 | [g3, g2] = g5, gp2 = g4, gp3 = g5〉, 5.123,
G41 = 〈g1, g2, g3, g4, g5 | [g3, g1] = g4, [g3, g2] = g5, gp2 = g4, gp3 = g5〉, 5.123,
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G42 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g2] = g5, gp2 = g4, gp3 = g5〉, 5.123,
G43 = 〈g1, g2, g3, g4, g5 | gp2 = g4, gp3 = g5〉, 5.123,
G44 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g1] = g5, gp2 = g4, gp3 = g5〉, 5.123,
G45 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, gp2 = g4, gp3 = g5〉, 5.123,
G46 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4g5, [g3, g1] = g5, gp2 = g4, gp3 = g5〉, 5.123,
G47 = 〈g1, g2, g3, g4, g5 | [g3, g1] = g5, gp2 = g4, gp3 = g5〉, 5.123,
Gk48 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g3, g1] = gw
k
5 , g
p
2 = g4, g
p
3 = g5〉, 5.123,
G49 = 〈g1, g2, g3, g4, g5 | [g2, g1] = gw5 , [g3, g1] = g4, gp2 = g4, gp3 = g5〉, 5.123,
Gk50 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4gw
k
5 , [g3, g1] = g
wk−1
4 g5, g
p
2 = g4, g
p
3 = g5〉, 5.123,
G51 = 〈g1, g2, g3, g4, g5 | gp1 = g4, gp4 = g5〉, 5.132,
G52 = 〈g1, g2, g3, g4, g5 | gp1 = g4, gp4 = g5, [g3, g2] = g5〉, 5.132,
G53 = 〈g1, g2, g3, g4, g5 | gp1 = g4, gp4 = g5, [g3, g1] = g5〉, 5.132,
G54 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5〉, 5.143,
G55 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, gp3 = g5〉, 5.143,
G56 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, gp2 = g5〉, 5.143,
G57 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, gp1 = g5〉, 5.143,
G58 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = gw5 , gp1 = g5〉, 5.143,
G59 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5〉, 5.143,
G60 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5, gp3 = g5〉, 5.143,
G61 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5, gp2 = g5〉, 5.143,
G62 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = g5, [g3, g1] = g5, gp1 = g5〉, 5.143,
G63 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g4, [g4, g2] = gw5 , [g3, g1] = gw5 , gp1 = g5〉, 5.143,
G64 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5〉, 5.161,
G65 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, [g4, g3] = g5〉, 5.161,
G66 = 〈g1, g2, g3, g4, g5 | gp1 = g5〉, 5.161,
G67 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, gp1 = g5〉, 5.161,
G68 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, gp3 = g5〉, 5.161,
G69 = 〈g1, g2, g3, g4, g5 | [g2, g1] = g5, [g4, g3] = g5, gp4 = g5〉, 5.161,
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6 Zusammenfassung der Ergebnisse
Gruppen Min. Erzsys. p-Klasse Anzahl der Gruppen
G1 1 5 1
G2 2 2 1
G3 bis G25 2 3 p+ 20
G26 bis G33 2 4 ggT (4, p − 1) + 2 · ggT (3, p − 1) + 5
G34 bis G50 3 2 p+ 14
G51 bis G63 3 3 13
G64 bis G69 4 2 6
G70 5 1 1
G70 = C
5
p .
In der folgenden Tabelle sind zu den oben aufgefu¨hrten Gruppen ihre p-Klasse und ihre minima-
le Anzahl an Erzeugern aufgelistet. In der vierten Spalte steht die Anzahl der Gruppen mit den
jeweiligen Eigenschaften.
Beweis: Nach 3.4 sind die Gruppen der Liste entweder elementarabelsch oder Nachfolger einer
elementarabelsche p-Gruppe C. Fu¨r den Fall, dass eine Gruppe G unmittelbarer Nachfolger ei-
ner anderen p-Gruppe H ist, ist anschließend an die endliche Pra¨sentation von G die Nummer
des Satzes angegeben, aus dem man entnehmen kann, von welcher Gruppe H die Gruppe G ein
unmittelbarer Nachfolger ist und dass sie einen der Repra¨sentanten des Vertretersystems unmit-
telbarer Nachfolger von H darstellt. Damit la¨sst sich die endliche Folge unmittelbarer Nachfolger
von der elementarabelschen Gruppe C bis zur Gruppe G nachvollziehen und nach 3.23 erkennen,
dass G zu keiner anderen Gruppe der Liste isomorph ist und die Liste selbst ein Vertretersystem
der Isomorphieklassen der Gruppen dieser Ordnung darstellt.
Die minimale Anzahl der Erzeuger von G ist nach der Definition des Nachfolgers und nach 3.2
dadurch festgelegt, von welcher elementarabelschen p-Gruppe C die Gruppe G ein Nachfolger ist.
Ist na¨mlich C = Cdp und G ein Nachfolger von C, so ist d die minimale Anzahl an Erzeugern von
G. Aus der Folge unmittelbarer Nachfolger von der elementarabelschen Gruppe C bis zur Gruppe
G, die im vorangegangenen Kapitel konstruiert worden ist, la¨sst sich daher d ablesen. Die p-Klasse
von G la¨sst sich daran erkennen, dass nach der Definition des unmittelbaren Nachfolgers mit jedem
Glied dieser Folge die p-Klasse der jeweiligen Gruppe um Eins gro¨ßer wird. ✷
6.6 Eine Bemerkung zu den Fa¨llen p = 2 und p = 3
6.6. Bemerkung: In dieser Arbeit ist die Voraussetzung gemacht worden, dass p eine Primzahl
gro¨ßer als 3 sei. Diese Einschra¨nkung musste gemacht werden, da der theoretische Hintergrund des
algorithmischen Zuganges, auf den sich diese Arbeit stu¨tzt, nur unter dieser Einschra¨nkung gu¨ltig
ist. Man vergleiche dazu [9] und [15]. Die Isomorphieklassen der Gruppen der Ordnung 2n und 3n
fu¨r 1 ≤ n ≤ 5 sind beispielsweise in der Gruppenbibliothek des Computer-Algebra-Systems Gap
vorhanden (vgl. [6]).
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