Abstract: In this paper, we propose a new method to derive complete stability intervals of symmetric matrices with multiple uncertain parameters based on generalization of the stability feeler. Recently, we have proposed a method to derive stability intervals of single-parameter dependent matrices by generalization of the stability feeler. The generalization of the stability feeler is applied to multi-parameter cases in this paper. Complete stability intervals for a class of symmetric matrices with multiple uncertain parameters can be obtained by using the proposed method.
INTRODUCTION
In many engineering applications it is required that uncertain systems are robustly stable. In this paper we study complete stability intervals of matrices with multiple uncertain parameters.
Various robust stability conditions of systems for a given domain in the parameter space have been given in Barmish (1994) ; Bhattacharyya et al. (1995) ; Ackermann (1993) ; Bialas (1985) ; Tsiotras and Bliman (2006) ; Saydy et al. (1991) . Bialas (1985) gave a necessary and sufficient condition for stability of convex combinations of stable matrices. Lyapunov-type necessary and sufficient conditions for Hurwitz stability of single-parameter polynomiallydependent matrices in the case that the parameter belongs to a compact interval are given in Tsiotras and Bliman (2006) . Saydy et al. (1991) gave a necessary and sufficient condition for D-stability of multi-parameter affinelydependent matrices. D-stability of a matrix means that all the eigenvalues are in a prescribed open region D, which is symmetric with respect to the real axis in the complex plane.
Not only robust stability conditions for a given domain, but also computation methods for stability domain have been given. A formula for computation of the real stability radius has been given by Qiu et al. (1995) . Bounds on the system uncertainty that guarantee that the per- turbed system remains stable are given in Patel and Toda (1980); Yedavalli (1985) ; Zhou and Khargonekar (1987) ; Haddad (1989, 1990) ; Rern et al. (1994) ; Yedavalli (1993) . The results in Patel and Toda (1980) ; Yedavalli (1985) ; Zhou and Khargonekar (1987) ; Haddad (1989, 1990) are all based on Lyapunov stability theory. The result in Rern et al. (1994) is based on guardian maps. The result in Yedavalli (1993) is based on generalized Lyapunov theory. Fu and Barmish (1988) gave a method to synthesize the maximal Hurwitz stability interval for a convex hull of two matrices around a nominally stable matrix, based on a result in Bialas (1985) . Saydy et al. (1991) have presented closed-form expression for the maximal interval of D-stability of single-parameter polynomially-dependent matrices around a nominally stable matrix, using guardian maps. Results in Zhang et al. (2006) are also based on guardian maps. A method to find complete Hurwitz stability domain for multi-parameter affinely-dependent matrices is given in Zhang et al. (2006) . This method does not require that a nominal matrix is stable. Recently, a method to derive complete D-stability intervals of single-parameter polynomially-dependent matrices by using the generalized stability feeler has been proposed in Matsuda et al. (2010a,b) . The stability feeler is a tool for robust stability analysis proposed by Matsuda and Mori (2009) . This paper aims to extend the result in Matsuda et al. (2010a,b) to the multiple uncertain parameter case. The proposed method is based on the result of the generalized stability feeler and the extreme point result of symmetric matrices given in Barmish and Kang (1993) ; Shi and Gao (1986) .
The proposed method enables one to derive complete Hurwitz stability intervals of symmetric matrices with multiple uncertain parameters.
The notations used in this paper are as follows: R, R n and R n×n denote the set of real numbers, n-dimensional real vectors and n-by-n real matrices, respectively. The superscript T stands for matrix transposition.
PRELIMINARIES

Generalization of the Stability Feeler
In this section, we show generalization of the stability feeler given by Matsuda et al. (2010a,b) .
The stability feeler proposed by Matsuda and Mori (2009) is a tool to derive complete intervals of parameter r that keep D-stability of a characteristic polynomial of the form
where
i=0 p 1,i s i are fixed real polynomials with degree n and n 1 (< n), respectively. Matsuda et al. (2010a,b) have proposed a method to derive complete intervals of parameter r such that the following system matrices
are D-stable based on generalization of the stability feeler.
Here, D-stability of matrices means that all the eigenvalues are in a prescribed open region D, which is symmetric with respect to the real axis in the complex plane. Now we let ∂D r and ∂D c be the sets of real numbers and complex conjugates that constitute the boundary of the region D, respectively. Then, the sets of parameter r such that A(r) has an eigenvalue on ∂D r and ∂D c are given by
and the vectors
form the result in Ackermann et al. (1991) . Because of continuity of the eigenvalues of A(r) with respect to parameter r, the following lemma is satisfied, which is given by Matsuda et al. (2010a,b) . Lemma 1. Assume that R r,A and R c,A are sets consisting of finite real numbers and let r 1 ≤ r 2 ≤ · · · ≤ r k be all the real numbers in R r,A ∪ R c,A . Define r 0 := −∞, r k+1 := +∞ and
Then, A(r) is D-stable if and only if
Extreme Point Result of Symmetric Matrices
In this subsection we show the extreme point result of symmetric matrices given in Barmish and Kang (1993) ; Shi and Gao (1986) . Define system matrix A ρ (ρ 0 , · · · , ρ m ) with uncertain parameters ρ 0 , · · · , ρ m as follows:
where A iρ , i = 0, · · · , m are fixed symmetric matrices. By using the above A ρ (ρ 0 , · · · , ρ m ), we also define the set of matrices A by
The set of matrices A is referred to as a polytope of symmetric matrices. The 2 m+1 matrices defined by
are referred to as extreme matrices of the polytope A.
We now consider Hurwitz stability of the polytope A. 
THE PROPOSED METHOD TO DERIVE STABILITY INTERVALS
In this paper we consider to derive complete intervals of ρ 0 such that the following set of matrices
is Hurwitz stable, where A ρ (ρ 0 , · · · , ρ m ) is given by (10) and ρ 0 , · · · , ρ m are multiple uncertain parameters. Fig. 1 shows the set of matrices (13) in the parameter space. Here, we assume that A iρ , i = 0, · · · , m are symmetric matrices.
Let R 0 be the set of all the value of ρ 0 such that all the following system matrices
which correspond to 2 m lines in the parameter space, are Hurwitz stable. Fig. 2 shows the matrices (14) in the parameter space. Then, from Lemma 2, the following theorem is satisfied: Theorem 3. The set of matrices (13) is Hurwitz stable if and only if
holds.
Therefore, complete intervals of the parameter ρ 0 such that the set of matrices (13) is Hurwitz stable can be derived by the following two steps:
(1) Derive complete intervals of the parameter ρ 0 such that the system matrices (14) are Hurwitz stable
T by applying Lemma 1, respectively. (2) Derive the intersection of the above intervals for
The intersection corresponds to the complete intervals of the parameter ρ 0 such that the set of matrices (13) is Hurwitz stable.
NUMERICAL EXAMPLES
In this section, we show numerical examples, which show that complete stability intervals are derived by the proposed method. . In order to derive intervals of the parameter ρ 0 such that the above set of matrices is Hurwitz stable, we derive the parameter ρ 0 such that the following system matrices
17) corresponding to four lines in the parameter space are Hurwitz stable.
In the case of ρ 1± = ρ 1− , ρ 2± = ρ 2− , complete intervals of the parameter ρ 0 such that the matrices (17) are Hurwitz stable can be derived by applying Lemma 1 because the intervals of the parameter ρ 0 coincide with the intervals of the parameter r such that the matrices A(r) given by (2) are Hurwitz stable if we define A 0 := ρ 1− A 1ρ + ρ 2− A 2ρ , r := ρ 0 , A 1 := A 0ρ , and m := 1. Now we derive the parameter r such that the above A(r) are Hurwitz stable. The sets of real numbers (3) (14) can be obtained as
respectively by using "solve" command in MATLAB, where φ denotes the empty set. Equation (18) implies that A(r) has a zero eigenvalue for r = −6.5711 or r = 0.3073. Equation (19) implies that A(r) has no eigenvalues on the imaginary axis except for the origin for all the values of the parameter r. From Lemma 1, real numbers r 0 , · · · , r 3 are defined as r 0 := −∞, r 1 := −6.5711, r 2 := 0.3073, r 3 := +∞, respectively. Eigenvalues of A(r 1 − 1) can be derived as −1.4399, 0.1702, 5.4652 from the direct calculation of eigenvalues. Similarly, eigenvalues of A((r 1 + r 2 )/2) can be derived as −1.4738, − 0.5980, 2.2818. Eigenvalues of A(r 2 + 1) are derived as −1.9035, − 1.3513, − 0.5207. Hence, there are parameters r such that the matrices A(r) are unstable in the interval (r 0 , r 1 ) and in the interval (r 1 , r 2 ). On the other hand, there is r such that A(r) is Hurwitz stable in the interval (r 2 , r 3 ). Therefore, from Lemma 1, The complete interval of the parameter r such that A(r) are Hurwitz stable is (r 2 , r 3 ), i.e., (0.3073, + ∞).
(20) The above interval coincides with the interval of ρ 0 such that the matrices (17) are Hurwitz stable in the case of ρ 1± = ρ 1− and ρ 2± = ρ 2− .
Similarly, we derive intervals of the parameter ρ 0 such that the matrices (17) are Hurwitz stable in the case of ρ 1± = ρ 1+ and ρ 2± = ρ 2− . In this case, R r,A and R c,A can be derived as R r,A ={−19.0679, 0.8009},
respectively. Therefore, from Lemma 1, r 0 , · · · , r 3 are defined as r 0 := −∞, r 1 := −19.0679, r 2 := 0.8009, r 3 := +∞ Eigenvalues of A(r 1 −1) can be derived as −4.1359, 0.1707, 14.4795 from the direct calculation of eigenvalues. Eigenvalues of A((r 1 + r 2 )/2) are derived as −4.2130, − 1.7287, 6.6392. Eigenvalues of A(r 2 + 1) are −4.9045, − 3.6426, − 0.5723. Hence, there are parameters r such that the matrices A(r) are unstable in the interval (r 0 , r 1 ) and in the interval (r 1 , r 2 ). On the other hand, there is r such that A(r) is Hurwitz stable in the interval (r 2 , r 3 ). Therefore, from Lemma 1, The complete interval of the parameter ρ 0 such that the matrices (17) are Hurwitz stable in the case of ρ 1± = ρ 1+ and ρ 2± = ρ 2− is (r 2 , r 3 ), i.e., (0.8009, + ∞).
Similarly, the complete interval of the parameter ρ 0 such that the matrices (17) are Hurwitz stable in the case of ρ 1± = ρ 1− and ρ 2± = ρ 2+ can be derived as (9.8441, + ∞).
(24) In the case of ρ 1± = ρ 1+ , ρ 2± = ρ 2+ , the complete interval of the parameter ρ 0 such that the matrices (17) are Hurwitz stable is (5.4779, + ∞).
Therefore, the complete interval of the parameter ρ 0 such that the matrices (17) are Hurwitz stable for all ρ i± ∈ {ρ i− , ρ i+ } is (9.8441, + ∞).
(26) This interval coincides with the interval of the parameter ρ 0 such that (16) is Hurwitz stable from Theorem 3.
Example 2. Consider the set of 4-by-4 matrices . We derive the complete intervals of ρ 0 such that the above set of matrices is Hurwitz stable by using the proposed method.
The complete intervals of the parameter ρ 0 such that the following system matrices
28) are Hurwitz coincide with the intervals of the parameter r such that the following matrices A(r) = A 0 + rA 1 (29) are Hurwitz stable in the case of ρ 1± = ρ 1− , ρ 2± = ρ 2− , where A 0 := ρ 1− A 1ρ + ρ 2− A 2ρ , r := ρ 0 , A 1 := A 0ρ . Therefore, the above intervals of the parameter ρ 0 can be derived by using Lemma 1. The sets of real numbers R r,A and R c,A given by (3) and (4), respectively, can be derived as R r,A ={−11.5996, − 0.8881, 0.5978, 1.7636}, is Hurwitz stable in the interval (r 1 , r 2 ), and there are parameters r such that A(r) are unstable in the other intervals. Therefore, the complete interval of ρ 0 such that (28) are Hurwitz stable in the case of ρ 1± = ρ 1− and ρ 2± = ρ 2− can be concluded to be (−11.5996, − 0.8881) (32) from Lemma 1.
Similarly, the complete interval of the parameter ρ 0 such that (28) are Hurwitz stable in the case of ρ 1± = ρ 1+ and ρ 2± = ρ 2− can be concluded to be (−21.0755, − 1.1922) .
(33) In the case of ρ 1± = ρ 1− and ρ 2± = ρ 2+ , the complete interval of the parameter ρ 0 such that (28) are Hurwitz stable is (−27.1399, − 6.0325).
(34) In the case of ρ 1± = ρ 1+ and ρ 2± = ρ 2+ , such an interval of the parameter ρ 0 is (−37.1894, − 3.7999).
The complete interval of the parameter ρ 0 such that (27) is Hurwitz stable can be concluded to be the intersecton of the above 4 intervals (−11.5996, − 6.0325).
(36) from Theorem 3.
