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Introdution
Cette thèse a pour objet l'étude de la mesure harmonique assoiée à une marhe
aléatoire sur un groupe hyperbolique ou sur un sous-groupe disret d'un groupe
semi-simple. Dans es deux adres, les groupes sont munis d'un bord géométrique
naturel, qui porte la mesure harmonique ; on étudie les relations entre elle-i et la
struture métrique du bord. Plus préisément on s'intéresse à la dimension de la
mesure harmonique ainsi qu'à ses relations ave deux autres quantités assoiées à la
marhe aléatoire : l'entropie asymptotique et la vitesse de fuite.
Préisons un peu les objets de ette étude (des détails sont fournis dans le Cha-
pitre 1 ainsi que dans les parties préliminaires respetives de haque hapitre).
Etant donné un groupe dénombrable   et une mesure de probabilité  sur  , on




déni de la manière
suivante : x
0










étant une suite de variables
aléatoires indépendantes de loi . On note H() l'entropie usuelle de la mesure de
probabilité à support dénombrable . Lorsque H() est nie, on dénit l'entropie
asymptotique de la marhe ([Ave76℄) par :









désignant la onvolée n
eme
de , 'est à dire la loi de x
n
. Si   agit par isométries
sur un espae métrique (X; d), muni d'un point de base o, on dénit, pour une





et lorsque  admet un moment d'ordre 1, 'est à dire L() <1, on dénit la vitesse
de fuite de la marhe aléatoire ([Gui80℄) par :







L'entropie asymptotique mesure le taux d'aroissement asymptotique de l'entro-
pie de la loi de x
n




La notion de frontière de Poisson a été introduite dans e adre par Furstenberg
([Fur63℄). On peut la dénir omme un espae probabilisé (B; ) sur lequel   agit,
tel que  soit -stationnaire, 'est à dire    = , et qui est, en un ertain sens,
maximal possédant ette propriété. Une dénition omme espae probabilisé abstrait
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6a été introduite dans [KV83℄. La mesure  est alors appelée mesure harmonique. Ce
voabulaire est dû à l'analogie ave la "formule de Poisson" lassique : pour toute
fontion f bornée -harmonique sur  , 'est à dire vériant pour tout x
X
g2 
(g)f(xg) = f(x) ;
il existe une unique fontion F dans L
1





Les groupes auxquels on va s'intéresser sont d'une part les sous-groupes d'iso-
métries des espaes hyperboliques au sens de Gromov agissant proprement dison-
tinûment (Chapitre 2), d'autre part les sous-groupes disrets des groupes de Lie
semi-simples, qui peuvent être vus omme les sous-groupes disrets d'isométries des
espaes symétriques (Chapitres 4 et 5). Dérivons alors brièvement leurs frontières
de Poisson.
Dans le as d'un espae hyperbolique X, si le groupe   engendré par le support
de  est non-élémentaire, alors la marhe aléatoire (x
n
) onverge presque sûrement
vers un point x
1
du bord géométrique X. Si de plus  possède un moment d'ordre
1, alors X muni de la loi de x
1
s'identie à la frontière de Poisson ([Kai00℄).
Dans le as d'un groupe de Lie semi-simple sans fateur ompat à entre ni G,
lorsque le support de  engendre un sous-groupe disret Zariski-dense   et  possède
un moment d'ordre 1, ette frontière s'identie à G=P muni de son unique mesure -
stationnaire , P étant un sous-groupe parabolique minimal de G ([Kai85℄, [Led85℄,
[GR85℄, [GM89℄). Dans le as où G = SL(d;R), il s'agit de l'espae des drapeaux
omplets.
Remarque. On sait en fait dérire es frontières sous des hypothèses plus faibles
(voir [Kai00℄). On peut par exemple aaiblir l'hypothèse de moment, mais omme
on va travailler ave la vitesse de fuite, on supposera tout le temps que  admet un
moment d'ordre 1. De même dans le dernier adre on sait dérire le bord de Poisson
lorsque le sous-groupe   n'est pas Zariski-dense : 'est un quotient de G=P ; mais
pour ne pas alourdir le propos, on supposera ette hypothèse vériée.
Dans ertains as partiuliers omme les groupes libres niment engendrés, on
peut dérire le bord hyperbolique omme un ensemble de mots innis. On peut
alors, pour une marhe aléatoire aux prohes voisins, dérire la mesure harmonique
de manière expliite ([DM61℄) ou montrer des propriétés de mesure de Gibbs de
ette mesure ([Led01℄). C'est le as également pour les produits libres de groupes
nis ([MM04℄). Cette approhe sera elle du Chapitre 3. Pour une marhe aléatoire
sur SL(2;R) un exemple de desription expliite est fourni dans [CLM84℄.
Dans un adre plus général, une telle approhe n'est plus possible. On peut
ependant dérire ertains aspets de la mesure harmonique. Son support est, sous les
hypothèses faites préédemment, l'ensemble limite (notion à préiser selon le adre)
assoié au groupe   engendré par le support de . En utilisant juste sa propriété
de -stationnarité, on montre qu'elle n'a pas d'atome. Soulignons que la dimension
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de la mesure préise en quelque sorte es aratéristiques. En eet la dimension
pontuelle d'une mesure  en un point x, notée dim
P
(x), est dénie omme la
limite, lorsqu'elle existe (sinon on regarde les limites inférieure et supérieure, voir
Appendie) de la quantité
log B(x; )
log 
lorsque  tend vers 0. Elle mesure don la vitesse de déroissane de la mesure des
boules lorsque leur diamètre tend vers 0. Une mesure atomique est de dimension
nulle, tandis que sur une variété, une mesure lisse est de dimension maximale.
Remarque. On utilisera plusieurs dénitions de la dimension d'une mesure, es dé-
nitions donnant des quantités égales sous ertaines onditions. En partiulier, on
peut également dénir la dimension d'une mesure de probabilité  omme la dimen-
sion de Hausdor minimale d'un ensemble de mesure 1, on la note alors dim
H
.
On a la relation importante suivante entre l'entropie asymptotique h et la vitesse
de fuite l ([Gui80℄) :
h  lv ; (1)
v désignant la roissane des orbites du groupe   dans l'espae métrique (X; d)
dans lequel on a déni la vitesse de fuite. Une question naturelle est alors elle de
l'existene d'une mesure  telle que l'on ait égalité dans l'inégalité (1), ou du moins
telle que l'on s'en rapprohe autant que voulu. Lorsque l'on se xe un ensemble
de générateurs omme support de , e problème est appelé dans [Ver00℄ problème
d'extrémalité de e système de générateurs. On peut le reformuler de manière plus
informelle de la façon suivante : l'ensemble générateur en question engendre-t-il
de manière optimale, d'un point de vue statistique, le groupe   ? Ce problème est
abordé dans le Chapitre 3 dans le adre des produits libres de groupes nis.
Dans ertains adres, on a une relation entre la dimension de la mesure harmo-





la notion de dimension étant à préiser selon le adre. La dimension du support de
la mesure harmonique oinidant dans ertains as ave la roissane v intervenant
dans (1), l'équation (2) montre que le problème de l'égalité dans (1) est relié à elui
de la maximalité de la dimension de la mesure harmonique, et plus généralement
à elui de son type. Ce problème du type de la mesure harmonique a été abordé
dans d'autres adres, par exemple elui de la dynamique omplexe ([PUZ89℄). On
l'aborde ii dans le adre des groupes hyperboliques (Chapitre 2) et dans elui des
sous-groupes disrets des groupes de Lie semi-simples (Chapitres 4 et 5).
Dans le as d'une marhe aléatoire sur G = SL(d;R), on sait que si la mesure 
dénissant la marhe aléatoire ontient dans son support un voisinage de l'élément
neutre, alors la mesure -stationnaire sur l'espae des drapeaux G=P est équiva-
lente à la mesure de Haar. On va s'intéresser au as des sous-groupes disrets de
8G. Un des premiers résultats de singularité dans e adre est elui onernant les
frations ontinues ([Cha66℄) ; la distribution de es frations, ave des oeients
indépendants, peut en eet être vue omme la distribution limite d'une marhe
aléatoire sur SL(2;Z). Toujours dans e adre, il est démontré dans [KPW01℄ que
non seulement la distribution des frations ontinues ave oeients indépendants
est singulière, mais que sa dimension est majorée uniformément par une onstante
stritement plus petite que 1. On s'intéressera plutt ii au rang supérieur. Dans e
adre, Furstenberg a montré ([Fur71℄) que l'on pouvait onstruire sur tout réseau  
de G une mesure  admettant un moment d'ordre 1 telle que la mesure harmonique
 soit lisse. Un des prinipaux buts de ette thèse est de montrer que e n'est pas
toujours le as : on peut onstruire sur tout réseau une mesure telle que la mesure
harmonique assoiée ne soit pas lisse (Théorème 5.1).
Citons quelques sujets reliés au aratère lisse (ou non) de la mesure harmonique
pour une marhe sur SL(d;R). Dans [Fur98℄, une propriété de rigidité ("stiness")
de l'ation du réseau SL(d;Z) est étudiée. An de prouver ette propriété pour
l'ation de SL(d;Z) sur le tore T
d
, l'auteur doit se restreindre au as où la mesure
harmonique est lisse. Un autre sujet est elui des mesures invariantes pour le ot
des hambres de Weil. Dans [Kai90℄, il est démontré qu'en rang 1, on sait onstruire
à partir de la mesure harmonique (ou plutt de son arré) une mesure invariante
par le ot géodésique sur la surfae G= . Dans [KS96℄, il est démontré qu'en rang
supérieur, pour un réseau  , les mesures invariantes pour le ot des hambres de
Weil sur G=  doivent, sous ertaines hypothèses, vérier des onditions d'absolue
ontinuité par rapport à la mesure de Haar. On peut don envisager que la singularité
de la mesure harmonique soit un obstale à une onstrution similaire à elle du rang
1.
Une autre question naturelle, que l'on n'abordera pas, est elle de la positivité de
la dimension de Hausdor de la mesure harmonique. Dans [KL90℄, un résultat de e
type est prouvé dans le as du mouvement brownien sur une variété riemannienne
à ourbure négative pinée. Dans [Gui90℄, ette propriété est démontrée dans le as
des sous-groupes disrets de SL(d;R) sous des hypothèses de moment exponentiel.
Remarquons que, sous les hypothèses que l'on fera, la frontière de Poisson n'est pas
triviale. Or sa trivialité est équivalente au fait que h est nulle ([KV83℄, [Der80℄).
Ainsi dans le as des arbres, la formule dim  = h=l implique que la dimension de 
est stritement positive.
Dérivons maintenant plus préisément les résultats démontrés.
Dans le Chapitre 2,   est un sous-groupe disret non-élémentaire du groupe des
isométries d'un espae hyperbolique X,  une probabilité dont le support engendre
  admettant un moment d'ordre 1. On étend partiellement l'égalité dim  = h=l au
as général. Le bord X étant muni d'une distane d
a
paramétrée par le réel a, on
a la relation suivante :










On onstruit ensuite des mesures  telles que le rapport h( ; )=l( ; ) soit aussi
petit que voulu. Et on se sert de la majoration de la proposition qui préède pour
onstruire des mesures harmoniques de dimension petite :
Théorème 2.2 Soit (X; d) un espae hyperbolique. Soit   un sous-groupe d'isomé-
tries agissant proprement disontinument sur X, non élémentaire. Alors quel que
soit  > 0 il existe sur   une mesure de probabilité  symétrique admettant un
moment d'ordre 1, dont le support engendre  , et qui a la propriété suivante : la
dimension pontuelle de la mesure harmonique assoiée à la marhe aléatoire ( ; )
est -presque sûrement plus petite que . Si de plus   est niment engendré, on peut
prendre  à support ni.
Ce théorème onduit, dans les as où la mesure de Hausdor sur l'ensemble limite
de   est nie et non nulle (par exemple le as des groupes hyperboliques) à mon-
trer l'existene de mesures harmoniques singulières par rapport à ette mesure de
Hausdor (Corollaire 2.5.1).
Dans le Chapitre 3, on se plae dans le adre d'un produit libre de q groupes
nis. On aborde le problème de l'extrémalité des systèmes de générateurs et plus
préisément la question suivante : étant donné un système de générateurs S, existe-
t-il une mesure  de support S telle que la mesure harmonique assoiée soit de
dimension maximale, 'est à dire telle que h = lv. On se base sur l'expression
dans [MM04℄ de la mesure harmonique dans e adre. La méthode utilisée est de
se ramener à utiliser le prinipe variationnel lassique de la dynamique symbolique,
le fait que la mesure harmonique soit de dimension maximale étant relié au fait
qu'une mesure assoiée soit d'entropie maximale (Proposition 3.4.1). Dans le as
où le système de générateurs est la réunion  des groupes onstituant le produit
libre privée de l'élément neutre, on obtient le résultat suivant, qui préise le résultat
d'existene ontenu dans [MM04℄.
Théorème 3.1 Lorsque le nombre q de groupes onstituant le produit libre est
supérieur ou égal à 3, il existe une unique mesure  de support  telle que l'on ait
l'égalité h = lv.
Soulignons que, bien que les produits libres de groupes nis soient un as partiulier
de groupe hyperbolique, les tehniques employées dans e hapitre (on se base sur
l'identiation du bord hyperbolique à un ensemble de mots innis) sont diérentes
de elles, géométriques, employées dans le préédent.
Les Chapitres 4 et 5 onernent les marhes alétoires sur les groupes semi-simples
et leur but prinipal et de montrer le théorème suivant :
Théorème 5.1 Soit   un sous-groupe disret Zariski-dense de SL(d;R). Il existe
sur   une mesure  symétrique dont le support engendre   et admettant un moment
d'ordre 1 telle que la mesure harmonique assoiée  soit singulière par rapport au
type de mesure lisse sur l'espae des drapeaux omplets. De plus si   est niment
engendré,  peut être hoisie à support ni.
Dérivons les étapes de la démonstration de e théorème. On onnaît dans le as de
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SL(2;R) un résultat reliant la dimension de  à h et à l'exposant de Liapunov  de







Dans le Chapitre 4, on étend partiellement e résultat au rang supérieur en utilisant
les représentations usuelles de SL(d;R). En notant (
1
;    ; 
d
) le veteur des ex-
posants de Liapunov de la marhe, P
i
le sous-groupe parabolique maximal tel que
G=P
i
soit l'ensemble des drapeaux homogènes de rang i, et 
i
la projetion de  sur
G=P
i
, on montre :












Ensuite dans le Chapitre 5, on onstruit une suite de mesures (
k










) est aussi grand que
l'on veut. Notons 
k
la mesure harmonique assoiée à 
k
. Le théorème préédent














est singulière par rapport au type de mesure lisse. On en onlut que 
k
elle-même est singulière.
On étend également es résultats à des groupes semi-simples plus généraux (Théo-
rème 4.2 et Théorème 5.2).
Chapitre 1
Marhe aléatoire et quantités
asymptotiques
On présente ii quelques dénitions et propriétés onernant les marhes aléa-
toires dont nous aurons besoin pour la suite.
1.1 Dénition
On se donne un groupe   dénombrable ainsi qu'une mesure de probabilité  sur









est une suite de variables aléatoires indépendantes identiquement distribuées
de loi  ; on pose x
0











suite des aroissements et (x
n
) elle des trajetoires. Il s'agit d'une haîne de Markov





On note P la loi de x et T le déalage dans  
N






; elle est invariante sous T . Au déalage dans l'espae des arois-






















Cette transformation U préserve la mesure P.









est une suite de variables aléatoires indépendantes identiquement


















reste vraie pour tout n dans
Z. On étend également la mesure P ainsi que les transformations T et U . On note
 la mesure dénie par (g) = (g
 1




est la marhe aléatoire





1.2 Frontière de Poisson















la tribu onstituée par les unions mesurables de -lasses (mod 0), 'est
à dire la tribu des ensembles T -invariants (mod 0). Comme ( 
N
;P) est un espae
de Lebesgue, il existe un unique (à isomorphisme près) espae mesurable (B; T )








Dénition 1.2.1. ([KV83℄ pour ette présentation, voir aussi [Fur73℄) On appelle
mesure harmonique l'image  de P par bnd. L'espae (B; ) est appelé frontière de
Poisson de la marhe aléatoire ( ; ).
L'ation (oordonnée par oordonnée) de   sur  
N
ommute ave T ; ainsi elle
induit une ation de   sur B ; et bnd est   équivariante, 'est à dire quels que soient
g et x, bnd(gx) = gbnd(x).
Rappelons que si  , muni d'une mesure , agit sur un espae Y muni d'une mesure












gm étant la mesure dénie par gm(A) = m(g
 1
A).
Proposition 1.2.1. La mesure harmonique  est -stationnaire, 'est à dire
   =  :
Démonstration. On part du fait que TP = P. Or, vue la dénition de la frontière,
bnd(TP) = bnd(P). Ainsi bnd(P) = bnd(  P) et omme bnd est  -équivariante,
bnd(P) =   bnd(P).
On dit qu'une fontion f sur   est -harmonique si elle vérie Pf = f et on note
H
1
( ; ) l'ensemble des fontions harmoniques bornées. La proposition suivante
justie le nom de "frontière de Poisson" ([Fur63℄, voir [Kai00℄) :













établissent un isomorphisme isométrique entre H
1
( ; ) et L
1
(B; ).
Dans les adres qui nous intéressent (groupes hyperboliques et sous-groupes dis-
rets des groupes semi-simples), la frontière de Poisson a été dérite expliitement
(voir les parties 2.1.5 et 4.1.3). C'est de es desriptions que l'on va se servir pour
aborder les problèmes de dimension et non pas de la dénition de la mesure harmo-
nique telle qu'elle est présentée i-dessus.
Chap.1 Marhe aléatoire 13
1.3 Quantités asymptotiques
Dénition 1.3.1. On suppose que le groupe   que l'on s'est donné agit par isomé-
tries sur un espae métrique (X; d). On suppose xé un point o de X. On dénit
alors la jauge j:j assoiée à ette ation en posant jgj = d(o; go).
Remarquons que ette dénition reouvre le as d'un groupe niment engendré
agissant sur son graphe de Cayley (vis à vis d'un système symétrique de générateurs
S) et que dans e as, le point de base étant l'élément neutre, j:j orrespond à la
métrique des mots assoiée à S.
On se xe pour la suite de ette setion un tel espae métrique (X; d). On suppose








d(o; go)d(g) < +1 :
On note 
n
la loi de la position de la marhe au temps n, 'est à dire la onvolée
n
ème




est sous additive ; en eet, en utilisant le fait que 
n































































On peut alors dénir la vitesse de fuite de la marhe :













Remarquons que l'on a en fait utilisé une inégalité vériée par haque trajetoire :
en notant f
n












En utilisant le théorème ergodique sous-additif de Kingman, on obtient alors, en plus
de la onvergene L
1





o)  ! l( ; ) :




 (g) log((g)) nie ([Der86℄), et on peut dénir de la même
manière l'entropie asymptotique :
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et en utilisant le théorème ergodique sous-additif de Kingman, on obtient ([Der80℄)








))  ! h( ; ) :
S'il n'y a pas d'ambiguité, on notera h et l es deux quantités.
Le théorème suivant établit un lien important entre le bord de Poisson et l'en-
tropie asymptotique :
Théorème 1.3.1. ([KV83℄, [Der80℄) Soit   un groupe dénombrable et soit  une
mesure de probabilité sur  . On suppose que  a une entropie nie. Alors la fron-
tière de Poisson assoiée à la marhe aléatoire (x
n
) dénie par  est triviale si et
seulement si h = 0.
La roisane v( ) du groupe   (ou plutt de ses orbites dans (X; d)) est dénie
de la manière suivante :
v( ) = lim sup
R!1
log ardfg 2   : d(o; go)  Rg
R
:
Cette dénition reouvre bien sûr elle de la roissane d'un groupe niment engen-
dré muni de la métrique des mots.
Comme on l'a souligné dans l'introdution, la relation h  lv (voir [Ver00℄ pour
une démonstration) est fortement reliée aux problèmes de dimension de la mesure
harmonique que l'on va traiter.
1.4 -frontières
Supposons que   soit plongé de manière équivariante dans un espae topologique
X, et que l'image de presque toute trajetoire x = (x
n
) de la marhe aléatoire
onverge vers une limite (x). Alors l'appliation  est T -invariante, de sorte que X
muni de (P) est un quotient de la frontière de Poisson par rapport à une ertaine
partition  -invariante. Un tel quotient est appelé -frontière. La frontière de Poisson
est alors la -frontière maximale. Une notion similaire a été introduite dans [Fur73℄.
On note toujours (B; ) la frontière de Poisson. Une formule relie l'entropie
asymptotique de la marhe aléatoire et les déviations de Kullbak-Leibler de la
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Par analogie, on peut regarder des quantités similaires sur haque -frontière X (en















On sera ammené à ne pas onsidérer uniquement l'entropie asymptotique, mais aussi
es quantités, dénies pour des quotients de la frontière de Poisson.
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Chapitre 2
Singularité de la mesure harmonique
sur le bord d'un groupe hyperbolique
On s'intéresse ii aux marhes aléatoires sur les sous-groupes d'isométries d'un
espae (X; d) Æ-hyperbolique au sens de Gromov. Notre objetif prinipal est de
onstruire des mesures harmoniques de petite dimension sur le bord d'un groupe
hyperbolique.
La première setion est onsarée à des préliminaires sur les espaes hyperbo-
liques et leur frontière de Poisson. Ensuite on établit dans la setion 2.3 un lien entre
la dimension de la mesure harmonique et les quantités asymptotiques assoiées à la
marhe (vitesse de fuite l et entropie a asymptotique h) du type : dim   h=l. An
de onstruire des mesures harmoniques de dimension aussi petite que voulue, on
introduit dans la setion 2.4 une suite de marhes aléatoires dont l'entropie asymp-
totique reste bornée tandis que leur vitesse de fuite tend vers l'inni. Vue la relation
établie entre la dimension, h et l, ei nous permet de onlure dans la setion 2.5.
2.1 Préliminaires et notations
On rappelle ii la base de la théorie des espaes hyperboliques au sens de Gro-
mov ainsi que ertaines propriétés dont on aura besoin. Les soures prinipales sont
[CDP90℄ et [GdlH90℄.
2.1.1 Espaes hyperboliques
Soit (X; d) un espae métrique et o un point de X. On dénit le produit de








[d(o; x) + d(o; y)  d(x; y)℄ :
Rappelons qu'on appelle géodésique (resp. rayon géodésique, resp. segment géo-
désique) de X toute isométrie de R (resp. [0;1[, resp. [a; b℄) dans X, ainsi que
l'image d'une telle isométrie. On dit que l'espae métrique (X; d) est géodésique si
deux points quelonque de X peuvent être reliés par une géodésique. On dit qu'un
espae topologique est propre lorsque les boules fermées sont ompates.
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Dénition 2.1.1. Un espae métrique géodésique et propre (X; d) est dit Æ-hyperbolique







g   Æ : (2.1)
On dit que (X; d) est hyperbolique s'il existe Æ tel que X soit Æ-hyperbolique.
Exemples : Les arbres réels (0-hyperboliques), le demi-plan de Poinaré H
2
.
Une autre lasse d'exemples importants est elle des groupes hyperboliques :
on onsidère un groupe   niment engendré et on se donne un système ni S de
générateurs. Le graphe de Cayley de   est le graphe (non-orienté) dont les sommets
sont les éléments de   et dans lequel deux sommets x et y sont reliés par une arête
lorsque x
 1
y appartient à S [S
 1
. On munit e graphe d'une métrique en imposant
que haque arête soit isométrique au segment [0; 1℄. En restrition à  , ette métrique
est elle des mots : d(x; y) = jx
 1
yj, où j:j est dénie sur   par
jgj = inffk  0 : 9s
1
;    ; s
k
2 S [ S
 1
; g = s
1
   s
k
g :
Bien sûr ette métrique dépend du hoix de S ; mais pas le fait que le graphe de
Cayley de   muni de ette métrique est hyperbolique. Dans e as, on dit que  
est un groupe hyperbolique. Remarquons que le groupe   agit (par translations à
gauhe) de manière isométrique sur son graphe de Cayley.
On se donne pour la suite un espae Æ-hyperbolique (X; d) dans lequel on xe
un point o .
2.1.2 Bord hyperbolique
On dit qu'une suite (x
n





) tend vers l'inni lorsque n et m tendent vers l'inni (ette
dénition, ainsi que elles qui suivent, ne dépendent pas du point o hoisi). Parmi









) tend vers l'inni lorsque n et m tendent vers l'inni. On dénit le
bord hyperbolique X de X omme le quotient de l'ensemble des suites onvergeant
à l'inni par ette relation d'équivalene. Si un élément  de X est la lasse de
(x
n
), on dit que (x
n
) onverge vers .
On prolonge le produit de Gromov à X [ X en posant, pour x, y dans X,












respetivement vers x et y. La relation (2.1) reste vériée. On a de plus (voir
[GdlH90℄), si (x
n
) onverge vers x et (y
n
) vers y,






)  (xjy) + 2Æ : (2.3)
Une suite (x
n





) = +1 :
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On munit alors X [X d'une topologie ompatible ave elle de X en prenant pour
haque point  de X omme base de voisinages les ensembles, pour R > 0,

x 2 X [ X : (jx) > R
	
:









) s'il existe une onstante




(t))  D. Le quotient de l'ensemble des rayons
géodésiques par ette relation d'équivalene est le bord déni préédemment. Si
 2 X est la lasse d'un rayon h, on a bien, si (t
n





) =  et on érit h(+1) = . De même à une géodésique  sont
assoiés deux point du bord : (+1) et ( 1).
Remarquons enn que l'ation du groupe d'isométrie de X se prolonge en une
ation ontinue sur le bord.
2.1.3 Métrique sur le bord

















Dans un espae hyperbolique général, ette formule ne dénit pas une distane, mais
on peut eetuer une onstrution qui s'en rapprohe. Pour a > 1, on dénit la a-
longueur d'un hemin ontinu de X omme étant l'intégrale le long de e hemin
de la fontion a
 d(o;x)
. Puis on dénit la a-distane entre deux points x et y de X
omme la borne inférieure des a-longueurs des hemins joignant x à y. On montre
(voir [CDP90℄) qu'il existe une onstante a
0
> 1 (qui ne dépend que de Æ) telle que
si 1 < a < a
0
, alors le omplété de X pour la a-distane d
a
onstruite i-dessus soit
X [ X et telle que la métrique ainsi dénie sur X [ X induise la même topologie
que elle dénie préédemment.
On xe un tel a pour la suite. On aura besoin de la propriété suivante, qui montre
l'analogie entre d
a
et la distane dénie pour les arbres (voir [CDP90℄).
Proposition 2.1.1. Il existe une onstante  > 0 telle que
 8x; y 2 X [ X, d
a
(x; y)  a
 (xjy)
;
 8x; y 2 X, d
a





2.1.4 Ensemble limite assoié à un sous-groupe d'isométries
On se donne un sous groupe   du groupe des isométries de (X; d) qui agit de
manière proprement disontinue. La référene pour ette partie est [Coo90℄.
Dénition 2.1.2. L'ensemble des points d'aumulation dans X de l'orbite d'un
point x de X sous   ne dépend pas de e point x. On l'appelle l'ensemble limite du
groupe   et on le note 
 
.
Cet ensemble limite est destiné à être le support de la mesure harmonique (voir
la partie 2.1.5) ; 'est pourquoi on a besoin, pour étudier elle-i, de onnaître un
ertain nombre de ses propriétés.
20
Dénition 2.1.3. Le groupe   est dit élémentaire si le ardinal de 
 
est inférieur
ou égal à 2.
Si   est non-élémentaire, on montre que 
 
est non-dénombrable.





est une quasi-géodésique ; 'est à dire s'il existe des onstantes  et 
telles que quels que soient n et m dans Z,

 1




o)  jn mj+  :
Proposition 2.1.2. ([Coo90℄) Soit  une (; )-quasi-géodésique. Alors (t) ad-
met des limites (1) lorsque t tend vers 1. Si  est une géodésique telle que
(1) = (1), alors les images de  et  se trouvent à une distane de Hausdor
nie K l'une de l'autre, K ne dépendant que de ,  et Æ.




dans X tels que (g
n




lorsque n tend respetivement vers plus
ou moins l'inni. En fait quel que soit x dans X, les suites (g
n
x) onvergent vers




sont des points xes pour g, qui sont dits
respetivement attratif et répulsif.
Proposition 2.1.3. ([Coo90℄) Un groupe non-élémentaire ontient des éléments
hyperboliques.
Dans [Coo90℄ sont démontrées également des propriétés de minimalité de l'ensemble
limite :
Proposition 2.1.4. Supposons   non-élémentaire. Alors tout ompat non vide  -
invariant de X ontient 
 
.
Cei a pour onséquene :
Proposition 2.1.5. Supposons   non-élémentaire. Soit U un ouvert de X qui
renontre 
 





et même : il existe un nombre ni d'éléments g
1
;    ; g
r









On va par la suite étudier la dimension de la mesure harmonique. Il est don
intéressant de onnaître la dimension de son support 
 
. On dénit la roissane de
base a de   :
v
a




ardfg 2   : d(o; go)  Rg
R
:
On a alors ([Coo93℄) :
Proposition 2.1.6. Si   est quasi-onvexe-oompat (voir [Coo93℄ pour la déni-
tion) alors 
 
est de dimension de Hausdor v
a
( ) (vis à vis de la distane dénie
préédemment à partir de a) et la mesure de Hausdor sur 
 
est nie et non nulle.
On ne s'étendra pas sur ette notion ; on utilisera juste le fait qu'un groupe hyperbo-
lique agissant sur son graphe de Cayley est quasi-onvexe-oompat (voir [Coo93℄).
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2.1.5 Comportement des marhes aléatoires
On s'est donné un espae Æ-hyperbolique (X; d) (géodésique et propre). On se
donne de plus une mesure  portée par le groupe des isométries de (X; d) ; et on
suppose que le support de  engendre en tant que semi-groupe un sous-groupe  
agissant proprement disontinuement sur (X; d), et non-élémentaire. On s'intéresse




o), que l'on appellera aussi marhe aléatoire.
Proposition 2.1.7. ([Kai00℄) Sous les hypothèses préédentes, (x
n
o) onverge P-
presque sûrement vers un élément x
1
de X. Notons  la distribution de x
1
. Si de
plus  admet un moment d'ordre 1, alors (X; ) est la frontière de Poisson de la
marhe aléatoire ( ; ).
Le support de  est bien sûr ontenu dans l'ensemble limite 
 
de  . En fait, omme
l'ensemble limite est minimal, le support de  lui est égal. On peut le montrer par
exemple à l'aide de la Proposition 2.1.5 via la propriété suivante :
Proposition 2.1.8. Soit U un ouvert de X qui renontre 
 
. Alors (U) > 0.
Démonstration. Soient 
1
;    ; 
r









et soit s tel que 
1













Et si on avait (U) = 0, on aurait (
 
) = 0.
2.2 Une formule intégrale pour la vitesse de fuite
2.2.1 Fontions de Busemann
On va dénir des fontions qui nous permettrons d'exprimer la vitesse de fuite.
Soit h un rayon géodésique. Quel que soit x dans X, la fontion t 7! d(x; h(t))   t
est déroissante et bornée ('est juste une onséquene de l'inégalité triangulaire).
On peut don dénir la fontion de Busemann assoiée à un rayon géodésique h de





d(x; h(t))  t :


























 2D : (2.5)
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Remarque 2.2.1. Supposons de plus que l'espae X ait la propriété (P ) suivante :















)) = 0 :











(x; y) = 0 ;
et don par passage au quotient e oyle en induit un autre sur X, appelé oyle
de Busemann. Le plan hyperbolique H
2
, les arbres, et plus généralement les espaes
CAT(-1) ont ette propriété. On ne la supposera pas vériée par la suite.
Lorsque X ne vérie pas la propriété (P ) de la remarque préédente, l'inégalité
(2.5) ne sut pas à faire passer le oyle au quotient. Cependant, deux rayons
onvergeant vers un même point à l'inni vérient en fait la propriété suivante










))  16Æ : On en déduit :




deux rayons géodésiques de même extrémité . Alors

















est une onstante qui ne dépend que de Æ.
On peut alors poser, pour  dans X et x, y dans X,


(x; y) = supf
h
(x; y)g ;
où la borne supérieure est prise sur tous les rayons d'extrémité . En partiulier, si































On aura besoin du lemme suivant ([Coo93℄) :























































Remarque 2.2.2. On gardera les notations C
i
dans e qui suit.
Chap.2 Mesure harmonique sur les groupes hyperboliques 23
2.2.2 Vitesse de fuite
On va maintenant exprimer la vitesse de fuite d'une marhe aléatoire à l'aide du
"quasi-oyle" de Busemann. On se donne une mesure  portée par un sous-groupe
  du groupe des isométries de (X; d), admettant un moment d'ordre 1. Pour plus
de larté, on se restreint tout d'abord au as où X vérie la propriété (P ).
Proposition 2.2.1. On suppose que X vérie la propriété (P ). Supposons de plus
que la marhe aléatoire (x
n
o) assoiée à  onverge presque sûrement vers un élément
x
1












Démonstration. On note toujours P la loi de la marhe (x
n
) dans l'espae des tra-
jetoires, (h
n




























































































et est majoré pour tout n par d(o; go) qui est une fontion intégrable pour  
 P,




















L'hypothèse de onvergene de la marhe aléatoire exigée dans la proposition préé-
dente sera vérifée dès que l'on suppose le sous-groupe engendré par le support de 
non-élémentaire (Proposition 2.1.7). On revient maintenant au as général, où l'on
n'aura seulement une formule approhée.
Proposition 2.2.2. On suppose que la marhe aléatoire (x
n
o) assoiée à  onverge
presque sûrement vers un élément x
1
























étant la onstante introduite dans le Lemme 2.2.2.


































































































On proède de même pour la limite supérieure.
2.3 Lien entre les quantités asymptotiques et la di-
mension de Hausdor de la mesure harmonique
On se donne un sous-groupe   du groupe des isométries de (X; d) qui agit pro-
prement disontinument, non élémentaire. On se donne également une mesure  sur
  admettant un moment d'ordre 1 et dont le support engendre   en tant que semi-
groupe. Rappelons également qu'on s'est xé dans la partie 2.1.1 un réel a > 1 et la
distane d
a
assoiée sur X [ X. On adopte par ailleurs les notations de la setion
préédente.
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Dans [Kai98℄ il est démontré que dans le as d'un arbre, la dimension de Haus-
dor de la mesure harmonique (voir l'Appendie sur la dimension dimension pour les
dénitions) est égale à h=l. On étend ii e résultat au as des espaes hyperboliques,
du moins partiellement. En eet, on aura juste une inégalité du type dim   h=l.
L'inégalité inverse semble plus diile à obtenir dans le as général ar sa démons-
tration utilise le fait que dans le bord d'un arbre, les boules forment une partition.































) < (h  )n.


















. Notons également C
n
x
l'ensemble des trajetoires dont la n
ème
position oinide ave x
n
. On a alors :





de mesure plus grande que













admet P-presque sûrement une limite stritement positive lorsque n tend vers l'inni.




























Lemme 2.3.2. Les réels  et  étant xés, on a, pour x 2 
;




















 étant la onstante introduite dans la Proposition 2.1.1.


















































































Le lemme préédent nous donne une minoration de la -mesure des boules de X,
e qui nous permet d'obtenir :



















































  log a (n+ 1)(l   )
:
















  log a (n+ 1)(l   )
;












log a (n+ 1)(l   )
=
h
log a (l   )
:
Comme ei est vrai pour tout  sur un ensemble de mesure 1  2 quel que soit ,
on obtient le résultat.
En appliquant le Théorème 2.1 et la Proposition 6.2.1, on obtient alors un résultat sur
la dimension de Hausdor proprement dite et non plus sur la dimension pontuelle :
Corollaire 2.3.1. Sous les hypothèses faites au début de la setion, si de plus  
est quasi onvexe-oompat, la dimension de Hausdor de la mesure harmonique
assoiée à la marhe aléatoire ( ; ) est majorée par h=(l log a).
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2.4 Constrution d'une mesure harmonique de pe-
tite dimension
On se donne un sous-groupe   du groupe des isométries de (X; d) qui agit pro-
prement disontinument, non élémentaire. On se donne également une mesure  sur
  admettant un moment d'ordre 1 et dont le support engendre   en tant que semi-
groupe.
On va à partir de  onstruire une mesure harmonique de dimension aussi petite
que voulu.
2.4.1 Introdution de la suite (
k
)
On xe un élément hyperbolique (voir la Dénition 2.1.4) 
0
































Remarquons que haque 
k
vérie les hypothèse de la setion 2.1.5. On note 
k
la
mesure harmonique assoiée à haque 
k
. Notre but dans ette partie va être de




) tend vers 0 lorsque k tend vers l'inni.
Proposition 2.4.1. La quantité h( ; 
k
) est bornée par une onstante qui ne dépend
pas de k.
Démonstration. On sait que h( ; 
k
) est majorée par H(
k

















































































Il va don nous sure de montrer que l( ; 
k
) tend l'inni. Pour ela, on utilise la















































































 d(o; go), le premier élément de ette somme est majoré en









































On va tout d'abord montrer une inégalité de onvexité basée sur la proposition
suivante :
Proposition 2.4.2. ([CDP90℄) Dans l'espae Æ-hyperbolique (X; d), la distane vé-




deux points de X et





si y est un autre point de X, on a pour tout t dans [0; 1℄,
d(y; s(t))  td(y; x
1
) + (1  t)d(y; x
2
) + 4Æ :
On en déduit la propriété suivante :
Proposition 2.4.3. Il existe une onstante C
4
ne dépendant que de Æ et 
0
telle que
















, K la distane de Hausdor
entre  et la quasi-géodésique assoiée à 
0
(voir prop. 2.1.2). Soit o
0
sur  tel que
d(o; o
0
)  K + 1, 
0
k




































































)   8Æ ;
et omme d(o; 
k






































































)  4(K + 1) ;






























)  d(y; o) + d(y; 
 k
)  d(y; o)   4(K + 1)  8Æ   4(K + 1) ;




















tend vers plus l'inni lorsque k tend vers l'inni.









)  d(y; 
k
)  d(y; o) + d(y; 
 k












)  d(o; 
k









et omme les deux produits de Gromov qui se trouvent dans ette somme sont bornés















) = +1 :












tend vers l'inni de manière uniforme sur un ensemble dont
la 
k
-mesure reste plus grande qu'une onstante. On va pour ela utiliser le lemme
suivant :
Lemme 2.4.1. Soit U un voisinage de 
+
dans X. Alors il existe une onstante
C > 0 et un entier K tels que si k  K, on ait pour tout  =2 U
(j
k
)  C :
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, alors  2 U . Soit K tel que
























  Æ  C
0
;
d'où le résultat en prenant C = C
0
+ Æ.
Evidemment on a une propriété analogue ave 
 
.
On a vu dans la partie 2.1.5 omment on pouvait montrer à l'aide de la Proposition
2.1.5 que la mesure harmonique d'un ouvert était stritement positive. On va voir
que l'on peut de la même manière minorer la 
k
-mesure d'un ouvert uniformément
en k.
Proposition 2.4.4. Soit U un ouvert renontrant 
 
. Il existe une onstante  > 0
(qui dépend de U et de ) telle que quel que soit k,

k
(U)   :
Démonstration. On prend 
1
;    ; 
r









et s tel que 
1




). On fait alors la remarque suivante : on a une
sorte de stationnarité uniforme des 
k






et pour tout k

k






















































Comme   est non-élémentaire, 
 





hoisit un ouvert U renontrant 
 




. On utilise ensuite




), on prend C
5
et K tels
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Puisque le premier élément du membre de droite de l'inégalité préédente tend vers
l'inni, ela nous donne :











En rassemblant la Proposition 2.4.5 et les résultats de la setion 2.3, on obtient
le résultat suivant :
Théorème 2.2. Soit (X; d) un espae hyperbolique. Soit   un sous-groupe d'isomé-
tries agissant proprement disontinument sur X, non élémentaire. Alors quel que
soit  > 0 il existe sur   une mesure de probabilité  symétrique admettant un
moment d'ordre 1, dont le support engendre  , et qui a la propriété suivante : la
dimension pontuelle de la mesure harmonique assoiée à la marhe aléatoire ( ; )
est -presque sûrement plus petite que .
Remarque 2.5.1. Vue notre onstrution, on peut bien sûr, lorsque   est niment
engendré, imposer dans le théorème préédent que le support de  soit ni.
On se restreint maintenant au as où (X; d) est le graphe de Cayley de  , adre




( ) et où la mesure de Hausdor est nie non nulle ([Coo93℄). En prenant en
ompte le Corollaire 2.3.1, on obtient alors une omparaison entre les dimensions de
Hausdor de la mesure harmonique et elle de l'ensemble limite :
Corollaire 2.5.1. Si en plus des hypothèses préédentes X est le graphe de Cayley
de  , alors il existe sur   une mesure de probabilité  à support ni, dont le support
engendre  , et qui a la propriété suivante : la dimension de Hausdor de la mesure
harmonique assoiée à la marhe aléatoire ( ; ) est stritement inférieure à la di-
mension de Hausdor v
a
( ) de  . En partiulier la mesure harmonique est alors
singulière par rapport à la mesure de Hausdor sur le bord du groupe.
32
2.6 Comportement asymptotique de la suite (
k
)
On reprend dans ette setion la onstrution de la setion 2.4. On souhaite
préiser le omportement asymptotique de la suite de mesures de probabilité (
k
).
Dans le as général, on va montrer que toute valeur d'adhérene (on onsidère la
onvergene faible) de (
k
) possède des atomes. Ensuite en se restreignant au as du
groupe libre on a un résultat plus préis : la suite (
k
) onverge faiblement vers une
mesure atomique.
2.6.1 Cas général
Puisque X est ompat, il existe une sous-suite de (
k
), que nous appellerons
toujours (
k
), qui onverge faiblement vers une mesure de probabilité .
Lemme 2.6.1. Il existe une onstante C > 0 telle que pour tout voisinage ouvert
U
+
de + on ait
(U
+
)  C :
Démonstration. Prenons un ouvert U dans X qui renontre 
 
et dont la fermeture
ne ontient pas 
 
. En utilisant la Proposition 2.4.4 on obtient une onstante  > 0
telle que pour tout k 
k
(U)  . Comme U est ontenu dans un ompat de X
qui ne ontient pas 
 
, la suite (
k
0
) onverge uniformément vers 
+
sur U (voir





































Puisque 'est vrai pour tout k assez grand, on obtient le résultat.




sous   sont des atomes
pour la mesure .
Démonstration. Le lemme préédent implique que 
+






où l'inmum est pris sur l'ensemble des voisinages ouverts U
+


















ainsi le lemme préédent reste vrai ave les voisinages de g
+
. Cela reste vrai pour
tout g dans   ar supp() engendre  .
Remarquons qu'une onséquene de ette proposition est que  ne peut pas être une
mesure harmonique assoiée à une ertaine mesure 
0
.
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2.6.2 Cas d'un groupe libre niment engendré
On se restreint au groupe libre à deux générateurs F
2
= ha; bi. On onsidère
toujours une suite (
k
) de mesures omme dans le setion 2.4 ave 
0
= a ; on a
alors 
+
= aaa    . On utilisera le fait que dans e as le bord hyperbolique F
2
est
l'ensemble des mots innis réduits. Pour un mot ni w, on note C
w
l'ensemble des
mots innis réduits ommençant par w. On veut montrer que la suite (
k
) onverge
faiblement vers une mesure atomique . Choisissons une valeur d'adhérene  de
(
k
) omme dans la partie préédente.
An de déterminer , on va onsidérer une marhe aléatoire sur F
3
= ha; b; i et
ensuite la projeter sur F
2
= ha; bi. On dénit sur F
3
la mesure ~ par ~(w) = 1=2(w)
si w est dans ha; bi ; et ~() = ~(
 1
) = 1=4. On note ( ~x
n
) la marhe aléatoire







qui oinide ave l'identité sur F
2















)) est la marhe aléatoire assoiée à 
k
. On va exprimer
 à l'aide de ~.
























g. Pour i  2, on note w
l
i































Notre idée est d'utiliser le fait que quand k tend vers l'inni, la mesure 
k
se




. An d' éviter les situations où les a
k
s'annulent























dans f 1; 0; 1g. Lorsque l'on projète

















+   + 
r
= 0, les a
k
i
s'annulent les uns les autres ; 'est pourquoi on onsidère
le premier i tel que 
1
+    + 
r











. En utilisant les notations qui préèdent, on dénit

























Notons que  ne dépend pas de k. Prenons un exemple :
 (ba
 1
bab    ) = bab
+
:
Lemme 2.6.2. Pour tout g dans F
2





)  ~f 2 F
3






= f 2 
 :  () = g
+























+   + 
r









i-dessus). Ainsi si U est un voisinage de g
+
, et lorsque 
1
+   + 
r
n'est pas trop
prohe de  1, si k est assez grand, 
k
() 2 U . Plus préisément, xons Æ > 0 ;













Pour haque voisinage U de g
+




























Puisque ela est vrai pour tout voisinage U of g
+
et tout Æ > 0, on obtient le
résultat.






est de ~-mesure 1, la seule possibilité est que
l'inégalité du lemme préédent soit en fait une égalité. Ainsi il y a une unique
possibilité pour la valeur d'adhérene , et on obtient le résultat qui suit.
Proposition 2.6.2. La suite (
k




) = ~f 2 F
3
:  () = g

g :
Remarque 2.6.1. L'estimation qui préède est basée sur l'idée suivante : omme




, lorsque k tend vers l'inni la mesure se onentre sur
un mot inni de la forme gaaa    . Ce qui peut poser problème, 'est que l'on ait
une séquene de la forme (par exemple) a
 1
, qui est envoyé par 
k
sur a et don
qui, lorsque l'on envoie  sur a
k
, ne onentre pas le bord. Les détails tehniques
traités préédemment sont destinés à ontrler ette situation. Dans un adre général,
ela orrespond à avoir une séquene h
 1
ave h dans le stabilisateur de 
+
. En






est alors bornée. Ce qui fait qu'on ne peut pas étendre le
raisonnement préédent est qu'en général ette suite ne sera pas onstante. On a
utilisé la partiularité suivante des groupes libres : si un élément stabilise aa    , il
ommute ave a (il est en fait égal à une puissane de a). Cependant notre alul
peut être appliqué au as d'un produit libre ni de groupes nis. En eet dans e as
le stabilisateur d'un point est trivial.
Chapitre 3
Problème des générateurs extrémaux
pour les produits libres de groupes
nis
On aborde dans e hapitre le problème de l'extrémalité des systèmes de généra-
teurs. Préisons de quoi il s'agit. On se donne un groupe G niment engendré, muni
d'un système ni de générateurs S. La longueur (relativement à S) jxj
S
d'un élément
x de G est alors le nombre minimum d'éléments de S néessaire pour érire x ; et
G est muni d'une distane d
S




. On onsidère une marhe aléatoire
(x
n
) assoiée à une mesure  sur G, possédant un moment d'ordre 1. L'entropie
asymptotique h, la vitesse de fuite l et la roissane v du groupe G sont alors reliées
par l'inégalité fondamentale suivante ([Gui80℄) : h  lv ; ou, si l'on veut préiser de
quoi dépend haun de es termes :
h()  l(; S)v(S) :
La quantité h=l mesure en quelque sorte la "bonne répartition" des trajetoires.





la borne supérieure étant prise sur l'ensemble des mesures de probabilité  dont
le support est ontenu dans S et engendre G, omme une mesure de la qualité du
système de générateurs S ; et de dire que e système est extrémal lorsque Q(S) = 1.
On va onsidérer dans e hapitre le as d'un produit libre de groupes nis :
G = G
1
    G
q
:















On se donne également un système symétrique de générateurs S inlus dans .
Si x 2 

, on notera x = . Un mot g
1




2 , est dit admissible si pour
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. Le groupe G est alors la réunion de feg et de l'ensemble de
es éléments admissibles. Le bord hyperbolique G de G s'identie alors à l'ensemble

1
des mots innis (à droite) admissibles. Si  et 
0
sont dans G, on note  ^ 
0
leur partie initiale ommune. On dénit alors une distane Æ
S












l'éléments de G onstitué des n première lettres du mot inni  et,
pour g dans G, C
g
le ylindre onstitué des mots innis ommençant par g, 'est à




En l'absene de préisions, on supposera toujours par la suite que le support de
la mesure  engendrant la marhe aléatoire est inlus dans S et que e support
engendre G en tant que semi-groupe. On notera  la mesure harmonique assoiée à
.
Dans le as du groupe des isométries d'un arbre, il est démontré dans [Kai98℄
que l'on a dim  = h=l. Cette démonstration s'adapte à notre adre :
Proposition 3.0.3. La dimension étant relative à Æ
S






Cette dernière proposition montre que le problème d'extrémalité des générateurs est
un problème de maximisation de la dimension de la mesure harmonique. Ainsi il
est relié à e que l'on a fait dans le premier hapitre. Cependant, alors que dans e
hapitre on se plaçait dans le adre général des groupes hyperboliques et que l'on
utilisait des méthodes géométriques, on va ii se restreindre aux produits libres de
groupes nis et utiliser des méthodes plus ombinatoires.
On va herher à déterminer, S étant xé, s'il existe une mesure  dont le support
est inlus dans S et telle que
h()
v(S)l(; S)
= 1 ; (3.1)
et si elle-i est unique. On dira également qu'une telle mesure est extrémale. En
partiulier, l'existene d'une telle mesure assure que S est extrémal. Dans [MM04℄,
des exemples où une telle mesure existe (ou non) sont fournis, à l'aide d'un alul
de h=lv (lorsqu'il n'y a pas d'ambiguité, on note simplement l et v la vitesse de
fuite et la roissane relatives au système de générateurs S ambient). On propose
ii une approhe plus systématique qui relie e problème à un problème d'entropie
maximale pour un système dynamique symbolique. Plus préisément, on introduit
un sous-shift dont l'entropie topologique est e
v
, et l'on montre que l'on a h = lv si
et seulement si une ertaine mesure ~ assoiée à  est d'entropie maximale pour e
sous-shift (Proposition 3.4.1).
Dans la première partie, on eetue des rappels sur la forme de la mesure harmo-
nique dans e adre. Ensuite on envisage le as où S = . On démontre dans e as
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l'existene et l'uniité de la mesure extrémale (Proposition 3.1), préisant ainsi le
résultat d'existene ontenu dans [MM04℄. Dans la partie 3.4, on envisage le as où
S est quelonque. On obtient dans e as seulement un résultat partiel (Proposition
3.4.1). La partie 3.3 est onsarée à l'estimation de la roissane du groupe. On se
plae pour ela dans le adre naturel des groupes fortement markoviens.
3.1 Mesure harmonique
On rappelle ii les résultats de [MM04℄ sur la mesure harmonique. Soit r une
mesure de probabilité sur  hargeant tous les éléments de . On appellera me-











; x 6= y : (3.2)
Proposition 3.1.1. Lorsque le nombre q de groupes dans le produit libre est supé-





de base r et
r
0
ont les mêmes probabilités de transition si et seulement si r = r
0
. Lorsque q = 2,



























; x 6= y : (3.3)



















e qui entraîne ('est ii que l'on se sert du fait que q  3) que pour tous  et 



















et omme par ailleurs la somme des r(





),  2 f1;    ; qg,






). On en déduit,
en réutilisant l'égalité (3.3), que pour tout x 2 , r(x) = r
0
(x).
























Remarquons que la mesure harmonique n'est pas en général invariante par le déa-
lage ar r ne oinide pas en général ave la mesure stationnaire.
On revient maintenant à la marhe aléatoire. Dans [MM04℄ une relation est établie
entre la mesure  et la mesure harmonique assoiée  :
Théorème 3.1.1. La mesure harmonique  est la mesure markovienne multipli-
ative dont la base r est déterminée par le système d'équations (dites équations de
tra) : pour tout x 2 





















3.2 Cas où l'ensemble générateur est 
On onsidère la matrie A de sous-shift dont l'espae des états est  et telle que





1 si x 6= y
0 si x = y
Clairement l'espae des trajetoires de e sous-shift est 
1
. On note  le déalage
dans l'espae des trajetoires. Etant donnée une mesure , la mesure harmonique
 n'est pas en général -invariante ; mais il existe une mesure ~ -invariante possé-
dant les mêmes probabilités de transition que  (et don équivalente) : il sut de
remplaer la distribution initiale de  par la mesure stationnaire. On onserve ette
notation ~ pour la suite.
Les deux lemmes qui suivent vont nous permettre de relier le problème d'extré-
malité de  à un problème variationnel pour e sous-shift.
Lemme 3.2.1. Soit m une mesure de probabilité -invariante sur 
1
. L'entropie
de m pour le déalage (notée h
m






Démonstration. D'après la formule de Shannon-MaMillan-Breiman, on a, pour m-
































Le seond lemme sera prouvé dans un adre plus général dans la setion suivante
(voir Proposition 3.3.1).
Lemme 3.2.2. L'entropie topologique du sous-shift  est v

.
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Du premier lemme on déduit, omme ~  , que
h
~
= dim  :
Ainsi on déduit du seond lemme que dim  est égale à v si et seulement si ~ est
d'entropie maximale. Rappelons que la mesure d'entropie maximale est unique et
markovienne ; on la note ~
max
. On a don, en utilisant la Proposition 3.0.3, :
Proposition 3.2.1. La mesure  est extrémale si et seulement si ~ est la mesure




Pour répondre totalement à la question, il faut ependant disuter de l'existene et
de l'uniité d'une mesure  telle que  ait ette propriété.
On peut dans e as déterminer la mesure d'entropie maximale de manière assez
simple. On note pour la suite de ette setion  = e
v
.















Démonstration. Notons  la solution de A = . Pour des raisons de symétrie, si









, x = j. L'équation A =  se traduit alors par :















































) = 1 détermine  de manière unique.
Remarquons également que l'on a ii une expression simple de la mesure d'entropie
maximale. En eet, notons m la mesure stationnaire assoiée aux probabilités de
transition de la mesure d'entropie maximale ; vue la proposition préédente, si un
mot g s'érit g = g
1


















































Lemme 3.2.3. Les probabilités de transition de la mesure d'entropie maximale sont
bien elles d'une mesure markovienne multipliative.
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; x 2  :
Démonstration. Lorsque q  3,  a les mêmes probabilités de transition que ~
max
si et seulement si elle est markovienne multipliative de probabilités de transition
données par la Proposition 3.2.2, et don, d'après la Proposition 3.1.1, de base
donnée par (3.5). D'après le Théorème 3.1.1, ela est équivalent au fait que  vérie
















(y) ; x 2  : (3.6)





































Or le système (3.6) peut s'érire

 1














; x 2  ; (3.8)
et en utilisant (3.7) il devient

 1


























; x 2  ; (3.9)





; x 2  :
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Proposition 3.2.3. Lorsque q = 2, les mesures extrémales sont les mesures  de






, t 2℄0; 1[.
Démonstration. Dans e as, les probabilités de transition de la mesure d'entropie
maximale sont uniquement aratérisées par le fait que, lorsque x 6= y, p
xy
est
uniforme en y. Or si  est uniforme en restrition à haun des deux 
i
, pour des
raisons de symétrie, les probabilités de transitions 
xy
de la mesure harmonique,
x 6= y, seront uniformes en y et ainsi la mesure harmonique aura bien les mêmes
probabilités de transition que la mesure d'entropie maximale.
Vérions que es mesures  sont les seules à avoir ette propriété. Remarquons que,





. Ainsi d'après la Proposition 3.1.1, les mesures markoviennes






ont les mêmes probabilités
de transition que la mesure d'entropie maximale et e sont les seules. Ainsi d'après
le Théorème 3.1.1, si la mesure harmonique assoiée à une ertaine mesure  a
les mêmes probabilités de transition que la mesure d'entropie maximale, il existe


















































































































On obtient une équation silaire pour x 2 
2





. Si es équations ont des solutions (e qui dépend du paramètre ), la mesure 
solution est néessairement onstante sur haque 
i
.
Remarque 3.2.1. On peut se demander pour quels paramètres  il existe  telle







que si la ondition













> 0, l'équation (3.10) donne bien une valeur stritement positive à (x)
pour x 2 
1
(de même pour x 2 
2























). Si  n'est pas dans et intervalle, l'équation






n'est pas la base
d'une mesure harmonique.
3.3 Groupes fortement markoviens
An de démontrer le Lemme 3.2.2 qui relie la roisane du groupe au rayon
spetral d'une matrie assoiée, on se plaçe dans un adre plus général, naturel pour
ette propriété.
On suit la présentation du Chapitre 9 de [GdlH90℄.
Dénition 3.3.1. Une grammaire de Markov G est formée des trois ingrédients
suivants :
 Un ensemble ni E d'états dont un élément partiulier  est appelé état initial ;
 Un ensemble ni d'arêtes A et deux appliations  : A ! E et ! : A ! E
(origine et extrémité) ;
 Un ensemble ni S, l'alphabet de G, onstitué de lettres et une appliation
d'étiquetage  : A! S.
On appelle langage engendré par G, L(G), le sous-ensemble de l'ensemble L des
suites nies d'éléments de S formé des éléments ((a
1















) pour 1  i  n  1.











   s
n
Dénition 3.3.2. Soit G un groupe de type ni. On dit que G est un groupe de
Markov s'il existe une grammaire G dont l'alphabet S est un système de générateurs
symétrique de G, et telle que la restrition de  à L(G) est une bijetion entre L(G)
et G.
Dénition 3.3.3. Un groupe de type ni G est dit fortement Markov si, pour tout
système ni S de générateurs de G, il existe une grammaire G dont l'alphabet est S,
telle que la restrition de  à L(G) est une bijetion et de plus préserve les longueurs
naturelles.
Revenons momentanément au adre des produits libres de groupes nis. Si l'on
onsidère le système de générateurs , on peut lui assoier une grammaire de la façon
suivante. En plus de , l'ensemble des états E est formé de q éléments (e
1
;    ; e
q
)
(un pour haque élément du produit libre). On ne met auune arête d'un élément de
E vers lui même ; et d'un élément quelonque de E (y ompris  ) vers un élément
e
i
diérent, on met k
i
arêtes étiquetées par les éléments de 
i
. La restrition de 
au langage engendré par ette grammaire est bien une bijetion sur G et la longueur
d'un mot de ette grammaire est bien égale à la taille (pour j:j

) de l'élément de G
orrespondant.
Chap.3 Générateurs extrémaux dans les produits libres 43
De manière générale, les groupes hyperboliques sont fortement Markov (voir
[GdlH90℄). Un des intérêts de ette notion est de fournir un moyen d'estimer la
roissane de es groupes. Soit G un groupe fortement Markov muni d'un système
ni symétrique de générateurs S et de la grammaire assoiée. On note

S





la roissane de G muni de j:j
S
. SoitM la matrie dont les lignes et les olonnes
sont indexées par E, ave, pour e et f dans E,
M
ef











Pour des raisons pratiques, on prend plutt pour M la matrie dénie de la même












est le veteur indexé par E n fg ave
u
0
(f) = ardfarêtes de  à fg :
On peut alors estimer v
S
à l'aide de M .
Proposition 3.3.1. Notons  le rayon spetral de la matrie M . On a
v
S
= log  :
Démonstration. La matrieM est à termes positifs et irrédutible. On peut alors ap-
pliquer le théorème de Perron-Frobenius. Soit u














appartenant à l'espae invariant par M omplémen-
taire de la droite engendrée par u

. Une autre onséquene du théorème de Frobenius
est que omme u
0
est à termes positifs, la omposante  est stritement positive.











= log  ;
et on en déduit que l'on a également
lim
n!1




= log  :
Remarque 3.3.1. Lorsque la matrie M est une matrie de sous-shift, log  or-
respond à l'entropie topologique de e sous-shift.
44
Revenons à nouveau au adre d'un produit libre de groupes nis, muni du système
de générateurs . Le langage que l'on a onstruit i-dessus ne donne pas une matrie
de sous-shift. Pour en obtenir une, il faut adapter e langage en prenant pour espae
des états la réunion de  et . On relie alors par une arête les éléments de  qui
ne sont pas dans le même 
i
, et on étiquette ette arête par l'élément d'arrivée. On
retombe bien alors sur la matrie introduite au hapitre préédent. On déduit alors
le Lemme 3.2.2 de la proposition qui préède.
Remarque 3.3.2. On ne peut pas espérer étendre de manière simple la méthode
de la Setion 3.2 à e adre plus général ar on a utilisé de manière essentielle
l'identiation du bord ave un ensemble de mots innis.
3.4 Cas où l'ensemble générateur S est quelonque
On se donne dans ette setion un ensemble générateur S   symétrique. On
ne va pas obtenir un résultat omplet omme dans le as où S =  ; mais on va
dans ette setion montrer omment on peut étendre la méthode employée dans la
Setion 3.2.
Pour ela on veut, omme le suggère la Dénition 3.3.3, dénir une grammaire, dont
l'ensemble des états sera , et dont les arêtes seront étiquetées par des éléments de
S ; de sorte que pour haque élément g de G, il y ait un unique élément de L(G) (un
"hemin"), de longueur jgj
S
, qui soit envoyé par  sur g.
Prenons tout d'abord l'exemple suivant : G = Z=4ZZ=5Z, ave Z=4Z= hai et




g. On met des arêtes entre :
 haque élément de Z=4Z n feg et les éléments de longueur 1 de Z=5Z n feg (b
et b
 1
), étiquetée par l'élément d'arrivée ;
 haque élément de Z=5Z n feg et les éléments de longueur 1 de Z=4Z n feg (a
et a
 1
), étiquetée par l'élément d'arrivée ;
 a et a
2
, étiquetée par a ; b et b
2




, étiquetée par b
 1
.
On obtient bien ainsi un unique hemin pour joindre e à haque élément de G ; et
e hemin a pour longueur jgj
S
. En fait on obtient un arbre inlus dans le graphe de
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En symbolisant par des 1 et des 0 les passages autorisés entre les éléments de , on






















0 0 1 1 1 0 0
0 0 0 1 1 0 0
0 0 0 1 1 0 0
1 1 0 0 0 1 0
1 1 0 0 0 0 1
1 1 0 0 0 0 0











On peut adapter ei au as général. L'espae des états est . Soit  un élément
de f1;    ; qg. On met une arête entre haque élément de 

et tout élément de
S nS

, étiquetée par l'élément d'arrivée. Ce sont les seuls "passages" autorisés entre
deux 

distints. A l'intérieur d'un 

, la règle est un peu plus ompliquée. On





















; jbj est le nombre minimal de lettre de S








plus petite pour l'ordre lexiographique (vis à vis de l'ordre que l'on vient de hoisir

















On vérie qu'il y a ainsi un et un seul hemin donnant haque élément g de G et
que la longueur de e hemin est égale à la taille de g : jgj
S
. De plus, il y a au plus
une arête passant d'un élément à l'autre ; on obtient don bien, par le proédé dérit
sur l'exemple préédent, une matrie de sous-shift.
Préisons maintenant l'espae des trajetoires, noté R
1
S
, assoié au sous-shift
que l'on a déni.
Ce n'est plus 
1
ar un élément  = 
1
   
n
   de 
1
peut être obtenu via



















toutes les trajetoires s
1
i











   , 1  i  r
1
, onviennent (et e sont
les seules). On peut ainsi identier R
1
S








. On note 
S
le déalage. Ave la présentation i-dessus, e





(; i+ 1) si i < j
1
j
(; 1) si i = j
1
j
On dénit une distane sur R
1
S



























désignant la longueur de leur partie initiale ommune.
Dans e adre les Lemmes 3.2.1 et 3.2.2 restent valables :






de m pour le déalage (notée h
m













On se donne maintenant une mesure  portée par S. On a besoin d'un ingrédient











est en fait une suspension
du déalage  sur 
1
. On a alors :


































établissent une orrespondane bijetive entre l'espae des probabilités -invariantes
sur 
1






Il est de plus important de remarquer que, vues les formules reliant m à m
S
, es







Ainsi à la mesure markovienne  sur 
1
on peut assoier une mesure -invariante
sur 
1






qui a la même dimension que . On obtient alors, omme dans la Setion
3.2 la proposition suivante :
Proposition 3.4.1. La mesure  portée par S est extrémale si et seulement si la
mesure ~ assoiée à  est la mesure d'entropie maximale du sous-shift assoié à S.
Les aluls dans e as n'aboutissent pas à des expressions simples omme dans la
setion 3.2.
Chapitre 4
Marhe aléatoire sur un groupe
semi-simple : estimation de la
dimension de la mesure harmonique
Dans e hapitre on onsidère une marhe aléatoire sur SL(d;R) (d > 2). On
herhe à estimer la dimension de la mesure harmonique, ou plutt la dimension de
mesures stationnaires sur ertains quotients de la frontière de Poisson, en fontion
de l'entropie asymptotique (ou de l'entropie assoiée à es mêmes -frontières par
la formule (1.2)) et du veteur des exposants de la marhe. On étend également les
résultats à ertains groupes de Lie réels semi-simples.
Dans la première partie du hapitre on rappelle e dont on aura besoin sur
les groupes semi-simples, les espaes symétriques ; on se plae dans ette partie
dans un adre très général, dans lequel s'énone le théorème sur le omportement
asymptotique de la marhe aléatoire ([Kai89℄ pour ette présentation). Ensuite on
se restreint à SL(d;R) pour démontrer le résultat prinipal de e hapitre ; puis on
regarde dans quelle mesure l'on peut l'étendre à des groupes plus généraux.
4.1 Préliminaires et notations
On se donne pour ette setion un groupe de Lie réel G semi-simple onnexe à
entre ni, sans fateur ompat.
4.1.1 Généralités
On note g l'algébre de Lie de G, ad sa représentation adjointe, exp l'appliation
exponentielle de g dans G. Soit  une involution de Cartan de g et g = k  p la
déomposition de Cartan assoiée : k = fX 2 g : (X) = Xg et p = fX 2 g :
(X) =  Xg. Soit K = exp(k) ; 'est un sous-groupe ompat maximal K de G.




Raines, hambres de Weyl





= fX 2 g : 8Y 2 a; [Y;X℄ = (Y )Xg :
L'ensemble  = f 6= 0 : g

6= 0g est appelé système de raines restreintes de g.
Notons m le entralisateur de a dans k et g
0
= m + a. On a alors la déomposition









Chaune des raines s'annule sur un hyperplan de a. On appelle hambres de Weyl
de a les parties onnexes de a privé de es hyperplans. On se xe une de es hambres
noté a
+
. Une raine  est alors dite positive si elle est positive sur a
+
. Un élément de
a est dit régulier s'il est ontenu dans une hambre de Weyl, 'est à dire s'il n'annule
auune des raines. On dit que deux hambres de Weyl sont en opposition si toute
raine positive sur l'une est négative sur l'autre.
Le groupe W engendré par les symétries par rapport à es hyperplans est appelé
le groupe de Weyl (on parle ii de symétries orthogonales par rapport au produit
salaire assoié à la forme de Killing sur a). Vue sa dénition, il agit transitivement
sur les hambres de Weyl. On peut préiser sa struture : il est le quotient du
normalisateur de A = exp(a) dans K par son entralisateur M = exp(m).
Une raine positive est dite simple si elle ne peut pas s'érire omme la somme
de deux raines positives. L'ensemble  (qui dépend du hoix de a
+
) des raines
simples forme une base de  au sens où :
 les éléments de  forment une base de a






, où les m

sont des entiers qui sont






X 2 a : 8 2 ; (X) > 0
	
: (4.1)
Expliitons tout ei dans le as de SL(d;R). L'algèbre de Lie g est alors l'en-
semble des matries à trae nulle, K = SO(d), p  g est l'ensemble des matries
symétriques et on hoisit pour a l'ensemble des matries diagonales à trae nulle.
Si l'on note 
i
l'appliation qui à un élément de a assoie le i
eme
oeient de la












: j < ig ;





: i = 1;    ; d  1g :
On peut représenter le groupe de Weyl par les matries de permutation (M est
l'ensemble des matries diagonales dont les oeients valent 1 ou  1).











Etant donné g dans G, on notera par la suite r(g) l'élément de a
+
tel que la déom-












'est une algèbre de Lie nilpotente. Pui on pose N = exp(n) et A = exp(a). Chaque
élément g de G peut alors s'érire g = kan, ave k 2 K, a 2 A et n 2 N . Cette
déomposition G = KAN est appelée déomposition d'Iwasawa de G. On note
également P := MAN , M = exp(m) étant le entralisateur de A dans K.
4.1.2 Espae symétrique
On garde les notations qui préèdent.
Dénition
On peut munir le quotient S = G=K d'une métrique riemannienne d telle que G
agisse de manière isométrique sur l'espae (S; d) (voir [Ebe96℄). On note o la lasse
de l'identité dans G=K. La métrique d est dénie à partir de la forme de Killing B
sur g :
B(X; Y ) = trae(ad(X)ad(Y )) :
L'espae tangent à S en o s'identie au sous-espae p ; en restrition à p, B est un
produit salaire ; et la struture riemanienne est dénie en translatant e produit
salaire sur S. La distane entre o et go est alors égale à jjr(g)jj, la norme étant
elle assoiée à la forme de Killing. Le groupe G hérite une jauge de ette distane :
jgj = d(o; go).
Dans le as de SL(d;R), la forme de Killing B est donnée par
B(X; Y ) = 2d trae(XY ) :
On a alors, si g = k exp(r(g))k
0
,en notant exp(r(g)) = diag(r
1


















Bord de visibilité, ensemble limite
L'espae symétrique S étant de ourbure setionnelle négative ou nulle, on peut
onstruire une ompatiation de S par la sphère de visibilité ([Ebe96℄) S en dé-
nissant elle-i de la manière suivante : deux rayons géodésiques sont dits équivalents
lorsqu'ils restent à une distane bornée l'un de l'autre ; S est alors le quotient de
l'ensemble des rayons géodésiques par ette relation d'équivalene. La sphère de vi-
sibilité s'identie en fait à la sphère unité de l'espae tangeant en o à S en faisant
orrespondre à haque élément  de S le veteur de norme 1 tangeant en o au rayon
géodésique partant de o et se trouvant dans la lasse de . Une suite (x
n
) d'éléments
de S onverge alors vers un élément  de S si d'une part d(o; x
n
) tend vers l'inni
et d'autre part le veteur direteur du segment géodésique reliant o à x
n
onverge
vers elui du rayon reliant o à .






Le bord S est alors la réunion, H parourant a, des orbites G
H
. Si l'on onsidère la
réunion de es orbites lorsque H 2 a
+
, on obtient l'ensemble S
reg
des éléments ré-
guliers du bord ; l'union est alors disjointe. Le stabilisateur d'un élément de S
reg
est
isomorphe à P . Chaque orbite G
H
, H 2 a
+
, est don isomorphe à G=P . Soulignons
par ailleurs que K agit transitivement sur es orbites.
Soit   un sous-groupe disret de G. On dénit l'ensemble limite de   dans la
ompatiation de visibilité de la manière suivante :
L
 
= Go \ S :
Comme on l'a vu préédemment, S
reg
est en fait égal au produit a
+
G=P . Dans






est soit vide, soit égal à un sous
ensemble 
 
de G=P , qui ne dépend pas de H 2 a
+
: l'ensemble limite est lui même





4.1.3 Comportement asymptotique de la marhe et frontière
de Poisson
On se donne une mesure de probabilité  dont le support engendre en tant que
semi-groupe un sous-groupe disret   de G et on suppose que  possède un moment
d'ordre 1, 'est à dire
X
g2G
(g)d(o; go) <1 :
On sait alors aratériser le omportement asymptotique de la marhe aléatoire
grâe au théorème d'Osseledets ; on sait également dérire sa frontière de Poisson
([Kai85℄, [Led85℄). On adopte ii la présentation, utilisant la géométrie des espaes
symétriques, introduite dans [Kai89℄ (voir aussi [Kai00℄).
La suite (r(x
n




, appelé le veteur des
exposants de Liapunov. Le omportement de la marhe aléatoire est alors dérit par
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= o(n) : (4.2)
Si 





onvergent alors presque sûrement vers un élé-
ment x
1
du bord de visibilité S de S. Plus préisément, les trajetoires onvergent
vers des éléments de l'orbite de 


sous G. Dans e as, G


muni de la distribution
 de x
1
est isomorphe à la frontière de Poisson, que l'on notera (B; ). De plus, si l'on
note P

le groupe laissant xe 








En dénissant une appliation bnd de l'espae des trajetoires vers G=P

qui à x
assoie la lasse d'un élément g vériant la relation (4.2), on a  = bnd(P). De plus,
omme K agit transitivement sur G


, on peut transformer la relation préédente













= o(n) : (4.3)
On supposera de plus par la suite que G est un groupe linéaire algébrique. Si le




([GM89℄) : les exposants sont
séparés. Le sous-groupe P

est alors égal à P (un sous-groupe parabolique minimal).
Remarquons qu'une hypothèse plus faible que la Zariski-densité, hypothèse que l'on
peut faire sans se plaer dans le adre des groupes linéaires algébriques, assure
également que les exposants sont séparés ([GR85℄). Pour des raisons pratiques (et
pare qu'on aura à nouveau besoin de la Zariski-densité au Chapitre 5), on se plaera
néanmoins dans e adre.
Dans le as où G = SL(d;R), P est le groupe des matries triangulaires supé-
rieures et SL(d;R)=P est isomorphe à l'espae des drapeaux omplets. Si le sous-
groupe   n'est pas Zariski-dense, la frontière de Poisson est isomorphe à un quotient
(pas forément strit) de et espae des drapeaux omplets.
4.1.4 Compatiations de Furstenberg
L'ensemble limite dans la ompatiation de visibilité L
 
n'est pas très adapté à
notre problème ar on a vu que les trajetoires de la marhe aléatoire onvergeaient
vers des éléments d'une seule orbite G  L
 
. On suppose pour la suite que  




 G=P , le support de la




. On va envisager
des ompatiations plus adaptées au problème.
On appelle sous-groupe parabolique standard tout sous-groupe fermé de G onte-
nant P . Si P
0
est un tel sous groupe, la mesure harmonique  sur G=P se projète




. On va dénir un ensemble limite de  
dans G=P
0
. L'espae X = G=P
0
est muni de la mesure de Haar (K-invariante) notée
m. On envoie S dans l'ensemble Proba(X) des mesures de probabilité sur X en
assoiant à s = go 2 S la mesure gm. L'espae Proba(X) est ompat en topologie
faible et il ontient X, identié aux mesures de Dira.
Dénition 4.1.1. Lorsque l'appliation dénie préédemment qui envoie S dans
Proba(X) est injetive, on appelle ompatiation de Furstenberg relativement à X
52




Dans [GJT98℄ (h. 4), les onditions de l'injetivité de ette appliation sont disu-
tées. La marhe aléatoire onverge également dans es ompatiations, vers des
éléments de X(voir [GR85℄) ; on dénit alors :
Dénition 4.1.2. ([Gui90℄) On appelle ensemble limite d'un sous-groupe   dans
X = G=P
0




=  :o \X :
Si X = G=P , on retrouve l'ensemble 
 






. Parmi les propriétés des projetées 
0
de , itons la suivante ([GM89℄) :
on peut plonger X dans un espae projetif et dans elui-i, 
0
ne harge auun sous-
ensemble algébrique strit. En partiulier 
0
ne harge auun point. Les propriétés
géométriques de l'ation de G sur G=P
0
entraînent également que la mesure 
0
est
l'unique mesure -stationnaire sur G=P
0
. Ce sont es -frontières ave lesquelles
on va travailler (en pratique les grassmanniennes dans la setion 4.2 ainsi que l'es-
pae projetif dans la partie 5.1.3). Une autre propriété des ensembles limites sera
importante par la suite :
Proposition 4.1.1. ([Gui90℄) Supposons le sous-groupe   Zariski-dense. Alors  




On se servira de e résultat sous la forme suivante :
Corollaire 4.1.1. Supposons le sous-groupe   Zariski-dense. Soit U un ouvert de
X tel que U \ 
X
 
6= ;. Alors il existe des éléments 
1
;    ; 
r













gU est un ouvert  -invariant. Son omplémentaire
est don un ompat  -invariant et vue l'hypothèse U \ 
X
 





























est ompat, on peut extraire un sous-reouvrement ni.
Comme on va s'intéresser à la dimension de la mesure harmonique, dont le sup-
port est l'ensemble limite, une question naturelle se pose : peut-on onnaître la
dimension de 
 
? Un as où l'on peut dire quelquehose est elui des réseaux : l'en-
semble limite est alors G=P tout entier. Par ailleurs, il est démontré dans [Gui90℄
que si   est Zariski-dense, la dimension de 
 
est stritement positive.
En rang 1, si   est onvexe-oompat, ette dimension est égale à l'exposant de
roissane du groupe. En rang supérieur, on peut adapter e résultat. Pour haque
H 2 a
+
, on dénit l'exposant de roissane dans la diretion de H : v
H
( ) ; on dénit
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également un sous-ensemble de l'ensemble limite appelé ensemble limite radial L
rad
 
(voir [Lin04℄). Il est alors démontré dans [Lin04℄ que l'on a l'estimation suivante de











ave égalité sous ertaines onditions. Cependant ette dimension de Hausdor n'est
pas elle relative à la distane que l'on va utiliser par la suite mais à un système de
"boules" déni d'une autre manière (voir [Lin04℄).
Questions : Peut-on établir un lien entre es deux notions de dimensions ? L'en-
semble limite radial est-il de -mesure pleine ?
Remarque 4.1.1. On doit pouvoir préiser dans e as l'inégalité h  lv et montrer




4.2 Lien entre h, les exposants et la dimension de
 : as de SL(d;R )
On se donne un sous-groupe disret   de G = SL(d;R), Zarisky-dense, ainsi
qu'une mesure  dont le support engendre   en tant que semi-groupe et qui admet
un moment d'ordre 1. On note  = diag(e

1
;    ; e

d
) la matrie diagonale des
exposants de Liapunov (" exp(

)" dans (4.3)). On adapte ii la démarhe utilisée
en rang 1 dans [Led83℄.
4.2.1 Minoration de h
On fait tout d'abord une remarque simple : en utilisant la -stationnarité de la




















































C)  h : (4.4)
On va avoir besoin de regarder l'ation de la marhe sur la grassmanienne des
sous-espaes vetoriels de rang i, notée B
i
, i étant ompris entre 1 et d. On a une
projetion naturelle 
i
de l'espae des drapeaux omplets G=P sur elle-i. Plus
préisément, on identie B
i








prend pas en fait pour 
i





^    ^ e
d
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Le groupe G agit ainsi de manière naturelle sur les sous-espaes de rang i et 
i






, et elle-i est -
stationnaire. Par onséquent, on peut dans l'équation (4.4) remplaer  par 
i
. On
aura en fait besoin de ette équation sous une forme un peu diérente.
Lemme 4.2.1. On a la minoration suivante de l'entropie asymptotique :




















Démonstration. Il sut de reprendre le alul fait au début de ette setion en



















An de relier h et la dimension de 
i




à des boules dans B
i
.
Proposition 4.2.1. Quel que soit  > 0, pour presque toute trajetoire x, il existe
un entier N et un ensemble de 
i

















Démonstration. On xe une trajetoire x dans l'ensemble de mesure 1 où les rela-

























; ave log kd
n
k = o(n) : (4.6)
Rappelons que l'on a déni la fontion bnd dans la partie 4.1.3 ; ave les notations


















En utilisant l'expression de x
 1
n
de l'équation (4.6), on obtient (on note maintenant
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+   + 
d
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d
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) désignant la mesure de l'angle entre les droites engendrées par










































































































































Comme on a supposé le sous-groupe   Zariski-dense, on sait que 
i
ne harge auun
point ; don on peut trouver un ensemble C de mesure stritement positive sur lequel
jj est plus grand qu'une onstante.
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La onséquene de la proposition préédente est que l'on a pour presque toute tra-
jetoire x






















Le hoix de translater des ensembles par x
 1
n
plutt que par x
n
peut paraître arbi-
traire. Il s'explique par le lemme qui suit.





(bnd(x)) a pour distribution 
i
.
Démonstration. Rappelons que 
i
























On onlut en utilisant le fait que P est invariante sous U .
Corollaire 4.2.1. Quels que soient  > 0 et  > 0, il existe Æ
0



















 1   :
Démonstration. Un  > 0 étant xé, notons
A =
n



















































Comme A  A

, on a P(A
































don quels que soit  > 0 et  > 0, il existe N
;


























 1   ;




















 1   :
Et on obtient ainsi le résultat.
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4.2.2 Tradution en terme de dimension
On suppose dans ette partie que  =  ; et don  = . Le lemme suivant est
une onséquene du lemme de Bésiovih (voir la dénition 6.3.1) :
Lemme 4.2.3. Il existe une onstante D et un Æ
0
> 0 tels que pour Æ 2℄0; Æ
0
℄ et
pour tout sous-ensemble Z de B
i
, il existe un reouvrement de Z de multipliité D
par des boules de rayon Æ entrées dans Z.




























; Æ) le nombre minimal de boules ave lequel on peut reouvrir E

.
D'après le lemme préédent, il existe un reouvrement de E

de multipliité D par
des boules entrées dans E

. La somme des mesures des boules de e reouvrement
est plus petite que D. Et omme le ardinal du reouvrement est plus grand que
N(E
















































































4.2.3 Remarque sur l'inégalité inverse
Dénition de l'entropie de la marhe aléatoire sur la grasmanienne de
rang i
Pour espérer obtenir l'inégalité inverse, il faut aner un peu l'inégalité (4.5). On





















La propriété suivante est un fait général ; on la démontre dans e as partiulier.
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Proposition 4.2.2. Quel que soit i ompris entre 1 et d, on a h
i
 h.









































e qui donne le résultat. Montrons ette dernière inégalité. Pour tout ensemble me-
















































































Dans ette partie Y désigne un espae sur lequel G agit,  une mesure de pro-
babilité sur G et  une mesure de probabilité sur Y .










































T désignant le déalage dans G
N







T -invariante si et seulement si  est -stationnaire. De plus, s'il existe




  est ergodique. On suppose
maintenant que l'on se trouve dans e as.
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) est une suite de v.a.i.i.d. de loi , d'après le théorème de Birkho

















































(g; y)d(g)d(y) : (4.8)
Minoration de h
i
On a un analogue de l'inégalité (4.5) :
























Démonstration. L'appliation qui à (g; b) dans (G;B
i
















étant de loi . Ainsi haque h
 1
i




































presque sûrement et dans L
1
.





































Supposons maintenant que  est symétrique. En se servant de la Proposition
















Question : Peut-on obtenir une égalité dans l'inégalité i-dessus ?
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4.3 Extension de la majoration de la dimension à
un adre plus général
Dans ette partie G est un groupe linéaire algébrique réel semi-simple onnexe à
entre ni, sans fateur ompat. On se donne un sous-groupe Zarisky-dense disret
  de G, ainsi qu'une mesure de probabilité  sur   dont le support engendre   et
qui admet un moment d'ordre 1.
Rappelons tout d'abord le prinipe de la démonstration dans le as de SL(d;R). On
a utilisé la projetion de G=P sur une grassmanienne B
i
; et on a remarqué que B
i







. On a ensuite utilisé les propriétés





pour démontrer la Proposition 4.2.1.
Pour étendre ela à G, on a besoin de quelques ompléments.
4.3.1 Représentations et sous-groupes paraboliques
Dénition 4.3.1. Une représentation de l'algèbre de Lie g est un morphisme d'al-
gèbre de Lie de g dans sl(V ), V étant un espae vetoriel de dimension nie, réel
ou omplexe.
Dénition 4.3.2. Une représentation (resp : représentation projetive) du groupe
semi-simple G est un morphisme diérentiable de G dans SL(V ) (resp : PSL(V )),
V étant un espae vetoriel de dimension nie (réel ou omplexe).
Une représentation est dite irrédutible si V n'admet pas de sous-espae strit G(ou
g)-invariant. A toute représentation de G orrespond la représentation tangente de
g. Les représentations projetives irrédutibles de G sont ainsi en bijetion ave
les représentations irrédutibles de g ([GJT98℄, Prop. 4.6). On notera de la même
manière une représentation projetive et sa représentation tangente.













6= ;,  est appelé poids de la représentation  ; on note  l'ensemble de es
poids. Parmi eux-i, il y en a un (dit plus haut poids), noté 

, qui est aratérisé









 désignant l'ensemble des raines simples déni dans la Setion 4.1 et les 

étant
















+   + 
i





     :
Chap.4 Groupes semi-simples : estimation de la dimension 61






) apparaisse dans haque poids autre que le plus haut
poids va être important pour la suite.
Dénition 4.3.3. Un sous-groupe fermé de G est dit parabolique standard s'il
ontient P .
Il y a une orrespondane bijetive entre les sous-ensemble I de  et les sous-
groupes paraboliques standards (voir [GJT98℄, 2.7).
Le lien entre représentations et sous-groupes paraboliques standards est le suivant
([GJT98℄, Prop. 4.18 et 4.24). Soit  une représentation irrédutible de G dans un
espae vetoriel V . Soit 






. Alors le stabilisateur
de V

est un sous-groupe parabolique standard, noté P











ompate de P(V ) isomorphe à G=P

. Tous les sous-groupes paraboliques standards
peuvent être obtenus ainsi ([GJT98℄, Prop. 4.27) ; la représentation obtenue n'est
pas toujours dèle.
4.3.2 Appliation
Appliquons maintenant les propriétés rappelées dans la partie préédente. Etant
donnée une représentation irrédutible  sur un espae vetoriel V , on peut eetuer









() est -stationnaire. On a don toujours l'inégalité
du Lemme 4.2.1 :



















(C) > 0. De même on peut dénir une distane
Æ sur G=P

en utilisant le fait qu'il est ontenu dans P(V ) (voir Appendie), le
produit hermitien qui dénit ette distane restant à hoisir.
Il reste à hoisir orretement la représentation  an d'obtenir un analogue de la
Proposition 4.2.1.
On se sert tout d'abord de la orrespondane entre les sous-groupes paraboliques
standards et les I   : on xe une raine  2  et on hoisit I =  n fg ; on
note P









soit le stabilisateur de V






;    omme préédemment.
La Proposition 4.19 et le Lemme B.8 de [GJT98℄ nous permettent alors de déterminer
plus préisément les poids de 

.
Lemme 4.3.1. Les poids  de 

distints du plus haut poids 














étant des entiers positifs ou nuls ; de plus 


   est bien un poids.
Il nous reste à préiser le produit Hermitien sur l'espae vetoriel V portant ette re-
présentation servant à dénir la distane Æ sur P(V ). On hoisit elui dont l'existene
est assurée par la proposition suivante (voir [GJT98℄, Prop. 4.32) :
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Proposition 4.3.1. Etant donnée une représentation irrédutible  : g ! PSL(V ),
il existe sur V un produit hermitien, noté h:; :i, tel que, si u

désigne l'adjoint de u




Rappelons que  désigne l'involution de Cartan sur g.
En partiulier, les éléments deK seront envoyés par  sur des éléments orthonormaux
vis à vis de h:; :i.
Pour des raisons tehniques, on ne travaille pas ave 











. Pour alléger les nota-
tions, on note provisoirement  = 
0

. On adopte les mêmes notations P

;    que
préédemment. On est maintenant en mesure de montrer la proposition suivante :
Proposition 4.3.2. Quel que soit  > 0, pour P-presque toute trajetoire (x
n
), il































o)) = o(n) :












, ave log jjd
n
jj = o(n) ('est une onséquene de
l'équation (5.1)). On pose v = (k)v

; remarquons que v = 































































































































On reprend maintenant l'estimation faite dans la preuve de la Proposition 4.2.1 de






, est un veteur de norme 1






















































































































































































Vues les équations (4.10) et (4.11), le premier terme de e produit est borné et, pour






On abandonne maintenant la simpliation de notation  = 
0

. La suite de e que







; et on obtient ainsi :
Théorème 4.2. Pour toute raine simple  on a, sous les hypothèses préédentes,















Marhe aléatoire sur un groupe
semi-simple : onstrution d'une
mesure harmonique singulière
Dans e hapitre, G est un groupe linéaire algébrique semi-simple onnexe, sans
fateur ompat, et à entre ni. On onsidère des marhes aléatoires sur un sous-
groupe disret Zariski-dense   de G. On a vu au hapitre préédent qu'étant donnée
une mesure , sous ertaines hypothèses sur   et sur , la mesure harmonique
assoiée  est portée par G=P , P étant un sous-groupe parabolique minimal. Notre
but est de onstruire une mesure  telle que la mesure harmonique assoiée  soit
singulière par rapport au type de mesure lisse, 'est à dire par rapport à la mesure
de Haar.
Pour aratériser le fait que la mesure harmonique est singulière, on va utiliser
sa dimension de Hausdor. Notre démarhe va être la suivante : on a montré dans le
Chapitre 4 que la dimension de ertaines projetions de  est majorée par le quotient
de h par la diérene de deux exposants ; on onstruit ii une suite de mesures
(
k
) pour lesquelles lorsque k devient grand, la diérene entre deux exposants est
aussi grande que l'on veut tandis que l'entropie asymptotique reste bornée ; et ainsi
on obtient un exemple de marhe aléatoire dont la mesure harmonique n'est pas
de dimension maximale. On remarque ensuite que si une mesure est absolument
ontinue, sa dimension est la dimension de la variété qui la porte e qui permet de
onlure.
On se restreint tout d'abord au as de SL(d;R). La setion 5.3 est onsarée
à un point de vue plus géométrique sur ette onstrution ; e qui nous permettra
d'étendre la onlusion à ertains groupes semi-simples.
5.1 Constrution : as de SL(d;R )
On se donne un sous-groupe Zarisky-dense disret   de G = SL(d;R).
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5.1.1 Introdution de la suite (
k
)
Dénition 5.1.1. Un élément de SL(d;R) est dit R-régulier s'il est semi-simple
(ie : diagonalisable sur C ) à valeurs propres réelles simples.
Dénition 5.1.2. Un élément de SL(d;R) est dit hyperbolique (resp : elliptique)
s'il est semi-simple à valeurs propres réelles stritement positives (resp : semi-simple
à valeurs propres de module 1).
Lemme 5.1.1. ([BL93℄) Tout sous-groupe Zariski-dense de SL(d;R) ontient des
éléments R-réguliers.
En fait on peut même montrer qu'un tel groupe ontient un élément dont les modules
des valeurs propres sont distints. Quitte à prendre le arré d'un tel élément, on peut
le supposer hyperbolique. On xe pour la suite un élément  R-régulier hyperbolique
dans  .
Remarque 5.1.1. En prenant le arré, on a esamoté une matrie diagonale ave
des 1 et des  1, 'est à dire l'élément elliptique qui apparaît dans la déomposition
d'un élément semi-simple en le produit d'un élément hyperbolique et d'un élément
elliptique qui ommutent (voir partie 5.3.4 ).
On se donne pour la suite de ette setion une mesure  symétrique admettant
un moment d'ordre 1 et dont le support engendre  .


















Remarquons tout d'abord que haque 
k
vérie les hypothèses de l'introdution
et de la setion 4.2. On notera 
k







On herhe à montrer que la dimension d'une de es projetions devient petite










Comme dans le as des espaes hyperboliques on a la propriété suivante :
Proposition 5.1.1. La quantité h(G; 
k
) est bornée par une onstante qui ne dépend
pas de k.







l'inni lorsque k tend vers l'inni. Pour ela, on va utiliser la formule de Furstenberg
et estimer le premier exposant de Liapounov.
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5.1.2 Une remarque sur la formule de Furstenberg
On se plae momentanément dans le adre général de e hapitre.
On se donne une représentation irrédutible  du groupe G sur un espae vetoriel
V , dont on note 

le plus haut poids, V

. Le groupe G agit alors sur P(V ). On
suppose qu'il n'existe sur P(V ) qu'une seule mesure -stationnaire 

.
























pour P-presque toute trajetoire et 

-presque tout v. On a xé une norme jj:jj sur
V ; on peut la hoisir de telle sorte que si k 2 K, alors (k) soit unitaire.
On peut également donner une autre expression pour ette limite. Rappelons que
la formule (4.3) régissant le omportement des trajetoires de la marhe aléatoire se


















o) = o(n). Remarquons qu'alors on a aussi d(o; d
 1
n
o) = o(n). On se sert
alors du fait suivant : omme  est une représentation irrédutible, il existe une
onstante C > 0 telle que







 C ; (5.1)
où r(g) 2 a
+
est la partie "polaire" de g. Cette inégalité entraîne d'une part que
log jj(d
n
)jj = o(n) :





























































u ; que les sous-espaes assoiés
aux diérents poids sont en somme direte ; et que si u est dans un autre de es










u (u est alors moins dilaté que
les éléments de V

). Or, omme 






























































Remarque 5.1.2. La formule de Furstenberg "fontionne" ave une marhe aléa-
toire "à gauhe" ; 'est pour ela qu'ayant déni le veteur des exposants de Liapunov
à partir de la marhe "à droite" on se retouve ave des "  " dans la formule. On
peut ependant remarquer que r(e
 

) est juste le veteur  

"réordonné" (le pre-
mier exposant devient le dernier    ) ; et qu'il orrespond au veteur des exposants
"lassique" de la marhe aléatoire (à gauhe) dénie par .
5.1.3 Estimation des exposants




;    ; 
d
). En onsidérant la représentation de G dans
lui-même, la formule (5.2) nous permet d'exprimer le "premier" (voir Remarque





















, omme dans la setion préédente, la
mesure de probabilité -stationnaire sur P(R
d
).




























































(g)maxflog jjgjj; log jjg
 1
jjg ;
quantité qui est nie ar  admet un moment d'ordre 1.
On diagonalise  :  = hh
 1
,  = diag(
1































































































































































est non vide si  est susamment petit. On va voir que ela entraîne




Lemme 5.1.3. Il existe une onstante C















l'ensemble limite assoié à la ompatiation de Furs-
tenberg dans P(R
d
). D'après le Corollaire 4.1.1, il existe des éléments 
1















Soit alors s tel que es 
i
soient dans le support de 
s


























































































(k) = +1 :






















































































Comme la somme des 
i
vaut 0, on déduit de la proposition préédente :







(k) = +1 :
5.2 Conlusion : as de SL(d;R )
La onlusion repose sur le fait que si la mesure harmonique  est de type lisse
sur l'espae des drapeaux omplets, alors pour haque i, la mesure 
i
onstruite
dans la setion 4.2 est de type lisse sur la grassmanienne. Sa dimension est alors
égale à la dimension d
i
de ette variété (voir l'appendie à e sujet). Or en utilisant
le Théorème 4.1 et le Corollaire 5.1.1 on voit que l'on peut onstruire un exemple








De plus, omme G agit transitivement sur G=P , le type de mesure lisse est ergo-
dique, et omme la mesure harmonique l'est également, si elle n'est pas absolument
ontinue, elle est singulière. On en déduit :
Théorème 5.1. Soit   un sous-groupe disret Zariski-dense de SL(d;R). Il existe
sur   une mesure  symétrique dont le support engendre   et admettant un moment
d'ordre 1 telle que la mesure harmonique assoiée  soit singulière par rapport au
type de mesure lisse sur l'espae des drapeaux omplets. De plus si   est niment
engendré,  peut être hoisie à support ni.
Remarque 5.2.1. Bien sûr le théorème préédent n'a d'intérêt que lorsque l'en-
semble limite est G=P (lorsque   est un réseau par exemple), sinon la dimension
de l'ensemble limite, qui porte la mesure harmonique, est stritement inférieure à
elle de G=P et la mesure harmonique ne peut pas être lisse. Dans e as, il serait
intéressant de montrer que l'on peut rendre la dimension de la mesure harmonique





aussi grands que l'on veut, et non pas un seul omme on l'a fait.
Remarque 5.2.2. En fait, l'hypothèse selon laquelle   est disret ne sert pas, sauf
pour savoir que l'espae des drapeaux omplets muni de la mesure -stationnaire est
bien la frontière de Poisson. Le théorème préédent est don toujours valable sans
ette hypothèse et en remplaçant la mesure harmonique assoiée  par la mesure
-stationnaire sur l'espae des drapeaux omplets.
5.3 Un point de vue géométrique sur ette onstru-
tion
On revient dans ette setion au as général évoqué dans l'introdution de e
hapitre. On se donne un sous-groupe Zarisky-dense disret   de G. On va onstruire
une suite (
k
) similaire à elle utilisée dans le as de SL(d;R). Dans e as, on a
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montré que la diérene entre deux exposants tend vers l'inni (Corollaire 5.1.1),
'est à dire qu'une des raines simples évaluée sur le veteur des exposants 

tend
vers l'inni. Vue la formule du Théorème 4.2, 'est également e qu'il faut faire dans
le as général si l'on veut montrer que la dimension de la mesure harmonique (ou
plutt d'une de ses projetions) devient petite. Un autre moyen de montrer ela est
de montrer que la vitesse de fuite l(G; ) de la marhe aléatoire devient grande.
En eet, vu le omportement de la marhe aléatoire dérit par la formule (4.3),
l(G; ) = jj





An d'estimer ette vitesse de fuite, on va envisager le problème sous un angle
plus géométrique : le groupe G est, au entre près, la omposante onnexe de l'iden-
tité du groupe des isométries de l'espae symétrique S = G=K. Cet espae est de
type non-ompat ar G est sans fateur ompat (voir [Ebe96℄). Après avoir donné
une formule pour la vitesse de fuite, on va utiliser les propriétés de es espaes an
d'estimer la vitesse de fuite des marhes assoiées des mesures 
k
onstruites de
manière similaire à elles de la Setion 5.1.
5.3.1 Une formule intégrale pour la vitesse de fuite
Dans ette partie, on peut élargir enore le adre et supposer que G est le groupe
des isométries d'un espae de Hadamard. On peut alors dénir le oyle de Buse-
mann assoié à un rayon géodésique y omme étant la fontion qui à x et z dans S
assoie la limite lorsque t tend vers +1 de la quantité [d(z; y(t))   d(x; y(t))℄. En
fait, on sait ([Bal95℄) que ette limite ne dépend que de la lasse de y dans la sphère
de visibilité. Ainsi on peut dénir le oyle de Busemann sur elle-i en posant,
pour  dans S et x et z dans S :











) étant une suite d'éléments de S ayant pour limite . Si l'on xe la première
oordonnée (par la suite souvent o), les lignes de niveaux fz : 






Horosphère en rang 1
β (ο,ξ z)−
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La démonstration de la Proposition 2.2.1 s'applique alors de manière inhangée
et l'on a :
Proposition 5.3.1. Soit  une mesure de probabilité sur G ayant un moment
d'ordre 1 et telle que les trajetoires de la marhe aléatoire assoiée (x
n
) onvergent
presque sûrement vers un élément x
1
de S, dont on note  la distribution. Alors












5.3.2 Frontière de Furstenberg, ellules de Bruhat
On aura besoin de voir la frontière de Poisson sous un autre angle. Donnons tout
d'abord quelque dénitions omplémentaires.
On appelle plat de S tout sous-espae géodésique isométrique à un espae eulidien
et qui est de dimension maximale. Cette dimension est appelée le rang de S ; 'est
également la dimension de a ; en eet, les plats de S sont Ao ainsi que tous ses
translatés. Via l'appliation exponentielle, on fait orrespondre aux hambres de
Weyl dans a des hambres de Weil dans Ao ; A
+
o est la hambre de Ao orrespondant
à a
+
. L'ensemble des hambres de Weyl de S est l'obite de A
+
o sous G (les notations
sont elles introduites dans les préliminaires du Chapitre 4).
Un élément de a est dit régulier s'il est ontenu dans une hambre de Weyl, 'est à
dire s'il n'annule auune des raines. Un veteur tangent quelonque à S est régulier
s'il est l'image par un élément de G d'un élément régulier de a. Une géodésique
est dite régulière si ses veteurs direteurs le sont. Elle a alors la propriété d'être
ontenue dans un unique plat. Un élément  de S est dit régulier si la géodésique
joignant o à  est régulière.
Dénition 5.3.1. ([Mos73℄, voir aussi l'appendie 5 de [BGS85℄) On appelle fron-
tière de Furstenberg, notée F , l'ensemble des lasses d'équivalene des hambres de
Weyl pour la relation suivante : deux hambres sont équivalentes si elles se trouvent
à une distane de Hausdor nie l'une de l'autre.
Cet espae va nous être utile pour appréhender la frontière de Poisson ; en eet :
Proposition 5.3.2. ([Mos73℄) La frontière de Furstenberg est isomorphe à G=P .




4.1.3) à ette même frontière vue omme F . On peut le faire de la manière suivante :
si  est un élément régulier de S, et si y est la géodésique joignant o à , y est
ontenue dans une unique hambre de Weyl basée en o ; on note f() la lasse
de ette hambre dans la frontière de Furstenberg. Si l'on munit l'ensemble des
lasses des hambres de Weyl de l'ation naturelle de G, on a ainsi onstruit un
isomorphisme G-équivariant entre G


et et espae. L'espae F muni de l'image
par l'appliation préédente de la mesure , que l'on notera toujours , est alors
isomorphe à la frontière de Poisson de la marhe.
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l'union (disjointe) étant prise sur l'ensemble des éléments w du groupe de Weyl (on
hoisit un représentant pour haque). On note f
0
l'élément de F asoié à la hambre
A
+
o. Cette déomposition induit alors une déomposition de F = G=P selon les
orbites sous P des hambres wf
0
. Ces orbites sont appelées ellules de Bruhat.
Deux éléments de f et f
0
de F sont dits en opposition s'il existe un plat dans lequel
une hambre  est dans la lasse de l'un tandis que   est dans la lasse de l'autre ;
un tel plat est alors unique, on le note F (f; f
0





, où l'on a noté w
0
un représentant de l'élément de W qui
envoie f
0





l'ensemble des lasses des hambres en opposition ave f
0
.
Dans le as de SL(d;R), w
0
orrespond à la matrie de permutation qui a des 1 sur
l'antidiagonale et des 0 ailleurs (ave éventuellement un  1 suivant la parité de d
pour que le déterminant reste égal à 1).














Cei nous permet en partiulier de onnaître la dimension de ette ellule. On montre
(voir [Hel78℄) que ette ellule est l'unique ellule de dimension maximale et qu'elle
forme un ouvert dense de F , l'ensemble des ellules formant un omplexe.














On a alors :
Lemme 5.3.1. Les ensembles






Démonstration. La fontion 
0














dans R. Quelle forme prend alors 
0










(n) = d(o; nAo) :




et de elle de l'ation de G sur
S, on en déduit que 
0





Il faut ensuite s'assurer que lorsqu'une suite (f
k









) tend vers l'inni. Si ette quantité est
bornée, alors (ave les notations préédentes) (d(n
 1
k
o; Ao)) est bornée et (n
k
) reste
dans un ompat de N don (f
k





Remarque 5.3.1. On a déni les ellules de Bruhat assoiées à f
0
, mais e qui
préède reste valable si l'on xe un autre élément f de F , la ellule prinipale étant
dénie omme l'ensemble des lasses des hambres de Weyl en opposition ave f .
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Revenons à la mesure harmonique : sous l'hypothèse selon laquelle le sous-groupe
  engendré par le support de  est Zarisky-dense, la mesure harmonique  possède
la propriété suivante ([GR85℄, voir aussi [Kai00℄) :
Proposition 5.3.4. Si l'on xe f dans F , la ellule de Bruhat prinipale assoiée
est de -mesure 1.
Cette propriété est également une onséquene du fait que le omplémentaire de la
ellule prinipale est un sous-ensemble algébrique strit, qui est don de -mesure
nulle ([GM89℄). Dans le as de SL(d;R), il s'agit de l'ensemble des drapeaux qui ne
sont pas en opposition ave elui assoié à f .
5.3.3 Une illustration : le as du bidisque
On illustre ii e qui préède sur la distane entre o et les plats dans le as de





de la struture riemanienne produit. Cet exemple présente l'avantage que l'on peut





















Les hambres de Weyl de e plat sont les 4 quartiers délimités par les géodésiques





. Ainsi e bord est un tore.














la ellule prinipale assoiée. Les hambres en opposition ave elles
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) dans le bord de




























Caratérisons maintenant le fait qu'un plat soit loin de l'origine. Si la lasse








, ela signie que 
1





est prohe de 
2
+
(ar la topologie sur le bord de Furstenberg oinide ave
la topologie produit). Supposons par exemple que 
1
+













Et pour que n:0 ! 1, il faut t ! 1. Mais alors d(o; nAo) ! 1 (e qu'illustre le
















5.3.4 Choix de l'élément 
On se donne pour la suite de ette setion une mesure de probabilité  sur  
symétrique, dont le support engendre   et admettant un moment d'ordre 1. On va

















On a besoin de préisions sur l'élément  hoisi. On étend pour ela les dénitions
de la partie 5.1.1.
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Dénition 5.3.2. Un élément de G est dit semi-simple si Ad(g) est semi-simple en
tant qu'élément de GL(g).
Dénition 5.3.3. Un élément semi-simple de G est dit hyperbolique (resp. ellip-
tique) si les valeurs propres de Ad(g) sont réelles (resp. de module 1).
Tout élément semi-simple g se déompose : g = fh, ave f elliptique, h hyperbolique,
et fh = hf . On aura besoin de onnaître la façon dont es éléments agissent sur
S. Pour ela, on dénit la fontion de déplaement assoiée à une isométrie g :
d
g
(p) = d(p; gp).
Dénition 5.3.4. On dit qu'une isométrie g est axiale si d
g
a un minimum (atteint)
stritement positif.
On a alors (voir [Ebe96℄) :
Proposition 5.3.5. Une isométrie g est axiale si et seulement si elle est semi-simple
non-elliptique.
Si g est axiale, le lieu où d
g
atteint son minimum est un onvexe totalement géodé-
sique (voir [Ebe96℄) sur lequel g agit par translation, appelé son axe.
Dénition 5.3.5. Une isométrie hyperbolique h s'érit h = e
H
ave H 2 p. On dit
que h est régulier si H est onjugué à un élément de a
+
.
Dénition 5.3.6. ([Ben97℄) Un élément de G est R-régulier si et seulement si sa
omposante hyperbolique (dans la déomposition de Jordan) est régulière.
Comme   est Zariski-dense, il existe dans   un élément R-régulier ([BL93℄) (en
fait, l'ensemble de es éléments est Zariski-dense). Or les éléments R-réguliers sont
semi-simples ; il existe don dans   un élément  semi-simple dont la omposante
hyperbolique est régulière. On xe un tel  pour la suite.
Notons C l'axe de  ; C est la réunion de géodésiques parallèles, translatées par .
De plus, C est en fait un plat ar  est R-régulier. Pour tout point x de S, (
n
x)
admet lorsque n tend vers plus ou moins l'inni une limite dans S ne dépendant
pas de x, que l'on note 

. Comme  est R-régulier, es points sont dans S
reg
.
5.3.5 Estimation de la vitesse de fuite
Les hypothèses de la Proposition 5.3.1 sont bien sûr vériées par la marhe
aléatoire assoiée à 
k























































o)j est majoré par jgj, le premier terme de ette somme est majoré


























On va s'ouper par la suite du premier terme de ette somme.










On reprend les notations du 5.3.4. On note par ailleurs d
0
l'amplitude de la





















On montre tout d'abord, grae à la onvexité de la distane, que ette quantité est
bornée inférieurement par une onstante :





























En se servant du fait que
d(y; 
k
)  d(y; (kd
0




) + d(y; 
 k
)  2d(y; o)  d(y; (kd
0
)) + d(y; ( kd
0
))  2d(y; !)  4d(!; o) :
Or pour haque y, la fontion x 7! d(x; y) est onvexe ; en partiulier la fontion
t 7! d((t); y) est onvexe et don
d(y; (kd
0
)) + d(y; ( kd
0










)   4d(!; o) :
On va ensuite montrer que sur un ensemble dont la 
k
-mesure reste "assez grande"





























Rappelons qu'étant donnés deux éléments f et f
0
de F en opposition, on note
F (f; f
0
) le plat pour lequel f et f
0
sont les lasses respetives de deux hambres
opposées.




) dans des plats
adaptés. En eet, on sait estimer le oyle de Busemann dans R
r
:
Lemme 5.3.2. Dans R
r
, si  est un point de la sphère à l'inni et y un rayon
















moyennant une erreur qu'il faudra ontrler, se plaer dans le plat F (f(
+
); f()).
Proposition 5.3.7. Soit  dans 
 ; on note o
0
le projeté de o sur F (f(
+
); f())




et . Alors quel que soit









)  2d(o; !) :
Démonstration. On note 
0




























































En se servant du fait que la fontion t! d((t); 
0







))  2d(o; !) + d(o; o
0
) :












Notons que dans l'inégalité de la proposition préédente, os( ) dépend de  ;




) sur un ensemble dont la 
k
-mesure
reste plus grande qu'une onstante. On fait alors la remarque suivante : dans le plat
F (f(
+
); f()), les rayons géodésiques joignant o
0





hambres de Weyl opposées ; or on a :
Lemme 5.3.3. Etant donné un rayon géodésique intérieur à une hambre de Weyl,
un rayon situé dans une hambre opposée fait ave le préédent un angle minoré par
une onstante stritement supérieure à =2.
Démonstration. Tous les plats et les hambres de Weyl étant isométriques, on peut
se ramener au as de a
+
et de sa hambre opposée. Notons, pour haque raine ,H

l'élément de a tel que pour tout X dans a, (X) = B(X;H

). Rappelons (relation
(4.1)) que la hambre a
+





X 2 a : 8 2 ; B(H

; X) > 0
	
;
et la hambre opposée par la ondition inverse. Or on onnaît la position relative de




) < 0. On note
maintenant H
1
;    ; H
d 1
les éléments de .
On se ramène tout d'abord au as où les raines font des angles =2 entre elles.Pour
ela, on orthogonalise la base (H
i

































On montre alors par réurrene que r
0
i
est une ombinaison linéaire à oeients
positifs des H
j
, j  i ('est ii que sert notre onnaissane de la position relative
des raines).




et un élément v
 












































) < 0. En
termes géométriques, on a inlu le ne a
+
(et son opposé) dans un ne dont les
parois sont des hyperplans dénis par un système de veteurs orthogonaux.
On se plae maintenant dans e as : H
1
;    ; H
d 1






























) < 0 :




parourt la hambre opposée à a
+
et reste de norme









est minoré par une onstante 
0
> =2.
Ainsi il existe une onstante C > 0, qui ne dépend pas de k, telle que dans la Propo-
sition 5.3.7, quel que soit  dans 
, os( )  C. Par ailleurs, on a une propriété
analogue à elle de ette proposition ave 
 
. On obtient ainsi une onstante C > 0
telle que, lorsque  est dans 













); f())) 2d(o; F (f(
 
); f())) 4d(o; !) :
(5.6)
Vue l'équation préédente, il nous reste à ontrler la quantité d(o; F (f(
+
); f())),
plus préisément à montrer qu'elle reste bornée sur un ensemble dont la 
k
-mesure
reste plus grande qu'une onstante.
Remarque 5.3.2. Remarquons l'analogie ave le as hyperbolique : dans e as,
le Lemme 2.4.1 et la proposition qui suit servent à majorer le produit de Gromov
(
+
j) ; mais e produit peut être vu, à une onstante près, omme la distane de o
à la géodésique (qui joue le rle de plat en rang 1) joignant 
+
à .



















 g [ f
+
 g. On va montrer qu'il existe 
0
tel que quel





) est minoré par une onstante stritement positive. Grâe au
Lemme 5.3.1, on sait que les O

sont des fermés.





assoié à   soit non vide.
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= ;. Alors on a,
omme 
 





















deux ensemble de -mesure 1 (Proposition 5.3.4).
En se servant de la minimalité de l'ensemble limite on obtient alors :
Proposition 5.3.9. Ave les notations préédentes, il existe  et une onstante





)  L :
Démonstration. On prend  omme dans la proposition préédente ; puis on utilise
le Corollaire 4.1.1 qui donne l'existene d'éléments 
1
;    ; 
r


















































et si on hoisit s tel que tous les 
i














































Retour à la vitesse de fuite
On déduit de e qui préède, en adoptant les mêmes notations :







) = +1 :

























  d(o; !) :

















5.4 Conlusion dans le as général
On a remarqué dans l'introdution de la Setion 5.3 que la proposition préé-






lorsque k devient grand.
Etant donné un groupe G linéaire algébrique semi-simple onnexe, sans fateur om-
pat, et à entre ni, en se servant de e qui préède et du Théorème 4.2, et en
appliquant le même raisonnement que dans la Setion 5.2, on obtient l'analogue du
Théorème 5.1 :
Théorème 5.2. Soit   un sous-groupe disret Zariski-dense de G. Il existe sur
  une mesure  symétrique dont le support engendre   et admettant un moment
d'ordre 1 telle que la mesure harmonique assoiée  soit singulière par rapport au




La dimension la plus ouremment utilisée est elle de Hausdor, mais on aura
besoin d'en utiliser d'autres. On rappelle ii es diverses dénitions de la dimension
d'un ensemble ou d'une mesure. La référene prinipale est [Pes97℄, dont on adopte
les onventions.
6.1 Généralités
6.1.1 Dimension des ensembles
On se donne un espae métrique omplet (X; d).












la borne inférieure étant prise sur l'ensemble des reouvrements G

de Z par des
ouverts de diamètre inférieur ou égal à . Clairement 'est une fontion roissante
de . On peut don poser
m
H













On montre ensuite qu'il existe 
0
tel que




(Z; ) = 0 ;


















(Z; ) = +1
	
: (6.1)
Cette quantité est appelée dimension de Hausdor de Z.














la borne inférieure étant ette fois prise sur l'ensemble des reouvrements G

de Z par
des ouverts de diamètre égal à . Il n'est plus lair que 'est une fontion roissante
de . On pose alors
 m
H









































On dispose d'un premier moyen d'estimer es "box" dimensions (voir [Pes97℄)
Proposition 6.1.1. Notons N(Z; ) le nombre minimum de boules de diamètre 
néessaire pour reouvrir Z. On a alors
dim
B












6.1.2 Dimension des mesures




























L'estimation de la dimension d'un ensemble, et a fortiori de elle d'une mesure vue
les dénitions préédentes, est généralement ompliquée. An d'évaluer plus direte-
ment la dimension d'une mesure, on introduit les dimensions pontuelles inférieure
et supérieure en un point x :
dim
P











Ces dimensions pontuelles nous permettrons d'estimer elle de Hausdor moyen-
nant une ondition sur (X; d) :
Dénition 6.1.1. Un espae métrique (X; d) est dit de multipliité nie s'il existe
K > 0 et 
0
> 0 tels que pour tout  2℄0; 
0
[ et pour tout Z  X, il existe un
reouvrement de Z par des boules entrées en Z de rayon  de multipliité K ('est
à dire tel que tout point soit au plus dans K boules).
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Proposition 6.1.2. Soit (X; d) un espae de multipliité nie. Soit  une mesure
de probabilité sur X. S'il existe une onstante d telle que dim
P
(x)  d -presque
sûrement, alors dim
B
  d :
Démonstration. Notons  l'ensemble de -mesure 1 sur lequel dim
P
(x)  d. Pour
tout Æ > 0 et pour haque x dans , il existe r
Æ





 d+ Æ ;
et don B(x; r)  r
d+Æ
. Notons alors 
Æ;
= fx : r
Æ
















= () = 1 ;
quel que soit  > 0, il existe 
Æ;








 1   :
Soient 
0
et K les onstantes intervenant dans la dénition de la multipliité nie.




. Soit alors r < 
Æ;
et G un reouvrement
de multipliité K de 
Æ;













)  d + Æ et inffdim
B
Z : (Z)  1   g  d + Æ. Cei étant vrai
pour tout Æ et tout , on obtient dim
B
  d.
De même si dim
P
(x)  d -presque sûrement, alors dim
H
  d. Une mesure





-presque sûrement est dite exate dimensionnelle. Vues les inégalités préédentes,
toutes les dimensions sont alors égales.
6.2 Cas du bord d'un groupe hyperbolique
Dans le Chapitre 2, on majore la dimension de Hausdor de la mesure har-
monique grâe à la dimension pontuelle ; on a don besoin que (X; d
a
) soit de











, alors les boules de taille e
n
forment une partition de
X, qui est don bien de multipliité nie.
Proposition 6.2.1. Soit G un groupe hyperbolique. Alors son bord hyperbolique G,
muni d'une métrique d
a
dénie au (2.1.1) est de multipliité nie.
Démonstration. Soit Z un sous-ensemble de G. Remarquons que si des rayons




de Z passent par un même point x tel














Pour haque mot w de longueur n par lequel passe un rayon géodésique [o; [,
ave  2 Z, on hoisit un ertain 
w
ayant ette propriété et l'on onsidère la boule
entrée en 
w
de largeur  = a
 n
. D'après e que l'on vient de dire, l'ensemble de
es boules onstitue un reouvrement de Z.
On va maintenent montrer que es reouvrements sont de multipliité uniformé-
ment bornée en n. Soit n > 0 ; posons  = a
 n
. On xe une boule entrée en un
ertain point  du bord de taille  : B(; ) ; on note w le mot de longueur n par
lequel passe le rayon [o; [. Soit alors 
0
un autre point dans B(; ) et w
0
le mot de


















































) = n  d(w;w
0
) ; on déduit don de e qui préède
d(w;w
0
)  2 log
a
+ 2Æ :
Or omme G est niment engendré, il n'y a qu'un nombre ni de mots w
0
à une
distane bornée de w.
Remarque 6.2.1. Cette propriété s'étend dans une ertaine mesure dans le as
général où X n'est pas le graphe de Cayley d'un groupe hyperbolique et où G est un
sous-groupe d'isométries de X. En eet, si l'on suppose que G est quasi-onvexe-
oompat (voir [Coo93℄), alors l'orbite de o sous G est quasi-isométrique au graphe
de Cayley de G, et la démonstration qui préède s'applique don également.
6.3 Cas des Grassmanniennes
On désigne par P
0
un groupe parabolique quelonque d'un groupe semi-simple
G ; G=P
0
est alors un variété lisse ompate. On dénit le type de mesure lisse sur
G=P
0








; et on dit qu'une
mesurem surG=P
0




est absolument ontinue par rapport à la mesure de Lebesgue. C'est en partiulier
le type de la mesure de Haar. Si d est une distane sur G=P
0
qui rend les artes






est ompate, on peut en extraire un reouvrement ni
sur lequel les artes seront lipshitziennes, et ainsi obtenir une onstante de lipshitz
uniforme. Deux distane ayant ette propriété sont don équivalentes et induisent
par onséquent les mêmes dimensions pour les ensembles. On a ependant besoin de
préiser la distane utilisée an de pouvoir estimer es dimensions.
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Lorsque G = SL(d;R) et P
i
est un sous-groupe parabolique maximal, on dénit
sur G=P
i
une distane Æ (K-invariante) en le onsidérant omme un sous-ensemble







. En eet, si V est un espae vetoriel réel muni d'un
produit salaire, la valeur absolue du sinus de l'angle entre deux droites x et de y























dénit également une distane (distane de Fubini-Study) sur P(V ) (voir par exemple
[Gol99℄).
On aura besoin de ertaines propriétés "de reouvrement" de es espaes.
Dénition 6.3.1. Un espae métrique (X; d) est un espae de Besiovih si pour
tout sous-ensemble Z de X et toute fontion bornée r : Z ! R
+
, le reouvrement
G = fB(x; r(x)) : x 2 Zg
ontient un sous-reouvrement dénombrable dont la multipliité est bornée par une
onstante ne dépendant que de (X; d).
Le lemme de Besiovih arme justement que les R
n
munis de la distane eulidienne
sont des espaes de Besiovih. Remarquons qu'un espae de Besiovih est un espae
de multipliité nie.
Comme on l'a dit préédemment, on peut hoisir des artes sur G=P
0
(muni de Æ)
-liphitziennes ainsi que leurs inverses,  étant uniforme. Les espaes (G=P
0
; Æ)
héritent don de la propriété de Besiovih de R
dim G=P
0
. Cela a également pour
onséquene, omme la dimension telle qu'on l'a dénie est invariante par homéo-
morphisme lipshitzien d'inverse également lipshitzien, que les mesures lisses ont




du théorème de Lebesgue).
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