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In a previous paper Hsu (1971), it was pointed out that the shortened cyclic 
codes generated by g(x) = (x c + 1)gl(x) have the best rate of transmission 
when it is used as error correcting codes in a compound channel. The shortened 
cyclic codes are of length N -~ c where N and c are relatively prime and gl(x) 
generates a cyclic code of length N with drain >~ 2t -t- 1. This paper studies 
the random error decoding algorithms for the shortened cyclic codes. Two 
random error decoding algorithms are presented. 
It is also found that if gl(x) generates a maximum length code, then N and c 
are not required to be relatively prime. The shortened cyclic codes generated 
can be easily decoded without using the two random error decoding algorithms 
presented. This result is also reported. 
I .  INTRODUCTION 
In a previous paper Hsu (1971), it was pointed out that the shortened 
cyclic codes generated by g(x) = (x ~ + 1)gl(x), where gl(x) generates a
cyclic code of length N with drain >~ 2t -}- 1 is very suitable to be used as 
error correcting codes in a compound channel. However, the decoding 
algorithm for gl(x) can not be applied to decode the shortened cyclic codes 
generated by g(x) ~ (x c + 1) gl(x). 
This paper studies the random error decoding algorithm for the shortened 
cyclic codes generated by g(x) ~- (x c -b 1)gl(x). It is found that if a(x) is a 
code polynomial of the shortened cyclic code, and a(x) =-- al(x)(mod xN -[- 1), 
where deg(al(x)) < N, then both a(x) and al(x ) are capable of correcting t 
random errors. By taking advantage of this property, two random error 
decoding algorithms are developed in this paper. 
In addition to the two random error decoding algorithms presented, this 
paper also considers the shortened cyclic codes generated by g(x) ~ (x ~ ~ 1) 
g~(x), where g~(x) generates a maximum length code. It is found that the 
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shortened cyclic codes generated can be easily decoded without using the 
two random error decoding algorithms presented. 
It is assumed that the reader is already familiar with the properties and 
the requirements of a compound channel. For those who are not familiar 
with the subjects, they are referred to Hsu, Kasami and Chien (1968). It is 
also necessary that the reader is familiar with the BCH codes (Bose (1960), 
Hocquenghem (1959)), the majority decodable cyclic codes (Kasami (1968), 
Weldon (1968), Goethals (1968)), and their decoding algorithms. For a 
detailed iscussion of the decoding algorithms, ee Peterson (1961), Lin (1970) 
and Berlekamp (1968). 
II. PRELIMINARIES AND PRESENTATION OF RESULTS 
A cyclic code with drain ~ 2t + 1 is always referred to a BCH code or 
a majority decodable cyclic code with drain ~ 2t + 1. 
The symbols used in this paper are: 
t 
b 
wt(f(x)) 
L(f(x)) 
random error correction capability 
burst error correction capability 
total number of non-zero terms in f(x) 
If f(x) = x~f~(x), where f~(x) = 1 q- Zi=l ci x~, 
where ci ~ {0, 1}, thenL(f(x)) = deg(fl(x)) q- 1. 
It is always assumed that gl(x) generates a cyclic code of length N with 
drain ~2t+ 1. 
The reason that the random error decoding algorithm for gl(x) is no 
longer applicable to the shortened cyclic codes is explained as follows: 
If gl(x) generates a majority decodable cyclic code of length N, then it is 
obvious that the majority decoding algorithm is no longer applicable to the 
shortened cyclic code of length N + c. 
The BCH decoding algorithm is based on the assumption that there 
exists a primitive n-th root of unity ~ such that all the code polynomials 
have ~o+i, 0 ~< i ~ (d -- 2) as roots, where m 0 is an integer. Clearly there 
exists no such ~ for the shortened cyclic codes generated by g(x)~= 
(x e + 1)gl(x). Otherwise the shortened cyclic codes generated are shortened 
BCH codes which is clearly not true. 
As a result, it is necessary to develop a new random error decoding 
algorithm for the shortened cyclic codes. 
DECODING OF CYCLIC CODES 
A few basic theorems are presented in the following. 
LEMMA 1. I f  g.c.d. (N, c) = 1, then g.e.d. 
( . x~+l  x~ + 1)= 1. 
x+l  ' x+ l  
Proof. Suppose that 
x + l l g.c.d.( xu + l x*+l ) ,  
x#f  'xT  
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and l is the period of p(x), where l > 1. Then l] g.c.d. (N, c), which is a 
contradiction. 
Therefore 
[ X N -~- 1 X ~ + 1 
g.c.d. ~-Ti '~T1/=1 Q.E.D. t 
As a result of lemma 1, there exist G(x) and H(x) such that 
H(x) • x~ + 1 x n 
x+l  +G(x)"  x+l+l _1 .  
The shortened cyclic codes generated by g(x) = (x ~ + 1)ga(x) is stated in 
theorem 1. 
THEOREM 1. I f  c > t, then g(x) =- (x ~ + 1)gl(x), where g.c.d. (N, c) = 1 
generates a shortened cyclic code of length N + c with drain >/2t + 2. 
For the proof, see Hsu (1971). 
Theorem 2 states the Chinese Remainder Theorem. 
THEOREM 2. Let fl(x) and f2(x) be two relatively primitive polynomials. I] 
deg(a(x)) < deg(fl(x)f2(x)), and a(x) ~ al(x)(mod f~(x)), a(x) ~-- a~(x) 
(modfa(x)), then there exists a unique solution for a(x) mod fl(x) f~(x ). 
then x 2+l lxN+l  and x 2+l lx~+l .  As a result, 2[g.c.d.(N,c), 
which is a contradiction. 
Suppose that 
(xg+l  xC -}- 1 ) 
p(x) ig.c.d. - x~ l "  ' x+ l - '  
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if A(x) Fl(x) + A(x) F2(x) ---- l, then a(x) --~ F2(x) A(x) al(x) + el(X) A(x) 
a~(x) (mod A(x) f~(x)). 
LEMMA 2. (a) I f  L(B(x)) ~ c and B(x) =- Bl(x ) (mod x * + 1), then 
wt(B(x)) = wt(Bl(X)) , where deg(Bl(X)) ~ c - -  1. 
(b) I f  L(E(x)) > c, and E(x) ~ El(X ) (mod x c + 1), then wt(El(x)) 
wt(E(x)). 
Lemma 2 is an obvious result, no proof is therefore supplied. 
Theorem 3 states that the cosets of burst errors are disjoint from the 
cosets of random errors. 
THEOREM 3. In the coset expansion of the shortened cyclic codes generated 
by g(x) = (x e + 1)gl(x), the cosets of all the single burst errors of length ~c 
are disjoint from the cosets of all the random errors of weight <~ t. 
Proof. Suppose that B(x) =- E(x) (mod g(x)), where B(x) is a correctible 
burst-error pattern, L(B(x)) <~ c, wt(B(x)) > t and E(x) is a correctible 
random error pattern, L(E(x)) > c and wt(E(x)) <~ t. Then B(x) ~ E(x) 
(mod x e + 1) ..- (equation 1). 
I f  B(x)~--Bl(x)(modx c+ 1) and E(x)=~El(x ) (modx c+ 1), where 
deg(Bl(x)) , deg(El(x)) < c then Eq. 1 implies that Bl(x ) = El(x). Therefore 
wt(Bl(x)) and wt(El(x)) must be equal. Since wt(Bl(x))= wt(B(x)) > t 
(lemma 2) and wt(El(x)) <~ wt(E(x)) <~ t (lemma 2), wt(Bl(x)) ¢ wt(El(x)) 
which is clearly a contradiction. 
Therefore the cosets of all the single burst errors of length ~c  are disjoint 
from the cosets of all the random errors of weight ~t .  Q.E.D. 
The complete decoding system for the shortened cyclic codes is shown in 
Figure 1. The incoming received code polynomial R(x) is simultaneously 
sent to the error distinguishing circuit, the burst-error decoder and the 
random-error decoder. The error distinguishing circuit is the one which 
determines the type of error pattern occurred and the output of which decoder 
should be taken. 
In the error-distinguishing circuit, the received code polynomial R(x) 
is first divided by x * + 1. Then counting the total number of non-zero 
digits in the c shift register stages. I f  the number of non-zero digits is greater 
than t, the output of threshold gate is 1, and the output of burst error decoder 
should be taken. Otherwise, the output of random error decoder is taken. 
The burst error decoding algorithm of the shortened cyclic codes presented 
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R(X) 
~ BURST ERROR DECODER ~1 
RANDOM ERROR DECODER ¢ I 2 
ERROR DISTINGUISHING CIRCUIT 
; 
THRESHOLD GATE ) 
FIG. 1. The complete decoding system. 
is very simple. The reader is referred to Lin (1970) and Peterson (1961) 
for the details. 
The following presents two random error decoding algorithms. It is 
found that the shortened cyclic code must be further shortened by one code 
digit. Every code vector is of length N q- c -- 1, where g.c.d. (N, c) = 1. 
Theorem 4 presents the fundamental theorem of the two random error 
decoding algorithms. 
THEOREM 4. Let a(x) be a non-zero code polynomial of degree N + c -- 2 
generated by g(x) -~ (x ~ + 1) g~(x). I f  a(x) ~ a2(x ) (mod x N + 1), where 
deg(a2(x)) < N, then (x + 1)g~(x) [a2(x ) and wt(a2(x)) ~ 2t + 2. 
Proof. If a(x)~ a2(x) (modxN+ 1), then a(x) can be written as: 
a(x) = (x N-q- 1)Q(x) q- a~(x). Suppose that a2(x ) = O, then a(x) = 
(x N @ 1) Q(x), where deg(Q(x)) ~< c - 2. Since g(x) [ a(x) and 
g.c.d. ( xc -k 1 x N -k 1 
x~- I  ' x---~ f ") = 1 (lemma 1), 
x~-k l  
~_ f I 9(x). 
Then deg(Q(x)) ~/e -- 1, which is a contradiction. 
Since (x + 1)g,(x) ta(x) and (x ~- 1)gl(x) ]x N + 1, (x ~- 1)g~(x) la2(x ). 
Therefore wt(a2(x)) /~ 2t q- 2. Q.E.D. 
84 HSU 
(A) Presentation of the decoding algorithm I 
The random error decoding algorithm I takes advantage of the Chinese 
Remainder Theorem to recapture the transmitted code polynomial a(x). 
Let R(x) be the received code polynomial, and R(x)= a(x)-¢-E(x), 
where E(x) is the error polynomial and wt(E(x)) ~ t. If 
a(x) ~ as(x ) (mod x n + 1) and E(x) -~ El(x) (mod x n + 1), 
then wt(El(x)) < wt(E(x)) < t (lemma 2). As a result of theorem 4, if 
a(x) ~ O, then wt(a2(x))/> 2t + 2. By using the random error decoding 
algorithm for gl(x), a2(x) can be obtained. As a result, the following two 
equations are obtained. 
a(x) ~ a2(x ) (mod x N + 1), 
a(x) =- 0 (mod x ~ + 1). 
Since 
g.c.d. (- xu + 1 x ~ + 1 
x-~- i  ' x~- l - )  = 1, 
as a result of the Chinese Remainder Theorem, 
a(x) _ x c + l . H(x) aS(x) ( x* +1 
x+l  -- x +----~ " -Z~ mod - -  x + l  
Therefore 
xN+ 1 
4 f 7" 
a(x) ~ xC +1 . xN 
X+I  
Decoding algorithm I can be stated as: 
(1) R(x) is divided by x N q- 1 first. If Ra(x) is the remainder obtained, 
then by using the random error decoding algorithm for gl(x), a2(x) can be 
easily obtained. 
(2) Find the polynomial H(x) such that 
x e + 1 ~1 (mod xN ~- 1 H(x) i ¥+ 1 xU-i I 
(3) Obtain a(x) as: 
x e + 1 /rood xN + 1 
x + l .a~(x) ~ x -+ f "(x" + l)). a(x) H(x) i 
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Example 1 is to illustrate the decoding algorithm I. 
EXAMPLE 1. Let c ~- 5, N = 21. gl(x) = x 1° + x 7 + x 6 + x 4 + x ~ + 1 
generates a one-step majority decodable cyclic code of length 21 with 
drain ~ 6. Since 
x + 1 I gl(x), g(x) = \ -~-~/ 'g l (x )  
generates a shortened cyclic eode of length 25 with drain > 6. 
If R(x)~ R I (x ) (modxS l+ 1), then by majority decoding of Rl(x), 
as(x ) can be obtained. Let a(x) be a code polynomial, a(x) = (x 5 + I) a,(x), 
where deg(al(x)) ~ 19. 
Since 
x 21 + 1 x 5 + 1 .(x16 + xl 1 + x6 +x)  + - 1, 
x+l  x+l  
H(x)  = x 16 + x n + x G + x. 
Therefore 
a(x) ~ (x lG + x 11+x 6 + x) . x~ +1 ( x 2x + l ) x+l  "a2(x) mod x-+-l- " (x5 + I) . 
If only a~(x) is needed to know, then 
(x 16 + x 11 + x 6 + x) • a2(x ) (mod xa + 1 al(x) 
(x + 1) 7--~ 1 )" 
(B) Presentation of decoding algorithm I I  
Let a(x) = (x c + 1)al(x ). Decoding algorithm / /  states that if g.c.d. 
(N,c)  = l, and a(x) -  as (x ) (modxN+ 1), then ax(x ) can be easily 
computed from as(x ). As a result, a(x) can also be easily computed. 
LEMMA 3. Let S 1 and S 2 be two subsets defined as: 
S 1 ={N- -c - -  1, N - -2c - -  1, N- -  3c- -  I , . . , ,N - - (N - -  1)c - -  1} modN,  
8 2 = {0, 1, 2,..., N -- 2}. 
Then S,  and S 2 are identical. 
Proof .  It is sufficient o show that the (N-  1) elements of S 1 are all 
distinct and no element of $1 is equal to N -- 1. 
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Suppose that 
N- -  ic - -  1 ~ N- - j c - -  l (modN) ,  where 1 ~<i , j<~N- -  1. 
Then ( j  - -  i) c ~ 0 (rood N). Since g.c.d. (N, c) = 1, N [(j - -  i), which 
is clearly a contradiction. 
Suppose that N- - i c - -  1 ~N- - l (modN) ,  where 1 ~ i~N- -  1, 
then --ic =-- 0 (mod N). 
Then N I i, which is again a contradiction. 
Therefore S 1 and S 2 are identical. Q.E.D. 
THEOI~M 5. I f  a(x) ~ as(x ) (rood x N + 1) and as(x ) is known, then 
al(x ) is also known. 
Proof. Let 
iv-2 (N-I) 
a~(x) = ~ aix' , as(x ) - -  ~ b~x J.
i=0 j=o 
Since (x c + 1) al(x ) ~ as(x ) (rood x N + 1), the following formula is obtained. 
b i=a i+a( i _ , ) ,  0 ~<i~<(N- -1 ) ,  where a_~ =aN_  ~ and aN-1 =0.  
As a result, aN-c -1  --- bN-1 , aN-co-1 : -  bN-c -1  @ bN-1 • Similarly, aN_ic_  1 , 
3 ~< i ~< (N- -  1) can all be computed. As a result of lemma 3, all the 
(N-  1) coefficients of al(x ) can be computed. Therefore as(x ) is known. 
Q.E.D. 
Once al(x ) is known, a(x) can be easily obtained. Example 2 is to illustrate 
the decoding algorithm 11. 
EXAMPLE 2. N= 15 andc=8.  
Let al(x ) ~ (ao, a l ,  a2, a~ ,..., as2, as3,0) and (x s + 1) as(x ) ~ a2(x) 
(rood x 15 + 1). 
as(x) ~- (b0, b~, b~ ,..., b~,  b~4). 
Thena i+a i_s  =b i ,0~i~< 14. 
Then a 6 = b14, a13 --  b6 + bl, and so on. 
All the coefficients of al(x ) can be computed. 
Therefore al(x ) is known. 
(C) A Class of Shortened Cyclic Codes 
I f  gl(x) generates a maximum length code of length 2 m-  1 with 
drain -- 2 (m-I), and 1.c.m. (AT, c) /> N + c, where N and c are not necessarily 
DECODING OF CYCLIC CODES 87 
relatively prime, then g(x)= (xe+ 1)gl(x ) generates a shortened cyclic 
code of length N + c with drain >~ 2 Ira-l). 
The shortened cyclic codes generated is also suitable to be used as error 
correcting codes in a compound channel. The following discusses in details 
the random error decoding algorithm. Since g.c.d. (N, c) may not be 1, 
the two random error decoding algorithms presented are clearly not 
applicable. 
Theorem 6 states that the shortened cyclic codes generated by (x c + 1) g~(x) 
have the interesting property (x * + 1) aa(x) =-- xta~(x) (rood x N + 1), where 
gl(x)l aa(x) and deg(al(x)) ~< N-  1, l is a positive integer. 
THEOREM 6. Let p(x) be a primitive polynomial of degree m and x e + 1 ~ x ~ 
(modp(x)). I f  gl(x) = (x N + 1)/p(x), then 
(x c + 1) al(x ) ~ xral(x) (modx u + 1). 
Proof. Since p(x) is a primitive polynomial of degree m, x c + 1 ~ x ~ 
(mod p(x)) for some l. If ax(x) =- ga(x). Ql(X), then g.e.d. (Ql(X), pl(x)) ~- 1, 
otherwise al(x ) =-- 0 (mod x N + 1). Therefore 
(xC+ 1)Ql(x) ~ xtQ~(x)(modp(x)). 
Since al(x ) = gl(x) Ql(x) and 
p(x)l(x ~ + 1 + x ~) Ql(x), (x N + 1)l(x c + 1 + x ~) aa(x). 
Therefore (x c + 1) al(x) ~ x~al(x) (mod x u + 1). 
Since (x c + 1) al(x ) ~ x~al(x) (rood x N + 1) (theorem 6) and 
Q.E.D. 
xlal(x) ==- az(x) (modx N + 1), wt(a2(x)) =- wt(al(x)) >/2 (~-1). 
Therefore a2(x) is also capable of correcting t random errors, where 
t ~< 2 ~-2 -- 1. Let R(x) be the received code polynomial of length N + c, 
and R(x) ~ Rl(x ) (rood x iv -b I). Since the maximum length codes gl(x) 
can be one-step majority-decoded (see Lin (1970)), a2(x ) can be obtained 
by one-step majority decoding of Rl(x ). Once az(x) is obtained, al(x ) can be 
obtained by cyclic-shifting of az(x) i.e. al(x ) ~ xN-~a2(x)(modxN+ 1). 
EXAMPLE 3. Let g(x) : [(x 6 + 1)(x 15 + 1)/(x ~ + x + 1)], where 1.c.m. 
(6, 15) ~ 30 ~ 21. g(x) generated a shortened cyclic code of length 21 
with drain ~ 8. Let R(x) be a received code polynomial of length n --~ 21 
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and R(x) =-- R l (x  ) (mod x 1~ + 1), where Rl(x ) : (ro, rl , r 2 .... , rls , r14 ). 
Then by one-step majority decoding of Rl(x), a2(x ) can be obtained. 
Since x 6 + 1 ~ x 1~ (mod x ~ + x + 1), al(x ) ~ x2a2(x) (mod x 15 + 1). I f  
a2(x) =(ao ,  a 1 , a2, a 3 ,a4, . . . ,  a12, a13, a14), 
then al(x ) -~ (als, ala , a0, a l ,  a 2 ,..., alo , an,  a12 ). The code polynomial 
a(x) = (x6 + 1) al(x). 
RECEIVED: November 15, 1971 
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