1 Question Answering and Natural Language Database Access
Introduction
Automated question answering (QA) has been a research topic for natural language processing (NLP) from early on, despite or perhaps because of its ambitious objective: building systems that allow human users to retrieve information from knowledge sources by asking questions in unrestricted natural language. Survey articles on QA systems date back to the midsixties of the last century (Simmons 1965) . Basically all of these early systems aim at realizing natural language access to databases (NLADB) or to otherwise structured knowledge repositories (Hirschmann/Gaizauskas 2001; Spärck Jones 2003) .
One of the first implementations of QA on textual documents, described in Lehnert (1978) , works on conceptual representations of both questions and texts. The vision of textual QA systems using NLP methods to generate a formal meaning representation of questions and texts, and then applying inferential methods to find answers, has already been put forward by Simmons (1970) . Since the late 1990's, a good part of the work on textual QA comes from initiatives originally devoted to text retrieval, a fact which has not been without consequences both for methodology and task design: The dominant setting involves factual questions (Who did . . . ?, Where happened . . . ?, How many . . . ?, etc), very large document collections (newspaper corpora, Wikipedia, World Wide Web), and text segments extracted from the documents as answers (Spärck Jones 2003) .
The present article is intended as an overview of the different types of electronic dictionaries used in QA and NLADB systems and the different purposes for which they are employed. We henceforth assume electronic dictionaries or lexicons to be computational in the sense that they can be used for computational purposes in NLP. In particular this requirement presupposes a transparent data format and thus excludes mere digitized versions of ordinary dictionaries. In the following, we mostly use the term (computational) lexical resource (LR). Because of the close relation of QA to natural language understanding on the one hand, and to information retrieval, information extraction, and text mining on the other, the reader may find it worthwhile to also consult articles 85 and 88 of this handbook.
Developing systems for QA or NLADB is an engineering task and hence takes advantage of any sort of LRs where appropriate. The level of lexical information required by a system depends on the depth of linguistic processing performed and the quality of the background knowledge used. For instance, information about syntactic valency is useful only in combination with some kind of syntactic analysis. In contrast, information about lexical-semantic categories and relations can even be valuable to approaches employing little or no linguistic processing.
Most of the LRs used in QA and NLADB systems have not been developed specifically for these systems. Typically, they are either general purpose resources such as WordNet (cf. article 113) or resources developed for a particular NLP component such as a syntactic or semantic analyzer that is not used exclusively for QA or NLADB. Possible exceptions are domainspecific resources. For example, the lexicon of the NLADB system described in Popescu et al. (2004) is automatically generated from the attributes, values, and relations used in the database in question, and is then manually augmented by synonyms, prepositions, etc. Another possible origin of system-specific LRs is the integration of domain-specific vocabulary within general purpose LRs.
General Distinctions
Systems for QA and NLADB have in common that they allow users to retrieve information from some information source by questions formulated in natural language. From a phenomenological point of view, we can distinguish systems according to the kind of questions they support, the type of information sources they try to retrieve the answer from, and the form of the responses they return.
The questions supported by a system may be restricted with respect to form and content. It is common to speak of open-domain QA, as opposed to restricted-domain QA, if there are no restrictions on the topic or the vocabulary of the questions covered by the system. Possible question types include yes/no-questions and all sorts of wh-questions (who, what, where, why, etc) , but also indirect questions (I would like to know who . . . ) and commands (Tell me the name of . . . ). For open-domain QA, virtually all types of questions are relevant (though not necessarily covered by current systems) and there are no a priori reasons to restrict the syntactic form of the questions. For NLADB, on the other hand, the space of sensible queries is structurally constrained by the database model. Some approaches regard it therefore as reasonable in this case to reduce the linguistic coverage of the system by imposing syntactic and lexical restrictions on the user questions, that is, by introducing a controlled language or natural sublanguage for queries (see Androutsopoulos/Ritchie 2000; Bernardi/Calvanese/Thorne 2007).
The spectrum of information sources for answer retrieval ranges from textual data, i.e., collections of textual documents, to highly structured data as provided, e.g., by relational databases or by knowledge bases using expressive knowledge representation formalisms. While open-domain QA is typically text-based, restricted-domain QA systems cover the full spectrum of data sources. For instance, clinical reports, seen as a knowledge source for restricted-domain QA, could be available in freetext form or as entries of a richly structured database.
The response delivered by a QA system should ideally be an informative but concise natural language answer. However, most of the current textual QA systems return only text segments or passages from the documents containing the answer. In the case of NLADBs, in contrast, the retrieved information has a predefined format depending on the specific database, which then has to be transformed into an appropriate response to the user (cf. Androutsopoulos/Ritchie 2000) .
Further aspects of natural language access to information sources, which are beyond the scope of this article, include spoken interaction, dialogue and user modeling, and multimodality (cf. article 89). We also do not consider other facilities besides retrieving information such as data insertion and update.
Methodological Aspects
According to the nature of the task, any QA or NLADB process starts with question analysis and ends with response generation. For textual QA, further main processing stages are document (pre-)processing, which may include lemma indexing, named entity tagging, or even deep semantic analysis, document or passage selection, which selects document or passage candidates that most likely contain an answer to the question, and answer identification, which identifies the specific piece of information (in the text or its content representation) that constitutes the answer. For NLADB, in contrast, question analysis is followed by a query transformation stage that generates a database query to be submitted to the database management system.
For textual QA, the amount of linguistic analysis applied to the question and the resulting question representation differ strongly between the many approaches available. QA systems that are primarily based on text retrieval techniques represent the query as a set of terms (bag of words), which is then transferred to a document or passage retrieval engine (e.g. Clarke et al. 2006; Ittycheriah 2006) . The list of query terms may be derived from the question simply by stop word removal, stemming, and keyword selection. This list is often enlarged in an additional query expansion step by adding morphologically and semantically related words, thereby exploiting lexical knowledge of some sort or another.
In many textual QA systems, it is part of the question analysis stage to determine the expected answer type of the question -a semantic classification of what is being asked for. Typical categories for answer type classification are person, location, date, or reason, but more fine grained answer taxonomies are also in use. The expected answer type serves as a criterion for selecting the most promising answer candidate from the passages returned by a retrieval engine (cf. Schlobach et al. 2007 ). This strategy is especially fruitful for questions aiming at named entities, provided the documents are processed by a named entity recognizer (cf. article 85). Most approaches to extracting the expected answer type perform some sort of syntactic analysis on the question (by chunking, shallow parsing, or probabilistic deep parsing) in order to find the question focus. Based on the question focus, the question word, and named entity classification, the expected answer type is then determined via semantic generalization using lexical semantic resources such as WordNet, either by manually defined mappings of WordNet hyponym subhierarchies to answer taxonomies (Harabagiu et al. 2000 ; see also Section 3) or by feature-based classifiers resting on machine learning techniques (Li/Roth 2006) or statistical methods (Ittycheriah 2006 Nyberg et al. (2005) and Bilotti et al. (2007) try to achieve this goal by shallow semantic parsing whereas Harabagiu et al. (2000) and Mollá/Gardiner (2004) transform the results of a syntactic parser into shallow logical forms (conjunctive predicate-argument structures). These approaches make use of publicly available probabilistic parsers trained on annotated corpora. Other structural approaches, in contrast, employ parsers based on linguistically motivated, widecoverage grammars -which necessarily come along with large lexicons. The QA system of Bouma et al. (2005) , for instance, uses an HPSGbased parser that returns dependency tree representations. Most existing grammar-based QA approaches aim at building shallow or underspecified logical representations, typically by means of elementary, lemma-based predicates associated with the entries of the underlying lexicon (Bos 2006; Frank et al. 2007; Bobrow et al. 2007 ; see Section 2.2). The lexical semantic representations of these approaches often do not account for word sense distinctions, which is problematic for drawing inferences, be it simple hypernym generalization or more advanced logical reasoning based on axiomatized knowledge. A possible strategy to overcome this problem is to employ available lexical semantic resources such as WordNet or FrameNet (cf. article 105) either for word sense disambiguation in a postprocessing step or for enriching a given grammar-oriented lexicon with semantic information (Crouch/King 2005) . A further type of QA approach based on deep semantic analysis relies inherently on concept-based lexicons with detailed syntactic realization patterns thereby avoiding the problem of integrating semantic resources developed under different paradigms (Cowie et al. 2004; . Document processing in textual QA systems often comprises two stages: an off-line stage where the document collection is pre-processed in order to allow effective access to documents potentially containing the answer to a given question, and an on-line stage where the selected documents are analyzed in more detail. Preprocessing in bag-of-words approaches typically means named entity tagging and term indexing (cf. article 85). In contrast, for approaches that rely on semantic representations, an off-line semantic analysis of the whole document collection is preferable because, first, even processing a subset of documents may be too time-consuming in real-time applications and, second, semantically analyzed documents allow one to construct semantic indexes for content-based document and passage selection.
The methods applied for answer identification depend on the chosen approach to question and document analysis. Bag-of-words approaches rely to a large degree on keyword overlap, named entity recognition, and expected answer type matching. Structured approaches try to identify the answer based on structural constraints given by the query representation. In case of logical form representations, even automated reasoning techniques can be applied (e.g. Moldovan et al. 2007 ). In either case, lexical knowledge about semantic relatedness is required, be it in form of automatically acquired association pairs or concept-based axioms. Answer identification is sometimes regarded as a two-step process that comprises the generation of candidate answers followed by a separate answer validation step, especially if logic-based methods are employed.
Unlike textual QA, the main objective of NLADB systems is to translate natural language questions into database queries. For reasons of modularization and reusability, most NLADB systems first generate an intermediate, database independent representation of the query, which is then transformed into the query language (e.g. SQL) of the underlying database (Androutsopoulos/Ritchie 2000). An important task for lexical knowledge in this scenario is to link the user vocabulary, which is typically a mixture of ordinary language and domain-specific terms, to the descriptive vocabulary (attribute, values, etc) used in the database.
We will not go into detail about the process of response generation, which can be seen as an instance of Natural Language Generation (cf. article 90), at least if the answer identification module delivers some sort of semantic representation. Bag-of-words approaches typically restrict themselves to text segments as answers. For NLADB, on the other hand, the type of response to be returned to the user depends mainly on applicationspecific requirements (see also Androutsopoulos/Ritchie 2000).
The aspect of multilinguality in QA and NLADB, although relevant with respect to lexical support, will also be neglected for the most part.
Pointers to the Literature
Since question answering and natural language access to information resources are currently very active fields of research, the number of relevant publications is vast. Introductory handbook chapters on QA and NLADB are Meaning specifications in LRs vary substantially with respect to depth of semantic description, theoretical foundation, coverage, and quality. Virtually all QA systems make use of information about semantic similarity and semantic categories of words, in one way or another. Simple examples of LRs that provide semantic categories are lists of proper names (including multiword expressions) carrying semantic tags such as person, location, organization, etc. Such lists are often employed -typically as part of named entity recognizers -to select candidate answers matching the expected answer type. Semantic similarity, on the other hand, is applied to query expansion in both shallow and deep approaches for pre-selecting the documents and passages most relevant to a query. One way to acquire information about semantically similar words is to exploit co-occurrence statistics over large (general or domain-specific) corpora (see Section 2.4).
Other sources of semantic similarity are LRs that contain lexical semantic relations such as synonymy and hyponymy, of which WordNettype resources are the ones currently most widely used. Notice that defining semantic relatedness by means of WordNet-type structures is everything but canonical; see Budanitsky/Hirst (2006) . Beyond their exploitation for similarity measures, lexical semantic relations are also used by QA systems for inferential reasoning. It goes without saying that the more seriously lexical semantic relations are taken as a basis for logical inference, the more important is a proper distinction between the different senses of a word.
More advanced approaches toward representing semantic information in LRs not only assign semantic categories to lexicalized senses or concepts, or represent lexical semantic relations between them, but employ specifications of all conceptually related entities -e.g. participants in the case of situational concepts -by means of their semantic roles and restrictions on their semantic categories. LRs providing semantic role frames usually also specify the possible syntactic realizations of the described arguments, with syntactic valency slots linked to semantic ones. An example of such an LR is the FrameNet lexical database, which has been applied for QA to enrich the semantic representation of user queries ). While FrameNet is not intended as a full-fledged formalism for natural language semantics, one of the design principles of concept-based LRs such as the OntoSem lexicon (McShane/Nirenburg/Beale 2005) and HaGenLex (Hartrumpf/Helbig/Osswald 2003) is to serve as the lexical basis for a semantic analyzer that is able to generate full semantic representations for arbitrary texts (see Section 2.2). Semantic analyzers of this sort are employed in QA systems both for query and document analysis.
Explanatory glosses provide another wellestablished way of specifying word meaning, typically found in monolingual machine readable dictionaries (MRDs) but also, though less elaborate, in WordNet and related resources.
Concerning their application to QA, there are several initiatives to convert explanatory glosses into logical form (Moldovan/Rus 2001; Gangemi/Navigli/Velardi 2003; Glöckner/Hartrumpf/Osswald 2005) , in order to utilize them for automated reasoning in answer validation or for query expansion.
In addition to linguistic content, there are two further useful parameters for distinguishing between LRs used for QA and NLADB: method of acquisition and embeddedness in a processing environment. As to acquisition, the basic distinction is between manual and automatic methods, with a wide range of semi-automatic strategies in between. Semantic LRs automatically acquired from corpora, often pre-processed by shallow parsing, play an important role as fallback resources for checking semantic relatedness; see Section 2.4. Notice that FrameNet-type lexicons can be regarded as automatically acquired from manually annotated corpora; see e.g. Spohr et al. 2007 .
The distinction with respect to embeddedness is concerned with the question as to whether an LR has been acquired to serve a specific representation and processing environment or not. If the former holds, we speak of an environmentembedded LR; see McShane/Nirenburg/Beale (2005, 150ff) for a similar distinction. For instance, lexicons that are part of an implemented grammar developed for natural language parsing are regarded as environment-embedded whereas MRDs and members of the WordNet family are not. Notice that an environment-embedded LR used in a QA system need not be specific to this system since the processing environment in question, e.g. a syntactic parser, can be employed for other NLP tasks as well. It might be argued that the proposed distinction between embedded and non-embedded LRs is relative rather than absolute, because non-embedded LRs could be adapted to processing environments too. However, the distinction has considerable practical impact since it makes a big difference in effort and ease of integration whether an LR is built for serving a certain application. If not, then the amount of manual adaptation required may even come close to constructing the LR from scratch. Concerning semantic representation and processing, embeddedness is related to what Helbig (2006) calls the homogeneity and interoperability of a representational framework: the same representational means should be suitable for lexical and textual semantics, for formalizing world knowledge, and for supporting semantic parsing, reasoning, and natural language generation (see also ).
Embedded Lexical Resources
LRs for Deep Syntactic Analysis. QA and NLADB systems that employ deep linguistic analysis grounded on lexicalized, wide-coverage grammars necessarily draw on large lexicons. There are several systems based on parsers for grammars that conform to linguistically motivated grammar paradigms such as Head-Driven Phrase Structure Grammar (HPSG), Combinatory Categorial Grammar (CCG), and Lexical Functional Grammar (LFG). An important prerequisite to using such linguistic grammars in QA systems was the development of efficient parsing technologies for them. In the following, we list several LRs of this type and discuss their specific role in the respective QA systems, especially with respect to possible relations to other LRs used by the systems.
The DELPH-IN (Deep Linguistic Processing with HPSG Initiative; http://www.delph-in.net/) consortium provides several wide-coverage HPSG grammars for different languages, including the LinGO English Resource Grammar (Copestake/Flickinger 2000) and an HPSG grammar for German (Müller/Kasper 2000; Crysmann et al. 2002) . The size of the two respective lexicons lies between twenty and thirty thousand entries (not counting proper names). A considerable part of the lexical information has been acquired automatically from a syntactically annotated corpus (for German) and an existing subcategorization lexicon (for English). The entries of both lexicons are equipped with semantic specifications that comply with the formalism of Minimal Recursion Semantics (MRS; Copestake et al. 2005) . At present, these specifications are essentially word-based predicates of appropriate arity without sense distinctions (except for the possibly disjunctive assignment of ontological sorts in the German lexicon). Both lexicons are used in the multilingual NLADB architecture of Frank et al. (2007) for constructing an MRS representation of the user question. A conceptual representation is then generated in a post-processing step that involves semantic LRs including WordNet and FrameNet (see Section 3).
The textual QA system of Bouma et al. (2005) developed for Dutch also makes use of parsing based on an HPSG-inspired grammar. Its subcategorization lexicon has been largely compiled from the CELEX and PAROLE lexical databases and provides no semantic information. Answer identification in this system basically relies on matching dependency relations generated by parsing questions and documents. The matching process is supported by a small set of transformation rules on dependency trees and by information about lexical semantic relatedness taken from the Dutch EuroWordNet and extended by automatically acquired semantic word clusters based on distributional similarity.
CCG is a strongly lexicalized grammar formalism (Steedman 2000) , where lexical categories encode subcategorization information. An entry in a CCG lexicon comprises a lemmatized wordform, a CCG category, and, if semantically enriched, a semantic representation, typically a lambda expression. At present, the CCG lexicon mostly used for CCG applications has been automatically extracted from CCGbank, a CCG version of the Penn Treebank (Hockenmaier/Steedman 2007), resulting in a large number of lexical categories, with very limited modeling of sense distinctions. With DRS (Discourse Representation Structure; Kamp/Reyle 1993) expressions assigned to (a subset of) these categories, the lexicon can be fed into a parser for constructing DRS representations for sentences and texts (Bos 2005) . Applied to opendomain QA (Bos 2006) , the question DRS is tried to be matched with the document DRSs for answer identification. The matching process is assisted by knowledge about lexical semantic relatedness extracted from WordNet, NomLex (Macleod et al. 1998) , and corpus-based cooccurrence patterns.
Wide-coverage LFG grammars for several languages have been developed within the Parallel Grammar (ParGram) project (Butt et al. 2002) , which uses the XLE (Xerox Linguistic Environment) platform, a grammar development and parsing system for LFGs. Bobrow et al. (2007) describe an application of the XLE system to answer validation in QA, which uses the LFG parser and several post-processing steps to generate concept-based logical forms. To this end, the original syntactic XLE lexicon for English has been manually enriched with semantic and conceptual information from WordNet, VerbNet (Kipper/Dang/Palmer 2000) , and Cyc (Lenat/Guha 1990; cf. article 112); see Crouch/King (2005) .
LRs for Deep Semantic Analysis. The foregoing LRs are embedded in linguistic grammars and are thus directly usable for syntactic analysis by parsers available for these grammars. None of these resources has been embedded into a uniform conceptual-semantic framework that would allow to generate meaning representations for unrestricted text based on lexical-semantic information. The strategy pursued in the abovementioned QA system was rather to combine information from external semantic LRs.
The following two LRs, in contrast, the lexicon HaGenLex and the OntoSem lexicon, are examples of integrated concept-based lexicons for "semantics first" approaches. They are designed to interact smoothly with other resources and processors, such as knowledge bases, parsers, and reasoners, that conform to the same overall paradigm of semantic representation. The lexical entries are thus required to provide sufficient morpho-syntactic and semantic information to be usable by a parser for producing a conceptualsemantic representation of sentences and texts.
The lexicon HaGenLex (Hagen German Lexicon) is a manually compiled lexicon for German of about 26,000 entries with detailed morpho-syntactic and semantic information (Hartrumpf/Helbig/Osswald 2003) . The semantic specifications in HaGenLex are based on MultiNet (Multilayered Extended Semantic Networks; Helbig 2006), a knowledge representation formalism developed for the representation of natural language semantics. The MultiNet specifications used in the lexicon include ontological sorts, semantic roles, lexical semantic relations, and also more complex relational expressions. HaGenLex has been designed to serve as the lexical component of a syntactico-semantic parser that produces conceptual representations compliant with the MultiNet formalism. QA and NLADB systems relying on this framework are described in Hartrumpf ( , 2006 and Leveling (2006) , respectively (see also Section 3).
The OntoSem lexicon of English (McShane/Nirenburg/Beale 2005) is a manually compiled LR of several tens of thousands entries with morpho-syntactic and semantic descriptions, including valency frames and selectional restrictions. The semantic specifications in the lexicon are for the most part taken from a language independent frame-based ontology of about 8000 concepts. The lexicon and the ontology build on the Ontological Semantics (OntoSem) paradigm of Nirenburg/Raskin (2004) . The primary purpose of the lexicon is to support the automatic generation of concept-based meaning representations from unrestricted text. For applications of the OntoSem framework to QA see Cowie et al. (2004) , Beale et al. (2004 ), or Hempelmann (2007 .
Non-Embedded Lexical Resources
Non-embedded LRs can be characterized as follows: they have not been primarily developed for serving an NLP processor or application; typically they cover only a subset of word classes; syntactic specifications, if present, are not integrated in a grammatical theory; semantic descriptions, if present, are not part of a representational paradigm suitable for covering sentence and text semantics. Examples of such LRs are CELEX, NomLex, WordNet, FrameNet, VerbNet, and SIMPLE, which are discussed in the following with respect to their use for QA and NLADB systems.
The CELEX Lexical Database (Baayen/Piepenbrock/Gulikers 1995) describes the orthography, phonology, morphology and syntax of about 50,000 lemmas for Dutch, English, and German. CELEX has been used indirectly for QA as a source for extending environment-embedded LRs such as HaGenLex and the lexicon of Bouma et al. (2005) , as well as directly as a resource for identifying derivational relations (Katz et al. 2003) , especially nominalizations (Monz/de Rijke 2001), since derivational variation can serve as an indicator for semantic relatedness. For the same reason, Monz/de Rijke (2001) and Bos (2006) make use of NomLex (Macleod et al. 1998 ), a lexicon of nominalizations in English.
Wordnets, i.e. WordNet-type LRs (cf. article 113), are by far the most widely used semantic LRs in current QA systems. This is particularly true for the Princeton WordNet of English (Fellbaum 1998) because it is freely available and covers more than 200,000 senses, and because English is the most prominent target language for QA. Although wordnets provide a variety of lexical relations, the most important ones are synonymy and hypo-/hypernymy. As indicators of semantic similarity these relations often support query expansion and answer identification in QA systems and also, to a lesser extent, word sense disambiguation. For instance, the QA system of Bouma et al. (2005) uses semantic relations extracted from the Dutch EuroWordNet (Vossen 1998) . Applications of the Princeton WordNet to expected answer type classification are described in Li/Roth (2006) , where a classifier based on machine learning techniques is applied to question features, and in Harabagiu et al. (2000) , where WordNet subhierarchies are manually linked to an answer taxonomy. Moreover, some embedded LRs used for QA are linked to WordNet-type resources, either for enriching a syntactic lexicon with semantic information (Crouch/King 2005) or for supplying a semantic lexicon with fallback information (Osswald 2004) . Explanatory glosses in wordnets provide additional semantic information useful for QA. For example, the XWordNet project (Moldovan/Rus 2001) aims at transforming WordNet glosses into logical form, which are then applied for automated reasoning in answer validation (Moldovan et al. 2007) .
The FrameNet database is a widecoverage implementation of Fillmore's Frame Semantics approach to lexical meaning (Baker/Fillmore/Lowe 1998; cf. article 105). Originally initiated for English, there are activities for building FrameNet resources for other languages as well (e.g. for German: Erk/Kowalski/Pinkal 2003; Spohr et al. 2007 ). Assigning FrameNet frame labels and semantic roles to sentences and their constituents has been suggested as a suitable level of semantic representation for producing query representations in NLADB ) and for matching queries and candidate answers in QA (Kaisser/Webber 2007) . The proposed annotation method is to employ automatic role labelers trained on annotated corpora, with the usual compromise concerning precision.
VerbNet (Kipper/Dang/Palmer 2000; Kipper et al. 2006 ) is an LR of about 5000 English verb senses, whose organization follows the alternation-based classification proposed by Levin (1993) , with subclassifications and new corpus-based classes added.
Each class is equipped with a thematic role frame, a list of possible syntactic realization frames, and an event semantic analysis in logical form. All classes are linked to WordNet, FrameNet, and PropBank (Palmer/Gildea/Kingsbury 2005) . Applications of VerbNet to QA are described in Novischi/Moldovan (2006) and Kaisser/Webber (2007) . As with FrameNet, the basic idea is to match questions and candidate answers by means of VerbNet-based semantic annotations.
It is worth mentioning that Levin's verb classification has also been incorporated into the lexical component of the START system developed by Boris Katz in the 1980's, which is one of the first QA systems accessible on the Internet (Katz 1988; Katz/Borchardt/Felshin 2006) . The underlying idea is that class-based alternations of argument realizations give rise to symbolic rules that capture semantic implications between different alternatives on the level of semantic representation (Katz/Levin 1988) .
Let us finally consider the LRs built during the SIMPLE project (Lenci et al. 2000) , an initiative to develop multipurpose, harmonized semantic lexicons for twelve European languages covering 10,000 word meanings (nouns, verbs, and adjectives). SIMPLE adopts the Generative Lexicon of Pustejovsky (1995) as its theoretical framework and is a follow-up of PA-ROLE, a project for building morpho-syntactic lexicons for these languages. Despite of their rich morpho-syntactic and semantic information, the SIMPLE lexicons can be seen as prototypical instances of non-embedded LRs (see also McShane et al. 2004) . It is therefore significant that the comparative study presented by Bertagna (2006) on the usefulness of the Italian version SIMPLE/CLIPS (Busa/Calzolari/Lenci 2001) for open-domain textual QA uses the semantic information in the lexicon only as an add-on to an existing architecture with a separate dependency parser.
Semantic Resources Based on CoOccurrence Analysis
A fundamental problem of manually acquired LRs is their lack of coverage. There are numerous approaches towards overcoming the "acquisition bottleneck" by an automatic extraction of lexical information from text corpora. The following overview is restricted to semantic LRs because of their specific relevance to QA and NLADB. As already noted in the introduction, lexical information about semantic categories and relations can be valuable to any type of QA approach. Hearst (1992) has put forward the idea to learn instances of semantic relations from texts by analyzing occurrences of suitable lexicosyntactic patterns. While Hearst's focus was on the isa relation, the algorithm of Pennacchiotti/Pantel (2006) covers several semantic relations and, in addition, is able to detect new patterns starting with a small set of seed patterns. Noun hyponyms harvested by pattern-based extraction are for instance part of the background knowledge of the QA system of Bos (2006) .
In addition to exploiting syntagmatic relations, i.e. first order co-occurrences, one can also take paradigmatic relations, that is, second order co-occurrences, as a basis for extracting information about semantic similarity from texts. This approach is closely related to Harris' Distributional Hypothesis according to which words that occur in similar contexts tend to be semantically similar (Harris 1954) . Lin/Pantel (2001) propose an algorithm called DIRT (Discovering Inference Rules from Text) that generalizes this hypothesis in that it works on dependency trees instead of words, thereby being able to extract paraphrases. A database of 12 million entries generated by this method has been used for textual entailment , with potential applications to answer validation. Semantic clustering based on distributional similarity is also employed, for example, in the QA architecture of Bouma et al. (2005) for extending the meaning equivalents listed in the Dutch EuroWordNet.
Ontologies and Knowledge Bases
Although knowledge bases are primarily used to represent world knowledge, they sometimes also provide valuable conceptual information related to lexical semantics concerning the subsumption of concepts or the semantic roles of participants. This is especially true of ontologies (cf. article 114), which are often seen as particular knowledge bases, "describing facts assumed to be always true by a community of users, in virtue of the agreed-upon meaning of the vocabulary used" (Guarino 1998 ; see also Gruber 1995; Chandrasekaran/Josephson/Benjamins 1999). Moreover, knowledge bases play an important role for QA if automated reasoning is applied. The following brief and necessarily incomplete overview illustrates typical applications of ontologies and knowledge bases to QA and NLADB. The knowledge base Cyc and its open source release OpenCyc are large repositories of common-sense background knowledge (Lenat/Guha 1990; Matuszek et al. 2006; cf. article 112) . Applications of Cyc to QA are reported, for example, in Chu-Carroll et al. (2003) and Curtis/Matthews/Baxter (2005) . Furthermore, Cyc has been used to enrich the XLE lexicon with conceptual information ( Moldovan et al. (2007) , which is employed for answer validation. Another application is described in Frank et al. (2007) , where SUMO is used as the common reference ontology of an NLADB system (see below).
3 Lexical Resources in QA and NLADB Systems: Case Studies
We close our overview of LRs for QA and NLADB by three brief case studies of how different types of systems make use of LRs. The selection does not claim to be representative in view of the wide variety of existing approaches to QA and NLADB; the systems have primarily been chosen because they employ LRs in nontrivial and integrative ways. Named entity resources and recognizers will not be mentioned separately, since all systems make use of them in one way or another. Frank et al. (2007) present a generic NLADB prototype system, whose modular architecture is exemplified by an implementation for two languages (German and English) and two target query languages: SQL and an RDF query language. The architecture employs LRs of various sorts: English and German HPSG lexicons for deep syntactic analysis (cf. Section 2.2), FrameNet-type resources for English and German, WordNet, SUMO, and domain-specific ontologies. SUMO is used as a common reference ontology for linking the elements of the domain ontologies with word senses via an existing WordNet-SUMO mapping. The HPSG lexicons support the deep linguistic analysis of the user questions (with shallow parsing as a fallback strategy), which generates RMRS (robust MRS) structures. The mapping from WordNet to the domain ontology via SUMO is used to determine the expected answer type. The RMRS structures are transformed into language independent conceptual representations by assigning FrameNet frames to them. Based on the frame-semantic representation, the expected answer type, and named entity categories, an intermediate query representation is generated, which is then transformed into a concrete database query. Harabagiu et al. (2000) describe an opendomain textual QA system for English, which has been further developed and improved over the years (see e.g. Moldovan et al. 2003 Moldovan et al. , 2007 . Its central lexical resource is WordNet, which is exploited in several ways: for keyword expansion; for expected answer type detection based on an answer type hierarchy linked to WordNet subhierarchies; and for automated reasoning based on axiomatic knowledge extracted from WordNet glosses (see Section 2.3). For passage selection, the system uses a standard keyworddriven passage retrieval engine. Answer identification is performed by automated reasoning over logical forms assigned to the question and the candidate answers. These logical forms are generated by transforming the output of a statistical constituent parser. Notice that this method is insensitive to sense distinction. Semantic disambiguation, if considered at all, hence requires post-processing. In addition to formalized WordNet glosses, the system's reasoner draws on further knowledge repositories such as the temporal axioms of SUMO (Moldovan et al. 2007 ). Novischi/Moldovan (2006) report on a separate module for improving answer identification by assigning and comparing VerbNet frames.
The open-domain textual QA system for German described in Hartrumpf ( , 2006 is one of the few implemented systems that employs an embedded semantic lexicon for deep semantic analysis. Its central LR is the conceptbased lexicon HaGenLex introduced in Section 2.2. The system relies on a syntacticosemantic parser (Hartrumpf 2003 ) that generates conceptual-semantic representations in accordance with the MultiNet knowledge representation formalism (Helbig 2006) . The parser performs syntactic and semantic disambiguation as well as co-reference resolution. During document pre-processing, the parser is applied to all documents and a concept-based index is generated. Questions are parsed and the resulting semantic representation is expanded by lexical semantic rules from HaGenLex and various fallback resources. The concepts occurring in the expanded query representation are used to retrieve relevant documents whose semantic representations are then compared one-by-one with the query representation to find the best match. For improving robustness, the system has been integrated into a multi-stream approach .
Conclusion
Question answering is a touchstone for advanced natural language processing. We have seen that lexical information of all sorts can be relevant to this task. One of the central issues for future developments concerns the depth and coherence of lexical semantic knowledge necessary to achieve high precision and recall for all kinds of questions. Modularization and division of labor are surely inevitable in view of the complexity of the task. Nevertheless, it seems questionable whether a combination of off-the-shelf components can lead to satisfying performance as long as the underlying representational paradigms are incompatible. Standardization initiatives (cf. article 109) may help to alleviate this problem in the future. And, of course, there will always be room for fallback strategies and resources in order to cope with the notorious problems of deep analysis: coverage and robustness.
