Abstract. We calculate the regular conditional future law of the fractional Brownian motion with index H ∈ (0, 1) conditioned on its past. We show that the conditional law is continuous with respect to the conditioning path. We investigate the path properties of the conditional process and the asymptotic behavior of the conditional covariance.
Introduction
Let B H = (B H t ) t∈R + be the fractional Brownian motion with Hurst index H ∈ (0, 1). Let u ∈ R + , and let F u be the σ -field generated by the fractional Brownian motion on the interval [0, u] . We study the prediction of (B t ) t≥u given the information F u . In other words, we study the conditional regular law ofB H (u) = B H |F u . It is well-known that such regular conditional laws for Gaussian processes exists and they are Gaussian with random conditional mean and deterministic conditional variance, see, e.g., Bogachev [5, Section 3.10] or Janson [9, Chapter 9] . Recently, LaGatta [11] introduced the notion of continuous disintegration. In our case it reads as follows: Let T > 0 be arbitrary and let P T be the law of the fractional Brownian motion on [0, T ]. The regular conditional law P y T = P T [ · |B H v = y(v), v ≤ u] is continuous with respect to y if y n → y (in sup-norm) implies P yn T → P y T (weakly). In practice however, the conditioning trajectory is usually observed only at discrete points, and the continuity of regular conditional law in the sense of LaGatta has practical importance. We calculate the regular conditional law of fractional Brownian motion explicitly and show that it is continuous with respect to the conditioning trajectory.
Prediction of fractional Brownian motion has long history, see Molchan [13] . For example, Gripenberg and Norros [8] provided the conditional mean of the fractional Brownian motion with parameter H > and Fink et al. [7] derived conditional characteristic function and the conditional variance. However, it seems that the regular conditional law itself has not been studied.
Preliminaries
We recall some facts for fractional Brownian motion and fractional calculus. As general references for fractional Brownian motion we refer to Biagini et al. [4] and Mishura [12] . The standard reference for fractional calculus is Samko et al. [16] . The fractional Brownian motion B H = (B H t ) t∈R + with Hurst index H ∈ (0, 1) is the centered Gaussian process with covariance
The case H > 
be the right-sided fractional integral of order α ∈ (0, 1). The inverse of I α t− is the right-sided fractional derivative
where
Indicator functions 1 [0,t) belong to the domains of K H,t and K
−1
H,t for all t > 0 and H ∈ (0, 1). So, we can define
(A similar formula can be found for k
H also, but we have no need for it here.) Lemma 2.1 (Volterra Correspondence). Let B H be a fractional Brownian motion. Then the process
is a Brownian motion. Moreover, the fractional Brownian motion can be recovered from it by
The Volterra correspondence of Lemma 2.1 above extends to a transfer principle of Lemma 2.2 below. We note that in Lemma 2.1 can be taken as the definition of an abstract Wiener integral with respect to the fractional Brownian motion. We refer to Pipiras and Taqqu [15] for details on Wiener integration with respect to fractional Brownian motions, and for [17] for a more general discussion on abstract Wiener integration.
Lemma 2.2 (Transfer Principle).
Let B H and W be as in Lemma 2.1. Then, for all u ∈ R + ,
Regular Conditional Law
Theorem 3.1 (Prediction Law). The conditional processB H (u) = (B H t (u)) t≥u is Gaussian with F u -measurable mean function
and deterministic covariance function
Moreover, the regular conditional law is continuous with respect to the conditioning trajectory
Proof. Let B H and W be as in Lemma 2.1. Let t ≥ u. Then
It remains to show that the function s
) and then to apply Lemma 2.2 and calculate the transfered kernel for the equation
This was done in Pipiras and Taqqu [15, Theorem 7.1] .
Let us then calculate the conditional covariance. Let W be as before. Then 
The ratio above is obviously bounded for all v ∈ [ε, u] for any ε > 0. As for v → 0,
,u is the identity operator. Consequently, we recover from the proof of Theorem 3.1 that 
Next we investigate the conditional covariancer H (t, s |u) for fixed s ≤ t as a function of u ∈ (0, s). The proofs are rather technical and lengthy. For this reason they are postponed into Section 5. ,r H (t, s|·) is neither convex nor concave. Indeed, it can be shown that for H ∈ (0, 1 2 ), the kernel k H is positive and lim
is neither increasing nor decreasing in u.
Proposition 3.2 (No-Information Asymptotics)
. Let t ≥ s be fixed.
Remark 3.4. It is interesting to note in Proposition 3.2 the different asymptotic behavior for the long-range dependent case (H >
2 ) and the short-range dependent case (H < 1 2 ). Indeed, for the long-range dependent case the principal term in the "remaining covariance" r H (t, s) −r H (t, s|u) is C H u 2H , where the constant C H is independent of t and s. In the short-range dependent case the principal term is C H,t,s u 2−2H . So, the power reverts from 2H to 2 − 2H (and, consequently, the principal term remains convex) and the constant depends on t and s. 
(ii) for t > s we have, as u → s, r H (t, s|u) = C H,t,s (s − u)
Finally, we examine the sample path continuity of the conditional process. Recall that a process X = (X t ) t∈R + is Hölder continuous of order γ , if for all T > 0 there exists an almost surely finite random variable C T such that
for all t, s ≤ T . The Hölder index of the process is the supremum of all γ such that (3.3) holds.
Next we show that the Hölder index of the conditional processB H (u) and the conditional meanm H (u) are the same as that of the fractional Brownian motion B H . This is very important e.g. for pathwise stochastic analysis. 
Proof. Let us first consider the conditional meanm H (u). Sincê
we have, by the Itô isometry,
Let s ≤ t. By Lemma 2.1 and the Itô isometry, we have
from which it follows, by the Kolmogorov continuity criterion, thatm H t (u) is Hölder continuous of any order γ < H . Next we show thatm H t (u) cannot be Hölder continuous of any order γ > H at t = u. Sincer
Now it can be shown that for H = 
In particular, this shows that
Consequently, the claim follows from the sharpness of the Kolmogorov continuity criterion for Gaussian processes (see [2] ).
Let us then consider the conditional processB H (u). Since the conditional meanm H (u) is Hölder continuous with index γ if and only if γ < H , we may consider the centered conditional processB
the claim follows with the same arguments as in the conditional mean case.
Numerical illustrations
In this section we provide some numerical illustrations on the behaviour of conditional covariance functionr H (t, s|u). Especially, we illustrate asymptotics claimed in Propositions 3.2 and 3.3. For simplicity, we put t = s = 1. Figure 1 illustratesr H (1, 1|u) 
By Proposition 3.2, g(u) should converge towards 1 for H > 1 2 and towards constant for H < 1 2 , which is clearly visible from Figures 2 and 3 . Finally, the full-information asymptotics given in Proposition 3.3 is illustrated in Figure 4 , where the function
is plotted against u. The convergence towards constant 1 is clearly visible in Figure 4 . Proof of Proposition 3.1. Let u < s ≤ t. From (3.2) we observe that
Since k H (t, u) is infinitely differentiable with respect to u for all t, it follows thatr H (t, s|u) is infinitely differentiable in u. Furthermore, since k H (t, u) > 0 for all t and u, we observe that ∂ ∂ur H (t, s|u) < 0. Hencer H (t, s|u) is strictly decreasing in u. Next we prove the convexity in u ofr H (t, s|u) for H > 1 2 . For this it is sufficient to show that −k H (t, u)k H (s, u) is increasing in u. Hence, it suffices to show that k H (t, s) is decreasing in s.
where F denotes the Gauss hypergeometric function. Denote v = 1 − s t and let t be fixed. Then Now it is straightforward to see that, for any x ∈ (0, 1),
is an increasing function in v . Consequently, k H (t, s) = k H (t, t(1 − v)) is also increasing as a function of v , and thus −k H (t, u)k H (s, u) is increasing in u, which shows that, for fixed t and s,r H (t, s|u) is a convex function.
