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Let (X, Y), X E R’, YE R ’ have the regression function r(x) = E( Y / X = x). We 
consider the kernel nonparametric estimate r,(x) of r(x) and obtain a sequence of 
distribution functions approximating the distribution of the maximal deviation with 
power rate. It is shown that the distribution of the maximal deviation tends to 
double exponent (which is a conventional form of such theorems) with logarithmic 
rate and this rate cannot be improved. 9 1984 Academic Press, Inc. 
1. INTR~OUCTI~N 
At present there are a lot of papers devoted to investigation of various 
properties of nonparametric regression estimates and, particularly, to the 
investigation of properties of kernel regression estimates. Limit theorems for 
properly normalized maximal deviation distribution of kernel regression 
estimates (see, e.g. [l-3]) play an important role in applications. It is 
especially interesting to obtain the convergence rate estimates in such 
theorems but as far as we know, no results have been obtained in this 
direction except in [2]. The aim of the present paper is first to show that the 
limit theorems in traditional formulation [l] have logarithmic rate of 
convergence and this rate cannot be improved and, second, to obtain the new 
form of such limit theorems with power rate of convergence. 
Let (X, Y) be a (p + 1 )-dimensional random vector, X E R", Y E R ’ and 
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(X,, Yr),..., (X,, Y,,) be i.i.d. random vectors with a distribution function 
coinciding with that of the vector (X, Y). We consider 
rn(f) = i: YiK((t - Xil/hn) 
i= 1 I 
5 #fflr - Xil/hn) (l-1) 
i=l 
as estimates for the unknown regression function r(t) = E(Y ] X = t). Here K 
is a kernel function, h, > 0, lim,,, h, = 0. Our aim is to study the maximal 
deviation distribution m(t) from r(t). Let l,(t) be a deviation field 
T,(t) = (nh$F2 “2 > ($$) “2 (m(t) - m)Y tE TcRP. (1.2) 
Here T is a connected compact set in RP, 0 E T, 
f,(t) = (nhP,) - l -Q- Ic((t - XJ/h,) 
iZ 
and 
are estimates of a marginal density f(t) of a vector X and conditional 
variance v(t) = E((Y - r(t))* ] X = t), respectively, u* = J K*(u) du. 
ASSUMPTIONS. (I) P(-co<A<Y<B<co)=lforsomeAandB. 
(2) The function (f(t) v(t))“2, t E T, is strictly positive and satisfies 
the Lipschitz condition of the order 1. 
(3) There exists a neighbourhood T’ 3 T of the set T and A ‘, B’ such 
that P(-co <A’<&<B’< co IXE T’)= 1, &=Y-r(X) and v(C)= 
P((X,E) E Cn (T’ x [A’,B’])) is absolutely continuous w.r.t. Lebesgue 
measure in Rp+‘. Measure v(.) can be extended to a probability measure @(.) 
which is absolutely continuous w.r.t. Lebesgue measure in RP+ ’ with a 
density function d(r, E), ess sup Rp+l &r, E) < co. For the distribution function 
of the vector (2, $) such that p(C) = P((X, f) E C) one can define the Rosen- 
blatt transformation [6] M: Rp+’ + [0, llp+’ having the inverse M-‘, 
moreover P,,&-‘(r*, E*)), t E T, (t*, E*) E [0, l]“+’ is (p + 1) times 
continuously differentiable function in [O, 1 lP+ ‘, p&r, 8) = 
(f(t) v(t))-“2 a-‘h,p’*&K((t - r)/h,). 
(4) There exists an 1, 1 > (p’ +p)/2 such that f(t) and r(t) have 
partial derivatives of the order I, bounded in T’. 
(5) K(x) is finite, (K(x) dx = 1, its partial derivatives up to the order 
p are continuous and the following orthogonality conditions hold true 
( I-& ufK(u ,,..., up) du, .+. du, = 0, Cf=, si = I,2 ,..., 1, si are integer, non- 
negative. 
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THEOREM 1.1. Suppose (l)-(5) hold and h, =C6, l/(p + 21) < 6 < 
l/p(p + 2). Then there exists a 1 > 0 such that 
(1.3) 
uniformly in x, where I, is the maximal root of the equation 
dT) h,’ fi lp- 1 exp l2 
p7p+ I)/2 ( 1 
-- = 
2 
1 ) 
P is the Lebesgue measure in RP, 
A ,, = I Calati) K(t)(a/atj) K(t) dt 
IJ 
lK2(t)dt ’ 
e, = (-l)“‘(p - l)!/m! 2”(p - 2m - l)! is m th Hermite polynomial coef- 
ficient of the order p - 1. For 1, the asymptotic equality holds 
ln=dm+ 
(p - 1) ln(2 ln(cphLP)) 
2 dm~ 
+ 0((-p In h,)-“2), 
cp = (2x)-“+ 1)‘2 &i. (1.4) 
Remark. For the case p = 1, Wand1 [l] proved that the limit of the left 
side of (1.3) is equal to exp(-2eex). It follows from (1.3) and (1.4) that the 
rate of convergence to double exponent is the logarithmic one and this rate 
cannot be improved. Exponent term in the right side of (1.3) gives better 
approximation with power rate. 
Using similar methods and the results of Konakov and Piterbarg [4] one 
can obtain analogous result for kernel density function estimates which we 
formulate here without proof. 
Let X be a p-dimensional random vector, X E RP and Xi, X2 ,..., X, be 
i.i.d. random vectors with a density function coinciding with that of the 
vector X. We consider 
f,(t) = (nh:)-’ ? K((t -X,)/h,) 
lrl 
as estimates for the unknown density f (t) of a vector X. 
ASSUMPTIONS. (1’) The function f”2(t), t E T, is strictly positive and 
satisfies the Lipschitz condition of the order 1. 
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(2’) There exists a neighbourhood T’ 3 T of the set T such that 
v(C) =P(XE Cr? T’) is absolutely continuous w.r.t. Lebesgue measure in 
RP. Measure v(e) can be extended to a probability measure G(e) which is 
absolutely continuous w.r.t. Lebesgue measure in RP. For the distribution 
function of the vector 2 such that d(C) = P(2 E C) one can define the 
inverse Rosenblatt transformation M-l: [0, llp + RP. Moreover p,JM-*r*), 
tE T, z* E [0, llp, is p times continuously differentiable function in [0, llp, 
P,,l(Z) =f - W) u - lh;p’*K((t - r)/h,). 
(3’) There exists an 1, 1> [p*/2], such that the f(t) have partial 
derivatives of the order 1 bounded in T’. 
(4’) K(x) satisfies condition (5) with 1 from (3’). 
THEOREM 1.2. Suppose (l’)-(4’) hold and h, = n-‘, l/(p + 21) < 6 < 
l/p(p + 1). Then there exist 1 > 0 such that for the probability 
uniformly in x we have the asymptotic relation (1.3). 
2. SOME LEMMAS ON APPROXIMATIONS 
In this section we prove several lemmas implying Gaussian approx- 
imations for the fields r,(t) (see (1.2)). 
LEMMA 2.1. Let the conditions of Theorem 1.1 be satisfied. Then for 
h, = n-‘, 0 < 6 < l/(p + 2) there exist Cl and C, such that 
Wy IL(t) -fWl > C,n-‘l< exp(-C,n3, 
(2.1) 
P{m$x Iv,(t) - v(t)1 > Cln+} < exp(-C,n$ 
where y = 1 - 6(p + 2). 
The proof of the first inequality in (2.1) is very similar to that of Lemma 7 
in [5]. To prove the second inequality (2.1) one must use the same 
arguments and assumption (1). 
Let (xl9 EA..., (X,, En) and (2,) 6,) ,..., (2”) E”,) be two samples of i.i.d 
random vectors with the density functions g(r, E) and &r, E) coinciding with 
that of the vectors (X, E) and (2, g)), respectively (see assumption (3)). We 
introduce the following notation 
~10) =I P&X, e) d&(x, e), ii,@) = 1 P&X, E) d&(x, e), 
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where 2,(x, a) and 2,(x, E) are empirical fields corresponding to the samples 
(Xi, E,) ,..., (X,, E,) and (XL, E”,) ,..., (Ir?,, E”,) respectively. It immediately 
follows, from the definition of iii(t), that the distributions generated by qr(t) 
and %(t) in (C(T), WC(T))) coincide. Here C(T) is topologized by a 
uniform topology, L??(.) is a Bore1 a-field. Define 
V*(f) = j P”,f(XT E) dWwG E))Y 
where W(r*, E*) is the Wiener field in [0, 1 I,+ I. 
LEMMA 2.2. Let the conditions of the Theorem 1 be satisfied. Then for 
each n, n = 1, 2 ,..., one can define versions q,(t) and q*(t) so that for 
h, = n-‘, 0 < 6 < l/p(p -j- 2) and for some C < 00, 
Piyx I ii,(t) - al(t)1 > Cn Sp/2-1/2@+2’(ln ,>3/2) < ~~-2. (2.2) 
Proof. Taking into account that E(f ] J? = t) = 0, t E T, we have 
n(t) = j ~n,r(x, E) dWf(x, e)), 
where B(x*,E*) = W(X*,E*) - E* np=,x~?V(1, l), x* = (xl ,..., x,), 
11 = (l,..., 1). Using the integration by parts we obtain 
(iI - q2(t) = 1 (&(x*, &*) - qx*, &*)) ap+ “n$xy,l’;;*y &*)) 
x dx* de* - (2,(x*, 1) - B(x*, 1)). 
x aPPn,lW1(x*~ 1)) dx* 
ax* 
+ j (Z”“(x*, 0) - B(x*, 0)) appnJ(M- ltx*’ ‘)) dx*. 
3X* 
The last formula and our assumptions immediately imply that for some 
c, < 00, 
m;xI%(t) - v2(t)l < C,h;p’2 rom;;+, I&(X*, E*) -B(x*, &*)I. (2.3) 
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By RCvCsz-Csdrgo lemma [7, Lemma 81, one can define versions ~,Jx*, E*) 
and B,(x*, E*) (passing if necessary to a new probability space) so that for 
some C, < co 
P( &n~~, @Qx*, &*) - B,(x*, &*)I > c, n-“2@+2) 
X (ln ~2)~‘*} < C,n-*. (2.4) 
Now (2.2) follows immediately from (2.3) and (2.4). 
Let us consider the random field cl”(t) = df(t) u(t))-“* 
(f,(t) v,(t))“2 r,(t), where c,(t) is defined in (1.2), and let m(t) be a trend of 
c?(t), 
m(t) = E(i$‘(t) ) x, )...) X,). 
LEMMA 2.3. Assume (2), (4), (5). Then for h, = n-‘, l/(p + 21) < 6 < 
l/p(p + 2) there exist C, and C, such that 
P{mFx Im(t)l > C,npa} < exp(-C,ns-“), O<a<d. (2.5) 
ProoJ Define the i.i.d. random variables 
Z,,(t) = hiP(r(Xi) - r(t)) K((t -Xi)/hn), i = l,..., n. 
Expanding r(t) and thenf(t) in the Taylor series up to the terms of the order 
1 and using the orthogonality conditions (5) we obtain after simple 
calculation 
IEZ,,tOl < C&z+‘. P-6) 
It is obvious also that 
EZ;,(t) < C,h,yp+*. (2.7) 
Trend m(t) may be rewritten in the form 
m(f) = n-‘/*h~/*~-~(f(t) v(t))-‘/* 2 Z,,(t), 
i=l 
and we obtain from (2.6), (2.7), (2) and from the inequality eX < 1 + x + x2, 
1x1 < 1/z 
E exp@,m(t)) = exp(C,(1,h~+‘tP’2n1’2 + Jfhf)), 
where 0 < 1, < C,(nh;)“2. Letting A,, = ns, we see 
P{m(t) > nea} = P{exp(n’m(t)) > exp(&“)} 
< exp(-C, n”-“). 
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The end of the proof is very similar to the one of Lemma 7 from [5] and we 
omit it. 
Coming back to the field q2(f) we note that qz(f) has the same probability 
structure as ql(t), 
q,(t) = J pn,Jx, e) P2(x9 &) dWx3 e), (2.8) 
where W(X, E) are 2”+’ independent copies of Wiener fields, each copy being 
defined in corresponding coordinate angle. Define 
h’.&) = j (f(f) u(t)f- ‘(x) u - ‘(x))“’ P,,,(x, E) d1’2(x, E) dW(x, E). (2.9) 
Covariances of the field q4(f) may be easily calculated 
Eq4(f) r4(s) = o-’ 1 K(z) K (y + z) dz, c, s E T. 
Thus, the field q4(hnr), t E hi1 T, has the same probability structure as the 
Gaussian homogeneous random field r(t), 
&) = j K(x - f) dW(x), (2.10) 
where W(x) is the Wiener field in R *, W(0) = 0. To estimate the difference 
between qj(f) and r4(f) we consider Art(t) = tfj(f) - q4(f). Clearly 
ArlW =j ( f”‘(X) u1’2(x) f”2(f) ?Y(f) - ZI-9X),-lh-“4K n 
x$‘~(E ] x) dW(x, E), g(c ] x) is a corresponding conditional density and Ay(f) 
is the Gaussian nonhomogeneous field. In what follows we will need the 
following Lemma from [8]. 
LEMMA 2.4. Let e(f), t E T, be Q Gaussian field, E<(f) = 0, E<‘(f) < 1, 
r(f) is separable w.r.f. a separable set in (T, p)@(f, s) = [E(c(f) - &s))~] 1’2) 
and Dudley integral Y(1) is finite (Y(E) = Ii H1’2(x) dx, H(E) is the E- 
entropy of the space (T, p)). Then 
P{suP T(f) > u} < 4, 1 \/u-1Y((u-1’2) exp 
tET I 
-$+ 13 fi ~4!P(z4-l’~) 
I 
(2.11) 
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for all u > max{u,, 1 + 4 \/z Y(l)}, u,, = inf{x: !P(x-I”) = \/2}. Note that 
if the metric p is dominated by the metric p’ then e-entropy and the right side 
of (2.11) calculated for the space (T,p’) dominate those for (T,p). 
Define a: = SUP,,~ Var dq(t). 
LEMMA 2.5. Assume (2) and (5). Then 
(i) There exists C, 0 < C < 00 such that af < C . hi. 
(ii) If h, = n-y and 0 < 6 < y then for any E > 0 there exists n(e) such 
that for n > n(e) 
P{sup IAq(t)l > n-“} < exp{-n2’@‘(1/2C - E)]. 
IET 
(2.12) 
Proof: Consider the field @(y) = a;’ dq(a, y), y cl a;’ T. It is obvious 
that E(dij(~~))~ < 1, y E a;’ T and 
P(sup IArt > n-“) < 2P( sup &j(y) > n-‘a;‘). 
IET yeu;fT 
(2.13) 
Taking into account (2) and (5) we obtain, after simple calculations, the 
following estimate from above for pseudometric p’( y1 , y2) = E(dij( y2) - 
N~Y,))*~ 
P*(Y,,Y,) < C*n*+*’ 1 IYI -Y212. 
Hence, the metric p’yi,y,)= C,n@‘+2)‘2 ly, -y,l dominates p(y,,y2). 
Constructing suitable E - net in the metric p’ we estimate Dudley integral 
Y(y) from above 
Y(y) < C,y \/ln(C,a;2n”+t+2”2y-1). 
The proof of the Lemma follows now from Lemma 2.4 and (2.13). 
LEMMA 2.6. Let r and ?,I be random variables such that 
P(J~-rI>@<&. Then 
P(q <x-6)-E<P(<<X)<P(rl <x+6)+&. 
The proof is trivial. 
Define 
PA(L x) = w, sup I r(t)1 - 1; < x). 
A 
Using Lemmas 2.1-2.6 we obtain the following result on the approximation 
of the modulus maximum distribution of C;,(X) by the one of Gaussian 
homogeneous random field (2.10). 
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THEOREM 2.2. Suppose (l)-(5) hold and h, = n -‘, l/(p + 21) < 
6 < l/p(p + 2). Then there exist z,(6) > 0 and t*(8) > 0 such that 
PhTIT(<, x - n -‘z) - n -f2 < PT(&, x) 
< PhLIT(<, x + n-72) + CT2 
for all sufficiently large n and 1x1 < nT1. 
ProoJ Consider the chain of approximations 
cl(t) + Pw + &W + m -+ %@I -+ a&), 
(2.14) 
where r,(t) is defined in (1.2), <h”(t) = (f(t) r~(t))-“~ (f,,(t) u,(t))“’ r,(t), 
vi(t) and q2(t) are defined in Lemma 2.2, qj(t) and q4(f) are defined in (2.8) 
and (2.9), respectively. Passing from r,,(t) to r:‘(t), from r;‘(t) to iii(t), 
from $i(t) to q2(t) and from q3(f) to q4(t) we use Lemmas 2.1 and 2.6, 
Lemmas 2.3 and 2.6, Lemmas 2.2 and 2.6, and Lemmas 2.5 and 2.6, respec- 
tively. Note also that 
PAV, 2 x> = PT(VlY x> and PA172 7 x> = p&h 7 xl* 
Inequalities (2.14) follow now from the estimates obtained on each step and 
from the fact that PT(q4, x) = PhnlT(<, x). 
Remark. Leveling the orders of the reminder terms we obtain for 
h, = n-1’@t*)2 that (2.14) takes place with ri = E, t2 = l/(p + 2)‘- 2e, 
E > 0. 
3. A LIMIT THEOREM FOR MAXIMUM MODULUS 
OF A GAUSSIAN HOMOGENEOUS FIELD 
In this section we obtain an asymptotic expansion for the probability 
Ph,& xl = ml yyf I &)I - 1; < x>* 
” 
The statement of the main Theorem 1.1 follows from the expansion. Denote 
hi’ = 1, I,, = IA, h;’ T = T,. It follows from (2.10) and conditions of the 
Theorem 1.1 that the homogeneous centered Gaussian field T(t) is three times 
differentiable in square mean and the covariance function R(t) = Et(O) t(t) is 
bandlimited. Let /i, be the covariance matrix of the gradient of < and I be 
the unit matrix. Notice that R(0) = 1. 
Introduce the class X of closed sets which has the following properties: 
(i) Balls, convex polihedra, and their finite intersections belong to X. 
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(ii) If S is as that in (i) and g is the nondegenerate map of the class 
C3, g: RP --f RP, then gS E X 
THEOREM 3.1. Let A, be equal to p-II and S be the convex set of the 
class X. Then there exists p, > 0 such that 
P(my t(t) > u) = 
x HP-,- l(U) W”(S) + - & um emX2/’ dx I 
+ O(exp(-iu2(1 + P,))), u+ tl;), (3.1) 
H&) = C-1) meuV2(ppum) ,4/2 are Hermite polinomials, w, is the 
volume of the unit ball in R”, co,, = 1, W, are Minkovsky functionals 191. 
The proof of this theorem is based on the so-called comparison theorems 
for Gaussian fields and it will be published separately. In the case of p = 1 
the proof is contained in [lo]. The “physical sense” of the Theorem 3.1 is 
the following. The probability in the left-hand side of (3.1) equals the 
probability of the set {t: r(t) > u} fl S being nonempty. The set {t: C(t) > u} 
is approximately a small ball and the center of this ball is approximately 
“uniformly distributed” in some large cube K 3 S. It is possible to evaluate 
the probability of this kind with the help of integral geometrical methods (see 
19lb 
COROLLARY 3.1. In the conditions of Theorem 3.1 there exists pz > 0 
such that 
P(m;x It(t)1 > u) = 2424 S) + O(exp(-+ u’( 1 + p2))), 
where o(u, S) denotes the sum of thefirst two items in the right-handpart of 
(3.1). 
Proof. The symmetry of Gaussian distributions implies that 
P(m;x It(t)1 > u) = 2P(rnsa t(t) > 24) 
- PC”,” t(t) > u, m,ax(-r(t)) > 24). 
The last item is no more than 
P(y; (C(t) - r(s)) > 2u). 
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The variance of the field ~(t, s) = r(t) -r(s) equals 2 - 2R(t - s). The 
bandlimitedness of R implies that R, =def min, Xs R(t - s) > - 1. Since 
for some C < 03, it follows that Dudley integral for q is finite. Therefore for 
any positive E there exists such C(E) < co that 
P(max q(t, s) > 2~) < C(E) exp 
( 
- q;:k,) (l - e)) 
=C(e)exp (-+u~) exp (- l~~~~O~E 14’). 
Choose E E (0, (1 + R,)/2) and set p2 = min((1 + R, - 2&)/(1 - R,), pl). The 
proof is complete. 
THEOREM 3.2. If closed Jordan set T has a positive measure, then there 
exists pj > 0 such that 
( 
[(P-l)/21 
= exp -2e-"-"'l'2':' v  I e,li2" (1 +t)pp2m-') 
m=0 
+ o(;1-p'), A+ co, 
uniformly in x E R ‘. Constants e, are defined in the Theorem 1.1. 
Proof: First, we assume additionally, that A, =p-‘z. Set 
to = diameter(supp R). Divide each coordinate axis into “long” intervals of 
the length S > Co intermitted by “short” intervals of the length to. This 
division generates the partition of RP on aggregate A, of cubes volumes of 
which are equal to Sp and the supplement of the aggregate. Let T,(S) be the 
set of all cubes from A,, which belong to T,, and let dT,(S) be the set of all 
cubes from A,, which have nonempty intersections with the boundary of T, . 
Set oT,(S) = T,\(T,(S) U dT,(S)), N, = card(T,(S)), n, = card(dT,(S)). 
We have 
/-C,(S)) = N,S”, ,WTA(S)) = n,S”, 
,W”,(S)) < zp(Ns + n&S + 2fO)P-1 to, 
and in view of homothetic properties 
,u(dT,(S)) < LSpAp--I 
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for some L < co. Denote G(u, A) = P(max, ] r(t)] < u), G = 1 - G. 
Homogenity of < includes that 
I G(u, 7’~) - G@, 7’,(S))I < &, T,\T,(S)) 
< qu, oT,(S)) + qu, dT,(S)) 
< L((N, + n,) s-’ + sp/ip-‘) qu, [O, l]P) 
for some L < co. By virtue of Corollary 3.1 we have 
G(u, [0, llp) < Lup-1e-(1’2)u2. 
Finally we have 
IG(u, T’,) - G(u, T,(S))1 <L&V, + n, + SAP-‘) Sp-’ 
x uP-‘e-w2w <L,((A/S)P + SAP-‘) sP-1uP-le-w2w, 
(3.2) 
where constants L, and L, do not depend on u. Properties of the aggregate 
A, include independence of values of the field < on different cubes from A,. 
Therefore 
G(u, T,(S)) = (G(u, [0, S]p))Ns = exp(N, ln( 1 - G(u, [0, SIP))) 
= exp(-N,G(u, [0, SIP)) + O(N,@(u, [0, SIP)). (3.3) 
Now we need to extend the assertion of the Corollary 3.1 to the probability 
G(u, [0, SIP), when S = N,t,, where N, is an integer and N, = N,(u) + co, 
u + co. Let us prove the following recurrent formula 
qu, [O, SIP-k x [O, folk) = N, qu, [O, Syk-’ x [O, folk+‘) 
- (TV, - 1)(2G(u, [O, S]p-k-1 x [O, t,lk+‘) 
- G(u, [O, S]p-k-’ x [O, tJk x [O, 2tJ)) 
+ o(N: G2(u, [O, S]p-k-1 x [O, tolk+l)), 
p-l>k>O, U-+00 
in assumption that the last item tends to zero. We have 
where 
N,-I 
17k = u nk+l(l), 
I=0 
(3.4) 
l7, = [O, S]p-k x [O, folk, 
n,+,(o = [O, S]p-k-’ x [Ito, (I+ 1) t,] x [O, talk. 
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By virtue of homogenity of < we obtain 
In addition 
PtnT+y, t(f) > u, i = 0, 1) = 2&4,4+ ,(O>> 
-G(u,n,+,(O)un,+,(l)). 
Further 
+ s P( max r(t) > u, i = 1,2, 3). 
l,>lz>I, nk+l(li) 
For the third sum in the right-hand part we obtain an estimate 
which is true in the assumption that the last term tends to zero. Thus (3.4) 
follows. 
Note, that the functional W(U, (a)) is C-additive (i.e., if sets A, B, A U B 
are convex then 
w(u, A u B) + LI)(U, A n B) = co@, A) + w(u, B). 
Applying the formula (3.4) to the probability G successively for k =p - 1, 
p - 2,..., and using Corollary 3.1 in the first case and the formula (3.4) in the 
others, we obtain that 
where 
qu, [O, SIP) = 20.44 [O, SIP) + R(u), (3.5) 
IR(u>l <L(Nf exp(-+U*(l +p)) + N~P~Zp-2 exp(-u*)). 
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Constants L and p do not depend on S and u. Indeed, consider the finite set 
(Pk, k = 1, 2,..., K} of parallelepipeds P, = Xf= 1 [0, S,], where each Si = 0, t, 
or 21,. In view of the Corollary 3.1, each parallelepiped corresponds to some 
constants L, and pk > 0. Therefore we can set L = max(Lk, k = 1,2,..., K), 
p = min@,, k = l,..., K) > 0. Since only the first item in W(U, [0, S]“) is of 
interest to us we rewrite (3.5) as 
G(u, [O, SIP) = 2(2np)-p’* qqu) HP- ‘(24) sp 
+ O(up-2Sp-‘e-u2’*) + R(u), (3.6) 
where p(u) = e-““*/@. Recall that W, is the volume, and W,([O, SIP), 
v = 1, 2,...,p are proportional to polinomials Sp-I,..., So, respectively. Denote 
PVA) = ~pP(T) = ra and set S = rilp (i.e., 0 < C, < r”‘pS-l < C, < co for 
some constants C, and C,). The number v will be chosen later. We have 
N,G(u, [O, SIP) = 2(27rp)-p’2 cp(u) H,-,(u) N,SP 
+ O(uP-*NsSpe-““‘*) S-’ + N,R(u) 
= 2(27rp)-p’* cp(u) H,-,(u) ZA 
+ O(e- ““2~p-10@wm + ct(~~,lfS>>)> 
+ o(uP-*e--u*12 zA) S-’ + O(~~-~e-~“‘tjd(dT,(S)) 
+/W',(S)))) S-l + NdW). (3.7) 
Estimate the remainder in (3.7). Note that 
/@T,(S)) + p(oT,(S)) = 0(7,)(7,“‘P + r;- “P). 
Choose v = (p + 1))’ and set u = Z, + xl,‘, then both O(.) in the right- 
hand part of (3.7) are equal to 
-uw -1lpcPt I) O(7, up-‘e zA 1 
= O(t,(l, + ~lh’)~-l e -lfi/2e-x-x~/21~~-l/(ptl~) 
= o(xp-l~~2(p-l,e-x-x~/21* 
“) O(A-“‘p+‘)), I + 00. 
Further we have for sufficiently smal E > 0, and uniformly in 
x E (4 In IA, Ii), 
N,R(u) = O(NsSp exp(-$u2(1 +p)) + NsS2pu2p-2e-u*) 
1)e-PU2/* + SPe-U2/*UP-l)) 
+ Spe-U'IZuP-I 
1) 
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= o(xp-ll~2(P-l~~-x-x~/212 “(z~p(~$p~-~2~2)~ 
+ Z;-‘ZAe-“*/2UP-1)) 
= O(A - yxp- ‘I, 
2@- l)e-x-x2/21: 
> 
p 
= ~~~P’~~~(~~+l~2~-‘)~-~-~2/21.~)2) 
P P 
), A-+00. 
Thus, coming back to (3.3), and, using (3.7) and the estimates following 
them, we have the equality 
PTi(L x> = ew(-2(2v-p’2 cp(u> HP- ,(u> r,, 
+ q-D.+~-‘I@+I) )) = exp(-2(2np)-p’2fj$Z, + xl, ‘) 
x HP-#, +xl,*)~~) + O(X~-~~~~~~~‘,--~~~~~‘~~-~) 
x q-P + p’l@+l)) = exp(-2(2rcp)-P’2 ~(1, + xl,‘) 
x Hp-,(ZA +xZ,‘)rJ+ O(P +A-“@+‘)), (3.8) 
which is true uniformly in the interval x E [-a In In A, In A]. From (3.8) it 
follows, that in extreme points of the interval the approximating function and 
the approximated distribution function have the same order. Uniformity of 
approximation (3.8) for all x E R1 results now from monotonity of approx- 
imated and approximating functions. Using in (3.8) the symmetrical form of 
the notation of Hermite polynomials and making elementary calculations, we 
get the assertion of Theorem 3.2 in the case /1, =p- ‘I. Note now, that in the 
general case the field e(t) = u - ‘&4 2 1’2 v@ t) has a unit variance and 
covariance matrix of grag [ equal to p-*1. Thus Theorem 3.2 follows. 
As the immediate consequence of Theorems 2.1 and 3.2, we have the 
assertion of the main Theorem 1.1. 
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