Abstract. We show that in any aperiodic and ergodic dynamical system there exists a square integrable process (f • T i ) the partial sums of which can be closely approximated by the partial sums of Gaussian i.i.d. random variables. For (f • T i ) both weak and strong invariance principles hold.
Introduction and results

By (Ω, A, T, µ)
we denote an aperiodic and ergodic dynamical system where T is an automorphism of the probability space (Ω, A, T, µ) .
If the dynamical system is of positive entropy, we can find a measurable function f such that the random variables f • T i are independent, hence the process (f • T i ) is a sequence of i.i.d.; if the entropy is infinite, f • T i can be Gaussian. In the case of positive entropy we thus can find processes (f • T i ) for which the central limit theorem or a functional central limit theorem (invariance principle) holds. The process need not be independent: e.g., there exists a vast literature on the CLT for (strictly) stationary processes (cf. [G] , [Ha-He] , [Vo2] )-but the assumptions imply positive entropy.
From the properties of joinings (see [Ru] , Thm. 6.11) it follows that if (X i , Y i ) is a strictly stationary sequence of random vectors where the process (X i ) has zero entropy and the Y i are independent (identically distributed), then the processes (X i ) and (Y i ) are independent.
The central limit theorem for processes of zero entropy has for some time been an open problem: Denker and Keane quote ([De-K] ) a problem of J.-P. Conze: whether there exists a process (f • T i ) in a dynamical system of zero entropy, for which the CLT would hold. The question was answered by Burton and Denker ([Bu-De] ), who proved that in any aperiodic and ergodic dynamical system there exists a process (f • T i ) for which the central limit theorem holds. The result was surprising-the CLT can hold even in such dynamical systems as irrational rotations. This means that even in such dynamical systems, the normalized partial sums of random variables f • T i can be "almost" Gaussian. The CLT was proved in the sense of the convergence of the distributions of S n (f )/ S n (f ) 2 , S n (f ) denoting We shall prove that in the aperiodic and ergodic dynamical system (Ω, A, T, µ) we can find a square integrable function f such that the partial sums S n (f ) = n−1 i=0 f • T can be approximated by partial sums of independent and identically distributed Gaussian random variables in a much stronger sense: Theorem 1. For every n = 1, 2, . . . there exist independent random variables Z n,1 . . . , Z n,n−1 with normal distributions N (0, 2(log log 3 − log log 2)) such that
Theorem 2. There exist independent random variables Z j with normal distributions N (0, 2(log log 3 − log log 2)) such that
Using an adequate multiple of f , in both theorems we can get for the functions Z n,j , Z j the standard normal distribution N (0, 1). In order to shorten the formulae in the proofs, however, we use the given formulations.
Let us recall a few definitions (cf. [B] and [Cs-Re] ). Suppose that f is a measurable function on Ω. For t ∈ [0, 1] we define
converge in distribution to the Brownian motion process W (t), we say that (for the process (f • T i )) the weak invariance principle holds.
If for any vector (
we say that the finite dimensional distributions of ϕ n converge to those of W . In [La1] , M. Lacey proved the invariance principle in the sense of the convergence of finite dimensional distributions to the distributions of self-similar processes, but the proofs need a correction. For irrational rotations of the circle the result was given in [La2] (the author also showed that f can be Hölder continuous).
Theorem 3. For the process (f • T i ) the (weak) invariance principle holds.
If there exists a probability space with a Brownian motion process W (t) and a sequence of random variables (X i ) equally distributed as (f • T i ) such that for
we say that the strong invariance principle holds.
In the paper [Bu-De] the authors conjectured that in any aperiodic and ergodic dynamical system the strong invariance principle with n δ+1/2 replacing the √ n log log n holds for some process (f • T i ), too.
We shall prove the following version of the strong invariance principle:
Theorem 4. There exist Gaussian independent and identically distributed random variables Z i such that
Proofs
Using Proposition 1, we shall construct the function f . 
The random variables X k,i are thus i.i.d. in each row, and the rows are mutually independent. The random
. normally distributed and "almost" independent of the σ-algebra generated by 
Remark. Usually, -independence is defined in a weaker sense-the sum is taken over a set of B ∈ ξ whose union has measure greater than 1 − k .
Proof of Proposition 2. For proving Proposition 2 it is enough to show that when given a finite measurable partition ξ 1 of Ω, > 0, n ∈ N, and an ergodic strictly stationary process (X i ), there exist a finite valued function f and a random vector (X 0 , . . . , X n ) equally distributed as (X 0 , . . . , X n ) such that
where η 1 is the partition generated by f, f
Without loss of generality we can assume that the X i are finitely valued.
By π 1 we denote the partition generated by F, T F, . . . , T N F . Let (Ω , C, S, ν) be another ergodic dynamical system with a measurable function X on Ω such that the distributions of the random vectors (X,X • S, . . . ,X • S n ) and (X 0 , . . . , X n ) are the same; without loss of generality we can assume that ν is aperiodic. By η 2 we denote the partition of Ω generated byX, . . . ,X • S n . In the dynamical system (Ω , C, S, ν) there is a Rokhlin tower E, SE, . . . , S N E such that ν(E) = µ(F ), generating a partition π 2 , and a partition ξ 2 such that the partitions ξ 1 ∨ π 1 generated by ξ 1 , π 1 , and ξ 2 ∨ π 2 generated by ξ 2 , π 2 , respectively, are equally distributed.
On (Ω, A, T, µ) there exists a partition η 1 such that the distributions of the partitions ξ 2 ∨ π 2 ∨ η 2 and ξ 1 ∨ π 1 ∨ η 1 are the same. By f we denote the function which corresponds toX. If we choose the Rokhlin tower so that µ(
. . , f • T n will be close enough to that ofX,X • S, . . . , X • S n , and (1) will be guaranteed. Similarly we can guarantee (2).
By U we denote the unitary operator on L 2 defined by U f = f • T ; I denotes the identity operator If = f . For every function f and positive integer n we denote
By Proposition 1 there exist functionsf 1 ,f 2 , · · · ∈ L 2 with zero means such that for each k = 1, 2, . . . and 0
whenever X k,i , X k,i+1 are defined.
For j = 0, 1, . . . , n let us denote
The random variables Y n,j , 0 ≤ j ≤ n − 1, are mutually independent and Gaussian.
Lemma 1.
Y n,j 2 − 2(log log 3 − log log 2) = O 1 log n , (i)
for every j = 0, 1, . . . , n.
First let us notice that
log n/ log 3<k<log n/ log 2 1 k − log log n log 2 − log log n log 3 ≤ 3 log 3 log n . (4) (4) follows from the fact that for any positive integers a ≤ b we have
Proof of Lemma 1. From the independence of the X k,i it follows that
log n/ log 3<k<log n/ log 2 1 k .
From (4) and log log n log 2 − log log n log 3 = log log 3 − log log 2 it follows that
Because Y n,0 , . . . , Y n,n are independent and identically distributed,
2 − 2(log log 3 − log log 2) = O 1 log n and Y n,j 2 − 2(log log 3 − log log 2) = O 1 log n (i)
For j = 1, 2, . . . we thus have
In Lemmas 4-6 we shall approximate the partial sums S j (f ), S j (f ), S j (f ) by Gaussian random variables. We shall prove Theorems 1-4 when using a double approximation: first we'll approximate S n (f ) by Gaussian random variables constructed by X n,i and Y n,i , and the Gaussian character of the approximating variables will then let us estimate their difference from the partial sums of the Z n,i and the Z i (the Z i will be defined later).
In the computations we shall use
Proof. In fact,
The validity of the invariance principle is equivalent (see [B] , Thm. 8.1) to the convergence of finite dimensional distributions of the C([0, 1])-valued random variables ϕ n to that of the Brownian motion process W , and to the tightness of the sequence of the distributions of the ϕ n .
The convergence of finite dimensional distributions follows from Theorem 1. For proving the tightness it is sufficient (see [B] , Thm. 8.4) to find for every > 0 a λ > 1 such that for all n sufficiently big,
Lemma 3. Let λ > 0, and let Z 0 , . . . , Z n−1 be square integrable random variables. Then
Let h n,j = g n,j − U g n,j , 1 ≤ j ≤ n, and let each g n,j be normally distributed with zero mean and variance less than or equal to Kn/ log n, n = 1, 2, . . . . Then, uniformly for all n,
In the case when for all 1 ≤ j ≤ n, g n,j = g n and h n,j = h n we have: Let h n = g n − U g n , and let each g n be normally distributed with zero mean and variance less than or equal to Kn/ log n, n = 1, 2, . . . . Then, uniformly for all n,
Proof of Lemma 3. By the Chebyshev inequality we have
nλ 2 .
From this we get (i). (ii) follows from
is Gaussian. Thus,
(ii) For every > 0 there exists a λ > 1 such that, for all n sufficiently big,
Proof. Each of the functions f k is a coboundary with a transfer function
Let us denoteg
we have
Let us defineg
We have
(recall that by (3) k = 6 −3k ), and from Lemma 2 (with a = √ 3, c = 2, p = 1/2) it follows that
, which finishes the proof of (i).
Let us prove the tightness (ii). The functions f k are coboundaries with bounded transfer functions. For any fixed k 0 , the tightness condition (ii) is fulfilled for k0 k=1 f k . We replace f by k: k0≥k, d k ≤n f k (and denote it f ). In the same way we replace g ,f , andg . Let us denote
By Lemma 3(iii) we have
and by Lemma 3(i) we get
Hence by Lemma 3 for every λ > 0
This finishes the proof of (ii). 
We thus (for 1 ≤ j ≤ n) have
Proof. The first statement can be proved easily. In order to prove the tightness at the same time, we'll adopt a more complicated approach. For p k ≥ n and 1 ≤ j ≤ n we have
where
Let us denote
we thus have
We shall prove both statements of the lemma for C * ,j , D * ,j , E * ,j , separately.
From the independence of the X k,i it follows that C k,j
Hence,
Therefore,
D k,j +Ẽ k,j has the same distribution as
andD * ,j +Ẽ * ,j has the same distribution as
The functionh k is a coboundary with a transfer functioñ
We have g k 2 2 ≤ 2n 3 α 2 k , and hence
This together with (6) proves (i). Let us prove (ii).
From Lemma 3(iii) and (8) 
From this and (7) it follows that 
We thus have
For proving Estimation for S m (f m+ ). We have
S m+ has the same distribution as
Recall thatŨX k,i = X k,i+1 whenever X k,i and X k,i+1 are defined; we thus get
By Lemma 2 (with a = 2, p = 1, c = 1) there exists K < ∞ such that
From Lemma 3(ii) it follows that
Replacing U jf k by X k,j , we defineS m,1 andS m,2 :
For simplicity of notation (and without losing generality), in the definitions ofS m,2 andŜ m,2 we replace
We thus have e.g.
TheS m,2 , 1 ≤ m ≤ n, have the same distributions as
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and Lemma 2 (with a = 2, p = 1, c = 1) it follows that there exists a K < ∞ such that
and from Lemma 3(ii) it follows that
The same results are obtained if we replacef
We calculate
By Lemma 2 (with a = 2, p = 1, c = 1) and m ≤ n we have
Because log 2 m ≤ log 3 n if and only if m ≤ n log 3 2 , the maximum
is achieved for m ≥ n log 3 2 . The sum log 3 n<k<log 2 n, log 2 m≤k 1/k = log 2 m<k<log 2 n 1/k can be estimated from above by log 2 n log 2 m (1/x) dx; hence m n log 2 m<k<log 2 n 1 k ≤ m n (log log n − log log m).
Using the mean value theorem, we get (for m < n) m n log 2 m<k<log 2 n m k ≤ m n log log n − log log m log n − log m
Because the maximum of (1/n) log 3 n<k<log 2 n, log 2 m≤k m/k is achieved for m ≥ n log 3 2 , it is estimated from above by O(n/ log n). Therefore
We haveS
Because the V j are mutually independent and
which has been estimated (cf. (4)) by 2(log log 3 − log log 2).
By the invariance principle for independent random variables (see [B] ),
Hence by Lemma 3(i)
From (10), (12), (14), (16), (18), (20) we get (i), and from (11), (13), (15), (17), (19), (21) we get (ii).
From Lemma 4(i), Lemma 5(i), and Lemma 6(i) we obtain Lemma 7.
Theorem 1 follows from Lemma 7 and Lemma 1(ii). Theorem 3 follows from Lemma 4(ii), Lemma 5(ii), and Lemma 6(ii). Recall the definitions
We define
Proof of Lemma 8. First, let us prove
Because p k < j < d k ≤ n iff log 3 j < k < log 2 j, k ≤ log 3 n, and log 2 j ≤ log 3 n iff j ≤ n log 3 2 , we have
By (4), for all j we have log 3 j<k<log 2 j 1 k ≤ (log log 3 − log log 2) + 3 log 3 log j ;
hence for c ≥ (log log 3 − log log 2) + (3 log 3/ log n)
In the same way as we derived (4) we get log 2 j≤k<log 2 n 1 k ≤ log log n log j + 3 log 2 j , log 3 j≤k<log 3 n 1 k ≤ log log n log j + 3 log 3 j , and hence
log log n log j + 3n log 2 n ,
log log n log j + 3n log 3 n .
For j ≥ n log 3 2 there exists c > 0 such that log log n log j < c log n log j − 1 .
Let K = log log n. For log n ≥ 2 log log n we have
log log n log j ≤ n log n (log log 3 − log log 2) +
From (23)- (28) it follows that there exists a constant C such that for all n sufficiently big
n log log log log n log n . ( Y j 2 − 2(log log 3 − log log 2))
(Y n,j − 2(log log 3 − log log 2)) 2 + 2
By (22) and Lemma 1(i) the last two summands on the right are O(n/ log 2 n) and O(n log log log log n/ log n), respectively. Theorem 2 follows from Lemma 7 and Lemma 8. Y n,j =g (n) −g (n) • T n +C * ,n +D * ,n +Ẽ * ,n + S n+ +S n,2 + S n,1 − n−1 j=0 Y n,j +ĝ (n) −ĝ (n) • T n +Ĉ * ,n +D * ,n +Ê * ,n +Ŝ n+ +Ŝ n,1 +Ŝ n,1 .
The random variables
n−1 j=0 (Y n,j − Z j ),g (n) ,g (n)
• T n ,C * ,n ,D * ,n ,Ẽ * ,n , S n+ , S n,1 − n−1 j=0 Y n,j , andS n,2 are Gaussian with zero means (as the X n,j have zero means), and (by Lemmas 4(i), 5(i), 6(i), and 8) their variances are bounded by n log log log log n/ log n.
For any > 0 and Gaussian random variables A n with variances bounded by K log log log log n/(log n log log n) for some K, we have µ(|A n | > ) = 2 π ∞ √ log n log log n/(K log log log log n) e −x 2 /2 dx < n −2
for n sufficiently big. By the Borel-Cantelli lemma we thus get lim n→∞ A n √ n log log n = 0 a.s. (29) for A n = ( n−1 j=0 (Y n,j − Z j ) +g (n) +g (n) • T n +C * ,n +D * ,n +Ẽ * ,n + S n+ +S n,1 − n−1 j=0 Y n,j +S n,2 ). Let us defineĝ
Then |ĝ (n) | ≤ĝ for every n; and because ĝ k 2 ≤ d k p k k = 6 −2k (cf. the proof of Lemma 4),ĝ ∈ L 2 . From the integrability ofĝ 2 it follows that
Hence by the Borel-Cantelli lemma √ n log log n = 0 a.s. (31) By Lemma 5(i) and Lemma 6(i) there exists a K such that if A n is any of the random variablesĈ * ,n ,D * ,n ,Ê * ,n ,Ŝ n+ ,Ŝ n,1 , andŜ n,1 , then EA 2 n ≤ K/n 2 . Hence by the Chebyshev inequality
