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a b s t r a c t
An edge of a k-connected graph is said to be k-removable (resp. k-contractible) if the
removal (resp. the contraction) of the edge results in a k-connected graph. A k-connected
graph with neither k-removable edge nor k-contractible edge is said to be minimally
contraction-critically k-connected. We show that around an edge whose both end vertices
have degree greater than 5 of a minimally contraction-critically 5-connected graph, there
exists one of two specified configurations. Using this fact, we prove that each minimally
contraction-critically 5-connected graph on n vertices has at least 23n vertices of degree 5.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we deal with finite undirected graphswith neither self-loops normultiple edges. For a graph G, let V (G) and
E(G) denote the set of vertices of G and the set of edges of G, respectively. Let Vk(G) denote the set of vertices of degree k. For
an edge e ∈ E(G), we denote the set of end vertices of e by V (e). For a vertex x ∈ V (G), we denote byNG(x) the neighborhood
of x in G. Moreover, for a subset S ⊆ V (G), let NG(S) = ∪x∈S N(x) − S. We denote the degree of x ∈ V (G) by degG(x). For a
vertex x ∈ V (G), we denote by EG(x) the set of edges incident with x. Then degG(x) = |N(x)| = |EG(x)|. When there is no
ambiguity, we write Vk, N(x),N(S), deg(x) and E(x) for Vk(G),NG(x), NG(S), degG(x) and EG(x), respectively. For S ⊆ V (G),
we let G[S] denote the subgraph induced by S in G. Let G be a connected graph. For S ⊆ V (G), we let G− S denote the graph
obtained from G by deleting the vertices in S together with the edges incident with them; thus G − S = G[V (G) − S]. A
subset S ⊆ V (G) is said to be a cutset of G, if G − S is not connected. A cutset S is said to be a k-cutset if |S| = k. For a
noncomplete connected graph G and x, y ∈ V (G), the order of a minimum cutset of G which separates x and y is said to be
the local connectivity between x and y in G. We denote the local vertex connectivity between x and y in G by κ(x, y;G). The
minimum value of the local connectivity in G is said to be the connectivity of G and the connectivity of G is denoted by κ(G).
For x, y ∈ V (G), let dG(x, y) denote the distance between x and y. The r-ball with center x is the set of verticeswhose distance
from x is less than or equal to r . We denote the r-ball with center x by Br(x), that is Br(x) = {y ∈ V (G) | dG(x, y) ≤ r}.
Sometimes we omit the center and we write Br for Br(x).
Let k be an integer such that k ≥ 2 and let G be a k-connected graph with |V (G)| ≥ k + 2. An edge e of G is said to be
k-removable if the removal of the edge results in a k-connected graph. If G does not have a k-removable edge, then G is said
to beminimally k-connected. An edge e of G is said to be k-contractible if the contraction of the edge results in a k-connected
graph. Note that, in the contraction, we replace each resulting pair of double edges by a simple edge. If G does not have a
k-contractible edge, then G is said to be contraction-critically k-connected.
It is known that there are infinitely many minimally k-connected graphs for any k. The following is one of the most
powerful results on minimally k-connected graphs.
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Fig. 1. A configuration of the first kind.
Theorem A (Mader [4]). Let G be a minimally k-connected graph. Then G− Vk(G) is a (possibly empty) forest.
The following result is an immediate consequence of the above theorem.
Theorem B. Let G be a minimally k-connected graph. Then |Vk(G)| ≥ (k−1)|V (G)|+22k−1 .
This theorem assures us that eachminimally k-connected graph hasmany vertices of degree k. However, it is also known
that for a given integer r , there is a minimally k-connected graph Gwhich contains an r-ball Br such that Br ∩ Vk(G) = ∅ [3].
It is known that every 3-connected graph of order 5 or more contains a 3-contractible edge [8]. There are infinitely many
contraction-critically 4-connected graphs. It is known that a 4-connected graph G is contraction-critical if and only if G is
4-regular, and for each edge e of it, there is a triangle which contains e [2,5]. Hence each contraction-critically 4-connected
graph is minimally 4-connected.
For k = 5, the analogous result does not hold. There are infinitely many contraction-critically 5-connected graphs which
are not minimal and there are infinitely many minimally 5-connected graphs which are not contraction-critical.
The following important result on contraction-critically 5-connected graphs was shown by Su.
Theorem C (Su [6]). Every vertex of a contraction-critically 5-connected graph has two neighbors of degree five.
This means that for each vertex x of a contraction-critically 5-connected graph G, |(B1(x)− {x}) ∩ V5(G)| ≥ 2 holds.
Bymore detailed investigation of contraction-critically 5-connected graphs, Ando and Iwase proved the following results.
Recently Su and others proved the same results independently [7].
Theorem D (Ando and Iwase [1]). Let G be a contraction-critically 5-connected graph and let x be a vertex of G such that
x ∉ V5(G). If x has two neighbors such that both of them are degree five and they are adjacent, then x has three neighbors of
degree five.
Theorem E (Ando and Iwase [1]). For every contraction-critically 5-connected graph G, |V5(G)| ≥ 12 |V (G)| holds.
In this paper we consider minimally contraction-critically 5-connected graphs. We investigate the structure around
vertices of degree greater than 5 and we find some specified structures. To state our results we need to introduce the
following two configurations.
Configuration of the first kind. Let G be a minimally contraction-critically 5-connected graph and let e = xy be an edge of G
such that {x, y} ∩ V5(G) = ∅. An induced subgraph H on eight vertices is called a configuration of the first kind around e if
the following (1)–(4) hold (Fig. 1).
(1) V (H) = {x, y, z, w, u1, u2, v1, v2},
(2) Let F = {yx, xz, yz, zw, zu1, zv1, wu1, wu2, wv1, wv2, u1u2, v1v2}. Then F ⊆ E(H) ⊆ F ∪ {xv1, xv2, yu1, yu2} holds,
(3) {z, w, u, v} ⊂ V5(G),
(4) There is a 4-cutset S˜ of G− xy such that {w, z} ⊆ S˜ and S˜ separates {y, u1, u2} and {x, v1, v2}.
Configuration of the second kind. An induced subgraph H on seven vertices of a minimally contraction-critically 5-connected
graph G is called a configuration of the second kind around xy if the following (1)–(4) hold (Fig. 2).
(1) V (H) = {x, y, u, w1, w2, w3, w4},
(2) Let F = {ywi, uwi | i = 1, 2, 3, 4}. Then F ∪ {xy, yu} ⊆ E(H) ⊆ F ∪ {xy, yu} ∪ {xwi | i = 1, 2, 3, 4} ∪ {wiwj | 1 ≤ i <
j ≤ 4} holds.
(3) degG(x) ≥ 6, degG(y) = 6 and {u, w1, w2, w3, w4} ⊂ V5(G).
(4) {w1, w2, w3, w4} is a 4-cutset of G− xywhich separates x and y.
Our main results are the following.
Theorem 1. Let G be a minimally contraction-critically 5-connected graph. If G has an edge e such that V (e)∩ V5(G) = ∅, then
either |V (G)| ≥ 11 or G is isomorphic to the graph G∗ given in Fig. 3.
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Fig. 2. A configuration of the second kind.
Fig. 3. G∗ .
Theorem 2. Let G be aminimally contraction-critically5-connected graph. Suppose that G has an edge e such that V (e)∩V5(G) =
∅. Then, around e, there is a configuration of the first kind or a configuration of the second kind.
LetH be aminimally 5-connected graph. Then, Theorem B assures us that |V5(H)| ≥ 4|V (H)|+29 . By Halin’s construction [3],
we can obtain a sequence of minimally 5-connected graphs {Hi} such that limi→∞ |V5(Hi)||V (Hi)| = 37 . For a contraction-critically
5-connected graphG, by TheoremE,we have |V5(G)| ≥ 12 |V (G)|. Ando et al. [1] shows that there is a sequence of contraction-
critically 5-connected graphs {Gi} such that limi→∞ |V5(Gi)||V (Gi)| = 12 .
By virtue of Theorems 1 and 2, for aminimally contraction-critically 5-connected graph, we get the following estimation.
Theorem 3. For every minimally contraction-critically 5-connected graph G, |V5(G)| ≥ 23 |V (G)| holds.
The organization of the paper is as follows. Section 2 contains preliminary results. In Section 3 we give a proof of
Theorem 1. In Section 4 we give a proof of Theorem 2 and in Section 5 we give a proof of Theorem 3.
To conclude this section we give two minimally contraction-critically 5-connected graphs. The first one has confi-
gurations of the first kind. The second has no configuration of the first kind but it has configurations of the second kind.
Example 1. The graph illustrated in Fig. 4 is a minimally contraction-critically 5-connected graph which has configurations
of the first kind. We observe that the edge e = xy is an edge such that V (e)∩V5 = ∅. We can find that the subgraph induced
by {x, y, z, w, u1, u2, v1, v2} is a configuration of the first kind.
Example 2. The graph illustrated in Fig. 5 is a minimally contraction-critically 5-connected graph. In this graph, there are
three edges xu, xv, xw around each of which we can find a configuration of the second kind.
2. Preliminaries
In this section we give some more definitions and preliminary results.
For a graph G, we denote |G| for |V (G)|. For subgraphs A and B of a graph G, when there is no ambiguity, we write simply
A for V (A) and B for V (B). So N(A) and A ∩ Bmean N(V (A)) and V (A) ∩ V (B), respectively. Also for a subgraph A of G and a
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Fig. 4. G1 .
Fig. 5. G2 .
subset S of V (G) we write A ∩ S and A ∪ S for V (A) ∩ S and V (A) ∪ S, respectively. When there is no ambiguity, we write
E(S) for E(G[S]). For subsets S and T of V (G), we denote the set of edges between S and T by EG(S, T ). We write EG(x, T ) for
EG({x}, T ). When there is no ambiguity, we write E(S, T ) and E(x, T ) for EG(S, T ) and EG(x, T ), respectively.
Let G be a connected graph with κ(G) = k. An induced subgraph A of G is called a fragment if |N(A)| = k and
V (G)− (A ∪ N(A)) ≠ ∅. In other words, a fragment A is a nonempty union of components of G− S where S is a k-cutset of
G such that V (G)− (A ∪ S) ≠ ∅. By the definition, if A is a fragment of G, then G− (A ∪ N(A)) is also a fragment of G. Let A¯
stand for G− (A ∪ N(A)). For an edge e of G, a fragment A of G is said to be a fragment with respect to e if V (e) ⊆ N(A). For a
set of edges F ⊆ E(G), we say that A is a fragment with respect to F if A is a fragment with respect to some e ∈ F . A fragment
A with respect to F is said to be minimum (resp. minimal) if there is no fragment B other than A with respect to F such that
|B| < |A| (resp. B ( A). If |A| = 1, then a fragment A is said to be trivial.
Let k be an integer such that k ≥ 2 and let G be a k-connected graph with |V (G)| ≥ k + 2. An edge e of G is said to
be k-removable if the removal of the edge results in a k-connected graph. If an edge is not k-removable, then it is called
k-nonremovable. Note that an edge e = xy of G is k-nonremovable if and only if there is a (k − 1)-cutset S˜ of G − xy which
separates x and y or (equivalently) κ(x, y;G) = k. If G does not have a k-removable edge, then G is said to be minimally
k-connected. An edge e of G is said to be k-contractible if the contraction of the edge results in a k-connected graph. Note that,
in the contraction, we replace each resulting pair of double edges by a simple edge. If an edge is not k-contractible, then
it is called k-noncontractible. Note that an edge e of G is k-noncontractible if and only if there is a k-cutset S of G such that
V (e) ⊆ S. If G does not have a k-contractible edge, then G is said to be contraction-critically k-connected. A k-cutset S is said to
be trivial if there is a vertex x ∈ Vk such that S = N(x). Namely, a k-cutset S is trivial if there is a trivial component in G− S.
If the removal of e ∈ E(G) results in a graph with minimum degree k−1, then e is said to be trivially nonremovable or briefly
r-trivial. In other words, e = xy is trivially nonremoval if and only if one of its end vertices has degree k, or (equivalently)
there is a (k − 1)-cutset S˜ of G − e which separates x and y such that one of the two components of G − e − S˜ is trivial. A
trivially nonremovable edge xywith y ∈ Vk(G) is said to be y-trivially nonremovable. If a nonremovable edge e is not trivially
nonremovable, then it is said to be nontrivially nonremovable or briefly r-nontrivial. A nonremovable edge e = xy of G is said
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to be quasi-trivial if there is a (k − 1)-cutset S˜ of G − e which separates x and y such that one of the two components of
G− e− S˜ has the order two or less. Let xy be a quasi-trivial edge of G. Let S˜ be a (k−1)-cutset of G− ewhich separates x and
y and let Ax (resp. Ay) be the component of G − xy − S˜ which contains x (resp. y). Since xy is quasi-trivial, we may suppose
either |Ax| ≤ 2 or |Ay| ≤ 2. If |Ay| ≤ 2, then xy is said to be y-quasi-trivial. If the contraction of e ∈ E(G) results in a graph
with minimum degree k − 1, then e is said to be trivially noncontractible or briefly c-trivial. In other words, e is c-trivial if
and only if the end vertices of e have a common neighbor of degree k, or (equivalently) they are contained in some trivial
cutset.
Hereafter, we consider 5-connected graphs. Let A be a fragment of a 5-connected graph G and let S = N(A). Let x ∈ S and
let y ∈ N(x) ∩ A. A vertex z is said to be an admissible vertex of (x, y; A), if the following two conditions hold.
(1) z ∈ N(x) ∩ N(y) ∩ S ∩ V5.
(2) |N(z) ∩ A| ≥ 2.
Moreover, if |N(z) ∩ A¯| = 1, then z is said to be a strongly admissible vertex of (x, y; A).
A vertex z is said to be an admissible vertex of (x, A) or a strongly admissible vertex of (x, A), if z is an admissible vertex of
(x, y; A) or a strongly admissible vertex of (x, y; A) for some y ∈ N(x) ∩ A.
We start with the following lemma which is a simple but useful observation.
Lemma 1. Let A be a fragment of a 5-connected graph G and let S ⊂ N(A). If |N(S) ∩ A| < |S|, then A ⊂ N(S).
Proof. Assume that A ≠ N(S)∩ A. Let A′ = A− (N(S)∩ A). Since A′ ≠ ∅ and N(A′)∩ (A¯∪ S) = ∅, (N(A)− S)∪ (N(S)∩ A)
separates A′ and A¯∪S. Since |N(S)∩A| < |S|, we see that |(N(A)−S)∪(N(S)∩A)| = |N(A)|−|S|+|N(S)∩A| < |N(A)| = 5,
which contradicts the assumption that G is 5-connected. 
The following lemma is firstly mentioned by Mader. The readers can find the proof of Lemma 2 in [1].
Lemma 2. Let G be a 5-connected graph, and let A and B be fragments of G Let S = N(A) and T = N(B).
B A¯ ∩ B S ∩ B A ∩ B
T A¯ ∩ T S ∩ T A ∩ T
B¯ A¯ ∩ B¯ S ∩ B¯ A ∩ B¯
A¯ S A
Then the following hold. (1) If |(S ∩ B) ∪ (S ∩ T ) ∪ (A ∩ T )| ≥ 6, then |(A¯ ∩ T ) ∪ (S ∩ T ) ∪ (S ∩ B¯)| ≤ 4 and A¯ ∩ B¯ = ∅.
(2) If A ∩ B ≠ ∅, then |S ∩ B| ≥ |A¯ ∩ T |.
(3) If |A¯| ≥ 2, then either |(S ∩ B) ∪ (S ∩ T ) ∪ (A ∩ T )| ≤ 5 or |(S ∩ B¯) ∪ (S ∩ T ) ∪ (A ∩ T )| ≤ 5.
The following Lemma 3 is found in [1], but we give a proof for the convenience of the readers.
Lemma 3. Let x be a vertex of a contraction-critically 5-connected graph G. Let A be a fragment with respect to E(x) such that
|A¯| ≥ 2 and |A| ≥ 3. Then, for each y ∈ N(x) ∩ A, there is either an admissible vertex of (x, y; A) or a fragment A′ with respect
to xy such that A′ ( A.
Proof. Assume that there is neither an admissible vertex of (x, y; A) nor a fragment A′ with respect to xy such that A′ ( A.
Let B be a fragment with respect to xy. Let S = N(A) and let T = N(B). Since |A¯| ≥ 2, by Lemma 2(3), we see that either
|(S ∩ B) ∪ (S ∩ T ) ∪ (A ∩ T )| ≤ 5 or |(S ∩ B¯) ∪ (S ∩ T ) ∪ (A ∩ T )| ≤ 5. Without loss of generality we may assume that
|(S∩B)∪(S∩T )∪(A∩T )| ≤ 5. Then, since there is no fragment A′ with respect to xy such that A′ ( A, we see that A∩B = ∅.
Claim 3.1. A ∩ B¯ ≠ ∅.
Proof. Assume that A ∩ B¯ = ∅. Then, since A ∩ B = ∅, we have A = A ∩ T and |A| = |A ∩ T | ≥ 3, which implies that
|A¯ ∩ T | = |T | − |S ∩ T | − |A ∩ T | ≤ 1. Hence, since |A¯| ≥ 2, by symmetry, we may assume that A¯ ∩ B¯ ≠ ∅. Then
|S ∩ B¯| ≥ |A ∩ T | ≥ 3, which implies that |S ∩ B| = |S| − |S ∩ T | − |S ∩ B¯| ≤ 1. If S ∩ B = ∅, then we have B = ∅,
which contradicts the choice of B. Hence |S ∩ B| = 1, say S ∩ B = {z}. Then we observe that z ∈ N(x) ∩ N(y) ∩ S ∩ V5 and
|N(z) ∩ A| = |A ∩ T | = 3. Now we know that z is an admissible vertex of (x, y; A), which contradicts the assumption. 
By Claim 3.1, we see that A ∩ B¯ ≠ ∅. If |(S ∩ B¯) ∪ (S ∩ T ) ∪ (A ∩ T )| = 5, then A ∩ B¯ is a fragment with respect to
xy such that A ∩ B¯ ( A, which contradicts the assumption. Hence we have |(S ∩ B¯) ∪ (S ∩ T ) ∪ (A ∩ T )| ≥ 6, which
implies A¯ ∩ B = ∅. Since A¯ ∩ B = ∅, we have B = S ∩ B. The fact |(S ∩ B¯) ∪ (S ∩ T ) ∪ (A ∩ T )| ≥ 6 also implies that
|S ∩ B| < |A∩ T |. Since |(S ∩ B)∪ (S ∩ T )∪ (A∩ T )| ≤ 5, we have |S ∩ B| = |(S ∩ B)∪ (S ∩ T )∪ (A∩ T )|− |S ∩ T |− |A∩ T | <
|(S ∩ B) ∪ (S ∩ T ) ∪ (A ∩ T )| − |S ∩ T | − |S ∩ B| ≤ 4 − |S ∩ B|. Hence, we see that |S ∩ B| < 2. Since B = S ∩ B, we have
|B| = |S ∩ B| = 1, say B = {z}. Then we observe that z ∈ N(x) ∩ N(y) ∩ S ∩ V5 and |N(z) ∩ A| = |A ∩ T | ≥ |S ∩ B| + 1 = 2.
Hence z is an admissible vertex of (x, y; A), which contradicts the assumption. This contradiction proves Lemma 3. 
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Lemma 4. Let x be a vertex of a contraction-critically 5-connected graph G. Let A be a fragment with respect to E(x) such that
|A¯| ≥ 2, |A| ≥ 3. Suppose |N(x) ∩ A| = 1, say N(x) ∩ A = {y}. Then
(1) There is an admissible vertex of (x, y; A).
(2) Moreover, if y ∉ V5, then there is a strongly admissible vertex of (x, y; A).
Proof. (1) Since N(x)∩A = {y}, there is no fragment A′ with respect to xy such that A′ ( A. Hence, by Lemma 3, we see that
there is an admissible vertex of (x, y; A).
(2) Let z be an admissible vertex of (x, y; A). Assume that deg(y) ≥ 6 and z is not strongly admissible, namely,
|N(z)∩A¯| ≥ 2. Let B = {z} and T = N(z). Since |N(z)∩A| ≥ 2 and |N(z)∩A¯| ≥ 2,we observe that |N(z)∩A| = |N(z)∩A¯| = 2
and S ∩ T = {x}. Let N(z) ∩ A = {y, u} and S ∩ B¯ = {v1, v2, v3}.
Claim 4.1. |A| = 3.
Proof. Assume that |A| ≥ 4. Let A′ = A− {y} and S ′ = (S − {x}) ∪ {y}. Then we observe that A′ is a fragment with respect
to zy, |A¯′| > |A¯| ≥ 2, |A′| = |A| − 1 ≥ 3, and N(z) ∩ A′ = {u}. Hence, by (1), we see that there is an admissible vertex of
(z, u; A′). But we know that N(z) ∩ S ′ = {y} and deg(y) ≥ 6, which implies that there is no admissible vertex of (z, u; A′).
This contradicts the previous assertion and this contradiction proves Claim 4.1. 
By Claim 4.1 we know that |A| = 3. Let A = {y, u, w}, then A ∩ T = {y, u} and A ∩ B¯ = {w}. In this situation, since
N(x) ∩ (A ∩ B¯) = ∅, we observe that w ∈ V5 and N(w) = {y, u, v1, v2, v3}. Let A′ = {u, w} and let S ′ = N(A′) =
{z, y, v1, v2, v3}. LetC be a fragmentwith respect to zu and letR = N(C). By symmetry,wemay assume that |S ′∩C | ≤ |S ′∩C¯ |.
Since N(w) ⊇ {y, v1, v2, v3} = S ′ − {z} and z ∈ R, we see thatw ∈ R, that is A′ = A′ ∩ R = {u, w}.
Claim 4.2. C = S ′ ∩ C and |C | = |S ′ ∩ C | = 1.
Proof. We show that |S ′ ∩ C | ≤ 1. If y ∈ R, then, since S ′ ∩ R ⊇ {z, y}, we observe that |S ′ ∩ C |+ |S ′ ∩ C¯ | ≤ 3, which implies
|S ′ ∩ C | ≤ 1. Next assume that y ∉ R. Since deg(y) ≥ 6 and N(y) ⊆ (A ∪ S) − {y} = {z, x, v1, v2, v3, u, w}, we see that
|N(y)∩ S ′| ≥ 3. Hence, if y ∈ C , then we see that |S ′ ∩ (C ∪ R)| ≥ |(N(y)∩ S ′)∪ {y}| ≥ 4, which implies |S ′ ∩ C¯ | ≤ 1. Since
|S ′ ∩ C | ≤ |S ′ ∩ C¯ |, we have |S ′ ∩ C | ≤ 1. If y ∈ C¯ , then we see that |S ′ ∩ (C¯ ∪ R)| ≥ |(N(y) ∩ S ′) ∪ {y}| ≥ 4, which implies
|S ′ ∩ C | ≤ 1. Now it is shown that |S ′ ∩ C | ≤ 1. Then, since |S ′ ∩ C | < |A′ ∩ R|, we have A¯′ ∩ B = ∅, which implies C = S ′ ∩ C
and |C | = |S ′ ∩ C | = 1. 
Weproceedwith the proof of Lemma 4. By Claim 4.2, we know |C | = |S ′∩C | = 1, say C = S ′∩C = {v}. Thenwe observe
v ∈ V5 and R = N(v). Since v ∈ V5 and deg(y) ≥ 6 and z ∈ R, we have v ∉ {z, y}. Hence v ∈ S ′ − {z, y} = {v1, v2, v3} and
vz ∈ E(G), which contradicts the fact that z ∈ B and {v1, v2, v3} ⊆ B¯. This contradiction proves Lemma 4. 
To prove Theorems 1–3, we need the following lemmawhich is a useful observation on an r-nontrivial quasi-trivial edge
of a minimally contraction-critically 5-connected graph.
Lemma 5. Let G be a minimally contraction-critically 5-connected graph. Let e be an r-nontrivial, quasi-trivial edge of G. Then,
there is a configuration of the second kind around e.
Proof. Let e = xy be an r-nontrivial, quasi-trivial edge of G. Without loss of generality, we may suppose that e = xy is
y-quasi-trivial. Let S˜ be a 4-cutset of G− e and let Ay be the component of G−xy− S˜ which contains y such that |Ay| = 2, say
Ay = {y, u}. Then, it suffices to show that NG(y) = S˜ ∪ {x, u},NG(u) = S˜ ∪ {y} and S˜ ⊆ V5(G). Let S = N(Ay) = S˜ ∪ {x}. Since
N(x)∩Ay = {y}, we observe that u ∈ V5,N(y) = S∪{u} andN(u) = (S−{x})∪{y}. Hence it remains to show that S˜ ⊆ V5(G).
Letw ∈ S˜. We show thatw ∈ V5. Let T˜ be a 4-cutset of G−wywhich separatesw and y. Let B be a fragment of G−wy− T˜
which contains w. Let T = T˜ ∪ {y}. Note that, since yu, wu ∈ E(G) and N(y) ∩ B = {w}, we see that u ∈ T˜ , which implies
that Ay = Ay ∩ T . Hence Ay ∩ B = ∅, which implies S ∩ B = N(y)∩ B since S ⊆ N(y). Thus we have S ∩ B = N(y)∩ B = {w}.
Then, since |S ∩ B| < |Ay ∩ T |, we see that A¯y ∩ B = ∅, which implies B = S ∩ B = {w}. Hencew ∈ V5. 
3. A proof of Theorem 1
In this section we give a proof of Theorem 1.
Let G be a minimally contraction-critically 5-connected graph and let x, y ∈ V (G)− V5 such that xy ∈ E(G). Assume that
|V (G)| ≤ 10. We show that G is isomorphic to G∗.
Let S˜ be a 4-cutset of G − xy which separates x and y, say S˜ = {w1, w2, w3, w4}. Let Ax (resp. Ay) be the component of
G− xy− S˜ which contains x (resp. y). Since x, y ∈ V (G)− V5, we observe that |Ax|, |Ay| ≥ 2.
Claim 1.1. |V (G)| ≥ 9.
Proof. Since |Ax|, |Ay| ≥ 2, we have |V (G)| ≥ 8. Assume that |V (G)| = 8. Then, |Ax| = |Ay| = 2. Let Ax = {x, v1}
and let Ay = {y, u}. Then, since |Ax| = |Ay| = 2, we observe that N(v) = S˜ ∪ {x},N(x) = S˜ ∪ {y, v}, N(u) = S˜ ∪ {y} and
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N(y) = S˜∪{x, u}. Lemma5 assures us that S˜ ⊆ V5, which implies thatG[S˜] ∼= 2K2 since {x, y, u, v} ⊆ N(wi) for i = 1, 2, 3, 4.
Then we observe that {x, y, u, v} is a 4-cutset of G, which contradicts the 5-connectedness of G. This contradiction proves
Claim 1.1. 
Claim 1.2. (i) If |Ay| = 2, then |E(S˜ ∪ {x}, Ay)| = 9.
(ii) |N(x) ∩ S˜| ≥ 5− |N(x) ∩ Ax|.
Proof. (i) Let Ay = {y, u}. By Lemma 5, we see that N(y) = S˜ ∪ {x, u},N(u) = S˜ ∪ {y}, deg(y) = 6 and deg(u) = 5. Since
deg(y) = 6 and deg(u) = 5, we know that |E(S˜ ∪ {x}, Ay)| = deg(y)+ deg(u)− 2|E(Ay)| = 6+ 5− 2 = 9.
(ii) Since N(x) ∩ Ay = {y} and deg(x) ≥ 6, we observe that |N(x) ∩ S˜| = deg(x) − |N(x) ∩ Ay| − |N(x) ∩ Ax| ≥
5− |N(x) ∩ Ax|. 
Claim 1.3. (i) E(S˜) ≠ ∅,(ii) If |V (G)| = 9, then |E(S˜)| ≥ 2.
Proof. Assume that E(S˜) = ∅. Without loss of generality we may assume that |Ax| ≥ |Ay|. Let A = Ay and let S = N(A) =
S˜ ∪ {x}. Note that since |V (G)| ≤ 10, |A| ≤ 3 holds and if |V (G)| = 9, then |A| = 2 holds. We consider the two cases
according to the value of |A|.
Case 1.3.1. |A| = 2.
Let A = {y, u}. Then, by Claim 1.2, we know that N(y) = S ∪ {u},N(u) = (S − {x}) ∪ {y} and |N(x) ∩ S˜| ≥ 5− |A¯| ≥ 2.
Without loss of generality we may assume that |N(x) ∩ (S˜ − {w1})| ≥ 2. Let B be a fragment with respect to w1u and let
T = N(B). Since N(y) = S ∪ {u}, we see that y ∈ T , which implies A = A ∩ T = {y, u} and A ∩ B = A ∩ B¯ = ∅. Hence we
know that neither S ∩ B nor S ∩ B¯ is empty. We show that either |S ∩ B| = 1 or |S ∩ B¯| = 1. If |S ∩ T | ≥ 2, then, since |S| = 5,
we have |S ∩ B| = 1 or |S ∩ B¯| = 1 and we are done. Hence suppose S ∩ T = {w1}. Then, without loss of generality, we may
assume that x ∈ S ∩ B¯. Thus, we see that |S ∩ B| = 1 because |N(x) ∩ (S˜ − {w1})| ≥ 2. It is shown that either |S ∩ B| = 1 or
|S ∩ B¯| = 1. Without loss of generality, we may suppose that |S ∩ B| = 1, say S ∩ B = {w}. Then, since |S ∩ B| < |A∩ T |, we
have A¯∩ B = ∅, which implies that B = S ∩ B = {w}. Nowwe know thatw ∈ V5 andw1w ∈ E(G). Since x ∉ V5, we observe
that x ≠ w. Thusw1w ∈ E(S˜).
From here we prove (ii). Assume that |V (G)| = 9. Then |A¯| = 2 and we observe that |N(x) ∩ S˜| ≥ 5 − |A¯| = 3. Hence,
in the above argument, we can choose w1 ∈ S˜ so that |N(x) ∩ (S˜ − {w1})| ≥ 3. Suppose w1w2 ∈ E(G). Then we observe
that there is a vertexw′ ∈ S˜ − {w1, w2} such that G[S − {w′}] is connected. Without loss of generality we may assume that
w′ = w3. Let B′ be a fragment with respect to w3u and let T ′ = N(B′). Since N(y) = S ∪ {u}, we see that y ∈ T ′, which
implies A = A ∩ T ′ = {y, u} and A ∩ B′ = A ∩ B¯′ = ∅. Hence we know that neither S ∩ B′ nor S ∩ B¯′ is empty. Since neither
S∩B′ nor S∩ B¯′ is empty and G[S−{w3}] is connected, we see that (S∩T ′)−{w3} ≠ ∅, which implies |S∩T ′| ≥ 2. Thus, we
observe that either |S ∩ B′| = 1 or |S ∩ B¯′| = 1 because |S| = 5. Without loss of generality we may assume that |S ∩ B′| = 1,
say S ∩ B′ = {w′′}. Then, since |S ∩ B′| < |A∩ T ′|, we have A¯∩ B′ = ∅, which implies that B′ = S ∩ B′ = {w′′}. Nowwe know
that w′′ ∈ V5 and w3w′′ ∈ E(G). Since x ∉ V5, we observe that x ≠ w′′. Since w1w2 ≠ w3w′′, we have |E(S˜)| ≥ 2. Now (ii)
is proved.
Case 1.3.2. |A| = 3.
In this case we observe that |A¯| = 2, say A¯ = {v1, v2}. Since |A¯| = 2, we observe that |N(x) ∩ S˜| ≥ 5 − |A¯| = 3. Since
|N(vi) ∩ S| ≥ 4 for i = 1, 2, we can find a vertex w ∈ S˜ such that v1w ∈ E(G) and (S − {w}) ⊆ N(v2). Let B be a fragment
with respect to v1w and let T = N(B). Since (S−{w}) ⊆ N(v2), we see that v2 ∈ T , which implies A¯ = A¯∩ T = {v1, v2} and
A¯∩ B = A¯∩ B¯ = ∅. Hence we know that neither S ∩ B nor S ∩ B¯ is empty. We show that either |S ∩ B| = 1 or |S ∩ B¯| = 1. If
|S ∩ T | ≥ 2, then we have |S ∩ B| = 1 or |S ∩ B¯| = 1 since |S| = 5. Suppose S ∩ T = {w}. Then, without loss of generality,
we may assume that x ∈ S ∩ B¯. Thus we see that |S ∩ B| = 1 because |N(x) ∩ S˜| ≥ 3. It is shown that either |S ∩ B| = 1 or
|S ∩ B¯| = 1. Without loss of generality, we may suppose that |S ∩ B| = 1, say S ∩ B = {w′}. Then, since |S ∩ B| < |A¯ ∩ T |,
we have A ∩ B = ∅, which implies that B = S ∩ B = {w′}. Now we know that w′ ∈ V5 and ww′ ∈ E(G). Since x ∉ V5, we
observe that x ≠ w′. Thusww′ ∈ E(S˜).
Now Claim 1.3 is proved. 
Hereafter, we assume that |Ax| ≥ |Ay|. Let A = Ay and let S = N(A) = S˜ ∪ {x}.
Claim 1.4. |V (G)| = 10.
Proof. Assume that |V (G)| = 9. Then |A| = |A¯| = 2. Let A = {y, u} and let A¯ = {v1, v2}, then u ∈ V5. By Claim 1.2, we
know that |E(S, A)| = 9, S˜ ⊆ V5 and |N(x) ∩ S˜| ≥ 3. Furthermore, Claim 1.3 assures us that |E(S˜)| ≥ 2. Therefore we have
|E(S, A ∪ A¯)| = |N(x) ∩ A| + |N(x) ∩ A¯| +∑4i=1 deg(wi)− |N(x) ∩ S| − 2|E(S˜)| ≤ 1+ 2+ 4× 5− 3− 2× 2 = 16. Since
deg(v1), deg(v2) ≥ 5, we see that |E(S, A¯)| = deg(v1) + deg(v2) − 2|E(G[A¯])| ≥ 8. Therefore, we have |E(S, A ∪ A¯)| =
|E(S, A)| + |E(S, A¯)| ≥ 9+ 8 = 17, which contradicts the previous assertion. This contradiction proves Claim 1.4. 
Claim 1.5. N(x) ∪ N(y)− {x, y} ⊆ V5.
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Proof. Assume that (N(x) ∪ N(y) − {x, y}) − V5 ≠ ∅, say z ∈ (N(x) ∪ N(y) − {x, y}) − V5. By symmetry, we may assume
that z ∈ (N(x)− {y})− V5. Let A = Ay and let S = N(A) = S˜ ∪ {x}. Let T˜ be a 4-cutset of G− xz which separates x and z. Let
B be the component of G − xz − T˜ which contains z. Let T = N(B) = T˜ ∪ {x}. Then, note that N(x) ∩ B = {z} and |B| ≥ 2.
Since N(x) ∩ A = {y},N(x) ∩ B = {z} and y ≠ z, we see that N(x) ∩ (A ∩ B) = ∅.
Subclaim 1.5.1. A ∩ B = ∅.
Proof. Suppose A∩ B ≠ ∅. Then, since N(x)∩ (A∩ B) = ∅, we observe that |(S ∩ B)∪ (S ∩ T )∪ (A∩ T )| ≥ 6, which implies
|(S∩B¯)∪(S∩T )∪(A¯∩T )| ≤ 4 and A¯∩B¯ = ∅. Hence, |N(x)| = |N(x)∩((S∩B¯)∪(S∩T )∪(A¯∩T ))|+|N(x)∩A|+|N(x)∩B| ≤ 5,
which contradicts the assumption that x ∉ V5. This contradiction proves Subclaim 1.5.1. 
Subclaim 1.5.2. |A| + |B| ≤ 5.
Proof. Assume that |A| + |B| ≥ 6. Then, since |V (G)| = 10 and A ∩ B = ∅, we see that |V (G) − A ∪ B| ≤ 4, which implies
|N(x)| = |N(x)∩V (G)−A∪B|+|N(x)∩A|+|N(x)∩B| ≤ 5. This contradicts the assumption that x ∉ V5 and Subclaim 1.5.2
is proved. 
By Subclaim 1.5.2, we know that |A| + |B| ≤ 5, which implies either |A| = 2 or |B| = 2 since |A|, |B| ≥ 2. Without loss
of generality, we may assume that |A| = 2 and 2 ≤ |B| ≤ 3, say A = {y, u1}. Then Lemma 5 assures us that S˜ ⊆ V5 and
|E(S˜, A)| = 2|N(A) ∩ S˜| = 8. Since S˜ ⊆ V5 and A ∩ B = ∅, we observe that z ∈ A¯ ∩ B, which implies that |S ∩ B| ≤ 2. We
show S ∩ B = A∩ T = ∅. Assume that S ∩ B ≠ ∅. Then, since S−{x} ⊂ N(y)∩N(u1), we see that A = A∩ T = {y, u1}. Since
A¯ ∩ B ≠ ∅, Lemma 2(2) assures us that |S ∩ B| ≥ |A ∩ T | = 2, which implies |S ∩ B| = 2 and A¯ ∩ B = {z} since |S ∩ B| ≤ 2.
Then, since |S ∩ B| = |A∩ T |, we observe that |(S ∩ B)∪ (S ∩ T )∪ (A¯∩ T )| = 5, which contradicts that fact A¯∩ B = {z} and
z ∉ V5. Now we have shown that S ∩ B = ∅, which implies A ∩ T = ∅.
Subclaim 1.5.3. S˜ ≠ T˜ .
Proof. Assume that S˜ = T˜ . Then, since S˜ ⊆ V5, we observe that |EG(S˜, V (G)− S˜)| ≤∑w∈S˜ deg(w) = 20. We show A¯ = B.
Suppose A¯ ≠ B. Then |B| = 2 and by Lemma 5, we know that |N(B) ∩ S˜| = 8. Since |A¯| = 3, we see that |A¯ − B| = 1, say
A¯ − B = {v}. Then, since S˜ = T˜ , we observe that v ∈ A¯ ∩ B¯. Hence, since |N(x) ∩ B| = 1 and deg(v) ≥ 5, we see that
|EG(S˜, V (G)− S˜)| = |N(A)∩ S˜|+ |N(B)∩ S˜|+ |N(x)∩ S˜|+ |N(v)∩ S˜| ≥ 8+ 8+ 3+ 4 = 23, which contradicts the previous
assertion that |EG(S˜, V (G) − S˜)| ≤ 20. Now it is shown that A¯ = B. Then, since |N(x) ∩ B| = 1 and deg(z) ≥ 6, we have
|EG(S˜, V (G)− S˜)| = |N(A)∩ S˜| + |N(B)∩ S˜| + |N(x)∩ S˜| ≥ 8+ 9+ 4 = 21, which again contradicts the previous assertion
that |EG(S˜, V (G)− S˜)| ≤ 20. This contradiction proves Subclaim 1.5.3. 
We are now in a position to complete the proof of Claim 1.5. Subclaim 1.5.3 assures us that S˜ ≠ T˜ , which implies
|S˜ ∪ T˜ | ≥ 5. Since |V (G)| = 10 and S ∩ B = A ∩ T = ∅, we observe that V (G) − S˜ ∪ T˜ = A ∪ B ∪ {x}, which
implies that |A| = |B| = 2, |S˜ − T˜ | = |T˜ − S˜| = 1 and |S˜ ∩ T˜ | = 3. Let S˜ − T˜ = {w}, T˜ − S˜ = {v} and
S˜ ∩ T˜ = {w1, w2, w3}. Note that v ∈ A¯ and w ∈ B¯. Since |N(x) ∩ A| = |N(x) ∩ B| = 1 and deg(x) ≥ 6, we see
that |N(x) ∩ (S˜ ∪ T˜ )| ≥ 4, which implies that |N(x) ∩ (S˜ ∩ T˜ )| ≥ 2. Without loss of generality, we may assume that
{w1, w2} ⊆ N(x). Then we observe that, for i = 1, 2,N(wi) = A ∪ B ∪ {x}, which implies that N(wi) ∩ {v,w} = ∅.
Furthermore, since A∪ B ⊂ N(w3), we see that |N(w3)∩ {v,w}| ≤ 1. Hence |N(v)∩ (S˜ ∪ T˜ )| + |N(w)∩ (S˜ ∪ T˜ )| ≤ 1 holds.
Thus deg(v)+ deg(w) = |B ∪ {x, w}| + |N(v) ∩ (S˜ ∪ T˜ )| + |A ∪ {x, v}| + |N(w) ∩ (S˜ ∪ T˜ )| ≤ 9, which contradicts the fact
that deg(v)+ deg(w) = 10. This is the final contradiction and the proof of Claim 1.5 is completed. 
Claim 1.6. If |Ax| = |Ay| = 3 and Ax − {x} ⊆ N(x), then |E(S˜)| ≥ 2.
Proof. Suppose |Ax| = |Ay| = 3, |N(x) ∩ Ax| = 2 and |E(S˜)| ≤ 1. Claim 1.3 assures us that E(S˜) ≠ ∅, hence |E(S˜)| = 1.
Let Ax = {x, v, v′}. Let A = Ay and let S = N(A) = S˜ ∪ {x}. Then S = {x, w1, w2, w3, w4} and A¯ = {v, v′}. Furthermore,
since Ax − {x} ⊆ N(x), {v, v′} ⊂ N(x). Without loss of generality, we may assume that E(S˜) = {w1w2}. For the sake of
convenience, we call a vertex w ∈ S˜ adaptable if either (i) S − {w} ⊆ N(v) and v′w ∈ E(G), or (ii) S − {w} ⊆ N(v′) and
vw ∈ E(G). Furthermore, if an adaptable vertex is in {w3, w4}, then we call it strongly adaptable.
Subclaim 1.6.1. There is an adaptable vertex. Furthermore, if either {w1, w2} ⊆ N(v) or {w1, w2} ⊆ N(v′), then there is a
strongly adaptable vertex.
Proof. Since |N(v)∩S| ≥ 4 and |N(v′)∩S| ≥ 4, we see that neitherN(v)∩{w3, w4} norN(v′)∩{w3, w4} is empty. Hence if
either S ⊆ N(v) or S ⊆ N(v′), then there is a strongly adaptable vertex. If S ⊈ N(v), then, since x ∈ N(v) and |N(v)∩S| = 4,
there is a vertexw ∈ S˜ such thatw ∉ N(v) and S−{w} ⊆ N(v). SinceN(w)∩A¯ ≠ ∅, we havewv′ ∈ E(G), which implies that
w is an adaptable vertex. If {w1, w2} ⊆ N(v), then we see that w ∈ {w3, w4}, which implies that w is strongly adaptable.
Similarly, if S ⊈ N(v), then we can find an adaptable vertex and if either {w1, w2} ⊆ N(v) or {w1, w2} ⊆ N(v′), then we
find a strongly adaptable vertex. 
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Subclaim 1.6.1 assures us that there is an adaptable vertex. Let w ∈ S˜ be an adaptable vertex. By symmetry we may
assume that S − {w} ⊆ N(v) and v′w ∈ E(G). Let B be a fragment with respect to v′w and let T = N(B). Then, since
S− {w} ⊆ N(v), we see that v ∈ T , which implies A¯ = A¯∩ T = {v, v′} and A¯∩ B = A¯∩ B¯ = ∅. Hence we know that neither
S ∩ B nor S ∩ B¯ is empty. We show that either |S ∩ B| = 1 or |S ∩ B¯| = 1. If x ∈ T , then |S ∩ T | ≥ 2, which implies that either
|S ∩ B| = 1 or |S ∩ B¯| = 1 since |S| = 5. So we consider the case x ∉ T . Without loss of generality, we may assume that
x ∈ S ∩ B¯, which implies that |S ∩ B| = 1 because |S ∩ N(x)| ≥ 3. It is shown that either |S ∩ B| = 1 or |S ∩ B¯| = 1. Without
loss of generality we may assume that |S ∩ B| = 1, say S ∩ B = {w′}. Then, since |A¯ ∩ T | > |S ∩ B|, we have A¯ ∩ B = ∅,
which implies that B = S ∩ B = {w′}. Now we know that w′ ∈ V5, w′w ∈ E(G) and A¯ ⊆ N(w′). If w is strongly adaptable
(that is,w ∈ {w3, w4}), thenww′ ≠ w1w2, which implies |E(S˜)| ≥ 2 and we are done. Hence assume thatw is not strongly
adaptable. Then, by Subclaim 1.6.1, we know that neither {w1, w2} ⊆ N(v) nor {w1, w2} ⊆ N(v′). Since |N(v) ∩ S| ≥ 4
and |N(v′) ∩ S| ≥ 4, we see that neither N(v) ∩ {w1, w2} nor N(v′) ∩ {w1, w2} is empty. Hence, without loss of generality,
we may assume that w1v,w2v′ ∈ E(G) and w1v′, w2v ∉ E(G). In this situation, we observe that w = w2 is an adaptable
vertex such that S − {w} ⊆ N(v) and v′w ∈ E(G). Then there is a vertexw′ such thatw′ ∈ V5, ww′ ∈ E(G) and A¯ ⊆ N(w′).
Since w1v′ ∉ E(G), we have A¯ ⊈ N(w1), which implies that w′ ≠ w1. Hence ww′ ≠ w1w2, which implies |E(S˜)| ≥ 2. Now
Claim 1.6 is proved. 
Claim 1.7. Either |Ax| = 2 or |Ay| = 2.
Proof. Assume that |Ax| = |Ay| = 3. Let Ax = {x, v1, v2} and Ay = {y, u1, u2}. Since |N(x) ∩ S˜| ≥ 3, we may assume that
{w1, w2.w3} ⊆ N(x). Then Claim 1.5 assures us that deg(w1) = deg(w2) = deg(w3) = 5. If deg(w4) = 5, then, since
E(S˜) ≠ ∅, we have |E(S˜, Ax ∪ Ay)| = ∑4i=1 deg(wi) − 2|E(S˜)| ≤ 4 × 5 − 2 = 18. If w4 ∉ V5, then, by Claim 1.4, we see
that N(w4) ∩ {x, y} = ∅, which implies that |E({w4}, S˜)| ≥ deg(w4)− |Ax ∪ Ay − {x, y}| = deg(w4)− 4. Hence, ifw4 ∉ V5,
then we have |E(S˜, Ax ∪ Ay)| =∑4i=1 deg(wi)− 2|E(S˜)| ≤ 3× 5+ deg(w4)− 2(deg(w4)− 4) = 23− deg(w4) ≤ 17. On
the other hand, we observe that |E(Ax, S˜)| = (deg(x) − 1) + deg(v) + deg(v′) − 2|E(G[Ax])| ≥ 15 − 6 = 9. Similarly, we
see that |E(Ay, S˜)| ≥ 9 and hence |E(Ax ∪ Ay, S˜)| ≥ 18. Therefore, we have |E(Ax ∪ Ay, S˜)| = 18 and we also observe that
equalities hold at all places. In particular we see that |E(S˜)| = 1 and |E(G[Ax])| = 3. The equality |E(G[Ax])| = 3 implies
Ax − {x} ⊆ N(x). However, by Claim 1.5, the fact Ax − {x} ⊆ N(x) together with |Ax| = |Ay| = 3 assures us that |E(S˜)| ≥ 2,
which contradicts the previous assertion. This contradiction proves Claim 1.7. 
By Claim 1.7, we may assume that |Ax| = 4 and |Ay| = 2, say Ax = {x, v, v′, v3} and Ay = {y, u}. Since Ay = {y, u}, we
observe that N(y) = S˜ ∪ {x, u} and N(u) = S˜ ∪ {y}. By Lemma 5, we know that S˜ ⊆ V5.
Claim 1.8. If |N(wi) ∩ {v, v′, v3}| ≥ 2, then xwi ∉ E(G).
Proof. Let A = Ay and let S = N(A). Then A¯ = {v, v′, v3}. Assume that |N(wi) ∩ A¯| ≥ 2 and xwi ∈ E(G). Note that
|N(wi) ∩ S| ≤ 1 since wi ∈ V5 and |N(wi) ∩ A¯| ≥ 2. Let B be a fragment with respect to wiu and let T = N(B). Since
S ⊆ N(y), we see that y ∈ T , which implies that A = A∩ T = {y, u} and A∩ B = A∩ B¯ = ∅. Hence we see that neither S ∩ B
nor S ∩ B¯ is empty.
Subclaim 1.8.1. Either |S ∩ B| = 1 or |S ∩ B¯| = 1.
Proof. Assumeneither |S∩B| = 1 nor |S∩B¯| = 1. Then, since neither S∩Bnor S∩B¯ is empty, |S∩B| ≥ 2 and |S∩B¯| ≥ 2. Since
|S| = 5 andwi ∈ S ∩ T , we have |S ∩ B| = |S ∩ B¯| = 2 and S ∩ T = {wi}, which implies |A¯∩ T | = |T |− |S ∩ T |− |A∩ T | = 2.
Since |A¯| ≤ 3, we see that either A¯ ∩ B or A¯ ∩ B¯ is empty. Without loss of generality, we may assume that A¯ ∩ B = ∅,
which implies B = S ∩ B. Since S ∩ T = {wi}, we observe that either x ∈ S ∩ B or x ∈ S ∩ B¯. If x ∈ S ∩ B, then
|N(x)| = |N(x) ∩ A| + |N(x) ∩ (S ∩ B − {x}) ∪ (S ∩ T ) ∪ (A¯ ∩ T )| ≤ 5, which contradicts the assumption that x ∉ V5.
Hence we have x ∈ S ∩ B¯. Since B = S ∩B,N(wi)∩B ≠ ∅ and |N(wi)∩ S| ≤ 1, we have N(wi)∩ (S ∩ B¯) = ∅. Since x ∈ S ∩ B¯,
this implies xwi ∉ E(G), which contradicts the assumption. This contradiction proves Subclaim 1.8.1. 
We proceed with the proof of Claim 1.8. By Subclaim 1.8.1, without loss of generality we may suppose that |S ∩ B| = 1,
say S ∩ B = {z}. Then, since |S ∩ B| < |A ∩ T | we see that A¯ ∩ B = ∅ and B = {z}, which implies z ∈ V5 and zwi ∈ E(G).
Hence, since x ∉ V5, we observe that z ≠ x. Moreover, since |N(wi) ∩ S| ≤ 1, we have N(wi) ∩ S = {z}, which implies that
xwi ∉ E(G). This contradicts the assumption. 
Claim 1.9. (i) |E(A¯, S)| ≥ 9,(ii) |E(S˜)| ≤ 2.
Proof. (i) |E(A¯, S)| =∑3i=1 deg(vi)− 2|E(A¯)| ≥ 15− 6 = 9.
(ii) Note that |N(x)∩ S˜| ≥ 2 since |N(x)∩A| = 1, |A¯| = 3 and x ∉ V5. Since |E(A, S˜)| = 8 and S˜ ⊆ V5, we have |E(A¯, S)| =
|N(x)∩A¯|+∑4i=1 |N(wi)∩A¯| ≤ 3+∑4i=1 deg(wi)−|E(A, S˜)|−|N(x)∩S˜|−2|E(S˜)| ≤ 3+20−8−2−2|E(S˜)|−8 = 13−2|E(S˜)|.
Applying (i), we get 13− 2|E(S˜)| ≥ 9, which implies |E(S˜)| ≤ 2. 
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Claim 1.10. A¯ ⊆ N(x).
Assume that |A¯ ∩ N(x)| ≤ 2. Then, since N(x) ∩ A = {y} and x ∉ V5, we observe that |S˜ ∩ N(x)| ≥ 3. Without loss of
generality we may assume that {w1, w2, w3} ⊆ N(x). Then, by Claim 1.8, we see that |N(wi)∩ A¯| = 1 for i = 1, 2, 3. Hence
we have |E(A¯, S)| = |A¯ ∩ N(x)| +∑3i=1 |N(wi) ∩ A¯| + |N(w4) ∩ A¯| ≤ 2+ 3+ 3 = 8, which contradicts Claim 1.8(i). 
Since A¯ ⊆ N(x), Claim 1.5 assures us that A¯ ⊆ V5. Since |N(x) ∩ S| ≥ 2, we may assume that {w1, w3} ⊆ N(x). In
this situation we observe that |A| = 2, |A¯| = 3 and |N(w1) ∩ A¯| = |N(w3) ∩ A¯| = 1. Applying Lemma 4, we see that for
each i ∈ {1, 3}, there is an admissible vertex of (wi; A¯). Thus we have |E(S˜)| ≥ 2. Then, applying Claim 1.9, we see that
|E(S˜)| = 2, |E(A¯, S)| = 9 and |E(A¯)| = 3. This together with the fact that A¯ ⊆ V5 implies that A¯ ∼= K3 and |N(vi) ∩ S˜| = 2
for i = 1, 2, 3.
Without loss of generality, we may assume that N(w1)∩ A¯ = {v1} andw2 is an admissible vertex of (w1, v1; A¯). Without
loss of generality, we may assume that N(w2) ∩ A¯ = {v1, v2}. Now, we know N(v1) = {v2, v3, x, w1, w2},N(w1) =
{u, y, x, w2, v1} and N(w2) = {u, y, w1, v1, v2}. In this situation we observe that N(v3) ∩ S˜ ⊆ {w3, w4}, which implies
that N(v3) ∩ S˜ = {w3, w4} since |N(v3) ∩ S˜| = 2. Hence N(w3) ∩ A¯ = {v3}, which implies that w4 must be an admissible
vertex of (w3, v3; A¯) and N(w4)∩ A¯ = {v2, v3}. Nowwe can check that the resulting graph is isomorphic to G∗ and the proof
of Theorem 1 is completed. 
4. A proof of Theorem 2
In this section we give a proof of Theorem 2.
Let G be a minimally contraction-critically 5-connected graph. Let xy ∈ E(G) such that {x, y}∩V5 = ∅. Let S˜ be a 4-cutset
of G−xywhich separates x and y and let Ax (resp. Ay) be the component of G−xy− S˜ which contains x (resp. y). Without loss
of generality we may assume that |Ax| ≥ |Ay|. If xy is y-quasi-trivial, then Lemma 5 assures us that there is a configuration
of the second kind around xy. Hence we may assume that xy is not y-quasi-trivial, hence |Ax| ≥ |Ay| ≥ 3. If |V (G)| ≤ 10,
then, by Theorem 1, we have G ∼= G∗ and we find a configuration of the second kind around xy. Hence we may assume that
|V (G)| ≥ 11, which implies |Ax| ≥ 4 and |Ay| ≥ 3. Let A = Ay and let S = N(A) = S˜ ∪ {x}. In this situation we observe that
|A¯|, |A| ≥ 3,N(x) ∩ A = {y} and y ∉ V5. Hence, applying Lemma 4, we see that there is a strongly admissible vertex z of
(x, y; A). Then, z ∈ N(x) ∩ N(y) ∩ S ∩ V5, |N(z) ∩ A| ≥ 2 and |N(z) ∩ A| = 1. Let N(z) ∩ A = {y, u1} and N(z) ∩ A = {v1}.
Since |A|, |A¯| ≥ 3 and |N(z) ∩ A| = 1, Lemma 4 assures us the existence of an admissible vertex w of (z, v1; A¯). Then,
w ∈ N(z)∩N(v1)∩ S ∩V5 and |N(w)∩ A¯| ≥ 2. Since x ∉ V5, we see thatw ≠ x, which implies that N(z) = {x, y, u1, v1, w}
since z ∈ V5. Let {v1, v2} ⊆ N(w) ∩ A¯.
Claim 2.1. |N(w) ∩ A| = 2, u1w ∈ E(G) and yw ∉ E(G).
Proof. Let B be a fragment with respect to zu1 and let T = N(B).
Subclaim 2.1.1. (i) If either |A¯ ∩ T | ≥ |S ∩ B| or |S ∩ B¯| ≥ |A ∩ T |, then A ∩ B = ∅,
(ii) If either |S ∩ B| ≥ |A ∩ T | or |A¯ ∩ T | ≥ |S ∩ B¯|, then A ∩ B¯ = ∅.
Proof. Assume either |A¯∩T | ≥ |S∩B| or |S∩B¯| ≥ |A∩T |. Furthermore, assume that A∩B ≠ ∅. Since either |A¯∩T | ≥ |S∩B| or
|S∩B¯| ≥ |A∩T |, we see that |(S∩B)∪(S∩T )∪(A∩T )| ≤ 5.Hence, sinceA∩B ≠ ∅, we observe that |(S∩B)∪(S∩T )∪(A∩T )| = 5
and A∩ B is a fragment of G. Since z ∈ N(A∩ B), we see that N(z)∩ (A∩ B) ≠ ∅. Furthermore, since N(z) = {y, u1}, we have
y ∈ A ∩ B, which implies x ∈ N(A ∩ B) since xy ∈ E(G). Now we observe that N({x, z}) ∩ (A ∩ B) = {y}. Hence, applying
Lemma 1, we see that A ∩ B = {y} and y ∈ V5, which contradicts the assumption that deg(y) ≥ 6 and Subclaim 2.1.1(i) is
proved. By the similar argument we can prove (ii). 
Subclaim 2.1.2. Neither S ∩ B nor S ∩ B¯ is empty.
Proof. Assume either S ∩ B or S ∩ B¯ is empty. By symmetry we may assume that S ∩ B = ∅. Then |A¯ ∩ T | ≥ |S ∩ B| and
Subclaim 2.1.1 assures us that A ∩ B = ∅. Since |S ∩ B| < |A ∩ T |, we know that A¯ ∩ B = ∅, which implies that B = ∅. This
contradicts the choice of B. 
Subclaim 2.1.3. |A ∩ T | ≥ 2.
Proof. Assume that |A ∩ T | = 1. Then, since |A| ≥ 3, either A ∩ B ≠ ∅ or A ∩ B¯ ≠ ∅. Without loss of generality we may
assume that A∩ B ≠ ∅. Then, by Subclaim 2.1.1, we know that |S ∩ B¯| < |A∩ T |, which implies that A¯∩ B¯ = ∅. Furthermore,
since |A∩ T | = 1 and |S ∩ B¯| < |A∩ T |, we see that S ∩ B¯ = ∅, which implies |A¯∩ T | ≥ |S ∩ B¯|. Hence, Subclaim 2.1.1 assures
us that A ∩ B¯ = ∅. Now we have B¯ = ∅, which contradicts the choice of B. 
Subclaim 2.1.4. Either |S ∩ B| = 1 or |S ∩ B¯| = 1.
1094 K. Ando, Q. Chengfu / Discrete Mathematics 311 (2011) 1084–1097
Proof. Assume neither |S ∩ B| = 1 nor |S ∩ B¯| = 1. Then, Subclaim 2.1.2 assures us that |S ∩ B|, |S ∩ B¯| ≥ 2. Since |S| = 5
and S ∩ T ≠ ∅, we see that |S ∩ B| = |S ∩ B¯| = 2 and S ∩ T = {z}. By Subclaim 2.1.3, we know that |A ∩ T | ≥ 2. If
|A ∩ T | = 2, then we observe that |S ∩ B| = |S ∩ B¯| = |A¯ ∩ T | and Subclaim 2.1.3 assures us that A ∩ B = A ∩ B¯ = ∅,
which implies |A| = |A ∩ T | = 2, contradicting the assumption that |A| ≥ 3. Hence we have |A ∩ T | ≥ 3, which implies
|S ∩ B|, |S ∩ B¯| < |A∩ T | and A¯∩ B = A¯∩ B¯ = ∅. Then |A¯| = |A¯∩ T | = |T | − |(S ∩ T )∪ (A∩ T )| ≤ 1, which contradicts the
assumption that |A¯| ≥ 3. This contradiction proves Subclaim 2.1.4. 
We proceed with the proof of Claim 2.1. By Subclaim 2.1.4, without loss of generality, we may assume that |S ∩ B| = 1.
Since |S ∩ B| < |A ∩ T |, we know that A¯ ∩ B = ∅, which implies |B| = |S ∩ B| = 1. Since N(z) ∩ S = {x, w} and x ∉ V5, we
see that S ∩ B = {w}. Since |N(w)∩ A¯| ≥ 2,N(w)∩ S ≠ ∅ andw ∈ V5, we see that |N(w)∩ A| = |A∩ T | ≤ 2. This together
with Subclaim 2.1.2 implies that |N(w)∩A| = |A∩T | = 2 andwu1 ∈ E(G). It remains to show thatwy ∉ E(G). Assume that
wy ∈ E(G). Then, we observe that N(w) ∩ A = N(z) ∩ A = {u1, y},N(x) ∩ A = {y}. Hence we have N({w, z, x}) = {y, u1}.
Then, applying Lemma 1, we see that A = {y, u1}, which contradicts the assumption that |A| ≥ 3. This contradiction shows
thatwy ∉ E(G) and the proof of Claim 2.1 is completed. 
By Claim 2.1, we know that |N(w) ∩ A| = 2 and u1 ∈ N(w) ∩ A, say N(w) ∩ A = {u1, u2}. Then Claim 2.1 also assures
us that u2 ≠ y. Now we observe that {y, u1, u2} ⊆ A, {x, z, w} ⊆ S, {v1, v2} ⊆ A¯, z, w ∈ V5,N(z) = {x, y, u1, v1, w} and
N(w) = {z, v1, v2, u1, u2}.
Claim 2.2. u1 ∈ V5 and u1u2 ∈ E(G).
Proof. Let B be a fragment with respect towu2 and let T = N(B).
Subclaim 2.2.1. Either A ∩ B ≠ ∅ or A ∩ B¯ ≠ ∅.
Proof. Assume that both A∩B and A∩B¯ are empty. Thenwe know that |A∩T | = |A| ≥ 3 and neither S∩B nor S∩B¯ is empty. If
|S∩B|, |S∩B¯| ≤ 2, thenweobserve |S∩B|, |S∩B¯| < |A∩T |, which implies that |A¯| = |A¯∩T | = |T |−|(S∩T )∪(A∩T )| ≤ 1. This
contradicts the assumption that |A¯| ≥ 3. Hence, without loss of generality, we may assume that |S ∩ B| = 1 and |S ∩ B¯| = 3.
Since |S ∩ B| < |A ∩ T |, we see that A¯ ∩ B = ∅ and B = S ∩ B. Since N(w) ∩ S = {z}, we observe that B = {z}. Then
N(z) ∩ A = A ∩ T , which contradicts the fact that N(z) ∩ A = {y, u1} since |A ∩ T | = |A| ≥ 3. This contradiction proves
Subclaim 2.2.1. 
Subclaim 2.2.2. Either A ∩ B or A ∩ B¯ is a fragment of G.
Proof. Since |A¯| ≥ 3, we know either |A¯ ∩ T | ≥ |S ∩ B| or |A¯ ∩ T | ≥ |S ∩ B¯|. Without loss of generality we may assume
that |A¯ ∩ T | ≥ |S ∩ B¯|, which implies |(S ∩ B¯) ∪ (S ∩ T ) ∪ (A ∩ T )| ≤ 5. Hence, if A ∩ B¯ ≠ ∅, then A ∩ B¯ is a fragment of
G and we are done. So suppose A ∩ B¯ = ∅. Then Subclaim 2.2.1 assures us that A ∩ B ≠ ∅. Hence it is enough to show that
|(S ∩ B)∪ (S ∩ T )∪ (A∩ T )| = 5. Assume that |(S ∩ B)∪ (S ∩ T )∪ (A∩ T )| ≥ 6. Then |S ∩ B¯| < |A∩ T | and A¯∩ B¯ = ∅, which
implies that B¯ = S ∩ B¯ since A∩ B¯ = ∅. If |S ∩ B¯| ≥ 2, then |S ∩B| = |S|− |(S ∩ T )∪ (S ∩ B¯)| < |A∩ T |, which contradicts the
assumption that |A¯| ≥ 3. Hence |B¯| = |S∩ B¯| = 1, which implies B¯ = {z} since N(w)∩S = {z}. Thus we see that zu2 ∈ E(G),
which contradicts the fact that N(z) ∩ A = {y, u1}. This contradiction shows that |(S ∩ B) ∪ (S ∩ T ) ∪ (A ∩ T )| = 5 and
Subclaim 2.2.2 is proved. 
By Subclaim 2.2.2, wemay assume that A∩B is a fragment of G. Then, since {w, u2} ⊆ N(A∩B) and N(w)∩A = {u1, u2},
we see that u1 ∈ A ∩ B, which implies that z ∈ N(A ∩ B) since uz ∈ E(G).
Subclaim 2.2.3. y ∉ A ∩ B.
Proof. Assume that y ∈ A∩ B. Then we see that x ∈ N(A∩ B) because yx ∈ E(G). Thus we observe that {x, z, w} ⊆ N(A∩ B)
and N({x, z, w}) ∩ (A ∩ B) = {y, u1}. Applying Lemma 1, we see that A ∩ B = {y, u1}, then xy is y-quasi-trivial, which
contradicts the assumption. 
We are in a position to complete the proof of Claim 2.2. By Subclaim 2.2.3, we observe that N({w, z}) ∩ (A ∩ B) = {u1}.
Hence, applying Lemma 1, we see that A∩ B = {u1}. This implies the desired conclusion that u1 ∈ V5 and u1u2 ∈ E(G). Now
Claim 2.2 is proved. 
Claim 2.3. v1 ∈ V5 and v1v2 ∈ E(G).
Proof.
Subclaim 2.3.1. If |A¯| ≥ 4, then v1 ∈ V5 and v1v2 ∈ E(G).
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Proof. Let B = {z} and T = N(B) = N(z) = {v1, w, x, y, u1}. Let S = {z, w, x, w′, w′′}. Then we observe that A¯ ∩ T = {v1}
and |A¯ ∩ T | = |S ∩ B¯|. Hence |(A¯ ∩ T ) ∪ (S ∩ T ) ∪ (S ∩ B¯)| = 5, which implies that A¯ ∩ B¯ is a fragment of G because |A¯| ≥ 4
and A¯ ∩ B¯ ≠ ∅. Let C = A¯ ∩ B¯. Then we observe that N(w) ∩ C = {v2},N(w) ∩ N(C) = {v1}, |C | ≥ 3 and |C¯ | ≥ 3. Hence,
applying Lemma 4, we see that there is an admissible vertex of (w, v2; C). Since N(w) ∩ N(C) = {v1}, we see that v1 is the
admissible vertex of (w, v2; C), which implies the desired conclusion that v1 ∈ V5 and v1v2 ∈ E(G) and Subclaim 2.3.1 is
proved. 
By Subclaim 2.3.1, we may assume that |A¯| = 3, say A¯ = {v1, v2, v3}. Let S ′ = (S − {z})∪ {v1} and let A′ = A∪ {z}. Since
N(z)∩ A¯ = {v1}, we know that A′ is a fragment of G and we also observe that A¯ = {v2, v3}. Let B′ be a fragment with respect
towv2 and let T ′ = N(B′).
Subclaim 2.3.2. v3 ∈ T ′.
Proof. Since N(v3) ⊆ S ∪ A¯ and N(v3) ∩ {z, w} = ∅, we know that N(v3) = {v1, v2, x, w′, w′′}, which means S ′ − {w} ⊆
N(v3). If v3 ∈ A¯′ ∩ B′, then S ′ ∩ B¯′ = ∅, which implies B¯′ = ∅, this contradicts the choice of B′. Hence v3 ∉ A¯′ ∩ B′. Similarly
v3 ∉ A¯′ ∩ B¯′. So v3 ∈ T ′. 
We are in a position to complete the proof of Claim 2.3. By Subclaim 2.3.2, we know that A¯′ = A¯′ ∩ T ′ = {v2, v3} and
A¯′ ∩ B′ = A¯′ ∩ B¯′ = ∅. We consider the two cases according to the value of |S ′ ∩ B′|.
At first we suppose that |S ′ ∩ B′| = 1. Then, since |S ′ ∩ B′| < |A¯′ ∩ T ′|, we have A′ ∩ B′ = ∅, which implies that
|B′| = |S ′ ∩ B′| = 1. Since N(w) ∩ S ′ = {v1}, we see that B′ = {v1}, which implies the desired conclusion that v1 ∈ V5 and
v1v2 ∈ E(G). Note that if |S ′ ∩ B¯′| = 1, then by the similar argument we get the desired conclusion.
Next we suppose that |S ′ ∩ B′| = |S ′ ∩ B¯′| = 2. Without loss of generality, we may assume that v1 ∈ S ′ ∩ B′. Since
N(v1)∩A′ = {z}, we observe thatN(v1) = (S ′∩B′−{v1})∪{w, v2, v3, z}. Thus we have the desired conclusion that v1 ∈ V5
and v1v2 ∈ E(G).
Now Claim 2.3 is proved. 
Combining Claims 2.2 and 2.3with the previous result, we find a configuration of the first kind and the proof of Theorem2
is completed. 
5. A proof of Theorem 3
In this section we give a proof Theorem 3.
We use a discharging method to prove Theorem 3.
Let G be a minimally contraction-critically 5-connected graph. We denote V≥6 the set of vertices of degree greater than
5, that is V≥6 = V (G) − V5. We call an edge xy ∈ E(G) a conductor if x ∈ V5 and y ∈ V≥6. We denote the set of conductors
of G by EG(V5, V≥6). Hence, xy ∈ EG(V5, V≥6) means x ∈ V5, y ∈ V≥6 and xy ∈ E(G). Note that if xy ∈ EG(V5, V≥6), then
yx ∉ EG(V5, V≥6). To control our discharging process, we introduce the following notation.
Let Eq = {e ∈ E(G) | e is r-nontrivial and e is quasi-trivial}. Let En = {e ∈ E(G) | e is r-nontrivial and e is
not quasi-trivial}. Let xy ∈ En. Then Theorem 2 assures us that there is a configuration of the first kind around xy. Let
G[{x, y, z, w, v1, v2, u1, u2}] be a configuration of the first kind around xy as in Section 1. Then we call the vertex z a direct
supplier to xy and we also call the vertex w an indirect supplier to xy. A vertex of G is called a direct supplier of G (resp. an
indirect supplier ofG) it is a direct supplier (resp. an indirect supplier) to some edge ofG.We denote the set of direct suppliers
of G (resp. indirect suppliers of G) by Sd (resp. Si). Let xy ∈ Eq be a y-quasi-trivial edge of G, then there is a configuration of
the second kind around xy. Let G[{x, y, u, w1, w2, w3, w4}] be a configuration of the second kind around xy as in Section 1.
We call the vertex u a nonadjacent supplier to x. A vertex of G is called a nonadjacent supplier of G it is a nonadjacent supplier
to some vertex of G. We denote the set of nonadjacent suppliers of G by Sn.
Claim 3.1. Sd ∩ Si = Sd ∩ Sn = Si ∩ Sn = ∅.
Proof. Let z be a direct supplier and letw be an indirect supplier. Let u be a nonadjacent supplier and let N(u)∩ V≥6 = {y}.
Then we see that N(z) ∩ V≥6 consists of adjacent two vertices and |N(u) ∩ V≥6| = |{y}| = 1. Furthermore, we observe that
|N(w) ∩ V≥6| ≤ 2 and if |N(w) ∩ V≥6| = 2, then N(w) ∩ V≥6 consists of nonadjacent two vertices. Hence we see that a
direct supplier is neither a nonadjacent supplier nor an indirect supplier, no nonadjacent supplier is a direct supplier and
no indirect supplier is a direct supplier. Thus Sd ∩ Si = Sd ∩ Sn = ∅ holds. We show no indirect supplier is a nonadjacent
supplier. Assume that an indirect supplier w has the only one neighbor in V≥6, say N(w) ∩ V≥6 = {t}. In this situation, we
observe that |N(w) ∩ N(t)| = 2, which implies that w is not a nonadjacent supplier because |N(u) ∩ N(y)| = 4. Hence no
indirect supplier is a nonadjacent supplier and no nonadjacent supplier is an indirect supplier. Thus we have Si ∩ Sn = ∅
and Claim 3.1 is proved. 
Claim 3.2. (i) If z ∈ Sd is a direct supplier to e ∈ En, then z can not be a direct supplier to another edge.
(ii) There is a bijection from Si to Sd.
(iii) If u ∈ Sn is a nonadjacent supplier to x, then u can not be a nonadjacent supplier to another vertex.
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Proof. (i) Suppose z is a direct supplier to xy. Then |N(z) ∩ V≥6| = 2 and N(z) ∩ V≥6 = {x, y}. Hence z cannot be a direct
supplier to another edge.
(ii) Let w be an indirect supplier to an edge e. Then we observe that G[N(w)] ∼= P5 and the center of G[N(w)] is the
direct supplier to the edge e, which derives an injection from Si to Sd. Conversely, let z be a direct supplier to an edge e. Then
we observe that G[N(z) ∩ V5] ∼= P3 and the center of G[N(z) ∩ V5] is the indirect supplier to the edge e, which derives an
injection from Sd to Si.
(iii) Let u be a nonadjacent supplier to x. Then there is an r-nontrivial, y-quasi-trivial edge xy such that yu ∈ E(G). Since
N(u) ∩ V≥6 = {y} and N(y) ∩ V≥6 = {x}, u cannot be a nonadjacent supplier to a vertex other than x. 
Now we describe our discharging process which consists of two phases, the preliminary process and the discharging
process.
Initialization.
We put ch0(x) unit of charge on each vertex x ∈ V (G) before the preliminary process according to the following rule.
ch0(x) =

1, if x ∈ V5
0 otherwise.
Preliminary process.
Before the discharging, we preliminarily move some charge as follows.
(1) By Claim 3.2, we see that, for each indirect supplier w ∈ Si, there is the corresponding direct supplier zw ∈ Sd. Move
1
3 unit of charge fromw ∈ Si to zw ∈ Sd,
(2) Let u ∈ Sn with N(u) ∩ V≥6 = {y} and N(y) ∩ V≥6 = {x}. Move 13 unit of charge from the nonadjacent supplier u to
the vertex x.
We denote ch1(x) the amount of charge on x ∈ V (G) after this preliminary process.
Discharging process.
In the discharging process, for each conductor xy of G, we move ϕ(x, y) unit of charge from x to y by the following rule.
ϕ(x, y) =

ch1(x)
|N(x) ∩ V≥6| , if xy ∈ EG(V5, V≥6)
0, otherwise.
We denote ch(x) the amount of charge on x ∈ V (G) after the discharging process.
At initial step, we put a unit of charge on each vertex of V5 and we put no charge on each vertex of V≥6, hence we
observe that |V5| = ∑x∈V (G) ch0(x). Since neither the preliminary process nor the discharging process changes the total
amount of charge on V (G), we see that
∑
x∈V (G) ch0(x) =
∑
x∈V (G) ch(x). Hence, if ch(y) ≥ 2 for each y ∈ V≥6, then
|V5| = ∑x∈V (G) ch0(x) = ∑x∈V (G) ch(x) ≥ ∑y∈V≥6 ch(y) ≥ 2|V≥6|. Thus, if ch(y) ≥ 2 for each y ∈ V≥6, then
|V5| ≥ 2|V≥6| = 2|V (G) − V5|, which implies the desired conclusion that |V5| ≥ 23 |V (G)|. Therefore, it is enough to show
that ch(y) ≥ 2 for each y ∈ V≥6.
Hereafter we show that ch(y) ≥ 2 for each y ∈ V≥6.
Claim 3.3. ϕ(x, y) ≥ 13 holds for each conductor xy.
Proof. Since deg(x) = |N(x)| = 5, Theorem C assures us that |N(x) ∩ V≥6| ≤ 3. Hence if x is neither an indirect supplier
nor a nonadjacent supplier, then ch1(x) = 1 and ϕ(x, y) = ch1(x)|N(x)∩V≥6| ≥ 13 holds. Suppose x is either an indirect supplier or
a nonadjacent supplier, then we observe that |N(x)∩ V≥6| ≤ 2 and ch1(x) = 23 . Hence ϕ(x, y) = ch1(x)|N(x)∩V≥6| ≥ 13 holds. Thus,
it is shown that, in the discharging process, ϕ(x, y) ≥ 13 holds for each conductor xy. 
Let y ∈ V≥6. We consider the following three cases.
Case 3.1. N(y) ∩ V≥6 = ∅
In this case, since deg(y) ≥ 6, Claim 3.3 assures us that ch(y) ≥ 13 deg(y) ≥ 2.
Case 3.2. N(y) ∩ V≥6 ≠ ∅ and there is a y-quasi-trivial edge.
Let Ay = {y, u} and let N(y) = {x, u, w1, w2, w3, w4}. Then Lemma 5 assures us that wi ∈ V5 for i = 1, 2, 3, 4. Since
ch1(u) = 23 and |N(u) ∩ V≥6| = |{y}| = 1, we have ϕ(u, y) = 23 . Thus ch(y) = ϕ(u, y)+
∑4
i=1 ϕ(wi, y) ≥ 23 + 43 = 2.
Case 3.3. N(y) ∩ V≥6 ≠ ∅ and there is no y-quasi-trivial edge.
Let Y ′ = {y′ ∈ N(y) ∩ V≥6 | yy′ is a y′-quasi-trivial edge}. Then, by the preliminary process, we see that ch1(y) = 13 |Y ′|.
Let X = N(y) ∩ V≥6 − Y ′. In this situation, Theorem 2 assures us that there is at least one direct supplier to xy for each
x ∈ X . Hence, we can fix one direct supplier zx for each x ∈ X . Let Z be the set of these suppliers, that is Z = {zx | x ∈ X},
then |X | = |Z |. Let z ∈ Z . By the preliminary process, we see that ch1(z) = 43 . Furthermore, since |N(z) ∩ V≥6| = 2, we
have ϕ(z, y) = 23 . Let R = N(y) − Y ′ ∪ X ∪ Z . Then, since R ⊆ V5, we see that ϕ(r, y) ≥ 13 for each r ∈ R. Therefore
ch(y) = ch1(y) +∑z∈Z ϕ(z, y) +∑r∈R ϕ(r, y) ≥ 13 |Y ′| + 23 |Z | + 13 |R| = 13 (|Y ′| + |X | + |Z | + |R|) = 13 deg(y) ≥ 2 since
deg(y) ≥ 6.
Now we have shown that ch(y) ≥ 2 for each y ∈ V≥6 and the proof of Theorem 3 is completed. 
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