Wearable motion capture systems using Micro-Electro-Mechanical-Systems 
Introduction
Presentations are performed on various locations, from small school classes up to large size amphitheaters. The screens are of various sizes, support high resolution and sometimes conventional pointing methods are not very efficient in terms of user-friendliness and flexibility. In cases where the user needs to point to a screen during a teaching course or a presentation, there is the need for a more flexible, wearable and automatic system able to facilitate this option. Especially in places like conference halls where the size of the display and the distance between the speaker and the screen is not fixed, the use of a portable, lightweight and comfortable solution becomes desirable.
Tiny sensors using MEMS, such as gyroscopes and accelerometers, have become commercially available, and human movement can be instantly and accurately measured [1] . Therefore such wearable devices spark great interest as input devices that sense the human motion. ality. These sensors are either mounted on the human body (head [16, 13] or hand [6, 15] ) or are external [3] .
In this work, we present a wearable pointing system consisting of two inertial measurement units (IMUs) mounted on user's arm, as shown in Fig. 1 To evaluate our design, we created an experimental setup using a PTU-D46 Pan/Tilt Unit [5] that simulates the arm's movements. The experimental results were used to assess the accuracy of the training phase along with the precision of the pointed positions' estimation. In addition, we studied the estimation accuracy when parameters such as the screen-user distance and screen dimensions change.
Section 2 presents the basic methods used by the proposed algorithm, while in Section 3 we describe the experimental set-up used for performance analysis. The experimental results are presented and discussed in Sections 4
and 5, respectively. Finally, we present our conclusions in Section 6.
Projection Estimation Methods

Problem Formulation
A MEMS accelerometer measures linear accelerations caused by motion and gravity, while a gyroscope measures angular velocity. The aim in this work is to extract the attitude estimation of the sensor pair by combining these two signals. However, the output of such a low-cost IMU solution is characterized by time-varying biases as well as low resolution signals prone to high noise levels.
Therefore, these raw outputs have to be processed in order to produce smoothed attitude estimates and bias-corrected measurements through suitable sensor fusion algorithms.
Several methods have been proposed to accommodate this functionality. The most popular include the use of Extended Kalman filters (EKF) [7] , gradient descent based algorithms [9] and non-linear complementary filters [10] .
Our aim in the process of selecting the best algorithm was to compromise between performance and computational cost. The task of analyzing the parameters of those three algorithms can be found in [2] . The EKF algorithm produces marginally better results regarding the at- Since we are targeting a wearable solution, able to operate in low-power embedded systems, we selected the method with the lowest computational burden, but still good accuracy. Therefore, our approach is based on Mahony's IMU algorithm [10] which is widely used in wearable applications that require rigid body attitude estimation [12] . The algorithm is based on the quaternion form.
Quaternions are four-dimensional complex numbers used to represent the orientation of a rigid body -the arm in our case-in three-dimensional space. For details on quaternion algebra see [8] . 
Raw Data Processing
The initial raw signals of the IMU pair are initially processed using a three stages process: Calibration, Averaging and Filtering.
Calibration and Averaging
The two sensors initially undergo the calibration procedure presented in Section 3. Raw data transmitted from each individual MEMS sensor are corrected using a gain matrix and a bias vector, which are produced during the calibration procedure. This correction removes bias, gain and misalignment errors that exist in this type of sensors.
As both IMUs are mounted on the same part of the arm they describe the same motion. Therefore, an averaging strategy is used to combine the accelerometer and gyroscope measurements of the IMU pair. As the sensors are identical, this technique is a method for approximating their true value. The objective is to combine the measured 
Low-Pass Filtering
In order to further eliminate the high-frequency noise and make the signals smoother, a low pass IIR filter was used to filter the accelerometer and gyroscope readings. The filter was chosen based on the characterization of human activity, where the average frequency region of human motion was found to be about 1 Hz and almost the total signal energy was below 4 Hz [17, 11] . Therefore, a 6th
order Butterworth IIR low-pass filter was implemented with a 4 Hz cutoff frequency. Fig. 2 shows the results of the aforementioned raw data processing when the IMU (accelerometer in Fig. 3 (a), gyroscope in Fig. 3 (b)) lies in inactivity.
Explicit Complementary Filter
As mentioned previously, in order to estimate the arm's attitude, in our prototype we adopted the strategy pro- 
All measurements provided by the IMUs are performed in the sensor (body-fixed) frame with respect to the Earthfixed frame which is tangent to the Earth's surface. The sensor frame aligns with the arm frame as the sensors are mounted to it.
The ECF combines the two types of data in a complementary way. The filter mixes the low-frequency information produced by the acceleration sensors and the high-frequency dynamic information provided by the angular rate sensors. The aim is to balance the short-term integration of the gyroscope data with the long-term measurements obtained by the accelerometer. The algorithm is based on the quaternion kinematic differential equation:
where:
T is a unit quaternion that represents a rigid body attitude between two frames, the bodyfixed frame B and the Earth-fixed frame N.
• q vect = q 1 q 2 q 3 T represents the vector of q.
•
T is a pure vector quaternion with a zero scalar part and a vector part ω g = ω x ω y ω z T equal to the corrected measurements of angular rate.
•q ⊗ ω G is a quaternion multiplication.
•q is the quaternion rate.
ECF consists of four main steps:
1. Filter initialization and data input.
2. Direction of gravity and error vector calculation. 4. Calculation of the quaternion rate of change and integration to obtain the final attitude.
The method starts by initializing the quaternion value using a unit quaternion:
as no rotation is present at this point. During the second step the estimated gravitational direction d is estimated. For this computation we use the gravitational direction d grav = 0 0 1 T in the earth frame along with quaternion multiplication:
where the quaternionq of the previous iteration:q = q 0 q 1 q 2 q 3 T and its conjugateq * are used.
At the next step, the vectors of gyroscope and accelerometer data (eq. (1) and (2)) are used and the error of the measured inertial direction in proportion to the estimated gravitational direction is computed as:
where the measured inertial direction a is calculated by normalizing the new accelerometer readings.
When error e has been calculated, it is applied as a feedback term with two coefficients: the proportional gain K p and the integral gain K i , forming a PI controller:
The corrected angular rate ω = ω + δω is used to compute the aforementioned quaternion rate of changeq = 1 2q ⊗ 0 ω , whereq is the quaternion of the previous iteration. Finally, the corrected quaternion rate is integrated:
and the result is normalized to yield the new estimated quaternion.
After this final step the updated attitude expressed in quaternion form is transformed into Euler Angles representation according to the following formulas:
Projected Position Estimation
Our system aims to direct a virtual ray originated at a predefined on-body location using the rotational data acquired from the IMU pair, which is mounted in the user's arm. Assuming that the projection of the on-body origin on the screen's plane is the origin of our 2D coordinate system, the pointer's location is described by absolute positioning. In this case, a specific angular orientation corresponds always to the same pointer coordinates. and 1(c). The vertical and horizontal coordinates of the pointer are referred as y and x respectively. As the system uses only the arm orientation to define pointing coordinates, there is a need to initially define this constant location of on-body origin as well as to obtain the relative position of the screen. In order to achieve that, our system uses a training phase that is described in Section 3.
The screen dimensions are passed as inputs to the training procedure, which outputs an estimationD of the dis- tance between the user and the display. When training has been completed, the system is able to compute the 2D projected on screen position, where the arm is pointing at.
The pointer coordinates are calculated using:
3 Experimental Methods
Hardware
In order to test the accuracy of the system proposed in this work, two independent pairs of sensor modules were deployed and compared. The first pair consists of two offthe-shelf sensor platforms (IMU-1), while the second pair consists of two custom designed modules implemented in our lab (IMU-2). The sensors transmit data via the Bluetooth Smart protocol and the characteristics of each individual MEMS sensor within these two solutions are summarized in Tab. 1.
Calibration
MEMS accelerometers and gyroscopes usually suffer from biases, misalignments and gain errors. To be able to identify and reduce the effect of these errors, it is important to calibrate each sensor to the reference readings before the final processing of data. For that purpose and prior to data acquisition, we implement the calibration procedures proposed in [18] and [14] . The threeaxis accelerometers were placed in six different positions and held stationary during each calibration measurement. 
Experimental Setup
The experimental setup used to evaluate our system is shown in Fig. 4 . A 60" presentation screen was used along with the PTU-D46 Pan/Tilt Unit. The IMU pair was mounted on the Pan/Tilt Unit in a way that resembles mounting on the human arm. Initially the configuration is oriented so that its longitudinal axis is perpendicular to the screen ( 
System Training Phase
As suggested in Subsection 2.3, the estimation of the pointed position requires absolute knowledge of the distance between the user and the plane he is pointing at.
This information is not initially provided to the system. Therefore, a training phase was designed to precede the measurements' procedure in order to provide the system with the distance information as well as the relative position of the screen. During the training phase the user has to point straight to the screen's plane to initialize the system and define the origin of the 2D coordinate system on this perpendicular plane. After that, he is required to point at the four edges of the display (Fig. 1(a) ). As Fig. 5 shows such movement supplies the system with four angle measurements θ 1 , θ 2 , ψ 1 and ψ 2 , where ψ 1 and θ 1 always satisfy that:
The training method assumes that the screen dimen- 
A limitation that emerges from this approach is that a new training is required when significant changes in the user's position occur. Although it has not been imple- 
Experimental Results
Previously it was explained how the experiments were carried out. For each experiment the origin of the 2D coordinate system overlaps with the center of the display. Using the experiment results depicted above we performed a second order curve fitting to extract the estimated axis error functions versus angle (Fig. 10) . Utilizing these error functions we computed the estimated position errors when the user-display distance and the screen area increase by the same factor, k. Tab. 4 shows these error estimations. In this case, the angles (ψ, θ) are different for every area-distance pair and that is why we use the axis 5 Discussion and Future work
Our system evaluation showed that it is capable of pointing at a specific on-screen target with a small position error that varies according to the distance from the screen.
It was also shown that the training's accuracy in distance estimation has a small effect in the system's performance.
The main contribution of this error is found in the estimation of the x-coordinate and to the estimation of the ψ angle. This observation can be explained by the fact that the attitude estimation filter in practice uses both gyroscope and accelerometer to sense the rotation around yaxis, while regarding the rotations around z-axis the filter relies merely on gyroscope readings. The accelerometer can not provide corrections to this rotation as the Earth's gravitational field gives no information about it. As a future work, we consider adding a magnetic sensor to our system. This will provide an extra distinct vector related the magnetic north pole which is an absolute frame of heading reference.
Conclusions
In this paper we presented an automatic and wearable screen pointing system composed of MEMS accelerometers and gyroscopes. The system demonstrates high accuracy as evaluated using an experimental set-up. We also presented a training process able to identify the relative position of the user from the display and their distance.
The analysis was based on a custom experimental set-up and the results show that the proposed system results to a reliable pointing solution.
