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ABSTRACT
Solar energy is arguably the most promising response to the challenge of gen-
erating power in a clean and renewable way. However, there are many technical
challenges that must be overcome before this alternative becomes able to replace
the non-renewable sources in use today. For instance, currently there is no way to
efficiently store the energy generated by photovoltaic panels while the sunlight is
shining, which is crucial if energy generated by PV panels is to be used during the
night or in a cloudy day. While those problems remain unsolved, one of the best
ways available for using solar energy is to couple PV panels with the electric grid in
order to minimize the use of non-renewable sources for power generation. This thesis
presents and discusses the use of a power electronics based converter designed to
couple a PV panel to the power grid. The converter in this case is able to extract the
maximum power possible from the panel regardless of the environment conditions
and perform harmonic compensation at the same time.
The thesis will be structured as follows. First, the theoretical foundation for anal-
ysis and design of the aforementioned converter will be presented. Then, the con-
verter will be modeled. Using the model, a control system will be designed to enforce
the desired behavior. Last, the whole system will be simulated in Matlab/Simulink R©
and the results will be analyzed.
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1. INTRODUCTION
1.1 The importance of renewable sources of energy
1.1.1 The growing energy demand
It is difficult to overestimate the importance of energy for humanity. Basically, 
all human activities rely on some process in which energy is converted from one form 
to another. The understanding and/or control of those processes is undoubtedly the 
greatest achievement of mankind, who since the discovery of fire makes use of that 
knowledge to have more comfort, be safer and improve its quality of life. In this 21st 
century it would not be an exaggeration to say that the existence of humanity as we 
know it depends enormously on a high availability of energy.
Figure 1.1: World population from 1950 to 2015.
There is more people living on Earth today than ever in history. In addition
to that the energy consumption per capta has increased significantly over the past
decades. Figure 1.1 shows that the world population has tripled in the last sixty
five year, reaching the mark of 7,350,000,000 people in 2015. According to United
1
Nations estimation [18], that number will rise above 11,200,000,000 by 2100. The
challenge of providing food and consumer goods for such a large population demands
a significant increase in the current energy generation capacity. Figure 1.2 shows how
Figure 1.2: Total primary energy consumption from 1980 to 2012.
the world energy demand has risen since the beginning of the 80s. In the reported
period there was an increase of 85% in the energy consumption. Projections made
by the U.S. Energy Information Administration estimate that by 2040 that number
will be 56% higher than it was in 2010, reaching 232 trillion of kWh.
1.1.2 Non-renewable sources depletion
Fossil fuels stand for about 80% of all energy consumed in the world today[1].
According to U.S. Energy Information Administration predictions, by 2040 this per-
centage will still be as high as 78%[1]. However, there is no doubt that at the current
consumption rate the non-renewable sources will be extinguished by some time in the
future. Determining when this will happen is difficult since many different variables
influence the process of exhaustion.
2
So far there is no consensus on how long the non-renewable sources will last.
However, the majority of researches agree that it will not last much longer than a
century [21]. That increases the necessity to transition from a fossil fuel based energy
matrix to a renewable one.
1.1.3 Environmental problems
Another important aspect to be taken into consideration is the climate changes
observed in the past few decades. Although man’s role in that process still rises some
controversy in non-specialized media, Cook et al [8] shows that the vast majority of
climate experts consider anthropogenic activities the main cause of global warming.
The most significant of those activities is the combustion of fossil fuels in vehicles,
industrial parks and power plants. The burning process emits a large amount of
carbon dioxide (besides other pollutant gases) which is a greenhouse gas.
The foreseen consequences of a continuous increase in the earth average tem-
perature is catastrophic [19]. Because of that, international agreements aiming a
significant reduction in the greenhouse gases emissions have been negotiated since
the beginning of the 90s. That reduction can only be achieved if the use of fossil
fuels is drastically reduced, which makes the task of meeting the world demand of
energy even more challenging. In short, engineers not only will have to generate
more energy in order to attend the needs of an increasing population, but will have
to do so restricting the sources of energy to the clean ones.
1.2 Renewable sources of energy
The continuous increase in energy demand around the world, the expected ex-
haustion of fossil fuels within the next century and the high concern about global
climate change has made renewable energy one of the most important topics for
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engineers today. Renewable sources are seen as the long-term solution for all the
challenges enumerated above. They can provide as much energy as necessary, do not
emit greenhouse gases and practically do not pollute the natural environment.
Accords like the Paris Agreement, sealed in 2015 during the 21st United Nations
Conference of the Parties (COP21), indicate that the transition from non-renewable
energy generation to renewable energy generation is gaining momentum. China, for
instance, which is the greatest polluter in the world, has become the greatest investor
in clean forms of energy. In 2014 the country invested US$ 83.3 billion in that field,
39% more than in 2013 and a world record. Germany, the sixth greatest consumer
of energy in the world, is making massive investments to replace its nuclear plants
by renewable sources. The European country is already extracting 27% of its energy
from clean sources and has set the ambitious goal to rise that number to at least
80% by 2050. The United States, the world-leading producer of renewable energy in
absolute terms and the second greatest investor in the sector, spent US$ 38.3 billion
in 2014 and has recently established a world record of wind power generation.
Figure 1.3: Estimated renewable energy share of global electricity production in
2014[10].
Figure 1.3 shows the estimated renewable energy share of global electricity pro-
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duction in 2014[7]. Renewable sources of energy contribute with almost 23% of the
global electricity production. For the reasons mentioned before, that percentage is
expected to increase steadily in the next decades.
Hydro power generation is currently the most important renewable resource,
standing for about 65% of all clean energy generated in the world. However, it
presents at least two important disadvantages when compared to other forms of
green energy. First, not all the countries have water resources enough to construct
the large dams usually required to generate electricity. Second, its generation model
is intrinsically centralized.
Among the many different types of renewable sources, solar energy is seen as
a very promising ones[12]. The energy that hits the Earth’s surface in one hour
coming from the Sun is more than the whole world needs in one year. With such
an abundance, solar energy is an obvious alternative to replace the non-renewable
sources in use today. However, there are great technological challenges to be overcome
before that transition can happen. The most significant one is the lack of an efficient
way to store electrical energy. That is important since the sun does not shine all day
long. Another one is to reduce the costs of PV panels. Currently the price of solar
generated electricity is still not attractive when compared to the electricity generated
through fossil fuels[4].
There are two ways to use solar energy energy to generate electricity. The first
one is to use a parabolic collector that concentrates all received light into a narrow
region near its focus. By aligning a pipe with the focus of several collectors, a liquid
flowing through the pipe can be heated up to the point that it evaporates. The
generated steam can then be used to drive a electric power generator.
The second way is to use a photovoltaic panel (PV panel), a device made out of
semiconductor material capable of directly converting solar energy into electricity.
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This is the type of electricity generator that is considered in this thesis.
PV panels can be used in two different configurations that are discussed next.
1.3 Stand-alone PV system
The main characteristic of a stand-alone PV system is that it works independently
of the electric grid. Figure 1.4 shows the main components of this configuration. The
PV array is an interconnection of modules that provide the required photo-generated
power to the system. The power rating of the PV array is determined based on the
load requirements.
The battery bank is the element that allows the system to work when there is
no sunlight. On a normal day, when the Sun is shining, the PV array converts the
income irradiance into photo-generated power. The battery is constantly charged
or discharged through the charge controller, depending on the balance between the
power generated by the array and the load demand. The DC-AC converter converts
the DC power to AC to supply the AC load. DC load is supplied form the DC link,
before the DC-AC conversion.
Figure 1.4: Stand-alone PV system components.
6
The system is designed in such a way that during a sunny day enough energy
is generated to cover the load requirements at least during one night. However, in
some situations the dark period can last longer than 12 hours, for instance, during
rainy periods. In that case, the only way to continuously meet the load demand is
to oversize the battery bank such that it gets more days of autonomy.
The problem with stand-alone system is the high cost associated especially with
the battery bank. This configuration is recommended only in when remote installa-
tions that cannot access the electric grid must be powered.
1.4 Grid-connected PV system
Contrary to the stand-alone PV configuration, the grid-connected PV system
operates connected to the electric grid. Figure 1.5 shows the main components of
the system. In this configuration there is a continuous exchange of power between
the system and the electric grid. This power exchange is controlled by the DC-AC
converter, which is the backbone of the grid-connected PV system.
Figure 1.5: Grid-connected PV system components.
On a normal day, when the Sun is shining, the PV array converts the income
7
irradiance into photo-generated power. The converter converts the DC power to AC
to supply the AC load. Assuming that the power generated by the PV array is
exactly the same as the load demand, no power is drawn from the electric grid.
On a very sunny day the PV array generates more power than the load needs.
In that case, the net surplus power is directed to the electric grid. In some countries
consumers are paid for the energy they feed to the grid. In order to account for that
energy, a net meter must be installed between the system and the point of connection
with the electric grid.
On a cloudy day the PV array provides less power than the load needs. In that
situation the load demand is fulfilled by drawing the excess power from the grid, case
in which the net meter will register a net consumption of power.
1.5 Motivation and objectives
The research project reported in this thesis is related to a grid-connected PV
system. The goal is to use a the grid-connected converter described in the last
section to extract the maximum power from the PV array and improve the quality
of the system energy at the same time by doing harmonic compensation.
Harmonic compensation is required by regulatory agencies when the consumer
load is non-linear. Without any compensation, that kind of load draws a highly
distorted current from the electric grid, causing numerous problems to other con-
sumers. Usually active filters are used to prevent that from happening. The goal of
this research project is to make an active filter to extract the maximum power from
a PV array under any environment condition, transmitting that power to the load
and the grid when needed, while it executes its main task which is the harmonic
compensation.
If that can be done, then money can be saved by making one converter to perform
8
activities that otherwise would require two different converters.
1.6 Methodology
Due to time constraint the research project reported in this document was based
on simulations only.
1.7 Thesis organization
The thesis will be organized as follows: chapter one introduces the problem and
the context, giving also the motivation for the work. Chapter two will present the
mathematical foundation used to analyze and model the converter. Chapter three
presents the basics of photovoltaic technology. Chapter four shows the system mod-
eling. Chapter five presents the design of the control system and some components
of the power circuit. Chapter six presents the results got from simulation. Chapter
seven gives a conclusion and suggestions for future work.
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2. THE CLASSICAL AND INSTANTANEOUS POWER THEORIES
The classical definition of power, given in terms of voltage and current phasors, is
valid only for systems operating under steady state conditions. Active, reactive and
apparent power are calculated in terms of average values, which requires periodicity
and is turns out to be inconvenient for determining power in a real time basis.
For the system developed in this work a different definition of power, described in
terms of instantaneous values, must be used. This chapter reviews the fundamental
concepts of classical power theory and presents the Instantaneous Power Theory, an
idea developed in the last few decades which is suitable for the application under
investigation here.
2.1 The classical definition of power
The classical power theory was developed at the end of the 18th century with
the advent of the AC electric systems. After a series of events that came to be
known as the battle of currents, it became clear that AC power generation was the
best alternative for long distance transmission of electricity. At that time, almost a
century before the wide spread of modern electronic technology, the vast majority of
loads were linear. Except for small transient periods, the whole system operated in
sinusoidal regime, which made the classical power theory sufficient for analysis and
design of electric systems.
The situation has changed considerably since the beginning of large scale pro-
duction of electronic devices. Today the grid must supply power to a large amount
of non-linear loads, which draw non-sinusoidal current even when supplied with si-
nusoidal voltage. The non-sinusoidal currents contain harmonics that may create
10
voltage distortions in parts of the system, negatively affecting the distribution sys-
tem and the load itself.
The following sub-sections will concisely present the most important concepts
related to the classical power theory.
2.1.1 Definitions for single-phase circuits under sinusoidal regime
Figure 2.1: Single-phase circuit.
Figure 2.1 shows a schematic representation of a single-phase circuit comprised
of a sinusoidal voltage source connected to a linear load. Since the load is linear, the
current flowing through it is also sinusoidal. The source voltage v(t) and the mesh
current i(t) can be described by
v(t) = Vp cos(ωt) i(t) = Ip cos(ωt− φ) (2.1)
where Vp and Ip are the peak values of v(t) and i(t) respectively. In circuit analysis
it is usual to represent signals in terms of their root-mean-square(RMS) values. The
RMS value of a periodic function f(t) with period T is given by
Frms =
√
1
T
∫ T
0
f 2(t)dt (2.2)
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Using the definition 2.2, it can be easily shown[17] that for a sinusoidal signal with
peak value Fp, the correspondent RMS value is given by Fp/
√
2, which leads to a
slightly different representation of v(t) and i(t):
v(t) =
√
2Vrms cos(ωt) i(t) =
√
2Irms cos(ωt− φ) (2.3)
The voltage and current shown in equation 2.3 can be expressed as phasors,
complex numbers that represent amplitude and phase of a sinusoidal signal. To
illustrate this idea, observe that i(t) in equation 2.3 can be seen as the real part of
the complex number
√
2Irmse
j(ωt−φ), that is
i(t) =
√
2Irms cos(ωt− φ) = Re{
√
2Irmse
j(ωt−φ)}
= Re{
√
2Irmse
−jφejωt} = Re{I¯ejωt}
(2.4)
Here, I¯ =
√
2Irmse
−jφ is what is called the current phasor. Note that the phasor
I¯ bears information about the peak value and the phase shift of the current i(t).
Sometimes, instead of the peak value, the phasor amplitude is set to represent the
RMS value of the sinusoidal signal. In that case the phasor is expressed as I¯rms =
Irmse
−jφ. For the sake of compactness only amplitude and phase are represented in
phasor notation. As an example, the current phasor shown in equation 2.4 is written
as I¯ =
√
2Irms∠−φ or I¯rms = Irms∠−φ. Figure 2.2 shows phasors V¯ and I¯ for three
different types of load. The phasors rotate counterclockwise in the complex plane
with a frequency ω and their projections on the real axis give the correspondent
sinusoidal signals.
The instantaneous power flow between the voltage source and the load in the
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Figure 2.2: Phasor representation of voltage and current for three different types of
impedance: resistive, capacitive and inductive
single-phase circuit shown in figure 2.1 is given by
p(t) = v(t).i(t)
= 2VrmsIrms sin(ωt) sin(ωt+ φ)
= VrmsIrms cos(φ)− VrmsIrms cos(2ωt− φ)
= VrmsIrms cos(φ)− VrmsIrms cos(φ) cos(2ωt)− VrmsIrms sin(φ) sin(2ωt)
= VrmsIrms cos(φ)[1− cos(2ωt)]− VrmsIrms sin(φ) sin(2ωt)
= P [1− cos(2ωt)]︸ ︷︷ ︸
1st part
−Q sin(2ωt)︸ ︷︷ ︸
2nd part
(2.5)
where P = VrmsIrms cos(φ) and Q = VrmsIrms sin(φ). Equation 2.5 shows that p(t)
consists of two parts. The first one has an average value P and, superimposed on
that, an AC component whose frequency of oscillation is twice the voltage source
frequency. That part is always positive and represents the power flow from the
source to the load. P represents the energy that actually drives the load, and for
that reason it is conventionally called active power.
The second part has zero average. It represents a type of power that does not
contribute to the net energy provided to the load. The energy transferred to the
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load during the first half cycle is returned back to the source in the second half cycle.
The peak value of that part, Q, is what is called the reactive power. Although the
reactive power has no effect in the net power transferred from the source to the load,
it is highly undesirable to have it flowing forth and back in an electrical system.
That is because it increases ohmic losses in transmission lines, making the whole
system less efficient and causing a variety of other problems related to the overheat
of transmission lines. Usually regulatory agencies limit to a minimum the amount of
reactive power that a user can require from the power grid. The limits are typically
given in terms of power factor, a concept that will shortly be discussed. Figure 2.3
shows a graphical representation of parts 1 and 2 of equation 2.5.
Figure 2.3: Part 1 and part 2 of equation 2.1.
Active and reactive powers can be represented as phasors in the complex domain,
as shown in figure 2.4. The phasor S¯ defines a new element, which is called the
complex power. In mathematical terms, the complex power is given by
S¯ = V¯rmsI¯
∗
rms = VrmsIrms∠φ = VrmsIrms(cosφ+ j sinφ) = P¯ + jQ¯ (2.6)
The magnitude of S¯, given by S =
√
P 2 +Q2 = VrmsIrms, is called the apparent
14
Figure 2.4: The power triangle.
power.
Another key concept in classical power theory is the power factor, which is defined
as the ratio between active power and apparent power. For the sinusoidal steady-
state condition considered in this section, the power factor is given by
PF =
P
S
=
VrmsIrms cos(φ)
VrmsIrms
= cos(φ) (2.7)
Clearly, if φ = 0, then cos(φ) = 1, sin(φ) = 0, S = P and Q = 0. On the other
hand, if φ = pi
2
, then cos(φ) = 0, sin(φ) = 1, Q = 0 and S = Q. Thus, the power
factor shows how the apparent power is distributed between active and reactive
components. That is an indication of the system’s efficiency: the greater the power
factor, the more active power is produced, the less are the losses due to reactive
power and the more efficient the system is. Ideally all the electric systems should
operate with unit power factor. Utilities charge additional fees to customers who
operate with a power factor below 90-95% for medium and large loads.
2.1.2 Definitions for single-phase circuits under non-sinusoidal regime
In the case of a system operating under non-sinusoidal conditions the previous
formulas have to be modified. The periodic non-sinuoidal current and voltage can
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be decomposed into Fourier series as follows
v(t) = V0 +
+∞∑
n=1
Vn sin(nω0t+ φn)
i(t) = I0 +
+∞∑
n=1
In sin(nω0t+ φn)
(2.8)
where V0 and I0 represent the average values of the source voltage and mesh current
respectively. The Fourier coefficients Vn are calculated according to equation 2.9.
av =
2
T
∫ T/2
−T/2
v(t) cos(nω0t)dt
bv =
2
T
∫ T/2
−T/2
v(t) sin(nω0t)dt
Vn =
√
a2v + b
2
v
(2.9)
The coefficients In are calculated in an analogous way.
The average power is given by 1
T
∫ T
0
p(t)dt. Equation 2.5 shows that the average
of the voltage and current products at the same frequency is VrmsIrms cos(φ). The
average of voltage and current products of different frequencies is zero. Thus, the
average power in the non-sinusoidal regime is given by
P = V0I0 +
∞∑
n=1
Vn,rmsIn,rms cos(φn) (2.10)
For the case in which a sinusoidal voltage source is applied to a non-linear load, only
i(t) will have harmonic components. In that case the average power will be given by
P = (0)I0 + V1,rmsI1,rms cos(φ1)
∞∑
n=2
(0)In,rms cos(φn)
= V1,rmsI1,rms cos(φ1)
(2.11)
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In that circumstance, a very common one in power systems, the power factor is
calculated as shown in equation 2.12
PF =
P
S
=
P
VrmsIrms
=
V1,rmsI1,rms cos(φ1)
V1,rmsIrms
=
I1,rms
Irms
cos(φ1) (2.12)
The term I1,rms
Irms
in equation 2.12 is called the distortion factor(DF). It is worth noting
that if the load is linear, i(t) will have only the fundamental component, DF = 1
and the previous definition of power factor will be exactly the same as the one given
in equation 2.7.
The total harmonic distortion is another figure of merit used to quantify the
distortion in a system. It is defined as shown in equation 2.13
THD =
√∑
n6=1 I
2
n,rms
I21,rms
=
√
I2rms − I21,rms
I21,rms
=
√∑∞
n=2 I
2
n,rms
I1,rms
(2.13)
Based on this definition, the distortion factor and the power factor can be rewritten
as follows
DF =
1√
1 + THD2
(2.14)
PF =
1√
1 + THD2
cos(φ) (2.15)
2.1.3 Definitions for three-phase circuits
Generation, transmission and distribution of electrical power is commonly done
using a particular type of system in which three voltage (current) sources are con-
nected to each other in a symmetrical way. Usually, there is also some sort of
symmetry between the voltage (current) amplitudes and phases of each source. This
type of system is called a three-phase system.
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Figure 2.5: Three-phase voltage source and three-phase load configurations.
Three-phase systems are also comprised of three-phase loads. The sources as well
as the loads can be set in two different configurations: wye and delta, as shown in
figure 2.5. It follows that a three-phase systems comprising a three-phase voltage
source and a three-phase load can be arranged in four different ways: wye-wye, wye-
delta, delta-wye and delta-delta. For the purposes of this work it is enough do discuss
only a few aspects of the wye-wye configuration.
Figure 2.6 shows the circuit representation of the aforementioned system. “n”
is the common point of connection between the three single-phase voltage sources
van(t), vbn(t) and vcn(t). ia(t), ib(t) and ic(t) represent the currents flowing from the
source to the load. The instantaneous three-phase power flow is given by
p(t) = van(t)ia(t) + vbn(t)ib(t) + vcn(t)ic(t) (2.16)
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Figure 2.6: Three-phase system connected in a wye-wye configuration.
Ideally the three-phase system is balanced, that is, the phase voltages are sine
waves with the same amplitude and phase shifted by 120◦ from each other, and
each phase impedance has the same value. Equation 2.17 shows the mathematical
representation of the phase voltages.
Van = Vph cos(ωt) = V ∠0◦
Vbn = Vph cos(ωt− 120◦) = V ∠− 120◦
Vcn = Vph cos(ωt+ 120
◦) = V ∠120◦
(2.17)
If the load connected to the voltage source is linear, the currents are also sinusoidal
and can be represented by
ia = Iph cos(ωt− φ) = Iph∠− φ
ib = Iph cos(ωt− 120◦ − φ) = V ∠(−120◦ − φ)
ic = Iph cos(ωt+ 120
◦ − φ) = V ∠(120◦ − φ)
(2.18)
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where Iph =
Vph
|Z| . In that case equation 2.16 becomes
p3ph(t) =IphVph[cos(ωt) cos(ωt− φ) + cos(ωt− 120◦) cos(ωt− 120◦ − φ)+
cos(ωt+ 120◦) cos(ωt+ 120◦ − φ)]
=
3
2
IphVph cosφ = 3IphrmsVphrms cosφ = 3P
(2.19)
Equation 2.19 shows that the instantaneous power flow in a three-phase balanced
system with linear load is constant and equals 3 times the active power previously
derived for a single-phase circuit (equation 2.5). This result provides an easy way to
deal with balanced three-phase systems. Instead of working with all the voltages and
currents simultaneously, an equivalent single-phase representation is derived from the
original circuit and from that, the three-phase currents, voltages and power can be
easily determined.
If the load is not linear, the current will be non-sinusoidal. In that case the
definitions of THD, distortion factor and power factor, as defined in section 2.1.2,
must also be applied.
It is clear from equation 2.2 that all the definitions given above rely on the
knowledge of voltage and current values over an entire period. Thus, those definitions
are not suitable for characterizing an electric system in a real time basis, when all the
important physical quantities must be determined at each instant of time, neither it
can be applied during transient regime, when no period is defined. The next section
introduces a different set of definitions comprising the so called instantaneous power
theory, which overcomes the aforementioned problems with the classical power theory.
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2.2 The instantaneous power theory
2.2.1 Basic definitions
2.2.1.1 The dq0 Transformation
The instantaneous power theory, also called the ”p-q theory”, was first intro-
duced by Akagi, Kanazawa and Nabae[2] in 1983. Differently from the conventional
theory, the p-q theory is based on instantaneous values of voltage and current and is
exclusively defined for three-phase systems. Originally it was defined in terms of the
Clarke components of voltage and current. Here, an equivalent definition in terms of
dq0 components of v(t) and i(t) will be presented. The dq0 transformation converts
a three dimensional vector ~F =
(
fa fb fc
)T
from a stationary coordinate frame
(abc) to an orthogonal rotating frame (dq0). The transformation is defined as shown
in equation 2.20

fd
fq
f0
 =
√
2
3

cos(ωrt) cos(ωrt− 2pi3 ) cos(ωrt+ 2pi3 )
− sin(ωrt) − sin(ωrt− 2pi3 ) −sin(ωrt+ 2pi3 )
1√
2
1√
2
1√
2


fa
fb
fc

~Fdq0 = P ~Fabc
(2.20)
where ωrt is the angular speed of the rotating reference frame. Here it will be assumed
that the reference frame rotates with the same angular speed of v(t) and i(t), that
is, ωr = ω. P is the abc → dq0 transformation matrix. It is given by
P =
√
2
3

cos(ωt) cos(ωt− 2pi
3
) cos(ωt+ 2pi
3
)
− sin(ωt) − sin(ωt− 2pi
3
) −sin(ωt+ 2pi
3
)
1√
2
1√
2
1√
2
 (2.21)
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The inverse dq0 transformation, that is, ~Fdq0 → ~Fabc, is shown in equation 2.22

fa
fb
fc
 =
√
2
3

cos(ωt) − sin(ωt) 1√
2
cos(ωt− 2pi
3
) − sin(ωt− 2pi
3
) 1√
2
cos(ωt+ 2pi
3
) −sin(ωt+ 2pi
3
) 1√
2


fd
fq
f0

~Fabc = P
−1 ~Fdq0
(2.22)
Evidently, given a set of three-phase voltage (or three-phase current), equation 2.20
can be used to perform the transformation ~vabc → ~vdq0 (~iabc →~idq0).
2.2.1.2 Definitions of real, imaginary and zero-sequence power and its physical
meaning
The p-q theory defines three power components in terms of the instantaneous
values of voltage and current in the dq0 domain. Equation 2.23 presents the three
definitions [3]. 
p0(t)
p(t)
q(t)
 =

vo(t) 0 0
0 vd(t) vq(t)
0 vq(t) −vd(t)


i0(t)
id(t)
iq(t)
 (2.23)
p0(t) = v0(t)i0(t) is the instantaneous zero-sequence power. p(t) = vd(t)id(t) +
vq(t)iq(t) is called the instantaneous real power and p(t) = vq(t)id(t) − vd(t)iq(t)
is the instantaneous imaginary power. Figure 2.7[3] helps to understand the physical
meaning of the previous definitions. The instantaneous zero-sequence power + the
instantaneous real power correspond to the instantaneous total power flow from the
source to the load. The instantaneous imaginary power corresponds to the energy
exchanged between the phases without transferring energy.
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Figure 2.7: Physical interpretation of p0, p and q.[3]
fd
fq
 = √2
3
 cos(ωrt) cos(ωrt− 2pi3 ) cos(ωrt+ 2pi3 )
− sin(ωrt) − sin(ωrt− 2pi3 ) −sin(ωrt+ 2pi3 )


fa
fb
fc


fa
fb
fc
 =
√
2
3

cos(ωt) − sin(ωt)
cos(ωt− 2pi
3
) − sin(ωt− 2pi
3
)
cos(ωt+ 2pi
3
) −sin(ωt+ 2pi
3
)

fd
fq

p
q
 =
vd vq
vq −vd

id
iq

(2.24)
The three-phase system considered in this work is of the three-wire type. When a
three-phase system does not have a neutral line, the zero-sequence current i0 is zero,
as well as the zero-sequence power p0. Then, equations 2.20, 2.22 and 2.23 can be
simplified as shown in equations 2.24. For that reason the zero components of power,
voltage and current will be dismissed from this point on.
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2.2.1.3 The relationship between classical power theory and instantaneous power
theory
Each power defined above can be split into two different terms: a DC one, which
corresponds to the average power, and an AC one, which has zero average and stands
for the remaining Fourier components.

p0 = p0 + p˜0
p = p+ p˜
q = q + q˜
(2.25)
There exists a relationship between the classical and the p-q theories of power. It
can be shown[3] that the three-phase active power defined in the context of classical
power theory is a subset of p. In the same way, it can be shown that the three-phase
reactive power defined before is a subset of q. Thus, the classical theory of power is
a particular case of the p-q theory, showing that the latter is more comprehensive
than the former.
2.2.2 Using the p-q theory for harmonic compensation and power factor correction
One of the most important applications of the p-q theory is in the control of
active power filters for harmonic compensation and power factor correction[3]. Figure
2.8 shows the typical situation in which power active filters are applied. A three-
phase diode rectifier is connected between the grid (represented by the three-phase
voltage source) and an inductive load. The rectifier controls the system power flow,
ensuring that it goes from the AC side to the DC side. The rectifier draws a highly
distorted current from the grid, frequently decreasing the power factor below the
minimum value required by regulatory agencies, which makes necessary the use of
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some compensation technique. The compensation for the system illustrated in figure
2.8 is provided by the three-phase converter shown in the bottom part of the figure.
The basic idea is to control the compensating current iCa such that it cancels the
harmonic content present in the grid current iSa.
Figure 2.8: System configuration of a grid-connected shunt active filter.[3]
From the last equality in equation 2.24 it can be seen that
id
iq
 = 1
v2d + v
2
q
vd vq
vq −vd

p
q
 (2.26)
From the previous discussion it is clear that the average energy per time unit trans-
ferred from the source to the load in a three-phase three-line system is given by the
DC term of p in equation 2.25. The remaining terms, that is, the AC component of
p and both components of q, are the ones related to the distortion and displacement
of the current waveform. Those are the terms that the active filter must compensate
for.
The procedure to perform the compensation is as follows. First, load current and
voltage are measured and the resultant signal is converted to the dq0 domain. From
vd, vq, id and iq, p and q are determined according to equation 2.24. p is passed
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through a high-pass filter in order to separate p from p˜. Using p˜ and q, the compen-
sation current are determined according to equation 2.26. The resulting signals idc
and iqc represent the currents that must be generated by the active compensator in
order cancel out the distortion in the grid current. Those signals are used as reference
in a control loop designed to perform PWM control of the compensator currents.
The voltage across the compensator capacitor is an important point to be con-
sidered. In order for the compensator to function properly, its capacitor needs to
be charged. However, due to the power loss in the switches, the capacitor tends to
discharge over time. The solution to this problem is to make the compensator to
draw active power from the grid in order to balance the power loss in the switches.
That can be done by adding an outer loop in the control system specially designed
to control the voltage across the capacitor. Figure 2.9 shows a block diagram of the
control scheme described above.
Figure 2.9: Block diagram of the control scheme.[3]
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In chapter 5 the design of the control system will be shown in detail.
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3. FUNDAMENTALS OF PHOTOVOLTAICS
Chapter 1 gave an overview of the role that photovoltaics can play in a renewable
based power grid. It was discussed how solar energy is used in stand-alone and grid-
connected applications. This chapter focuses on technical aspects of PV panels that
are relevant to this work. Section 3.1 presents the physics of solar cells in a very
concise way. The section’s objective is to give a qualitative explanation about the
solar cell features that will be explored later. The whole section is based on references
[15] and [11]. Section 3.2 shows the terminal characteristics of PV panels based on
the results given in section 3.1. Finally, section 3.3 discusses a few maximum power
point tracking algorithms.
3.1 The physics of solar cells
A PV cell is basically a P-N junction that liberates carriers when exposed to light.
When shaded, the cell behaves like a diode. When illuminated, photons interact with
the semiconductor atoms originating an additional current.
The physics behind the solar cell can be understood on the basis of the electronic
band theory of solids (EBT). The EBT explains the differences between conductors,
semiconductors and insulators in terms of the possible energy states of an electron in
a solid. Figure 3.1 helps to understand that difference. The valence band represents
the highest energy states that electrons normally occupy when the solid is at zero
absolute temperature, that is, at T = 0 K. Electrons in the valence band are bound
to its respective atom and unable to take part in the electricity conduction process.
The conduction band corresponds to the lowest vacant energy states that can be
occupied by an electron. Electrons in the conduction band are not attached to any
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specific atom, they are free to move and therefore can conduct electricity. Between
the two bands there is a range of energy states in which electrons cannot be, which
is known as the band gap.
Figure 3.1: Conductors, semiconductors and insulators energy bands.
If electrons in the valence band are excited with an amount of energy higher than
the band gap, they will change their energy state and will move to the conduction
band. It is clear that the smaller the band gap, the easier it is for that process to
happen. Figure 3.1 shows that the band gap of conductors is actually zero, that is, the
conduction band overlaps the valence band. Thus, electrons in the valence band can
easily reach the conduction band. In reality, at room temperature a conductor has
billions and billions of electrons in its conduction band due to the thermal energy that
it receives from the environment. That is what gives those materials the capability
to conduct current. On the other hand, the band gap in insulators is large, making
it difficult for electrons to transition from the valence band to the conduction band.
Consequently, no electron is available to conduct electric energy in an insulator.
Semiconductors fall in between conductors and insulators. It has a band gap that is
not as small as the former neither large as the latter. It is such that electrons in the
valence band need a relatively small amount of energy to jump into the conduction
band. At room temperature a considerable number of electrons is already in the
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conduction band, although not enough to make the material a good conductor of
electricity.
A way to excite the valence electrons of a semiconductor is to shine light on it. If
the photons hitting the material have higher energy than the band gap, the electrons
will absorb them and transition to the lowest vacant energy level in the conduction
band. If the energy in the absorbed photons exceed the difference between the initial
and the final states of energy, the difference will be converted into heat (see figure
3.2), which decreases the conversion efficiency. Since the main purpose of a solar
cell is to convert energy from the sunlight into electricity, it is important to choose
a semiconductor material whose band gap allows the maximum absorption of solar
radiance with the highest efficiency possible.
Figure 3.2: Illustration of the process of photon absorption by a semiconductor’s
electron.
Figure 3.3 shows the solar spectral irradiance. It can be seen that the maximum
irradiance occurs around λ = 550 nm. A photon with that wavelength has an energy
equal to
Eph = hν = h
c
λ
= 3.612× 10−19 J = 2.26 eV (3.1)
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Thus, if the semiconductor has a bandgap of 2.26 eV, photons with λ ≤ 550 nm will
Figure 3.3: Sun irradiance spectrum
be absorbed by the material. On one hand, the vast majority of photons collected
will have energy close to the material band gap, which means less heat and higher
efficiency. On the other hand all the photons with λ > 550 nm will be missed and
consequently a considerable amount of the available energy will not be harvested.
Then, there is a trade off between efficiency and effective power conversion in the
selection of the cell material.
Usually, silicon(Si) is the material of choice. Using its band gap value given in
table 3.1 it is easy to show that all the photons with λ ≤ 1118 nm will be absorbed.
From figure 3.3 it can be seen that more energy will be converted, however with a
smaller efficiency since more heat will be generated.
In order to improve silicon conductivity, impurities are inserted into the silicon
wafer in a process known as doping. In simple terms, the doping process consists
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Table 3.1: Band gap energy for different semiconductors at 302 K.[13]
Material Eg(eV)
InSb 0.17
InAs 0.36
Ge 0.66
GaSb 0.68
Si 1.11
InP 1.27
GaAs 1.43
CdTe 1.44
CdSe 1.74
GaP 2.25
ZnO 3.2
ZnS 3.6
in replacing silicon atoms, which have four valence electrons, by elements that have
three and five. Normally boron and phosphorus are the elements used as dopants.
Intrinsic silicon is arranged in a regular lattice in which every atom forms a co-
valent bond with four other atoms surrounding it (see figure 3.4.a). When a silicon
atom is replaced by a phosphorus atom, one of the five electrons in the phospho-
rus atom does not bond with the electrons of the neighbor atoms(see figure 3.4.b).
Consequently, the electron can liberate itself from its nucleus and become available
for electricity conduction. That kind of element contributes with an electron to the
silicon lattice and is then called a “donor”. The resulting doped silicon is known as
n-type silicon.
If the piece of silicon is doped with boron, only three electrons from the boron
atom will bond with the three nearest silicon neighbors (see figure 3.4.c). The missing
bond appears as a “hole”, which can be released into the substratum to take part
in the electricity conduction. That kind of element contributes with a hole to the
silicon lattice and is called an “acceptor”. The resulting doped silicon is known as
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Figure 3.4: a) Intrinsic silicon, b) n-type silicon and c) p-type silicon
p-type silicon.
When p-type and n-type silicons are put together they form what is called a P-N
junction (see figure 3.5). At first, electrons start to diffuse from the n-side to the
p-side canceling out holes close to the junction region and ionizing the corresponding
atoms. At the same time, every electron that moves from the n-side to the p-side
leaves a positive ion in the n-side. Thus, a layer of fixed negative charge is formed in
the p-side of the junction while a layer of fixed positive charge is formed in the n-side
of the junction. The region between these two layers is known as the depletion zone.
Figure 3.5: P-N junction
The fixed charges in the depletion zone originate an internal electric field, which
in turn creates a drift of electrons from the p-side to the n-side. This electronic drift
tends to decrease the length of the depletion zone, decreasing the electric field and
consequently the drift current itself. Eventually the flux of electrons due to the drift
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equals the flux of electrons due to the diffusion and the length of the depletion zone
becomes stable.
When shaded, this P-N junction behaves just like a diode. However, it changes
when light shines on it. If a photon with higher energy than the silicon band gap
hits the P-N junction, it makes an electron to move from the valence band to the
conduction band creating an electron-hole pair (EHP). If the EHP is generated far
from the junction, it will most likely to recombine and be lost. However, if the pair
is generated in the depletion region it will be separated by the electric field present
in that region with the electron going to the n-side and the hole going to the p-side.
If an external connection is established between the n-side and the p-side of the P-N
junction, the pair will circulate through the connection creating a current Il. This
photocurrent is directly proportional to the number of photons reaching the P-N
junction, which is proportional to the irradiance level. If Il0 is the photocurrent at
a known irradiance level G0, then Il can be calculated using equation 3.2, where G
represents the irradiance at a given time and Il the corresponding photocurrent.
Il =
I0
G0
G (3.2)
3.2 Terminal characteristics of PV cells
The solar cell described in section 3.1 can be ideally represented by the circuit
shown in figure 3.6, where the current source represents the photocurrent discussed
before and the diode stands for the P-N junction behavior when shaded. Mathemat-
ically, the cell can be described as in equation 3.3
I = Il + I0(e
qV
nkT − 1) (3.3)
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Figure 3.6: Ideal circuit model for the solar cell.
Here, Il is photocurrent given by equation 3.2, I0 is the diode saturation current, q
is the electron charge (= 1.6× 10−19C), V is the terminal voltage, n is the so called
diode ideality factor, k is the Boltzmann’s constant (= 1.38 × 10−23m2kg
s2K
) and T is
the junction absolute temperature.
Figure 3.7 shows the ideal solar cell I-V curve for four different irradiance levels.
It can be seen that the cell has a limiting current and a limiting voltage and therefore
can be safely operated under short-circuit or open-circuit condition. The figure shows
that the irradiance strongly affects the short-circuit current while it has almost no
effect on the open-circuit voltage. An expression for the short-circuit current can be
found by setting V = 0 in equation 3.3.
Isc = Il + I0(e
q0
nkT − 1) = Il = I0
G0
G (3.4)
Equation 3.4 shows that, in the ideal case, the short-circuit current equals Il which
in turn is directly proportional to the irradiance G. Similarly, an expression for the
open-circuit voltage is found by setting I = 0 in equation 3.3 and solving for V.
0 = Il + I0(e
qVoc
nkT − 1)⇒ Voc = kT
q
ln(
Il + I0
I0
) ∼= kT
q
ln(
Il
I0
) (3.5)
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Figure 3.7: I-V characteristics of an ideal solar cell for different levels of illumination.
Figure 3.8: P-V characteristics of an ideal solar cell for different levels of illumination.
The cell output power can be calculated using the cell current and voltage. Figure
3.8 shows some P-V curves for different irradiances. The maximum power point
of each curve is indicated by the black marker. It can be seen that although the
maximum power changes considerably over that irradiance range, the voltage of the
maximum power point does not. For a 75% change in the irradiance, the maximum
power decreased 77% while maximum power voltage changed only 9.8%.
Equation 3.5 suggests that the open-circuit voltage is proportional to T. In reality,
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Figure 3.9: P-V characteristics of an ideal solar cell for different temperatures.
that is not the case. Actually I0 has a strong dependence on the temperature, which
makes the relationship between Voc and T non-linear. It can be shown that Voc
decreases by 2.6 mV for every 1 oC increase in silicon cell temperature.
Figure 3.9 shows P-V curves for different temperatures. It makes clear that
the maximum power decreases as the cell temperature goes up. It is worth noting
that the maximum power voltage is more sensitive to temperature variation than to
irradiance variation. For the case represented in figure 3.9, Vmp decreased 15% for a
20 oC increase in the cell temperature.
The open circuit voltage of single solar cells is around 0.65 V. In typical appli-
cations solar cells must be connected across points with rated voltage around a few
hundred volts. If a single solar cell is used in that situation it will be damaged. In
order to prevent that, solar cells are usually manufactured in modules, commonly
known as PV panels. Each PV panel has a few strings of cells connected in parallel,
each string having a few dozens of cells connected in series. Commercial PV panels
typically have open-circuit voltages is in the order or 30 V. Those PV panels are
combined in arrays in order meet the requirements of specific applications.
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3.3 Maximum power point tracking algorithms
Figures 3.8 and 3.9 show that for every irradiance level and temperature there
is a unique operational point in which the solar cell output power is maximum. In
the vast majority of applications it is highly desirable to operate the PV panel near
the maximum power point. By extracting the maximum power from a PV panel
one reduces the number of panels necessary to meet the load power requirement,
reducing then the system’s implementation cost.
One of the challenges to the implementation of PV panels is to operate it at the
maximum power point independently of the temperature and irradiance level. That
is usually done with the help of a closed-loop system with a digital controller, which
is able to implement algorithms to track the optimum operational point under any
condition. This section presents three of the most popular maximum power point
tracking (MPPT) algorithms.
In stand-alone applications the storage elements may be completely charged at
some point and the power being converted by the panels still be greater than the
load demand plus the losses. That imposes another challenge to the system, which
is the power management. In that hypothetical situation the PV panels would have
to be operated in a less than optimum point. In the application considered in this
thesis that is not a problem. In the grid-connected PV system any power surplus
can be directed to the grid, allowing the PV panels to operate at its optimum point
all the time.
3.3.1 Constant voltage method
The constant voltage method is based on the observation that the voltage at
maximum power point does not vary too much as the irradiance level changes. It
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was shown previously that Vmp varies around 10% when the incident irradiance
changes from 1 kW/m2 to 250 W/m2(see figure 3.8). Thus, if the voltage across
the PV panel is kept constant at an appropriate value, the power will not decrease
too much as the irradiance changes. It was empirically observed that the voltage at
the maximum power point is around 70%-80% of the Voc at standard atmospheric
conditions[9]. By measuring that value of Voc one can easily determine a reasonable
value for the voltage across the PV panel to be fixed at.
One advantage of this method is its simplicity. It requires only one measurement
of Voc and no closed-loop control system. On the other hand it does not track the
maximum power point and lead to a less-than-optimum operation of the PV panel. It
was previously shown that the maximum power point temperature is more sensitive
to changes in the cell temperature than in irradiance level. Therefore, this method
is recommended for places where the temperature does not change considerably.
3.3.2 Perturb and observe algorithm (P&O)
The perturb and observe algorithm is probably the most used one in practical
applications. The method principles are very simple: the terminal voltage of the PV
panel is periodically incremented or decremented while the output power is observed.
If the power increases from one clock cycle to the other, the controller keeps changing
the terminal voltage in the same way it did in the previous cycle. For example, if an
increase in the terminal voltage results in an increase in the output power, the con-
troller keeps increasing the terminal voltage. On the contrary, if the power decreases
from one clock cycle to the other, the controller starts to change the terminal voltage
in the opposite way. For instance, if an increase in the terminal voltage results in a
decrease in the output power, the controller starts to decrease the terminal voltage.
Figure 3.10 shows the flowchart of a possible implementation of the P&O algorithm.
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Figure 3.10: Flowchart of perturb and observe MPPT algorithm.
The parameter ∆V shown in the flowchart is the step size by which the panel
terminal voltage is increased or decreased. It affects how fast the system tracks the
optimum voltage and also the voltage fluctuation in the steady state. The bigger the
step size, the faster Vmp is reached and the bigger the steady state voltage fluctuation
is. The opposite also holds true. Figure 3.11 illustrates the effect of ∆V. From top
to bottom, the step size has been increased in each simulation. The first simulation
is the one with the smallest step size. It can be seen that the steady state voltage
is reached in about 0.31 seconds, with a voltage ripple of about 7 V in the steady
state. The second simulation shows that with a little larger step size, the system
takes only 0.11 seconds to reach the steady state. However, once the voltage reaches
the steady state the ripple is about 20 V. Finally, the last simulation shows that with
the biggest step size the transient period is just 0.05 seconds, but the voltage ripple
in the steady state is largest one, about 46 V.
It is possible modify the P&O algorithm in order to have an adaptive step size,
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Figure 3.11: P&O algorithm response for three different values of V.
making it large at the beginning of the tracking process and small (tending to zero) as
the terminal voltage reaches the steady state. That variation of the P&O algorithm
will not be further discussed in this thesis.
3.3.3 Incremental conductance algorithm (IC)
The incremental conductance method is based on the relationship between the
instantaneous conductance and the incremental conductance in a solar cell. Figure
3.12 helps to understand that relationship. The derivative of power versus voltage
has different sign depending on whether the terminal voltage across the panel is
smaller, greater or equal to the maximum power point voltage. At the maximum
power point, dP
dV
= 0. If the panel voltage is smaller than Vmp, then
dP
dV
> 0; if it is
greater, then dP
dV
< 0. Since P = V I, dP
dV
at the MPP is given by
dP
dV
=
d(IV )
dV
=
dI
dV
V + I = 0⇒ dI
dV
= − I
V
(3.6)
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Figure 3.12: P-V characteristics of a solar cell
If ∆V is small, dI
dV
can be approximated by ∆I
∆V
and the previous expression
becomes ∆I
∆V
= − I
V
. Thus, by comparing the incremental conductance ∆I
∆V
to the
instantaneous conductance I
V
, the algorithm can determine in which region of the
P-V curve the system is operating and how the terminal voltage should be changed in
the next cycle. If ∆I
∆V
= − I
V
, the system is exactly at the maximum power point and
the terminal voltage should be kept constant. If ∆I
∆V
> − I
V
, the system is operating
in the left side of the MPP and the voltage should be increased. Finally, if ∆I
∆V
< − I
V
,
the system is operating in the right side of the MPP and the terminal voltage should
be decreased.
Based on the algorithm description given in the last paragraph, the terminal
voltage will be locked at Vmp once it gets there. However, if the illumination or
temperature changes and the terminal voltage does not, the system will be operating
in a less-than-optimum point. In order to prevent that from happening, the system
monitors the output current in order to catch any change of power when the terminal
voltage is being kept constant. If ∆V = ∆I = 0, the system is operating at the MPP
and nothing must be done. If ∆V = 0 and ∆I > 0, that means the illumination
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Figure 3.13: Flowchart describing the IC algorithm.
has increased or the temperature has decreased and in any of those situations the
terminal voltage must be increased. If ∆V = 0 and ∆I < 0, illumination has
decreased or temperature has increased and the terminal voltage must be decreased.
Figure 3.13 shows a flowchart description of the incremental conductance algorithm.
As the P&O method, the IC algorithm must monitor the panel current and
voltage. However, it does not need to calculate the output power, softening a little
the computational requirements of the digital controller[9].
This chapter has presented the basic technical information about PV panels that
will be used in the work. Next chapter will present the modeling of the converter
that constitutes the core of the system discussed in this thesis.
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4. THE PWM CONVERTER MODELING
In section 2.2.2 it was briefly discussed how active filters are used for harmonic
compensation and power factor correction of three-phase loads. Section 3.3 explained
how MPPT algorithms can ensure optimum operation of a PV panel by controlling
the voltage across its terminals. This chapter utilizes those concepts to show how an
active filter can be used to extract the maximum power from a grid-connected PV
panel while doing harmonic compensation. The modeling presented here is based on
references [5], [6], and [20].
4.1 The three-phase PWM converter
Figure 2.8 showed schematically a shunt active filter connected between a non-
linear load and the power grid performing harmonic compensation. Here it will be
show how a PV panel can be connected across the active filter capacitor in order to
help the grid to supply power to the load while performing harmonic compensation
and power factor correction.
Figure 4.1: System considered in the development of the converter model.
The shunt active filter itself is just a bidirectional DC-AC three-phase converter
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with PWM modulation. What makes it so powerful in performing harmonic com-
pensation is the control system coupled with it. In order to design an efficient control
system, it is necessary to have a converter model.
The converter model will be developed in the dq0-domain based on the system
illustrated in figure 4.1. It will be assumed that Va(t), Vb(t) and Vc(t) form a balanced
set of voltages sources, which is a reasonable assumption since the voltage sources
are modeling the grid voltages. The phase voltages can be described by
Va = Vph sin(ωt)
Vb = Vph sin(ωt− 120◦)
Vc = Vph sin(ωt+ 120
◦)
(4.1)
The line voltages are given by
Vab = Va − Vb =
√
3Vph sin(ωt+ 30
◦)
Vbc = Vb − Vc =
√
3Vph sin(ωt− 90◦)
Vca = Vc − Va =
√
3Vph sin(ωt+ 150
◦)
(4.2)
In the modeling process this set of line voltages will be transformed into the dq0
domain. It is convenient to have the voltage Vab in phase with the direct axis of the
dq0 reference frame. In order to ensure that, the reference frame used in the last
two set of equations must be delayed by 60o. Equation 4.2 can be then rewritten as
Vab =
√
3Vph sin(ωt+ 90
◦) =
√
3Vph cos(ωt)
Vbc =
√
3Vph sin(ωt− 30◦) =
√
3Vph cos(ωt− 120◦)
Vca =
√
3Vph sin(ωt+ 210
◦) =
√
3Vph cos(ωt+ 120
◦)
(4.3)
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It will be assumed that Vi, the input voltage, is constant. In the actual system
it is not, but it changes very slowly, such that it can be approximated by a constant
voltage source.
The converter modeling will be done in two parts. First, a model for current con-
trol will be obtained. This first model will be used to design a controller for harmonic
compensation purposes. Second, a model for input voltage will be developed. This
second model will be useful to design a controller that implements MPPT algorithms
to extract the maximum power from the PV array.
4.1.1 The model for current control
The converter shown in figure 4.1 can be represented without loss of generality
by the simplified circuit shown in figure 4.2. Observing the figure, it can be seen
that when switch Sa is in position A1, the voltage at the phase A switch will be Vi
and when Sa is in position A0, the voltage of phase A will be 0. The same holds for
switches Sb and Sc. If Da, Db and Dc are the duty cycles of the respective switches,
the switches’ voltage can be represented by
VCa(t) = Da(t)Vi
VCb(t) = Db(t)Vi
VCc(t) = Dc(t)Vi
(4.4)
The circuit in figure 4.2 can be redrawn as shown in figure 4.3. Applying Kirchhoff’s
voltage law to the three loops shown in the circuit of figure 4.3 the following equations
are generated
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Figure 4.2: Equivalent model of circuit 4.1.
Figure 4.3: Equivalent model of circuit 4.2.
Va − Vb = (VLa − VLb) + (VCa − VCb) + (VRa − VRb)
Vb − Vc = (VLb − VLc) + (VCb − VCc) + (VRb − VRc)
Vc − Va = (VLc − VLa) + (VCc − VCa) + (VRc − VRa)
(4.5)
Va − Vb = (VLa − VLb) + (Da −Db)Vi + (VRa − VRb)
Vb − Vc = (VLb − VLc) + (Db −Dc)Vi + (VRb − VRc)
Vc − Va = (VLc − VLa) + (Dc −Da)Vi + (VRc − VRa)
(4.6)
If we assume that the system is balanced, Ra = Rb = Rc = R and La =Lb = Lc
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= L. The previous equation can then be compressed as follows
Vab = VLab +DabVi + VRab
Vbc = VLbc +DbcVi + VRbc
Vca = VLca +DcaVi + VRca
(4.7)
The voltages across the inductor and resistors are given by
VLab = L
dIab
dt
VLbc = L
dIbc
dt
VLca = L
dIca
dt
(4.8)
and
VRab = RIab
VRbc = RIbc
VRca = RIca
(4.9)
Substituting equations 4.8 and 4.9 into equation 4.7 results in the following expression
Vab = L
dIab
dt
+DabVi +RIab
Vbc = L
dIbc
dt
+DbcVi +RIbc
Vca = L
dIca
dt
+DcaVi +RIca
(4.10)
Multiplying both sides of equation 4.10 by 1√
3
results in
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1√
3
Vab =
1√
3
L
dIab
dt
+
1√
3
DabVi +
1√
3
RIab
1√
3
Vbc =
1√
3
L
dIbc
dt
+
1√
3
DbcVi +
1√
3
RIbc
1√
3
Vca =
1√
3
L
dIca
dt
+
1√
3
DcaVi +
1√
3
RIca
(4.11)
Equation 4.11 can be represented vectorially as
~Vabc = L
d~Iabc
dt
+ ~DabcVi +R~Iabc (4.12)
where
~Vabc =
1√
3

Vab
Vbc
Vca
 , ~Iabc = 1√3

Iab
Ibc
Ica
 and ~Dabc = 1√3

Dab
Dbc
Dca
 (4.13)
Now that the system in figure 4.3 has been described vectorially, the dq0-transformation
can be used to obtain the system’s representation in the dq0 domain. From equations
2.20-2.22, the vectors ~Vabc, ~Iabc and ~Dabc can be rewritten as
~Vabc = P
−1~Vdq0
~Iabc = P
−1~Idq0
~Dabc = P
−1 ~Ddq0
(4.14)
Substituting these terms in equation 4.13 results in
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P−1~Vdq0 = L
d[P−1~Idq0]
dt
+ P−1 ~Ddq0Vi +RP−1~Idq0 (4.15)
Multiplying equation 4.15 on the left by the transformation matrix P leads to
~Vdq0 = LP
d[P−1~Idq0]
dt
+ ~Ddq0Vi +R~Idq0 (4.16)
The derivative term P
d[P−1~Idq0]
dt
can be solved as follows
P
d[P−1~Idq0]
dt
= P
dP−1
dt
~Idq0 +
d~Idq0
dt
=
√
2
3
P
d
dt

cos(ωt) − sin(ωt) 1√
2
cos(ωt− 2pi
3
) − sin(ωt− 2pi
3
) 1√
2
cos(ωt+ 2pi
3
) −sin(ωt+ 2pi
3
) 1√
2
 ~Idq0 + d
~Idq0
dt
=
√
2
3
ωP

− sin(ωt) − cos(ωt) 0
− sin(ωt− 2pi
3
) − cos(ωt− 2pi
3
) 0
− sin(ωt+ 2pi
3
) − cos(ωt+ 2pi
3
) 0
 ~Idq0 + d
~Idq0
dt
= ω

0 −1 0
1 0 0
0 0 0
 ~Idq0 + d
~Idq0
dt
(4.17)
Then, equation 4.16 becomes
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~Vdq0 = L
d~Idq0
dt
+ Lω

0 −1 0
1 0 0
0 0 0
 ~Idq0 + ~Ddq0Vi +R~Idq0

Vd
Vq
V0
 = L

d~Id
dt
d~Iq
dt
d~I0
dt
+ Lω

−Iq
Id
0
+

Dq
Dd
D0
Vi +R

Id
Iq
I0

(4.18)
It is important to note Vab + Vbc + Vca = Iab + Ibc + Ica = Dab + Dbc + Dca = 0.
Therefore all the zero components, that is, V0, I0 and D0 are null and the last line
in equation 4.18 can be disregarded. Applying the dq0-transformation to the line
voltages defined in equation 4.3 results in
Vd =
√
3
2
Vph
Vq = 0
(4.19)
Substituting equation 4.19 into equation 4.18 leads to the following equations.
√
3
2
Vph = L
dId
dt
− LωIq +DdVi +RId =⇒ dId
dt
=
√
3
2
Vph
L
+ ωIq − Vi
L
Dd − R
L
Id
0 = L
dIq
dt
+ LωId +DqVi +RIq =⇒ dIq
dt
= −ωId − Vi
L
Dq − R
L
Iq
(4.20)
Figure 4.4 shows the equivalent circuits corresponding to equation 4.20.
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Figure 4.4: Equivalent circuits in the dq0 domain.
It can be seen that the circuits shown above are coupled, that is, the differential
equation describing Id depends on Iq and vice versa. In order to decouple those
equations a new duty cycle is defined as follows
D′d = Dd −
ωL
Vi
Iq
D′q = Dq +
ωL
Vi
Id
(4.21)
Substituting equation 4.21 into equation 4.20 results in
dId
dt
=
√
3
2
Vph
L
− Vi
L
D′d −
R
L
Id
dIq
dt
= −Vi
L
D′q −
R
L
Iq
(4.22)
Each of the circuit variables can be described as a composition of an AC function
corresponding to its harmonic content and a DC function corresponding to its average
value.
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Id = Id + i˜d
Iq = Iq + i˜q
D′d = D
′
d + d˜
′
d
D′q = D
′
q + d˜
′
q
(4.23)
Replacing Id, Iq, D’d and D’q in equation 4.22 by the expressions in equation 4.23
gives the following result
d
dt
[Id + i˜d] =
√
3
2
Vph
L
− Vi
L
[D
′
d + d˜
′
d]−
R
L
[Id + i˜d]
d
dt
[Iq + i˜q] = −Vi
L
[D
′
q + d˜
′
q]−
R
L
[Iq + i˜q]
(4.24)
Next, the AC signals are zeroed and the circuit is analyzed in its operating point.
At the operating point the current derivative is 0, which leads to
D
′
d =
√
3
2
Vph
Vi
− R
Vi
Id
D
′
q = −
R
Vi
Iq
(4.25)
Equation 4.25 can then be substituted into equation 4.24 resulting in equation 4.26
d˜id
dt
= −Vi
L
d˜′d −
R
L
i˜d
d˜iq
dt
= −Vi
L
d˜′q −
R
L
i˜q
(4.26)
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Finally, applying Laplace transform to equation 4.26 results in two transfer functions
relating the direct and quadrature currents to its respective duty cycles.
i˜d(s)
d˜′d(s)
= − Vi
sL+R
i˜q(s)
d˜′q(s)
= − Vi
sL+R
(4.27)
Equation 4.27 gives the model which is being looked for. The model provides the
signals d˜′d(s) and d˜
′
q(s) necessary to control the current in the d and q axes. Those
signals must be used in equation 4.21 in order to determine d˜d(s) and d˜q(s). Then,
it is important to remember that the inverse dq0-transformation of d˜d(s) and d˜q(s)
gives the line duty cycles Dab, Dbc and Dca. However, in order to perform the PWM
modulation, Da, Db and Dc must be used instead. It can be easily shown that

Da
Db
Dc
 =

1
3
0 −1
3
−1
3
1
3
0
0 −1
3
1
3


Dab
Dbc
Dca
 (4.28)
Thus, after doing the matrix multiplication shown in equation 4.28, the output signal
can be used in the modulation process.
4.1.2 The model for voltage control
The next step is to develop a model for voltage control. The objective is to control
the voltage across the capacitor Ci in order to track the PV panel maximum power
point.
Section 3.3 presented three different techniques commonly used to extract maxi-
54
mum power from a PV panel. In the system reported in this document two of them
will be used in combination, namely, the constant voltage method and the perturb
and observe algorithm. The reason for that is the following: the converter must be
operative even in a no-light condition, when it still will be doing harmonic compen-
sation. In order to work as an active filter, the capacitor Ci must be charged. If
only the perturb and observe algorithm is used, it will drive the capacitor voltage to
zero in the absence of sunlight making the active filter to fail. If only the constant
voltage method is applied, then the system will not be tracking the maximum power
point, which means sub-optimum operation, especially in face of temperature and
radiance changes. By combining the two techniques the capacitor is guaranteed to
stay charged when the sunlight is not reaching the panel. The maximum power point
will be tracked otherwise.
In order to implement the aforesaid control scheme it is necessary to find a rela-
tionship between the input voltage Vi and the direct-axis current id. That is done
developing a model for the converter as seen from the DC link. From figure 4.2 it
can be seen that.
Ii = IaDa + IbDb + IcDc =
1√
3
[
Iab Iab Iab
]
.
1√
3

Dab
Dab
Dab
 (4.29)
which can be written in vectorial form as
Ii = ~I
T
abc. ~Dabc (4.30)
From equation 2.21 it can be verified that the dq0 transformation matrix is orthog-
onal, that is, P−1 = P T . Consequently, [P−1]T = P . The transpose of dq0 current
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vector can then be written as
~ITdq0 = (P ~Iabc)
T = ~ITabcP
T = ~ITabcP
−1 (4.31)
Thus, equation 4.30 can be rewritten as follows
Ii = ~I
T
abc[P
−1P ]. ~Dabc = ~ITdq0 ~Ddq0 = IdDd + IqDq (4.32)
Figure 4.5 shows the converter equivalent circuit as seen from the input side.
Figure 4.5: Converter equivalent circuit as seen from the DC side.
I(t) represents the current provided by the PV array. From the last figure it can
be seen that
I = ICi + Ii = Ci
dVi
dt
+ Ii (4.33)
Each one of the variables shown above can be described as a superposition of an AC
function on a DC function, with the former representing the current harmonics and
the latter the current average.
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Ii = I i + i˜i
I = I + i˜
ICi = ICi + i˜Ci
Vi = V i + v˜i
(4.34)
Substituting equation 4.34 into equation 4.33 results in
I + i˜ = ICi + i˜Ci + I i + i˜i (4.35)
Next, the AC signals are zeroed and the circuit is analyzed in its operating point.
At the operating point the capacitor current is 0, which leads to
I = I i (4.36)
Substituting the previous equation into equation 4.35 leads to
i˜ = i˜Ci + i˜i = Ci
dv˜i
dt
+ i˜i (4.37)
Applying the Laplace transform to equation 4.37 results in the following equation
i˜(s) = sCiv˜i(s) + i˜i(s) (4.38)
The transfer function between the input voltage vi and the current ii is given by
v˜i(s)
i˜i(s)
= − 1
sCi
(4.39)
Equation 4.39 describes the relationship between the input voltage and the input
57
current. However, the information being searched for is the relation of vi to the
direct-axis current id. In order to go from the first to the second, equation 4.32 is
considered again. Ii, Id, Iq, Dd and Dq can also be described as a superposition of an
AC function on a DC function.
Ii = I i + i˜i
Id = Id + i˜d
Iq = Iq + i˜q
Dd = Dd + d˜d
Dq = Dq + d˜q
(4.40)
Substituting equation 4.40 into equation 4.32 results in
I i + i˜i = (Id + i˜d)(Dd + d˜d) + (Iq + i˜q)(Dq + d˜q)
I i + i˜i = IdDd + Idd˜d + i˜dDd + i˜dd˜d + IqDq + Iqd˜q + i˜qDq + i˜qd˜q
(4.41)
It will be assumed that the products of the AC signals shown in equation 4.41 are
negligible, such that the equation can be rewritten as
I i + i˜i = (IdDd + IqDq) + (Idd˜d + i˜dDd + Iqd˜q + i˜qDq) (4.42)
From equation 4.42 it can be seen that
58
i˜i = Idd˜d + i˜dDd + Iqd˜q + i˜qDq (4.43)
Applying the Laplace transform to the last equation leads to
i˜i(s) = Idd˜d(s) + i˜d(s)Dd + Iqd˜q(s) + i˜q(s)Dq (4.44)
The converter output power can be written in terms of average components as
follows
P = V dId + V qIq
Q = V qId − V dIq
(4.45)
From equation 4.19 it is already known that V q = 0. Thus, equation 4.45 can be
simplified as shown below.
P = V dId
Q = −V dIq
(4.46)
It follows that the currents Id and Iq can be written as
Id =
P
V d
=
√
2
3
P
Vph
Iq = − Q
V d
= −
√
2
3
Q
Vph
(4.47)
To obtain the duty cycles Dd and Dq, equation 4.20 is analyzed at the operational
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point, where the derivatives are zero.
0 = LLωIq +
√
3
2
Vph
−
Vi
L
Dd − R
L
Id
0 = −Vi
L
Dq − R
L
Iq
(4.48)
That leads to the following result
Dd =
Lω
Vi
Iq +
√
3
2
Vph
Vi
− R
Vi
Id
Dq = −Lω
Vi
Id − R
Vi
Iq
(4.49)
Now, equations 4.47 and 4.49 are combined with equation 4.44, resulting in the
following expression
i˜i(s) =
√
2
3
P
Vph
d˜d(s) + i˜d(s)(
√
3
2
Vph
Vi
−
√
2
3
ωL
VphVi
Q−
√
2
3
R
VphVi
P )
−
√
2
3
Q
Vph
d˜q(s) + i˜q(s)
√
2
3
(
R
VphVi
Q− ωL
VphVi
P )
(4.50)
From equation 4.27 it follows that
d˜′d = −
sL+R
Vi
i˜d(s)
d˜′q = −
sL+R
Vi
i˜q(s)
(4.51)
Replacing equation 4.21 into equation 4.51 results in the following equation
d˜d =
ωL
Vi
i˜q − sL+R
Vi
i˜d(s)
d˜q =
ωL
Vi
i˜d − sL+R
Vi
i˜q(s)
(4.52)
Next, equation 4.52 is combined with equation 4.50 to give the relationship between
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ii, id and iq. The result is shown in equation 4.53.
i˜i(s) =
[√
2
3
LP
VphVi
s−
√
2
3
2RP
VphVi
+
√
3
2
Vph
Vi
]
i˜d(s) +
[√
2
3
LQ
VphVi
s+
√
2
3
2RQ
VphVi
]
i˜q(s)
(4.53)
From the equation above it can be seen that
i˜i(s)
i˜d(s)
=
√
2
3
LP
VphVi
s−
√
2
3
2RP
VphVi
+
√
3
2
Vph
Vi
i˜i(s)
i˜q(s)
=
√
2
3
LQ
VphVi
s+
√
2
3
2RQ
VphVi
(4.54)
Last, the desired transfer function is found by combining equations 4.39 and 4.54
v˜i(s)
i˜d(s)
=
v˜i(s)
i˜i(s)
i˜i(s)
i˜d(s)
= − 1
sCi
[√
2
3
LP
VphVi
s−
√
2
3
2RP
VphVi
+
√
3
2
Vph
Vi
]
v˜i(s)
i˜q(s)
=
v˜i(s)
i˜i(s)
i˜i(s)
i˜q(s)
= − 1
sCi
[√
2
3
LQ
VphVi
s+
√
2
3
2RQ
VphVi
] (4.55)
This chapter presented the converter modeling for current and voltage control.
In the next chapter a control system will be designed based on the models obtained
here.
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5. CONVERTER AND COMPENSATION SYSTEM DESIGN
Now that the converter models for current and voltage control have been devel-
oped, a control system will be designed in order to make the actual converter to
behave in the expected way.
Figure 5.1: System configuration including the control module
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Figure 5.1 shows a schematic representation of the whole system. The control
strategy adopted here is very close to the one described in section 2.2.2. There is an
inner and an outer control loop in cascade working together to control the converter
output current and the capacitor voltage at the same time. A maximum power point
tracking algorithm (not shown) is implemented to provide the reference voltage.
The load currents, the converter output currents, the input voltage and current
are measured. The voltage controller takes the reference and the measured voltage
signals as inputs and generate a d-axis reference current that is fed into the current
controller. The load and converter currents are converted to the dq0 domain and
the real and imaginary instantaneous power are determined. The instantaneous real
power signal goes through a low-pass filter in order to eliminate its AC components.
The resultant signals p and q are used to generate current references to the control
loop. These signals are combined with the other current reference generated by the
voltage controller and fed into the current controller, which generates the duty cycles
signals used in the PWM modulation circuit.
The next sections will present the system that will be simulated and provide more
details about each of the steps described above.
5.1 System specifications
Table 5.1 presents a few system specifications. P is the power processed by the
converter, Vout is the converter output voltage, which is the same as the grid voltage,
fG is the grid voltage frequency, fs is the sampling frequency, Kc is the current sensor
gain, Kv the voltage sensor gain and η is the converter efficiency. The simulations
will be carried out using a model for the KC200GT PV panel, manufactured by the
company Kyocera. Table 5.2 shows the electrical properties of the PV panel[14].
The converter is designed to handle a rated power of 12 kVA. If 57 panels are
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employed in 3 parallel strings of 19 panels each, the maximum power provided by
the array is Ppv = 57 × 200 = 11.4 kW . The voltage across each parallel string at
the maximum power point is Vpv = 19× 26.3 = 499.7 V ≈ 500 V . The total output
current at the maximum power point is Ipv = 3× 7.61 = 22.8 A.
Table 5.1: System specifications
P = 12 kVA
Vout = 120 V
fg = 60 Hz
fs = 20 kHz
Kc = 0.1
Kv = 0.01
∆iLmax = 0.04Ipeak
∆VciH = 0.1Vi
∆thold = 5.5 ms
Table 5.2: Electrical properties of PV panel KC200GT
Parameter Value
Maximum power at standard test conditions 200 W
MPP voltage (Vmpp) 26.3 V
MPP Current (Impp) 7.61 A
Open circuit voltage (Voc) 32.9 V
Short circuit current (Isc) 8.21 A
5.1.1 Output inductors specification
In order to determine the value of the output inductors L1, L2 and L3, it is
necessary to know the voltage applied across each one of them. That can be done
analyzing the so called topological states [6] of the converter shown in figure 4.1, which
is shown again in figure 5.2 for convenience.
64
Figure 5.2: System schematic representation.
In general, the topological states of a converter depend not only on the switches
states, but also on the current flow directions. Each current can flow in two different
directions. Since there are three converter currents, there would be in principle 23 = 8
different current flow patterns. However, for the three-phase three wire converter
considered here, ia(t) + ib(t) + ic(t) = 0, which means that the three currents cannot
flow in the same direction simultaneously. Therefore, two of those eight patterns
must be disregarded leaving six to be considered.
Figure 5.3 shows the converter output currents during one cycle. The dashed
vertical lines show the six sections of the graph that correspond to the six current
flow patterns to be analyzed. Section 2 (60◦ ≤ θ ≤ 120◦) is going to be considered
in the analysis and the results will be generalized. In that section, ia(t) is positive
(flowing in the converter) while ib(t) and ic(t) are both negatives (flowing out the
converter).
A switch state is “on” if the switch is closed and “off” otherwise. The switches
in a branch are complementary to each other, that is, if one in on, the other is
necessarily off. For instance, if S1 is on, then S4 is off and vice-versa. Figures 5.4-5.7
show the eight possible topological states that correspond to the current direction of
section 2 in figure 5.3.
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Figure 5.3: Converter phase currents in one cycle.
Figure 5.4: Topological states 1 and 2.
Figure 5.5: Topological states 3 and 4.
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Figure 5.6: Topological states 5 and 6.
Figure 5.7: Topological states 7 and 8.
Figure 5.8 shows the duty cycles over section 2. In the range 60◦ ≤ θ ≤ 90◦, the
Figure 5.8: Duty cycle over section 2.
duty cycle “a” is greater than duty cycle “c” which in turn is greater than duty cycle
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“b”, that is
da(t) ≥ dc(t) ≥ db(t) (5.1)
Analyzing the topological states shown in figures 5.4-5.7 it can be seen that only four
of them can possibly satisfy the condition expressed by equation 5.1, namely, states
1, 3, 4 and 8. It is assumed that state 1 lasts for t1 seconds, state 3 for t3 seconds
and so on. Table 5.3 shows each topological state with its correspondent duration
and switch configuration, while figure 5.9 presents the same information graphically.
From figure 5.9 it can be seen that
t1 = Tsdb
t3 = Ts(dc − db)
t4 = Ts(da − dc)
t8 = Ts(1− da)
(5.2)
Tables 5.4 and 5.5 show the voltage across each inductor and the derivative sign
of each inductor current in the topological states being considered here.
Table 5.3: Topological states that meet the condition expressed in equation 5.1
with its respective durations and switch configurations
Time duration Topological state
switches
S1 S2 S3
t1 1 ON ON ON
t3 3 ON OFF ON
t4 4 ON OFF OFF
t8 8 OFF OFF OFF
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Figure 5.9: Gate voltages of switches S1, S3 and S2.
Table 5.4: Voltage across the ouput inductors
Topological state
Voltage
VLa(t) VLb(t) VLc(t)
1 Va(t) Vb(t) Vc(t)
3 Va(t)− Vi3 Vb(t) + 2Vi3 Vc(t)− Vi3
4 Va(t)− 2Vi3 Vb(t) + Vi3 Vc(t) + Vi3
8 Va(t) Vb(t) Vc(t)
The inductor voltage is given by
VL = L
diL
dt
≈ L∆iL
∆t
(5.3)
From table 5.5 it can be seen that the current variation in inductor “a” is positive
for all the states but state 4. The duration of state 4 is shown in equation 5.2. Table
5.4 shows the voltage across inductor “a” in state 4. Substituting those expressions
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Table 5.5: Current derivatives
Topological
state
Current derivative
dia(t)
dt
dib(t)
dt
dic(t)
dt
1 > 0 < 0 < 0
3
>0, if Va(t) >
Vi
3
<0, if Va(t) <
Vi
3
>0 <0
4 <0
>0, if Vb(t) > −Vi3
<0, if Vc(t) < −Vi3
>0, if Vb(t) > −Vi3
<0, if Vc(t) < −Vi3
8 > 0 < 0 < 0
into equation 5.3 results in
Va(t)− 2Vi
3
= La
∆iLa
Ts(da − dc) ⇒ La∆iLafs = [da(t)− dc(t)][Va(t)−
2Vi
3
] (5.4)
In an analogous way it can be shown that
Lb∆iLbfs = [dc(t)− db(t)][Vb(t) + 2Vi
3
]
Lc∆iLcfs = [da(t)− dc(t)][Vc(t) + Vi
3
]
(5.5)
Figure 5.10 shows a graphical representation of the parametric currents shown in
equations 5.4 and 5.5. It can be seen that the greatest variation in absolute value
occurs at ωt = 90◦ for La∆iLafs. From equation 5.4 follows that
La∆iLamaxfs =
Vp
Vi
[sin(
pi
2
)− sin(7pi
6
)][Vp sin(
pi
2
)− 2Vi
3
]
La∆iLamaxfs =
Vp
Vi
[Vi − 1.5Vp]
(5.6)
It is assumed that the three inductors have the same inductance and are subject
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Figure 5.10: Graphical representation of the parametric currents shown in equations
5.4 and 5.5.
to the same current ripple. Therefore, L can be calculated by equation 5.7
L =
Vp
Vi
(Vi − 1.5Vp)
∆iLmaxfs
(5.7)
Equation 5.7 is used taking the specifications given in table 5.1. The first step is
to find the converter output peak current.
Iopk =
2P
3ηVopk
=
2× 12000
3× 0.95× 120×√2 = 49.6 A (5.8)
The maximum current ripple is required to be less than or equal to 4% of that value,
that is, ∆iLmax = 0.04 × 49.6 = 1.984 A. Substituting all the values in equation
5.7 gives the desired value.
L =
(
√
2× 120)
500
(500− 1.5×√2× 120)
1.984× 20000 = 2.1 mH (5.9)
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5.1.2 Input capacitor specification
The input capacitor Ci is determined using the hold-up time criterion[16], ac-
cording to which the capacitor must be able maintain its terminal voltage within
predetermined levels for a time ∆thold assuming that the grid is down.
The capacitor current is given by
ici(t) = Ci
dvci(t)
dt
(5.10)
which can be approximated by
Ii = Ci
∆VciH
∆thold
(5.11)
where Ii is the converter nominal input current and ∆VciH is the maximum voltage
change acceptable. The nominal input current is calculated according to equation
5.12
Ii =
P
ηVi
(5.12)
Substituting equation 5.12 into equation 5.11 leads to the following expression, from
which the input capacitor can be determined.
Ci =
P∆thold
η∆VciHVi
(5.13)
Utilizing the data given in table 5.1 the capacitor can be determined as shown in
equation 5.14.
Ci =
12000× 0.0055
0.95× 0.1× 5002 = 2.8 mF (5.14)
Now that all the important system parameters and components have been spec-
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ified, the current and voltage compensation systems can be designed.
5.2 Compensation systems design
5.2.1 Current compensation system design
Section 4.1.1 presented the converter model for current control. From equation
4.27
i˜d(s)
d˜′(s)
= G(s) = − Vi
sL+R
(5.15)
Substituting the values given in table 5.1 into equation 5.15 leads to
G(s) = − 500
0.0021s+ 0.57
(5.16)
The goal now is to develop a controller that will make the converter output
current to track a step reference current with zero error in the steady state. Figure
5.11 shows the closed loop system in which H(s) represents the current controller
transfer function.
Figure 5.11: Closed-loop system for current control
The Bode plot of G(s) is shown in figure 5.12. Clearly G(s) is unstable as its
phase margin is negative. The controller to be designed must guarantee not only
closed loop stability but also zero steady-state error. From the last requirement it
can be concluded that it must have a pole at the origin. Also, it must advance the
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open-loop phase in order to increase the phase margin. Equation 5.17 shows the
transfer function of a simple controller that can meet both requirements.
H(s) = ki
s+ Zi
s(s+ Pi)
= ki
s+ 2pifz
s(s+ 2pifp)
(5.17)
Figure 5.12: Bode plot of G(s)
The 0 dB crossing frequency will be set as one fourth of the sampling frequency,
that is, fc =
fs
4
. One of the poles is at the origin, the other one will be placed at
fp = 10fc in order to minimize the effects of high-frequency switching. The zero will
be placed at fz =
fc
10
in order to improve the system phase margin. Also, the gain ki
must be chosen such that the open-loop gain at the crossover frequency is 1, which
leads to
ki =
1
H(2pifc)G(2pifc)
= −4.1810× 105 (5.18)
Substituting all the values specified above into equation 5.17 results in the transfer
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function shown in equation 5.19
H(s) = −4.1810× 105 s+ 3142
s(s+ 3.142× 105) (5.19)
Figure 5.13 shows the Bode plot of the open-loop transfer function G(s)H(s)ki. It
can be seen that the phase margin has increased to 79o. The gain margin is infinite,
meaning that the system is stable regardless of the gain applied.
Figure 5.13: Bode plot of the open-loop transfer function
5.2.2 Voltage compensation system design
The next step is to design the voltage compensation system. Figure 5.14 shows
the closed-loop system with the inner current loop and the outer voltage loop, where
C(s) is the voltage controller to be designed in this section. The voltage and current
controllers are designed independently from each other. That can be done only if
the inner loop has a much faster dynamics than the outer loop.
In section 4.1.2 the converter model for voltage control was developed. Substi-
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Figure 5.14: Closed-loop system with current and voltage compensators.
tuting the values from table 5.1 into equation 4.55 results in
Ld(s) =
v˜i(s)
i˜d(s)
= − 1
Vi
1
sCi
[√
2
3
LP
Vph
s−
√
2
3
2RP
Vph
+
√
3
2
Vph
]
Ld(s) =
−2.425× 10−4s+ 0.2841
2.8× 10−3s
Lq(s) =
v˜i(s)
i˜q(s)
= −
√
2
3
Q
ViVph
1
sCi
[Ls+ 2R]
Lq(s) =
−2.425× 10−4s− 0.1316
2.8× 10−3s
(5.20)
The bode plot of Ld(s) is presented in figure 5.15. The system has a gain margin
of -21.25 dB and a phase margin of -95.2o, showing that the system is unstable.
Figure 5.15: Bode plot of Ld(s).
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A PI controller is going to be used in order to stabilize the system. The controller
transfer function is shown in equation 5.21
C(s) = kpi
s+ Zv
s
(5.21)
The crossover frequency of the voltage loop must be much smaller than the
crossover frequency of the current loop in order guarantee that the two loops are
decoupled. The voltage loop crossover frequency will be set as one third of the grid
frequency.
fcv =
fg
3
=
60
3
= 20 Hz (5.22)
The controller zero will be placed at
fzv =
fg
12
=
60
12
= 5 Hz (5.23)
The gain kpi must be chosen such that the open-loop gain at the crossover fre-
quency is 1
kpi =
1
Ld(2pifc)C(2pifc)Kv
= 111 (5.24)
Substituting all the values specified in the previous equations into equation 5.21
results in the transfer function shown in equation 5.25
C(s) =
111S + 3487
s
(5.25)
Figure 5.16 shows the voltage open-loop bode diagram. It can be seen that the gain
and phase margins have been significantly improved.
This chapter presented the system specifications and the design of the current and
voltage compensation systems. Next chapter will present and discuss the simulation
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Figure 5.16: Duty cycle over section 2.
results.
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6. SIMULATIONS
Chapter 5 discussed the converter and control system design. The values found
there will be used to simulate the system and the results will be shown in this
chapter. For convenience, the most important parameters presented in chapter 5 are
summarized below.
Table 6.1: System specifications
P = 12 kVA
Vout = 120 V
fg = 60 Hz
fs = 20 kHz
Kc = 0.1
Kv = 0.01
Ci = 2.8 mF
L = 2.1 mH
R = 0.575 Ω
G(s) = − 500
0.0021s+ 0.57
(6.1)
H(s) = −4.1810× 105 s+ 3142
s(s+ 3.142× 105) (6.2)
Ld(s) =
−2.425× 10−4s+ 0.2841
2.8× 10−3s (6.3)
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C(s) =
111S + 3487
s
(6.4)
6.1 System Simulink R© model
Figure 6.1 shows the Simulink R© model for the power circuit. From the figure it
can be seen that the model is composed of a three-phase voltage source representing
the grid, a PV array model got from the Simulink R© library, the PWM active filter
converter, a transformer, a three-phase rectifier and a three-phase inductive load.
The last two items were chosen to represent the linear and non-linear loads that are
usually connected to the grid. The converter is supposed to extract the maximum
power from the solar array whenever there is power to be extracted. In addition, it
is supposed to always perform harmonic compensation.
Figure 6.1: Simulink R© model of the power circuit.
Figures 6.2-6.7 show the different parts of the control system. Figure 6.2 shows
the system section in which the phase currents from the load and the converter are
80
converted into line currents.
Figure 6.2: Transformation of the phase current into line currents.
Then, the line currents are transformed into the dq0 domain, as shown in figure
6.3
Figure 6.3: Transformation of ABC line currents into dq0 currents.
The P&O block shown in figure 6.4 implements the perturb and observe MPPT
algorithm. The output voltage and current of the PV array are measured and used
as inputs to the block. The P&O output signal is then combined with a constant
voltage signal to compose the voltage reference signal, as explained in subsection
4.1.2. The reference signal is compared to the measured voltage and the error signal
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Figure 6.4: Voltage control loop.
is applied to the voltage controller. The controller output signal is then used as a
reference signal by the current controller.
Figure 6.5 shows the two control loops used to control the d and q-axis currents.
The signal coming out of the voltage controller and the filtered d-axis load current
are used as references by the d-axis current controller. The q-axis current controller
use the unfiltered q-axis load current as a reference to the converter current. In
that way the controllers make sure that the converter will generate the necessary
harmonic current at the same time it keeps the capacitor voltage constant.
Figure 6.5: Current control loop.
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The current compensation system generate the phase-to-phase dq0 duty cycles
necessary to perform PWM modulation. Before being used, those signals must be
transformed twice, one from the dq0 domain into the ABC domain, and other from
phase-to-phase to phase. Figure 6.6 shows the circuit sections responsible for those
conversions.
Figure 6.6: Duty cycle conversion from dq0−→ABC and phase-to-phase−→phase.
Last, the duty cycles signals are used in the PWM modulation circuit, as shown
in figure 6.7.
Figure 6.7: PWM modulation section.
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6.2 Waveforms
In order to demonstrate its functionality, the system will be simulated under
different temperature and irradiation conditions. Figure 6.8 shows the array IV and
PV curves for two different temperatures, T = 25oC and T = 40oC, under constant
irradiance. It can be seen that Vmp = 499.7 V for T = 25
oC and Vmp = 466.4 V for
T = 40oC.
Figure 6.8: IV and PV curves for different different temperatures and I = 1000
W/m2.
• T = 25oC and I = 0
In the first simulation T = 25oC and I = 0. Those values correspond to the night
time condition, when there is no sunlight reaching the array and the temperature
is mild. In that case the converter is working simply as an active filter performing
harmonic compensation. Figure 6.9 shows the capacitor voltage. Since the PV array
is not generating any power, the P&O block output is zero, making the reference
voltage constant and equal to 500 V.
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Figure 6.9: Capacitor voltage - T = 25oC, I = 0 W/m2.
Figure 6.10: Load, converter and grid currents in phase A when T = 25oC and I =
0 W/m2.
Figure 6.10 shows the load current, the converter output current and the current
flowing out of the grid. It can be seen that although the load current is highly
distorted, the grid current is very close to a sinusoid. That is due to the harmonic
compensation performed by the converter that monitors the harmonic current being
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drawn by the load and generates its harmonic content. Since the load current is the
sum of the converter plus the grid current and the converter is already generating all
the current harmonic content, the grid has to provide only the fundamental harmonic
of the load current. Figure 6.11 shows the waveforms in greater detail. A rescaled
version of phase A grid voltage is plotted along with the load and the grid current.
It is clear that the converter not only compensate the high frequency harmonics, but
also shifts the current in such a way that it stays in phase with the voltage.
Figure 6.11: Rescaled version of figure 6.10.
• T = 40oC and I = 1000 W/m2
Next, the system is simulated for T = 40oC and I = 1000 W/m2. That corre-
sponds to a day time condition with good irradiance reaching the array and increasing
its temperature. From figure 6.8 it is seen that the maximum power point voltage
is 466 V for the conditions simulated here. Figure 6.12 shows that after a transient
period, the capacitor voltage reaches the value expected, which shows the efficacy of
the MPPT algorithm.
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Figure 6.12: Capacitor voltage - T = 40oC, I = 1000 W/m2.
Figure 6.13: Load, converter and grid currents in phase A when T = 40oC and I =
1000 W/m2.
The load, converter and grid currents are shown in figures 6.13 and 6.14. From
these figures it can be seen that the grid current and the grid voltage are 180o
phase shifted from each other. That means active power is flowing into the grid,
which happens when the power generated by the PV array is higher than the power
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demanded by the load.
Figure 6.14: Rescaled version of figure 6.13.
• T = 25oC - 40oC and I = 0 W/m2-1000 W/m2
Figure 6.15: Irradiance and temperature signals.
In the next simulation both irradiance and temperature vary according to figure
6.15. From t = 0 s to t = 1.5 s, T = 25oC and I = 0 W/m2, which corresponds the
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night time condition discussed before. Then, at t = 1.5 s the irradiance begins to
increase and reaches I = 1000 W/m2 at t = 2.0 s. At t = 4 s the temperature also
begins to increase and reaches 40 oC 0.5 second later.
Figure 6.16: Capacitor voltage for the varying temperature and irradiance shown in
figure 6.15.
Figure 6.16 shows the capacitor voltage during that time interval. In the first
section (from t = 0 s to t = 1.5 s) the PV array does not generate power, the MPPT
block output is zero and the reference voltage is constant and equal to 500 V. In the
second section (from t = 2 s to t = 4 s), T = 40 oC and I = 1000 W/m2. Under that
condition figure 6.8 shows that Vmp = 499.6 V. From figure 6.16 it can be seen that
after a short transient beginning at t = 1.5 s, VCi reaches Vmp. In the last section
(from t = 4.5 s to t = 6.5 s), T = 40 oC and I = 1000 W/m2. From figure 6.8 Vmp
= 466.4 V. That is the value that VCi converges to after a transient beginning at t
= 4 s.
Figures 6.17 and 6.18 show the current waveforms. It can be seen that in the first
section, from t = 0 to around t = 1.65 s, the PV panel is not generating power.
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Figure 6.17: Load, converter and grid currents in phase A when T and I vary ac-
cording figure 6.15.
Figure 6.18: Rescaled version of figure 6.17.
The converter current is small, corresponding to the harmonic current drawn by
the load. The grid current is in phase with the grid voltage, meaning that power is
being drawn from the grid. When the irradiance becomes greater than zero, which
occurs at t = 1.5 s, the PV array begins to produce power. The grid current decreases
and eventually changes its direction (around t = 1.65 s). From that moment on the
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power flows from the PV panel to the load and grid.
• Non-linear load at T = 25oC and I = 0 W/m2
In the last simulation the load is assumed to be exclusively non-linear. The three-
phase linear load shown in figure 6.1 is removed leaving only the three-phase rectifier
connected to the grid. The irradiance is reduced to 0 W/m2 and temperature is kept
at 25 oC. Figure 6.19 shows the capacitor voltage. As expected, after a transient
of around 0.6 s, the voltage reaches a steady state value of approximately 499.9 V,
which corresponds the voltage previously established for the no-light situation.
Figure 6.19: Capacitor voltage - T = 25oC, I = 0 W/m2.
Figure 6.20 shows the current waveforms. It can be seen that the load current
is considerably distorted. Figure 6.21 shows that besides the fundamental, ILA has
all the odd harmonics but the multiples of the third one. On the other hand, the
current drawn from the grid is almost a pure sinusoidal. The spectral analysis of ISA
illustrated in figure 6.22 shows that the its harmonic content is almost zero.
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Figure 6.20: Load, converter and grid currents in phase A when T = 25oC and I =
0 W/m2.
Figure 6.21: Frequency spectrum of ILA obtained through FFT analysis
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Figure 6.22: Frequency spectrum of ISA obtained through FFT analysis
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7. CONCLUSION
This thesis presented and discussed a three-phase converter capable of performing
harmonic compensation and maximum power point tracking in a grid-connected PV
panel application. The converter is essentially a shunt active filter, traditionally used
to do harmonic compensation, which was modeled and controlled to simultaneously
perform maximum power point tracking of a PV array connected across the filter
capacitor.
Chapter 1 provided the context in which such technology may be utilized. With
the growing importance of renewable energy sources in face of the global warming
and the foreseen exhaustion of non-renewable sources, PV panels are expected to be
widely employed in stand-alone and grid-connected applications. In that scenario
the system described in this thesis could be used with great advantage for the user.
Chapter 2 explained the mathematical basis used to control the converter. The
chapter discussed the classical and the instantaneous power theories, contrasted them
with each other and showed why the former must be used in the implementation of
a real time harmonic compensator like the active filter.
Chapter 3 focused on the fundamentals of solar energy. It gave basic information
about the behavior of solar cells resorting to elementary quantum physics. Based
on that, it showed how a circuit model can be developed to explain the terminal
characteristics of a PV panel. The understanding of PV panel terminal characteristics
is crucial to extract the maximum power from it. The chapter also explained a few
maximum power point tracking algorithm, two of which were used in the system
considered in this thesis.
Chapter 4 presented the modeling of the PWM circuit. The model was important
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to develop the control system necessary to make the converter to behave in the
expected way.
Chapter 5 detailed the control system design, which was based on the model
developed in chapter 4. It also showed how to design some of the power circuit
components.
Finally, chapter 6 presented the simulation results. It was shown that the con-
verter behaves as expected, performing harmonic compensation and tracking the
maximum power point for different temperature and irradiance conditions.
The work presented here gives rise to interesting questions whose answers will be
pursued in the future. One question is how the system behaves under unbalanced
load conditions. That is a common situation in residential applications, where most
of the loads are single-phase, and it can happen even in a three-phase system if the
load is defective.
Another question is how the MPPT algorithm dynamics influences the whole
system behavior. It is clear that the MPPT tracking algorithm must be much slower
than the converter (in the circuit modeling the capacitor voltage was assumed to be
constant). But how much slower must it be? The answer to this question, as well as
to the previous one, will be searched next.
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