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ARBITRARILY LARGE MORITA FROBENIUS NUMBERS
FLORIAN EISELE AND MICHAEL LIVESEY
Abstract. We construct blocks of finite groupswith arbitrarily largeMorita Frobenius numbers,
an invariant which determines the size of the minimal field of definition of the associated basic
algebra. This answers a question of Benson and Kessar. This also improves upon a result of the
second author where arbitrarily large O-Morita Frobenius numbers are constructed.
1. Introduction
Let ℓ be a prime and k an algebraically closed field of characteristic ℓ. For a finite-dimensional
k-algebra Awe define the nth Frobenius twist of A, denoted A(ℓ
n), as follows: as a set, and indeed
as a ring, A(ℓ
n) is equal to A, but for λ ∈ k and a ∈ A(ℓ
n) we set λ · a = λℓ
−n
a (the multiplication
on the right hand side being that of A). That is, if we think of a k-algebra as a ring with a
distinguished embedding k ֒→ Z(A), then that embedding is precomposed with the nth power
of the Frobenius automorphism to obtain the k-algebra structure of A(ℓ
n). The result of this
construction is clearly isomorphic to A as a ring, but not necessarily as a k-algebra. This leads
to the following notion, first defined by Kessar [9].
Definition 1.1. The Morita Frobenius number of A, denoted mf(A), is the smallest n ∈ N such
that A is Morita equivalent to A(ℓ
n) as a k-algebra.
As an alternative characterisation, Kessar [9] showed that, for a basic algebra A, mf(A) is the
smallest n ∈ N such that A  k ⊗Fℓn A0 for some Fℓn-algebra A0. For fixed n ∈ N there are
only finitely many possibilities for A0 in any given dimension, which is why Morita Frobenius
numbers are being used to approach Donovan’s famous finiteness conjecture (more on this
further below).
In the present paper we are interested in the Morita Frobenius numbers of blocks of finite
groups G. For a block B of kG, the Frobenius twist B(ℓ
n) is isomorphic as a k-algebra to σn(B),
where σ is the ring automorphism
σ : kG −→ kG,
∑
g∈G
αgg 7→
∑
g∈G
αℓ
g
g.
We can therefore think of a Frobenius twist of a block simply as another block of the same group
algebra, Galois conjugate to the original one. And while there is no bound on the number of
Galois conjugates of a block, Benson and Kessar [1] observed that Morita Frobenius numbers
of blocks tend to be very small, with no known example exceeding Morita Frobenius number
two. This prompted them to ask the following.
Question (Benson-Kessar, [1, Question 6.2]). Is there a universal bound on the Morita Frobe-
nius numbers of ℓ-blocks of finite groups?
This question, to which we give a negative answer in the present article, has gained much
interest in recent years. In [1, Examples 5.1, 5.2] Benson and Kessar constructed blocks with
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Morita Frobenius number two, the first discovered to be greater than one. The relevant blocks all
have a normal, abelian defect group and abelian ℓ′ inertial quotient with a unique isomorphism
class of simple modules. It was also proved that amongst such blocks the Morita Frobenius
numbers cannot exceed two [1, Remark 3.3]. In work of Benson, Kessar and Linckelmann [2,
Theorem 1.1] the bound of two was extended to blocks that don’t necessarily have a unique
isomorphism class of simple modules. One can also define Morita Frobenius numbers over
a complete discrete valuation ring O of characteristic zero with residue field k, and in [2] it
was also shown that the aforementioned bound of two applies equally to the Morita Frobenius
numbers of the corresponding blocks defined over O. Finally, Farrell [6, Theorem 1.1] and
Farrell and Kessar [7, Theorem 1.1] proved that the Morita Frobenius number of any block of
a finite quasi-simple group is at most four (both over k and over O).
Our main result (see Theorem 6.5) is the k-analogue of [10, Theorem 3.6], where the
corresponding result is proved for blocks defined over O. Note that the result in the current
paper takes significantly longer to prove as Weiss’ criterion to detect ℓ-permutation modules
does not hold over k.
Theorem. For any n ∈ N there exists an ℓ-block B of kG, for some finite group G, such that
mf(B) = n.
Hence the questions [1, Questions 6.2, 6.3] (the second of which is the one mentioned
above) both have negative answers. The blocks realising arbitrarily large Frobenius numbers
have elementary abelian defect groups and metabelian ℓ′ inertial quotients, and turn out to be
Morita equivalent to a twisted tensor product of the algebra k[D ⋊ P] with itself, where D is
an elementary abelian ℓ-group and P is a cyclic ℓ′-group. It should be mentioned that while
the blocks realising Morita Frobenius number two in [1] are described as quantum complete
intersections, such algebras can also be realised as iterated twisted tensor products of group
algebras of cyclic groups.
To close, let us quickly explain how the initial motivation to consider Morita Frobenius
numbers came from their link with Donovan’s conjecture.
Conjecture 1.2 (Donovan). Let D be a finite ℓ-group. Then, amongst all finite groups G
and blocks B of kG with defect group isomorphic to D, there are only finitely many Morita
equivalence classes.
If true, Donovan’s conjecture would imply that Morita Frobenius numbers are bounded in
terms of a function of the isomorphism class of the defect group.
Conjecture 1.3 (see [1, Question 6.1]). Let D be a finite ℓ-group. Then, amongst all finite
groups G and blocks B of kG with defect group isomorphic to D, the Morita Frobenius number
mf(B) is bounded.
While we cannot contribute much to this, we should point out that the defect of our blocks
realising Morita Frobenius number n ∈ N grows exponentially in n. Hence our result does
not contradict Conjecture 1.3 and it would in fact be consistent with a logarithmic bound of
Morita Frobenius numbers in terms of the rank of D. In [9, Theorem 1.4] Kessar proved
that Donovan’s conjecture is equivalent to Conjecture 1.3 together with the so-called Weak
Donovan conjecture, which further highlights the importance of understanding and bounding
Morita Frobenius numbers.
Conjecture 1.4 (Weak Donovan). Let D be a finite ℓ-group. Then there exists a constant
c(D) ∈ N such that if G is a finite group and B is a block of kG with defect group isomorphic
to D, then the entries of the Cartan matrix of B are bounded by c(D).
ARBITRARILY LARGE MORITA FROBENIUS NUMBERS 3
The article is organised as follows. In §2 we introduce the block B(θ), which becomes the
focus of study for the remainder of the paper. We describe the simple B(θ)-modules in §3 and in
§4 we study a certain subalgebra of B(θ) more closely. We introduce B(θ)0, a k-algebra Morita
equivalent to B(θ), in §5 and prove our main theorem in §6.
Notation. For an ℓ′-group G, eχ ∈ kG will denote the primitive central idempotent corre-
sponding to χ ∈ Irr(G) and 1G ∈ Irr(G) will signify the trivial character. We will often use the
fact that IBr(G) = Irr(G) for such a group G.
For an arbitrary group G, a normal subgroup N ⊳ G and χ ∈ Irr(N), we set Irr(G |χ) to be
the set of characters of G appearing as a non-zero constituent in χ ↑G
N
. For x ∈ kN and g ∈ G,
we denote by xg = g−1xg ∈ kN . Similarly, for χ ∈ Irr(N), we signify by χg the character
of N given by χg(h) = χ(hg
−1
), for all h ∈ N . Note this definition ensures that e
g
χ = eχg . If
χ, χ′ ∈ Irr(N) such that χ′ = χg, for some g ∈ G, we write χ ∼G χ
′.
2. Setup
In this section we will define the groups and blocks which we later show realise arbitrarily
large Morita Frobenius numbers over k. All notation introduced in this section will be used
throughout the paper. We start by setting, for i ∈ {1, 2},
Pi = (Fp,+) = Cp
for some prime p , ℓ, and
Di =
∏
Pi
Cℓ
/
〈(x, . . . , x) | x ∈ Cℓ〉  C
p−1
ℓ
.
We set dx
i
= (1, . . . , 1, d, 1, . . . , 1) ∈ Di , where d is a fixed generated of Cℓ, and the position of
d is the direct factor of
∏
Cℓ labeled by x ∈ Pi . In particular, all d
x
i
taken together generate
Di. The group Pi acts on Di by permuting the direct factors, i.e. by setting (d
x
i
)y = d
xy
i
for
x, y ∈ Pi . Hence we can form the algebra
Ai = k[Di ⋊ Pi].
Let L = 〈g0〉 ⊆ F
×
p  Cp−1 be an ℓ
′-subgroup of order r > 1. Set
H = 〈g1, g2, gz : g
r
1 = g
r
2 = g
r
z = 1, [g1, gz] = [g2, gz] = 1, [g1, g2] = gz〉
where we adopt the convention that [g, h] = ghg−1h−1, and define the subgroups
L1 = 〈g1〉, L2 = 〈g2〉 and Z = 〈gz〉.
We have L1  L2  Z  L  Cr . Note we have an action of F
×
p (and hence L) on each Pi given
by multiplication. We can now define an action of H on (D1 ⋊ P1) × (D2 ⋊ P2), with kernel Z ,
in the following way. If {i, j} = {1, 2}, then Li acts on Di ⋊ Pi by setting
(dxi y)
w
= d
(xw)
i
y
w for x, y ∈ Pi and w ∈ Li ,
and setting the action of Li on D j ⋊ Pj to be trivial.
Definition 2.1 (The group G, and the block B(θ)). Define
G = ((D1 ⋊ P1) × (D2 ⋊ P2)) ⋊ H .
and the following subgroups of G
D = D1 × D2, and E = (P1 × P2) ⋊ H .
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Let θ ∈ Irr(Z) be a faithful character, and let eθ be the associated central-primitive idempotent.
Define a block B(θ) = kGeθ .
Definition 2.2. Let θ ∈ Irr(Z) be faithful, as before, and let {i, j} = {1, 2}. For each χ ∈ Irr(Li)
define an element hθ
χ,i
∈ L j such that
χ(−) = θ([hθχ,i,−]) (1)
and
hθχ,ih
θ
η,i = h
θ
χη,i for all χ, η ∈ Irr(Li). (2)
We will often refer to hθ
χ,i
as hχ,i where the choice of θ is clear from the context.
Note that in the foregoing definition, the existence of an hθ
χ,i
satisfying (1) is guaranteed by
[8, Lemma 4.1] and the uniqueness of such an hθ
χ,i
in L j follows by the fact that CH(Li) = Z×Li .
In order to see that (2) holds we note that, since [H, H] ⊆ Z ⊆ Z(H), we have
[hθχ,i, g][h
θ
η,i, g] = h
θ
χ,ig(h
θ
χ,i)
−1
g
−1[hθη,i, g] = h
θ
χ,i[h
θ
η,i, g]g(h
θ
χ,i)
−1
g
−1
= [hθχ,ih
θ
η,i, g]
for all g ∈ Li . Effectively, the above just fixes an isomorphism between Irr(Li)  Hom(Cr, k
×) 
Cr and L j  Cr .
3. Simple modules and Brauer characters
From now on, unless we are explicitly considering B(θ) and B(θ′) for two θ, θ′ ∈ Irr(Z), we
denote B(θ) simply by B. Since D acts trivially on every simple B-module, we can and do
identify IBr(B) with Irr(E |θ). In what follows, by an abuse of notation, we often use 1 to denote
1Pi , for i = 1, 2. We define the following elements of Irr(E |θ),
(1, 1) = (θ ⊗ 1P1×(P2⋊L2)) ↑
E
Z×P1×(P2⋊L2)
= (θ ⊗ 1(P1⋊L1)×P2) ↑
E
Z×(P1⋊L1)×P2
,
(φ, 1) = (θ ⊗ φ ⊗ 1P2⋊L2) ↑
E
Z×P1×(P2⋊L2)
,
(1, ψ) = (θ ⊗ 1P1⋊L1 ⊗ ψ) ↑
E
Z×(P1⋊L1)×P2
,
(φ, ψ) = (θ ⊗ φ ⊗ ψ) ↑EZ×P1×P2,
(3)
for all φ ∈ Irr(P1)\ {1} and ψ ∈ Irr(P2)\ {1}. Note that, sinceCL1(L2) = CL2(L1) = {1} and θ is
faithful, StabH(θ ⊗ 1Li) = Z × Li , for all i = 1, 2. Also, as any non-trivial φ ∈ Irr(Pi) is faithful,
StabLi(φ) = {1}, for all i = 1, 2. It follows that all the characters in (3) are indeed irreducible.
Lemma 3.1. Irr(E |θ) = {(φ, ψ)|φ ∈ Irr(P1), ψ ∈ Irr(P2)} and (φ, ψ) = (φ
′, ψ′) if and only if
either φ = φ′ and ψ = ψ′, or φ, ψ, φ′, ψ′ , 1 and φ ∼L1 φ
′, ψ ∼L2 ψ
′. Moreover,
deg(1, 1) = deg(φ, 1) = deg(1, ψ) = r, deg(φ, ψ) = r2,
for all φ ∈ Irr(P1) \ {1} and ψ ∈ Irr(P2) \ {1}.
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Proof. We claim that
{(1, 1)} = Irr(E |θ ⊗ 1P1 ⊗ 1P2),
{(φ, 1)}φ∈Irr(P1)\{1} =
⋃
µ∈Irr(P1)\{1}
Irr(E |θ ⊗ µ ⊗ 1P2),
{(1, ψ)}ψ∈Irr(P2)\{1} =
⋃
ν∈Irr(P2)\{1}
Irr(E |θ ⊗ 1P1 ⊗ ν),
{(φ, ψ)}φ∈Irr(P1)\{1},ψ∈Irr(P2)\{1} =
⋃
µ∈Irr(P1)\{1}
ν∈Irr(P2)\{1}
Irr(E |θ ⊗ µ ⊗ ν).
These equalities can all be readily checked. The main point is that, by the comments preceding
the lemma, L1 acts regularly on Irr(Z × L2 |θ) and L2 on Irr(Z × L1 |θ). These facts are needed
to prove the first three equalities. The fourth is more straightforward. The fact that there are no
duplicates, other than the desired ones, is again a consequence of the regularity of these actions.
It is a simple task to verify the degrees. 
Proposition 3.2. (1) Let gi ∈ Aut(Pi)  F
×
p for i ∈ {1, 2}. The following automorphism of
G induces an automorphism of B(θ),
dx
i
y 7→ d
(xgi )
i
y
gi, for all i ∈ {1, 2} and x, y ∈ Pi,
h 7→ h, for all h ∈ H .
Furthermore, the corresponding permutation of IBr(B(θ)) is given by
(φ, ψ) 7→ (φg1, ψg2), for all φ ∈ Irr(P1), ψ ∈ Irr(P2).
(2) The following automorphism of G induces an isomorphism B(θ)
∼
−→ B(θ−1),
(x1, x2) 7→ (x2, x1), for all (x1, x2) ∈ (D1 ⋊ P1) × (D2 ⋊ P2),
z 7→ z−1, for all z ∈ Z,
gi 7→ g j, (for {i, j} = {1, 2}),
where g1 and g2 are the generators for L1 and L2 defined in §2. Also, for the topmost
assignment recall that P1 and P2, as well as D1 and D2, are defined as two copies of
the same group, i.e. we may identify them. Furthermore, the corresponding bijection
IBr(B(θ)) −→ IBr(B(θ−1)) is given by (φ, ψ) 7→ (ψ, φ), where we identify Irr(P1) and
Irr(P2).
Proof. This is all straightforward to check. 
4. Generators and relations for Ai = k[Di ⋊ Pi]
Let us now give a description of the (isomorphic) algebras Ai for i ∈ {1, 2} in terms of quiver
and relations. This description will be used implicitly throughout the remainder of the paper.
For the sake of readability, we will use the same notation for the generators of A1 and A2.
Definition 4.1. Set
sφ =
∑
g∈Pi
φ(g−1)d
g
i
∈ k[Di] ⊂ Ai for φ ∈ Irr(Pi) \ {1},
as well as
sψ,φ = eψ sφ ∈ Ai for ψ ∈ Irr(Pi) and φ ∈ Irr(Pi) \ {1}.
Note that Irr(Pi) \ {1} equals the set of constituents of the (multiplicity-free) k[Pi]-module
k ⊗Fℓ Di and hence, by [5, Proposition 5.2], of J(k[Di])/J
2(k[Di]).
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Proposition 4.2 (see [5, Proposition 5.3]). (1) The eψ for ψ ∈ Irr(Pi) form a full set of
primitive idempotents in Ai.
(2) The sψ,φ map to a basis of J(Ai)/J
2(Ai) and eψ sψ,φ = sψ,φeψφ. That is, the sψ,φ
correspond to arrows in the quiver of Ai .
(3) The relations between the arrows are generated by
sψ,φ sψφ,ζ = sψ,ζ sψ ζ,φ for ψ ∈ Irr(Pi) and φ, ζ ∈ Irr(Pi) \ {1}
and
sψ,φ sψφ,φ · · · sψφℓ−1,φ = 0 for ψ ∈ Irr(Pi) and φ ∈ Irr(Pi) \ {1}.
A basis of J(Ai) is given by elements of the form
sψ,φ = sψ,φ1sψφ1,φ2 · · · sψφ1···φm−1,φm where ψ ∈ Irr(Pi), φ = (φ1, . . . , φm) ∈
∞⋃
m=1
(Irr(Pi) \ {1})
m .
To be more precise, we get a basis when we let φ range over a transversal of
∞⋃
m=1
(Irr(Pi) \ {1})
m
/
Symm,
where, in addition, (φ1, . . . , φm) must not involve any element of Irr(Pi) \ {1} more than ℓ − 1
times. Let I denote the set of all possible values for φ which give rise to non-zero sψ,φ’s,
and let I/∼ denote equivalence classes of φ’s that give rise to the same sψ,φ (all of this is
independent of ψ). We have |I/∼ | = ℓp−1 − 1, as I/∼ is naturally in bijection with maps
Irr(P1) \ {1} −→ {0, 1, . . . , ℓ − 1} which are not identically zero.
5. The algebra B(θ)0
We now need to distinguish between the two sets of generators for A1 and A2 introduced
earlier. We will always do this implicitly though, and keep the notation from the previous
section. Also, θ ∈ Irr(Z) will denote a fixed faithful character in this section.
Definition 5.1. We define the k-algebra B(θ)0 = CB(θ)(kHeθ).
As with B(θ), we will usually denote B(θ)0 simply by B0. Note that, by Lemma 3.1,
| Irr(H |θ)| = | Irr(E |θ ⊗ 1P1 ⊗ 1P2)| = |{(1, 1)}| = 1
and so kHeθ  Mr(k). In particular,
B  B0 ⊗k kHeθ  B0 ⊗k Mr(k),
where the first isomorphism is given by multiplication. Naturally this shows that B and B0
are Morita equivalent. Moreover, the dimensions of the simple B0-modules are equal to the
dimensions of the corresponding simpleB-modules divided by r . Therefore, since byLemma3.1
deg(φ, ψ) = r2, for any φ , 1 and ψ , 1, B0 is not basic, but it is sufficiently small for our
purposes. The structure of the algebra B0 described in Definition 5.2 and Proposition 5.4 (1)–(4)
below is also known as a twisted tensor product of A1 and A2, a notion originally introduced in
[4] (see also [3] for the special type of twisted tensor product that appears in our context).
Definition 5.2. (1) Define a linear map
π = πθ : B0 −→ A1 ⊗k A2
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as the restriction of the linear map kGeθ −→ k[(D1 ⋊ P1) × (D2 ⋊ P2)]  A1 ⊗k A2
which sends nheθ to n for any n ∈ (D1 ⋊ P1) × (D2 ⋊ P2) and h ∈ L1 · L2 ⊂ H (note that
L1 · L2 is not a group).
(2) For i ∈ {1, 2} let
Ai =
⊕
χ∈Irr(Li)
A
χ
i
be the decomposition of Ai as an Li-module into isotypical components, i.e. a
g
= χ(g)a
whenever a ∈ A
χ
i
and g ∈ Li. We refer to the elements of any one of the spaces A
χ
i
as
homogeneous.
(3) For i ∈ {1, 2} define the linear map ιi = ιi,θ as follows:
ιi : Ai −→ B0, a 7→ ah
−1
χ,i eθ for all a ∈ A
χ
i
and χ ∈ Irr(Li).
Remark 5.3. We will often use without further mention that e1 ∈ A
1
i
for i ∈ {1, 2}. Analogous
statements are not true for the other idempotents.
The next proposition summarises the properties of the maps π, ι1 and ι2, which relate the
structure of B0 to that of A1 ⊗k A2, which we understand completely by §4. The ιi turn out to
be actual algebra homomorphisms. The map π induces a bijection between B0 and A1 ⊗k A2.
And while π is not an algebra isomorphism, it nevertheless shares some of the properties of
an algebra isomorphism (e.g. point (5) of the proposition below would be obvious if π were a
isomorphism).
Proposition 5.4. (1) The map ιi : Ai ֒→ B0 is a k-algebra homomorphism for i ∈ {1, 2}.
(2) For χ ∈ Irr(L1) and η ∈ Irr(L2) we have
ι1(a) ι2(b) = θ([hη,2, hχ,1]) ι2(b) ι1(a) for all a ∈ A
χ
1
, b ∈ A
η
2
. (4)
(3) The map π : B0 −→ A1 ⊗k A2 is bijective.
(4) For all a ∈ A1 and b ∈ A2 we have
π(ι1(a) ι2(b)) = a ⊗ b. (5)
(5) For all i > 1 we have
π(Ji(B0)) = J
i(A1 ⊗k A2) =
i∑
j=1
J j(A1) ⊗k J
i− j(A2).
(6) Let a1, a2 ∈ A1 and b1, b2 ∈ A2 be homogeneous elements. Then
π(ι1(a1)ι2(b1)B0 ι1(a2)ι2(b2)) = (a1 ⊗ b1)(A1 ⊗k A2)(a2 ⊗ b2).
Proof. (1) For a ∈ A
χ
i
and b ∈ A
η
i
, we have
ιi(a) ιi(b) = ah
−1
χ,i eθ bh
−1
η,i eθ = abh
−1
χ,i h
−1
η,i eθ = abh
−1
χη,i eθ = ιi(ab),
using that hχ,ihη,i = hχη,i, as we saw earlier. The above shows that ιi is a k-algebra
homomorphism, since the various A
χ
i
span Ai.
(2) We have
ι1(a) ι2(b) = ah
−1
χ,1
eθ bh
−1
η,2
eθ = ab
hχ,1 h−1
χ,1
h−1
η,2
eθ
= η(hχ,1)bah
−1
η,2
h−1
χ,1
θ([hη,2, h
−1
χ,1
])eθ = bah
−1
η,2
h−1
χ,1
eθ
= χ(h−1
η,2
)bh−1
η,2
ah−1
χ,1
eθ = θ([hη,2, hχ,1]) ι2(b) ι1(a).
8 FLORIAN EISELE AND MICHAEL LIVESEY
(3) Surjectivity of π will follow immediately from point (4) below. For injectivity we
compare dimensions. The image of π has dimension dim(A1) dim(A2) = |D1 |
2 |P1 |
2. On
the other hand dim(CB(θ)(H)) dim(kHeθ) = dim(CB(θ)(H))r
2
= dim(B) = |D1 |
2 |P1 |
2r2,
which shows that dim(B0) = dim(CB(θ)(H)) = |D1 |
2 |P1 |
2, which is the same as the
dimension of the image of π.
(4) It suffices to check formula (5) for a and b homogeneous. So assume a ∈ A
χ
1
and
b ∈ A
η
2
. As in the proof of (2) we have ι1(a) ι2(b) = abh
−1
η,2
h−1
χ,1
eθ, Since, slightly
counter-intuitively, hχ,1 ∈ L2 and hη,2 ∈ L1, we have that h
−1
η,2
h−1
χ,1
∈ L1 L2. Therefore,
by definition, π maps the above element to a ⊗ b.
(5) Recall that π was defined as the restriction of a linear map πˆ : kGeθ −→ k[(D1 ⋊
P1) × (D2 ⋊ P2)]  A1 ⊗k A2 which is a homomorphism of left k[D1 × D2]-modules. In
particular, πˆ will map Ji(kGeθ) onto J
i(A1 ⊗ A2) for all i > 0. This uses that D1 × D2
is a normal Sylow ℓ-subgroup of G, and therefore J(kG) = J(k[D1 × D2])kG and
an analogous expression for J(A1 ⊗ A2). Now J
i(kGeθ) = J
i(B0)kHeθ , and by the
definition of πˆ we have πˆ(Ji(B0)kHeθ) = π(J
i(B0)), which proves the claim.
(6) It suffices to check that
π(ι1(a1)ι2(b1)(ι1(A
χ
1
)ι2(A
η
2
)) ι1(a2)ι2(b2)) = (a1 ⊗ b1)(A
χ
1
⊗k A
η
2
)(a2 ⊗ b2)
for all χ ∈ Irr(L1) and η ∈ Irr(L2). However, by formula (4), the relevant factors in the
argument of π above commute up to a non-zero scalar (which does not affect the image).
Hence the left hand side of the above is equal to π(ι1(a1A
χ
1
a2) ι2(b1A
η
2
b2)), which equals
the right hand side of the above by point (4). 
Proposition 5.5 (Explicit formula for ιi). For {i, j} = {1, 2} we have
ιi(a) =
∑
g∈Li
(ae1Lj eθ)
g for all a ∈ Ai = k[Di ⋊ Pi]. (6)
Proof. Assumewithout loss of generality that i = 1 and j = 2. It suffices to prove this for a ∈ A
χ
1
for a fixed χ ∈ Irr(L1). Note the idempotent e1L2 can also be written as r
−1
∑
η∈Irr(L1) hη,1. Now
by character orthogonality (also using hη,1 = [hη,1, g
−1]h
g
η,1
),
π
(∑
g∈L1
ag h
g
η,1
eθ
)
= π
(∑
g∈L1
χ(g)η(g)ahη,1eθ
)
=
{
0 if χ , η−1
r a ⊗ 1 if χ = η−1
,
for all η ∈ Irr(L1). As π(ι1(a)) = a ⊗ 1, summing over all such η gives that π applied to both
sides of (6) holds true. Since π is bijective, the result follows. 
By the above, the algebra B0 = B(θ)0 can be thought of as being graded by Irr(P1)×Irr(P2), and
the character θ determines how the homogeneous components commute through equation (4).
We will ultimately recover θ from B0 by showing that certain subspaces of the homogeneous
components are preserved under isomorphisms modulo J3(B0). However, we will proceed in a
more elementary way, and for that we will need idempotents and certain arrows explicitly.
Definition 5.6. (1) For φ ∈ Irr(P1), ψ ∈ Irr(P2) set
ε(φ,1) = ι1(eφ)ι2(e1) and ε(1,ψ) = ι1(e1)ι2(eψ).
For φ ∈ Irr(P1) \ {1}, ψ ∈ Irr(P2) \ {1} set
ε(φ,ψ) = ι1(e[φ])ι2(e[ψ]), where e[ψ] =
∑
g∈Li
eψg ∈ A
1
i .
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(2) For ψ, φ ∈ Irr(P1), ξ, ζ ∈ Irr(P2) such that φ , 1, ζ , 1 set
Sψ,φ = ι1(sψ,φ)ι2(e1) and Tξ,ζ = ι1(e1)ι2(sξ,ζ ).
(3) For 1 , φ ∈ Irr(P1), 1 , ζ ∈ Irr(P2), χ ∈ Irr(L1) and η ∈ Irr(L2) set
S˜
χ
φ
=
∑
g∈L1
χ(g−1)S1,φgSφg,(φ−1)g and T˜
η
ζ
=
∑
g∈L2
η(g−1)T1,ζgTζg,(ζ−1)g .
Remark 5.7. Note that by Proposition 5.4 (2), for {i, j} = {1, 2}, the element ι j(e1), and more
generally every element of ι j(A
1
j
), commutes with every element of ιi(Ai). It follows that the
ε(ψ,φ) are idempotents, and
Sψ,φ = ε(ψ,1)Sψ,φε(ψφ,1) and Tξ,ζ = ε(ξ,1)Tξ,ζ ε(ξζ,1). (7)
Moreover, it follows that
Sψ1,φ1 · · · Sψm,φm = ι1(sψ1,φ1 · · · sψm,φm)ι2(e1) for any m > 0,
Sψ1,φ1 · · · Sψm,φmTξ1,ζ1 · · ·Tξn,ζn = ι1(sψ1,φ1 · · · sψm,φme1)ι2(e1sξ1,ζ1 · · · sξn,ζn) for any m, n > 0,
for any admissible choice of ψi , φi, ξi and ζi. This will be useful since the image of the right
hand side under π can readily be determined using Proposition 5.4 (4).
Proposition 5.8. If (ψ, φ) and (ψ′, φ′) label two different Brauer characters of B (using the
notation of §3), then ε(φ,ψ) and ε(φ′,ψ′) are distinct orthogonal idempotents. The idempotent ε(φ,ψ)
annihilates all simple B0-modules except for the one corresponding to the character (φ, ψ). In
particular, the idempotents ε(ψ,1) and ε(1,φ) are primitive in B0 for any ψ ∈ Irr(P1), φ ∈ Irr(P2).
Proof. Let φ ∈ Irr(P1) and ψ ∈ Irr(P2). Using Proposition 5.5 and the fact that ι2(e1) = e1P2
(immediately from the definition of ι2) we get
ε(φ,1) = ι1(eφ) ι2(e1) =
∑
g∈L1
(eφe1L2 eθ)
g e1P2 =
∑
g∈L1
(eφ e1P2⋊L2 eθ)
g .
The idempotent on the right hand side is clearly the central-primitive idempotent in kE which
belongs to the induced module given in equation (3). That is, ε(φ,1) is the idempotent attached
to the character (φ, 1). By the same argument ε(1,ψ) belongs to the character (1, ψ). If φ , 1,
ψ , 1 then, using only the definition of ιi this time,
ε(φ,ψ) = ι1(e[φ]) ι2(e[ψ]) =
∑
g∈L1
eφg eθ
∑
h∈L2
eψh eθ =
∑
g∈L1
∑
h∈L2
(eφ eψ eθ)
gh,
which is clearly the central-primitive idempotent in kE which belongs to the character (φ, ψ).
The distinctness and orthogonality of the various ε(φ,ψ)’s follows immediately from the fact
that these are central-primitive idempotents belonging to distinct simple modules (albeit in the
algebra kE). As each simple kE-module gives rise to a simple kG-module, whose restriction
to B0 is a direct sum of copies of a single simple module (since B0 and B are naturally Morita
equivalent), the claim regarding the action of these idempotents on the simple B0-modules
follows as well. It is also clear that the ε(φ,1) and ε(1,ψ) are primitive, as the corresponding
simple B0-modules are one-dimensional. 
Lemma 5.9. (1) For all ψ, φ ∈ Irr(P1) and ξ, ζ ∈ Irr(P2) with φ , 1 and ζ , 1,
ε(ψ,1)(J(B0)/J
2(B0))ε(ψφ,1) = 〈Sψ,φ〉k + J
2(B0),
ε(1,ξ)(J(B0)/J
2(B0))ε(1,ξζ ) = 〈Tξ,ζ〉k + J
2(B0),
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and all of these spaces are one-dimensional. That is, the Sψ,φ and Tξ,ζ correspond to
arrows in the quiver of B0. Moreover,
ε(ψ,1)(J(B0)/J
2(B0))ε(ψ,1) = 0 and ε(1,ξ)(J(B0)/J
2(B0))ε(1,ξ) = 0.
(2) Let φ1, . . . , φℓ ∈ Irr(P1) \ {1} such that φ1 . . . φℓ = 1. Then
S1,φ1Sφ1,φ2 · · · S
∏ℓ−1
i=1 φi,φℓ
∈ Jℓ+1(B0)
if and only if φ1 = · · · = φℓ. An analogous statement holds for the Tξ,ζ ’s.
(3) The sets{
S1,φSφ,φ−1
}
φ∈Irr(P1)\{1}
and
{
S1,φSφ,φ−1T1,ζTζ,ζ−1
}
φ∈Irr(P1)\{1},ζ∈Irr(P2)\{1}
are linearly independent modulo J3(B0) and J
5(B0), respectively. An analogous state-
ment to the first one holds for the Tξ,ζ ’s.
(4) For any 1 , φ ∈ Irr(P1), 1 , ζ ∈ Irr(P2), χ ∈ Irr(L1) and η ∈ Irr(L2)
S˜
χ
φ
T˜
η
ζ
= θ([hη,2, hχ,1])T˜
η
ζ
S˜
χ
φ
.
Proof. (1) First of all note that “⊇” is clear by equation (7). By Proposition 5.4 (4) it
follows that π(Sψ,φ) = sψ,φ ⊗ e1, and this element is not contained in J
2(A1 ⊗k A2).
Hence Sψ,φ < J
2(B0) by Proposition 5.4 (5). That is, the spaces on the right hand side
are all one-dimensional.
By definition we have ∑
ψ∈Irr(P1)
ε(ψ,1) = ι2(e1).
Since the other inclusion is already known, to prove “⊆” it will suffice to show that
ι2(e1)(J(B0)/J
2(B0))ι2(e1) (which contains all of the ε(ψ,1)(J(B0)/J
2(B0))ε(ψφ,1))) is
spanned by elements of the form Sψ,φ + J
2(B0). Since π is bijective we may as well
consider the images under π. Using Proposition 5.4 (5) and (6), as well as π(ι2(e1)) =
1 ⊗ e1, we have
π(ι2(e1)(J(B0)/J
2(B0))ι2(e1))
=
[
J(A1)/J
2(A1) ⊗k e1(A2/J(A2))e1
]
⊕
[
A1/J(A1) ⊗k e1(J(A2)/J
2(A2))e1
]
,
which is spanned by elements of the form sψ,φ ⊗ e1 + J
2(A1 ⊗k A2) = π(Sψ,φ + J
2(B0)),
since the second bracket is zero. This proves the first claim.
The second claim follows from the fact that, just like the other spaces we considered,
ε(φ,1)(J(B0)/J
2(B0))ε(φ,1) is contained in ι2(e1)(J(B0)/J
2(B0))ι2(e1). We saw that the
latter is spanned by the Sµ,ν + J
2(B0). But ε(φ,1)Sµ,νε(φ,1) = 0 for all choices of µ, ν.
(2) By Proposition 5.4 (4) (and Remark 5.7) we have
π(S1,φ1Sφ1,φ2 · · · S∏ℓ−1
i=1 φi,φℓ
) = s1,φ1sφ1,φ2 · · · s∏ℓ−1
i=1 φi,φℓ
⊗ e1.
By our knowledge of the basis of A1 the right hand side is contained in J
ℓ+1(A1 ⊗k A2)
if and only if φ1 = . . . = φℓ. Now the assertion follows by Proposition 5.4 (5).
(3) By Proposition 5.4 (4) (and Remark 5.7) we have
π(S1,φSφ,φ−1) = s1,φsφ,φ−1 ⊗ e1, π(S1,φSφ,φ−1T1,ζTζ,ζ−1) = s1,φsφ,φ−1 ⊗ s1,ζ sψ,ζ−1,
and by our knowledge of the bases of A1 and A2 these elements are linearly indepen-
dent modulo J3(A1 ⊗k A2) and J
5(A1 ⊗k A2), respectively. Our claim follows using
Proposition 5.4 (5).
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(4) By Remark 5.7 we see that
S˜
χ
φ
= ι1
(∑
g∈L1
χ(g−1)s1,φgsφg,(φ−1)g
)
ι2(e1) ∈ ι1(e1A
χ
1
e1)ι2(e1),
that is, S˜
χ
φ
= ι1(s˜
χ
φ
)ι2(e1) for some s˜
χ
φ
∈ e1A
χ
1
e1. Analogously we have T˜
η
ζ
= ι1(e1)ι2(t˜
η
ζ
)
for some t˜
η
ζ
∈ e1A
η
2
e1. Hence
S˜
χ
φ
T˜
η
ζ
= ι1(s˜
χ
φ
)ι2(t˜
η
ζ
) and T˜
η
ζ
S˜
χ
φ
= ι2(t˜
η
ζ
)ι1(s˜
χ
φ
).
The statement now follows directly from Proposition 5.4 (2). 
6. Morita equivalences
From now on let θ, θ′ ∈ Irr(Z) be two faithful characters. We keep all other notation from the
previous section. The equivalent in B′
0
= B(θ′)0 of the various elements given in Definition 5.6
will be denoted with a prime, e.g. ε′
(φ,ψ)
, S′ψ,φ, (S˜
χ
φ
)′, and so on. We will show under which
conditions B0 and B
′
0
are Morita equivalent. This will immediately enable us to prove the main
theorem of this paper.
Proposition 6.1. (1) A Morita equivalence between B0 and B
′
0
preserves the dimensions
of simple modules. In particular, any such Morita equivalence is afforded by an
isomorphism.
(2) An isomorphism τ : B0 −→ B
′
0
can be modified by an inner automorphism such that
∑
φ∈Irr(P1)
τ(ε(φ,1)),
∑
ψ∈Irr(P2)
τ(ε(1,ψ))
 =

∑
φ∈Irr(P1)
ε′
(φ,1)
,
∑
ψ∈Irr(P2)
ε′
(1,ψ)
 .
Proof. We will prove this by finding distinguishing Morita invariant properties of the simple
modules in B0 and the attached idempotents. By definition we have π(ε(φ,ψ)) = e[φ] ⊗ e[ψ] if
φ , 1 and ψ , 1. Using Proposition 5.4 (5) and (6), we get
π(ε(φ,ψ) J(B0)/J
2(B0)ε(φ,ψ)) = e[φ](J(A1)/J
2(A1))e[φ] ⊗k e[ψ](A2/J(A2))e[ψ]
⊕ e[φ](A1/J(A1))e[φ] ⊗k e[ψ](J(A2)/J
2(A2))e[ψ],
which is clearly non-zero (e.g. sφ,φ−1φg ⊗ e[ψ] gives a non-trivial on the right hand side for any
1 , g ∈ L1). In particular the simple modules belonging to the characters of the form (φ, ψ)
all have non-trivial self-extensions. This implies the first assertion since by Lemma 5.9 (1) the
other simples do not have non-trivial self-extensions.
From Lemma 5.9 (1) we already know that the Ext1 between two simple modules labeled
by (φ, 1) and (φ′, 1) is one-dimensional if φ , φ′ ∈ Irr(P1). The analogous statement holds
for the simples labeled by (1, ζ ) and (1, ζ ′). It therefore suffices to show that there are no
non-trivial extensions between the simples labeled (φ, 1) and (1, ζ ), where 1 , φ ∈ Irr(P1)
and 1 , ζ ∈ Irr(P2). The sum of the ε(φ,1) for φ , 1 is equal to f1 = ι1(1 − e1)ι2(e1), and,
analogously, the sum of the ε(1,ζ ) for ζ , 1 is equal to f2 = ι1(e1)ι2(1 − e1). Note that f1 and
f2 are suitable for application of Proposition 5.4 (6), and we have π( f1) = (1 − e1) ⊗ e1 and
π( f2) = e1 ⊗ (1 − e1). Hence
π(ε(φ,1)J(B0)ε(1,ζ )) ⊆ ((1 − e1) ⊗ e1)J(A1 ⊗k A2)(e1 ⊗ (1 − e1))
= (1 − e1)J(A1)e1 ⊗k e1J(A2)(1 − e1) ⊆ J
2(A1 ⊗k A2).
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It follows that ε(φ,1)(J(B0)/J
2(B0))ε(1,ζ ) = 0, that is, there are no non-trivial extensions between
the corresponding simple modules. 
Remark 6.2. From Proposition 5.8 and Proposition 6.1 (2) it follows that a τ as in Proposi-
tion 6.1 (2) will, up to an inner automorphism, satisfy either
τ(ε(φ,1)) = ε
′
(σ(φ),1)
, or τ(ε(φ,1)) = ε
′
(1,σ(φ))
,
for a bijective map σ from Irr(P1) to either Irr(P1) or Irr(P2). The analogous statement holds
for the ε(1,ζ ), and thus, in particular, τ(ε(1,1)) = ε
′
(1,1)
.
Proposition 6.3. Let τ : B0 −→ B
′
0
be an isomorphism such that
τ(ε(φ,1)) = ε
′
(σ(φ),1) for a bijective map σ : Irr(P1) −→ Irr(P1),
and σ(1) = 1. Then σ is a group automorphism.
Proof. All we need to show is that σ(ζ i) = σ(ζ )i for all i > 0 for some arbitrary generator
ζ ∈ Irr(P1). For i < 2 this is clear. By way of induction we may assume that σ(ζ
j) = σ(ζ ) j
for all j < i, and i > 2. Now for any ψ ∈ Irr(P1) and 1 , φ ∈ Irr(P1) we can write (using
Lemma 5.9 (1))
τ(Sψ,φ) + J
2(B′0) = cψ,φS
′
σ(ψ),σ(ψ)−1σ(ψφ)
+ J2(B′0) for some cψ,φ ∈ k
×.
By applying τ to the element from Lemma 5.9 (2) it follows that
S′
σ(ψ),σ(ψ)−1σ(ψφ)
S′
σ(ψφ),σ(ψφ)−1σ(ψφ2)
· · · S′
σ(ψφℓ−1),σ(ψφℓ−1)−1σ(ψφℓ )
∈ Jℓ+1(B′0), (10)
again for any ψ ∈ Irr(P1) and 1 , φ ∈ Irr(P1). By Lemma 5.9 (2) all second indices occurring
in (10), that is, all σ(ψφq)−1σ(ψφq+1) for 0 6 q < ℓ, must be equal for the element to be
contained in Jℓ+1(B′
0
). In particular, if we specialise ψ = ζ i−2, φ = ζ and look at q = 0 and
q = 1, we get
σ(ζ i−2)−1σ(ζ i−1) = σ(ζ i−1)−1σ(ζ i).
The left hand side is equal to σ(ζ ) by the induction hypothesis, which implies that σ(ζ i) =
σ(ζ i−1)σ(ζ ) = σ(ζ )i, which completes the induction step. 
Of course the analogue of the above statement with (φ, 1) swapped for (1, ζ ) holds as well.
Proposition 6.4. The block B(θ) is Morita equivalent to B(θ′) if and only if θ′ = θ±1.
Proof. We first note that if θ′ = θ±1, then, by Lemma 3.2 (2), B is Morita equivalent to B′.
Conversely, suppose B is Morita equivalent to B′. Of course this implies that B0 and B
′
0
are
Morita equivalent. Moreover, by Proposition 6.1 (1), any suchMorita equivalencemust preserve
the dimensions of the simple modules and so we may assume that it is induced by a k-algebra
isomorphism τ : B0 → B
′
0
.
By Remark 6.2 we may assume, after pre-composing with an inner automorphism and the
isomorphism from Lemma 3.2 (2) (in which case we replace θ by θ−1), that τ(ε(φ,1)) = ε
′
(σ1(φ),1)
and τ(ε(1,ζ )) = ε
′
(1,σ2(ζ ))
for maps σi : Irr(Pi) −→ Irr(Pi). Furthermore, by Proposition 6.3
we may assume that the σi are group automorphisms of Irr(Pi). Certainly every group auto-
morphism of Irr(Pi) is induced by one of Pi and so, possibly after pre-composing τ with an
automorphism as in Lemma 3.2 (1), we may assume that both σi are the identity. That is, we
may assume
τ(ε(φ,1)) = ε
′
(φ,1)
, τ(ε(1,ζ )) = ε
′
(1,ζ )
for any φ ∈ Irr(P1) and ζ ∈ Irr(P2). (11)
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From now on we fix a φ ∈ Irr(P1) \ {1} and ζ ∈ Irr(P2) \ {1} and define the spaces
Sφ = 〈S˜
χ
φ
|χ ∈ Irr(L1)〉k = 〈S1,φhSφh,(φh)−1 |h ∈ L1〉k,
T ζ = 〈T˜
η
ζ
|η ∈ Irr(L2)〉k = 〈T1,ζhTζh,(ζh)−1 |h ∈ L2〉k .
The first assertion of Lemma 5.9 (3) gives that Sφ andT ζ both have dimension r modulo J
3(B0),
with bases (S˜
χ
φ
+J3(B0))χ∈Irr(L1) and (T˜
η
ζ
+J3(B0))η∈Irr(L2) respectively. From the second assertion
of Lemma 5.9 (3) and Lemma 5.9 (4), we get that
{x ∈ Sφ + J
3(B0)| xy − yx ∈ J
5(B0) for all y ∈ T ζ + J
3(B0)}
= 〈S˜1φ〉k + J
3(B0)
(12)
and similarly
{x ∈ T ζ + J
3(B0)| xy − yx ∈ J
5(B0) for all y ∈ Sφ + J
3(B0)}
= 〈T˜1
ζ
〉k + J
3(B0).
(13)
Of course, the analogous assertions for the algebra B′
0
hold as well.
Equation (11) combined with Lemma 5.9 (1) implies that
τ(〈Sµ,ν〉k) + J
2(B0) = 〈S
′
µ,ν〉k + J
2(B′0),
τ(〈Tγ,δ〉k) + J
2(B0) = 〈T
′
γ,δ〉k + J
2(B′0),
for all µ, ν ∈ Irr(P1) and γ, δ ∈ Irr(P2), ν , 1 and δ , 1. Therefore, by Lemma 5.9 (3),
τ(S1,φgSφg,(φg)−1) + J
3(B0) = ug S
′
1,φgS
′
φg,(φg)−1
+ J3(B′0),
τ(T1,ζhTζh,(ζh)−1) + J
3(B0) = vhT
′
1,ζh
T ′
ζh,(ζh)−1
+ J3(B′0),
for all g ∈ L1, h ∈ L2 and uniquely determined ug, vh ∈ k
×. Furthermore, (12) and (13) give
τ(〈S˜1φ〉k) + J
3(B0) = 〈(S˜
1
φ)
′〉k + J
3(B′0),
τ(〈T˜1ζ 〉k) + J
3(B0) = 〈(T˜
1
ζ )
′〉k + J
3(B′0).
Therefore, all the ug’s are equal, say u. Similarly we set v to be the common value of the vh’s.
In particular,
τ(S˜
χ
φ
) + J3(B0) = u(S˜
χ
φ
)′ + J3(B′0),
τ(T˜
η
ζ
) + J3(B0) = v (T˜
η
ζ
)′ + J3(B′0),
for all χ ∈ Irr(L1) and η ∈ Irr(L2). From Lemma 5.9 (4) we get the identities
S˜
χ
φ
T˜
η
ζ
= θ([hθη,2, h
θ
χ,1])T˜
η
ζ
S˜
χ
φ
and (S˜
χ
φ
)′(T˜
η
ζ
)′ = θ′([hθ
′
η,2, h
θ ′
χ,1])(T˜
η
ζ
)′(S˜
χ
φ
)′
Using the second assertion of Lemma 5.9 (3) we can apply τ to the first and compare to the
second modulo J5(B′
0
). That gives
η(hθχ,1) = θ([h
θ
η,2, h
θ
χ,1]) = θ
′([hθ
′
η,2h
θ ′
χ,1]) = η(h
θ ′
χ,1),
for all χ ∈ Irr(L1) and η ∈ Irr(L2). Therefore, h
θ
χ,1
= hθ
′
χ,1
, for all χ ∈ Irr(L1). Finally, since
[L1, L2] = Z , it follows from Definition 2.2 that θ = θ
′. 
Theorem 6.5. Let ℓ be a prime and n ∈ N. Then there exists an ℓ-block B of kG, for a finite
group G, such that mf(B) = n.
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Proof. Of course, we are setting to G and B to be as in the rest of the article. We just need an
appropriate choice of p and r and θ.
Set r = ℓn + 1. By the Dirichlet prime number theorem, we can set p to be a prime congruent
to 1 modulo ℓ and modulo r . Set θ to be any faithful, linear character of Z . Note that
B(θ)(ℓ
m)
= B(θℓ
m
), for all m ∈ N, and so, by Proposition 6.4, mf(B) is the smallest m ∈ N, such
that θℓ
m
= θ±1 or equivalently that r |(ℓm ± 1). It is now clear that mf(B) = n. 
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