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Abstract
The Dirichlet form on the loop group Le(G) with respect to the heat measure defines a Laplacian DM
on Le(G). In this note, we will use Wasserstein distance variational method to solve the associated heat
equation for a given data of finite entropy.
© 2011 Elsevier Masson SAS. All rights reserved.
1. Introduction
Malliavin calculus gives a profound link between Hörmander’s bracket phenomenon and the
smoothness of the law of the associated diffusion [12]. At the beginning of 1990, Malliavin was
interested in quasi-invariance of measures on infinite-dimensional topological non-commutative
groups and wrote a series of papers on loop groups [13–16]. In [16], he introduced heat measures
on loop groups; these measures have good behaviors such as quasi-invariance [3], functional
inequalities [4,5,22] and Monge–Kantorovich optimal transportation [6].
Now let us explain more precisely the content of this paper. Let G be a connected compact Lie
group and G its Lie algebra equipped with AdG-invariant inner product 〈,〉. Consider the based
loop groups Le(G):
Le(G) :=
{
 : [0,1] → G continuous; (0) = (1) = e},
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uous curves h from [0,1] to G such that h(0) = h(1) = 0 and |h|2H0 =
∫ 1
0 |h˙(θ)|2G dθ < +∞. The
space H0(G), equipped with the Lie bracket: [h1, h2](θ) := [h1(θ), h2(θ)], plays the role of the
Lie algebra of Le(G).
Let
W0(G) =
{
w : [0,1] → G continuous; w(0) = w(1) = 0}.
Then (W0(G),H0(G)) together with the Brownian bridge measure μ0 on W0(G) is an abstract
Wiener space. Let x(t, ·) be a Brownian motion taking values on W0(G), with the covariance
operator 〈,〉H0 . For each θ ∈ [0,1], we consider the s.d.e. on G
dtgx(t, θ) = gx(t, θ) ◦ dtx(t, θ), gx(0, θ) = e, (1.1)
where dt denotes the Stratonovich stochastic differential relative to the time t . It was proved in
[16,3] that (t, θ) 	→ gx(t, θ) admits a continuous version, that we denote by the same notation.
Then we get a continuous stochastic process t 	→ gx(t, ·) on Le(G). Let ν denote the law of
x 	→ gx(1, ·) on Le(G), which is called the heat measure on Le(G).
A function F : Le(G) → R is said to be cylindrical if there exists a finite partition P = {0 <
θ1 < · · · < θn < 1} and a function f ∈ C∞(Gn) such that
F() = f ((θ1), . . . , (θn)), ∀ ∈ Le(G).
The totality of cylindrical functions on Le(G) is denoted by Cylin(Le(G)). For a cylindrical
function F in above form and h ∈ H0(G), we define
DhF() = d
dε
∣∣∣∣
ε=0
F
(
eεh
)= n∑
i=1
〈
−1(θi)∂if,h(θi)
〉
G,
where ∂if is the ith partial derivative of f . We say that the gradient of F exists if there exists a
H0(G)-valued Z such that for each h ∈ H0(G): DhF() = 〈Z(),h〉H0 . Denote the gradient of F
by ∇LF . For cylindrical function F ,(∇LF )() = n∑
i=1
−1(θi)(∂if )G(θi, ·), (1.2)
where G(θi, θ) is the Green function on the circle:
G(θi, θ) = θi ∧ θ − θiθ. (1.3)
The following result of quasi-invariance was arisen in [16] and proved in [3].
Theorem 1.1. Let h ∈ H0(G). Then there exists Kh in all Lp(Le(G), ν) such that∫
Le(G)
DhF() dν() =
∫
G
F()Kh() dν(). (1.4)
By (1.2) and (1.4), we see that the quadratic form ∫Le(G) |∇LF |2H0 dν is closable on
Cylin(Le(G)) and∫ ∣∣∇LF ∣∣2
H0
dν =
∫
DMF · F dν, (1.5)Le(G) Le(G)
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group e−tDMF is well defined for F ∈ Lp(Le(G), ν) with p > 1.
Before stating the main result of this note, let’s introduce some notation. We will denote by
P(Le(G)) the space of probability measures on Le(G). A continuous curve γ : [0,1] → Le(G)
is said to be admissible if there exists Zt =
∫ t
0 Z
′
s ds ∈ H0(G) with
∫ 1
0 |Z′s |2H0 ds < +∞ such that
for θ ∈ [0,1],
dtγ (t, θ) = γ (t, θ)Z′t (θ) dt, γ (0, θ) = e, (1.6)
where dt denotes the derivative w.r.t. t . For an admissible curve γ , we define its length L(γ ) by
L(γ ) =
( 1∫
0
∣∣Z′t ∣∣2H0 dt
)1/2
.
For a non-admissible curve, its length is defined to be +∞. The Riemannian distance dL on
Le(G) is defined as, for any two points 1, 2 ∈ Le(G),
dL(1, 2) = inf
{
L(γ ); γ continuous curve connecting e and −11 2
}
, (1.7)
where e denotes the identity loop. It is clear that dL is left invariant: dL(1, 2) = dL(e, −11 2)
for any 1, 2 ∈ Le(G). It was proved in [6] that (1, 2) 	→ dL(1, 2) is lower semi-continuous
from Le(G)× Le(G) to [0,+∞].
For two probability measures μ1 and μ2 on Le(G), we define the Wasserstein distance be-
tween them by
W2(μ1,μ2) = inf
π∈C(μ1,μ2)
( ∫
Le(G)×Le(G)
dL(1, 2)
2 dπ(1, 2)
)1/2
, (1.8)
where C(μ1,μ2) denotes the collection of all probability measures on Le(G) × Le(G) with
marginals μ1 and μ2 respectively.
For μ ∈ P(Le(G)) which admits a density ρ with respect to ν, we denote by Entν(μ) the
entropy of μ with respect to ν:
Entν(μ) =
∫
Le(G)
ρ logρ dν.
Theorem 1.2. Let μ0 ∈ P(Le(G)) of finite entropy Entν(μ0) < +∞; then there exists a unique
continuous curve μ : [0,1] → P(Le(G)), which solves∫
[0,1]×Le(G)
[
α′(t)F ()− α(t)DMF()]dμt () dt = α(0) ∫
Le(G)
F dμ0, (1.9)
for all α ∈ C∞c ([0,1[), and F ∈ Cylin(Le(G)). Moreover
W2(μt ,μs)
√
6 Entν(μ0)
√|t − s|.
In other words, μt solves the heat equation in weak sense:
dμt
dt
= −DMμt . (1.10)
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The Wasserstein distance variational formulation for Fokker–Planck equations has been in-
troduced in [10] (see also [20]). Gradient flow on some infinite-dimensional situations has been
discussed in [8,2,7]. Following [21,11,18,23,24], the convexity of the functional Entν is related
to lower boundedness of the Ricci curvature associated to Dirichlet form (1.5), that is not avail-
able. It seems that the Fokker–Planck equation is a weaker version of gradient flows.
Let P = {0 < θ1 < · · · < θn < 1} be a finite partition of [0,1]. For any h ∈ H0(G) we define
ΠPh =
∑
ij
G(θi, ·)QPij h(θj ), (2.1)
where (QPij ) is the inverse matrix of (G(θi, θj ))1i,jn, and G(θi, θj ) was defined in (1.3). Note
that (ΠPh)(θi) = h(θi) for 1 i  n. Set
HP (G) =
{
ΠPh; h ∈ H0(G)
}
. (2.2)
It’s easy to verify that 〈ΠPh, k〉H0 = 〈ΠPh,ΠPk〉H0 for any h, k ∈ H0(G), so ΠP is an
orthogonal projection from H0(G) onto HP (G). Define ΛP : H0(G) → GP by
ΛP (h) =
(
h(θ1), . . . , h(θn)
)
. (2.3)
Then ΛP is an isometric isomorphism from HP (G) onto GP if GP is equipped with the inner
product defined by
〈a, b〉P :=
n∑
i,j=1
QPij 〈ai, bj 〉G, a = (a1, . . . , an), b = (b1, . . . , bn) ∈ Gn. (2.4)
We denote its inverse by Λ−1P : GP → HP (G). For a cylindrical function F in the form F =
f ◦ΛP , it is easy to check that for any h ∈ H0(G),〈∇LF,h〉
H0
= 〈∇LF,ΠPh〉H0 , (2.5)
which implies that ∇LF ∈ HP (G). For a = (a1, . . . , an) ∈ Gn, set
a˜ =
∑
ij
G(θi, ·)QPij aj . (2.6)
It has been calculated in [3] that〈∇LF(), a˜〉
H0
= 〈∇f (ΛP ()), a〉P =∑
i
〈
(θi)
−1(∂if ), ai
〉
G . (2.7)
It has been shown in [3] that the probability measure νP := (ΛP )∗ν on GP is the heat kernel
measure when its Lie algebra GP is equipped with the inner product 〈 , 〉P defined in (2.4). As
a product space, (GP , 〈 , 〉P ) is also a connected compact Lie group. We will denote by dP (·,·)
the associated Riemannian distance on GP . The following result is taken from [6]
Proposition 2.1. Let (Pn)n1 be a sequence of partition of [0,1] such that Pn ⊂ Pn+1 and⋃
n1Pn is dense in [0,1]. Then for any 1, 2 ∈ Le(G),
dPn(ΛPn1,ΛPn2) ↑ dL(1, 2). (2.8)
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νP on GP , whose metric is induced by the inner product 〈,〉P (see (2.4)) on GP . Let divν (resp.
divνP ) denote the divergence operator on Le(G) with respect to ν (resp. divνP on GP ), that is,
for Z : Le(G) → H0(G) a vector field,∫
Le(G)
〈∇F(),Z()〉
H0
dν() =
∫
Le(G)
F ()divν(Z)() dν(). (2.9)
Set B = B(GP ) the Borel σ -field of GP , and EBν (Z) the conditional expectation of Z with
respect to B, that is, x 	→ (EBν Z)(x) is B measurable, and ∀f ∈ C∞(GP ), ∀h ∈ H0(G)∫
GP
f (x)
〈
h,
(
EBν Z
)
(x)
〉
H0
dνP (x) =
∫
Le(G)
f ◦ΛP ()
〈
h,Z()
〉
H0
dν(). (2.10)
Proposition 2.2. Assume that divν(Z) ∈ L2(ν) exists, then
divP (ZP ) = EBν
(
divν(Λ˜PZ)
)
, (2.11)
where ZP = EBν (ΛPZ) and the meaning of ˜ in (2.11) is given in (2.6).
Proof. For any f ∈ C∞(GP ), we have∫
GP
f divνP (ZP ) dνP =
∫
GP
〈∇f,ZP 〉P dνP
=
∫
GP
〈∇f,EBν (ΛPZ)〉P dνP = ∫
Le(G)
〈∇f ◦ΛP ,ΛPZ〉P dν.
By (2.7), the above quantity yields∫
Le(G)
〈∇L(f ◦ΛP ), Λ˜PZ〉H0 dν =
∫
Le(G)
f ◦ΛP divν(Λ˜PZ)dν
=
∫
GP
f EBν
(
divν(Λ˜PZ)
)
dνP .
The result (2.11) follows. 
In particular, applying (2.11) to Z = ∇LF , for F ∈ Cylin(Le(G)), we get
divνP (ZP ) = EBν
(
DMF
)
. (2.12)
Indeed, we have by (1.2),
Z() = ∇LF() =
n∑
i=1
(θi)
−1∂if
(
ΛP ()
)
G(θi, ·);
therefore the kth component of ΛPZ ∈ GP has the expression
n∑
(θi)
−1∂if ◦ΛPG(θi, θk).i=1
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ZP (x) =
(
n∑
i=1
x−1i ∂if (x)G(θi, θ1), . . . ,
n∑
i=1
x−1i ∂if (x)G(θi, θn)
)
.
According to the definition (2.6),
Λ˜PZ() =
n∑
j,k=1
G(θj , ·)QPjk
n∑
i=1
(θi)
−1∂if
(
ΛP ()
)
G(θi, θk)
=
n∑
i=1
G(θi, ·)(θi)−1∂if
(
ΛP ()
)= ∇LF().
Now using (2.11), we get (2.12). Furthermore, we have
〈
ZP (x), a
〉
P =
n∑
i=1
〈
x−1i ∂if, ai
〉
G = Daf (x).
It follows that ZP = ∇f .
3. Proof of Theorem 1.2
The direct approach via Wasserstein distance variational method will meet two difficulties:
1. The formula of the change of variables: the quasi-invariance for the heat measure ν on Le(G)
has been established, only for left invariant vector fields [3]; 2. The existence of Monge optimal
transport maps has been established only when the initial measure is ν [6]. We will use finite-
dimensional approximations. But first of all, we will prepare some results of compactness.
Proposition 3.1. Let K be a compact set in Le(G) with respect to the uniform topology, then for
each R > 0 the set KR := { ∈ Le(G); dL(,K)R} is also compact, where
dL(,K) = inf
{
dL
(
, ′
); ′ ∈ K}.
Proof. Let’s first show that the closed ball BR := { ∈ Le(G); dL(e, )  R} is compact. Let
n ∈ BR , n ∈ N. Then by definition of dL, there exists an admissible curve γn : [0,1] → Le(G)
and Zn ∈ H(H0(G)) such that
dtγn(t, θ) = γn(t, θ)Z′n(t, θ) dt, γn(0, θ) = e, γn(1, θ) = n(θ),
and
dL(e, n) L(γn)− 1
n
.
We have, therefore,
1∫ ∣∣Z′n(t)∣∣2H0 dt R2 + 1n R2 + 1.
0
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0
∣∣Z′(t)∣∣2
H0
dt
)1/2
 lim inf
n→∞
( 1∫
0
∣∣Z′n(t)∣∣2H0 dt
)1/2
R. (3.1)
Define an admissible curve γ : [0,1] → Le(G) by
dtγ (t, θ) = γ (t, θ)Z′(t, θ) dt, γ (0, θ) = e, θ ∈ [0,1].
Then γn converges pointwisely to γ . Moreover, it is easy to see {γn; n 1} is an equi-continuous
family on [0,1] × [0,1], so γn converges uniformly to γ . In particular, n = γn(1) converges
uniformly to  := γ (1) ∈ Le(G). Since dL(e, ) L(γ ) = (
∫ 1
0 |Z′(t)|2H0 dt)1/2  R, we get  ∈
BR and this shows that BR is compact. Now we consider the set KR . Let ˜n ∈ KR . There exists
kn ∈ K such that dL(˜n, kn)  R + 1n . Up to a subsequence, kn converges to k ∈ K . By left
invariance of dL, dL(e, ˜−1n kn) = dL(˜n, kn) R + 1n  R + 1. Then there exists a subsequence
nm such that ˜−1nm knm converges to ¯ in Le(G). Then ˜nm = knm(˜−1nm knm)−1 converges to some
 ∈ Le(G). The lower semi-continuity of dL yields
dL(, k) lim inf
m→∞ dL(˜nm, knm)R.
So  ∈ KR , which implies that KR is compact. 
Proposition 3.2. For each R > 0 and each fixed probability measure σ0 on Le(G), the set
BR(σ0) :=
{
μ ∈ P(Le(G)); W2(μ,σ0)R}
is compact in P(Le(G)) with respect to the weak convergence topology.
Proof. Let μn ∈ BR(σ0), n ∈ N. Then for each n there exists πn ∈ C(μn,σ0) such that
W2(μn,σ0) =
( ∫
Le(G)×Le(G)
dL(1, 2)
2 dπn(1, 2)
)1/2
R.
Let ε > 0, there exists a compact set K ⊂ Le(G) such that σ0(K) 1 − ε. Let
Kr =
{
 ∈ Le(G); dL(,K) r
}
, r > 0,
and Kcr denote its complement in Le(G). Proposition 3.1 says that Kr is compact. We have
μn
(
Kcr
)= ∫
Le(G)×Le(G)
1Kcr (1) dπn(1, 2)
=
∫
Le(G)×K
1Kcr (1) dπn(1, 2)+
∫
Le(G)×Kc
1Kcr (1) dπn(1, 2)

∫
Le(G)×Le(G)
dL(1, 2)2
r2
dπn(1, 2)+ σ0
(
Kc
)
R2/r2 + ε.
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tight; therefore (πn)n∈N is also tight. By Prokhorov theorem, there exists a subsequence (nm)
such that (μnm) converges weakly to some μ ∈ P(Le(G)) and πnm converges weakly to some
π ∈ P(Le(G) × Le(G)). It is easy to check that π ∈ C(μ,σ0). The lower semi-continuity of dL
implies ∫
Le(G)×Le(G)
dL(1, 2)
2 dπ(1, 2) lim inf
m→∞
∫
Le(G)×Le(G)
dL(1, 2)
2 dπnm(1, 2),
which yields
W2(μ,σ0) lim inf
m→∞ W2(μnm,σ0)R.
So μ ∈ BR(σ0) and BR(σ0) is compact with respect to the weak convergence topology. 
Proof of Theorem 1.2. The proof will be split into three steps:
Step 1 (Finite-dimensional approximation). Take a sequence of finite partitions (Pn)n1 of
[0,1] finer and finer such that ⋃n Pn is dense in [0,1]. To simplify the notations, we write
Gn = GPn , νn = νPn , 〈,〉n = 〈,〉Pn , and Λn = ΛPn . As νn is the heat kernel measure on Gn,
there exists a positive smooth function pn(x) such that dνn(x) = pn(x)dm(x), where m denotes
the Haar measure on Gn. We will make abuse of the notation m to denote Haar measures on
different Gn. Set μ(n)0 = μ0 ◦Λ−1n ∈ P(Gn). Then for every f ∈ C∞b (Gn),∫
Gn
f (x) dμ
(n)
0 (x) =
∫
Le(G)
f
(
Λn()
)
dμ0() =
∫
Le(G)
f
(
Λn()
)dμ0
dν
() dν()
=
∫
Gn
f (x)Eν
[
dμ0
dν
()
∣∣∣∣Λn() = x]dνn(x).
It follows that μ(n)0 is absolutely continuous with respect to νn and
dμ
(n)
0
dνn
(x) = Eν
[
dμ0
dν
()
∣∣∣∣Λn() = x], νn-a.e. x ∈ Gn. (3.2)
By Jensen’s inequality and the convexity of function s 	→ s log s, we get
Entνn
(
μ
(n)
0
)
 Entν(μ0). (3.3)
We will use the following result in finite dimension
Theorem 3.3. Let G be a compact Lie group, whose Lie algebra G is endowed with a metric
〈,〉G which is not necessarily AdG-invariant. For any V ∈ C2(G) and ρ0 ∈ P(G) a probability
measure on G such that Entm(ρ0) < +∞ where m is the normalized Haar measure on G, then
there is a unique solution {ρt ∈ P(G), t ∈ [0,1]} to the Fokker–Planck equation∫
[0,1]×G
[
α′(t)f (x)+ α(t)(Gf (x)− 〈∇f (x),∇V (x)〉)]dρt (x) dt
= α(0)
∫
f (x)dρ0(x), (3.4)
G
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φ(ρt ) φ(ρ0), and W 22 (ρt , ρs) 6(t − s)
(
φ(ρ0)− c0
) (3.5)
where c0 = infρ∈P(G) φ(ρ) and
φ(ρ) = Entm(ρ)+
∫
G
V (x)dρ(x). (3.6)
Let νG be the heat measure on G associated to the Laplacian defined by the metric 〈,〉G , and
dνG = p dm. Take V = − logp; then for any dρ = q dνG = qp dm,
φ(ρ) =
∫
G
qp log(qp)dm−
∫
G
(logp)qp dm = EntνG(ρ) 0.
In this case, the relation (3.5) reads as
W 22 (ρt , ρs) 6(t − s)EntνG(ρ0). (3.7)
Now we use Theorem 3.3 for the case (Gn,Gn) equipped with the metric defined by (2.4) to get
a curve t → μ(n)t on P(Gn) with density ρn(t, x) with respect to the Haar measure m, which
satisfies the equation
1∫
0
∫
Gn
[
α′(t)f + α(t)(nf + 〈∇f,∇ logpn〉n)]dμ(n)t dt = α(0)∫
Gn
f dμ
(n)
0 , (3.8)
for any α ∈ C∞c ([0,1[) and f ∈ C∞(Gn), where n denotes the Laplacian operator on
(Gn, 〈,〉n). It holds that
nf + 〈∇f,∇ logpn〉n = −divνn(∇f ), f ∈ C∞
(
Gn
)
. (3.9)
Therefore, Eq. (3.8) can be rewritten in the form∫
[0,1]×Gn
[
α′(t)f (x)− α(t)divνn(∇f )
]
dμ
(n)
t dt = α(0)
∫
Gn
f (x) dμ
(n)
0 . (3.10)
Again by Theorem 3.3,
Entνn
(
μ
(n)
t
)
 Entνn
(
μ
(n)
0
)
 Entν(μ0). (3.11)
Using the disintegration ν(d) = ∫
Gn
ν(d|Λn() = x)dνn(x), we define μ˜(n)t ∈ P(Le(G)) by∫
Le(G)
F ()μ˜
(n)
t (d)
=
∫
Gn
∫
Le(G)
F ()ν
(
d
∣∣Λn() = x)dμ(n)t (x), ∀F ∈ Cylin(Le(G)). (3.12)
We have, according to (3.11),
Entν
(
μ˜
(n)
t
)= Entνn(μ(n)t ) Entν(μ0). (3.13)
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W2(ρν, ν)
2  C0 Entν(ρν),
where C0 is a constant related to the lower bound of the Ricci tensor on Le(G), and combining
with (3.13), we know that ∀n 1, ∀t ∈ [0,1], μ˜(n)t are all in a closed ball of radius R > 0
BR(ν) =
{
μ ∈ P(Le(G)); W2(μ, ν)R}.
Thanks to Proposition 3.2, BR(ν) is weakly compact. Thus, for each fixed t ∈ Q ∩ [0,1], there
exists a subsequence (nk) such that μ˜(nk)t converges weakly to a probability measure μt . Through
the diagonal program, we can choose a subsequence of (nk), denoted again by nk for simplicity
of notation, such that for each t ∈ Q ∩ [0,1], μ˜(nk)t converges weakly to some μt ∈ P(Le(G)).
Step 2 (Extension of (μ)t∈Q). We will extend t to the full interval [0,1]; to this end, we will
establish the uniform continuity of t → μt on Q. We claim that, for each pair t, s ∈ Q ∩ [0,1],
W2(μt ,μs)
2  6|t − s|Entν(μ0). (3.14)
In fact, for an optimal transport plan πnk ∈ C(μ(nk)t ,μ(nk)s ), we define
π˜nk
(
d, d′
)= πnk (dx, dy)ν(d∣∣Λnk () = x)ν(d′∣∣Λnk (′)= y). (3.15)
Then π˜nk ∈ C(μ˜(nk)t , μ˜(nk)s ). Since (μ˜(nk)t )k and (μ˜(nk)s )k are tight, (π˜nk )k is also tight. Up to a
subsequence, π˜nk converges weakly to a probability measure π and π ∈ C(μt ,μs). We write
dn(x, y) instead of dPn(x, y) for any x, y ∈ Gn. Let Λmn be the projection map from Gm to Gn
when m> n. The definition of π˜nm yields that for nm > nk∫
Le(G)×Le(G)
dnk
(
Λnk,Λnk
′)2 dπ˜nm(, ′)
=
∫
Gnm×Gnm
dnk
(
Λnmnk x,Λ
nm
nk
y
)2
dπnm(x, y). (3.16)
By continuity of function (, ′) 	→ dnk (Λnk,Λnk′), we have∫
Le(G)×Le(G)
dnk
(
Λnk,Λnk
′)2 dπ(, ′)
 lim inf
m→+∞
∫
Le(G)×Le(G)
dnk
(
Λnk,Λnk
′)2 dπ˜nm(, ′), (3.17)
which is equal to, by (3.16),
lim inf
m→+∞
∫
Gnm×Gnm
dnk
(
Λnmnk x,Λ
nm
nk
y
)2
dπnm(x, y);
this last term is dominated by, according to Proposition 2.1,
lim inf
m→+∞
∫
Gnm×Gnm
dnm(x, y)
2 dπnm(x, y) = lim inf
m→+∞W2
(
μ
(nm)
t ,μ
(nm)
s
)2  6|t − s|Entν(μ0).
Now using again Proposition 2.1 and letting k → +∞ in (3.17), we get (3.14). 
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μt0 = lim
t→t0; t∈Q
μt weakly.
By compactness (see Proposition 3.2) and uniform continuity (see (3.14)) of t → μt , the above
extension is well defined. Moreover the inequality (3.14) holds for all t, s ∈ [0,1]. Now by lower
semi-continuity of μ → Entν(μ) (see [1,24]), the relation (3.13) yields first for t ∈ Q,
Entν(μt ) Entν(μ0).
Again the lower semi-continuity of entropy leads, for t ∈ [0,1] \ Q,
Entν(μt ) lim inf
s→t, s∈QEntν(μs) Entν(μ0). (3.18)
Recall that (nk) is the subsequence chosen in the first step such that limk→+∞ μ˜(nk)t = μt weakly
for all t ∈ Q ∩ [0,1]. Then for each N ∈ N, we have
lim
k→+∞(ΛN)∗μ˜
(nk)
t = (ΛN)∗μt weakly, ∀t ∈ [0,1]. (3.19)
In fact, we remark first that for t ∈ Q ∩ [0,1] and nk N ,
(ΛN)∗μ˜(nk)t = (ΛN)∗μ(nk)t .
Secondly, for any smooth function f on GN , we have∣∣∣∣ ∫
Gnk
f
(
ΛN(x)
)
dμ
(nk)
t −
∫
Gnk
f
(
ΛN(y)
)
dμ(nk)s
∣∣∣∣
=
∣∣∣∣ ∫
Gnk×Gnk
[
f
(
ΛN(x)
)− f (ΛN(y))]dπ(nk)t,s (x, y)∣∣∣∣

∫
Gnk×Gnk
∣∣f (ΛN(x))− f (ΛN(y))∣∣dπ(nk)t,s (x, y)
where π(nk)t,s is an optimal transport plan in C(μ
(nk)
t ,μ
(nk)
s ). By Proposition 2.1,∣∣f (ΛN(x))− f (ΛN(y))∣∣ ‖∇f ‖∞ dN (ΛN(x),ΛN(y)) ‖∇f ‖∞ dnk (x, y).
So there is a constant C > 0 such that∣∣∣∣ ∫
Gnk
f
(
ΛN(x)
)
dμ
(nk)
t −
∫
Gnk
f
(
ΛN(y)
)
dμ(nk)s
∣∣∣∣
 CW2
(
μ
(nk)
t ,μ
(nk)
s
)

√|t − s|Entν(μ0).
Combining these two points, we obtain (3.19). 
Step 3 (Solution of Fokker–Planck equation). In Step 1, we saw that the family {μ˜(n)t ; t ∈
[0,1], n 1} is tight. Hence {μ˜(n)t (d)× dt; n 1} is a tight family of probability measures on
Le(G)×[0,1]. Then there exists a subsequence (nk) such that μ˜(nk)t (d)× dt converges weakly
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with respect to ν, then, according to (3.13),
1∫
0
∫
Le(G)
ρnk (t, ) logρnk (t, ) dν() dt =
1∫
0
Entν
(
μ
(n)
t
)
dt  Entν(μ0) < +∞.
Hence, letting k → +∞, the lower semi-continuity of relative entropy yields that μ¯(d, dt) is
absolutely continuous with respect to ν(d)×dt . Furthermore, if ρ¯(t, ) denotes its density, then
it holds
1∫
0
∫
Le(G)
ρ¯(t, ) log ρ¯(t, ) ν(d) dt  Entν(μ0). (3.20)
It follows that for a.e. t ∈ [0,1], Entν(ρ¯(t, ·)) < +∞.
Now for any α ∈ C∞c ([0,1[) and any F ∈ Cylin(Le(G)) in the form F = f ◦ ΛN for some
N ∈ N and f ∈ C∞(GN), we have for nk > N ,∫
Le(G)×[0,1]
α′(t)F () dμ˜(nk)t () dt =
∫
Gnk×[0,1]
α′(t)f
(
Λ
nk
N (x)
)
dμ
(nk)
t (x) dt. (3.21)
By (3.10), the right-hand side of (3.21) is∫
Gnk×[0,1]
α(t) divnk
(∇(f ◦Λ(nk)N ))(x) dμ(nk)t (x) dt + α(0)∫
Gn
f (x) dμ
(nk)
0 .
Now by (2.12), the first term in above expression comes to,∫
Gnk×[0,1]
α(t)E
Bnk
ν
(
DMF
)
(x) dμ
(nk)
t (x) dt
=
∫
Le(G)×[0,1]
α(t)DMF dμ˜
(nk)
t () dt
→
∫
Le(G)×[0,1]
α(t)DMF dμ¯(, t) as k → +∞.
Now as k → +∞, the left-hand side of (3.21) goes to∫
Le(G)×[0,1]
α′(t)F () dμ¯(, t).
It follows that∫
Le(G)×[0,1]
α′(t)F () dμ¯(, t)
=
∫
α(t)DMF dμ¯(, t)+ α(0)
∫
F dμ0. (3.22)
Le(G)×[0,1] Le(G)
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some N ∈ N and f ∈ C∞(GN), it holds
1∫
0
∫
Le(G)
α(t)F () dμt () dt = lim
k→+∞
∫
[0,1]×Le(G)
α(t)f
(
ΛN()
)
dμ˜
(nk)
t dt
=
∫
Le(G)×[0,1]
α(t)F () dμ¯(t, ). (3.23)
Therefore,
μt(d)× dt = μ¯(dt, d), (3.24)
and μt(d)× dt also satisfies the Fokker–Planck equation, which provides an absolutely contin-
uous solution of the Fokker–Planck equation. The proof of this theorem has been completed. 
4. Proof of Theorem 3.3
In this section, the potential V in the definition of the functional φ in (3.10) will be C2(G):
φ(ρ) = Entm(ρ)+
∫
G
V (x)dρ(x).
Let Z be a vector field on G, we denote by Tt the flow associated to Z defined by
dTt (x)
dt
= Z(Tt (x)), T0(x) = x.
For each t ∈ R, x → Tt (x) is a diffeomorphism over G; it is well known [9] that the push forward
measure (Tt )∗m has a density ht with respect to the Haar measure m:
ht (x) = e−
∫ t
0 div(Z)(T−s (x)) ds . (4.1)
Proposition 4.1. Let ρ be a probability measure such that Entm(ρ) < +∞. Then
d
dt
∣∣∣∣
t=0
φ
(
(Tt )∗ρ
)= −∫
G
[
div(Z)− 〈∇Z,∇V 〉]dρ. (4.2)
Proof. Let dρ = f dm. Then we have d(Tt )∗ρ = f (T−t )ht dm, and
Entm
(
(Tt )∗ρ
)= Entm(ρ)+ ∫
G
log
(
ht (Tt )
)
dρ.
Using (4.1) and taking the derivative with respect to t and at t = 0, we get
d
dt
∣∣∣∣
t=0
Entm
(
(Tt )∗ρ
)= −∫
G
div(Z)(x) dρ(x).
On the other side,
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dt
∣∣∣∣
t=0
∫
G
V (x)d(Tt )∗ρ(x) = d
dt
∣∣∣∣
t=0
∫
G
V
(
Tt (x)
)
dρ(x) =
∫
G
〈∇V,Z〉dρ.
Combining these last two terms, we get (4.2). 
Following the De Giogri’s scheme, explained in [1, pp. 291–292], we have to establish a
variational principle. In the case of Riemannian manifolds, a quite general situation has been
studied in [26]. In what follows, we shall use McCann’s explicit formula for Monge optimal
transport maps, which will furnish direct links between two terms in Fokker–Planck equations.
We refer to [25] for related topics. Let’s first recall McCann’s result [19] (see [6] for specific
treatments for Lie groups case).
Theorem 4.2. Let ρ1, ρ2 be two probability measure on G. Assume that ρ1 has a density with
respect to the Haar measure m on G; then the Monge optimal transport map T , which pushes
ρ1 forward to ρ2 has the expression
T (x) = expx ∇Φ(x), (4.3)
where expx(tv) denotes the Riemannian geodesic σ , which connects x and y := expx(v) such
that σ˙ (0) = v.
Lemma 4.3. Let ρ a probability on G such that φ(ρ) is finite and τ > 0; then there exists a
unique ρτ of finite entropy Entm(ρτ ) < +∞, which is the minimizing point of{
W 22 (ρ,σ )
2τ
+ φ(σ); σ ∈ P(G)
}
. (4.4)
Moreover, for any ψ ∈ C2(G) and νt := (Tt )∗ρτ , where Tt is the flow associated to ∇ψ :
dTt
dt
= ∇ψ(Tt ), T0(x) = x,
it holds
d
dt
∣∣∣∣
t=0
φ(νt ) =
∫
G
〈∇Φτ
τ
,∇ψ
〉
dρτ , (4.5)
where ∇Φτ is given in (4.3).
Proof. The existence of minimizer of
α := inf
{
W 22 (ρ,σ )
2τ
+ φ(σ); σ ∈ P(G)
}
is obvious due to the fact P(G) is compact and φ is lower semi-continuous with respect to
the weak topology on P(G). If there exist two different minimizers ρ1 and ρ2, then for each
λ ∈ (0,1), define ρλ = (1 − λ)ρ1 + λρ2 ∈ P(G). We get
φ(ρλ) = Ent
(
(1 − λ)ρ1 + λρ2
)+ (1 − λ)∫
G
V dρ1 + λ
∫
G
V dρ2
< (1 − λ)φ(ρ1)+ λφ(ρ2),
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and π2,0 ∈ C(ρ2, ρ) two optimal transport plans, then πλ,0 := (1−λ)π1,0 +λπ2,0 ∈ C(ρλ,ρ) and
W 22 (ρλ,ρ)
∫
G×G
d(x, y)2 dπλ,0(x, y) = (1 − λ)W 22 (ρ1, ρ)+ λW 22 (ρ2, ρ).
Combining above two estimates, we get W 22 (μλ,μ)/(2τ)+φ(μλ) < α, which is a contradiction.
So we obtain the uniqueness for ρτ .
By the minimizing property of ρτ , we have
W 22 (ρτ , ρ)
2τ
+ φ(ρτ ) φ(ρ) < +∞,
which implies that φ(ρτ ) φ(ρ) and ρτ is absolutely continuous w.r.t. m. Using again the min-
imizing property of ρτ , we get
φ(νt )− φ(ρτ ) 12τ
(
W 22 (ρ,ρτ )−W 22 (ρ, νt )
)
. (4.6)
The map x → expx(∇Φτ (x)) is the Monge optimal transport map which sends ρτ to ρ. We have
(expx ∇Φτ × Tt )∗ρτ ∈ C(ρ, νt ), and
W 22 (ρ, νt )
∫
G
d2G
(
expx
(∇Φτ (x)), Tt (x))dρτ (x). (4.7)
Set
η(t, x) = dG
(
expx
(
tψ(x)
)
, Tt (x)
)
.
It is obvious that
lim
t↓0
η(t, x)
t
= 0 and sup
(t,x)∈[0,1]×G
(
η(t, x)/t
)
< +∞. (4.8)
We have, by triangular inequality,
dG
(
expx
(∇Φτ (x)), Tt (x)) dG(expx(∇Φτ (x)), expx(t∇ψ(x)))+ η(t, x).
Since G is compact, the diameter D of G is finite; therefore
d2G
(
expx
(∇Φτ (x)), Tt (x)) d2G(expx(∇Φτ (x)), expx(t∇ψ(x)))+ 2Dη(t, x)+ η(t, x)2.
Combining (4.6), (4.7) and above relation, we have
φ(νt )− φ(ρτ )
 1
2τ
{∫
G
[
d2G
(
expx
(∇Φτ (x)), x)− d2G(expx(∇Φτ (x)), expx(t∇ψ(x)))]dρτ − ε(t)}
(4.9)
where ε(t) = ∫
G
(2Dη(t, x) + η(t, x)2) dρτ (x). By (4.8) and Lebesgue dominated convergence
theorem, limt→0(ε(t)/t) = 0. To complete the proof of (4.5), we will use the following result
due to R. McCann [19], p. 10.
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among piecewise C1 curves joining y = σ(0) to x = σ(1), parameterized with constant speed,
that is, σ(t) = expy(tu) with some u ∈ TyM . Then z → χ(z) := d2M(z, y)/2 has supergradient
σ˙ (1) at x, that is
χ
(
expx(v)
)
 χ(x)+ 〈v, σ˙ (1)〉+ o(|v|) for any v ∈ TxM.
We denote σ˜ (s) = expx(s∇Φτ (x)); then σ˜ is a minimizing geodesic which send x to y :=
expx(∇Φτ (x)). Now by reversing the time, σ(s) = σ˜ (1 − s); then σ is a minimizing geodesic
sending y to x, and σ˙ (1) = −∇Φτ (x). Using Proposition 4.4, we get
d2G
(
expx
(∇Φτ (x)), x)/2 − d2G(expx(∇Φτ (x)), expx(t∇ψ(x)))/2

〈∇Φτ (x), t∇ψ(x)〉+ o(|t |).
Inserting this inequality in (4.9), we get
lim
t↓0
φ(νt )− φ(ρτ )
t
 1
τ
∫
G
〈∇Φτ (x),∇ψ(x)〉dρτ (x) lim
t↑0
φ(νt )− φ(ρτ )
t
.
Proposition 4.1 saying that limt→0 φ(νt )−φ(ρτ )t exists, so we get the equality (4.5). 
Proof of Theorem 3.3. In order to construct the solution to Eq. (3.4). For each time step τ > 0,
define inductively ρ(0)τ = ρ0 and for k  1,
ρ(k)τ = minimizer of inf
σ∈P(G)
{
W 22 (ρ
(k−1)
τ , σ )
2τ
+ φ(σ)
}
.
Since
W 22 (ρ
(k)
τ , ρ
(k−1)
τ )
2τ
+ φ(ρ(k)τ ) φ(ρ(k−1)τ ),
we deduce that
φ
(
ρ(k)τ
)
 φ
(
ρ(k−1)τ
)
 · · · φ(ρ0) < +∞, (4.10)
and
n∑
k=m+1
W 22 (ρ
(k)
τ , ρ
(k−1)
τ )
2τ
 φ
(
ρ(m)τ
)− φ(ρ(n)τ ), n >m. (4.11)
Therefore the triangle inequality, combining with Cauchy–Schwarz inequality yields
W 22
(
ρ(n)τ , ρ
(m)
τ
)
 2(n−m)τ [φ(ρ(m)τ )− φ(ρ(n)τ )]. (4.12)
Let
c0 = inf
σ∈P(G)
φ(σ ). (4.13)
It is obvious that c0 ∈ R is bounded below. Define {ρ¯t ; t ∈ [0,1]} by
ρ¯τ (kτ ) = ρ(k)τ , k = 1, . . . ,N,
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ρ
(k)
τ by constant speed geodesic: for t ∈ [(k − 1)τ, kτ ], ρ¯τ (t) is given by
ρ¯τ (t) =
[
expx
(
kτ − t
τ
∇Φk(x)
)]
∗
ρ(k)τ , (4.14)
where x → expx ∇Φk(x) is the Monge optimal map pushing ρ(k)τ forward ρ(k−1)τ . We have
W2(ρ¯τ (t), ρ¯τ (s)) = |t − s|W2(ρ(k−1)τ , ρ(k)τ ) for t, s ∈ ](k − 1)τ, kτ ]. For t = nτ and s = mτ ,
the relation (4.12) reads as
W2
(
ρ¯τ (t), ρ¯τ (s)
)

√|t − s|√2(φ(ρ0)− c0). (4.15)
For t ∈ ](n− 1)τ, nτ ] and s ∈ ](m− 1)τ,mτ ] with m< n we have
W2
(
ρ¯τ (t), ρ¯τ (s)
)
W2
(
ρ¯τ (t), ρ¯τ
(
(n− 1)τ))+W2(ρ¯τ ((n− 1)τ), ρ¯τ (mτ))+W2(ρ¯τ (mτ), ρ¯τ (s))

(
t − (n− 1)τ)W2(ρ(n−1)τ , ρ(n)τ )+√2(φ(ρ0)− c0)√∣∣(n− 1)τ −mτ ∣∣
+ (mτ − s)W2
(
ρ(m−1)τ , ρ(m)τ
)

√
6
(
φ(ρ0)− c0
)√|t − s|.
So ρ¯τ (·) takes its value in C([0,1],P(G)), and by Arzela–Ascoli theorem, there exists
(ρ(t))t∈[0,1] such that, up to a subsequence, ρ¯τ (t) converges to ρ(t) uniformly with respect
to t ∈ [0,1] as τ → 0+. Furthermore, we have
W2
(
ρ(t), ρ(s)
)

√
6
(
φ(ρ0)− c0
)√|t − s|. (4.16)
Now consider τ = 2−q . By (4.10), for any p  q and k = 0, . . . ,2q , we have φ(ρ¯2−p (k2−q))
φ(ρ0). As p → +∞, ρ¯2−p (k2−q) converges weakly to ρ(k2−q); the lower semi-continuity [1]
of φ yields
φ
(
ρ
(
k2−q
))
 φ(ρ0).
Since the set D = {k2−q; q  1, k = 0, . . . ,2q} is dense in [0,1]; for each t ∈ [0,1], we can
find sn ∈ D such that sn → t . So the above inequality leads
φ
(
ρ(t)
)
 φ(ρ0), t ∈ [0,1]. (4.17)
In the sequel, we will show that (ρt )t∈[0,1] is a solution of (3.4). Let α ∈ C∞c ([0,1[) and f ∈
C∞(G); set
Ik =
kτ∫
(k−1)τ
α′(t)
∫
G
f (x)dρ¯τ (t) dt −
kτ∫
(k−1)τ
α′(t)
∫
G
f (x)dρ(k)τ dt. (4.18)
Since G is compact, it holds that
f
(
expx
[
kτ − t
τ
∇Φk(x)
])
− f (x) = O
(
kτ − t
τ
∣∣∇Φk(x)∣∣), (4.19)
where O is uniform with respect to k. Notice that
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G
∣∣∇Φk(x)∣∣dρ¯(k)τ (x) (∫
G
∣∣∇Φk(x)∣∣2 dρ¯(k)τ (x))1/2 = W2(ρ(k−1)τ , ρkτ ).
So according to (4.18) and (4.19), we get, for some constant Cα,f > 0,
N∑
k=1
|Ik| Cα,f τW2
(
ρ0, ρ¯
(N)
τ
)
 Cα,f τ 3/2
√
2
(
φ(ρ0)− c0
)
. (4.20)
Now set
Jk =
kτ∫
(k−1)τ
α′(t)
∫
G
f (x)dρ(k−1)τ dt. (4.21)
We have
N∑
k=1
Jk =
N∑
k=1
[(
α(kτ)− α((k − 1)τ))∫
G
f (x)dρ(k−1)τ (x)
]
= α(Nτ)
∫
G
f (x)dρ(N−1)τ − α(0)
∫
G
f dρ0
+
N−1∑
k=1
α(kτ)
[∫
G
f (x)dρ(k−1)τ (x)−
∫
G
f (x)dρ(k)τ (x)
]
= α(Nτ)
∫
G
f (x)dρ(N−1)τ − α(0)
∫
G
f dρ0
+
N−1∑
k=1
α(kτ)
∫
G
[
f
(
expx
(∇Φk(x)))− f (x)]dρ(k)τ (x).
Notice that
f
(
expx
(∇Φk(x)))− f (x) = 〈∇f (x),∇Φk(x)〉+O(∣∣∇Φk(x)∣∣2),
and
∑N
k=1
∫
G
|∇Φk(x)|2 dρ(k)τ = ∑Nk=1 W 22 (ρ(k−1)τ , ρ(k)τ ) which is less, by (4.11), than 2τ ·
(φ(ρ0)− c0). So
N∑
k=1
Jk = α(Nτ)
∫
G
f (x)dρ(N−1)τ − α(0)
∫
G
f dρ0
+
N−1∑
k=1
α(kτ)τ
∫
G
〈∇f (x),∇Φk(x)/τ 〉dρ(k)τ + ε(τ ),
with limτ→0 ε(τ ) = 0. Now by Proposition 4.1 and Lemma 4.3,∫ 〈∇f (x),∇Φk(x)/τ 〉dρ(k)τ (x) = −∫ [Gf − 〈f,V 〉]dρ(k)τ .G G
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N−1∑
k=1
α(kτ)τ
∫
G
〈∇f (x),∇Φk(x)/τ 〉dρ(k)τ
= −
N−1∑
k=1
kτ∫
(k−1)τ
α(kτ) ds
∫
G
[
Gf − 〈f,V 〉
]
dρ(k)τ
which goes to, as τ → 0
−
∫
[0,1]×G
α(t)
[
Gf (x)−
〈
f (x),V (x)
〉]
dρ(t) dt.
On the other hand
lim
τ→0
∫
[0,1]×G
α′(t)f (x) dρ¯τ (t) dt =
∫
[0,1]×G
α′(t)f (x) dρ(t) dt.
Therefore the above calculations lead (3.4). 
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