Abstract
where φ(N ) is the disease transmission function that can be either density-dependent (i.e., φ(N ) = βN 71 which is also referred to the law of mass action) or frequency-dependent (i.e., φ(N ) = β). Thus, the 72 formulation of infective population can be described by the following (3), 
In the presence of disease but in the absence of predation P = 0, a general SI model subject to Allee (4) to study the disease dynamics as well as invasion of pest (e.g., see [54, 30, 2, 57, 36, 62, 27] ).
82
In the presence of predation, we assume that predator consumes S and I-class at the rate of h(S, N ) and h(I, N ), respectively, where I-class has less or negative contribution to the growth rate of predator in comparison to S-class. The functional responses h(S, N ), h(I, N ) can take the form of Holling-Type I or II or III, i.e., Therefore, a general predator-prey model where prey is subject to Allee effects and disease, is given by predatory birds get additional mortality though eating fish species that are infected by a vibrio class of 99 bacteria and could also be subject to Allee effects (see more discussions in [16, 5] ). In nature, it is also 100 possible that predator captures infected prey who is given up by predator due to its unpleasant taste 101 or malnutrition from infections. We would like to point out that the assumption (c) is critical to the 102 dynamical outcomes of (5) as we should see from our analysis in the next few sections.
103
To continue our study, let us define the state space of (5) as X = {(S, I, P ) ∈ R 3 + } whose interior is 104 defined asX = {(S, I, P ) ∈ R 3 + : SIP > 0}. In the case that φ(N ) = β, we define the state space as In addition, we have the following: 2. If S(0) < θ, then lim t→∞ max{S(t), I(t), P (t)} = 0.
110
Proof. For any S ≥ 0, I ≥ 0, P ≥ 0, we have dS dt S=0 = 0, dI dt I=0 = 0 and dP dt P =0 = 0 which implies that S = 0, I = 0 and P = 0 are invariant manifolds, respectively. Due to the continuity 111 of the system, we can easily conclude that System (5) is positively invariant in R 3 + .
112
Choose any point (S, I, P ) ∈ X such that S > 1, then due to the positive invariant property of (5), we have dS dt S>1 = rS(S − θ) (1 − S − I) − φ(N ) I N S − h(S, N )P < 0.
In addition, since we have 
Since µ > rθ > . This implies that both N (t) and I(t) are uniformly ultimately bounded. Similarly, since c ∈ (0, 1] and −∞ < γ < c, then we have for any > 0, there is a T large enough such that for any t > T , This implies that lim sup t→∞ Z(t) = lim sup t→∞ S(t) + I(t) + P (t) ≤ L min{µ,d} where
Thus P (t) is also uniformly ultimately bounded. Therefore, System (5) is positively invariant and 114 uniformly ultimately bounded in X.
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The fact that
implies that the dynamics of the SI model (4) can govern the dynamics of S, I-class in Model (5). If
N ≤ µ, then the SI model (4) has no interior equilibrium since lim sup t→∞ S(t) ≤ 1. Then according to Poincaré-Bendixson Theorem [31], any trajectory of (4) converges to either a locally asymptotically stable equilibrium or a limit cycle. However, no interior equilibrium and no equilibrium on I-axis indicates that any trajectory converges to a boundary equilibrium located on S-axis. Thus, we have lim sup
Assume that the initial susceptible prey population is less than θ and the initial infective population is large enough, the susceptible prey population can increase at the beginning due to the possibility of
However, the susceptible prey population can never increase to θ since
This implies that S(t) < θ whenever S(0) < θ, for all t > 0.
N ≤ µ implies that lim sup t→∞ I(t) = 0, thus the limiting dynamics is dS dt = rS(S − θ) (1 − S) with S(t) < θ.
This indicates the susceptible prey population will eventually converge to 0. Therefore, we have lim t→∞ max{S(t), I(t), P (t)} = 0.
Now assume that φ(N )
N > µ, for all N > 0. Since µ > rθ and lim sup t→∞ S(t) ≤ θ, then we have
.
6
This implies that lim t→∞ S(t) = 0. Therefore, we have lim t→∞ max{S(t), I(t), P (t)} = 0 whenever S(0) < θ.
In the case that S(0) = θ, then we have S(t) < θ if I(0) + P (0) > 0 or S(t) = θ if I(0) + P (0) = 0.
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Without loss of generality, let us assume S(0) + I(0) > 1 and I(0) > 0. Then according to the argument above, we have lim t→∞ max{S(t), I(t), P (t)} = 0 ⇒ lim sup t→∞ S(t) + I(t) ≤ 1 whenever there exists a T such that S(T ) ≤ θ. Now assume that S(t) > θ, for all t ≥ 0, then we have
Therefore, we have lim sup t→∞ N (t) = lim sup t→∞ S(t) + I(t) ≤ 1.
117
Notes: The assumption of µ > rθ follows from the fact that the natural mortality rate of the susceptible prey is rθ (see the derivation of this assumption in the Appendix A). Theorem 2.1 indicates that our general prey-predator model with Allee effects and disease in prey has a compact global attractor living in the set
In addition, Theorem 2.1 implies that initial population of susceptible prey plays an important role in 
Then a necessary condition for the endemicity of the disease of System (5) is as follows: Theorem 2.1 and its corollary 2.1 provide the basic dynamical features of the general prey-predator 121 model (5). In order to explore more complete dynamics of (5), we will focus on the case when φ(N ) = βN 122 and h(x, N ) = ax. Then, in the presence of both disease and predator, depending on whether infectives 123 have a positive or negative impact on the growth rate of predator (i.e., the sign of γ being positive or 124 negative), the predator-prey model subject to Allee effects (e.g., induced by mating limitations) and 125 disease (5) can be written as the following if we scale away r (i.e., r = 1) :
where the parameter a indicates the attack rate of predator. For convenience, we let b = ac ∈ (0, a] and relative to this normalization. Our modeling approach (see the Appendix A) and assumptions (a), (b),
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(c) require that the parameters of (8) are subject to the following condition: 
The submodel (9) has been introduced by other researchers (e.g., [9, 74, 75] ). For convenience, we introduce a disease-free demographic reproduction number for predator
which gives the expected number of offspring b of an average individual predator in its lifetime 
147
The reproduction number R P 0 is based upon the assumptions that the susceptible prey is at unit 148 density (i.e. S = 1) and the disease is absent (i.e. I = 0). The value of R 
Kang and Castillo-Chavez [48] have studied a simple SI model with strong Allee effects (where they consider a susceptible-infectious model with the possibility that susceptible and infected individuals reproduce with the S-class being the best fit, and also infected individuals loose some ability to compete for resources at the cost imposed by the disease. The submodel (10) is a special case of the SI model studied by them where ρ = 0, α 1 = 0 and α 2 = 1. We adopt the notations in Kang and Castillo-Chavez 
155
A direct application of Theorem 2.1 to the submodels (9) and (10) gives the following corollary:
156
Corollary 3.1 (Positiveness and boundedness of submodels). Assume that both (9) and (10) are subject to Condition H. Then both submodels are positively invariant and uniformly ultimately bounded in R 2 + . In addition, the submodel (10) has the following property:
In the next two subsections, we explore the detailed dynamics of both submodels (9) and (10). 
Equilibria and local stability

158
It is easy to check that both submodels (9) and (10) have (0, 0), (θ, 0) and (1, 0) as their boundary equilibria. For convenience, for Model (9), we denote
while for Model (10), we denote
are interior equilibria for the submodel (9) and (10), respectively, provided their existence.
159
The local stability of equilibria of both submodels (9) and (10) can be summarized in the following 160 proposition:
161
Proposition 3.1.
[Local stability of equilibria for submodels (9) and (10)] The local stability of boundary 162 equilibria of both submodels (9) and (10) is summarized in Table 2 while the local stability of interior 163 equilibrium of both submodels (9) and (10) is summarized in Table 3 . Moreover, the equilibria E Interior Equilibrium Condition for existence Condition for local asymptotic stability E P i Proof. The Jacobian matrix of the submodel (9) at its equilibrium (S * , P * ) is presented as follows
while the Jacobian matrix of the submodel (10) at its equilibrium (S * , I * ) is presented as follows
After substituting (S * , P (11), we obtain the eigenvalues for each equilibrium: 
3. E P 1 = (1, 0) is locally asymptotically stable if R P 0 < 1 and is a saddle if R P 0 > 1 since both eigenvalues associated with (11) at E P 1 can be represented as follows:
The unique interior equilibrium E
The Jacobian matrix evaluated at E P i is given by
where BC > 0 and
This indicates that the eigenvalues of J
Therefore, E P i exists and is locally asymptotically stable if
Notice that A = 0 when R P 0 = 2 1+θ , and 
3. E 
since from Condition H, we have
The Jacobian matrix evaluated at E I i is given by
whose characteristic equation is given by
Thus, we have
Therefore, E I i exists and is locally asymptotically stable if
Notice that A = 0 when R
Thus according to Theorem 3. Table 3 suggest that the coexistence of prey and predation at the equilibrium E P i in the subsystem (9) is determined by the Allee threshold θ since E P i is locally asymptotically stable if
And the coexistence of health prey and infected prey at the equilibrium E I i in the subsystem (10) is determined by both the Allee threshold θ and the disease transmission rate β since E I i is locally asymptotically stable if
Disease/predation-driven extinctions and global features of submodels
183
In this subsection, we focus on the disease/predation-driven extinctions as well as the features of 184 global dynamics of both submodels. First, we have the following theorem regarding the extinction of 185 one or both species:
186
Theorem 3.1.
[Extinction] Assume that both submodels (9) and (10) subject to Condition H. Then 3. If S(0) < θ, then all species in both submodels (9) and (10) converge to (0, 0).
195
Proof. The detailed proof for the submodel (9) is similar to the proof for the submodel (10), thus we 196 only focus on the submodel (10). 
208
The third part of Theorem 3.1 can be a direct application of results from Theorem 2.1. Therefore, 209 the statement holds. The dynamics of global features of submodels (9) and (10) 
258
The impact of Allee effects: Without Allee effects, the submodels (9) and (10) can be represented 259 as the following two models:
The two models above have the same dynamics as the traditional Lotka-Volterra Pedator-Prey model:
, then both models of (13) has global stability at (1, 0); while if
then both models of (13) has global stability at its unique interior equilibrium. Compare this simple 263 dynamics to the dynamics of submodels (9) and (10) 
Dynamics of the full S-I-P model
After obtaining a complete dynamics of disease/predation free dynamics of the full SIP model (8) in the previous section, we continue to study the dynamics of the full model. We start with the boundary equilibria and their stability of (8). It is easy to check that System (8) has the following boundary equilibria:
The existence of E Table 4 .
Boundary Equilibria Stability Condition E 0 Always locally asymptotically stable
Locally asymptotically stable if R P 0 < 1 and
and Proof. The local stability of equilibrium can be determined by the eigenvalues λ i , i = 1, 2, 3 of the 276 Jacobian matrix of System (8) evaluated at the equilibrium. By simple calculations, we have follows:
The equilibrium E 0 = (0, 0, 0) is always locally asymptotically stable since its eigenvalues are
2. The equilibrium E θ = (θ, 0, 0) is always unstable since its eigenvalues are
The equilibrium E 1 = (1, 0, 0) is locally asymptotically stable if R I 0 < 1 and R P 0 < 1 since its eigenvalues are
where the sign of λ i indicates its eigenvector pointing toward (< 0) or away from (> 0) the equilibrium 278 in S-axis (i = 1), I-axis (i = 2) and P -axis (i = 3), respectively.
279
According to Proposition 3.1, the equilibrium
is locally asymptotically stable if it is locally asymptotically stable in the submodel (9) and
which indicates that disease is not able to invade at E i P .
280
Similarly, the equilibrium
 is locally asymptotically stable if it is locally asymptotically stable in the submodel (10) and
which indicates that predator is not able to invade at E i I .
281
Therefore, we can conclude that E i P is locally asymptotically stable if
and E i I is locally asymptotically stable if
thus according to Proposition 4.1, both E i P and E i I can be locally asymptotically stable if
For convenience, let d = µ = 1, β = 1.5, θ = 0.2, then, according to Condition H, we have
2.95−0.233α , 
2. E i P is locally asymptotically stable and E i I is locally asymptotically stable in the SI-plane but is unstable in R 
3. E i I is locally asymptotically stable and E i P is locally asymptotically stable in the SP -plane but is unstable in R 
According to Proposition 4.1, sufficient conditions for E i P and E i I being locally asymptotically stable in the SP -plane, SI-plane, respectively, but being unstable in R 3 + are as follows:
which is impossible when α ≤ 0 since d(
In addition, numerical simulations suggest that even if α ≥ 0, E P and E i I : i) In the blue region, both equilibria are locally asymptotically stable; ii) In the green region, E i P is locally asymptotically stable while E i I is unstable; iii) In the yellow region, E i P is locally asymptotically stable while E i I is unstable. The blue region in the right graph is the region when System (8) has a unique interior equilibrium which is a saddle; while the white region in the right graph indicates no interior equilibrium. (S(t), I(t), P (t)) = E 0 .
3. All trajectories of System (8) converge to E 0 if S(0) < θ. when time large enough. Choose small enough, then the omega limit set of the interior of M is E 0 296 since E 0 is locally asymptotically stable and E θ , E 1 is unstable according to Proposition 3.1. Therefore, 297 the condition R I 0 ≤ 1 and R P 0 > 1 θ indicates that lim t→∞ (S(t), I(t), P (t)) = E 0 .
298
If α > 0, then from the proof of Theorem 3.1 and Corollary 2.1, we can conclude that lim sup t→∞ I(t) < 1 − θ. This indicates that for any > 0, there exists a time T such that
= 1, then we can apply Poincaré-
299
Bendixson Theorem [31] to (10) to obtain that lim t→∞ P (t) = 0. The rest of the second item of Theorem 300 4.1 can be shown by applying the similar arguments of the proof for the first item in Theorem 4.1.
301
The third item of Theorem 4.1 can be shown by a direct application of Theorem 2.1, i.e., all trajec-302 tories converge to E 0 whenever S(0) < θ.
303
Notes: A direct implication of Theorem 4.1 is that the coexistence of S, I, P population in System 8 requires R I 0 > 1 and
One interesting question is that if α > 0 but 1 − If System (8) has a locally stable interior equilibrium, then we can say that S, I, P-class can coexist under certain conditions. Thus, in this subsection, we explore sufficient conditions for the existence of the interior equilibrium and its stability for System (8). For convenience, let
where
If β > µ, i.e., R I 0 > 1, then we have follows
Therefore, we can conclude that when R I 0 > 1, we have
In the case that µ = β (i.e., R 1. System (8) has no interior equilibrium if one of the following conditions is satisfied:
317
In the case that α > 0, R (S(t), I(t), P (t)) = E 0 .
System (8) has at most one interior equilibrium
In addition, the real parts of all eigenvalues of the Jacobian Matrix evaluated at E i 2 can never be 318 all negative.
319
Proof. Direct applications of Theorem 4.1 imply that System (8) has no interior equilibrium if
Thus, we omit the detailed proof for these cases.
320
If (S * , I * , P * ) is an interior equilibrium for System (8), then S * is a positive root of the quadratic
provided that
The equation (16) implies that a necessary condition for the existence of the interior equilibrium (S * , I * , P * ) is as follows:
In the case that R 
This is a contradiction to lim sup t→∞ S(t) ≤ 1 according to Theorem 2.1. This implies that there is no interior equilibrium if R I 0 = 1. Notice that Theorem 4.1 indicates that one necessary condition for System (8) having an interior equilibrium is that R I 0 ≥ 1 otherwise lim t→∞ I(t) = 0, thus, there is no interior equilibrium if R I 0 ≤ 1. Recall that Theorem 2.1 and Theorem 4.1 indicate that θ < S * < 1. Therefore, the existence of an interior equilibrium (S * , I * , P * ) requires R I 0 > 1 (i.e., µ < β) and max{θ, 1
This implies that there is no interior equilibrium (S
Therefore, there is no interior equilibrium if
Since we assume that System (8) satisfies Condition H, thus we have 0 < θ < 1, µ > θ, 0 < b ≤ a and − ∞ < α < b.
The requirement R I 0 > 1 implies that θ < µ < β. The equation (15) has only one positive root
Therefore, System (8) has a unique interior equilibrium
In the case that α < 0, it is easy to check that C < 0 since θ < µ < β implies that α < 
then it requires that α > 0 and
Thus, B > 0 and C > 0 require that
which is a contradiction since 0 < µ − θ < β − θ and b > α. Therefore, System (8) has at most one
324
interior equilibrium E i 2 and System (8) has no interior equilibrium if C > 0 or B 2 < 4C which implies 325 follows:
The argument above implies that System (8) has at most one interior equilibrium E i 2 with S *
. From (14), we have
This is a contradiction to the fact that lim sup t→∞ S(t) ≤ 1. Therefore, System (8) has no interior equilibrium if R P 0 ≤ 1, α > 0. Combining the discussions above, we can conclude that System (8) has no interior equilibrium if
which implies that System (8) has no interior equilibrium if
The above argument also implies that System (8) has no interior equilibrium if
which implies that, according to Proposition 3.1, the only possible boundary equilibria for System (8)
329
are E 0 , E θ and E 1 where only E 0 is locally asymptotically stable; E θ is a source and E 1 is a saddle with 330 one stable manifold on S-axis. This implies that all trajectories of System (8) that are not living on the 331 stable manifold of E 1 converge to E 0 .
332
The local stability of the interior equilibrium
mined by the eigenvalues of the Jacobian Matrix of (8) evaluated at this equilibrium, i.e., J E i 2 :
334
where its characteristic equation reads as follows:
with λ i , i = 1, 2, 3 being roots of (18). If all real part of λ i , i = 1, 2, 3 are negative, then we have
Notice that the existence of E i 2 requires C < 0 (since it is impossible for (15) having two positive roots), thus, we have
which is a contradiction to the fact that all real part of λ i , i = 1, 2, 3 being negative requires S * 2 < B/2.
336
Therefore, the real parts of eigenvalues of J E i 2 can never be all negative. 
345
In addition, the second part of Theorem 4.2 implies that the full SIP system has only one attractor 346 E 0 when its subsystem (9) has predation-driven extinction and its subsystem (10) has disease-driven Based on our analysis and numerical simulations, the predator-prey system (8) with prey subject to 350 Allee effects and disease can have one (i.e., extinction of all species), two (i.e., competition exclusion 351 or bi-stability) or three (i.e., tri-stability) attractors but can never have the coexistence of S, I, P-352 populations. We summarize the global dynamical features of System (8) as follows (also see Table   353 5): 
is that what population dynamics of System (8) in the following two cases:
In this case, competition exclusion occurs, i.e., only S and I-class are able to coexist while P-class goes extinction. In fact, E i I can be locally asymptotically stable if α < 0 and |α| large enough such that the following condition satisfied (from Proposition 4.1)
For example, let β = 1.5; µ = d = 1; θ = 0.2; α = −100; b = 5.5 < a = 6, then we can obtain 
However, we have From Theorem 4.1:
Predation/Disease-Driven extinction combined with the low reproduction value leads to the extinction of all species. 
and { 1.
Competition exclusion: No interior equilibrium; E i P exists; Predator wins and disease free; 2. Disease can save prey from predation-induced extinction: the unique interior equilibrium exists, no E i P , disease is the superior competitor.
Tri-stability: Unique unstable interior equilibrium; Has both E i I and E i I ; Different initial conditions lead to predator wins or disease wins 
where the biological meaning of all parameters are listed in Table 1 . The SIP-model without Allee effects
397
(19) has the following boundary equilibria: E na 0 = (0, 0, 0), E na 1 = (1, 0, 0) and
as well as the unique interior equilibrium
Therefore, (E we can conclude that (E i ) na exists if and only if the following inequalities hold
since we assume that b > α holds for (19) (e.g., predator hunts less infective prey than healthy prey and 402 may even be harmed by infective prey due to the disease). Now we summarize main global dynamics of 
In addition, Model (19) has global stability at (
3. The existence of the unique interior equilibrium (E i ) na requires R Thus, for any > 0, then there exists some time T large enough such that
This indicates that lim sup t→∞ V (t) ≤ b a min{1,d} . Thus, the first statement of Theorem 5.1 holds.
412
From the positive invariant property of (19), we have follows
Thus the infective population of (19) is always less or equal to (if P = 0) the infective population of the following dynamics:
which is the well-known Lotka-Volterra prey predator system that has lim t→∞ I(t) = 0 if R I 0 ≤ 1 (see the detailed proof in Kang and Wedekin [50] ). Therefore, the infective population of (19) goes extinct if R I 0 ≤ 1. This implies that the limiting system of (19) is the well-known Lotka-Volterra prey predator system again:
which has global stability at (1, 0) when R P 0 ≤ 1 and has global stability at
when R P 0 > 1 by using the local stability of boundary equilibria, Poincaré-Bendixson Theorem and Dulac's criterion [31] . The detailed proof can be found in Kang and Wedekin [50] . Similarly, we can prove the dynamical properties of (19) when
Thus, the second part of of Theorem 5.1 holds.
413
The argument above indicates that one necessary condition for (19) having an interior equilibrium (E i ) na = (S * , I * , P * ) (see the detailed expression of (E i ) na in (21)) is that R I 0 > 1, i.e., β > µ. Thus from (22), we can conclude that (E i ) na exists if and only if 
Therefore, (E i ) na is always unstable whenever it exists.
424
Assume that (E i P ) na is unstable, then from (21), (22) and (23), we have the following inequalities hold 
which is impossible. Thus, we have R P 0 > 1 which implies that (E i P ) na exists and is stable. 
Depending on initial conditions, the trajectories may converge to (E 
443
This interesting phenomenon is due to the assumption b > α, i.e., predator cannot distinguish effects can destablize systems and make the system prone to extinction through disease/predation-488 driven extinction or small initial conditions. These results not only provide us an access to inves-489 tigate the full system but also partially answer the first question listed in the introduction. 
502
The comparison study between the concrete SIP model with its corresponding model without Allee
503
effects implies that no coexistence of S, I, P-population is not caused by Allee effects but it is 504 caused by our assumption (c): predation on infected prey has less or negative contribution to the 505 growth rate of predator, i.e., b > α > −∞. The biological explanation for this is that I and P-class 506 are at exploitative competition for S-class whereas I-class cannot be superior and P-class cannot 507 gain significantly from its consumption of I-class. Further more, our analysis and simulations
508
show that the coexistence of S, I, P-class occurs only if b < α and the interior attractors can be 509 very complicated, e.g., limit cycles. This result complement the previous study on SIP systems In the absence of disease and predation, we assume that the population dynamic of prey can be 
where S denotes the normalized susceptible prey population; the parameter r denotes the maximum 711 birth-rate of species, which can be scaled to be 1 by altering the time scale; the parameter 0 < θ < 
where the parameter µ > rθ denotes the death rate of I-class, which includes an additional disease- 
