A stochastic differential equation involving both a Wiener process and fractional Brownian motion, with nonhomogeneous coefficients and random initial condition, is considered. The coefficients and initial condition depend on a parameter. The assumptions on the coefficients and the initial condition supplying continuous dependence of the solution on a parameter, with respect to the Besov space norm, are established.
Introduction
We consider a model driven by a Wiener process and fractional Brownian motion simultaneously. On one hand, such a model includes a Wiener process that represents randomness in the sense of a lack of memory.
On the other hand, fractional Brownian motion provides a non-Markov component. It so happens that processes in hydrodynamics, telecommunications, economics, and finance demonstrate the availability of random noise that can be modeled by a Wiener process and also a so called long memory that can be modeled with the help of fractional Brownian motion with Hurst index H > 1 2 . We consider stochastic differential equations depending on a parameter u, with nonhomogeneous coefficients, defined on the stochastic basis (Ω, F , (F t , t ∈ [0, T ]), P): existence and uniqueness of the solution of (1) (see, e.g., [1, 2] ). Our aim is to establish the assumptions on the coefficients and on the initial condition supplying the convergence of X u in Besov space to the solution of the limit equation. The paper is organized as follows. In Section 2 we revise some results concerning fractional calculus including pathwise stochastic integration with respect to fractional Brownian motion and some estimates for such integrals. Section 3 contains the theorem concerning the existence and uniqueness of the solution of the mixed stochastic differential equation (1) ; for the proof of this result, see [2] . In Section 4 we prove that under uniform bounds on the coefficients, an a.s. uniform estimate for the norm of solution (1) exists. In Section 5 the convergence in Besov space of the solutions depending on a parameter is established. Section 6 contains two examples, and Section 7 concludes.
Elements of fractional calculus
Let (Ω, F , (F t , t ∈ [0, T ]), P) be a complete probability space with a filtration satisfying the standard conditions. Denote by {W t , F t , t ∈ [0, T ]} the standard Wiener process adapted to this filtration. To construct the integral with respect to fractional Brownian motion, we use the generalized (fractional) Lebesgue-Stieltjes integral (see [3] [4] [5] ). In order to introduce it, consider two nonrandom functions f and g, defined on some
(For the notation and the statements concerning fractional analysis, see [6] .) Consider the fractional derivatives
Definition 2.2 ([4,5]
). Under the above assumptions, the generalized (fractional) Lebesgue-Stieltjes integral
and for αp < 1 it can be simplified to
As follows from [6] , for any 1 − H < α < 1 there exists a fractional derivative D
we can define the integral w.r.t. the fBm according to (2) . Definition 2.3. The integral with respect to the fBm is defined as
Consider the fixed interval [0, T ] and α ∈ (1 − H, 1/2). We also denote by W α,1 (0, T ) the space of measurable functions
The stochastic integral with respect to the fBm from Definition 2.3 admits the following estimate: for any α ∈ (1 − H, 1/2) and any t ∈ (0, T ) there exists a random variable ψ(ω, α, t) with moments of any order such that for any function
Also we need the following corollary from Proposition 4.1 in [3] : for any α ∈ (1 − H, 1/2), for all 0 ≤ s < t ≤ T and for any function f ∈ W α,1 (0, T ), we have
In principle, the same estimates hold for random f . Moreover, we can choose ψ(ω, α, t) as
where C α,H,ε is the constant depending on the underlying arguments, ε < α + H − 1. Without loss of generality we can assume that ε = (α + H − 1)/2. (See, for example, [3] .) Also it is easily obtained from (6) that ψ(ω, α, t) ≤ ψ(ω, α, T ) for all ω, α.
It follows from the Garsia-Rodemich-Rumsey inequality (see, e.g., [1] , p. 90) that for any η ∈ (0, 1/2) and any t ∈ [0, T ] there exists a random variable ξ (ω, η, t) with finite moments of any order such that for any predictable bounded function f (s) we have that
Moreover, we can choose ξ (ω, η, t) in (7) as 
The existence and uniqueness result
We consider the following stochastic differential equation, defined on the stochastic basis (Ω, F , (F t , t ∈ [0, T ]), P):
where X 0 is an F 0 -measurable random variable, 
Upper estimates for the solution of a mixed stochastic differential equation depending on a parameter
We consider a stochastic differential equation of the form (1) depending on the parameter u ∈ [0, u 0 ]:
where 
is differentiable in x and there exist a constant B > 0 and a parameter β
is Hölder continuous in x: there exist a constant D > 0 and a parameter ρ ∈ (3/2−H, 1) such that for any t ∈ [0, T ] and any x, y ∈ R
(12)
In what follows we denote by C (·) all constants that depend only on T , constants from the conditions (A1)-(D1), some additional parameters and ones that do not depend on ω and u.
, and p ≥ 1 the following inequality holds:
where the process ψ(ω, α, T ) is defined by (6),
It is easy to see that
where
Consider J 1 (t). It follows from (A1) that
We estimate J 2 (t) in the following way:
Now consider J 3 (t):
In order to estimate J 3,1 (t) and J 3,2 (t), we use (4) and conditions (A1)-(D1), and obtain the following bounds, taking into account that α ≤ β:
We transform J 3,2 (t) using (4.15) from [3] :
Summing up all the bounds (15)- (18), we obtain
Applying the generalized Gronwall lemma (Lemma 7.6 from [3]), we get
Then for each p ≥ 1, ω ∈ Ω, and α ∈ (1 − H, β ∧ (ρ − 1/2)) we take into account that the right-hand side of the previous inequality does not depend on t and arrive at
where the constant  C (p, α) does not depend on u.
Proof. Taking an expectation of (13), we obtain
Taking into account that 1/(1 − α) < 2, we apply [7] and obtain that
Our next step is to estimate E(S 1 )
2p with the help of the Burkholder-Gundy inequality:
Apply (7) with
2p :
Since α < 1/2 we can choose η ≤ 1/2 − α. Due to the assumption |b
holds. Therefore,
Summing up (23)-(27), we obtain 
For each R > 1 define the following stopping time τ u,0 R : Proof.
Note that P (ψ(ω, α, T ) ≥ R) does not depend on u and tends to 0 as R → ∞, because (ψ(ω, α, t), t ∈ [0, T ]) has moments of any order.
Then we obtain from the Burkholder-Gundy inequality that
Convergence in Besov space
We need the following result, which is a uniform modification of Lemma 7.1 from [3] . 
Then for all x 1 , x 2 , x 3 , x 4 ∈ R:
Theorem 5.2. Assume that the conditions
Let the coefficients of the Eq. (11) satisfy the following assumptions:
for all t ∈ [0, T ] and x ∈ R, and α 
First, estimate
Then, taking into account that r ≥ 2 and applying Corollary 4.3, we obtain
It follows from Lemma 4.4 that
Summing up all bounds we obtain
and CĈ (r, γ ) does not depend on u and R.
Now we return to the second supremum in the right-hand side of inequality (33):
In turn, I u 1 (t) can be estimated as
From condition (B1) we obtain that 
Like in the proof of Theorem 3.2. 
Taking into account the definition of τ
We estimate J u 3 (t), using the definition of the stopping time τ u,0 R and (4):
Further,
Now we consider K u 2 (t):
Let us estimate L u 1 (t), using Lemma 5.1:
Here
where we choose η in such a way that ρ − 2ρη − 2γ > 0. This is possible, because γ < ρ − 1/2 and ρ − 2γ
Here η must be chosen to satisfy the inequality r 2 (1/2 − η) − γ > 0. This is possible due to the assumption r 2 > 2γ . Thus, summing up (38)- (49), we obtain
Now consider I u 2 (t):
As regards N u 1 (t), we estimate it in the following way:
Let ϱ be some constant from the interval (γ , 1/2). Using condition (B1), we obtain
Condition (G1) supplies that
Now we estimate N u 2 (t) with the help of the Burkholder-Gundy inequality:
We estimate N u 3 (t) using (5):
Applying inequality (4.15) from [3] , we obtain
We return to V u 2 (t):
According to Lemma 5.1, Y u 1 (t) admits an estimate
(60)
where we choose 0 < η }.
When u → 0, then the right-hand side of (70) tends to zero. Therefore, we obtain from (33), (36) and (70) Taking R to +∞ gives us lim u→0+Ĉ (r, γ ) 
Conclusions
We consider a one-dimensional stochastic differential equation involving both a Wiener process and fractional Brownian motion. The coefficients of the equation together with a random initial condition depend on a parameter u ∈ [0, u 0 ]. The conditions on the coefficients and initial value as the functions of the parameter that guarantee the convergence in Besov space of the solution of the pre-limit stochastic differential equation to the solution of the limit equation are established.
