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Image courtesy of HLRS.













































We invite users to give us their views on the complementary role of 
HPCx by completing the survey available from the SAFE user login 
main page (https://www.hpcx.ac.uk/) or by emailing any specific 
requests to: helpdesk@hpcx.ac.uk
Complementary capability 




The HECToR service has officially passed all its acceptance tests 
and formally starts in October 2007. After the long procurement 
process for this service, the final few months have gone extremely 
well and HECToR has entered service ahead of schedule. This is 
due to the efforts of a great many people at Cray and at EPCC, 
including Mike Brown and his team, Stephen Booth and John 
Fisher.
HECToR (High-End Computing Terascale Resource) is the UK’s 
new high-end computing resource, funded by the Research 
Councils and available primarily for academics at UK universities 
as well as researchers throughout Europe. The first phase of 
HECToR is a Cray XT4-based system with a peak performance of 
around 60 Tflops, and is located at the University of Edinburgh’s 
Advanced Computing Facility (ACF). The contracts were signed in 
February and it is remarkable that the significant upgrades required 
to the ACF have been completed successfully to what was a very 
aggressive timetable. Indeed, early users were on the system in the 
middle of September, less than 7 months after contract signature!
The University of Edinburgh, through its wholly-owned subsidiary, 
UoE HPCX Ltd, holds the prime contract for service provision, 
including technology, accommodation and management, and 
the helpdesk. This work will be subcontracted to Cray, STFC’s 
Daresbury Laboratory and EPCC. EPCC and Daresbury Laboratory 
also provide HPCx, the UK’s existing high-performance computing 
service. NAG Ltd will provide the computational science and 
engineering support for HECToR.
EPCC’s role
EPCC will host all of the HECToR hardware at the University 
of Edinburgh’s recently upgraded ACF building. Through Mike 
Brown, EPCC leads the joint EPCC-Daresbury Operations and 
Systems Group which is responsible for running the HECToR 
systems and associated infrastructure. EPCC also provides the User 
Support and Liaison team, which is responsible for the helpdesk, 
the website and third party application codes. Much of the 
administration of the service will be conducted on-line through the 
SAFE (Service Administration from EPCC) which was developed 
by Stephen Booth.
HECToR Phase 1
The main part of the initial HECToR Phase 1 configuration is a 
scalar Cray XT4 system, plus associated storage systems. 
The Cray XT4 is contained in 60 cabinets and comprises 1416 
compute blades, each of which has 4 dual-core processor sockets. 
This amounts to a total of 11,328 cores, each of which acts as a 
single CPU. The processor is an AMD 2.8 GHz Opteron. Each 
dual-core socket shares 6 GB of memory, giving a total of 33.2 TB. 
The theoretical peak performance of the system is over 60 Tflops, 
with a LINPACK performance in excess of 52 Tflops.
There are 24 service blades, each with 2 dual-core processor 
sockets. They act as login nodes, as controllers for I/O and for the 
network. Each dual-core socket controls a Cray SeaStar2TM routing 
and communications chip. This has 6 links which can implement a 
3D-torus of processors. The point-to-point bandwidth is more than 
2 GB/s, and the minimum bi-section bandwidth is over 4 TB/s. 
The latency between two nodes is around 6 μs.
The storage solution consists of some 40 TB of home space, which 
will be regularly backed up, plus over 500 TB of high-performance 
work space which uses the Lustre distributed parallel file system.
Future upgrades
The scalar Phase 1 system will be supplemented during 2008 by a 
Cray vector system known as ‘BlackWidow’. This will include 28 
vector compute nodes; each node has 4 Cray vector processors, 
HECToR service is 




ACF facts and figures
The main HECToR systems will be 
accommodated in a newly-renovated computer 
room of around 300m2. However, the new 
plant room, which provides power and 
cooling, is even bigger at around 450 m2.
Continued opposite.
‘I am delighted to say that we rose to the challenge of installing the HECToR service in record time and, in 
parallel with the user support acceptance testing, passed all of the service provision acceptance tests with flying 
colours. The cost of failure for us and the UK computational science community would have been very high and 
our success is due in no small part to the efforts of EPCC staff and our colleagues at Daresbury, Cray and NAG.’  
Prof. Arthur Trew, HECToR Service Director
John Fisher 
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making 112 processors in all. Each processor is capable of 20 
Gflops, giving a peak performance of more than 2 Tflops. Each 4-
processor node shares 32 GB of memory. The storage capacity will 
also be almost doubled during Phase 1.
The next stage of the project, planned for October 2009, will take 
the peak performance up to 250 Tflops. This may be a mixture 
of next-generation scalar systems, based on quad-core Opterons, 
and BlackWidow vector systems; the balance will be determined 
following a review of users’ requirements. A third phase is planned 
for 2011.
outlook
The last few months have been an incredibly busy and challenging 
period. We are delighted to be ready to offer a user service ahead 
of schedule and are very much looking forward to the next 6 years. 
HECToR will be an excellent addition to the UK’s computational 
resources and should ensure that UK computational research 
remains world-class.
To find out more about the HECToR service, including how to apply 
for time, see: http://www.hector.ac.uk/
I am very sad to announce that John Fisher who was Head of EPCC 
User Support, died suddenly on Thursday 27th September 2007. 
His death will sadden all those who knew him throughout the UK 
computational science community but most especially those of us 
who had the privilege to work closely with him.
EPCC was a significant part of John’s working life and John was 
a significant part of EPCC. John joined EPCC as Head of User 
Support in 1994 just shortly after I had started. We have worked 
closely together throughout this time and have worked in adjacent 
offices for well over a decade. From the beginning, it was clear 
that he was an interesting individual who would bring his own 
character to the job.
When he joined EPCC, John already had a successful career in 
computing spanning almost a quarter of a century, working at 
such companies as 3L and Lattice Logic. Nevertheless, taking on 
the User Support role at a supercomputing centre was a major 
challenge. I’m sure it is no surprise to those who knew him to hear 
that he fully rose to this new opportunity. John’s time at EPCC was 
a success both for him as an individual and for the centre. His first 
role was supporting the UK’s first parallel supercomputing service 
on a Cray T3D, and he subsequently took on a similar role in the 
HPCx service.
John had been planning to retire in a year or two at the end of the 
HPCx service, but had been a major contributor to our successful 
bid for HECToR, which is based on a next-generation Cray system. 
John had put in sterling efforts over the last few months to ensure 
that HECToR was ready for service and he was happy and relieved 
when the service passed its acceptance tests less than a week before 
he died. I know he was justifiably proud of his contributions to 
this.
In all of these supercomputing services, John’s role was 
communicating with the hundreds of users from throughout the 
UK. This was a role that he was ideally suited for. His comforting 
presence and sympathetic ear made him the friendly face of 
supercomputing support in the UK for more than a dozen years. 
He moulded this role and made it his own. He will be impossible 
to replace.
Many people have commented on his humour and wit; his kindness 
and friendliness; his erudition; his calm and professional approach. 
John was a great communicator and could always find the right 
way to smooth over a problem or an unhappy user. Many people 
at EPCC will fondly remember the beautiful way he expressed his 
wit in his humorous emails on the occasion of his 60th birthday or 
when looking for volunteers to cover queries over Christmas. He 
brought light to our working lives.
John was a well-liked and highly respected colleague who made 
enormous contributions to the success of EPCC. But he was more 
than that. John was our friend; John was my friend. It is the little 
things that I will miss: being able to pop into his office at the end 
of a difficult day for a quick chat and a few kindly words; being 
able to rely on his comforting presence; his passionate and cheery 
nature. 
I had the great privilege and pleasure of working with John for this 
first part of my own working life. He has been a great support and 
influence on me and on the whole of EPCC. EPCC may never be 
the same place again but I know that I have benefited enormously 
from knowing him, and that his presence will continue to influence 
and guide us. 
I still find it hard to believe that someone who was so full of life is 
no longer with us and I keep expecting him to pop in with some 
humorous story to tell. The world is a sadder, greyer place without 
John in it but it was a privilege to know him and I am proud to call 
him my friend.
Alan	Simpson,	Technical	Director,	EPCC.

































































Single node performance 
on HPCx Phase 3 
J.	Mark	Bull,	EPCC
M e tric M in M e a n M a x C o rre la tio n
Flops per FP load/store (CI) 0.72 2.00 4.18 0.88
Floating point load/stores per cycle 0.08 0.30 0.49 0.79
Instructions per nanosecond 0.71 1.74 2.68 0.77
Percentage of instructions which are FP 21.61 54.75 88.42 0.75
Percentage of load/stores which are FP 33.48 63.98 91.60 0.66
Percentage of flops in FMAs 17.47 73.04 99.69 0.66
Level 1 cache hits per nanosecond 0.23 0.61 0.93 0.65
Level 1 cache references per nanosecond 0.28 0.66 0.95 0.61
Level 1 cache hit ratio 81.15 90.99 98.00 0.44
TLB misses per microsecond 0.03 0.27 0.80 0.04
Level 3 cache misses per microsecond 0.01 0.42 3.11 -0.02
Memory accesses per microsecond 0.004 0.39 3.11 -0.03
Level 3 cache hits per microsecond 0.09 1.24 4.44 -0.09
Level 2 cache hit ratio 91.27 96.65 99.19 -0.11
Level 3 cache hit ratio 8.72 78.23 98.36 -0.12
Level 2 cache hits per microsecond 17.81 53.99 131.17 -0.13
Table 1: Minimum, average and maximum values of 
performance metrics, and correlation coefficients of 























































































































































































The author gratefully acknowledges the assistance of the following 
people in collecting data for this study: Martin Plummer, Ian 
Bush, Andy Sunderland, and Mike Ashworth of STFC Daresbury 
Laboratory; Alan Gray, Joachim Hein, Jon Hill, Kenton D’Mellow, 
Fiona Reid, Lorna Smith and Kevin Stratford of EPCC, The 
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Figure 2: Scatter plot of floating point load/stores per cycle against 
computational intensity. The size of each circle and the number it 





































































Figure 3: Speedup resulting from enabling SMT. The results show a 
range of outcomes, from a 29% slowdown for CASTEP to a 44% 
speedup for MDCASK. The geometric mean speedup is 1.06 and 






























































High-resolution modelling of the 




Figure 1: The model domain showing the nesting 
(left) of this model (HRCS) within the Atlantic Margin 
Model (AMM). The dashed line shows the 200m 
isobath. The panel on the right shows the model 





































































Figure 2. The potential energy anomaly 
during mid-summer. This is a measure of 
summertime stratification and shows how 
much energy would be needed to mix 
the water column.






























































Figure 1: Vampir Activity Chart for specific 
MPI routines.
Figure 2: Extract from Global Timeline View 














































Figure 3a and 3b: Fine-grained 
communication pattern for 3D FFT with 
associated performance metric timeline.
High-resolution modelling continued
Figure 3. Summer mean horizontal circulation 
averaged at mid depth (20-40m). For clarity only 
velocity vectors at every 8th grid point are shown. 
The colour shading indicates current speeds and 
is from the full model results. 
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Figure 1 (far left): Performance of 
spICED on HPCx – wallclock time 
per update step for a 17,473 atom 
simulation. 
Figure 2 (left): Sputtering simulation 
using spICED. The system comprises 
17473 copper atoms making a film 
8nm thick in the y-direction and 
periodic in the x- and z-directions. A 
copper ion having a kinetic energy 
of 500eV is fired at normal incidence 
into the film. The figure corresponds to 

































































Modelling non-adiabatic processes in materials 






















































pDINAMo: an implementation of the CEID 




































Figure 3: Schematic representation of 
a nanoscale wire (nine atoms long) 
connected through two pyramidal contacts 
to semi-infinite electrodes (the electrodes 
are not shown). In a typical simulation the 
electrodes are connected to a charge 
reservoir (for instance a battery), which 


























































































































Modelling non-adiabatic processes continued
Figure 4: current-voltage (I-V) spectrum of a perfect chain. The 
chain consists of 601 gold atoms (with the atomic masses set to 
one atomic mass unit), the three central atoms being allowed 
to move. The equilibrium bond length of all atoms in the chain 
is 2.45Å. In the Figure, (a) represents the current as a function of 
applied voltage, (b) is the differential conductance and (c) the 





















B lue Gene CO mode




























The MSc in HPC:  
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Figure 23: Details of row- and columnAll-to-All communication times for N=64 on 256
processors using various virtual processor grid layouts
Figure 1. Details of 
row- and column All-
to-All communication 
times for N=64 
on 256 processors 
using various virtual 
processor grid layouts.
























Figure 1: Comparison 
of the execution time 
of LAMMPS using 
the 2048000 atom 
rhodopsin protein 
benchmark on 
XCmaster, HPCx and 
Blue Gene (Co and VN 
modes).
optimizing parallel 3D Fast Fourier Transformations 
for a cluster of IBM PoWER5 SMP nodes 
Ulrich	Sigrist	(supervisor	Joachim	Hein)
Performance analysis and optimisation of LAMMPS 


















































The figures show two-
dimensional lattice 
Boltzmann simulations of 
binary fluids (the two colours 
represent the two fluids) 
driven by shear flow. The 
different panels represent 
different Reynolds numbers, 
which can be varied over a 
wide range. The algorithm 
is highly parallel and scales 


































1. Research groups must be associated with one of the participating 
centres: BSC (Barcelona), CINECA (Bologna), EPCC (Edinburgh), 
HLRS (Stuttgart), IDRIS (Paris), SARA (Amsterdam). See the HPC-
Europa website for further information.
. To be eligible to apply for the programme, researchers must 
currently be working in one of the following countries: any of the 
7 EU member countries, Iceland, Israel, Liechtenstein, Norway, 
Switzerland or Turkey. Researchers may not visit another research 
group in their own country through this programme.
HPC-Europa: building bridges 














































































































Figure 1. Use by project for the first 5 days of the 
HECToR reliability trial, produced by the SAFE.





























































































































1–1 November, Reno, NV, USA









Fifth HPCx Annual 
Seminar











Further details and registration information can be found at:
http://www.hpcx.ac.uk/about/events/annual007/
FURTHER DETAILS
http://www.cse.scitech.ac.uk/disco/mew1    
Machine_Evaluation_Workshop@dl.ac.uk
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