Photonic crystals provide an extremely powerful toolset for manipulation of optical dispersion and density of states, and have thus been employed for applications from photon generation to quantum sensing with NVs and atoms [1, 2]. The unique control afforded by these media make them a beautiful, if unexplored, playground for strong coupling quantum electrodynamics, where a single, highly nonlinear emitter hybridizes with the bandstructure of the crystal. In this work we demonstrate that such hybridization can create localized cavity modes that live within the photonic bandgap, whose localization and spectral properties we explore in detail. We then demonstrate that the coloured vacuum of the photonic crystal can be employed for efficient dissipative state preparation. This work opens exciting prospects for engineering long-range spin models [3, 4] in the circuit QED architecture, as well as new opportunities for dissipative quantum state engineering.
Our device consists of 14 unit cells, each of which contains two coplanar waveguide (CPW) sections with different lengths and impedances Z ( lo = 0.45 mm, hi = 8 mm and Z lo = 28 Ω, Z hi = 125 Ω). These parameters are chosen so that the band edge is within our measurement window (4 − 10 GHz) and that the bare photonic crystal has a smooth spectrum. The dispersion relation can be calculated using transfer matrices and is given by 2 cos(ω c lo /v p ) cos(ω c hi /v p ) − (α + 1/α) sin(ω c lo /v p ) sin(ω c hi /v p ) = 2 cos(k( lo + hi )) (1) where v p is the phase velocity in the waveguide, k is the Bloch wave vector in the Brillouin zone and α = Z hi /Z lo is the impedance asymmetry. Based on the electric field distribution (Bloch wavefunction), we have purposely placed a transmon qubit in the center of one unit cell in the middle of the device. This makes the qubit optimally coupled to the second photonic band. Consequently, only this band is taken into account and a quadratic dispersion relation E = ω 0 + α(k − k 0 ) 2 is further assumed. Our device parameters yield ω 0 = 7.7 GHz. The complete device image is shown in Fig. 1 . It is anchored to the base stage (15 mK) of our dilution refrigerator and connected to a typical 50 Ω measurement chain. The Hamiltonian of the whole system can be written as
Where ω q , ω k are the frequencies of the bare qubit and the electromagnetic mode with wave vector k. a † k (σ + ) and a k (σ − ) are the mode (qubit) raising and lowering operators. We have ignored other dissipation channels of the qubit and have also performed a rotating wave approximation. In the single particle spectrum, there exists a polariton state within the band gap with the eigenenergy ω b given by the root of the equation
We have already assumed that g k ≈ g for all wave vector k, which is valid in our device design. The solution in the band-gap always exists no matter how far the bare qubit frequency ω q is detuned from the band edge ω 0 . In real space, the photonic part of this polariton state is exponentially localized around the qubit (hence the bound state) with the localization length L given by the penetration depth L = √ α/ (ω 0 − ω b ). The qubit component of this state can be computed to be P q = 2(ω b − ω 0 )/(3ω b − ω q − 2ω 0 ), therefore this state is mostly qubit-like deep within the band-gap while it is mostly photon-like close to the band edge.
In an infinite photonic crystal, this bound state can result in permanent light trapping [12] in photonic transport. However, in our finite system the size of which is comparable to L, it is a leaky bound state with a finite spectral linewidth γ. It can be shown that [25] γ is proportional to the overlap of this state's wavefunction with the externally coupled waveguide γ ∼ e −d 0 /2L , where d 0 is the physical length of the device. When probed with a weak signal, this state assists photonic transport within the band-gap; hence, we observe a Lorentzian transmission peak centered at ω b . As the bare qubit frequency ω q is tuned closer to the band edge, the bound state has a larger localization length and thus carries a larger linewidth.
We measure the bound state linewidth γ and exponentially fit the data to the calculated inverse localization length 1/L (Fig. 2(b) ). This yields the effective device length d f it to be 146 mm, in agreement with the length of the whole device d 0 = 126 mm. To further validate the above theoretical model, we focus on the cases where the bare qubit frequency is completely within the band. In Fig. 2(a) , we observe that the bound state peak below the band edge persists while the input signal at the bare qubit frequency is completely reflected due to destructive interference [19] . Now we can extract ω q , ω b and fit the data to Equation (3) . Note that when the bare qubit is resonant with the band edge, the predicted energy shift is
h and P q = 2/3. We use ∆/2π as the fitting parameter instead of g so that we can then define the strong coupling regime as ∆ κ, where κ characterizes the steepness of the band edge. In our device, the best fit yields ∆/2π = 250 MHz while κ/2π ≈ 26 MHz (see supplement).
Unlike harmonic defect states, this bound state can be used to control quantum transport within the band-gap. We achieve this by taking advantage of the anharmonic multilevel structure of the transmon qubit (anharmonicity E c /2π = 385 MHz). We tune the bound state deep into the gap ω 0 − ω b ∆, resonantly pump it with Rabi rate Ω p and apply another weak tone to probe the transmission. In the limit of Ω p γ, we observe in Fig. 3 (a) four extra transmission peaks due to the appearance of Rabi sidebands and an Autler-Townes (AT) splitting of ω 12 while the bound state peak is strongly suppressed. The AT splitting arises due to the Rabi splitting of the |1 ↔ |2 transition. Furthermore, the AT splitting doublet has a much larger transmission amplitude than the Rabi sidebands. Similarly in Fig. 3(b) , when the pump tone is resonant with the second transition ω p = ω 12 , we only observe the AT splitting of ω 01 , also known as electromagnetically induced transparency (EIT) of a single atom. Here the EIT effect is revealed in the suppression of transmission at ω 01 within the band-gap.
These observations are attributed to the coupling of the laser-dressed states with the photonic crystal and their different steady state populations. Essentially, a photon can transmit through the band-gap only if the resonant dressed state transition |ν, N ↔ |µ, N + 1 is strongly coupled to the waveguide and not population inverted, ρ νν > ρ µµ , where |ν, N or |µ, N + 1 indicate laser-dressed states. This result can be approximately arrived at by assuming linear response and using a transfer matrix technique [1] . In a dispersionless waveguide, the transmission coefficient of a driven transmon can be simplified as [27] ,
Where η is a positive quantity of the order of unit. Combining this with transfer matrices of the perodic waveguides takes into account all quantum inference effects associated with the Bragg reflection and allows us to get the total transmission coefficient t. We see that the probe signal is amplified (attenuated) when the population is inverted (not inverted) in a normal waveguide, while the opposite is true within the photonic band-gap. For instance, in Fig. 3 (a) near the bound state frequency ω 01 , when Ω γ, equivalent to the undriven case, t q ≈ 0 and r q ≈ −1 yielding t ≈ 1. While for Ω γ, the corresponding dressed states are almost equally populated and according to Eq. 4, t q ≈ 1 and r q ≈ 0 resulting in t ≈ 0. These calculations yield good agreement, and show quantum transport within the band-gap can indeed be coherently controlled with an external drive (see supplement).
Laser-dressed states can even hybridize with the photonic crystal and form doubly dressed states, just as a single photon bound state is formed when a bare qubit is tuned near the band edge. Though being a archetypal quantum optics model, analytical treatment of resonance fluorescence near the band edge is not available [28] . We present an experimental examination of the driven dynamics as we tune the bound state closer to the band edge. In the pump-probe experiment in Fig. 4 (a), we observe that when one sideband gets close to the band edge it splits into two resonances, including a peak within the band-gap and a dip within the band. This level splitting (∼ 90 MHz) is weaker than the direct coupling between the qubit and the photonic crystal ∆ (see supplement). This spectral information underlies the non-Markovian light emission dynamics, i.e. the emitted light at the sideband can be reflected back by the photonic medium and re-absorbed by the qubit.
The deep transmission dip around the upper sideband can be interpreted as dressed state cooling which means that the qubit is dynamically pumped into one specific quantum state. Ignoring the band edge effect and higher transmon levels, the reduced dynamics of the qubit can be described by the following master equation (see supplement)
Here the decay rates at Mollow triplets, γ 0,± , are proportional to the local photonic DOS.σ z,+,− are Pauli matrices in the dressed state |± = 1 √ 2 (|0 ± |1 ) basis. It is clear that the steady state population of the dressed state |− is ρ −− = γ + /(γ − + γ + ). As a result, the qubit will be polarized to the |− state if the upper sideband falls in the photonic band while the lower sideband falls in the band-gap (γ + γ − ). In the pump-probe experiment shown in Fig. 4(b) , we see that the probe signal at the upper sideband can be suppressed by almost an order of magnitude. According to the linear response theory introduced above, this directly indicates dressed state inversion ρ −− ρ ++ . However, the inversion is not perfect due to occupation of higher transmon levels. Compared to a previous reservoir engineering scheme in which a similar effect is demonstrated [29] , here only one external drive is required and the effective dressed state cooling is completely caused by the strong asymmetry of the DOS in the photonic crystal. This mechanism can be used to stabilize an arbitrary state on the Bloch sphere by detuning the drive from the qubit. Future versions of the device can purposely incorporate a defect cavity mode to assist dispersive readout of the qubit state. Furthermore, this can be directly generalized to the many-qubit case where a dynamical quantum phase transition would be observable and highly entangled many body states can be stabilized [14, 15] . Also, by engineering the coupling of the qubit with multiple bands, a potential wideband dressed state laser and amplifier can be envisioned.
To conclude, we have experimentally investigated strong coupling quantum electrodynamics in a photonic crystal. We have observed the single photon bound state and have investigated quantum transport phenomena in the linear regime within the photonic band-gap. In the future, low noise amplifiers can be integrated to study quantum correlation effects in coherent multiphoton transport. The concept can be generalized to a three dimensional architecture using machined waveguides. The superconducting qubit can be replaced by collective excitation of spin ensembles in materials like diamond [30] or yttrium iron garnet [31] . In this way, the ultrastrong regime may be reached. Finally, this provides a platform for studying spin-models with coupling mediated by overlapping photonics bound states [3, 4] , with built in initialization through reservoir engineering.
Methods
The photonic crystal was made using standard optical lithography and dry etching techniques from a 200nm Nb thin film on a 10 mm × 10 mm sapphire substrate. The pair of Josephson junctions of the transmon qubit were made using Dolan bridge technique and evaporated with aluminum.
The whole device is packaged in a printed circuit board, wire bonded and anchored at the base plate (15 mK) of our dilution refrigrator. An external solenoid magnet is used to apply magnetic field across the SQUID loop of the qubit. 
Supplementary material 1 Single photon bound state calculation
Here we show the derivation of the eigenenergy of the single photon bound state within the band gap. The Hamiltonian of our system is
The number of excitationN = σ z /2 + B.Z. a † k a k is a conserved quantity in our model. So in the singleexcitation manifold, the eigenstate is in the form of |φ b = cos θ |0 |e + sin θ B.Z. dkc k a † k |0 |g and the eigenstate equation is H |φ b = ω b |φ b . This yields
To get an analytical result, we further make two assumptions: the coupling is independant of wavevector g k ≈ g and the dispersion is quadratic
Then extending the integral limits to infinity and performing the integrals yield the following results:
Thus, the photonic part of the wavefunction |φ b is B.Z. dk
By performing a fourier transform a k → a x and approximate the Bloch wavefunction ψ k (x)e ikx with ψ k0 (x)e ikx , we get the photonic part of the wavefunction is in the following form:
where λ is the penetration depth defined as λ = √ α/ (ω 0 − ω b ). The means that photonic part of this polarition state is exponentially localized around the qubit, hence this is often called single photon bound state.
Band structure and tranfer matrix technique
We first analyze the mode structure (Bloch wavefunction) of an infinite microwave photonic crystal (PhC). It can be obtained by solving the following wave equations for the periodic structure. This calculation leads to the choice of the qubit's position, the midde of the unit cell, for maximal coupling with the second band. Here l(x), c(x) are the inductance and capacitance per unit length, leading to the following wave equation
Here
is the phase velocity and
c(x) is the characteristic impedance. Z c (x) is periodically modulated by changing the center pin and gap widths of the coplanar waveguide. This 1D wave equation can be solved using standard fourier transform technique assuming V k (x) = Σ n C n (k)e i2nπx/d+ikx and 1/Z c (x) = Σ m η m e i2mπx/d . Then the algebraic equation can be solved numerically. The results are shown in Fig. S1 .
To simulate the transmission of our device with a finite number of periods, the transfer matrix (also called ABCD matrix in microwave engineering literature) technique can be employed. The ABCD matrix of a section of coplanar waveguide with characteristic impedance Z can be written as
Then the ABCD matrix for one unit cell is M unit = M Z hi M Z lo . The ABCD matrix for an atom in the single photon regime [1] is given by:
Here γ(ω a ) is the decay constant in a normal waveguide with characteristic impedance Z c . This constant is set by the coupling strength between the qubit and the waveguide. To maximize this coupling, one capacitor island of the transmon qubit is fabricated very close (2µm) to the center pin of the waveguide. In the simulation shown in Fig. S2 , we have assumed that γ(ω a ) is constant for all ω a . The ABCD matrix for the whole device can then be written as M = (M unit ) N × M a × (M unit ) N and the transmission coefficient can then derived. The explicit expression is too cumbersome to be presented here, so instead we give the numerical results.
Nonlinear response and comments on multiphoton bound states
Neither of the previous theoretical approaches can be easily generalized to the nonlienar regime. A few very recent theoretical studies have used variational ansatz and numerical methods to prove the existence of multi-photon bound states [3, 4] . We did not observe a direct signature of these multiphoton bound states in our experiments. As we increase input power, the bound state assisted transmission coefficient decreases accompanying with supersplitting. The supersplitting doublet appears due to saturation of the twolevel system and does not correspond to multiphoton transitions. We think that the absence of multiphoton resonances can be attributed to insufficiently strong coupling and relatively large bandwidth of the single photon bound state. The Mollow triplet structure and Autler-Townes splitting clearly shows the quantum nature of this state within the band-gap. Incorporation of low noise amplifiers in the future may reveal multitphoton effects in correlation measurements.
