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Abstract
Turbulence in the Interstellar Medium
May 1999
Christopher M. Brunt, B.Sc, University of St. Andrews, Scotland
Ph.D., University of Massachusetts Amherst
Directed by: Professor Mark H. Heyer
The multivariate technique of principal component analysis (PCA) is a powerful
statistical tool with which to describe spectral line imaging observations of the
molecular interstellar medium. In particular, as formulated by Heyer & Schloerb
(1997), PCA can retrieve statistical information about the velocity fields within
the interstellar gas. However, the nature of the transformation of the intrinsic
velocity field onto an observable velocity axis is extremely complex if the velocity
field is macroturbulent. In this work, PCA is used to show that interstellar velocity
fields are characterized by stochastic fluctuations on all measurable scales (ie are
macroturbulent) and to obtain a quantitative measure of the turbulent velocity
dispersion as a function of scale. To relate the measurable statistical information to
intrinsic velocity field statistics, an ensemble of artificial density and velocity fields
are translated onto the observational domain, utilizing non-LTE radiative transfer
calculations. The intrinsic statistical properties of these fields are well-defined and
accurately known, which allows the retrieved information to be calibrated to the
intrinsic information. Additional results dealing with the instrumental noise and
telescope beam-smearing effects on the PCA method are derived and demonstrated.
An application of the reformulated method is carried out on an ensemble of outer
Galaxy molecular spectral line imaging observations to obtain the first calibrated
measurements of interstellar cloud velocity fields.
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Chapter l
Introduction
1.1 Interstellar Turbulence
The interstellar medium is an extremely challenging system to understand.
The challenge is twofold. Many competing physical processes, including
turbulence, self-gravity, magnetic fields and a wide range of energy inputs
operating at diverse scales ensure that a theoretical physical model of the
interstellar medium will be hard won. Secondly, biasing, compression and
non-linear re-ordering of relevant physical fields into (extremely) remotely-sensed
observable radiation fields ensures that physical information needed to constrain
theoretical models is difficult to obtain.
It is generally thought that turbulence is the dominant process driving the
evolution of the interstellar medium. Turbulent motions provide overall dynamical
support, while at the same time creating the complex structures observed in the
interstellar medium and generating sufficiently large density enhancements, with
the associated energy dissipation, that enable stars to form. Understanding the
nature of interstellar cloud motions - how they are generated, and how they are
sustained or dissipated - is central to the problem of understanding the processes
by which stars are formed. Preceding any understanding is the requirement that
meaningful statistical measures of the dynamical state of the ISM can be obtained
from observations.
Theoretical descriptions of turbulence are, for most part, statements about the
properties of the velocity field. Since the details of turbulent flows are
unpredictable, these statements focus on describing statistical correlations in the
velocity field. A descriptor of fundamental importance is the scaling exponent 7 ,
which quantifies the dependence of turbulent velocity dispersion (*.) on the scale
(L) over which it is measured
: av oc V\ Theoretical predictions of 7 can be
obtained under idealized circumstances, such as in the incompressible energy
cascade model of Kolmogorov (1941) which gives 7 = 1/3. When the effects of
compressibility are taken into account, as is required for the interstellar medium, 7
can be increased to up to 7 = 0.5 (Moiseev et al 1981, Kadomtsev k Petviashvili
1973). If magnetic fields are included in a similar cascade-based derivation, this
yields 7 = 0.25 (Kraichnan 1965). If the velocity field is strongly coupled to the
magnetic field, then this predicts 0.25 < 7 < 1 depending on the strength of the
coupling (Grappin et al 1983). Hence, knowledge of 7 can yield information about
the physical state of the turbulence. This exponent is also a crucially important
factor in determining the scale-by-scale energy balance of the interstellar medium.
Two methods by which observational estimates of the exponent 7 can be
obtained from spectral line imaging observations of the molecular phase of the
interstellar medium are "cloud-finding" decompositions and autocorrelation
function/structure function analyses of centroid velocity fluctuations. Underlying
all observational methods by which velocity field statistics are measured is the
assumption that the retrieved information can be directly related to the properties
of the intrinsic velocity field. These methods are tried, but untested. There has, to
date, been no demonstration that any of these methods can reliably provide
unbiased measurements of internal molecular cloud velocity fields from radiation
temperature (TR (x,y,vz )) measurements.
The operational problem of retrieving dynamical information is simply stated :
the observable radiation fields lie on a fundamentally different basis than the
intrinsic physical fields. Both real interstellar clouds and theoretical interstellar
clouds are described by the dependence of the physical fields of velocity (v(x,y,z)),
2
density (p(x,y
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z)), temperature (T(x,y,z)) etc on the spatial coordinates x,y,z.
Observable radiation fields (Ta (W.)) are retrieved on the bas1S of projected
position on the sky (x,y) and the Doppler-shifted line of sight velocity (v2 ).
Moreover, the radiation temperature field is an extremely complicated convolution
of velocity, density, temperature and optical depth structure along the line of sight.
Of fundamental importance, however, is the transformation of the field of interest -
the velocity field
- into an axis over which the emission is distributed. If the
velocity field is turbulent, involving multiple non-local recorrelations along the line
of sight, then this transformation is highly non-linear and involves extremely
complicated re-ordering of the cloud.
A recent development due to by Heyer & Schloerb (1997), hereafter HS97, is
the use of the multivariate technique of principal component analysis (PCA) for
disseminating information contained in spectral line imaging observations of the
molecular phase of the interstellar medium. PCA is a general statistical tool (eg
Murtagh k Heck 1986) that is designed to identify orthogonal sources of variance
in data.
As formulated by HS97, PCA generates a sequence of orthogonal
decompositions ("principal components") of imaged molecular line data. Each
principal component contains a separate spectroscopic structure, with
characteristic velocity scale AV, and spatial structure, with characteristic spatial
scale 6. HS97 found very tight relationships of the form AV oc 6a for several giant
molecular clouds, with a ~ 0.5. This is the third method developed with which
dynamical information can be retrieved from spectral line imaging observations of
the molecular ISM.
The statistical power of PCA makes this a very promising scheme but one
which has little theoretical support to date. The PCA method does not require
any input definition of cloud or clump, and makes use of the full three-dimensional
3
information, which autocorrelation function analysis does not. However, any
decomposition^ scheme that works on three-dimensional (2D spatial; ID
spectroscopic) information must necessarily be compromised by the non-linear
re-ordering of the line of sight axis by the velocity field. Due to the early stage of
development of this method, the relationship of a to any intrinsic velocity field
statistics (ie 7) is essentially unknown.
Both observations and numerical simulations of the ISM are now of sufficient
spatial dynamic range that meaningful comparisons can be made between them,
provided that both can be translated onto the same domain. The biasing,
compression and re-ordering of already complex information during the process of
observation is arguably as complex as the intrinsic clouds themselves. It is the
responsibility of observers to attempt to state their results in terms of
theoretically-predictable quantities, and, similarly, it is the responsibility of
theoreticians to state their results in terms of observationally-accessible quantities
- a rare occurrence for the dynamical properties of the molecular ISM.
The work contained in this thesis is concerned with the crucial middle ground
between theoretical molecular clouds and observed molecular clouds. Using a
variety of simulated observations of the molecular ISM, a thorough testing of the
mechanics of the PCA method is carried out, and a preliminary calibration of the
method (ie of a to 7) to a data-motivated physical model is achieved. The
simulated observations themselves provide insight into the type of analysis needed
to reliably recover intrinsic information from molecular line imaging observations.
The structures in the simulated observations are complex, but actually have simple
model inputs that are statistically well-defined, and comparable to the retrieved
information. An important result is that the velocity field is an important, if not
dominant, observational structuring agent.
4
To understand the information that is accessible by PCA, several simplistic
test cases are demonstrated prior to the fnll thorough testing, in order to narrow
down the wide range of possible parameter space. Additionally, in order to
establish the basic groundwork of the PCA method, two operational results are
established. Firstly, the technique of "autocorrelation function flat fielding" to
minimize instrumental noise biases is developed and applied, since autocorrelation
is a major element of the PCA method. Secondly, useful results concerning the
estimation of autocorrelation functions at finite resolution, including beam
smearing by radio telescopes are obtained and applied. Following the testing and
calibration, the PCA method is applied to an ensemble of molecular cloud
observations, to obtain the first calibrated measurements of turbulent velocity field
statistics in the interstellar medium. The derived values of 7 are compared to
those predicted by theoretical models and hydrodynamical simulations of the
interstellar medium.
The calibration of the PCA method is the first attempt to relate intrinsic
velocity field statistics (7) to an observable measure (a). Additionally, the
reformulation of the method, incorporating the instrumental noise and
beam-smearing corrections, ensures that robust measurements of a can be
obtained which provide constraints to observed hydrodynamical simulations
independently of the assumptions of the modeling. There is much more
information available from PCA than the calibrated measurements investigated
here, and many future directions are summarized in the final chapter.
5
Chapter 2
Introduction to Principal Component
Analysis
2.1 Introduction
This is a preparatory Chapter, which introduces principal component analysis
(PCA). In particular, the formulation of Heyer & Schloerb (1997) (HS97) is
demonstrated as a statistical tool for decomposing spectral line imaging
observations of interstellar gas emission. A more general introduction to PCA can
be found in Murtagh & Heck (1993).
The goal of this thesis in general is to test and calibrate the PCA method of
retrieving dynamical statistical measures of molecular clouds. This is not a simple
measurement to make. Since "real" molecular clouds do not exist on the same
basis as that on which they are observed, direct measurements of the velocity field
(or any field) cannot be made. The observable radiation temperature (T(x,y,v2 ))
obtained from spectral line imaging observations is an extremely complicated
convolution of many factors along the line of sight (density, temperature, velocity
structure, optical depth...) To isolate information about the velocity field from
such data is challenging.
Extant widely-used measurement techniques for obtaining dynamical
information from spectral line imaging observations are of two forms.
Clump-finding techniques (Stutzki & Gusten 1990) are based upon the a priori
definition of "structure", but make use of the full three-dimensional information.
These techniques yield dynamical information via the relationship between clump
size (R) and clump linewidth (AV). Autocorrelation function/structure function
analysis (Kleiner 1985, Hobson 1992, Kitamura et al 1993, Miesch & Bally 1994) is
typically carried out on projected centroid velocities, which drastically reduces the
available information. A three-dimensional version has been applied (Perault et al
1986), but such a measure is difficult to interpret. PCA combines the attractive
characteristics of both these methods, requiring no definition of structure, but
utilizing the entire information.
However, underlying all three of the observational methods discussed above is
the unstated assumption that the retrieved information can be directly related to
intrinsic velocity field statistics. These methods are tried, but untested. There has,
to date, been no demonstration that any of these methods can reliably provide
unbiased measurements of internal molecular cloud velocity fields from radiation
temperature (T(x,y,v)) measurements.
If the velocity field is turbulent then clump-finding is not necessarily finding
intrinsic "clumps", however defined, due to the non-linearities of the observational
transformation. There are suggestions (Falgarone et al 1994, Dubinski et al 1993;
see also appendix A here) that the velocity field is a substantial, if not dominant,
observational structuring agent, involving blending on all scales. Already there are
indications that even very large scale cloud finding is yielding ambiguous
information, since Adler & Roberts (1992) find an entirely spurious size-linewidth
relation of A V ~ R0 58 arising from emission blending in their model of clouds in
the rotating (inner) Galactic disk. This type of problem is likely enhanced within
more continuously-distributed emission.
Correlation-based measures are supported by a large body of theoretical work
(Spicker k Feitzinger 1988b, Scalo 1987, Kleiner 1985), and provide the most
direct measurements of velocity fluctuations within molecular clouds. However, the
possible biasing of and certain loss of information is a limiting factor for these
schemes. In many cases, emission lines are multiply-peaked and/or asymmetric,
7
and none of this information is directly accessible from the projected centroid
velocity field.
The drawbacks of the HS97 PCA method are the early stage of development,
which makes the retrieved information open to interpretation, and the lack of
continuous-scale information (see the examples below).
In the next Section, the PCA method is introduced, and in Section 2.3 several
very simplified instructive examples are given. These are used to establish the
result that molecular clouds contain large-scale stochastic motions -
macroturbulence
- incorporating most, if not all, of their spatial extent. This idea
is supported by the success of macroturbulent radiative transfer models (Baker
1976, Martin et al 1984, Albrecht k Kegel 1987, Kegel et al 1993, Park & Hong
1995).
2.2 Principal Component Analysis
Imaged spectroscopic data can be represented in more than one way. The
redefinition of the radiation temperature (T(x,y,v)) structure by principal
component decomposition yields information in separate, but coupled, velocity (v)
and spatial (x,y) components.
Given an imaged spectroscopic observation, of spatial extent n^ x ny pixels,
with p spectroscopic channels along each line of sight, the T(x,y,v) data can be
represented as an n x p matrix X :
Xl3 = T(vhVj ) -
fc=i
for i = 1, n and j = l,p, and with n = nx x ny and where ri=(xf,yi ) denotes the
spatial coordinate of object i. The matrix X is thus constructed by subtracting a
mean (<T>(j)) at each spectroscopic channel j=l,p.
The projection (b) of the data (X) onto an arbitrary axis (u) is given by
b = Xu. PCA is designed to find the set of orthogonal axes u on which the
projection of the data has a maximal variance. For PGA, this requires maximizing
the expression :
p p p
J=l fc=l j=l
for i=l,p and subject to the requirement of orthogonality, which may be
conveniently extended to orthonormality
:
p
J2 uk3 uij = sk i
The matrix Sjk is the covariance matrix :
1
n
" i=l
In practice, the solution for u is obtained by solving the eigenvalue equation :
Su = Au
From this, we obtain p eigenvectors, uy, labeled l=l,p defined at each
spectroscopic channel j=l,p. Associated with each eigenvector is an eigenvalue X
t
.
The normalized eigenvalue :
measures the fraction of the variance contained within the Zth "principal
component" (PC). It is therefore useful to rank (re-order) the PCs according to
their eigenvalue, from largest to smallest. Note that, with the above
decomposition, no spatial information is contained within the eigenvectors. The
ordering of the spatial part of the matrix X is in fact arbitrary. The eigenvectors
Uij are purely spectroscopic - and trace the (ordered) sources of variance in the
ensemble of observed line profiles. From the data (X) and the eigenvectors uy, a
series of associated eigenimages can be constructed :
p
3=1
The Zth eigenimage is the projection of the data onto the Ith eigenvector, and is
purely spatial - in fact it is equal to a velocity-integration of X(x,y,v) that is
9
weighted at each channel by the value of the appropriate eigenvector. Hence PCA
decomposes the data, respective of the (ordered) sources of variance in T(x,y,v),
onto coupled spectroscopic vectors and spatial images.
A convenient aspect of PCA is that if the instrumental noise in the input
spectra is normally-distributed, then the noise in the projected eigenimage is
similarly normally distributed :
J =1 3=1
which, on recalling the orthonormality of u gives :
crfin) = a\Xl3 )
Note that this holds at each spatial position i.
In principle, any set of orthogonal functions could be used in place of the
eigenvectors m, such as a set of orthogonal wavelets. However, PCA has the
desirable feature that the eigenvectors are defined by the structure of the data.
2.3 Examples of Molecular Cloud Decompositions
Before proceeding, it is useful to provide an example of such a decomposition.
Figure 2.1 shows the PCA decomposition of a 12CO T(x,y,v) data cube of the W3
region taken from the FCRAO Outer Galaxy Survey (Heyer et al 1998). The first
eigenimage is similar to the integrated intensity of the data, and it is associated
with the first eigenvector - which is (approximately) the mean spectrum. Hence,
PCA associates the global spectrum with the integrated intensity. The second
eigenvector traces the two velocity components that are visible in the mean
spectrum - and the eigenimage associated with this traces the two well-known
"arms of the horseshoe" in W3. Note that the oscillatory nature of the
eigenvectors effects a differencing operation on each spectrum, yielding a positive
or negative residual in the eigenimage depending both on the spectroscopic
10
4v (channels)
Figure 2.1. Example of PCA decomposition, showing the first six eigenvectors for
the W3 molecular cloud, with the corresponding eigenimage directly below each one.
centroid and structure of a given spectrum. Subsequent eigenvectors, consistently
tracing narrower and narrower velocity intervals, project the data onto
eigenimages showing smaller- and smaller-scale structure. This structure is
flocculent, and typical of molecular cloud decompositions by PCA.
A second example is given below in Figure 2.2 obtained from 12CO emission
from the S156 molecular cloud, also in the OGS. Similar eigenimage structure is
seen in this example. See also a third example for NGC7538 given in Chapter 4.
1 I
The flocculent eigenimage structure extends beyond the displayed
all these fields.
components for
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Figure 2.2. Eigenvectors, labeled by the principal component number (/), with the
associated eigenimage directly below each one for the SI 56 molecular cloud.
Several simple demonstrations are given in the next Section that investigate
what type of signatures are expected for a variety of intrinsic velocity fields.
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2.4 Diagnosing Velocity Fields with Principal Component Analysis
In this Section, the characteristic PCA signatures of several simple velocity
fields are demonstrated. These include
: shear, "rmcroturbulence", a combination
of shear and "microturbulence",
"sub-cloud macroturbulence" and global
macroturbulence. It is important to gain a basic overview of the information
accessible via the PCA method, and simple tests on easily-understandable
structures are of great value.
The "cloud" for these demonstrations has a three-dimensional density field
that is distributed (spatially) as a Gaussian fall-off from a central peak, located at
the center of a cube of 128 x 128 x 128 pixels. The coordinate labeling of the cube
(x,y,z) has z as the line-of-sight axis, with x,y as the horizontal and vertical
directions respectively. The center of the cube is (x,y,z) = (0,0,0); all distance
scales below are reported in pixel units. The absolute scaling of the model
"clouds" used in this Section is arbitrary, since we are only interested in exploring
characteristic structures identifiable by PCA. The velocity fields are assigned a
physical unit, but this should be taken as only relevant when referred to the
spectroscopic channel width.
To this cloud, we assign a series of velocity fields. The sheared velocity field is :
vz (x,y,z) = lkms~ l x/64
The "microturbulent" velocity field is a cube of Gaussian noise which has been
filtered to generate correlations on scales of less than ~ 4 pixels, and be
uncorrected on scales above this. The label "microturbulent" is simply used to
indicate that the scale-length of the velocity fluctuations is significantly less than
the size of the cloud. (This is not truly "microturbulent" in the standard sense, but
contains a "test correlation".) The global standard deviation of the microturbulent
field is 0.25 kms-1
,
and there is no preferred direction to the correlations. A
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combination (addition) of shear and "microturbulence" is also demonstrated.
Example cuts through these three velocity fields are shown in Figure 2.3.
-50 0 50
x (pixels)
50 0
-50 0
Figure 2.3. Example one-dimensional cuts through the sheared (S), microturbulent
(M), and combination (S+M) velocity fields.
Each of these three velocity fields is translated onto an observational basis by a
simple density-weighted transformation, with no excitation or optical depth
considerations. A narrow Gaussian emergent line profile, centered on vz (x,y,z) has
been applied to each pixel. The spectrometer channel width is 0.05 kms-1
.
Example position-velocity cuts from these extremely-idealized observations are
shown in Figure 2.4.
PCA has been applied to each of these three observed clouds. The first six
eigenvectors and eigenimages for the sheared velocity field observation are shown
in Figure 2.5. The first eigenimage is somewhat flattened along the x-direction due
to the edges of the cloud having centroid velocities outside the velocity interval
traced by the first eigenvector, which accounts for the typical line profile in the
cloud. The second PC accounts for the fact that the cloud is receding for x > 0
and approaching for x < 0.
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V (km/s)
Figure 2.4. Example position-velocity plots for the observed sheared (S), microtur-
bulent (M), and combination (S+M) clouds.
Since the centroid velocity varies systematically with x, and the cloud is not as
a whole receding or approaching on either side of x = 0, the first two PCs are not
sufficient to describe the observed structure of the cloud. Consequently, the
subsequent eigenimages develop a persistent banded structure, with decreasing
characteristic scale, as further approximations to the linear gradient are made.
This is qualitatively similar to attempting to fit a linear gradient with sine waves.
The sheared cloud example is very similar to the rotating cloud example given in
HS97.
The first six eigenvectors and eigenimages for the microturbulent velocity field
observation are shown in Figure 2.6. The first eigenimage in this case is spherically
symmetric, since there is no tendency for the edges of the cloud to be
15
PC 1
1J
- PC 4
i
1
Figure 2.5. Eigenvectors and eigenimages for a sheared cloud.
systematically spectroscopically offset (with a preferred direction) from the mean
centroid velocity of the cloud. Over the velocity interval traced by the second
eigenvector, the profiles are only spatially variable over the typically small scales
traced by the second eigenimage (cf. Figure 2.3). Recall that the velocity field of
this cloud is not " microturbulent" in the typically understood sense, but does in
fact contain resolved spatial correlations. The HS97 paper shows that a truly
microturbulent cloud (having no macroscopic velocity correlations) yields only one
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Principal component that contains spatially-resolved eigenimage structure. Spatial
variab.lity of the subsequent eigenimages is confined to the pixel scale.
The first six eigenvectors and eigenimages for the sheared microturbulent
velocity field observation are shown in Figure 2.7. Here, the second PC can still
discern the linear shear gradient but at the smaller scales traced by the later PCs,
"turbulent" velocity fluctuations of comparable magnitude to the linear gradient
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exist, and large-scale eigenimage structure caused by systematic profile differences
is washed out. The dominance of the turbulent fluctuations on the smallest scales
is reflected in the small-scale structure of the projected eigenimages for the later
PCs (cf. Figure 2.5).
However, for the microturbulent field there is no further structure beyond the
second PC, in contrast to the real molecular clouds, which are characterized by an
18
extended sequence of such flocculent eigenimage structure, which eventually
merges into the instrumental noise contained in the higher I PCs.
The distinction between systematic and turbulent gradients becomes blurred if
the turbulent fluctuations occur on scales approaching or exceeding the size of the
cloud. The same experiment as above was carried out for a globally
macroturbulent cloud, with the Fourier space energy spectrum E(k) oc k^, with
P =5/3. ("Kolmogorov turbulence"). This was obtained by filtering Gaussian
noise to the appropriate power law slope in Fourier space (see eg Voss 1988), to
generate velocity correlations on all scales. A similar method was used by
Dubinski et al (1993) to generate synthetic emission line profiles. A more detailed
description of the statistical properties of this type of field is given in Chapter 3.
The mean velocity fluctuation depends on scale R as AV ~ R1/3 for this field, and
the global standard deviation is set to Onions" 1
. Representative position-velocity
plots for this velocity field are shown in Figure 2.8.
-10
Figure 2.8. Example position-velocity plots for the macroturbulent cloud with
0 = 5/3.
The first six eigenvectors and eigenimages for the macroturbulent {(3 — 5/3)
velocity field observation are shown in Figure 2.9. In this case, coherent line profile
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differences exist on all scales. However, these differences are stochastic, and not
ordered as the sheared example is. The signature of snch a macrotnrbulent field is
floccnlcnt eigenimagc strnctnrc in all eigenimages (cf. Fignrc 2.6). Note that the
first eigenimagc contains strnctnrc similar to that expected for a linear gradient,
dne to a probabilistic anisotropy in the turbnlent field. The flocculent structure, as
for the examples given in Section 2.3, continues beyond the sixth PC.
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We can also ask whether velocity fluctuations need extend over all the cloud to
generate such structure. To test this, a 0 = 5/3 velocity field was again generated,
with the filtering only applied for wavenumber k > 4 (up to 1/4 the size of the
data cube, but a larger fraction of the FWHM of the "cloud"). At k < 4, the
energy spectrum was flat. The first six eigenvectors and eigenimages obtained from
the observation of this velocity field observation are shown in Figure 2.10. In tins
case, the 2nd eigenimage is structured on smaller scales than that of the globally
macroturbulent case. This suggests quite strongly that the turbulence in molecular
clouds extends over all scales. Note that inducing substructure to this Gaussian
cloud will have the effect of reducing the scales over which coherent density
structure can trace the velocity fluctuations, and a cloud will look somewhat less
globally-turbulent than it really is. The prospects of this are discussed below, and
investigated in the next Chapter.
Finally, simply for interest, a collapsing cloud has also been examined in the
same way as the examples above. The velocity field in this case is directed radially
inward at a constant value of 1 kms" 1 . The projection of this velocity field onto
the line-of-sight (z) axis, coupled with the density field used previously, has been
used to generate an observation of this collapsing cloud. The PCA decomposition
of the resulting observed cloud are shown in Figure 2.11. The first eigenvector
shows positive velocity (near-side) and negative velocity (far-side) peaks due to the
systematic infall. The eigenimage structures in this examples are concentric
circles, tracing the radial orientation of the velocity field. (Note that the fifth and
sixth eigenimages identify characteristic numerical round-off errors arising from
the finite approximation of trigonometric functions.)
The oversimplified examples above provide a basic overview of diagnostic
signatures that can aid in understanding molecular cloud motions. Of course, in
most of these cases, the use of PCA would not be required to identify such obvious
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Figure 2.10. Eigenvectors and eigenimages for a macroturbulent cloud with (3 =
and kmax = 4.
5/3
morphologies. These examples serve to identify global macroturbulence as the best
model for internal molecular cloud motions.
2.5 Summary
The simplistic examples given above extend the initial test cases of HS97 to
considerations of more relevant velocity fields for the interstellar medium. While
the physical inputs are limited, they have served two useful purposes. Firstly, a
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Figure 2.11. Eigenvectors and eigenimages for a collapsing cloud.
demonstration of the mechanics of PCA has been effected, and secondly the range
of parameter space has been narrowed considerably. In the following Chapter, the
focus is on stochastic velocity fluctuations on all scales - global macroturbulence -
as the most likely model for motions in the molecular interstellar medium.
HS97 proposed that the co-dependence of characteristic eigenvector (velocity)
scales and eigenimage (spatial) scales could provide a diagnostic of molecular cloud
dynamics. These characteristic scales were measured by the use of autocorrelation
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function,. For several giant molecular elouds, they measured a tight relationship of
the form :
oc Sa
where AV and 8 are the sequence of paired characteristic velocity and spatial scale
measurements respectively.
To establish whether a link can be obtained between intrinsic velocity field
statistics and retrieved information via PCA is the subject of the next Chapter.
The method is tested under ideal conditions in which the velocity field is uniformly
sampled, to obtain a basic calibration of the PCA retrievals. Subsequently, the
effects of non-uniform sampling, due to dumpiness in the density field is
investigated. A more realistic radiative transfer model is used for the simulated
observations. The stability of the method against instrumental noise and lowered
resolution are investigated, and appropriate treatments in such circumstances are
derived and demonstrated.
24
Chapter 3
Empirical Retrieval of Turbulent Velocity
Field Statistics. I : Calibration
3.1 Introduction
Recently, Heyer k Schloerb (HS97) motivated the use the multivariate
technique of principal component analysis ("PCA") for decomposing spectral line
imaging observations of molecular clouds, and in particular suggested that this
technique could be used to statistically quantify turbulent velocity fields. The
PCA decomposition method is applied to the full three dimensional data, but does
not require a definition of "object" - and hence makes full use of the spatial
dynamic range of the data.
A full description of the PCA method, including treatments of instrumental
noise and finite resolution, is included in the Sections below. The relevant basic
points are briefly summarized here. PCA, as used by HS97, decomposes a given
spectral line imaged data cube into a set of orthogonal spectroscopic
"eigenvectors", which define a new (ordered) set of principal axes on which the
projection of the data (the "eigenimages") has an ordered maximal variance.
Briefly, the eigenvectors can be viewed as a series of spectroscopic windows or
weighting functions, each having a characteristic width or "scale". The integration
of the grid of spectra with weighting provided by one of the eigenvectors produces
an associated eigenimage, and this image traces the tendency for the emission to
be spatially variable on the given velocity scale. For each eigenimage, a spatial
scale to the variability can be measured.
HS97 tested the ability of PCA to recover simple structural and kinematical
elements from basic model clouds - a two-component cloud, and a rotating cloud -
in which PCA performed very well. They also suggested that the mutual
dependence of derived spatial scales and velocity scales in a turbulent cloud could
serve as a measure of the scale-dependent magnitude of turbulent motions.
With a sequence of velocity scales (AV) and the associated sequence of spatial
scales (<5), HS97 found a relationship of the form :
AV cx 8"
for several molecular clouds, with a ~ 0.4 - 0.5 (this is an underestimate due to
noise; see Section 3.2.6.3).
Chapter 1 of this thesis extended the tests of HS97 to include turbulent
velocity fields, and identified global macroturbulence, involving stochastic velocity
fluctuations on all scales, as the best model for molecular clouds based on PCA
decompositions. This suggests that the above relationship is measuring the
turbulent velocity spectrum (or some biased version of such) within molecular
clouds.
However, this method remains untested and uncalibrated. The complexity of
the transformation from intrinsic to observed structure is a concern for any
decompositional method that deals with 3 dimensional information. Hence, the
relationship of measured a to any intrinsic field statistics is entirely unknown. The
testing of HS97's idea and the calibration of the AV - 5 relationship forms the
basis of this Chapter.
PCA is a useful tool for decomposing data in a general way; our focus here is
on using PCA to characterize turbulence in modeled molecular cloud observations.
Guided by theoretical and observational results, we generate 3D models of
molecular cloud density fields and "turbulent" velocity fields, with known
statistical properties. We stress that these are not hydrodynamical simulations,
but "toy" models; however, the flexibility allowed by such models allows us to
cover a useful range of parameter space. Observations of these fields are simulated,
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accounting for non-LTE excitation and radiative transfer, and are then subjected
to PCA. In the following Sections, we explore the ability of PCA to recover a
statistical measure of the 3D velocity field under varying conditions of excitation,
opacity, instrumental noise and spatial and spectroscopic resolution.
This Chapter is designed to only explore the characteristics of the PCA
method and to provide a necessary initial calibration that can be used to infer
intrinsic velocity field statistics from observations. In Chapter 4, we apply the
PCA technique to an ensemble of molecular ISM fields in the Outer Galaxy (Heyer
et al 1998).
Section 3.2 describes the generation of the model fields, the translation of the
fields onto the observational domain, and the PCA method. In Section 3.3 we
present the PCA calibration results. Section 3.4 summarizes the results of this
Chapter.
3.2 Generation, Observation and Analysis of the Models
The generation and characterization of these fields are discussed in Sections
3.2.1 and 3.2.2 respectively. Model density fields, motivated by recent results from
hydrodynamical simulations, are also generated and their properties are discussed
in Section 3.2.3.
Section 3.2.4 describes the absolute normalizations of the input fields, and
Section 3.2.5 describes the translation of the fields onto the observational domain.
In Section 3.2.6 we describe the PCA method that will be applied to the simulated
observations.
3.2.1 Velocity Field Generation
Since the focus of this paper is the retrieval of dynamical information, we
concentrate on generating an ensemble of velocity fields that are designed to
intrinsically obey AV oc W where 0 < 7 < 1. The "turbulence" is modeled as
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global
-
ie extending over as much of the model grid (128 x 128 x 128) as possible
In a field of this type, linewidths arise from extended spatial reg.ons, and adjacent
emission line profiles will be similar, but the fields are not ordered, nor
delta-correlated (ie are "macroturbulent"). The simplest structure that obeys a
relationship of this type is a "colored noise" (fractional Brownian motion or "ffim"
(see eg Voss 1988)), and this is what is used in this study. This does not represent
a unique choice for fields obeying AV oc W however. Most importantly, such a
velocity field is very likely an oversimplification of real ISM fields. In particular,
there is no representation of shock structures, intermittency or other complex
features. Additionally, for the most simple version of an ffim vector velocity field
(of which the fields here represent one component), roughly equal amounts of
power are contained in the solenoidal and compressible modes (Brunt 1999).
However, this type of field will provide a convenient basic reference point from
which to develop the model further. The difficulty in generating complex but
specific and statistically relevant features on such a small model grid is also a
factor in the restriction to power-law statistics. Chapter 2 demonstrates diagnostic
tests that support this model as being an appropriate basis for establishing a
preliminary calibration on the PCA method.
The model velocity field generation is a simple process which requires only
three steps, using the Fourier space implementation of ffim. This is the simplest
version of ffim to implement in 3D, but has the drawback that the resultant field
will be periodic across the boundaries. The periodicity could be avoided by
padding the raw noise field before filtering. However, due to computer memory
limitations, this would restrict the usable field size to 64 3 . The periodicity does
not induce any important statistical problems, but results in somewhat less
realistic-looking simulated observations.
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Only one component of the vector velocity field, the observable line-of-sight
component
„,(,, „, is generated
. For Qur ^ consider^^
isotropic fields. This means that the longitudina! gradients 5vl/Sz are statistical
the same as the transverse gradients (SvJSx and 5vz/6y). Below we write v, = „
for convenience.
Before proceeding, since the crucial step in the velocity field generation (see
below) is carried out in Fourier space, we need to provide a definition. We
distinguish between the power spectrum P(k) at wavenumber k and the "energy
spectrum" E(k). The energy spectrum is the angular integral of the power
spectrum (in D dimensions) :
E(k) = JdQP(k) oc < P(\k\) >n kD~ l
We refer to the spectral index p in connection with E(k). ie :
E(k) ~ \k\-P
The power spectrum then has the form (in D dimensions) :
P(k) ~ \k\~^D-^
For example, the well-known Kolmogorov scaling (Kolmogorov 1941) has /? = 5/3
(7 = 1/3) and power spectrum P(k) that falls off (in 3D) as k-n /3. The exponent
7, measuring either the variance (o2
v
~ R27 ) or the field gradients (Sv ~ R7 ) as
functions of scale R is related to (3 via :
7 = (/?-l)/2
A 2 or 1 dimension cut through the 3D structure will also have an energy
spectrum with the same index (5 (and hence the same 7) The slope of the power
spectrum will be different, however.
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The three steps to generate the v(x,y,z) field are : (1) Distribute
delta-correlated (Gaussian) noise on a cubic grid of N x N x N pixels. In this
study, we use N=128. (2) Transform tins field to Fourier space, filter the Fourier
space field to the deS1red power law energy spectrum of spectral index ft and
transform back to real space. (3) Normalize the field to the desired variance (see
Section 3.2.4). Representative one-dimensional cuts through the v(x,y,z) fields
Figure 3.1. Examples of one-dimensional cuts through the model velocity fields.
generated by this method are displayed in Figure 3.1. (The scaling to av refers to
the global standard deviation of v. The models are not absolutely scaled at this
point.)
It is clear that the transition from low values of ft to high values of ft
corresponds to a transition from "rough" to "smooth" behavior. Note that when ft
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exceeds 3 (at which point 7 = 1) this formally denotes the transition to
"absolutely smooth" behavior. Spectra steeper than^ 3 are all expected to have
7-1- This is simply because the power spectrum is falling off so quickly that only
the |k| = 1 components are slgnificant. In our realizations here this means that, for
/? exceeding 3, one dimensional cuts through the velocity fields will look very much
like sine waves, which is the periodic approximation to "smooth" behavior. Note
that these fields, even the "smooth" fields, are "fluctuating" fields, containing no
global linear gradients. In what follows, we consider only fields with 0 > 1 but
include values of (3 up to 4, for reasons given in the following Section.
3.2.2 Real-Space Velocity Field Statistics
Ten realizations of v(x,y,z) fields are generated for each of several values of 0
(= 1.0, 1.5, 2.0 ,2.5, 3.0, 4.0). The input noise for each realization has a unique
random number seed. To ensure that the generated fields have the desired
real-space statistics, we made direct (real-space) measurements on the generated
fields. It would be possible of course to construct full-resolution autocorrelation
functions or structure functions (see appendix B) but without the use of Fourier
space these would be lengthy calculations. We would like to avoid the use of
Fourier space in checking the fields, since they were created via Fourier space.
There is also the requirement that the correct normalization for these
measurements be found (see appendix B and below). To check the real-space
statistics, we employ a variant of the standard (second order) structure function
S(r):
S(t) = < (v(r) - v(r + r)) 2 >
where the angle brackets indicate averaging over all points separated by lag r. The
desired dependence is :
5(r) oc r27
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Figure 3.2. Ensemble coarse structure function measurements of the model velocity
fields. Major tick marks correspond to powers of ten.
For p = 1 the expected form is :
S(t) oc ln(r)
It is shown in the appendix that S(r) can be usefully approximated, in an unbiased
resolution independent way, via coarse-grained versions of the original field.
Specifically, the field v is partitioned into an ensemble of cubical boxes of L pixels
on a side, over which v is averaged. This procedure is carried out for dyadic values
of L (=1, 2, 4, 8, 16, 32, 64), where L=l corresponds to the original field. For each
coarsened version of the field, the mean square difference (along the cardinal
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directions) between adjacent coarse pixels is calculated, providing an estimate of
S(t = L) for all the L. We write the coarse structure function SC(L) as :
Sc(L) = < (vL (r) _ Kl (p + £) )2 >
where vL is a coarse-grained field. From these measurements the exponent 7 is
obtained via the proportionality
:
Sc(L) oc L2j
Note that for 0 = 1 (as shown in appendix B) we expect SC (L) oc L° if the
standard structure function is S(r) oc ln(r).
We measure 7 for each realization, and also for the ensemble SC (L) which is
formed by ensemble-averaging all the SC (L) measurements at each L for each set
of ten fields at each (3. The ensemble measurements are shown in Figure 3.2, and
the 7 measurements are summarized in Table 3.2.2. The "average 7" is the
Table 3.1. 7 obtained from the coarse structure function measurements.
0 ensemble 7 average 7
1.0 0.00±0.03
-0.02±0.04
1.5 0.26±0.02 0.23±0.04
2.0 0.50±0.01 0.48±0.05
2.5 0.72±0.01 0.73±0.04
3.0 0.85±0.02 0.86±0.05
4.0 0.93±0.02 0.94±0.01
average of all 7 values obtained individually at each /3. Fits for 7 were obtained
with L < 32. The deficit at the largest L is not as large as measured; this is a
consequence of using coarse structure functions. There is a real deficit, however,
and this is partly caused by the periodicity of the fields.
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Figure 3.3. Measured relationship between (3 and 7.
The lower values of 7 relative to the expected values for the larger p values are
likely caused by the periodicity requirement and/or the gradients being dominated
by stochastic fluctuations of the power in the first two wavenumbers. ie : an excess
of power at the first wavenumber cannot make the field "more smooth" (higher 7),
but a deficit of power at this wavenumber can make the field "less smooth" (lower
7). To include a better approximation to "absolutely smooth" fields requires the
extension to f3 = 4.
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3.2.3 Density Field Generation
In addition to specifying the veloeity field, we also specify a density field. Two
forms are used
:
a uniform density field and a "clumpy" density field.
The uniform density ease needs no further description than that the density
everywhere the same (at some specified density Po ), and is specified at the
spatial (x,y,z) positions as the velocity field v is specified.
To provide a more realistic observation, we also consider a "clumpy" density
field. Recent hydrodynamical results show that, for an isothermal gas, the density
PDF can be well-described by a lognormal distribution (Padoan et al 1997); Passot
& Vazquez-Semadeni (1998) provide a more complete discussion. Additionally, the
power spectrum of the density distribution, in the simulations of Padoan et al, is
consistent with a power-law form, of spectral slope j3 + 2 ~ 2.6. See also
Vazquez-Semadeni (1994) for a discussion of lognormal PDFs in the context of
turbulence.
Such a distribution can be easily created and displays "dumpiness" that
corresponds well visually to observations. We use a density field of this form to
investigate the effects of non-uniform sampling of the velocity field. To generate a
field that has a lognormal PDF and a power-law power spectrum, we implement a
modified version of the fBm method described in Section 3.1. If an ffim field
(using input Gaussian noise) with f3 = 1 is subsequently exponentiated, the
resulting field has the desired properties (Schertzer and Lovejoy 1987, Pecknold at
al 1992). The (3 = 1 fBm field thus serves as ln^>- const., where the normalizing
constant determines the mean density. The normalization of the field to a mean
density of p0 = 1 is obtained by setting < \np >= -oXnp , where alnp is the global
standard deviation of \np. Note that o\np is independent of pQ .
A density field generated in this way will also be periodic across the cube
boundaries. After generation, the density field is inspected and, if necessary,
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reentered to ensure that no major structures lie across the
foreground-background boundary.
Representative 2D cuts through a density field generated by this method
shown in Figures 3.4, along with the PDF of In(^) and the density field power
spectrum. We acknowledge that, as created here, the density field is not correlated
arc
Figure 3.4. Model density field properties. Top : two-dimensional spatial cuts
through the density field (mean density unity). Bottom left : PDF of In/;. Bottom
right
: Power spectrum of the density field. Major tick marks denote powers of ten.
with the velocity field, in contrast to what one might expect for real clouds.
However, Vazquez-Semadeni et al (1997) note that for their hydrodynamically
simulated fields, there is very little obvious correlation between the density and
velocity field. A more important concern is the self-consistency of the velocity field
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and density field "textures". In particular, we expeet that the dens.ty field should
exhibit spatial structure that is consistent with the velocity field that created
and/or sustains it. A partial solution to this problem can be obtained by allowing
a "pre-programmed" velocity field v(x,y,z,t) create a passive density field via the
advection equation (Brunt 1999).
3.2.4 Physical Properties of the Models
So far, we have only created unsealed velocity and density fields specified
within a cubical box of unsealed size. In this Section, we provide the absolute
normalizations that are used.
The linear size of the cube (for all realizations) was taken to be 20pc. A pixel
is then of linear size 0.156 pc. The global av was set to 1 kms" 1 for all models
(irrespective of (3).
The mean density, both for the uniform and lognormal models, was, depending
on the particular observation, set to one of three different values, corresponding to
<nH2 > = 10
2
,
10 3
,
104 cm" 3
. The gas was approximated as isothermal, with a
uniform kinetic temperature of Tk = 20 K.
A very rough measure of the global gravitational stability of the models is
given by the ratio of kinetic (~ 3(T*
zp0r
3
) to gravitational (~ Gp20 r 5 ) energies :
3</G/9or2 ~ 1.2(100/ < nHl >)
where we have taken the radius r = 10 pc. This order of magnitude estimate is
included to show that the models are not grossly out of balance, but the
significance of such a measure is difficult to ascertain for the lognormal density
fields. The major goal of varying the mean density is to investigate the effects of
opacity, ceteris paribus, on the analysis methods. The most important feature of
the simulated observations is the transformation from the (x,y,z) basis to the
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(x,y,v) basis, not the details of the absolute sealing of the fields or the particular
tracer used.
We find in general that the results are generally independent of the details of
the absolute normalizarion of the fields and radiative transfer - and only depend
on how well the velocity field is sampled. This appears to be due to the fact that a
turbulent velocity field is the dominant structuring field on the observational basis
of (x,y,v)
-
see appendix A. Consequently, the calibration carried out here should
be applicable, to a good approximation, for any molecular cloud observations
provided that a sufficiently large sample of the velocity field is obtained.
3.2.5 Observations of the Models
The next step that must be taken is to translate the density and velocity fields
into observationally-accessible fields (T(x,y,v)). The inputs to the radiative
transfer calculations were a velocity and density field, the absolute scaling specified
above, and the details of the "telescope" specified below.
Given the density and velocity fields and the kinetic temperature, one must
consider the excitation of the chosen gas probe and the radiative transfer of the
emission toward the observer's line of sight. The excitation of the line,
parameterized by the excitation temperature, Tei , and line center opacity, r0 , at
the position (x,y,z), is determined from a non LTE calculation which accounts for
local radiative trapping (Scoville & Solomon 1974). This depends on the local
kinetic temperature, density, and NH2 X/6v, where N#2 is the molecular hydrogen
column density, X is the abundance ratio to molecular hydrogen, and 5v is the
local line width. For these simulations, we observe 13CO(J=1-0), including
excitation calculations up to J=5, and assume a constant abundance value of 1.25
x 10" 6 and the constant kinetic temperature of 20 K. A pixel scale of (20 pc/128)
= 0.156 pc gives the H2 column density at position (x,y,z) as :
NH2 (x,y,z) = 3.08xl0 18 n(x,y,z) (20/128) cm" 2
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The local line width is deterged from the quadrature sum of the thermal velocity
for the molecule, cth
,
aud the gradient of the velocity field at that position :
Figure 3.5 shows the variations of excitation temperature and line center opacity
with density and N„
2 X/<5v. Once the excitation temperature and line center
Figure 3.5. Dependence of Tex (left) and r0 (right) on the local (pixel) density,
column density and velocity gradient. The rG wedge is log 10arithmic.
opacity are determined for each point in the cloud, the emergent intensity at
velocity, v, is calculated for each position (x,y) :
c
2 Lz
T{x,y,v) =— £(fl„(Tei ) - fl„(2.7))(l - e-^(W)^)) e -T(*,y,^
ZKV 2=0
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where B„(T) is the P,a„ck function, „ is the iine frequency, «v(x,y,Z),0v) is the
Gaussian profile function normalized to unity and
T(x, y, z, t>) = £ r(x, y, Q<t,(v(x, y, C, 6v))
C=o
is the total foreground opacity to a physical depth z. The model cloud is placed at
a distance of 1 kpc and is observed with a top-hat telescope beam response which
covers 1 pixel or an effective angular resolution of 32.4". The spectral resolution of
the observation is 0.05 kms-1
.
Examples of the observed T(x,y,v) fields are shown in appendix A.
3.2.6 Principal Component Analysis Method
This Section describes the PCA technique used to extract the observationally
accessible exponent a from T(x,y,v) measurements.. PCA is a rather general
statistical method (eg Murtagh k Heck 1986); here we focus on the
velocity-statistic method (using PCA) developed by HS97, and demonstrated in
Chapter 2. The reader is referred to HS97 and Chapter 2 for a full explanation of
the method, but it is briefly restated here for convenience. The general aim of
PCA is to identify sources of variance in data. The PCA framework is described
formally below, followed by examples of its application.
3.2.6.1 PCA Decomposition
Given an imaged spectroscopic observation, of spatial extent nx x ny pixels,
with p spectroscopic channels along each line of sight, the T(x,y,v) data can be
represented as an n x p matrix X :
X
tJ = T(Ti,Vj) - dtnrk , Vj ))/n
for z'=l,n and and with n = nx x ny and where Ti=(xi,yi) denotes the
spatial coordinate of the z'th spectrum.
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From this the covariance matrix Sjk is formed :
1
n
i=l
The solution of :
Su = Au
yields p eigenvectors, uy , labelled *=l,p defined at each spectroscopic channel
J=l,p. Associated with each eigenvector is an eigenvalue A,. The normalized
eigenvalue :
measures the fraction of the variance contained within the Zth "principal
component" (PC). The PCs are ordered according to their eigenvalue, from largest
to smallest.
Note that no spatial information is contained within the eigenvectors, since the
ordering of the spatial part of the matrix X is arbitrary. The eigenvectors utj are
purely spectroscopic and trace the (ordered) sources of variance in the ensemble of
observed line profiles. Also, the eigenvectors are orthogonal, which ensures that
the information contained within each PC is independent information. It would be
interesting to try such a decomposition with other orthogonal functions, such as
wavelets (ref ) or even sine waves. However, note that in PCA the forms of the
decomposing functions (ie the eigenvectors) are determined by the data and not by
the user.
From the data (X) and the eigenvectors uy , a series of associated eigenimages
can be constructed :
p
3=1
The Zth eigenimage is the projection of the data onto the Zth eigenvector, and is
purely spatial. It is equal to a velocity-integration of X(x,y,v) that is weighted at
each channel by the value of the appropriate eigenvector. Hence PCA decomposes
41
the data, respective of the (ordered) sources of variance in T(x,y,v), onto conpled
spectroscopic vectors and spatial images.
3.2.6.2 Characteristic Scale Measurements
HS97 measure the typical correlation lengths, of both the eigenvectors and
eigenimages, by the use of normalized autocorrelation functions (ACFs). The
normalized ACFs of the eigenvectors (Cv ) and the normalized ACFs of the
eigenimages (C lj) are respectively :
Clv (\AV\) =
<ui(v)Mv + AV) >
< «f (v) >
c i (r) < Ii{t)Ii(t + t) >
where the angle brackets denote averaging over all points separated by the
appropriate lag and the superscript I refers to the /th principal component. In
practice, these are calculated via Fourier space, as the Fourier transform of the
power spectrum. From the ACFs so defined, it is possible to extract characteristic
correlation lengths AV
t and 8t by identifying the point at which the appropriate
ACF falls to a specified value (moving out in lag from the value of unity at zero
lag). In this study, we use reference points :
Clv(\W\) = 1/e
cum = 1/e
and calculate the spatial correlation length 6
t
via the 1/e points of C\ along the
cardinal directions :
|4| = (Sf(x) + Sf(y))^
More sophisticated definitions of 5i could of course be used, such as elliptical
annulus-fitting. However (see the discussion in appendix A), the eigenimages tend
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to be very isotropic except for (generally) the second one, and this scheme works
very well. The PCA velocity statistic exponent a is then obtained via :
AV a Sa
where the unsnbscripted quantities refer to the ensemble (AV,,6
t ). Note that in
the retrieval of each AV - S pair, PCA incorporates information from the entire
data cube.
An important distinction must be made in the treatment of the PC containing
the positive-definite eigenvector and the PCs with oscillatory eigenvectors (see
Figure 2.1). We briefly state here that the eigenimage belonging to this PC is
re-centered to a level such that the noise floor (or zero emission level) remains at
zero. An nearly equivalent technique is to carry out PCA without mean
subtraction, and in fact we find that this yields more usefully interpreTable results,
and more stable measurements. The discussion concerning this is too long to
include here, but can be found at the end of Section A.2 in appendix A.
3.2.6.3 Instrumental Noise Effects
In the presence of instrumental noise, we find that the spectroscopic ACFs (ie
of the principal "axes") are essentially unaffected, but that the spatial ACFs (ie of
the projection of the data onto these axes) are compromised. Writing the observed
eigenimage as :
Il (r) = Jj(r) + tf(r)
where l l0 (r) is a noiseless eigenimage and N(r) is the noise contribution, we may
write the unnormalized spatial ACF {C1w (t)) as :
Clw (r) = < (ij(r) + JV(r))(/J(r + r) + N(r + r)) >
C lw(r) = C^0 (r)(r) + C^(r)+</i(r)iV(r + T) + 4(r + T)iV(r)>
where C lIU0 is the ACF of the noiseless eigenimage and Cj^ is the ACF of the
noise. The last of these terms measures the correlation between signal and noise.
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We assume that the signal and no1Se are uncorrelated and treat this term as zero.
This leaves the noise contribution C^(r) winch for Gaussian noise is :
CU\r\) =
{
?» ;°r m = 0
{ 0 for |r| ^ 0
An estimate of a% subtracted from the spatial ACF at zero lag prior to
normalization can then remove the contribution of the noise. A similar correction
was used by Dickman k Kleiner (1985) and Miesch k Bally (1994) to correct
centroid velocity ACFs. Of course the ACF of the noise is not in practice identical
to zero away from zero lag, and will eventually be important. The noise
contribution to the ACF away from zero lag (and at zero lag after the above
subtraction) will have mean zero and standard deviation where Np is the
number of pixels in the eigenimage. We exploit the noise propagation properties of
PCA and obtain a% from several high / eigenimages, which are free of signal. The
value of a2N is very well estimated by such a measure and the corrected ACFs, even
in the presence of relatively high noise levels, are generally well-determined due to
the 1/ y^Vp factor. If this subtraction is not carried out, then C lj contains a "noise
spike" at the origin, which will lead to underestimated spatial correlation lengths.
Since the noise is more prevalent for higher / eigenimages, this means that the
scale lengths are underestimated in such a way as to lessen the slope a of the of
the log(AV) - \og(S) relationship. The exponents a obtained by HS97, who did
not make this correction, should be considered to be lower limits. The noise
correction is demonstrated in Section 3.3.3.
A more general approach to noise for cases the instrumental noise is not
Gaussian, such as the reference-shared noise in the FCRAO Outer Galaxy Survey
(Heyer et al 1998), involves "flat-fielding" the entire ACF. In this situation, again
under the assumption of the independence of signal and noise, the entire
unnormalized noise ACF is subtracted from each unnormalized eigenimage ACF
prior to the scale extraction. The noise ACF is obtained again from the average
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ACF of several high I eigenimages, whieh are free of signal. (Recall that the
spectral noise properties at each spatial position i are conserved by the PCA
decomposition.)
3.2.6.4 Resolution Effects
It is important that both the calibration performed here and the application of
the calibrated method to real data are not dependent on the resolution at which
the observations are obtained. In this Section we discuss the systematic effects
involved in obtaining ACFs at finite resolution. We find (see Section 3.3.4) that, as
measurements of the "fundamental axes", the spectroscopic ACFs and the velocity
scales retrieved from them are, to a very good approximation, not compromised by
changing the spectroscopic resolution at which the observations are obtained. The
eigenimage ACFs are resolution-dependent, however, and below we outline the
steps necessary to ensure that the spatial scale measurements are not
systematically compromised.
To keep the main body of the text unencumbered by technical discussion, the
motivation for this Section has been removed to appendix B, where we show that
at finite resolution, unnormalized ACF measurements at resolved lags are very well
estimated. However, the unnormalized value of the ACF at zero lag (Cuo =
0/(0)), as the only unresolved lag, is underestimated. Since our scale measurement
scheme depends on the normalized ACF, and hence on Cuo , small corrections must
be made to the scale measurements. Specifically, the normalization of an otherwise
well-estimated ACF by an underestimated Cuo leads to overestimation of the scale
length. The alternative option - to fit a functional form containing a "scale"
parameter to the ACF - in general also depends on finding the correct ACF
normalization (see appendix B). We find that making small corrections to scales
obtained from a biased ACF provides the more stable measurement.
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We show in appendix B that the measured (biased : B) value of CVQ is in fact :
Cuob « Cu(eTpix )
where rpix is the pixel size, and e < 1 is a number that depends (slightly) on the
shape of the ACF. For all 2D fields of interest to us in this Chapter (ie the
eigenimages), e » 0.5. This underestimation (referred to an "ideal" ACF) is also
appropriate for the "full resolution" (128 2 ) eigenimages, since simulation at any
finite resolution necessarily involves omission of variance (ie contributions to Cuo )
that would be present in a higher resolution simulation. Fortunately, the degree of
underestimation, and the associated scale corrections (given below) for the 1282
eigenimages is small.
The (overestimated) scale measurement 6B obtained from a biased ACF
satisfies :
Cu(SB ) w
A simple result, and one which provides a good approximation to all the
eigenimage ACFs, is for an ACF of the (true) form :
Cv (r) = exp{-{r/S) K )
where S is the true scale length of the ACF. The biased scale length SB is related
to the true scale length 6 via :
$ « (<*b - (erPix)
K
)
1/K
with e « 0.5. For example, with « = 1 (an exponential ACF), this results in a
correction to all measured (biased) scales of -€Tpix « -rpix /2. We find that the
form of the ACFs (ie «) is generally the same for each /, but obviously having a
different scale length. The form of the ACFs for each observation is estimated
from a few low / eigenimages. The corrections are not sensitively dependent on
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small errors in estimating K
.
(See append. B for a more accurate treatment and a
slight modification of e for a Gauss.an beam.) The utility (and necessity) of these
corrections to ensure consistency between the varying resolut10ns at which the
PCA decomposition can be subjected is demonstrated in Section 3.3.4.
Note however, that finding the correct normalization for ACFs of (any) real
data obtained at finite resolution requires the assumption that the sub-pixel
(sub-beam) ACF has the same form as that estimated from the resolved ACF. In
other words, that the variance (ie C^o) continues to increase with increasing
resolution in a well-defined way. The alternative assumption, that Cuo provides an
exact measure of the true zero lag ACF, and that no corrections are necessary, is
"equally" dangerous, and certainly false. The only satisfactory solution to this
problem is of course to obtain data with sufficient spatial dynamic range that the
pixel size is negligible compared to the image size.
3.3 Results
In this Section we report the results of the PCA calibration, incorporating a
number of important features of real ISM observations. Firstly, the basic
calibration for uniform density fields is established. Subsequently, we test more
realistic situations against this reference point, including inhomogeneous density
fields, instrumental noise and lowered resolution.
3.3.1 Uniform Density Results
We created 10 realizations of a v field for each of the following values of 0 :
1.0, 1.5, 2.0, 2.5, 3.0, 4.0 according to the prescription given in Section 3.2.1. The
real space statistics of these fields were checked and reported in Section 3.2.2. The
fields were then observed in 13CO(J=1-0), using a uniform density {nH2 = 100
cm-3 ) and uniform temperature (Tk = 20K) via the LVG radiative transfer
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method described in Section 3.2.5. For the seated observations using uniform
density fields, we carry out PCA decompositions and estimate a.
Figure 3.6. Representative results of the PCA retrieval for the uniform density
observations. The dotted lines mark the spatial pixel size and spectroscopic channel
width.
Here we report the results of the PCA method (described in Section 3.2.6)
applied to the observed fields T(x,y,v). The optical depths in these observations
remained small and the excitation was close to uniform (but subthermal) -
corresponding to an almost perfectly-sampled velocity field. In fact, the particular
choices of molecule and density are not important here - we are interested solely in
conditions under which the velocity field is uniformly sampled.
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exponent
Figure 3.6 shows a typical PCA AV - 6 relationship. All other realizations
were very similar in form to this example. The dotted lines mark the spectroscopic
and spatial pixel sizes. Uncorrected spatial scales SB and spectroscopic scales AV
are restricted to > 2 pixels and > 1 spectroscopic channel respectively (see Section
3.3.4). The error bars for the velocity scales correspond to half a channel width.
The error bars for the spatial scales correspond to the quadrature sum of the pixel
size and the difference between 8X and Sy (ie an estimate of the anisotropy of the
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eigenimage). Note that the lower 0 simulations are characterized by a fewer
number of retrieved AV - 6 pairs above the resolution limits.
In Table 3.2 and Figure 3.7 we show the relationship between the mean a and
the input 0. The a in this plot is the average value (at each 0) determined from
the ensemble of measurements. These results show that there is a monotonic
relationship between the observed and intrinsic exponents. The least squares fit for
the 0 -a relationship is given by the following
:
a = (0.33 ± 0.04)/? - 0.05 ± 0.08
This was obtained with a as the dependent variable (with 1< 0 < 2.5). Higher
values of 0 show a similar "transition to smoothness" feature that was seen in the
intrinsic 7 measurements. Figure 3.8 shows the dependence of all measured a
Table 3.2. Mean a obtained from uniform density field observations.
_0 a
1.0 0.30±0.06
1.5 0.45±0.03
2.0 0.62±0.02
2.5 0.79±0.04
3.0 0.92±0.04
4.0 L02±0.06
exponents on all measured intrinsic 7 exponents. Note that there is some
sensitivity in a to variations of measured 7 within an ensemble of given 0. We find
that these results are best characterized by a two-part fit (partitioned into 0 < 2
and 0 > 2) which yields the following calibration of a to 7 :
(0.59 ± 0.03)7 + 0.32 ± 0.01 for 0 < 2
(1.07 ± 0.08)7 + 0.03 ± 0.06 for 0 > 2
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The first of these relationships is broadly consistent with that obtained from the
calibration to 0 (with (3 = 1 + 2j) while the latter suggests that a is linearly
proportional to 7 above 7 ~ 0.5.
The calibrations remain strictly empirical at the current time. Also, we have
made no attempt at this stage to provide an absolute calibration of the method - ie
to calibrate the intercept of the AV - S relationship. This is partly due to the
complications caused by 7 ^ a, and also because of the sampling effects discussed
in the next Section.
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3.3.2 Lognormal Density Field Results
While the results of the previous Sectlon are an important first step i„ gaining
some insight into how PCA retrieves the intrinsic velocity field information, a
uniform density field is clearly unphysical, and indeed does not correspond at all to
the observed "clumpy" structure of the molecular ISM. We observed a lognormal
density field (see Section 3.2.3) in conjunction with a velocity field having
P = 1, 2, 3. Observations were carried out at all three values of the mean density,
making nine simulated observations in all. Figure 3.9 shows the AV - 8
Figure 3.9. PCA measurements from the observation of the lognormal density field.
The dashed lines denote the fits obtained from the observation of the same velocity
fields with a uniform density distribution. The solid lines are the fits to AV - 8
pairs.
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S^'oSSSJ^^ (LN) density feld °b— -p-d to
n = 10'2 (t/) n = 10 2 (LN) n = 10'6 {LN)
0.47±0.01
0.61±0.02
0.97±0.03
n = 10 4 {LN)
0.44±0.01
0.64±0.01
0.92±0.03
1.0
2.0
3.0
0.32±0.01
0.62±0.02
0.94±0.02
0.40±0.01
0.57±0.03
0.92±0.03
relationships obtained by PCA from these observations. The results obtained from
the uniform density observations with the identical velocity fields are included for
comparison. The resultant a measurements are shown in Table 3.3. We find that
the (3 = 1 observation results in an overestimated a relative to the uniform density
case, but there is no obvious significant trend with increasing opacity otherwise.
The major effect of a sparsely-sampled velocity field is that the number of
significant components that are detected above the resolution limits is reduced
(most obvious for the /? = 2 examples). Note also that there is a roughly constant
offset (in the logarithm) in the relationships relative to the uniform case,
indicating that the spatial scales over which the velocity differences can be
measured is reduced (uniformly) by the spatial structure of the "clouds".
The reduction in the number of detected components for a more sparsely
sampled velocity field, but with otherwise no systematic effect, suggests that a
more uniformly distributed and saturated molecular tracer, such as 12CO would
provide more reliable velocity field statistics via the PCA method.
3.3.3 Effects of Instrumental Noise
The preceding results were obtained under noiseless conditions, but any real
observation of the ISM necessarily contains instrumental noise. In this Section we
add noise to simulated observations (using the high density lognormal density field
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with <„„, > = 10" cm-') obtained previously, and explore the effect of this on the
PCA retrieval. Values of 0 = l, 2,3 were again used. The input noise was
Gaussian, of variance a%. As a measure of the signal to noise of a data cube, we
define the following measure :
Ci
2 2
where a\ = a2lfi + a% is the variance of the first eigenimage in a noisy observation
and a\
>0
is the variance of the same in a noiseless observation.
Figure 3.10. PCA measurements on noisy observations.
Using the PCA decomposition, a% can be usefully obtained via several
signal-free high I eigenimages, and is very accurately determined, since all the
signal contribution is contained in the lower / eigenimages. After the subtraction
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of the noise contribution, the effective signal to noise ratio in the first eigenimage
is where N„ is the number of pixels in the eigenimage. The effective signal
to noise in the eigenimage ACFs (at zero lag) is then N/*. It would be possible of
course to obtain an estimate of the signal to noise ratio for each eigenimage (ie
0 < 6), and to gauge the reliability of each eigenimage on an individual basis, if
the noise level is a concern.
In Figure 3.10 we show the PCA results for values of 6 = 4.0, 2.0, 1.0. For
C > 4 the noise effects on these measurements are insignificant. The resultant a
measurements are shown in Table 3.4.
The major effect of a significant noise level in an observation is to reduce the
number of significant components that are detected above the resolution limits.
The presence of noise tends to induce systematic effects at large 0 rather than an
increased scatter in the retrieved AV - S pairs. In practice, values of < (for the
fields analyzed in Chapter 4) are generally greater than 4. The C = 1
measurements in fact contain no detected integrated intensities at the la level.
Examples of these noisy observations are shown in appendix A.
Table 3.4. a obtained from noisy lognormal density field observations.
(3 a
e = oo C = 4.0 C = 2.0 C = i-o
1.0 0.44±0.01 0.45±0.01 0.41±0.03 0.48±0.01
2.0 0.64±0.02 0.64±0.03 0.64±0.02 0.57±0.02
3.0 0.92±0.03 0.88±0.02 0.81±0.01 0.63±0.04
3.3.4 Resolution Effects
Here we provide an example of the resolution corrections discussed in Section
3.2.6.4 and in appendix B. The lognormal density field with <n//2 > = 10
4 cm" 3 in
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conjunction with a /J = 2 velocity fieid is used for demonstration purposes, since it
provides a large number of detected components (at "full" resolution).
The original simulated observation was obtained with eigenimages of 128 x
128 pixels. As a label, we define the ratio of (linear) spatial image size to (linear)
spatial pixel size :
A s = Lo/Tpix
where Tpix is the linear pixel size, so that A s = 128 at "full" resolution. The pixel
size is to be varied by coarse-graining (ie spatially block-averaging) the observed
field. Note that this is a reduction in the number of pixels, not a convolution
without resampling (which conserves the number of pixels, but changes the
effective resolution).
Coarse-grained versions of this simulated observation were then obtained for
X s = 64, 32, 16. Further reduction in resolution results in only one detected
measurement above the resolution limits. The measurements obtained from these
observations, for both uncorrected scales and corrected scales (for an exponential
ACF) are shown in Figure 3.11.
These plots include all retrieved pairs, and show saturation to
£ = (1 - l/e )rpix, expected for a linear interpolation (for a normalized ACF)
between C(0) = 1 and C(rpix ) = 0, which is characteristic of uncorrelated noise
(with a true scale length of zero; see Section 3.2.6.4). The uncorrected
measurements clearly show steepening due to a uniform scale overestimation as the
resolution limit is approached and this would compromise the estimation of a.
Note that this is evident on scales of several pixels. The corrections, minimal for
A s = 128, but important for the lower resolution observations, restore consistency
The measurements are in excellent agreement above the resolution limits of the
lower X s fields.
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It is also clear that the measurements are m general agreement below the
resolution limit of the lower resolution observations, and only begin to deviate
substantially below the resolution limit of the X3 = 128 observation, beyond winch
no further information is available. The above agreement is because the zero lag
ACF value implicitly contains "sub-pixel" information, and the detailed way in
which the saturation occurs still contains this information. Naively, this suggests
the possibility that sub-pixel information can be extracted from these types of
measurement. However, the scale corrections are of course based on the
assumption of similarly continued statistics in the unresolved region (which is valid
here, but clearly not necessarily so for real data), and any inferences drawn from
this information are necessarily limited. Additionally, this is only seen if the
measurements exceed the spectroscopic resolution, which turns out to be the
limiting factor for the applications in Chapter 4. Note that if no corrections are
made, then the measured a represents an upper limit, obtained with the
assumption that there is no sub-pixel inhomogeneity. Measurements on real data
will always contain this ambiguity, which can only be resolved by increasing the
resolution.
It was stated in Section 3.2.6.4 that the velocity scales AV are to an excellent
approximation, unaffected by changing the spectroscopic resolution. To show this,
defining Xv as :
Xv = AV0/AVchan
where AVQ is the total range in velocity spanned by the spectrometer and AVchan
is the channel width, we coarse-grained the velocity axis of the same observation to
Xv = 64, 32, 16 from the original Av = 128. The spatial resolution was held at
X s = 128. The resolution at which the average linewidth is viewed is of course a bit
less than this, since the emission does not fill the spectrometer. The results of the
PCA retrievals for these fields are shown in Figure 3.12, along with the results
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Figure 3.11. Spatial resolution effects on the PCA measurements. The X s = 128
measurements are shown as filled circles, and the labelled lower resolution versions
as open circles. The dotted lines mark the "full" resolution limits and the solid line
the lower resolution limits.
obtained from a coarse-grained field at A s = 64, and Xv = 32. Appropriate spatial
scale corrections have been applied, as was done above. The velocity scales are
uncorrected. This shows that the velocity scale measurements are good down to
roughly one spectroscopic channel. The fields measured in Chapter 4 typically
have A s > 128 and Xv ~ 20 - 40.
3.4 Summary and Conclusions
We have investigated the ability of PCA to recover intrinsic turbulent velocity
field statistics from spectral line imaging observations of the molecular ISM, and
established a preliminary calibration of the method. The calibration, subject to
the limitations of the modeling, identifies a monotonic relationship between the
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Figure 3.12. Spectroscopic resolution effects on the PCA measurements. TheK = 128 measurements are shown as filled circles, and the labelled lower resolution
versions as open circles. The dotted lines mark the "full" resolution limits and the
solid line the lower resolution limits.
intrinsic (fi,y) and observed (a) exponents that characterize the velocity field
statistics.
In addition to the simplistic nature of the input density and velocity fields,
including the assumption of statistical isotropy and the periodicity feature, the
major limitations are the lack of mutual consistency between density and velocity,
and the assumption of local excitation in the radiative transfer calculations.
However, the simulated observations (see appendix A) are in good visual
correspondence with real molecular ISM observations. The retrievals from the low
density observations are in close agreement with those from the high density
observations. This suggests that it is simply a question of how well the velocity
field is sampled, rather than being sensitively dependent on the details of the
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radiative transfer. This method could also be applied, for example, to HI 21cm
emission. For molecular clouds in particular, highly saturated observations may be
more reliable (due to more homogeneous sampling and a greater number of
retrieved measurements) and this suggests that '*CO is likely to provide the most
accurate a values.
The sampling effects due to noise, which uniformly masks sources of variance,
does not affect the fits for a, until very high noise levels are reached. The PCA
method is, as calibrated here, resolution-independent, but is limited in general by
necessary assumptions about the sub-pixel homogeneity of the emission field.
Independently of our modeled calibration here, the robustness of measured a
values will provide tight constraints to "observations" of hydrodynamical
simulations.
In future, it would be desirable to incorporate hydrodynamical simulations, in
which the density and velocity fields are physically consistent, into a calibration of
this type. While such a calibration can never be complete, it will be possible to
obtain a better insight into how (and indeed whether) spectral line imaging
observations conserve intrinsic field properties. Current hydrodynamical
simulations (at resolutions > 1283 ) provide the best means to take further steps in
understanding interstellar turbulence. However, progress in minimizing numerical
smoothing in such simulations may be required. The fields used here, although
limited physically, are not limited by such concerns.
Empirical measurements of a from real data of course do not depend on the
calibration to (5 (or 7), and such measurements will be reported in Chapter 4, for
an ensemble of fields taken from the FCRAO Outer Galaxy Survey. Using the
preliminary calibration established here, we can obtain constraints on the intrinsic
velocity field statistics of the molecular ISM.
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Chapter 4
Empirical Retrieval of Turbulent Velocity
Field Statistics. II : Application
4.1 Introduction
The subject of this Chapter is the application of the principal component
analysis (PCA) method of Heyer & Schloerb (HS97) to molecular emission in the
Outer Galaxy (Heyer et al 1998), with a view to obtaining diagnostic
measurements of the interstellar velocity field. The observational difficulties
associated with the measurement of velocity field statistics are extremely limiting,
since the transformation of intrinsic fields (density, velocity etc) onto the
observational space of radiation temperature (T(x,y,v)) is very complex if the
velocity field is turbulent.
HS97 suggested the use of PCA as a powerful tool to decompose spectroscopic
imaging observations of the molecular ISM. PCA is applicable to the full
three-dimensional observed information, and hence does not suffer from the loss of
information associated with centroid velocity analysis (Kleiner 1985, Hobson 1992,
Kitamura et al 1993, Miesch k Bally 1994), but does not require a definition of
"structure" (ie "cloud", "clump") to be specified a priori (Stutzki & Gusten 1990,
Williams et al 1994). PCA simply identifies elements within the data that
contribute the variance of the line profiles observed in the ISM.
The use of PCA, as developed by HS97, decomposes an observed radiation
temperature field (T(x,y,v)) onto a sequence of coupled spectroscopic structures
("eigenvectors") and spatial structures ("eigenimages"). Each orthogonal
eigenvector defines a global velocity interval, with a well-defined characteristic
scale, over which there exist identifiable differences in the observed ensemble of
profiles. The sequence of eigenvectors identified by PCA is orthogonal, and is
ordered in terms of the variance in the data set accounted for by the "principal
component" to which the eigenvector belongs. Hence, PCA decomposes the data
into a sequence of variance-ordered, independent structures that trace differences
in line profiles. These differences can arise from motions due to (eg) collapse,
expansion, rotation or turbulence. The eigenimage associated with each
eigenvector traces the spatial structures that are associated with these velocity
differences.
The appearance of the eigenimage structures, examples of which are given in
Section 4.5, are consistent with the internal cloud motions being turbulent
motions, and not motions due to collapse/expansion or rotation, or other
large-scale systematic motion. Of the tests carried out so far (see HS97, Chapter 2
and appendix A for examples), only stochastically fluctuating velocity fields, with
correlations on all scales, have succeeded in generating comparable eigenimage
structure.
This identification is supported by the success of macroturbulent radiative
transfer models (Baker 1976, Martin, Sanders & Hills 1984, Albrecht & Kegel
1987, Kegel, Piehler k Albrecht 1993, Park & Hong 1995). In particular, Kegel,
Piehler & Albrecht (1993) show that the larger the correlation length of turbulent
motions, the better the model agreement with observed CO profiles. If such
large-scale motions are indeed present in the molecular gas, then the velocity field
can contribute strongly to the observed molecular emission structure, and may be
a more important structuring agent than density variations (Falgarone et al 1994,
Dubinski, Naranyan k Phillips 1995; see also Appendix A of this thesis).
PCA decomposition consolidates these statements by explicitly tracing the
spatial coherence of velocity fluctuations in the derived eigenimages. For each
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eigenimage, a characteristic scale of the structures can be derived. HS97 proposed
that the relationship between the sequence of characteristic velocity scales
obtained from the eigenvectors (AV,) and spatial scales obtained from the
associated eigenimages (6t ) for I = 1, 2, ... is a sensitive measure of the
scale-dependent magnitude of the observed velocity fluctuations, and observed a
relationship of the form :
AV oc 8a
for an ensemble of giant molecular clouds.
Chapter 3 investigated the ability of PCA decomposition to recover known
intrinsic velocity field statistics from an ensemble of simulated molecular clouds
that had been translated into the observationally accessible field (T(x,y,v)). This
provided an initial calibration of the PCA method, which identified a monotonic
relationship between a and 7, where the intrinsic velocity field statistics obeyed
AV oc R7
.
For most instances, the relationship can be approximated as
a « 7 + 0.1, indicating a tendency for the PCA method to slightly overestimate
the intrinsic exponent.
The calibration results of Chapter 3 were necessarily limited in scope, both
due to the range of possible parameter space, and to the requirement of generating
reliable and meaningful field statistics for the model clouds. The most complex of
the simulated observations in Chapter 3 did not involve spherically-symmetric or
slab geometry, but clearly cannot represent the more complex possibilities that are
present in the ISM. However, they usefully probe the "middle ground" in which an
attempt is made to approximate the observed complicated structures and still
remain statistically well-defined in a small simulation space (1283 ). The simulated
observations were in fact in reasonably good visual correspondence (given the
simplicity of the input fields) with real molecular cloud observations (see appendix
A).
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The testing and calibration of the PCA method on simulated observations,
incorporating
"turbulent" velocity fields and "clumpy" density fields, thus
represents a well-established link between intrinsic and observed structure in the
ISM. The method was also tested for its susceptibility to instrumental noise and
finite resolution biases, and was found to be very stable. The procedures for the
minimization of noise effects and making small corrections to measured
characteristic scales due to beam smearing are introduced and demonstrated at
appropriate points in this Chapter.
In this Chapter, we apply the PCA method to an ensemble of molecular clouds
in the Five College Radio Astronomy Observatory Outer Galaxy Survey (Heyer et
al 1998), hereafter "OGS", in order to retrieve diagnostic measures of the velocity
field within molecular clouds. The OGS is a spectroscopic imaging survey of
molecular 12CO emission over a very large region of the outer Galaxy (~ 40 x 8
degrees, sampled every 50") and covering the velocity range ~ [-150,+40] kms" 1
sampled every 0.81 kms" 1
.
This survey provides an unbiased sample of molecular
emission with unprecedented spatial dynamic range, and avoids spectroscopic
blending problems associated with inner Galaxy surveys, due to monotonic
projection of the Galactic rotation field in the outer Galaxy.
The OGS provides an ensemble of molecular emission structures that are
spatially and spectroscopically distinct, to which the PCA method is to be applied.
Of the 23 selected fields, 9 are within the Perseus Arm (as defined
spectroscopically). The possibility of emission blending in these fields is discussed
at appropriate points in the Chapter.
Of interest is whether the turbulent interpretation of the large-scale
size-linewidth relationship is consistent with direct measurements of velocity
fluctuations within individual clouds. What is the representative exponent 7 for
the internal motions of molecular clouds?
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4.2 Data
The data to which PCA is to be applied is taken from the FCRAO Outer
Galaxy Survey (Heyer et al 1998). The OGS consists of 1,696,800
position-switched 12CO spectra, taken between Galactic longitudes 102.49 < I <
141.54 and Galactic latitudes
-3.03 < b < 5.41, sampled at every 50", with a
telescope beam FWHM at 115GHz of 45". These data were obtained with the
FCRAO Quarry 15 beam array receiver (Erickson et al. 1992), and cover a
velocity range ~ [-150,4-40] kms" 1
. The spectroscopic channel width of the OGS is
0.81 kms- 1 but the effective velocity resolution is slightly wider at 0.98 kms" 1
.
The global noise standard deviation in antenna temperature is a = 0.42 K.
The reader is referred to Heyer et al (1998) for an description of the
instrumentation, observing technique and data reduction.
4.3 Fields
Twenty three fields have been selected from the OGS for this study, of which
nine are within the Perseus spiral arm. The other sixteen fields will be referred to
collectively as "local" fields. Several well-known GMCs, both in Perseus Arm and
at "local" distances are included in the sample. We have attempted to preserve the
unbiased nature of the OGS, by selecting as broad a range of cloud morphologies
as possible. However, due to its greater distance, the Perseus Arm sample
generally contains the brighter, more massive clouds. The distinction between the
"Perseus Arm" and "local" labels is purely spectroscopic.
Field selection was initially carried out visually, from inspection of
spectroscopically-restricted integrated intensity maps and spatially-restricted
global spectrum plots. PCA was used (in a similar manner to that reported in
Section 4.4.5) to examine and further restrict these selected regions in order to
isolate coherent emission structures. This is a painstaking operation, often
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involving little or no a priori knowledge of the field structure. We strongly
reeommend the use of PCA, particularly the low order principal components, to
obtain an overview of the structure of large complex data sets. (HS97 gives an
extended introduction to the use of PCA on molecular cloud data, along with
several instructive demonstrations. See also Chapter 3 and Section 4.4 below.)
There is no guarantee of course that the selected fields do not contain blended
emission from two or more unrelated components that are inseparable even by a
sophisticated principal component decomposition. Subtle contaminating
structures, not identified in low order decompositions, can still be present in the
fields. These can often be identified by the use of higher order components, but
sometimes escape our attention during field selection. Examples of this and a
general discussion of the effects of contamination are included in Section 4.4.5. We
have erred on the side of splitting, rather than lumping. Of course, if the emission
structures contained in the OGS are part of a turbulent flow extending to larger
scales than those of the selected field boxes, then identification of "contamination"
is somewhat arbitrary.
In some cases, due to the spatial boundaries of the OGS or due to the
imposition of spectroscopic segregation, the emission does not fall to the zero level
at the field boundaries. This feature is mostly restricted to the local emission,
which covers a broader range in Galactic latitude and suffers more from
spectroscopic blending. The tests that we have carried out to gauge the effect of
this suggest that it does not cause any significant problems. In Chapter 3, it
occasionally happened that the emission of the calibrator fields was not entirely
resolved by the model spectrometer, due to an unusually large velocity fluctuation.
We noted no systematic problems associated with this. Tests of emission tapering
to ensure a zero level at the boundaries (on simulated observations and real data)
are also in support of this claim.
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An overview of the selected fields is presented in Figure 4.1, wherein the
Persens Arm and loeal emission is displayed separately for c larity. The sparseness
of the Persens Ann is evident, which substantially aids field selection. The
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Figure 4.1. Overview of the selected emission fields. This figure shows integrated
intensities over Perseus Arm and "local" velocities. See Table 4.1 and Section 4.5
for more detailed information.
spectroscopic limits (vmin ,vmax ) and spatial limits {lminJmaxAmnAnax) of these
fields are reported in Table 4.1, along with their sizes in spectroscopic channels
(Nv ) and in spatial pixels (N/ x Nb ). To identify these fields in Figure 4.1, note
that the identification number of the Perseus Arm (P) and local (L) fields
increases with decreasing lmax . More useful presentations of the fields are given in
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Table 4.1. The spectroscopic and spatial boundaries of the selected fields and their
sizes in spectroscopic channels and spatial pixels.
Field ID
PI W5
P2 W3
P3
P4
P5
P6 NGC7538
P7 S156
P8
P9 S152
LI
L2
L3
L4
L5
L6
L7
L8
L9
L10
Lll
L12 CepOB3
L13 S140
L14 S140
^min Vmax ^max Imin bmax Nv N< 0
-52.0
-30.1 139.09 135.97 0.54 2.40 28 220 134
-60.2
-30.1 134.43 132.65
-0.24 1.53 38 128 128
-56.1
-32.5 125.22 121.61
-1.63 0.75 30 260 172
-55.3
-25.2 112.94 110.25
-3.03
-1.70 38 194 96
-64.2
-39.0 112.61 110.59 1.44 3.46 32 146 146
-69.9
-35.0 112.23 110.52
-0.07 1.53 44 124 116
-69.9
-30.0 110.98 109.68 -1.12 0.46 50 94 114
-65.0
-35.0 109.65 107.96 -0.61 0.99 38 122 116
-61.8
-41.5 109.32 107.80 -1.49
-0.64 26 110 62
-20.3
-3.3 141.54 137.37 0.88 3.10 22 300 160
-14.7 4.8 134.00 131.43 3.39 5.41 25 186 146
-20.3 4.8 130.38 126.82 2.97 5.41 32 256 176
-20.3 -7.3 127.87 124.31 -2.75 0.81 17 256 256
-20.3 -3.3 126.33 122.78 1.58 4.44 22 256 206
-28.5 -9.8 124.10 121.19 -2.14 1.00 24 210 226
-9.8 4.8 122.85 120.91 2.48 4.42 19 140 140
-25.2
-10.6 121.17 116.30 2.13 3.65 19 350 110
-9.8 4.8 120.34 115.72 2.83 5.41 19 332 186
-25.2 4.8 116.57 113.51 0.18 3.10 38 220 210
-26.8 -9.8 113.50 111.95 2.19 3.51 22 112 96
-17.9 0.8 112.92 108.21 0.32 3.24 24 338 210
-20.3 4.8 108.12 106.57 3.84 5.41 32 112 114
-20.3 4.8 106.36 105.01 3.17 5.19 32 98 146
Section 4.5, along with the analysis results. In Section 4.5.2, we discuss
applications of the PCA method to a larger-scale composite of selected Perseus
Arm fields, and to sub-fields within three selected fields.
4.4 Principal Component Analysis
For convenience, a summary of the PCA method is included below, and specific
examples of applications to real data are given. The reader is referred to Chapters
2 and 3 and appendix A for further general discussion. The "autocorrelation
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function (ACF) flat-fielding" technique and beam correction method are
demonstrated and we discuss the effects of contamination by unrelated emission.
4.4.1 PCA Decomposition
There is more than one way to represent a radiation temperature (T(x,y,v))
structure. PCA re-defines the data in such a way that spectroscopic (v) and
spatial (x,y) structure can be viewed separately, and provides coupling between
the two bases.
Given an imaged spectroscopic observation, of spatial extent nx x ny pixels,
with p spectroscopic channels along each line of sight, the T(x,y,v) data can be
represented as an n x p matrix X :
Xij = T(r t ,v3 ) - (Y.T{rk ,v3 ))/n
k=l
for i=l,n and j=l,p, and with n = nx x ny and where r^x^y,) denotes the
spatial coordinate of the zth spectrum.
From this the covariance matrix Sjk is formed :
1
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The solution of :
Su = Au
yields p eigenvectors, Uy, labeled 1=1,p defined at each spectroscopic channel
j=l,p. Associated with each eigenvector is an eigenvalue A/. The normalized
eigenvalue :
a; = vx>
i=l
measures the fraction of the variance contained within the Ith "principal
component" (PC). The PCs are ordered according to their eigenvalue, from largest
to smallest.
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Note that no spatial information is contained within the eigenveetors, since the
ordering of the spatial part of the matrix X is arbitrary. The eigenvectors u„ are
purely spectroscopic and trace the (ordered) sources of variance in the ensemble of
observed line profiles. Also, the eigenvectors are orthogonal, which ensures that
the information contained within each PC is independent information.
From the data X and the eigenvectors uy , a series of associated eigenimage,
can be constructed :
3=1
The Ith eigenimage is the projection of the data onto the Ith eigenvector, and is
purely spatial It is equal to a velocity-integration of X(x,y,v) that is weighted at
each channel by the value of the appropriate eigenvector. Hence PCA decomposes
the data, respective of the (ordered) sources of variance in T(x,y,v), onto coupled
spectroscopic vectors and spatial images.
The eigenvalues are used to provide a signal-to-noise value for each field, as
reported in Table 4.1. This is a variance-based signal-to-noise ratio, appropriate
for autocorrelation function (ACF) analysis, and is :
Ci =
% - AN
V
where A. is the eigenvalue of the first PC and A^ is the eigenvalue of the highest /
PC (ie the noise variance estimate for the field). Note that in terms of ACF
analysis, the effective signal-to-noise is (
2
,
and after flat-fielding (see Section 4.4.3)
this is reduced by a factor l/^A^, where Np = nx x ny .
An example of a PCA decomposition is shown in Figure 4.2. These are the
first six PCs of the P6 (NGC7538) field, obtained via the procedure outlined
above. The first PC contains an eigenvector and eigenimage very similar to the
mean spectrum and integrated intensity respectively (cf. Figure 4.8). Note that
this eigenimage is actually "oscillatory", but has been re-centered to bring the
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Figure 4.2. Examples of observed eigenvectors and eigenimages for the P6
(NGC7538) field.
noise floor to zero and make the signal positive-definite as is the eigenvector (see
appendix A of Chapter 3). The second PC traces the variability of the emission
around the first-order velocity gradient. Typically we find, as in the Chapter 3
calibration, that the scale-dependent magnitude of this gradient is consistent with
it being a "turbulent gradient".
Low-order PCA is clearly similar to "clump-finding" except that it requires no
input definition of "clump". In this case, the 2nd PC will yield an ensemble
measurement of the size-linewidth relationship for the "clumps" identified as
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having the "hnewidth" and "size" contained in the 2nd eigenvector and 2nd
eigenimage respectively. In general, the sequentially narrower and narrower
filtering imposed by the eigenvectors generates sequentially smaller and smaller
scale variability in the eigenimages. Measurement of the characteristic scale of this
variability is a sensitive measure of the magnitude of gas motions as a function of
scale, as calibrated in Chapter 3. Note that information from the entire field is
consolidated into each individual characteristic scale measurement. The qualitative
appearances of the PCs for this field are markedly similar to the 0 = 2 lognormal
density field simulated observation, shown in appendix A. In general, the
eigenimage structure is diagnostic of the types of motions within the cloud. The
flocculent nature of the eigenimages for the ISM is consistent with the internal
cloud motions being turbulent motions. Eigenimage structure obtained from
collapse/expansion motions or global rotational motions is comprised of concentric
circles and bands respectively.
4.4.2 Characteristic Scale Measurements
From the sequence of eigenvectors and associated eigenimages the ACFs of
each are formed, which are, respectively:
C <V (\AV\) =
< Ul{v)ui[v + AV) >
< uf{v) >
ru, <Ii{T)h{r + r) >C
'
(T)
=
</f(r)>
where the superscript / refers to eigenvector and eigenimage contained in the Ith
principal component. These are in normalized form, so that C'K (0) = 1 and
C'7 (0) = 1. The eigenimage ACFs, prior to normalization, are flat-fielded according
to the prescription given below. The autocorrelations are carried out via Fourier
space (Press et al 1988), with the eigenvectors and eigenimages padded with zeros
to twice their size to avoid wrap-around correlations.
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As a measure of the characteristic scale over which the ACFs are correlated,
the lags for which
:
Clv (\AVi\) = l/e
CKW) = l/e
are identified, to produce the sequence of paired measurements (AVh St ). The
exponent a is then obtained from the relationship
:
AVikms- 1 ) = c(—
)
Q
Ipc
where the unsubscripted quantities refer to the ensemble of paired measurements,
and c is a constant (= AV (1 pc)). The absolute calibration of the PCA method
(ie the calibration of c) is a little uncertain, mostly due to the fact that a / 7 (see
below), but with this understood, c is generally within a factor of 2 of the intrinsic
AV (1 pc). Measured values of c (see Section 4.5) correspond well with typical
cloud-finding size-linewidth values (see eg Blitz 1987).
As shown in Chapter 3, the eigenvector scales are reliable down to a measured
AV of one spectroscopic channel. The eigenimage scales are restricted to be
greater than two spatial pixels prior to correction for beam effects (discussed
below).
According to the calibration carried out in Chapter 3, the retrieved exponent a
is related to the intrinsic exponent 7 via :
(V
f (0.59 ± 0.03)7 + 0.32 ± 0.01 for a < 0.67
{ (1.07 ± 0.08)7 + 0.03 ± 0.06 for a > 0.67
where the real-space velocity field statistics obey :
AV(R) oc W
For most instances in this paper, the relationship 7 « a — 0.1 is sufficiently
accurate to represent the calibration, which identifies the tendency for the PCA
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method to slightly overestimate the intrinsic exponent. Inferences of 7 from this
method are of course dependent on the relevance of the modeled calibrator fields
to real interstellar clonds. The measurements of a are themselves not dependent
on the calibration, and are very reliable for the fields analyzed here. They provide
tight constraints to "observed" hydrodynamical simulations.
We also calculate a value of the Fourier space energy spectrum exponent via
the calibration to the input (5 of the Chapter 3 simulated observations, which is :
a = (0.33 ±0.04)/? - 0.05 ± 0.08
Example eigenvector ACFs and eigenimage ACFs of the P6 field are shown in
Figure 4.3. The field center for the eigenimage ACFs is lag r = 0, with rx and ry
increasing to the right and up respectively. In this Section we simply focus on the
appearance of the ACFs, not on the absolute scaling and normalization. It is
important to note however that dark grayscales are positive correlations and light
grayscales are negative correlations.
It is clear that the sequence of eigenimage ACFs contain a large amount of
complex information. (The presentation format of the ACFs in Figure 4.3 is
actually a little misleading, and each ACF contains a nearly isotropic core that is
saturated in these plots.) The ACFs contained in the first PC provide an estimate
of the global linewidth and spatial extent of the emission. The ACF of the second
eigenimage shows typical structure that arises from a "non-stationary" large-scale
gradient. This is due to the positive and negative projections imposed by the
second eigenvector.
Sequences of recorrelations in the / > 1 eigenimage ACFs are often reminiscent
of wave-like structures, involving coherent compressions and rarefractions. Note
that the eigenvectors contain no spatial information, and wave-like structure in the
eigenimages is not generated by the wave-like nature of the eigenvectors. However,
interpretation of these features in terms of a specific physical process is not possible
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Figure 4.3. ACFs of the observed eigenvectors and eigenimages for the P6
(NGC7538) field.
at this stage. The calibrator fields of Chapter 3 have very similar eigenimage and
eigenimage ACF structure to those shown in Figure 4.3. The density and velocity
fields of the calibrator fields were not correlated with each other so these observed
structures do not imply that hydromagnetic waves with coherent density-velocity
fluctuations are responsible for the internal motions (but this is not ruled out).
From the 23 fields used in this study, each yielding a similar PC sequence, a
vast amount of potentially exploiTable information can be retrieved from the OGS
if suiTable measurement and characterization schemes can be developed.
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Understanding the structure of the PCs in terms of physical models presents a
forbidding, but likely rewarding, challenge.
4.4.3 ACF Flat Fielding
It is necessary to remove the noise contribution to the eigenimage ACFs before
scale measurement, as discussed in Chapter 3. For the PCA method calibration
only Gaussian noise was considered, which has no contribution to an ACF for lags
r ± 0. The contribution at zero lag is simply equal to the variance of the noise
{&%). Consequently subtracting this quantity from the "raw" eigenimage ACF at
lag zero (prior to normalization) will remove the noise contribution, with residual
standard deviation of <J2N/jNp where Np is the number of pixels used to calulate
the ACF. Very accurate estimates of a2N can be obtained from several high I
eigenimages, due to the noise propagation properties of PCA.
For the OGS data, due to the reference sharing technique, noise correlations
for t ^ 0 exist, and this must be recognized when correcting the eigenimage ACFs.
The noise correlation properties of the OGS are discussed in Heyer et al (1998).
An ACF of pure "OGS noise" contains noise correlations at {\ry \ = 0, 1 pixels
and \tx \ = 0, 5, 10, 15, 20, 25 pixels) where x is along the Galactic longitude
direction and y along the Galactic latitude direction. The correlation at non-zero
tx is due to blocks of five footprints of the focal plane array spaced along the
x-direction sharing a single reference measurement. The correlation at non-zero ry
is due to a single footprint being comprised of two array pointings (spaced by 1
beam in the y direction) which share a reference measurement.
If the observed eigenimage is :
l\v) = Il0 (r) + N(r)
where Ig(r) is a noiseless eigenimage and N(r) is the noise contribution, the
unnormalized spatial ACF is : (C^r)) as :
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Ciu{r) = < (4(r) + iV(r))(/{(r + r) + N(r + r)) >
C 1iu(t) = C lIU0 (T) + C lUN(T)+<I l0 (r)N(r + r) + I l0 (r + r)N(r)>
where 0im is the ACF of the noiseless eigenimage and is the ACF of the
noise, and the subscript U refers to the unnormalized ACF form (see Chapter 3).
Assuming the last of these terms (the correlation of signal and noise) is zero,
then :
C1w(t) = C1IU0 (t) + ClUN (r)
and we may approximate the noiseless eigenimage ACF by subtracting an estimate
of a pure noise ACF from the raw eigenimage ACF. Pure noise ACFs can be
obtained from several high I eigenimages that are free of signal. We refer to this
process as "ACF Flat Fielding".
An example of this is shown in Figure 4.4. This is the fifth eigenimage from
field LI (the superscript /=5 has been suppressed) in raw form (Cw ) and in
flat-fielded form (Cwo) after subtraction of the flat field {CUN ). These are ID
cuts through the ACFs showing the noise correlations along the x and y axes.
After flat-fielding, this ACF (as in the majority of cases) is very isotropic within
the e-folding length. The spatial structures of the higher / eigenimage ACFs are
quite complex outside this length, showing multiple re-correlation features, as
shown in Figure 4.3.
Tests of this with noiseless fields and simulated or "borrowed" OGS noise show
that the noiseless ACF is recovered extremely well. This is due to two factors : the
noise propagation properties of principal component decomposition allow very
precise noise estimates to be made, and the global nature of autocorrelation
analysis avoids uncorrectable "local" noise contributions.
77
Figure 4.4. Example of ACF Flat Fielding. Here, a noise ACF (CUN ) obtained from
high / eigenimages is subtracted from a raw eigenimage ACF (Cw ) to produce the
flat-fielded ACF {CIU0 ). Top : ACFs along the x-direction at ry = 0. Bottom :ACFs along the y-direction at rx = 0.
4.4.4 Beam Corrections
In Chapter 3, we derived a correction to the measured scales that takes into
account the effect of the Gaussian telescope beam on the eigenimage ACFs. These
scale corrections are based on the fact that at finite resolution, the zero lag ACF
(as the only unresolved measurement in the ACF) is a lower bound to the true
zero lag ACF. If, based on the form of the resolved ACF, "similarly continued
statistics" below the beam size are assumed then we can approximate the true zero
lag ACF and correct the scales accordingly. A full motivation, description and
caution are given in appendix B.
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For a directly measured biased scale of 6B from an eigenimage ACF of the
general form :
C(t) oc exp{ - {t/6) k )
the corrected scale 6 is :
where e(«) ~ 0.65 + 0.1« and rB is the FWHM of the Gaussian telescope beam.
This was tested in Chapter 3, in slightly modified form, for a top-hat beam
response on the calibrator fields, and in a more general way in appendix B of that
paper. It is necessary to obtain an estimate of the "form" of the eigenimage ACFs
(ie k) and this can be done reliably from a few low I eigenimage ACFs, since we
find that « is roughly the same for all eigenimages obtained from a given field.
The corrections are not critically sensitive to slight errors in estimating k. We also
find that k does not differ significantly from k ~ 0.8 for the fields used in this
study, and this value is adopted for all fields.
It is important that the efficacy of this correction scheme be demonstrated on
real fields, so we give an example below. The P2 (W3) field was subjected to PCA
at "full" resolution (rB = 45") and also at two lower resolutions (rB = 90", 180")
by convolving the field prior to PCA with a Gaussian beam of the appropriate
FWHM.
Figure 4.5 shows the results of the scale measurements with and without beam
corrections. For clarity, error estimates have not been included. We find, as in
Chapter 3, that the corrected measurements are in good agreement below the
resolutions of the lower resolution cases, until the spectroscopic resolution is
reached. This is because the zero lag ACF still implicitly contains information
about the scales below. Hence using the resolved information allows us to retain
consistency between the series of resolutions that are available to us.
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uncorrected
corrected
6 (pixels)
Figure 4.5. Example of PCA retrievals that are uncorrected and corrected for
the effect of the telescope beam. Stars : original measurements with rB = 45"
Dots
:
lower resolution measurements with rB = 90", Squares : lower resolution
measurements with rB = 180". The dotted lines mark the 1, 2, 4 spatial pixel limits
and the 1 channel spectroscopic limit.
However, this consistency is achieved at the price of making an assumption
about the sub-beam variability of the emission field. If instead we assume
(certainly incorrectly) that the measured zero lag ACF is exactly equal to the true
zero lag ACF, then these uncorrected measurements give an upper limit to a.
4.4.5 Contamination
It is desirable to ensure that the emission contained within the fields is not
blended emission arising from two or more unrelated components. This is more of
a concern for the local emission than for the Perseus emission, since the Perseus
Arm is very sparse (see Figure 4.1). PCA is well-suited to the task of isolating
" contaminants".
Figure 4.6 shows two instances of unambiguous contamination. In general the
eigenvectors are structured such that emission from the main emission complex is
projected into the eigenimages and is "oscillatory" (see Figure 4.2). In the
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examples of Figure 4.6, however, unrelated emission near the edge of the
speetroscopic limits is identified (within a single PC). The eigenveetor in this case
is struetured such that the main emission eomplex is almost entirely extinguished,
and the contaminant is projected alone. This highlights the ability of PCA to
segregate coherent features in the data.
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Figure 4.6. Examples of contaminating emission identified by PCA contained in the
fields L13 (10th PC) and P5 (8th PC). The first PCs of these fields are included for
reference. Each eigenimage is displayed below its associated eigenvector.
The characteristic scales of the contamination can in some instances satisfy the
selection criterion for inclusion in the fit for a, and these instances are checked for
and removed. This is a rare occurrence, as reported in Section 4.5. The
contamination scales are generally deviant from those obtained from oscillatory
PCs from the main body of the emission. More malignant cases of contamination
can occur of course if the contaminant is not spectroscopically offset from the main
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emission. This will generally result in an increased scatter in the AV - 6 pairs if
the two components are not morphologically and kinematically similar.
We applied PCA to spectroscopically-restricted versions of the contaminated
fields, and no differences in the retrieved scales or retrieved a were found. The
scatter in the results for these fields is not due to the identified contamination,
since the contamination is restricted to a single PC. These contaminants have been
left in the fields for demonstration and discussion purposes.
The calibration fields in Chapter 3 contained no contamination, and the
retrieved pairs were very tightly distributed around a power-law relationship.
Tests carried out with added non-separable contaminants suggest that this causes
only increased scatter and no systematic trend in retrieved a. There is also the
possibility of course that such scatter may be a real feature of the OGS fields,
indicative of more complex behavior than that contained in the calibrator fields.
4.5 Results
The 23 fields selected from the OGS have been subjected to PCA (Section
4.4.1). Characteristic scale measurements have been made via the use of
autocorrelation functions and values of a have been derived (Section 4.4.2), after
corrections for instrumental noise (Section 4.4.3) and the effect of the telescope
beam (Section 4.4.4) have been applied. Rare instances of contamination (Section
4.4.5) have been removed from the characteristic scale measurements included in
the fits for a.
To obtain absolute spatial scales, kinematic distances have been derived
(assuming a flat rotation curve with Vro< = 220 kms" 1 and with R0 = 8.5 kpc)
from the centroid of the emission in each field. The accuracy, or lack of such, of
these estimated distances does not affect the derived values of a.
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We also report measurements of scaling exponents obtained from a larger-seale
Perseus Arm field and from sub-regions within two of the selected fields (Section
4.5.2).
4.5.1 Selected Field Results
Individual plots of the retrieved characteristic scale measurements for the
selected fields are shown in Figures 4.7 - 4.14, along with the integrated intensity
map and mean spectrum for each field. Each of these measurements represents a
vast amount of information consolidated from the entire field. The error bars for
these Figures are calculated in the same way as for the calibrator fields in Chapter
3, which include uncertainties arising from the anisotropy of the eigenimages.
Fits for a are shown as the solid line in these Figures. The measured values of
a are recorded in Table 4.2. This Table lists the number of PCs included in the fit
(Npc ), the number of contaminants rejected (N c ), and the variance-based
signal-to-noise estimates (d).
Values of 7 and have been derived according to the Chapter 3 calibration
results summarized in Section 4.4.2. The error estimates listed for these values
include all fitting errors and calibration uncertainties. Values of the absolute
scaling constant c = AV (1 pc) have also been obtained.
An overview of the derived 7 values is presented in histogram form in
Figure 4.15. The bin size is approximately twice the mean standard deviation of
the 7 estimates. We have calculated weighted and unweighted averages of the
exponents reported in Table 4.2. These are (weighted) : < a >= 0.62 ±0.11
,
</3>= 2.17 ± 0.31
,
< 7 >= 0.49 ± 0.16 ; (unweighted) : < a >= 0.68 ± 0.10
,
<(3>= 2.21 ± 0.31
,
< 7 >= 0.57 ± 0.13. The uncertainties of these derived
averages are larger than those of the individual fits.
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Table 4.2. Fitted a and c values for each selected field, and the estimated 0 and 7exponents. H 1
Field SI N N Oi c 0 7
PI 4.2 n U. / oztU. 1U U.bl±0 .07 2 .38±0. 38 0 .66±0. 11
P2 7 6 7 n U.OD±0 .06 2 .69±0. 36 0 ,75±0. 10
P3 2 5Zv . Kj 4 n U.OZztU.Ul U. f4±0 .02 1 ,72±0. 24 0 33±0. 02
P4 5 7 0 n 1 P>1 I nl.Ul±(J .06 1 .97±0. 28 0 ,47±0. 07
P5 1.8 5 1 n 80+0 09U.OUICU. uz U. / i±U C\ A.04 z Co i n.58±0, 25 0 72±0. 06
P6 11.7 7 n n fiQ-i-n nou.ufznu.uz U.O (±U C\ AU4 oz r»C i r\.25±0. 25 0 .62±0. 06
P7 11.1 8 n fl R1 -4-0 09 o OQ-i_n
.1)0 Z .00±0 .25 0 .49±0. 04
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P9 6.7 4 0 0.70±0.02 0.70±0 .03 2 28+0 nu fH4-0UOnzU uo
LI 3.2 4 1 0.53±0.02 0.92±0 .05 1 .76±0 .25 0.36±0 .04
L2 3.8 4 0 0.89±0.07 0.97±0 .13 2 .86±0 .33 0.81±0 .09
L3 4.8 8 0 0.75±0.04 1.05±0 .07 2 .42±0 .28 0.67±0 .07
L4 4.5 4 0 0.62±0.02 0.67±0 .08 2 .04±0 .25 0 .52±0 .05
L5 5.2 6 0 0.72±0.02 0.73±0,.04 2 ,34±0 .25 0 .65±0 .06
L6 3.4 6 0 0.59±0.10 0.62±0. 08 1 ,94±0 39 0 .46±0.,17
L7 5.8 5 0 0.81±0.07 0.71±0. 13 2 ,61±0, 32 0 ,73±0,.09
L8 5.0 5 0 0.60±0.04 0.66±0. 07 1 .98±0. 27 0 .48±0. 07
L9 4.4 6 0 0.59±0.05 0.96±0. 07 1, 94±0. 29 0 46±0, 09
L10 3.4 9 0 0.74±0.05 0.81±0. 15 2, 41±0. 28 0 ,67±0. 07
Lll 6.0 6 0 0.63±0.03 0.97±0. 05 2. ()7±0. 25 0, 53±0. 05
L12 5.8 5 1 0.63±0.05 0.91±0. 10 2.05±0. 28 0. 52±0. 08
L13 8.0 5 1 0.76±0.11 1.30±0. 16 2. 46±0.41 0. 68±0. 12
L14 7.9 4 0 0.59±0.05 1.23±0.07 1.94±0. 28 0. 46±0. 08
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Figure 4.7. PCA scale retrieval results for the PI, P2 and P3 fields. Also shown are
the integrated intensities and global spectra of these fields. The solid lines are the
fits for a and c reported in Table 4.2.
4.5.2 Large-Scale and Sub-Field Results
It is an interesting question to ask what the results of PCA would be if a
selected field is a composite of several physically different regions. Alternatively, of
course, there may be some large-scale flow in which the ensemble of "clouds" is
participating. There are two ways to proceed with this. Firstly, we can select a
larger field which is a composite of the already analyzed fields. Secondly, we can
extend the PCA method to "sub-field" scales by partitioning a given field into an
ensemble of smaller fields. Both of these are discussed in this Section.
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Figure 4.8. PCA scale retrieval results for the P4, P5 and P6 fields.
The large-scale composite analysis is discussed first. A Perseus Arm field
containing the selected fields P4, P6, P7, P8 and P9 has been subjected to PCA,
and the results of this are shown in Figure 4.16. Fourteen paired characteristic
scale measurements were obtained in this analysis. The solid line is the fit :
a = 0.68, c = 1.47 kms-1
. The calibration of this yields 7 = 0.60 ± 0.05. These
derived exponents are within the range of the exponents of the selected fields that
are contained within the larger field. We cannot say whether or not this indicates
that this larger structure is part of a more extended turbulent flow. The largest
characteristic scales obtained from this measurement are very similar to those
obtained from the fields within. This is because there appears to be no larger-scale
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Figure 4.9. PCA scale retrieval results for the P7, P8 and P9 fields.
spatial coherence to the emission field over which velocity differences could be
reliably traced. However, inability to effectively measure velocity differences is not
necessarily the same thing as them not being present. The increase of the intercept
indicates that the velocity dispersion is absolutely larger for the composite field.
Estimated shear due to Galactic rotation (~ 1 kms_1 /100 pc) is sufficient to
explain this increase however.
Note that the differences in the a and c values of the selected fields do not
cause a corresponding scatter in the composite PCA result. This is partly because
the individual fields are dynamically similar, but it is also because of the ensemble
nature of the PCA measurement. A very tightly-fitted PCA retrieval thus does not
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Figure 4.10. PCA scale retrieval results for the LI, L2 and L3 fields.
necessarily mean that the velocity field is statistically homogeneous. This begs the
question of how homogeneous the selected fields are in terms of the velocity field
statistics. To begin to answer this, three selected fields have been partitioned into
smaller fields and PCA carried out on them.
The results for field P7, which was partitioned spatially into two sub-fields are
shown in Figure 4.17. The fitted exponents are a = 0.73,0.58 which bracket the
ensemble measurement for P7 of a = 0.61. Figure 4.18 shows the results for a
partitioning of LI. Here, the individual fits (a — 0.59,0.69) are somewhat steeper
than the global fit {a = 0.53). The steepest measurement is skewed substantially
by an elevated first PC AV, however, and the higher-order scales are in good
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Figure 4.11. PCA scale retrieval results for the L4, L5 and L6 fields.
agreement with (in fact slightly shallower than) those of the other sub-field.
Gauging the reliability (or relevance) of a given PC is not factored into the
analysis of this paper. Field L12 was partitioned spatially into six sub-fields, as
shown in Figure 4.19. The individual results for these fields are listed in Table 4.3
along with those for P7 and LI.
Hence there is a tendency for a to be variable within a given field, but we note
that the global a is generally representative of typical sub-region a values. Such
variable behavior is perhaps to be expected since it is unlikely that identical
physical conditions exist throughout the entire field. Caution should be applied
however. We are bound to acknowledge that the inability to spectroscopically
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Figure 4.12. PCA scale retrieval results for the L7, L8 and L9 fields.
segregate these fields further must mean, under the assumption of statistical
isotropy, that any one sub-field likely represents a composite of two or more
"sub-fields" that lie along the same line of sight. (Consider viewing the field L12
from the side at a vantage point several hundred parsecs into the Outer Galaxy.)
Under these circumstances, it is likely that the global value is probably more
reliable as an indicator of the mean exponent within the field, although it is not
able to trace region-specific physical variations.
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Figure 4.13. PCA scale retrieval results for the L10, Lll and L12 fields.
4.6 Discussion
The previous Section reported the PCA results for the selected fields in the
OGS, as well as a larger-scale Perseus Arm result and several "sub-field" results.
We have identified macroscopic velocity field correlations within an ensemble of
molecular clouds, and these can be generally well-characterized by a relationship of
the form AV oc R7
,
consistent with that found from more indirect large-scale
cloud-finding decompositions. We find that the PCA-based relationship :
AV = c {6/lpc) Q
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Figure 4.14. PCA scale retrieval results for the L13 and L14 fields.
has an ensemble mean a « 0.62 and c « 0.6 - 1.3 kms" 1
. According to the
calibration of Chapter 3, the PCA exponent translates into an intrinsic exponent
7 « 0.5. These statistics are applicable to internal cloud motions, and are in
general agreement with cloud-finding results applicable to an ensemble of spatially
unrelated clouds. The validity of this 7 exponent is dependent on the relevance of
the calibrator fields to real interstellar clouds.
However, regardless of the accuracy of the calibration, these results
demonstrate the existence of macroscopic velocity fluctuations molecular clouds.
The identity of these fluctuations is not yet firmly established, and could be due to
collapse/expansion, linear gradients due to Galactic rotation or some other
large-scale but smooth systematic flow or rotation of some kind. Several diagnostic
PCA results exist that can aid in interpreting our measurements. HS97 showed
that velocity gradients arising solely from rotation generate persistent banded
structure in the eigenimages, with the bands lying perpendicular to the velocity
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Figure 4.15. Histogram of the retrieved 7 exponents from all fields. The bin width
is twice the mean standard deviation of an individual 7 exponent.
gradient. Other large-scale (but smooth) velocity gradients have a similar effect.
Tests of collapsing and expanding clouds shows that this generates concentric
circle structures in the eigenimages. Of the tests done to date, the "turbulent"
calibrator fields of Chapter 3 (see also Chapter 2 and appendix A), having
macroscopic stochastic velocity gradients, show the closest correspondence with
observed flocculent eigenimage structure.
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staining several ofthe selected Perseus Arm fields. 5
Variability of a around this mean was also found, with lower bound a « 0.52
and upper bound a « 0.89, and with standard deviation larger than the fitting
and calibration uncertainties. This may represent uncalibrated uncertainties or
may be tracing real variability between the selected fields. The range in 7 is
comparable to the range found by centroid velocity ACF analysis (see Miesch and
Bally 1994 for a compilation).
We can discern no obvious general relationship between a and any
(subjectively assigned) "morphology" of the fields or association with HII regions,
although we do note that the three very low-contrast high-latitude local fields (L2,
L3, L7) have values of a towards the higher end of the range (a = 0.89,0.75,0.81
respectively).
It is also evident that the PCA results for the local fields as a whole contain a
larger degree of scatter than the Perseus Arm fields. There is no reason of course
to expect that these relationships should be exact power laws, and the instances of
large scatter may be indicative of complex systematic motions.
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Figure 4.17. PCA result for the P7 sub-fields. Field P7a (lower left) is plotted as
closed circles, and field P7b (upper right) is plotted as open circles.
4.6.1 Comparison with Theoretical Models
We can compare our retrieved 7 exponents with those expected in several
idealized cases. The classic Kolmogorov spectrum (Kolmogorov 1941) (7 = 1/3) is
valid for incompressible turbulence. Other exponents are obtained for differing
physical conditions, such as (7 = 1/4) for MHD turbulence (eg Kraichnan 1965),
an rms Mach-number dependent (1/3 < 7 = 1/2) for subsonic compressible
turbulence (Moiseev et al 1981) and (7 = 1/2) for supersonic compressible
turbulence (Kadomtsev k Petviashvili 1973). Values of 7 > 1/2 can be obtained in
conditions where, as a modification of the MHD case, the velocity field is strongly
coupled to the magnetic field (Grappin et al 1983).
The values of 7 derived above are in general large enough to rule out both
idealized Kolmogorov (7 = 1/3) and MHD turbulence (7 = 1/4) as being relevant
to interstellar clouds. The inapplicability of Kolmogorov turbulence is not
surprising since this does not apply to compressible interstellar gas. Of the "ideal"
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Figure 4.18. PCA result for the LI sub-fields. Field Lla (left) is plotted as closed
circles, and field Lib (right) is plotted as open circles.
cases, the supersonic compressible 7 = 1/2 is consistent with the mean observed 7.
Hydrodynamical simulations of decaying turbulence in compressible gas (Porter et
al 1992, Falgarone et al 1994) show that after initial strong shock-generation, a
Kolmogorov spectrum prevails. If the major properties of turbulent flows in the
ISM can be represented by such a simulation, then this indicates that energy must
be continually supplied to the gas, to replenish that dissipated in shocks.
The supersonic (3 = 2 spectrum is generated by the concentration of strong
velocity fluctuations in shock structures, but we can see no evidence of such
behavior in the eigenimages obtained via PCA. Specifically : PCA identifies
velocity gradients as banded eigenimage structure perpendicular to the direction of
the velocity gradient. Thus a large-scale shock would appear as an elongated
structure banded perpendicularly to the direction of its longest extent; this
supposition is supported by simulated observations of shock structures (Brunt
1999). An ensemble of smaller-scale shocks would be less clearly obvious in the
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Figure 4.19. Identification of the sub-fields studied in field L12.
eigenimages. This suggests that the steepness of the inferred spectra must in part
be generated by an upward cascade of energy, powered by internal sources,
possibly incorporating some aspect of the gravito-turbulence model of Henriksen &
Turner (1984). The possibility of strong coupling of the velocity field to the
magnetic field, which could provide a large-scale (smooth) ordering of the velocity
field, can plausibly explain our 7 > 0.5 results. The conditions under which this
can occur in molecular clouds needs further study, however.
The physical situation in the ISM is probably not able to be couched in terms
of the above ideal models which are based on a downward cascade of energy, and
the applicability or inapplicability of these exponents may not reveal anything
useful concerning theories of ISM turbulence (Scalo 1987). A full account of ISM
turbulence must necessarily include the effects of gravity in addition to the
hydrodynamical equations, and also consider a large range of scales at which
energy can be injected or dissipated. Such theoretical models are being explored
via the use of supercomputer hydrodynamical simulations.
However, quotations of (5 from numerical experiments have been rare to date.
Gammie & Ostriker (1996) report (5 = 2 for their ID non-linear MHD wave
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Figure 4.20. PCA results for the L12 sub-fields.
experiment. Vazquez-Semadeni et al (1997) also obtain (3 = 2 for a large (1 kpc)
2D numerical simulation of the Galactic plane. The Porter el al (1992)
compressible experiment (see above) is the only 3D experiment with a reported (3
measurement, to our knowledge. Padoan (1997) reports a size-velocity dispersion
measurement for bound cores in a 3D self-gravitating, super-Alfvenic simulation.
Here, interestingly, 7 increases with time, from 7 ~ 0.5 at early times to 7 > 1 at
late times!
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Table 4.3. Retrieved a and 7 exponents for the large-scale and small-scale fields.
Field Ci a 7P7a 16 - 9 0J3±0.04 T37^9~~0^6±^07
P7b 16.0 0.58±0.02 0.86±0.05 0.44±0.04
P7 11.1 0.61±0.02 0.93±0.05
Lla 3.9 0.59±0.01 0.86±0.02
L2a 3.2 0.69±0.06 1.07±0.05
LI 3.2 0.53±0.02 0.92±0.05
L12a 5.8 0.40 1.13
L12b 7.8 0.58±0.02 1.08±0.15
L12c 10.5 0.75±0.09 1.08±0.15
L12d 5.7 1.06±0.09 0.91±0.07
L12e 8.6 0.53±0.002 1.49±0.003
L12f 10.7 0.63±0.04 1.12±0.06
L12 5.8 0.63±0.05 0.91±0.10
0.49±Q.Q4
0.45±0.03
0.62±0.08
0.36±0.04
0.14
0.67±0.10
0.67±0.10
0.96±0.10
0.36±0.02
0.52±0.07
0.52±0.08
Padoan's method of measurement cannot be checked against our method,
however. Additionally, the prevalence of (3 = 2 under a wide variety of conditions,
or at least under a wide variety of reported conditions, suggests that distinguishing
between models based on a single exponent will not be possible for the estimated
(3 ~ 2 values obtained in our study, and further constraints must be obtained via a
more detailed analysis of the eigenimage structures. However, our estimates
represent the first partially-calibrated observational constraints to the
hydrodynamical models.
Comparison on the basis of calibrated 7 (or (5) must eventually be superseded
by comparison on the basis of observed a both of numerical experiments and data.
Such numerical observations are beginning to be carried out (Padoan et al 1998),
which can be directly compared to observations, in terms of PCA and other
dynamical estimator schemes.
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4.7 Summary
The multivariate technique of principal component analysis has been used to
decompose an ensemble of »CO molecular emission fields in the FCRAO Outer
Galaxy Survey, with the purpose of extracting information about the internal
velocity fields of molecular clouds. Both Perseus Arm fields and "local" fields have
been decomposed and studied.
We have detected macroscopic velocity fluctuations within the molecular
clouds, and the dependence of velocity fluctuations (AV) on spatial scale 6 is well
characterized by the relationship :
AV =c (6/lpc) Q
with a » 0.62 and c ^ 1 kms" 1
. According to the calibrated biases of the PCA
method, this translates into an intrinsic "size-linewidth" relationship of the form :
AV oc R 1 ' 2
for the velocity field within molecular clouds, in good agreement with size-linewidth
relationships obtained from an ensemble of potentially physically-diverse clouds.
We also find a range of exponents around the mean of 7 = 1/2, with minimum
observed 7 = 0.33 and maximum observed 7 = 0.81. The upper end of this range
involves steeper spectra than can be easily accounted for by idealized compressible
modifications of the Kolmogorov cascade phenomenology. Coupled with the
eigenimage signatures, which motivate stochastic motions, but not strongly
shock-like motions in a supersonic medium, these exponent measurements provide
useful constraints to hydrodynamical simulations of molecular clouds.
The estimates of a obtained here are reliable, since an enormous amount of
data has been consolidated into them, and care was taken to account for
instrumental noise and the effect of beam smearing on the measurements. The
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calibration to intrinsic 7 is of course preliminary, and not necessarily valid under
all circumstances that have not been tested. Further application of the PCA
method must share equal (or lesser) time with continued calibration. This will
involve the generation of more realistic "toy" ISM models (such as extension to
non-isothermal models) coupled with better approximations to the radiative
transfer equations. In future, a broader range of simulated observations is planned,
with a view to constraining more detailed aspects of the velocity field. These
simulated observations involve velocity fields with varied fractions of solenoidal
(incompressible) and longitudinal (compressible) modes, representations of shocks,
intermittency and more mutually-consistent density and velocity fields (Brunt
1999). It is likely that further progress is to be made by constraining the types of
motions within clouds, rather than via more accurate predictions of the scaling
exponents. Input from numerical experiments concerning the statistical
correlations between relevant physical fields would be a useful contribution, and
hopefully numerical experiments themselves can be incorporated into a more
complete investigation of the PCA method.
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Chapter 5
Conclusions
5.1 Thesis Summary
The focus of this thesis, and the major results, are technical rather than
physical. An attempt has been made to fill the wide gap between observations of
the molecular interstellar medium and theoretical predictions. The re-ordering of
physical fields into observationally accessible fields has every indication that it is
as comparably complex as the intrinsic turbulent structure itself.
Both observations and numerical simulations are now of sufficient spatial
dynamic range that useful comparisons can be made between them. But this is
dependent on two things. Observers must establish meaningful measures of their
data, taking into account the complexities of the compression, biasing and
re-ordering of the intrinsic structure. Similarly, simulators of intrinsic structure
must state their results in observationally-accessible terms. The work presented
above has established the first calibrated relationship between intrinsic and
observed velocity field statistics.
In this thesis, it has been established from direct measurement that stochastic
velocity fluctuations, present on all scales within molecular clouds, represent the
best dynamical model. The powerful statistical technique of principal component
analysis has been investigated, with extensive testing of its ability to recover
intrinsic velocity field information, based on a globally-macroturbulent model of
molecular cloud dynamics. This relationship has been calibrated under a wide
variety of conditions that observations are subject to, including physical effects
such as undersampling, saturation, and operational complications arising from
instrumental noise and smearing of information due to telescope beams.
In order to do this, the technique of "autocorrelation function flat fielding" has
been developed, which is made possible by the decomposition^ properties of
principal component analysis and the global nature of autocorrelation function
analysis. A large appendix concerning the effects of finite resolution and beam
smearing on autocorrelation function analysis has been included, which is of
general interest.
In terms of the physical application of these results, a large ensemble of
molecular emission fields in the Outer Galaxy has been analyzed by the calibrated
method, with intent to extract dynamical information from biased, compressed,
and re-ordered molecular "clouds".
The work in this thesis has demonstrated a sensitivity of the PCA method to
varying intrinsic velocity field statistics, by direct simulation of the relevant
observations, instead of by assumption. The calibration results may be
summarized by the following relationship between retrieved characteristic velocity
intervals (AV) and the spatial scales (6) over which the velocity field is coherent in
that interval :
AV oc 6Q
The exponent a is monotonically related to the macroturbulent exponent 7 which
describes the intrinsic spectrum of velocity fluctuations as a function of scale R :
AV oc W
For most circumstances, 7 + 0.1
Using this preliminary calibration, the supposition, obtained from uncalibrated
large-scale cloud-finding results, that molecular clouds have internal velocity
correlations described by the index 7 = 0.5 has been verified within the
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uncertainties of the modeling. This exponent (and its range around the mean of
7 « 0.5 is also consistent with uncalibrated autocorrelation function
measurements. Hopefully, all these three techniques will be tested more critically
in the near future.
5.2 Future Directions
The future directions of this research are manifold. A well-tested powerful
method, that utilizes the entirety of the information available from molecular line
imaging observations has been established, and this can begin to distinguish
between competing theoretical models of the interstellar medium. Extension of the
applications to smaller scales and to larger scales, utilizing more sensitive and
more widespread tracers respectively, is certainly expected in the near future. Of
particular interest to me is the larger-scale dynamical picture that should be able
to be probed by ubiquitously-distributed atomic hydrogen measurements (English
et al 1998) in the same Outer Galaxy region as the FCRAO Outer Galaxy Survey
of 12CO emission.
Of course, further application must share equal time with continued testing
and calibration using more realistic models. Several developments of the modeling
techniques explored in this thesis are underway (Brunt 1999). A scheme has been
developed in which vector velocity fields can be generated, with coupling between
the components achieved via isolation of the transverse and longitudinal
components (Jackson 1975). The transverse (solenoidal) component consists of a
hierarchy of rotational (eddy) motions, while the longitudinal component consists
of a hierarchy of compressions and expansions. These two components of the field
behave very differently physically, with (very roughly) the solenoidal motions
providing dynamical support and the dissipative longitudinal motions providing
strong density enhancements and energy dissipation. Both types of motion are
important in the ISM, and model-based information on the observational
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signatures of solenoidal and longitudinal velocity fluctuations are of considerable
interest, involving such questions as : what fraction of the kinetic energy is
contained in each mode? Additionally, a scheme in which a greater degree of
self-consistent coupling between the density field and velocity field is being-
developed. This involves allowing a pre-programmed velocity field to advect its
own (passive) density field, including a compressive term. While not physically
accurate, this technique allows a first step in coupling density and velocity in a
statistically controllable way. A variant of this technique, in which the velocity
field is allowed to advect itself, can be used to generate fields dominated by strong
shocks. A technique to include the presence of intermittency is also in partial
development. Simulated observations of the fields generated by the techniques
listed above will provide invaluable information about the observational signatures
of potentially physically important processes in the interstellar medium. The
flexibility and control provided by such modeling techniques allows a wide range of
parameter space to be explored very quickly and in a statistically well-defined
manner.
Of course, the molecular cloud models generated by the above techniques are,
in physical terms, inferior to those generated by hydrodynamical simulations. It is
expected that in the near future, physically-based hydrodynamical simulations can
be incorporated into the operational framework developed in this thesis. The
application of PCA to observed numerical simulations, both in order to test the
simulations (in terms of a) and the calibration (in terms of a to 7), would be very
useful. Additionally, it is anticipated that more information can be extracted from
principal component analysis in terms of the characteristic signatures of relevant
physical processes.
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Appendix A
:ions
The Simulated Observations
A.l Introduction
This appendix is included to provide examples of the simulated observatic
used to calibrate the PCA technique. It is important that the calibrator
simulations have a reasonably similar structure to real observed fields in order to
test the method effectively. Below, we show representative aspects of the uniform
density and lognormal density field observations, examples of noisy observations,
and instructive examples of PCA decompositions.
A.2 Example Observations
Representative channel maps of the T(x,y,v) structures obtained from the
observations of the uniform fields are shown in Figure A.l. These plots show that
the observed fields (for (3 values of 2 and 2.5) contain visually similar elements to
real ISM observations. The integrated intensities of these fields are of course close
to uniform however. The spectroscopic structure is entirely generated by the
non-linear re-ordering of the line-of-sight axis by the velocity field.
Figure A. 2 shows typical position-velocity cuts, obtained from the central
channel of the model spectrometer. These simulated observations, particularly the
higher (3 cases are not very realistic.
Figure A.3 and Figure A.4 show, respectively, typical channel maps and
position-velocity cuts obtained from the lowest and highest density simulations,
using the lognormal density field. Note that the sparse sampling caused by the
<5x (pc)
Figure A.l. Typical channel maps obtained from the uniform density observations.
The wedge is radiation temperature in K, and is the same for all fields.
inhomogeneous gas distribution causes the drastically different structures seen in
Figure A.l and Figure A. 2 to appear more similar.
These simulations provide a better approximation to real observations,
although, we again stress that the density and velocity fields are not coupled.
This, for example, enables strong emission features to occur on the wings of the
main "profile", which is unrealistic.
The emission structure of these observations is produced by several factors,
such as density enhancements, velocity convergences and non-local recorrelations.
Similar statements were made by Falgaronc et al (1994), who produced
synthesized spectra from a hydrodymimical simulation of compressible turbulence.
Their plots were density weighted, but they noted that the difference between
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Figure A.2. Typical position-velocity cuts obtained from the uniform density
observations. The wedge is radiation temperature in K, and is the same for all
fields.
unweighted and weighted plots was insignificant. Their density field was not as
variable as the one used here though.
We find in general that any particular emission feature (apart from the very
largest ones) has no obvious counterpart in the intrinsic fields. These ideal
simulations do not motivate a simple decompositional ("cloud-finding") approach
to understanding turbulence. If the velocity field is truly turbulent, then
"cloud-finding" is not finding "clouds". This does not mean necessarily that it
cannot measure 7, but it does mean that testing and calibration are required.
Falgarone et al's position-velocity plots did not include the reduction in
intensity due to emission from a pixel being spread out over the magnitude of the
local velocity gradient. Figure A. 5 shows examples of direct projections of velocity
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Figure A. 3. Typical channel maps (top) and position-velocity cuts (bottom) ob-
tained from the lowest density observations, using the lognormal density field. From
left to right, (3 = 1, 2, 3. The wedge is radiation temperature in K, and is the same
for all fields.
fields onto the observational axes, similar to those of Falgarone et al, for
(3 = 1.5,2,2.5. The intrinsic fields have been smoothed before projection so that
the details of the projection can be seen more easily. The smoothing filter is wider
for lower (3 which makes the fields appear more similar. If unsmoothed prior to
projection, the plots are more similar to the other examples in Figure A. 2.
Unsmoothed 0 = 1.5 plots are similar to the late-time plot of Falgarone et al
(0 = 5/3).
We also made density-weighted plots of these examples, shown in Figure A. 6.
There are differences between this and Figure A. 5, but it is clear that a large part
of the structure is caused mainly by the velocity field, which non-linearly reorders
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Figure A.4. Typical channel maps (top) and position-velocity cuts (bottom) ob-
tained from the highest density observations, using the lognormal density field.
From left to right, f3 = 1, 2, 3. The wedge is radiation temperature in K, and is the
same for all fields.
of the line of sight axis. When effects of excitation and radiative transfer are
included, then the density field becomes more important (Figure A. 3 and
Figure A. 4). These plots especially highlight the fact that the transformation of
the intrinsic fields onto the observational axes is a highly complex, non-linear one.
It should be recognized of course that inferences drawn from such non-physical
simulations are necessarily limited, but clearly there is sufficient reason to question
the validity of "cloud-finding" analyses.
Figure A. 7 shows the integrated intensity maps of the noisy observations used
in Section 3.3 (j3 = 2; lognormal density field). For real data, observations with
low C would not be subjected to the PCA method.
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Figure A.5. Projected "spectra" for (left to right) 0 = 1.5,2.0,2.5.
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Figure A.6. Density-weighted projected "spectra" for (left to right) /3 = 1.5, 2.0, 2.5.
These types of flexible simulations, although not physically produced, provide
an invaluable tool for understanding factors relevant to observed molecular
emission structure.
A.3 Example PCA Decompositions
Below we give instructive examples of how PCA works on the simulated
observations. The method is based on measuring the characteristic spatial scales
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Figure A. 7. Integrated intensity maps obtained from the highest density 0 = 2
observations using the lognormal density field, at varying noise levels. Clockwise
from top left, ( = oo, 4, 2, 1. The wedge is in K kms" 1
,
and is the same for all fields.
over which "coherent" structures can be traced when the observed emission is
differenced over a given velocity interval. The differencing is effected by the taking
the vector product of each spectrum with an eigenvector obtained from the
decomposition, which produces the associated eigenimage.
Figure A.8 shows a sequence of eigenvectors and the projected eigenimages for
the low density (lognormal) observations with (5=1. The eigenvector and
eigenimage belonging to the first principal component (PC) are (approximately)
the mean spectrum and the integrated intensity of the field. The second
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Figure A. 8. Eigenvectors and eigenimages for the f5 = 1 observation.
eigenvector effectively takes the difference between emission on the high velocity
side of the mean line profile and emission on the low velocity side of the mean line
profile. A large velocity fluctuation for a field with (3=1 can occur with equal
probability on small scales and large scales. Hence (see Figure A. 2 and Figure A. 3)
there is very little spatial structure to the line profiles, and taking the difference
between the two sides of the line will result in residual fluctuations (ie in the
eigenimage) being confined generally to small scales. Taking differences over finer
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and finer intervals (via the subsequent eigenvectors) shows that the residual
projected structures quickly decay to being variable only on the seal,, of the pixel
size. Note that this procedure is the reverse of the traditional analysis of velocity
fluctuations by an imposed spatial scale. The number of nodes in an eigenvector
increases with /.
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Figure A.9 shows a sequence of eigenvectors and the projected eigenimages for
the low density (lognormal) observations with (3 = 2. Here a large velocity
fluctuation is in general only seen on the larger spatial scales, since the field is
"smoother". Hence, the second eigenimage shows that the high (low) velocity side
of the line profile preferentially arises in the lower (upper) half of the field. This
means that the second PC will generally account for any systematic
("non-stationary") large-scale velocity gradient.
Examination of the form of the third eigenvector (which is orthogonal to the
second) shows that the projected eigenimage will trace the trend of emission to be
variable about the mean velocity gradient. In this case there is still a preferred
spatial scale for such variability to occur, given the width of the eigenvector
"wave". As this width decreases, so does the characteristic scale of the projected
structures. Note that since any non-stationary component to the velocity field is
effectively removed by the second eigenvector, subsequent eigenimages are very
isotropic if the first eigenimage (the "shape" of the cloud) is isotropic.
For the case of W3 (see Chapter 2), there is clearly two components to the
mean line profile, identified by the second PC. Segregation of the velocity
fluctuations into "systematic" and "turbulent" components is somewhat arbitrary,
however, as evidenced by the purely "turbulent" velocity fields used in this study.
Turbulence is of course inherently "non-stationary"! Although PCA can allow
isolation and (if necessary) removal of such gradients, we find that they do not
typically deviate substantially from the "turbulent" gradients (see the other
examples in Chapter 2 and Chapter 4 which do not contain multiple components,
and yield large-scale gradients).
Figure A. 10 shows a sequence of eigenvectors and the projected eigenimages for
the low density (lognormal) observations with (3 = 3. This Figure provides an good
example of a velocity field with no significant "turbulent" component. When the
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velocity field is fluctuating, but has no significant small scale structure, small-scale
banded structure is often seen in the eigenimages, which is due to local linear-
gradients, after any lower-order (more global) trends have been filtered out by the
lower / eigenvectors. Banded structure is also seen in the (linearly) rotating cloud
example discussed by HS97, and in the simple examples of the following Section.
It is evident in the examples above (and in general) that the PC containing the
mean spectrum (approx.) and integrated intensity (approx.) is of fundamentally
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different form that the other PCs. Specifically, the eigenvector of this PC is
positive-definite (corresponding to a "sum" rather than a "difference"), while the
others are oscillatory about the zero level. This poses some problems concerning
whether the scales estimated from this PC are usefully comparable to the other
scales. Contributing to this problem is the fact that the eigenimage belonging to
this PC is also "oscillatory", being ~ Tmt- < Tlnt >.
There are two options. Firstly, a mean could be subtracted from this
eigenvector, or secondly, the associated eigenimage could be referred to the level
such that it corresponds to ~ Tmt . We find that this latter option is preferable,
since this has the effect of recentering the eigenimage "noise floor" to the level zero
(otherwise the noise floor occurs at a level ~ - < Tmt >) and retains the
appropriate zero level for the eigenvector. This operation can in fact be closely
approximated by carrying out PCA without mean subtraction, since the other
oscillatory PCs are essentially unaffected by the zero level.
The correlation scale definition for the positive-definite PC is in fact in closer
correspondence with the definition of "autocorrelation width" given in Bracewell
(1986). However, it should be noted that the "autocorrelation width" for a field
with mean zero is undefined, which highlights the distinction between the
positive-definite and oscillatory PCs. The 1 fe folding length of the ACF is a
measure of the scale over which the field is "coherent" however, and similar
measures are in common use (eg Kleiner 1985, Miesch & Bally 1994).
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Appendix B
Autocorrelation Functions
B.l Introduction
This appendix is included to provide more information about several ideas
used in the thesis, namely estimation of autocorrelation functions (ACFs) and
structure functions (SFs) at finite resolution. The results are used to obtain
information pertinent to the "coarse structure function" measurements (Section
2.2) and to obtain resolution corrections for the eigenimage scale measurements
(Sections 2.6.5 and 3.4). This appendix is of general interest, and not solely
applicable to the subject of this paper.
We show below, with examples, that estimation of the "true" ("infinite
resolution" or continuous) ACF by a finite number of low resolution samples is
generally very good. However, care must be taken to estimate the zero lag ACF
correctly, since this quantity is unresolved at finite resolution. Unfortunately, this
necessarily requires making assumptions about the shape of the ACF below the
pixel (beam) size. We first consider the effects of a "top-hat" beam response on
the ACF and SF, and later extend this to the case of a Gaussian beam. Some
useful quantitative results are given, and we test these on instructive examples.
B.2 Definitions
For reference purposes, the definitions of the ACF and SF are given below.
These functions are generally well-known. The reader is referred to Bracewell
(1986) for a general discussion of the ACF. Examples of astrophysical applications
of ACFs and SFs are
: Kleiner 1985, Miesch & Bally 1994, Kitamura et al 1993,
Spicker & Feitzinger 1988a.
The ACF of an arbitrary one-dimensional field F(x) is defined by :
C(t) = <F(x) F{x + t)>
where the angle brackets denote averaging over all points separated by the
appropriate lag r. For fields of other dimensions, x and r should be considered to
be vector quantities. The ACF can be obtained via Fourier space, as the Fourier
transform of the power spectrum of F{x) (Bracewell, Press et al 1988). The ACF
is often used in normalized form (C(r)/C(0)), which is at its maximum of unity at
r = 0. It is sometimes the case that the field F{x) does not have mean zero. If the
mean of the field is subtracted before autocorrelation, then the resulting function
is referred to as the " autocovariance function". The fields considered below have
mean zero, so the ACF and ACVF are equivalent. Note that if an arbitrary
constant a is added to a field F(x) which has mean zero, then it is simple to show
that :
C(t) = Cv {t) + a2
where Cv (t) is the ACVF.
The SF of an arbitrary one-dimensional field F(x) is defined by :
S(t) = <{F{x)-F{x + t))'2 >
The SF can be related to the ACF, as seen by expanding the bracket :
S(t) = <{F{x)) 2 > + <(F{x + t)) 2 > - 2<F(x)F(x + t)>
S(t) = 2 (C(0) - C(t)) = 2 (CV(0) - Cv {t))
Hence the SF is less susceptible to errors in finding the correct (ensemble) mean of
the field. The SF is also often used in normalized form :
S(t) = 2(1- C(t)/C(0))
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Both forms of the SF are used below but no distinction in notation is used, other
than referral to the "unnormalized" or "normalized" SF.
Two concerns that are important for the interpretation of ACFs and SFs of
real data are whether the field is "stationary" (containing no large-scale gradients
or trends) and "ergodic" (that ensemble averages can be obtained by spatial
averages). See Miesch and Bally (and references therein) for further discussion.
Neither is a concern for the ideal fields considered below. (In any case, the
operational measurement of an ACF is independent of the interpretation.)
B.3 Effect of Boxcar Smoothing on the Zero Lag ACF
Consider first a one-dimensional continuous field F0o (x) at for which we would
like to obtain the (unnormalized) ACF at finite resolution. Let F^x) be
convolved (without resampling) with a top-hat beam response function
BrB {x) = ±II{x/tb ) where :
II{x/rB ) = / J
for
-W2 < , < rB/2
[0 otherwise
Foo{x) —> F^x) <8> l—H(x/rB )] = FTB (x)
where <8> denotes convolution, and the
-r- provides the appropriate normalization.
Then the Fourier transform of FTg (x) is :
FTB (f) = F^lf) [-II(x/TB)](f)
F7B {f) = Foolf) sinc(rBf)
where the sine function is :
sinc(TBf) = sin(irTBf)/(7TTBf)
Hence the power spectrum PTg (f) of FTB {x) is :
PrB (f) = Poo(f)sinC
2 (TB f)
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The ACF CTB (t) of FTB {x) is :
CTb {t) = ^(r)®!—A{t/tb )\TB
where the triangular function A(r/rB ) :
A(r/rB ) = {
1
~
|t/tb
I
for
-^b < r < rB
[ 0 otherwise
is the Fourier transform of rB Sznc2 (rfi /), and C^r) is the ACF at "infinite
resolution"
.
This corresponds to a smoothing of the ACF. In particular, at zero lag, we see
that CTB (0) is the weighted average of within the beam size rB and the
weighting is proportional to the number of lags of length r that are contained
within tb :
NTB (r) oc (tb -\t\) oc 1-\t/tb
\
witn ^ again providing the appropriate normalization.
We may write the above result, exploiting the reflection symmetry of the ACF
about r = 0, as a real space averaging process :
CTB (0) = — f
B
drC^r) (1-t/tb)
tb jo
A similar application was discussed by Scalo (1984) to analyze the reduction in the
zero lag ACF due to projection smearing - ie due to averaging of line-of-sight (and
therefore "sub-pixel") variability.
The Fourier space result may also be generalized to 2 dimensions :
CTb {t) = C00 (r)<S>[\A(Tx/TB )A(Ty/TB )}TB
and three dimensions :
CTB {r) = C00(T)®[\k{Tx/TB)k(Ty/TB)A{TzlTB )]
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If wo approximate the above forms using a symmetric kernel in D dimensions:
M\r\/rB ) = {
1 -\t/tb\ forO<|r|<rfl
[ 0 otherwise
then we may write, in D dimensions, for an isotropic ACF :
CTBiD (0) = D(D + l){±-)» Jq
Tb
dT Coo
,
D (r) r
0" 1
(1 - r/rB )
Consider an (unnormalized) ACF of the form :
Coo,d(t) = COOjD (0)(l - (t/ts )k )
where r8 > rB is a scale length. This form is appropriate for the continuous
idealization of the; fBm velocity fields, with k = 27, and yields a continuous SF :
Soo(r) = 2 (Coo(0) - Coo(r)) = 2 CM (0) (r/r,r = 2 ^(0) (r/rsp
At finite resolution, we find that :
Ctb,d(0) = Coo(0)(l - {eD {K)rB/rsY)
where :
g(£+l) v.
Hence, the zero lag ACF at finite resolution is approximately equal to the
continuous ACF at a lag of
€d(k)t~b '•
Ctb ,d(0) = C00 (eD («:)T/y)
Values of
€d{k) for D = 1, 2, 3 and 0 < «; < 2 are shown in Figure B.l. In general,
the deficit in the zero lag ACF is only a concern for k < 1 where the ACF is
concave downwards (ie sharply-peaked).
The smoothing effect on the ACF (generally a very smooth function) for r ^ 0
is small, depending on the second-order derivatives of the ACF. Clearly, the ACF
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Figure B.l. Dependence of cd {k) on k and D.
must be reduced at very small lags, in accordance with CTB (0) remaining the peak
of the ACF. However, for lags r >rB (which are the only ones measurable in the
typical case of a field in which the samples are spaced by tb ) the effect is
ignorable. In ID, where the convolution for r ^ 0 can be simply written, we find
to second order, for r > tb :
CTb {t) = Coo(0)(l - (r/ra)»(l - l K(«;-l)(rB/r) 2 ))
which is negligibly different from the original :
CTB (r) = Coo(0)(l - (t/tsY)
As a simple comparison, the ratio (R) of the change in CTB (r > tb ) to the
change in CTB (0) may be written for a ID field:
6(k +!)(«; + 2)
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Figure B.2. Comparison of ACF smoothing effects away from zero lag and at
lag.
zero
The quantity R x is shown as a function of k in Figure B.2. Note that this is then
multiplied by (rB /r) 2 . In the next Section, examples of the application of these
results are shown.
B.4 Examples
Estimation of CTB will always be done by a finite number of samples, generally
spaced by rB . In this Section we calculate the ACFs and SFs for 2D fBm fields
(originally generated ona512x512 grid) that have been subsequently
block-averaged to lower resolutions. Block-averaging yields the same results as
boxcar smoothing (as described above) followed by resampling. The pixel size at
the 512 x 512 resolution is tb = 1. The examples used here are 2D, since this
allows a larger spatial dynamic range than 3D for which computer memory
requirements limit us to 128 x 128 x 128.
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The correct initial normalization of the variance of the {Bin fields (ie of the
zero lag ACF) can be obtained by considering the effect of band-limiting. With an
energy spectrum of the form :
{ f for/? = 1
for a field having an "outer scale" L0 and a pixel size rB , and the factor {ft - 1) is
included for convenient normalization. Then the variance (the zero lag ACF) of
this field is (ignoring any unimportant scaling factors and constants of
proportionality) :
rL0 /2TB
(l-(2rB/L0 ) /?
- 1
) for (5 ± 1
ln(L0/2rB ) for (3 = 1
CTn (0) --
The correct normalization for (5 ^ 1 is found as rB 0 and is :
CUO) = 1
which can be subsequently subjected to an arbitrary absolute scaling. Hence :
CrM = Coo(0)(l - (2TB/LQf- 1 )
which has the same form as the result found in the previous Section, if we make
the identifications :
2/Lq =
€D (k)/ts
and
(3-1 = K = 27
The former correspondence is not exactly right however, since the deficit due to
band-limiting is subtly different than that due to the variability being unresolved.
This is further demonstrated in the following Section, and the treatment of the
band-limited field as an " unresolved" field is shown to be a reasonable
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approximation for calculating SFs via the ACF. Further simple tests (not reported
here) show that in 2D rs is greater than e2 («) L0 /2 by about a factor of 1.4. (For
the k = 2/3 field used below, we found that ts ~ 168 ~ 512/3)
For f3 = 1, as shown below, no simple normalization can be found, since CTB (0)
is divergent as rB -> 0. Figure B.3 shows a sequence of ACF measurements
Figure B.3. Incorrectly normalized and correctly normalized ACFs and SFs for a
2D (3 = 5/3 field, observed with a top-hat beam of width tb .
obtained from a 2D fBm field with (5 = 5/3. The left-hand panels show the
measured ACFs, calculated via Fourier space, that have been normalized by the
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observed CTB (0) and the normalized SFs generated from it (ignoring a factor of
two) via :
STB (r) = l-CTB (r)/CTB (Q)
Using the normalized forms clearly leads to a broadening of the ACFs and
steepening of the SFs as the resolution is decreased. The top right-hand panel
shows the results obtained from setting :
Cx(0) = (1 - (2/512) 2 /3 )
ie normalizing the ACF by 0^(0) = 1.
The low resolution ACFs are also normalized by 0^(0) = 1 (ie
"unnormalized"). Note that we are treating the "full resolution" field as a "low
resolution" field. Clearly, only the zero lag ACF is substantially affected. The
bottom left panel shows the (correctly) normalized SFs obtained via these ACFs,
which are virtually identical.
A more extreme example is provided by a field with f3 = 1, as shown in
Figure B.4. This field was generated on a 512 x 512 grid. Since no normalization
can be found, the field is normalized to an arbitrary variance. The left hand panels
again show the ACF and SF that have been normalized by CTs (0). Note that at
finite resolution, a logarithmic ACF and SF will remain logarithmic (for r ^ 0)
since the normalization simply introduces a proportionality. The top right hand
panel shows the unnormalized ACFs and the bottom right hand panel shows that
the unnormalized ACFs are of the form Ctb (t) oc -ln(r/rs ). In reality, however,
ACFs are not obtained ready-normalized, and problems in finding the correct
normalization to construct the SF will inevitably arise, due to imprecise (and
unavailable) knowledge of the true C^O). There are two options. Firstly, one may
assume "similarly continued statistics" (ie a well-defined ACF form, that can be
estimated from the resolved measurements). This is a possibly dangerous
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Figure B.4. Incorrectly normalized and unnormalized ACFs and SFs for a 2D (3 = 1
field, observed with a top-hat beam of width tb .
extrapolation for real data. Alternatively, one may assume that CTB (0) = C^O),
which is certainly false.
We can directly test the prediction :
CTB (0) = Coo(eD (K;) tb )
by comparing CTB (0) with Ci(eD (K,)rB ). For (5 = 5/3, we have k = 2/3 and
e2 (2/3) = 0.48, and for j3 = 1 it is correct to take €D (k) as k -> 0, which yields
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62(0) « 0.43. Figure B.5 shows the unnonnalized CTB (0) plotted against €D (k)tBi
and compared to d(r). The correspondence, for both fields, is excellent.
B.5 Coarse Structure Functions
The preceding Section in fact contains the necessary information to
understand why a coarse structure function (see Section 3.2.2) has the same
power-law dependence as the standard (but correctly normalized) structure
function. Below, we state the relationship more exactly.
The coarse structure function for the velocity fields is written :
SC(tb ) = < (vTB (r) - vTB (r + tb ))
2
>
where r and rB are considered to be vector quantities on the RHS. The field vTB is
the coarse velocity field seen with a pixel size of rB . Calculation of Sc thus simply
involves calculation of the SF at a lag of one coarse pixel, for each coarsened
version of the field (including the original field).
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Expanding the bracket above :
Sc(rB ) = <(vTB (r))*> + <(vTb (t + tb))*> - 2 < vTB (r)vTB (r + rB ) >
5c (rB ) = 2(CTB (0)-CTB (rB ))
Noting the results of the preceding Sections, and using « = 27 , this may be
written :
Sc(tb ) = 2 CUO) (1 - (eD (27)rB/rs ) 2-> - (1 - (tb /ts )^))
since the zero lag ACF is deficient, and the resolved lag ACF is not. This yields :
Sc(rB ) = 2CJ)(l-(eD (27)p)(TB/rsp = (1 - (eD {%f))*f) S^fa)
Thus Sc is simply proportional to and has the form :
Sc(rB ) cx (rB/rs)^
with the absolute scaling provided by the constant :
2 CUO) (1 - (6D (27 )) 2^)
Figure B.6 shows the real space calculation of :
Sc/(2 Coo(O) (1 - (eD (2j)fi))
where Cqo(O) = 1 and the factor of two is necessary since it was ignored above in
the calculation of the SFs via the ACFs. The correspondence between the
appropriately scaled Sc and the correctly normalized SF is excellent. The the
slight deviation at tb = 1 is due to the difference between a truncated
(band-limited) variability and an unresolved variability. The agreement is
substantially better than with the incorrectly normalized SF, showing that the
treatment of the "full" resolution (512 x 512) field as also "unresolved" is clearly
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the much better approximation. Note that there is a large disagreement at the
largest rB (= 256) in this plot, but this is because the scale length rs ~ 168 i
resolved.
Note that for /? = 1, we have the following :
Sc{rB ) oc 2 (- ln(eD (0)rfl /ra ) - (- ln(rB /rs )))
5c(rB ) oc - 2 ln(eD (0)) = const.
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Figure B.6. The appropriately scaled Sc{tb) (dots) compared with the correctly
normalized SF (solid line) for the 2D (5 = 5/3 field. The dotted line is the incorrectly
normalized SF.
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It should also be remembered that the real-space calculation of the standard
SF (at "full", but finite, resolution) will also contain a contribution from the
deficient zero-lag variance :
STb (t) = < (vTB (r)) 2 > + < (VTB (r + T)f > _ % < y^)^ + r)>
SrB (r) = 2(CTB (0) - CTB (r))
with CTB (0) being deficient at any finite resolution. For velocity fields of the forms
considered above :
SrB (r) = 2 CoofO) ((r/Tsf-y - (eD (27)rB/rs)^)
where for a given field, tb is arbitrary.
For (true) C(t) and 5(r) with logarithmic forms, the standard structure
function will remain logarithmic :
STb (t) oc \n{r/{eD {0)rB ))
Hence the idea that "power laws are resolution independent" is only true if
sufficient care is taken to measure them correctly. In the idealized cases considered
here, where we have a priori knowledge of the statistics, this is possible. In real
applications, assumptions concerning the (in)homogeneity of the unresolved part
of the field are necessary. (Note again that taking CTB (0) = C^O) is also an
assumption, and is certainly a false one!)
B.6 Effect of a Gaussian Beam on the Zero Lag ACF
In the previous Sections, we considered only top-hat beam responses. Of more
interest to radio astronomy is the case where the (normalized) beam function is
Gaussian; this has previously been considered by Kitamura et al (1993). We again
find (see below) that for a typical application only the effect of the beam at zero
lag need be considered.
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We have, in D dimensions, the beam functiion :
BrB (x) = (±) D e- 7T (rjx/rs ) 2
where rj = y^(2)A * 0.94 and rB is the FWHM of the beam. Following the
same type of derivation as used in Section B.3, we find :
Ctb (t) = C^r) <g> (_2-)O e -| (v\T\/rB) *
V2rs
ie convolution of the original ACF with a Gaussian kernel with a FWHM of y/2rB .
Above we have made use of the Fourier transform pair (see Bracewell) :
\l/a\ e-Mx/«) 2 = c - * (a/) 2
Most applications of this will be with D=2, for which we may write, for an
isotropic ACF :
This form is more difficult to deal with if analytic solutions are required. To
provide some useful quantitative results, we again considered ACFs of the form :
and found numerical solutions for CTB (0)/Coo(0) as a function of ts /tb for a range
of k. These results are most conveniently stated in terms of an eG (Ac) where :
ie similarly to the treatment of the effect of the top-hat beam response. The
quantity cc{k) should be understood to apply to 2D fields of the specified type
only.
Coo(r) = Coo(O) (1 - {t/tsY)
CrB (0) Coo(eG («) tb )
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If we write the calculated quantity as :
CVsW/CooCO) = 1 - (€G («) TB/Ta)«
then eG («) can be calculated at each tb /ts via :
cg(«) = (t./tb) (1 - ^(Oj/CoofO)) 1 /'
Ts/TB «
Figure B.7. Left : dependence of eG (/c) on rs/rB . From bottom to top, k = 0.25. ..2.0
in steps of 0.25. Right : operationally useful value of eG («), which is roughly
independent of ts/tb . (see text).
Figure B.7 summarizes the results of these calculations. For k < 1, we find
that, to a good approximation, cG (/c) is independent of ts/tb- For k > 1, there is a
dependence, but the smoothing effect on the ACF for these fields is generally
negligible if ts/tb is large (since the ACFs are concave up). Hence, an
operationally useful (constant) value of cg(k) can be found, which is shown in the
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right hand panel of Flgnre B.7. For K > 1, this was obtained by a representative
value to the left of the dotted line. The solid line in this Figure is :
eGM = 0.65 + 0.1 K
We tested the above results on the 2D ffim field (with 0 = 5/3) used in
Section B.4. The the original field (512 x 512) was convolved with a Gaussian
beam with rB = 1, 2, 4, 8, 16, 32 pixels, and subsequently resampled to a "full
beam" spacing of the appropriate rB . We also tested the convolved (but not
resampled) fields, and these yielded the same results (for the coincident
measurements at integer values of rB ).
Figure B.8 shows the results of this (cf Figure B.3). Again we see that the
incorrectly normalized ACFs and SFs (left hand panels) are compromised, but that
the correctly normalized ACFs and SFs (right hand panels) are well estimated,
apart from a tiny effect at a lag of one (coarse) beam. Hence, the smoothing effect
of a Gaussian beam is confined to zero lag, to a good approximation.
We also tested whether the measured CTB (0) corresponded with the predicted
value :
CVB (0) = Coo(e0 («) tb)
with
€G (k) ~ 0.72 for k = 2/3. Figure B.9 shows the measured CTB (0) plotted
against 0.72rB (filled circles) and compared with the original ACF (open circles).
Again the correspondence is excellent (cf Figure B.5).
Thus, with slight modification of the details, treatment of a Gaussian beam is
similar to the treatment of the simpler top-hat beam previously considered.
The above results can also be compared with the more elaborate treatment of
Kitamura et al, who find that for an ACF of the form :
C(r) = exp(-(r/rs ) 2 )
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Figure B.8. Incorrectly normalized and correctly normalized ACFs and SFs for
2D (3 = 5/3 field, observed with a Gaussian beam of FWHM rB .
an observed normalized ACF in two dimensions is :
r
2
C(t) = exp{ - 2/1 J7-2 + r-2 /In 4
which is the same relationship found by applying the simple convolution given
above. However, this application is on a very "tame" ACF that is not
sharply-peaked at r = 0. If the characteristic scale ts of an ACF with k, < 1 is
resolved by only a few beam lengths, then the deficit in the zero lag ACF is
prohibitively large if detailed ACF shape is important, as in estimating 7 from a
50 100 50 100
100
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Figure B.9. Correspondence of CTB (0) with d(eG (K)TB ) » C^(eG (K)rB ).
velocity centroid ACF. Since observed velocity centroid correlation lengths are
indeed typically resolved only by a few beam lengths, this is an important
consideration.
B.7 Scale Corrections for the Eigenimages
In this Section, the results of the previous Section are used to obtain resolution
corrections to the measured eigenimage characteristic scales (Si).
The observed eigenimage ACFs for the simulated observations can be well
approximated by the general form :
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where 8 is the "scale length" that we wish to estimate. For a given observation,
the sequence of eigenimage ACFs can be characterized by a single * (to a good
approximation). Hence estimation of the form (ie k) can be done from a few low I
eigenimage ACFs.
If the ACF is correctly normalized then 8 is obtained from the criterion :
Coo(t = 8) = l/e
At low resolution, however, the value of the zero lag is underestimated, as
discussed above. The eigenimage ACFs, if 8 is resolved by rB , can be
approximated by the form, over the range of lags covered by the beam :
Coo(t) « 1 - {t/S) k
and hence the results of Section B.3 can be used.
At finite resolution, with a beam size rB (of either top-hat or Gaussian form)
we can write the criterion :
cTB (sB ) CooOM
l/e
where 8B is the biased scale length and e is either e2 («) or cG («) depending on the
type of beam. Hence :
e
- (6b/6) k
= l/e
and so :
SB = (6
K + {erB )
KflK
The true scale length 8 is then found via :
Scale length measurements are not affected by more than a beam width, and with
appropriate treatment are quite accurate.
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Again, however, we stress that these corrections are based on "similarly
continued statistics" below the resolution limit. For calibration purposes, this
presents no problem, since the statistics of the field are known a priori.
B.8 Summary
The results presented in this appendix are of general interest. The spatial
dynamic range of the fields (or more importantly the ratio of the ACF scale length
to the beam size) used to investigate resolution effects was considerably larger
than is typical of astrophysical applications, so these effects are a very important
consideration. In general, estimating a scaling exponent from a finite resolution
field depends on the method by which it is calculated. Understanding the
relationships between methods can resolve some of the ambiguities.
We are certainly not advocating the idea that ad-hoc assumptions about
sub-pixel variability should be made. We are advocating that consistency checks
on correlation measures should be made by repeating the measurement at a series
of lower resolutions. If the spatial dynamic range of the data will not allow such a
check, then you should not be measuring correlation statistics on it.
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