Abstract: Paper deals with the non-uniform covering method that is aimed at deterministic global optimization. This method finds a feasible solution to the optimization problem numerically and proves that the obtained solution differs from the optimal by no more than a given accuracy. Numerical proof consists of constructing a set of covering sets -the coverage. The number of elements in the coverage can be very large and even exceed the total amount of available computer resources. Basic method of coverage construction is the comparison of upper and lower bounds on the value of the objective function. In this work we propose to use necessary optimality conditions of first and second order for reducing the search for boxconstrained problems. We provide the algorithm description and prove its correctness. The efficiency of the proposed approach is studied on test problems.
Introduction
Today there are a great variety of methods for solving global optimization problems [1, 2] . The optimization algorithms can be roughly divided into two large groups: de-terministic and non-deterministic methods. The deterministic methods search an approximate global minimum and guarantee its accuracy. Non-deterministic methods use local search techniques, heuristics or their combination to locate good approximations for the global minimum but have no means to estimate the accuracy of the obtained results. The main disadvantage of non-deterministic methods is the lack of certainty in the optimality of obtained solutions. Though for many problems the solution found by heuristic algorithms is satisfactory, there are plenty of areas where the knowledge of accuracy of the obtained minima is mandatory. In such fields heuristics can't replace deterministic methods. Many deterministic methods were developed so far [3] . Methods for convex problems [4] rely on the following property: if the objective and constraints are convex functions and a local minimum exists then it is a global minimum. For such problems local optimization methods find global minima. In practice objective and constraints are often non-convex.
The most successful deterministic methods for global optimization are based on interval analysis [5, 6] , convexification [7] , and Lipschitzian approaches [8, 9] . Acceleration of Lipschitzian algorithms has been comprehensively studied in [10] [11] [12] . One of the first deterministic methods -the Non-uniform covering method was proposed in [13] and further elaborated in [14] [15] [16] . In this paper we strengthen the Non-uniform covering method by exploiting first and second order optimality conditions for box-constrained problems, i.e. mathematical programming problems with interval constraints on parameters and without functional constraints. The objective should be a twice differentiable function. Based on these conditions we developed an optimization algorithm, proved its correctness and studied its performance on test problems. Experimental results demonstrated that using first and second order optimality conditions can decrease the number of steps in an order of magnitude.
The paper is organized as follows. Section 2 introduces the basic theory. Section 3 outlines an optimization algorithm. Section 4 presents experimental results.
Theoretical background
A box-constrained optimization problem is formulated as follows
where a, b ∈ R n are n-dimensional vectors and the fea-
Any point from the feasible set is called a feasible solution. The goal is to find an optimal solution. An optimal solution is a point
For complex problems finding an exact optimal solution is usually impossible and optimization methods search approximate solutions.
A feasible solution
Non-uniform covering method [10] [11] [12] [13] is able to find an ε-solution in a finite number of steps. Below we outline a basic idea of the method.
The Non-uniform covering method (NUC) generates the trial sequence T = {︁
}︁ -a set of points where the objective function is evaluated. The key concept behind NUC is the concept of coverage. The cover- The trial sequence and the coverage are constructed in a way to ensure the following covering property: X ⊆ Cov implies that the point x R is an ε-solution, where
In papers [10] [11] [12] [13] several ways of coverage construction were proposed. All these approaches were based on the idea of bounding the objective function from below. The following theorem forms a theoretical basis for NUC method. 
This obvious theorem is applied as follows. The method constructs the trial sequence and the coverage until the whole feasible set is totally covered. Then the minimum of the trial sequence becomes an ε-solution.
For objective functions with continuous first and second derivatives necessary optimality conditions can be used to construct additional covering sets. In the sequel we assume f (·) to be a differentiable function with continuous gradient and Hessian. Let's recall first and second order optimality conditions. 
Statement 2 (2 nd order optimality condition). Let x * be an optimal solution of the problem (1). Then for all i
Based on statements 1-2 we can formulate the following generalization of the Theorem 1. 
Proof. Let C i be a covering set containing an optimal solutionx * . According to statements 1,2 none of the properties 2-4 holds for C i . Therefore the property 1 holds, i.e. min
Algorithm outline
To ensure the covering property one needs an efficient way to construct covering sets. According to Theorem 2, a covering set consists of feasible points satisfying one the following four inequalities:
For numerical stability reasons strict inequalities are substituted by non-strict inequalities:
where δ is a sufficiently small positive real number. If the numerical error in derivative calculation is less than δ this approach guarantees that the removed subsets do not contain feasible points. Checking inequalities (3) directly is problematic for complex functions. The common way around is to consider more weak inequalities by substituting function by its under-or overestimations.
Definition. A function µ(·)
Thus the inequality f (x) ≥ a is substituted by a weaker inequality µ(x) ≥ aand the inequality f (x) ≤ a by the inequality ν(x) ≤ a. Estimations are usually selected to ensure an easy resolution of such inequalities. Examples of such underestimations are interval bounds [3, 5, 6] or Lipschitzian bounds [8] [9] [10] [11] [12] [13] . Assume that we are able to construct an underestimation ϕ(x) for the objective function f (x), overestimations ν i (x) and underestimations µ i (x) for i-th component
of the gradient and overestimations ξ i (x) for i-th diagonal component
∂xi ∂xi of the Hessian. We also assume that minimum and maximum of these estimates on a box can be analytically found.
Let Z = [c, d] be a sub-box of a box X. Define reduction rules for the box Z based on the introduced estimates. 
Reduction rule 1. If min
x∈Z ϕ(x) ≥ f (x R ) − ε, d 1 ] × . . . × [d i , d i ] × . . . × [cn, dn].
Reduction rule 3.2. Let max
x∈Z ξ i (x) ≤ −δ. If c i = a i , d i ≠ b i the box Z is reduced to the box [c 1 , d 1 ] × . . . × [c i , c i ] × . . . × [cn, dn].
Reduction rule 3.3. Let max
the box Z is reduced to the box [c 1 ,
Reduction rule 3.4. Let max
The following statement is obvious. 
Theorem 3. The incumbent solution x R obtained by the NUC algorithm is an an ε-solution of the problem (1).
Proof. According to statement 3, all subsets eliminated by this algorithm satisfy the covering property. When the algorithm terminates, the list Λis empty which means that the union of the discarded sets includes the feasible set X. Thus the covering property X ⊆ Cov holds. According to the Theorem 2 the incumbent value
Implementation and experimental evaluation
The proposed algorithm was implemented as an opensource C++ library [17] . Second and third test functions are specially designed to test the ability of finding minima located on a feasible set boundary.
Test function 2 (Saddle function)
The global minimum is located at pointsx
Test function 3 (Cubic function)
The global minimum is located at the point x
The first two test functions have two variables while the third test function may have an arbitrary number of parameters. We used 2, 4, 8 and 16 parameters for testing (lines Cubic 2, Cubic 4, Cubic 8, Cubic 16 in Table 1 ). In all cases ε = 10 −4 .
Three search strategies with different choice of reduction rules were evaluated and compared. The first strategy used reduction rule 1, second used reduction rules 1 and 2.1-2.2, third one used all reduction rules. Interval lower bounds for objective functions and Lipschitzian lower bounds for gradients and Hessians were applied. The Lipschitz constants were overestimated with techniques proposed in [15] . The strategies were compared by the number of iterations of 3-9 loop of the NUC method. Table 1 summarizes the results. The first observation that can be made from the analysis of the Table 1 is that the efficiency of applying different reduction rules depend on a problem. For Zirilli problem gradient-based reductions (rule 2.*) gives 3-order of magnitude speedup. However Hessian-based reduction (rule 3.*) doesn't further decrease the number of steps. For Saddle and Cubic functions Hessian-based reductions have a remarkable effect. This can be explained by large regions of objective function's concavity efficiently eliminated by reduction rules 3.1-3.4 for problems 2 and 3. For Saddle function it decreases the number of steps in two times and for Cubic function -in 1.5-3 times and the effect grows with the problem dimension.
Conclusions
The paper studied an approach based on exploiting first and second order optimality conditions in Non-uniform covering method for box-constrained problems. Additional reduction rules based on optimality conditions were introduced. The correctness of the introduced rules was proven and the efficiency was experimentally evaluated. Experiments demonstrated a significant speedup due to optimality conditions.
In the future we are going to further elaborate the proposed techniques by combining these rules and efficient box-reduction techniques proposed in [15] . We also plan to apply the proposed approach to challenging global optimization problems arising in material science and use parallelization to increase the performance of the algorithm [19, 20] .
