State-of-the-art concept learning systems based on genetic algorithms evolve a redundant population of individuals, where an individual is a partial solution that covers some instances of the learning set. In this context, it is fundamental that the population be diverse and that as many instances as possible be covered. The universal suffrage selection (US) operator is a powerful selection mechanism that addresses these two requirements. In this paper we compare experimentally the US operator with two variants, called Weighted US (WUS) and Exponentially Weighted US (EWUS), of this operator in the system ECL [1]. The US selection operator operates in two steps:
1. randomly select n examples from the positive examples set; 2. for each selected positive example e i , 1 ≤ i ≤ n, let Cov(e i ) be the set of individuals covering e i . If Cov(e i ) = ∅ then call a seed procedure for creating an individual that covers e i . If Cov(e i ) = ∅, choose one individual from Cov(e i ) with a roulette wheel mechanism, where the sector associated to an individual x ∈ Cov(e i ) is proportional to the ratio between the fitness of x and the sum of the fitness of all individuals occurring in Cov(e i ).
The basic idea behind this operator is that individuals are candidates to be elected, and positive examples are the voters. In this way, each positive example has the same voting power, i.e. has the same probability of being selected in the first step of the US selection operator. The WUS and EWUS operators modify the first step of the US operator. Within these operators, each example is assigned a weight, and then in the first step of the selection examples are chosen with a roulette wheel mechanism, where the probability of choosing an example depends on the weight of the example. The weights used by the WUS and the EWUS operators are respectively:
e −|Cov(e j )| . Weights are adjusted at each iteration of the GA. In this way examples harder to cover will be selected with higher probabilities. The validity of each selection operator is tested on three datasets. The first is an artificially generated dataset, the other two are well known datasets: the mutagenesis and the vote datasets. Tables 1 and 2 , where Unc stands for the average number of positive examples uncovered at the end of the evolution, Cov for the average number of individuals covering a positive example, Div for the average number of different clauses in the final population and Acc for the average accuracy. Table 1 . Table 1 The results suggest that 'less' universal selection schemes are more effective for promoting diversity while maintaining the key property of the US selection operator of covering many positive examples.
