Multifractal analysis of multiplicative random cascades is revisited within the framework of mixed asymptotics. In this new framework, statistics are estimated over a sample which size increases as the resolution scale (or the sampling period) becomes finer. This allows one to continuously interpolate between the situation where one studies a single cascade sample at arbitrary fine scales and where at fixed scale, the sample length (number of cascades realizations) becomes infinite. We show that scaling exponents of "mixed" partitions functions i.e., the estimator of the cumulant generating function of the cascade generator distribution, depends on some "mixed asymptotic" exponent χ respectively above and beyond two critical value p − χ and p + χ . We study the convergence properties of partition functions in mixed asymtotics regime and establish a central limit theorem. These results are shown to remain valid within a general wavelet analysis framework. Their interpretation in terms of Besov frontier are discussed. Moreover, within the mixed asymptotic framework, we establish a "box-counting" multifractal formalism that can be seen as a rigorous formulation of Mandelbrot's negative dimension theory. Numerical illustrations of our purpose on specific examples are also provided.
1. Introduction. Multifractal processes have been used successfully in many applications which involve series with invariance scaling properties. Well known examples are fully developed turbulence where such processes are used to model the velocity or the dissipation energy fields [6] or finance, where they have been shown to reproduce very accurately the major "stylized facts" of return time-series [4, 5, 21] . Since pioneering works of Mandelbrot [14, 15] , Kahane and Peyrière [11] , a lot of mathematical studies have been devoted to multiplicative cascades, denoted in sequel as M-cascades (see e.g. refs [8, 13, 18, 22] ). One of the central issues of these studies was to understand how the partition function scaling exponents (hereafter denoted as τ 0 (q)), are related, on one hand, to the cumulant generating function of cascade weight distribution and, on the other hand, to the regularity properties of cascade samples. Actually, the goal of the multifractal formalism is to directly relate the function τ 0 (q) to the so-called singularity spectrum, i.e., the Hausdorff dimension of the set of all the points corresponding to given Hölder exponent. Let us mention that recently continuous versions of multiplicative cascades have been introduced [1, 2] : they share most of properties with discrete cascades but do not involve any preferential scale ratio and remain invariant under time translation. In these constructions, the analog of the integral scale T , i.e., the coarsest scale where the cascade iteration begins, is a correlation time.
In all the above cited references, the main results concern one single cascade over one integral scale T in the limit of arbitrary small sampling scale. However, in many applications (e.g., the above turbulence experiments) there is no reason a priori that the length of the experimental series corresponds to one (or few) integral scale(s). From a general point of view, as long as modeling a discrete (time or space) series with a cascade process is concerned, three scales are involved : (i) the resolution scale l which corresponds to the sampling period of the series, (ii) the integral (or correlation) scale T and (iii) the size L of the whole series. Using these notations, the total number of samples of the series is
Therefore, when modeling a discrete series with a multifractal process, various types of asymptotics for N → +∞ can be defined. The "high resolution asymptotics" considered in the literature, corresponds to l → 0 whereas L is fixed. On the other side, one could also consider the "infinite historic asymptotics" that corresponds to L → +∞ whereas l is fixed. If we define N T to be the number of integral scales involved in the series
and N l the number of samples per integral scale
then we have
Thus, the high resolution asymptotics corresponds to N T fixed and N l → +∞ whereas the infinite historic asymptotics corresponds to N l fixed and N T → +∞. But in many applications, it is clear that since the relative values of N T and N l can be arbitrary, it is not obvious that one of the two mentionned asymptotics can account suitably for situation. This leads us to consider an asymptotics according to which N T and N l go to infinity (and therefore N goes to infinity) and at the same time preserve their relative "velocities", i.e., the ratio of their logarithm. Some of us, have already suggested the following "mixed asymptotics" [12, 19, 20] :
where χ ∈ R + is a fixed number that quantifies the relative velocities of N T and N l . Thus,
• χ = 0 corresponds to the high resolution asymptotics, • χ → +∞ corresponds to the infinite historic asymptotics, and all other values are truly "mixed" asymptotics. Successful applications of the mixed asymptotics have already been performed [19, 20] . In this paper we revisit the standard problems of (i) the estimation of cascade generator cumulant generating function in the mixed asymptotic framework and of (ii) the multifractal formalism or of how to relate this function to a dimensionlike quantity.
The paper is organized as follows: in section 2 we recall basic definitions and properties of M-cascades. Section 3 contains the main results of this paper. If we define a multifractal measureμ as the concatenation of independent M-cascades of length T , with common generator law W , then we show in Theorem 2:
is the Legendre transform of τ . The convergence rate is studied in Section 3.5. Let us stress that the range of validity on p of this convergence is wider in the mixed asymptotic framework (χ > 0) than in the high resolution asymptotic (χ = 0). As a consequence we can relate D(h) to a "box-counting dimension" (sometimes referred to as a box dimension [10] or a coarsegrain spectrum [24] ), and derive, as stated in Theorem 4, a "box-counting multifractal formalism" forμ
imsart-aap ver. 2007/12/10 file: paper_ver5-3_IMS.tex date: May 2, 2008 in the range of [h + χ , h − χ ]. Since for χ > 0, D(h) can take negative values in previous equation, this can be seen as a rigorous formulation of Mandelbrot's negative dimension theory [16, 17] . In section 4, we extend previous results to partition functions relying on some arbitrary wavelet decomposition of the process. In Section 5 we give an interpretation of the results connected with the Besov frontier associated with our multifractal measure. Finally, in section 6 we discuss some specific examples where the law of the cascade generator is respectively log-normal, log-Poisson and log-Gamma. For illustration purpose, we also report, in each case, estimations performed from numerical simulations. Auxiliary useful Lemmas are moved to Appendices.
2. M-cascades : Definitions and properties.
2.1.
Definition of the M-cascades. Let us first introduce some notations. Given a j-uplet r = (r 1 , . . . , r j ), for all strictly positive integer i ≤ j, we note r|i the restriction of the j-uplet to its first i components, i.e., r|i = (r 1 , . . . , r i ), ∀i ∈ {1, . . . , j}.
By convention, if j = 0, we consider that r = ∅ and in the sequel, we denote by rr ′ the j + j ′ -uplet obtained by concatenation of r ∈ {0, 1} j and r ′ ∈ {0, 1} j ′ . Moreover, we note
Let fix T ∈ R + * and k ∈ N. We define I j,k as the interval
Thus, for any j ∈ N * , the interval [0, T ] can be decomposed as 2 j dyadic intervals :
Let us now build the so called M-cascade measures introduced by Mandelbrot in 1974 [15] . Let {W r } r∈{0,1} j , j∈N * be a set of i.i.d random variables of mean E [W r ] = 1. Given j ∈ N * , we define the random measure µ j on [0, T ] such that, for all r ∈ {0, 1} j , the Radon-Nikodym derivative with respect to the Lebesgue measure dµ j dx is constant on I j,r with:
W r|i , on I j,r , for r ∈ {0, 1} j .
As it is well known [11] , the measures µ j have a non-trivial limit measure µ ∞ , when j goes to ∞, as soon as E [W log 2 W ] < 1. Moreover, the total mass
Let us remark that if r ∈ {0, 1} j then by construction we have:
where
∞ is a M-cascade measure on [0, T ] based on the random variables W rr ′ for r ′ ∈ ∪ j≥1 {0, 1} j . This equality is usually referred to as "Mandelbrot star equation".
In the sequel we need the following set of assumptions:
Let τ (p) be the smooth and concave function defined on R by
Let us notice that log 2 E [W p ] is nothing but the cumulant generating function (log-Laplace transform) of the logarithm of cascade generator distribution. It is shown in [11] that for p > 1, the condition τ (p) > 0 implies the
. By Theorem 4 in [18] , the conditions (6) imply the existence of finite negative moments
, for all p < 0.
Multifractal properties of M-cascades.
A M-cascade is a multifractal measure and the study of its multifractal properties reduces to the study of the partition function
Basically, one can show [18, 22] that, for fixed p, this partition function behaves, when j goes to ∞, as a power law function of the scale |I j,k | = T 2 −j .
More precisely, let us introduce the two following critical exponents:
Theorem 1. Scaling of the partition function [22] Let p ∈ R, the power law scaling exponent of S µ (j, p) is given by (9) lim
where τ 0 (p) is defined by
The proof can be found in [22] . The convergence in probability of (9) was obtained in the earlier work [18] . This theorem basically states that S µ (j, p) behaves like
Let us note that the partition function (8) can be rewritten in the following way
and using (4), one gets
where the {μ as the 'linearization effect'. A possible explanation of this effect is that for p larger than the critical exponents p + 0 (resp. smaller than p − 0 ), the sum involved in the partition function (11) is dominated by its supremum (resp. infimum) term. Thus one should not expect a law of large number to hold for the behavior of this sum. Another possible interpretation of this theorem in the case p > p + 0 is given in Section 5.
3. Mixed asymptotics for M-cascades.
Mixed asymptotics : definitions and notations.
A convenient way to construct a multifractal measure on R + , with an integral scale equal to T , is to patch independent realizations of M-cascades measures. More precisely, consider {µ 
This model is entirely defined as soon as both T and the law of W are fixed. The discretized time model for the N samples of the series is {μ[kl, (k + 1)l]} 0≤k<N −1 .
Scaling properties.
In this section, we study the partition function for the measureμ as defined in Eq. (13) in the mixed asymptotic limit. T is fixed, we choose the sampling step
and the number of integral scales is related with the sampling step as
with χ > 0 fixed. According to (1) , one gets for the total number of data:
The mixed asymptotics corresponds to the limit j → +∞. The partition function ofμ can be written as (recall (2)): 
Let us state the results of this section. We introduce the two critical exponents in the mixed asymptotic framework:
and we set when these critical exponents are finite
Theorem 2. Scaling of the partition function in a mixed asymptotics Let p ∈ R andμ be the random measure defined by (13) where the law of W satisfies (5)- (6) . We assume that, either
where τ χ (p) is defined by 
Such assumption was not needed in Theorem 1, since on can check that necessarily
τ (p + 0 ) > 0.
Remark 2. Let us stress that the behavior of the partition function is largely affected by the choice of a mixed asymptotic: the 'linearization effect' now occurs for p in the set
, which is smaller when χ increases.
Theorem 3. Scaling of the supremum and the infimum of the mass in a mixed asymptotics Assume (5)- (6) . Then, if p + χ < ∞, one has,
The theorem 3 shows that when the 'linearization effect' occurs, the scaling of the partition function (14) is governed by its supremum and infimum terms for respectively large positive and negative p values.
These theorems will be proved in three parts. In Section 3.3.2, we will prove Eq. (19) of Theorem 2 only for p ∈ (p − χ , p + χ ). In Section 3.3.3, we will prove the case p / ∈ (p − χ , p + χ ) and Theorem 3 is shown in Section 3.3.4 to be a simple corrolary of this last case.
Proof of Theorem 2.
First we need an auxiliary result which is helpful in the sequel. ∞ . Moreover we assume that for each m ≥ 0, j ≥ 0, r ∈ {0, 1} j we are given a random variable Z (m,r) , measurable with respect to the sigma-field σ W (m) rr ′ | r ′ ∈ ∪ j {0, 1} j . We make the assumption that the law of Z (m,r) does not depend on (m, r), and denote by Z a variable with this law.
Let us consider the quantities, for p ∈ R: Proposition 1. Assume that for some ǫ > 0, E |Z| 1+ǫ < ∞ and
Proof. From (22)- (23) and the definition (7) we get,
Hence the proposition will be proved if we show:
For an arbitrary small ǫ > 0, we study the L 1+ǫ (P) norm of the difference. Set,
Applying successively lemmas 1 and 2 of Appendix A, we get:
N is bounded by the quantity:
Clearly, as soon as 2 −χǫ 2 −τ (p(1+ǫ)) 2 (1+ǫ)τ (p) < 1, this quantity is, in turn, bounded by C2 −jχǫ ′ for some ǫ ′ > 0. Taking the log, a sufficient condition is
which is implied for ǫ small enough by
Thus we have shown that
N is asymptotically smaller than 2 −jǫ ′ with some ǫ ′ > 0. Using the Bienaymé-Chebyshev inequality leads to
for any η > 0. A simple use of the Borel Cantelli lemma shows (24) . (12) for the partition function of a single cascade, we see that that Sμ(j, p) exactly has the same structure as the quantity N j (p) of section 3.3.1 where
By definition (recall (17)- (18)), the condition −pτ ′ (p) + τ (p) < χ holds for any p ∈ (p − χ , p + χ ), and by Remark 1, E |Z| 1+ǫ < ∞ for ǫ small enough. Thus, an application of Proposition 1 yields the almost sure convergence:
This proves the theorem 2 for the case p ∈ (p − χ , p + χ ).
Proof of Theorem 2 for
The following proof is an adaptation of the corresponding proof in [23] . We need the following notations:
In Section 3.3.2 we proved that for all p ∈ (p − χ , p + χ ) the following holds almost surely:
We may assume that on a event of probability one, this equality holds for all p in a countable and dense subset of (p − χ , p + χ ). From the sub-additivity of x → x ρ ,
and thus
But we have seen that m inf (ρp) = τ χ (ρp), for a dense subset of ρp ∈ (p − χ , p + χ ). Assume now for simplicity that p ≥ p + χ and let ρ → (p + χ /p), we get where we have used (17) On the other hand, let p > 0, q ∈ [0, p + χ ), and q ′ ∈ [0, q), we have
Merging this last relation with (27) leads to
which proves Theorem 2 for p ∈ [p + χ , +∞[. The proof for p ≤ p − χ is similar.
Proof of Theorem 3.
The following proof is an adaptation of the corresponding proof in [23] . We have for p > 0,
and taking the limit p → +∞ and using (28) proves that
which proves (20) . The proof of (21) is obtained analogously by considering p < 0.
Multifractal formalism and "negative dimensions". Let D(h) be the Legendre transform of τ (p) :
The multifractal formalism [7] gives an interesting interpretation of D(h), as soon as D(h) > 0, in terms of dimension of set of points with the same regularity. For M-cascades, this formalism holds [18] , i.e., D(h) corresponds to the Hausdorff dimension of the points t ∈ [0, T ] around which µ ∞ scales with the exponent h :
The r.h.s. of (29) is usually referred to as the singularity spectrum and therefore the multifractal formalism simply states that D(h) can be identified with the singularity spectrum of the cascade. In a mixed asymptotic framework, our next result shows that some kind of multifractal formalism still holds for D(h) < 0 in the sense that D(h) governs the behavior of the population histogram per sample of measure values at scale 2 −j as estimated over 2 jχ cascade samples. In other words, D(h) coincides with a box-counting dimension (sometimes referred to as a box dimension [10] or a coarse-grain spectrum [24] ). Hence the Legendre transform of τ (p) can be interpreted as a "population" dimension even for singularity values above and below h + 0 and h − 0 . Since for these values, one has D(h) < 0 they have been called "negative dimensions" by Mandelbrot [16] . This simply means that they cannot be observed on a single cascade sample but one needs at least 2 jχ realizations to observe them with a "cardinality" like 2 j(χ+D(h)) . In that respect, they have also been referred to as "latent" singularities [17] . Proof. 1 st step: We focus on the cases that yield to negative dimensions, i.e. h ∈ (h + χ , h
we easily get that h = τ ′ (p + χ ′ ) and D(h) = −χ ′ . Thus the theorem amounts to assess the magnitude of
First we derive a lower bound for this cardinality. The idea is to split the data into blocks of size 2 j 2 jχ ′ and rely on the behavior of the supremum ofμ(I j,k ) under mixed asymptotic with index χ ′ . More precisely let N ′ = 2 j 2 jχ ′ and define the blocks
Fix a ∈ {0, . . . , M − 1}, then for any
.
Clearly the law of Q 
We deduce that for all fixed a ≤ M −1, and
is bounded in probability. Write now, by (32), and
and choose p 1 , p 2 fixed but close enough to p + χ ′ . This yields, for all j ≥ 0:
Then using that 1/Q (a)
Remark now that the cardinality of the set {k ∈ {0, . . . , N − 1} |μ(
} is immediately lower bounded by the sum
of i.i.d. Bernoulli variables with parameter greater than 1/2. Then it is easily deduced, using the Borel Cantelli lemma and M ∼ j→∞ 2 (χ−χ ′ )j that with probability one:
We now focus on upper bounds for the cardinality of the set
where η is some real number in a neighborhood of zero. It is simply derived from the connection with the partition function that for any p > 0 this cardinality is lower than Sμ(j, p)2
and since, by (17) , τ χ (p
χ , the convergence result (26) with p = p + χ ′ applies and we deduce for η = −ǫ < 0 that:
Then (30) is a consequence of (33) and (35). Finally, the upper bound (31) is directly obtained by applying (34) with η = ε. [3, 24] ), that with probability 1:
For m ∈ {0, . . . , N T − 1}, and ε > 0, η > 0, denote by A (m) j (η, ε) the event:
Using the independence of the M-cascades (µ (m) ) m , these events are independent and P(A 
Since the cardinality of k ∈ {0, . .
we deduce that the left hand side of (30) is greater than D(h) + χ − η, for any η > 0. To end the proof, it suffices to show that the left hand side of (31) is lower than D(h) + χ. This is easily done, as in the end of the first step, by relying on the asymptotic behavior of the partition function.
Central Limit Theorems.
In this section, we briefly study the rate of the convergence of Sμ(j, p) as j → ∞ of (19) in Theorem 2. Using the same notations as in the proof of Theorem 2, we write:
and
Proposition 2. Assume (5)- (6) and that, either
Proof. Consistently with the notations of Section 3.3.1, we define, for every r ∈ {0, 1} j and m = 0, . . . , N T − 1, the random variablesZ (m,r) = µ
their common law. Furthermore, we will need the quantity
and the following family of σ-fields: for j ≥ 0
and for every k = 0, . . . , n(j) = 2 j (N T − 1)
For fixed j, we have a one-to-one correspondence between (m, r) and k = r + 2 j m, so abusing notation slightly, we write η k,j (p) instead of η m,r,j (p) in (38) when no confusion is possible. With these notations,
where η k,j (p) is F k,j -measurable and
Thus, we are dealing with a triangular array of martingale increments. Let us consider the sum of the conditional variances:
We have Hence the proposition will be proved, if we can show that the triangular array satisfies a Lindeberg condition: for some ǫ > 0,
But, we have
and by application of the Proposition 1, the order of magnitude of
. Thus, it can be seen that V (ǫ) j converges to zero, for ǫ small enough, by the condition 2pτ ′ (2p) − τ (2p) > −χ. This ends the proof of the proposition.
Proposition 3. Assume (5)-(6) and that, either p
where c(p) > 0 depends on the law of W and p. 
If
With this notation we have,
and using Kahane and Peyrière results [11] , we know that for each m the sequence (ν 
where ν 
is unbounded as j → ∞, but a careful look at the computations in Lemma 2 with ǫ = 1 yields to
We deduce that Var(
) . Then, the theorem follows in the cases τ (2p) − 2τ (p) = 0 and τ (2p) − 2τ (p) < 0.
Remark 3. By (37) the difference between 2 (τ (p)−χ)j Sμ(j, p) and its limit is decomposed into two dissimilar error terms: particularly the fact that the contribution of B j converges to zero is due to the observation of a large number of integral scales, whereas the contribution of A j vanishes as the sampling step tends to zero.
In the case τ (2p) − 2τ (p) > 0, the contribution of B j strictly dominates and
If τ (2p) − 2τ (p) < 0, the magnitude of A j and B j are the same and Following the common wavelet notation, we define
The support of g j,k (t) is
In the sequel, if µ is a random measure, for any Borel function f we will use the notation µ, f = f (t)dµ(t).
The generalized partition function : scaling properties. We define the generalized partition function of an M-cascade
Remark that for simplicity we removed a finite number of border terms, and that, in the case g(t) is the "box" function g(t) = 1 [0,1] (t) we recover the partition function of Section 2.1. Let us study the scaling of E [S µ,g (j, p)].
Proposition 4. Assume (5)- (6) . Then, we have
two positive constants depending on p, W and g.
Proof. Since |g(t)| is clearly a bounded function, we have
where C is a constant. We write
l=0 µ ∞ (I j,k+l ), and deduce
where K only depends on g and the law of W . By (43) we get the upper bound for E [S µ,g (j, p)].
For the lower bound, let us write that S µ,g (j, p) is greater than
, thus applying Lemma 3 in the Appendix B with a = j − J, we deduce:
Applying Lemma 4 with
is some positive constant. Then the lower bound for E [S µ,g (j, p)] easily follows.
4.3.
The partition function in the mixed asymptotic framework. Following (15), we define the partition function in the mixed asymptotic framework as
We have the following result. Proof. Using Proposition 4 we have, lim j→∞
, and we just need to prove that almost surely,
Using lemma 5 and 6 of appendix B, this is done in the exact same way as the proof of (24) in Proposition 1.
5. Link with Besov spaces. Following [9] , one may define for a measure µ on [0, T ], the boundary of its Besov domain as the function s µ : (0, ∞) → R ∪ {∞} given by
The following proposition can be shown (see [9] ). 
then, it is simply checked that the condition 1/p > 1/p + 0 is equivalent to s ′ (1/p) < 1. Hence Proposition 5 explains why for 1/p ≤ 1/p + 0 the boundary of the Besov domain must be linear with a slope equal to one.
In mixed asymptotic the support of the measure grows with j but we can still define, using the notations of Section 3, the index:
Then, it is simply checked that Theorem 2 implies s 6. Numerical examples and applications. Our goal in this section is not to focus on statistical issues and notably on precise estimates of multifractal exponents from empirical data. We rather aim at illustrating the results of theorem 2 on precise examples, namely random cascades with respectively log-normal, log-Poisson and log-Gamma statistics. For the sake of simplicity we will consider exclusively scaling of partition function for p ≥ 0 1 . In order to facilitate the comparison of the three models, λ 2 will represent the so-called intermittency coefficient, i.e.,
where τ (p) is defined in Eq. (7). This value will be fixed for the three considered models. Let {W r } be the cascade random generators as defined in Eq. (3) and let ω r = ln W r .
In the simplest, log-Normal case the {ω r } r are normally distributed random variables of variance λ 2 ln(2). Thanks to the condition E [W r ] = E [e ωr ] = 1, their mean is necessarily −λ 2 ln(2)/2. In that case, the cumulant generating function τ (p) defined in Eq. (7) is simply a parabola:
In the log-Poisson case, the variables ω r are written as ω r = m 0 ln (2) 
In third case the variables ω r are drawn from a Gamma distribution. If x is a random variable of pdf β α ln(2) x α ln(2)−1 e −βx /Γ(α ln(2)), then one chooses ω r = x + m 0 ln(2) and it is easy to show that τ (p) is defined only for p < β and in this case τ (p) = p(1 − m 0 ) + α(1 − p/β). By fixing τ (1) = 1 and τ ′′ (0) = λ 2 , on obtains:
Notice that one recovers the log-normal case from both log-Poisson and log-Gamma statistics in the limits δ → 0 and β → +∞ respectively.
For the 3 cases, one can explicitely compute all the mixed asymptotic exponents as functions of χ: In particular the values of p ± χ read:
where suffixes n, p, g stand for respectively log-normal, log-Poisson and logGamma cascades and W (±, z) represent the two branches of the Lambert W (z) function, solution of W (z)e W (z) = z that take (respectively positive and negative) real values for the considered arguments. For log-Poisson and log-Gamma cases, we have also indicated the asymptotic behavior in the limits δ → 0 and β → ∞. The values h ± χ can be easily deduced form their definition: Fig. 1 is plotted a sample of each of the three examples of M-cascades. We chose T = 2 13 and λ 2 = 0.2 for all models while, in the log-Poisson case we have set δ = −0.1 and β = 10 in the log-Gamma model. In each case, an approximation of the M-cascade sample is generated. We chose to generate µ 18 (as defined by Eq. (3)) so that the smallest scale involved is l min = 2 −18 T = 2 −5 (we have checked that the results reported below do not depend on l min ). An approximation ofμ is generated by concatenating i.i.d. realizations of µ 18 . Then, for each model and for each chosen value of χ, τ χ (p) (p = 0 . . . 6) was obtained from a least square fit of the curve log 2 Sμ(j, p) versus j over the range j = 0 . . . 6. Let us recall that, for each value of j, the mixed asymptotic regime corresponds to samplingμ at scale l = 2 −j T and over an interval of size L = 2 jχ T . The exponents reported in figs. 2 and 3 represent the mean values of exponents estimated in that way using N = 130 experiments.
The log-Normal mixed asymptotic scaling exponents for χ = 0, 0.5, 1 are represented in Fig. 2 . For illustration purpose we have plotted τ χ (p) + χ as a function of p: one clearly observes that, as the value of χ increases, the value of p + χ below which the function is linear, also increases while the value of the slope h + χ decreases. As expected, when χ increases τ χ (p) + χ matches τ (p) over an increasing range of p values. Notice that the estimated exponents are very close the analytical predictions as represented by the dashed lines. Error bars on the mean value estimates are simply computed from the estimated r.m.s. over the 130 trials and are reported only for the χ = 0 curve. We can see that these errors are smaller or close to the symbol tickness.
In Fig. 3 are reported estimates of τ χ (p), χ = 0, 1 for log-Poisson ( fig. 3(a) ) and log-Gamma ( fig. 3(b) ) samples. The solide lines represent the theoretical τ (p) functions for both models as provided by Eqs. (45) and (46). We used the same estimation procedure as for the log-normal case. One sees that, in both cases, since the intermittency coefficient is the same for the three models, the classical τ 0 (p) curves are very similar to the log-normal curve (Fig. 2) . However, these models behave very differently in mixed regime: for χ = 1, log-Poisson and log-Gamma both estimated scaling exponents become closer to the respective values of τ (p) and are very easy to distinguish. Let us mention that such a analysis has been recently performed by two of us in order to distinguish two popular log-normal and log-Poisson models for spatial fluctuations of energy dissipation in fully developed turbulence [19] .
APPENDIX A: LEMMA USED FOR THE PROOF OF THEOREM ??
where L 1+ǫ N is defined by (25) and C is a constant that depends only on ǫ.
Proof. According to [25] , if ǫ ∈ [0, 1] and if {X i } 1≤i≤P are centered independent random variables one has
where C is a constant that depends only on ǫ (and neither on the law of X nor on P ). Applying it with P = N T = ⌊2 jχ ⌋ to the expression (23) of N j (p), and using the fact that the random variables {M
Using the Jensen inequality we get the result. 
where C is a constant that depends only on p and ǫ.
Proof. The proof of this result is very much inspired from [23] . Since the law of M (m) j (p) is independent of m, we forget the supscript m throughout the proof. Using the definition (22) , one gets
It can be rewritten as
where Y corresponds to the non diagonal terms :
and D to the diagonal terms
The left hand side of (47) is nothing but E |X| 1+ǫ . By writing that
, using the sub-additivity of x → x (1+ǫ)/2 , we get Let us first work with the Y term. We factorize the common beginning of the words r 1 and r 2 in the expression (50) of Y Y = 2
Again by the sub-additivity of x → x (1+ǫ)/2 and using the fact that the W r|i are i.i.d., one gets
and by using Jensen inequality
The variables Z (r 1 ) and Z (r 2 ) are independant with finite expectation, thus the term E |Z (r 1 ) Z (r 2 ) | is bounded by a constant C. ∞ , h (1) almost surely, and since W > 0 this shows that with probability one the two independent variables µ (0) ∞ , h (0) and µ (1) ∞ , h (1) vanish simultaneously. This is only possible either, if they both vanish on a set of full probability, or if they both vanish on a negligible set. Assume the latter, then the following identity holds almost surely
where the variables on right and left hand side are independent. These variables must be constant, which is excluded by the assumption P(W = 1) < 1 (recall (5)). Thus we deduce that the variables µ Iterating the argument we deduce the following property: for any j ≥ 0 and k ≤ 2 j − 1, if we define a function on [0, 1] by h (j,k) (x) = h(2 −j (x + k)) we have E µ ∞ , h
This is clearly impossible if we choose j, k such that h remains positive (or negative) on [k2 −j , (k + 1)2 −j ]. By the assumptions on h one can find such an interval, yielding to a contradiction.
Lemma 5. We have
where C is a constant that depends only on ǫ.
Proof. The proof is the exact same proof as for Lemma 1. where K is a constant that depends only on p and ǫ.
Proof. The proof basically follows the same lines as the proof of Lemma 2. The only difficulty, compared to this latter proof, comes from the fact that the quantity µ ∞ , g j,k a priori involves several nodes of level j of the Mcascade. We have to reorganize the sum (43).
Since we are interested in the limit j → +∞, we can suppose, with no loss of generality that j > J. In the following, we note 1 (n) the n-uplet 1 (n) = 11 . . . 1, where the 1 is repeated n times.
The partition function (43) can be written S µ,g (j, p)
where the sum is over k ∈ {0, 1} j such that k l = 0 for some l ≤ j − J. The sum can be regrouped in the following way, where a + 1 denotes the position of the last 0 in the j − J first components of k: Actually, a exactly corresponds to the level of the "highest" node that is common for dyadic intervals in the support of g j,q1 (j−J −1−a) s . Indeed, let us prove that and the lemma follows.
