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Abstract
In this thesis, we investigate three kinds of aspects of infinite random sequences.
First, we stduy the computability of relative versions of randomness originated by P. Martin-
Löf [1] in 1966. One of the goals of algorithmic randomness theory is to measure the strength of
randomness notions in the context of computability. To do this, we use the relative randomness.
The relative randomness was first studied by Gaifman and Snir in 1971, and further studied by
Schnorr [8], Nies, Stephan and Terwijn [3], Miller and Yu [2], Yu [10] and others. In Part I, we
introduce some new relative randomness notions Γ-randomness and semi Γ-randomness. Then
we show hierachical results comparing with already well known random notion such as weak n-
randomness. As the Γ-randomess notion could sometimes produce alternative proofs of existing
results, those results would give us a new approarch to calibrate the class of randomness notions.
Next, we define randomness via another randomness. The main result is that Schnorr randomness
relative to the halting problem is equivalent to Martin-Löf randomness relative to all low 1-generic
reals. This is an affirmative answer to a question by Yu [9].
In Part II, we study the query complexity of algortihms with randomness. We apply Saks and
Wigderson’s method to compute the query complexity of many Boolean functions with randomized
algorithms. Here we also treat specific game trees that have never been studied before, that is
so-called unbalanced game trees as Boolean functions. The results give some positive evidence of
Saks and Wigderson’s conjecture.
In Part III, we investigate reverse mathematics on probability theory. Reverse mathematics is a
well known research program in the foundations of mathematics, started by Harvey Friedman and
Stephen Simpson in the 1970’s. The main goal of reverse mathematics is to classify mathematical
theorems according to which set existence axioms we need to prove them. The chief subsystem
in this thesis is WWKL0 cosisting RCA0 plus a set existence axiom WWKL. Roughly speaking,
WWKL asserts that there is a relative Martin-Löf random sequence. Our results shows some
statements of probability theory, such as the Borel-Cantelli lemma, are equivalent to WWKL0,
although many other properties can be proved even in RCA0.
Part I: Algorithmic randomness
The first part is concerned with the notion of randomness as originated by P. Martin-Löf [1] in
1966. One of the goals of algorithmic randomness theory is to measure the strength of randomness
notions. The main concern of Part I is relative randomness, which is a way to measure the strength
of randomness notions.
The first two chapter is devoted to define the terminology of algorithmic randomness, kol-
mogorov complexity and martingales. We also introduce some basic notions and descriptions of
algorithmic randomness that are necessary for understanding the argument presented in sequent
chapters.
Chapter 3 contains our results on K-random extension lemma. A binary string σ is K-random
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if K(σ) ≥ |σ|, where K denotes prefix-free Kolmogorov complexity. Our main contribution shows
that any finite string has a K-random extension i.e., (∀σ)(∃τ) such that K(στ) ≥ |στ |.
Chapter 4 contains our results on relative randomness. We introduce some new relative ran-
domness notions: Γ-randomness and semi Γ-randomness. At first, we see some important notions
of randomness.
Definition 1 (Martin-Löf, 1966 [1]). A Martin-Löf test is a uniformly c.e. sequence (Gm)m∈ω of
open sets such that µ(Gm) ≤ 2−m for all m ∈ ω. A set Z is Martin-Löf random if Z passes each
Martin-Löf test i.e., Z /∈
⋂
mGm.
Definition 2 (Schnorr, 1971). A Schnorr test is a Martin-Löf test (Gm)m∈N such that µ(Gm) is
computable uniformly in m. Z is Schnorr random if Z passes each Schnorr test.
Let Γ be a set of functions on the natural numbers. A set Z is Γ-random if Z is Martin-Löf
random relative to f for all f ∈ Γ. The Γ-randomess notion can produce alternative proofs of
existing results. For instance, some properties of ∅′-Schnorr randomness are proved more easily
by the characterization due to L-randomness than the usual methods. We also define the weak
versions of Γ-randomness, called by semi Γ-randomness. Taking Γ as a ∆0n set, we have the
following results.
Theorem 3. (1) Weak n-randomness is strictly stronger than semi ∆0n-randomness, for n > 2.
(2) Weak 2-randomness is equivalent to semi ∆02-randomness.
Weak 2-randomness is a natural notion, first introduced by Kurtz in 1981.
In Chapter 5, we investigate the definability of randomness via another randomness. To com-
pare two randomness notions with each other, we ask whether a given randomness notion can
be defined via another randomness notion. Inspired by Yu’s pioneering study [10], we formalize
our question using the concept of relativization of randomness. We give some solutions to our
formalized questions. The following is the main theorem of this chapter.
Theorem 4. For any ∅′-Schnorr test {Ue}e∈ω, there exist a low 1-generic real Z and a Z-Martin-





Part II: Randomized Complexity
In this part, we study the query complexity of algortihms with randomness. We handle the
deterministic and the randomized decision trees for Boolean functions. The deterministic query
complexity of Boolean function f is denoted by D(f), and the randomized one is denoted by R(f).
A major open problem is how small R(f) can be with respect to D(f). The following is one of the
most important conjectures in this field. We will focus on this conjecture.
Conjecture 5 (Saks and Wigderson, [12]). For any Boolean function f , R(f) = Ω[D(f)0.753].
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In Chapter 8, we mainly investigate the distributional query complexity of certain unbalanced
trees. The eigen-distribution was defined by Liu and Tanaka [13]. This particular distribution is
defined as the worst distribution on assignments to variables of T k2 regarding a best algorithm. We
obtained eigen-distribution on an unbalanced game tree (T−2 )
k.
In section 8.1, 8.2, 8.3, we investigate the distributional query complexity of some unbalanced
game trees: (T−m)
k and (T ′m)
k. We give a simple approximation on the unbalanced game trees
in the CD case, by which we can determine the complexity easily. Then we give some positive
evidences of Saks and Wigdersons conjecture finaly.
Theorem 6. 1. For any (T−2 )
k, the distributional complexity R((T−2 )






2. For any tree (T ′2)
k, R((T ′2)
k) = Θ(n0.955).
3. For any (T−m)
k, the distributional complexity R((T−m)
k) = Θ(n logmm+1).
Here, f(n) = Θ(g(n)) is Bachmann-Landau’s Big theta notation.
Part III: Reverse Mathematics
In Part III, we study the proof-theoretic strength of statements on randomness when we formalise
ordinal mathematics in the second order arithmetic.
Reverse mathematics ( [15] for the basic reference) is a well known research program in the
foundations of mathematics. It was started by Harvey Friedman and Stephen Simpson in the
1970’s and developed in many publications. A basic goal of reverse mathematics is to determine
which axiom are systems needed to prove particular theorems of mathematics.
The subsystem RCA0 is commonly used as a base system for reverse mathematics. The axiom
system WWKL (weak weak König’s Lemma) was first introduced by Simpson and Yu [10] and
shown to be strictly intermediate between RCA0 and WKL0 as well as equivalent to some statements
on Lebesgue and Borel measure. Roughly speaking, WWKL asserts that there is a relative Martin-
Löf random sequence. It is equivalent to some statements on Lebesgue and Borel measure. WWKL
was further studied by Giusto and Simpson (2000); and by Brown, Giusto and Simpson (2002).
In Chapter 10, we investigate reverse mathematics on probability theory. One of the main
purpose is to establish equivalence between law of large number theorems and set existence axioms
of second order arithmetic. We summarize some of our results in this chapter.
Theorem 7. (i) Borel-Cantelli lemma is equivalent to WWKL over RCA0.
(ii) The weak law of large numbers is provable in RCA0.
(iii) The de Moivre-Laplace theorem can be proved in RCA0.
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