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The Contributions of Body Awareness to “Choking under Pressure”
Authors: Wagner Larson, Cody Larson
Faculty Sponsor: Tyler Miller, Ph. D.
Department: Psychology

Abstract
“Choking under pressure” is a well-known phenomenon that occurs when performance is negatively affected because of perceived pressure.
Many researchers have studied this topic, mainly verifying the key theories involved: the explicit monitoring theory and distraction theory.
The current study adds to the literature by measuring the contributions of body-awareness to choking under pressure. Research on the concept
of overthinking body movements supports the hypothesis that the more self-aware individuals are of their bodies, the more they are subject to
choking in a high pressure situation. The current study aims to expand this idea by examining tactile awareness as another body-awareness
factor. The study investigated the impact of pressure on performance in a golf-putting task, testing the hypothesis that participants who
ranked high in body awareness would perform more poorly in the pressure group than those who ranked low in body awareness. Keywords:
choking, body-awareness, explicit monitoring, distraction theory, performance

Introduction
Professional athletes often started their careers early in elementary school, sometimes as soon as they can walk. The most determined of
athletes may spend multiple hours training every day, working to master their specific skill. For example, basketball players might practice
their shots every night in an empty gymnasium, in an attempt to gain a competitive advantage by improving and perfecting this specific skill.
In this setting there is no pressure, no screaming fans, and no chance to win or lose the game. Dedicated athletes practice their skills in these
types of settings hoping that the amount of time they spend practicing will improve their performance in an actual game. However, practicing
in an empty gym does not always transfer over to a game, especially when the stakes are high. The presence of an opposing crowd or trying
to win the championship game may add pressure or concerns that were not present in the empty gym.
Often times, during a performance, people feel anxiety to perform well. When the stakes are elevated, performance pressure tends to elevate
as well. This could not only apply to a game-winning shot, but a solo in a musical performance or any other situation in which the pressure is
abnormally high. Increased pressure is often accompanied by anxiety, which can negatively impact performance (Wine, 1971). This is also
known as choking under pressure (Baumeister, 1984). Choking under pressure is performing relatively worse than one normally would with
the absence of pressure (Wine, 1971). Failing to effectively execute a skill in the situation that requires it most can result in losing a game,
job, or in extreme circumstances, one’s life. There are two main theories that attempt to explain the complexity of choking under pressure:
the explicit monitoring theory and the distraction theory.
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Explicit Monitoring Theory
The explicit monitoring theory focuses on explicit and implicit skills. In this framework, a skill that is practiced enough will eventually
become implicit when it requires no conscious thought to perform. Explicit skills, on the other hand, are made up of facts that one can
articulate. For example, an explicit definition of shooting a free throw could be the details of the routine, dribbling or spinning the ball,
holding the ball cocked back and close to one’s face, lifting the basketball then following through. After enough repetition, this explicit
knowledge becomes automatic or implicit. According to Masters (1992), skills acquisition begins with explicit encoding that over time
becomes implicit, thereby lowering cognitive demands.
According to the explicit monitoring theory, the presence of pressure increases self-consciousness about performing well. As a result, one
reverts back to the explicit, step-by-step processes of performing the skilled behavior (Beilock and Carr, 2001). In this case, an action that is
done automatically is now consciously thought through, which can negatively impact performance (Baumeister, 1984). According to the
explicit monitoring theory, a performer under pressure places attention on skill execution, when the mechanics of the skill would be taskirrelevant stimuli since optimal performance for an expert is implicit. For example, asking a pianist to explain, in detail, their hand
movements during a performance causes them to perform worse, because the skill they already learned will revert back to their explicit
knowledge of the skill, resulting in choking (Schmidt, 1982).
Support for the explicit monitoring theory can be seen in studies investigating the initial learning process. Masters (1992) investigated the
separate processes of implicit and explicit learning by studying golf putting execution under manipulated amounts of pressure. It was
hypothesized in Masters’ study that adding a secondary task (requiring participants to call out random numbers systematically while putting)
would result in a higher resistance to the added pressure if putting was learned implicitly as opposed to explicitly. The results did, in fact,
reveal that the explicit learning groups failed more than the implicit learning groups in the high-pressure condition. We can conclude that,
because of the added stimuli during the implicit learning group session, the participants’ explicit knowledge was suppressed, making the
learned putting task more automatic and less technical. Therefore, we can assume that the implicit group displayed a higher resistance to
choking under pressure because of the way they practiced learning the putting skill, with no time for overthinking and added selfconsciousness.
Even experts of a skill can fall victim to choking under pressure. Instead of observing initial learning, some researchers have focused on
observing professionals to determine the rationale behind their poor performances under pressure. Gray (2004) used college baseball players
to demonstrate how attention to a skill, and the specific mechanics during the execution of that skill, can significantly degrade performance.
Focusing attention to a step-by-step processes of a skill had less influence on novices than on experts. Beilock and Gray (2012) went a step
further to investigate this shift in attention by investigating not the result of the performance, but the actual movement of the expert during
skill execution. This research demonstrates that focusing more attention on skill level of a task alters the expert’s actual movements, which
ultimately decreases overall performance because it is no longer an unconscious and natural skill. The emphasis of attention is a very
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important consideration for researchers studying choking under pressure. Where one’s attention is focused during task performance can be
crucial to the execution of the skill. The distraction theory is used to explain how this shift in attention may alter performance.

Distraction Theory
According to distraction theory, pressure to perform causes a diversion from task-relevant information during performance (Beilock and Carr,
2001). It is assumed that pressure can actually shift attention away from the task presented. These distractions can be either internal or
external (Lewis and Linder, 1997). Internal distractions, for example, are when one’s worry about the consequences of their actions occupy
the majority of their attention. For instance, when a volleyball player is serving for the game winning point of a close match and the player is
so focused on how the game could depend on this one serve, the amount of attention directed to this task could fundamentally alter the
player’s serve in a negative way. External distractions, on the other hand, consist of factors surrounding the performer that may disrupt their
focus on the task. A singer, for example, may feel so nervous by the presence of a loved one that his or her attention is more focused on that
person than hitting the high note in a solo performance.
The anxiety one feels in the presence of pressure has been widely studied. This anxiety is considered an internal distraction for the performer
executing a task. Wine (1971) acknowledged the presence and effect of anxiety in studying people who struggled taking tests. This research
illustrates how highly anxious people may divide their attention between self-relevant and task-relevant stimuli, which can be distracting
towards performance. Beilock, Kulp, Holt, and Carr (2004) investigated this concept further by observing the effects of working memory
capacity on performance under pressure. They used math-testing in the form of modular arithmetic, an algorithm-based style of arithmetic
utilizing addition, subtraction, and division in a series of steps to compare values. Performance was quantified by correctly solving the
problem. This was used as the dependent variable and pressure was manipulated by offering incentives, suggesting peer pressure, and a
critical evaluation of performance. They found that those with a higher working memory tended to be more susceptible to performance
failure when pressure was involved because their normally superior cognitive-powered strategies to skill execution tended to revert to shortcut strategies under pressure. Again, this demonstrates that lack of attention is a distraction during performance, especially when the
individual is used to a more cognitively demanding route to skill execution. When fragments of attention are diverted to places other than the
task at hand, an individual will choke under pressure.

Brain Activity and Choking
Both explicit monitoring theory and distraction theory coincide with particular cognitive processes dealing with motor control. Neuroimaging
was recently used to examine the interaction between high states of pressure from monetary incentive and motor performance failure by
directly observing changes in activity in the motor cortex and prefrontal cortex (Lee and Grafton, 2015). The functional connectivity between
the prefrontal and motor cortex was found to be highest right before an individual “chokes” under pressure. This study supports the
distraction theory by exemplifying the inability of attention and goal-directed activity in the prefrontal cortex to reach full potential while
pressure is induced. By observing the lack of required activity in the brain necessary for optimal performance, we can infer that this is how
one chokes under pressure.
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Analysis of existing research on choking under pressure, coupled with understanding the cognitive processes involved, opens up the
possibility for a more specific approach on the matter. The distraction theory and explicit monitoring theory offers a broad explanation. These
theories discuss how worry and anxiety may alter performance as either a distraction or as a sign of overthinking due to self-consciousness.
Identifying specific individual differences is crucial to understanding the underlying factors involved with choking. Beilock (2010) discusses
how one’s level of self- awareness may ultimately be a predictor of likeliness to choke. Some hypothesize that the more self-conscious an
individual is, the less prone he or she is to choking under pressure, due to familiarity with performing under the hyperattention that pressure
induces (Heaton and Sigall, 1991). Conversely, Beilock (2010) theorized that more self-consciousness is associated with an individual’s
tendency to overthink, which is a major reason for choking according to both explicit monitoring and distraction theories. More research is
needed to improve understanding of self-awareness and self-consciousness as predictors of choking under pressure.
The present study adds to the research on how an individual’s body awareness may affect performance under conditions of pressure.
Although there is research on self-reported self-awareness (Masters, Eves, and Maxwell, 2005), no studies have analyzed the physical
element of body awareness relative to performance failure under pressure. We used Tong, et al.’s (2013) method of Two-Point Orientation
Discrimination to measure tactile stimulation perception, and the survey developed by Master, et al. (2005) to determine participants’ selfreported body awareness. In sum, we examined whether body awareness would lead to more “choking” under pressure in the context of a
golf-putting task.

Method
Participants
Participants were 54 undergraduate students recruited from the human subject pool system at South Dakota State University. Students
received partial research credit for participation in the study. The sample consisted of 17 males and 37 females between the ages of 18 to 37.
Left-handed participants were not included in analyses because of the lack of suitable equipment for left-handed people during the
experiment (i.e. we did not have a left-handed putter). The analyses below are based on 16 males and 34 females.

Materials
The Movement Specific Reinvestment Scale (Masters, et al., 2005) was used to evaluate body awareness as a preliminary measure in the
human subject pool system. To ensure random assignment, participants were split into one of the two conditions using a random numbers
generator. Before running the participants through the procedure, they were asked to fill out a participant interview questionnaire to collect
demographic information for evaluation later on. During testing, electronic calipers were used to measure tactile stimulation perception on
each participant’s palm and forearm. For the performance portion of the experiment, we used a small rollout putting green, golf – sized wiffle
ball, and golf putter in the lab area.

Procedure
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Participants completed the body awareness survey as part of the human subject pool system prescreen. After arriving in the lab for the
experiment portion of the study, participants were given an informed consent form and asked to fill out a participant interview questionnaire.
Next, they were asked to sit at the table across from the researcher with their arm placed palm up in a partially opened box. The researcher
then used electronic calipers to complete the tactile testing portion of the research. The calipers points were set at a distance of 10 mm apart
and pressed lightly against each participant’s skin. During each trial, the researcher indented the calipers once parallel and once perpendicular
on the skin and asked participants to indicate the order in which they perceived the set of points. If a participant reported the point
orientations in the correct order, it was marked as “correct;” if answered incorrectly, it was marked as “incorrect.” The researcher completed
20 trials on each participant’s palm followed by 20 trials on the forearm.
After participants completed the two-point orientation discrimination trials, they were guided to the golf-putting green to complete the second
phase of the study. Participants were instructed to perform 22 golf putts, with the first two putts as practice. To induce pressure in the
experimental group, the researcher pretended to record their putting with a cell phone. Furthermore, two mirrors were placed near the putting
green so participants could see themselves during the putting task. One mirror was at the end of the green, and the other in front of the spot
where participants stood. The control group completed the same number of tactile discrimination trials and putting procedure, but without the
added pressures of the mirrors and the recording device.

Results
We used analysis of covariance (ANCOVA) to examine the effect of pressure and body awareness on performance, controlling for selfreported golfing ability. Body awareness data was separated using a tercile split to evaluate participants with the lowest body awareness and
those with the highest body awareness. The covariate golfing ability was significantly related to total putts made, F(1,24) = 5.98, p =. 022,

h p2 = .20. Neither the main effects of pressure (F(1,24) = .39, p = .54, h p2 = .02) nor body awareness (F(1,24) = 2.67, p=.116, h p2 = .100)
were statistically significant. However, there was a significant interaction between pressure and body awareness. (F(1,24) = 5.46, p = .03,

h p2 = .19; Figure 1). Those with low body awareness made more putts in the no-pressure condition (M = 14.14, SD = 1.22) than in the
pressure condition (M = 12.00, SD = 3.56). We also found that participants with high body awareness made fewer putts in the no-pressure
condition (M = 10.60, SD = 1.67) than in the pressure condition (M = 13.00, SD = 3.40; Table 1).
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Figure 1. Total number of putts made by Body Awareness group and Pressure condition. Error bars indicate standard deviation.

Table 1. LParticipants with high body awareness mad fewer putts in the no-pressure condition than in the pressure condition.

Low Body Awareness (n=14)

High Body Awareness (n=15)

No Pressure

14.14 (1.22)

10.60 (1.67)

Pressure

12.00 (3.56)

13.00 (3.4)

Note. Numbers in parentheses indicate standard deviation.

Discussion
The goal of this research was to examine the connection between body awareness and performance under pressure. Our results did not
support the hypothesis that higher body awareness would lead participants to choke under pressure. In fact, our results suggest the opposite.
That is, participants in the low body-awareness category were negatively affected by the pressure condition whereas participants in the high
body-awareness category excelled under pressure (relative to the no-pressure conditions for each body-awareness category). There was a
significant interaction between individual pressure and body awareness. Participant performance was possibly explained through individual
body awareness in combination with the condition group. Golfing ability was taken into account by using an ANCOVA to control for the
variable’s relationship with performance. Participants’ reported golfing ability seemed to be accurate.
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One major limitation to consider with this research is the lack of participants for the pressure group because of the amount of people’s data
we had to eliminate. Data were thrown out if the participant was left-handed, because the golfing equipment was not suitable for this
population. This, combined with randomly assigning participants, resulted in an uneven distribution of participants across conditions.
Another notable limitation is the quality of the putting green provided to the participants. The green did not lay completely straight and the
hole was a small circle with a slight ledge to keep the ball in. Participants may have made more putts with better equipment.
A theory proposed by Eysenck and Calvo (1992), known as the Processing Efficiency Theory, could explain the results of this experiment.
This theory suggests that a little bit of pressure could be beneficial for some individuals, because it creates just enough anxiety for an
individual to add an extra amount of importance and effort to the task. Processing Efficiency could explain why the high body awareness
group performed slightly better in the pressure condition than in the no-pressure condition. The Yerkes-Dodson Law (1908) similarly
explains how some pressure can be beneficial to performance. This law places an individual’s performances on a bell curve focusing on the
amount of pressure applied. Again, this law supports the idea that pressure is good up to a certain point, after which performance decreases.
These theories support the conclusion that the present study did not include enough pressure to have a significant negative influence on
performance. Further research on this topic should include significantly more pressure to reveal true differences in participant performance.
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Determination of Volcanic Impact on
Perchlorate Using Polar Ice Cores
Authors: Alex Georgiev, Collin Livingston, Cody Ward
Faculty Sponsor: Jihong Cole-Dai
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ABSTRACT
Arctic (Greenland) ice core samples covering the time period of 1638 to 1646 were
analyzed for perchlorate and sulfate concentrations. The sulfate data shows a signal
corresponding to the 1640 eruption of the Komaga-Take volcano in Japan. Perchlorate
concentrations show a significant increase at the time of the Komaga-Take eruption. It is
concluded that a positive correlation likely exists between stratospheric volcanic eruptions
and perchlorate concentration in the environment. When a volcano has enough explosive
force to inject substances into the stratosphere, some of the substances, such as sulfate, can
remain in the stratosphere for months and spread all over the global atmosphere. The
sulfate aerosols in the stratosphere may enhance the formation of perchlorate from chlorine
species commonly present in the atmospheric environment.
Keywords: Volcanoes, perchlorate, Arctic, ice cores

INTRODUCTION
Polar ice cores contain chronological records of chemical substances in the environment
and are basically, naturally occurring archives. These cores are obtained from ice sheets
that are made from the accumulation of snow over many years. A timeline can be
constructed based on the depth of the snow and ice in the core, much like geologists date
fossils based on their depth in the ground. A lot of information can be found about the
atmospheric and environmental conditions of the past by looking at the different
concentrations of chemical substances in the ice (Wolff, 2010).

VOLCANIC IMPACT ON PERCHLORATE

12

One chemical that is of interest, and found in trace amounts in polar snow and ice, is
perchlorate. Studies have shown that perchlorate has the ability to inhibit the uptake of
iodine by the thyroid gland, which has the potential to cause a variety of metabolic
problems in humans (Blount, et al., 2006). In addition to posing health risks, perchlorate
also poses a risk to the environment. Being highly resistant to change and degradation,
perchlorate is very stable in the environment. The anion is water-soluble and is mainly
housed in aquatic environments such as surface and ground water (Peterson, 2015). This
leads to the risk of contaminating drinking water and furthers the possibility of causing
problems to human (Lutter, 2014). Knowledge about the sources and levels of perchlorate
in the environment is needed to determine the risk to humans through exposure.
One potential source of perchlorate is volcanic activity. Volcanic eruptions disperse an
abundance of gas and ash into the atmosphere. Sulfur dioxide is a major component of the
gaseous emission and is chemically converted in the atmosphere to sulfate, which falls out
of the atmosphere gradually and can be found in accumulating polar snow (Cole-Dai and
Mosley-Thompson, 1999).
The objective of this research is to determine if volcanic activity contributes to perchlorate
in the environment. Specifically, we measure perchlorate concentration in Arctic snow
deposited during the time period when volcanic sulfate is present in snow, in order to
evaluate the impact of volcanic eruptions on perchlorate level.

METHODS
A 150 m ice core was obtained from Summit Station, Greenland in 2007 and the tubes of
112 and 113 of the core were dated from 1638 to 1646 using annual layer counting methods
described by Cole-Dai et al. (2013). During this time, the volcano Komaga-Take in Japan
had a violent eruption in 1640 and emitted many contaminants into the atmosphere. When
preparing samples from the ice cores, plastic gloves were used in order to prevent
contamination. A vertical section from Tubes 112 and 113 was cut into 4.0×4.0×4.0 cm
cubes and the ice samples were left in the freezer until chemical analysis.
Plastic cups with lids were washed multiple (at least 10) times with ultra-pure deionized
water and then allowed to air-dry. The ice samples were moved from the freezer and
washed on all sides with ultra-pure deionized water. The ice samples were then placed in
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the clean cups with lids to melt. Standards were made in order to make calibration curves
for sulfate and perchlorate concentration. The standards used with ion chromatography had
sulfate concentrations of 50, 100, 150, and 200 parts per billion (ppb). The perchlorate
standards had concentrations of 0.3, 0.75, 2, 5, and 10 parts per trillion (ppt). Once the ice
in the clean cups was melted, the meltwater and standards were poured carefully into
autosampler vials, which had been cleaned by rinsing repeatedly with ultra-pure deionized
water. Clean caps were applied to the vials. Resultingsamples were loaded in
chromatographic instruments for measurement of sulfate and perchlorate. For sulfate
determination, a ThermoFisher DX500 ion chromatograph with conductivity detection was
used. Because perchlorate exists at very low concentrations, it could not be analyzed using
ion chromatography with conductivity detection. A recently developed method was used
for perchlorate determination (Peterson, 2015). In this method, an AB Sciex triple
quadrupole mass spectrometer with electrospray ionization (ESI-MS/MS) interfaced with a
Dionex DX500 ion chromatograph was used to quantify perchlorate in the meltwater
samples at the parts-per-trillion level.

RESULTS AND DISCUSSION
The calibration curve for perchlorate is shown in Figure 1. The correlation coefficient of
0.998 and the y-intercepts close to 0 indicate a linear signal response to perchlorate
concentration without blank contribution.

Counts per Second (CPS)
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Figure 1: A perchlorate calibration curve. The equation of that line was used to relate mass
spectrometer signal (counts per second) to perchlorate concentration of the ice samples.

Volcanic eruptions result in emission of sulfur compounds, such as H2S and SO2, which are
converted to sulfate in the atmosphere. When an eruption has a Volcanic Explositivity
Index (VEI) of 4 or greater, on a 0-8 scale (Peterson, 2016), it has enough force to put the
sulfur compounds into the stratosphere. Once in the stratosphere, these compounds in the
form of sulfate will remain for months, and spread around the world. The sulfate aerosols
are gradually removed from the atmosphere and deposit onto snow surface at the poles,
where they become trapped in accumulating polar ice. Elevated sulfate concentrations in
ice core indicate explosive volcanic eruptions (Cole-Dai, et al., 2013). It is with this
knowledge, and previous data collected by others (Cole-Dai, et al., 2013), that we decided
to measure sulfate and perchlorate in Tubes 112 and 113 in the Greenland ice core. The
increase in the sulfate concentration, as shown in Figure 2 (red line), was caused by the
eruption of Komaga-Take in 1640. The eruption leads to sulfate concentrations averaging
159.5 ppb in the depth interval of 112.7 m to 113.1 m. This is elevated, compared to the
averages of 51.76 ppb and 58.46 ppb before and after the eruption event, respectively. The
perchlorate concentration (Figure 2, black line) has a similar pattern to that of sulfate. The
average perchlorate concentration of 7.94 ppt between 112.7 m and 113.3 m is significantly
higher than the averages of 1.16 ppt and 4.09 ppt before and after the volcanic event
interval.
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Figure 2: Concentrations of perchlorate and sulfate relating to depth in the ice core. Sulfate
concentrations are depicted on red, and perchlorate concentrations in black. The vertical lines
show the approximate dates associated with ice core depth.

Volcanic eruptions could contribute to the increased perchlorate found in polar snow in
several ways. The simplest would be that perchlorate is directly released from the volcano
during the eruption; however, there are several reasons that this is unlikely. First, volcanos
in general provide a reducing environment, which would not be conducive to formation of
perchlorate, the most oxidized form of chlorine. Second, perchlorate is very water soluble,
so water vapor in the troposphere would likely scavenge the perchlorate from the eruption
plume and remove it through precipitation, which will keep the perchlorate from being
transported to the polar regions.

Another possibility is that large volcanic eruptions have an environmental impact that
enhances the formation of perchlorate in the atmosphere. Common species of chlorine
(chloride and chlorine oxides) can be oxidized to perchlorate in atmospheric reactions
(Peterson, 2016). In the stratosphere, chlorine radicals are oxidized by ozone. Under
normal conditions, chlorine does not exist as radicals and, therefore, little chlorine is
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oxidized to perchlorate. On the other hand, chlorine radicals form readily when the
formation reaction or activation takes place on particle surfaces. When sulfate is in the
stratosphere, it exists in the form of aerosol particles and provides surface area resulting in
accelerated chlorine activation (Peterson, 2016). This leads to enhanced perchlorate
formation. This is a possible way volcanic eruptions lead to more perchlorate formed in the
stratosphere and, eventually, in polar snow.

CONCLUSIONS
It is known that volcanic eruptions emit large amounts of sulfide dioxide and hydrogen
sulfide into the atmosphere. Samples in Tubes 112 and 113 of the Summit Station,
Greenland ice cores were analyzed for sulfate and perchlorate, because previous data
indicated that a major volcanic eruption had taken place during the time period covered by
these ice core samples. An increased amount of sulfate was found at the time period
following the 1640 eruption of the Komaga-Take volcano in Japan. Perchlorate
concentration is also significantly elevated during this time period.
The comparison between sulfate and perchlorate levels ( Figure 2) suggests that volcanic
activity can have an impact on the amount of perchlorate in the environment. Perchlorate is
probably not, however, released directly into the atmosphere by a volcanic eruption.
Rather, it is postulated that the volcanic eruption produces an atmospheric environment that
makes the formation of perchlorate much more favorable.
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ABSTRACT
A great deal of research concludes that drug use is relatively similar across races for adults, and that men use more than women. The current
study makes use of self-report delinquency surveys of students in a South Dakota State University Juvenile Delinquency course and a
California State University, San Bernardino Juvenile Justice course to determine if these trends also apply to their past behavior as a juvenile.
The current study will examine race and gender trends as they relate to illicit substance use in juveniles.

INTRODUCTION
Race and police interactions have been frequently studied along the African American and White dichotomy (Schafer, et al., 2003), but
Latinos are one of the least studied groups in criminal justice research (Schuck, et al., 2004). Overall, 80 percent of the public was shown to
have favorable impressions of police (Schafer et. al., 2003); however, there are commonly found differences in race and perceptions of
police. Whites have the most favorable impression of police followed by Hispanics and finally African Americans (Schuck and Rosembaum,
2005). These impressions and ideas about police are subject to variation in age, religion, ethnic identity, and actual contact with police. After
interacting with police, African American and Hispanic attitudes toward law enforcement worsen, a finding not found with White citizens
(Rosenbaum, et al., 2005). Carter (1985) found that as the frequency of contacts with the police increased, the satisfaction level with police
decreased among Hispanic populations (Schafter et. al., 2003). Two of the most influencing factors in perceptions of police is neighborhood
context and culture. These may be especially important for those who do not have frequent, direct contact with police because individuals
may acquire their perceptions from the experiences of other people.
Research suggests that there may be a tendency for law enforcement to focus on minority drug users more often than they do on White users
(Beckett, et al., 2006). This could be as a result of the differences in their socioeconomic background. According to Beckett, et al (2006):
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[S]ocioeconomic (and hence racial-ethnic) groups possess different levels of access to private space. As a result, the
(disproportionally nonwhite) poor are more likely to engage in deviant behavior outdoors; those who engage in illicit conduct in
public places are more visible to the police and therefore more likely to be arrested (121).
This demonstrates the difference in the likelihood of being arrested may be due to visibility in addition to other factors.
Research shows that individuals of all races use illicit drugs at similar rates (Bates and Swan, 2014; SAMHSA, 2013); however, African
Americans are much more likely to get arrested than White individuals (Beckett et al., 2006). This inequality could be as a result of variety of
factors; but, when studying Seattle's "Narcotics Activity Reports," Beckett, et al. (2006) found that "the location and geographic distribution
of arrests is inconsistent with citizen concern" (126). Some also argue that whites have access to more privacy.

Table 1. Percentages of illicit drug and alcohol use in juveniles ages 12-20.

Age

Illicit drugs (%)

Alcohol use (%)

12-13

2.6

2.1

14-15

7.8

9.5

16-17

15.8

22.7

18-20

22.6

43.8

Illustrates the national trends of juveniles in different ranges who report using illicit drugs or alcohol. According to the 2013 National Survey
on Drug Use and Health drug and alcohol use steadily increase as juveniles age from middle to high school. However, in the same year,
White individuals ages 12 and older were more likely to use alcohol than any other race (SAMHSA,2013).
Wallace and Bachman (1991) studied racial and ethnic differences in drug use while also looking at a student’s background as a factor.
Through the Monitoring the Future project, they were able to compare information from about 77,500 high school seniors. This sample has a
racial/ethnic breakdown of 77.5 percent White students, 11.9 percent Black students, 4.4 percent Mexican American students, 2.6 percent
Asian American students, 2 percent Puerto Rican and other Latin American students and 1.6 percent Native American students (Wallace and
Bachman, 1991). The coauthors found that there is not a large difference in drug use with a large variation in family background in African
American, Mexican American, Puerto Rican, and Asian students as they still smoke cigarettes less than White students (p. 341). Similarly,
the difference for heavy alcohol use is smaller when reduced for background factors only between Mexican American and White seniors
(Wallace and Bachman, 1991). Overall, the racial/ethnic differences in substance use are generally not because of socioeconomic status,
parental education, region of residence, or family structure except for the difference between Whites and Native Americans (Wallace and
Bachman, 1991).
In addition, the differences in drug use and arrest also vary by the type of drug. Beckett, et al. (2005) found that while Whites were
overrepresented in methamphetamine use in their Seattle study, African Americans were overrepresented in cocaine use while Latinos were
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represented in accordance to the demographic information. Beckett, et al. (2005) suggested that between 61 and 69 percent of those using
cocaine and heroin are White. It is estimated that 36 to 69 percent of Seattle crack cocaine users are White; however, White offenders
constitute only a quarter (26.3 percent) of crack cocaine arrests in Seattle (Beckett, et al., 2005). This is the most notable disparity found by
Beckett et al. and there are also racial and ethnic disparities among the arrest and use statistics of marijuana, heroin, methamphetamine, and
cocaine (p. 428).
The considerable difference in the arrests for cocaine users who are Black and White may contribute significantly to the discrepancy of drug
arrests among different races and ethnicities. Beckett, et al. (2005), reports that the Seattle Police Department had 3,058 arrests for crack
cocaine possession while total arrests for possession of methamphetamine, ecstasy, and powder cocaine was only 384 (Becket et al, 2005,
429). In combination with the overrepresentation of African Americans in cocaine possession this contributes to the greater number of arrests
of black individuals who possess drugs.
Bridges and Steen (1998) had noteworthy findings that occurred later in the justice process. Their study used narrative reports from probation
officers to examine racial differences in disposition hearings and sentences. The study looked at the differences in White and African
American youth and the relationship between race and characterization of the youth, their crime, the cause of their crime, and the threat of
future crime according to justice officials and then the sentence recommendation (Bridges and Steen, 1998) andfound that probation officers
are more likely to report delinquency in youth who are African American as being caused by negative internal attributes and personality.
Negative internal attributes are often seen as an individual being intrinsically bad or having criminal intentions while positive internal
attributes are related to a positive disposition and a crime being accidental or immature. Conversely, they are more likely to categorize White
youths’ delinquency as a result of their external environment and social conditions, such as having negative peer pressure or having
unsupportive parents.
Along similar lines, sentencing of youth is heavily dependent on the report of the probation officer and their report of internal attributes. The
assessment of future crime potential is also determined on internal attributions more than the severity of the crime or previous criminal
history. This overall assessment is heavily weighted by internal attributes and individuals that are seen as having negative internal attributes
Black individuals are judged to be more dangerous. This factor in combination with blacks being more likely to have committed a serious
crime and having a criminal history results in African American youth being given more severe sentences than White youth (Bridges and
Steen, 1998).
This study will expand upon the literature by examining the relationship between demographic variables and substance use.
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DATA AND METHODS
Research design
The goals of this research are to examine the juvenile delinquency of students enrolled in a Juvenile Delinquency course. Juvenile
delinquency being defined as the extent to which students engaged in a variety of criminal offenses prior to age 18. This research also
focuses on neighborhood, school, police, and family factors that may be relevant to juvenile delinquency. To achieve these goals, surveys
were conducted in two juvenile delinquency courses at two universities.

Sampling
Participants were selected through convenience sampling. All students enrolled in SOC 455 Juvenile Delinquency at South Dakota State
University (SDSU) in the Spring 2016 semester and CJUS 580 Juvenile Justice Systems at California State University, San Bernardino
(CSU-SB) in the Winter 2016 quarter were recruited for the study. After the drop/add date passed, students in each course were informed of
the project, given a consent form, and given time in class to complete the surveys. Students were advised that the survey is voluntary.
Attendance points were awarded on the designated survey day, but were given regardless of survey completion. All surveys were shuffled in
a pile before being collected by the professor.

Survey instrument
The survey was an 80 question document asking about a range of delinquent and related activities and attitudes to gauge student’s behaviors
prior to age 18. The survey asked about the frequency of substance use, general delinquency, and contact with police of the respondent.
Questions about their friends’ involvement and acceptance of delinquent activities were also included. The survey also included a set of
questions about the safety and regular activities in their high school and neighborhoods. A few questions about parental oversight were
included. The survey ended with a few demographic questions about the respondent.

Confidentiality
For confidentiality purposes, any demographic variable where less than four students answered in a particular way were changed so that
students could not identify classmates through the survey data.
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Sample characteristics
The sample included 55 students, 20 from SDSU and 35 from CSU-SB. Forty percent of SDSU students are male and 10 percent are White.
Forty percent of CSU-SB students are male as well, but 85 percent are Hispanic, 6 percent are White, and 9 percent report their race as other.
Interviews were coded and entered into SPSS by the primary researchers, Dr. Yingling (SDSU) and Dr. Norris (CSU-SB).

RESULTS
School and Gender
25
20
15
10
5
0

SDSU

CSU-SB
Male

Female

Figure 1: For the study, 55 students participate; 20 from SDSU and 35 from CSU-SB. Males made up 40 percent of the SDSU participants and
10 percent white.

Of the 22 males in the study, 13 of them were Hispanic (59%), 8 were White (36%), and one was other (5%). All of the SDSU males reported
their race as White (Figure 1). The CSU-SB males all reported being either Hispanic or other. Of the 33 females in the study, 17
wereHispanic (52%), 14 were White (27%), and 2 were other (6%).

Gender and Race
Other
White
Hispanic
0

2

4

6

8

10

Female

Male

12

14

16

18

Figure 2: All the women from SDSU reported their race as White. Whereas at two students at CSU-SB reported their race as White, 17 reported their race as
Hispanic, and two reported their race as other.
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Alcohol Consumption
18
16
14
12
10
8
6
4
2
0

Never

A Few Times
Hispanic

Monthly
White

Weekly or Daily

Other

Figure 3: Over half of students reported using alcohol a few times or never.

All of the SDSU females reported their race as White (Figure 2). Two of the CSU-SB students reported their race as white while 17 reported
being Hispanic and two reported their race as other.
Figure 3 displays the differences in alcohol consumption by juveniles in the sample by race. Over half of all students used alcohol a few
times or never. More males reported drinking daily or weekly than females (22.7% vs. 9%) whereas more females reported never drinking
alcohol than males (27.3% vs. 13.6%). Conversely, more females used marijuana monthly than males did. There was one male and one
female who used marijuana weekly or daily.
Overall, Whites tended to drink more alcohol than Hispanics with 86.4 percent drinking at least a few times. Among Hispanics, 76.7 percent
drank at least a few times. Along similar lines, 90 percent of the SDSU students drank alcohol at least a few times while 71.4 percent of
CSU-SB students drank at least a few times.
Marijuana use varied differently; 43.3 percent of Hispanics used marijuana at least a few times while only 27.3 percent of Whites used
marijuana a few times. Of SDSU students, 15 (75%) had never used marijuana while 21 (60%) of CSU-SB students had never used
marijuana. Cigarette use among Hispanics and Whites was similar. Seventy percent of Hispanics never smoked cigarettes whereas 77.2
percent of Whites never smoked cigarettes. When comparing universities, the results varied slightly more. Of SDSU students, 80 percent had
never smoked cigarettes while 71.4 percent of CSU-SB students had never smoked cigarettes.
Items on the survey also asked about police presence in neighborhoods. There are a variety of responses when students were asked how often
police were seen in their neighborhoods when they were juveniles.
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Hispanic

White

Other

Never

2

3

2

A few times

18

10

0

Monthly

3

2

0

Weekly or daily

7

7

1

Total

30

22

3

Table 2. Police presence in neighborhoods by race.

Attitudes toward police were similarly measured by asking how often police were nice to kids in the neighborhood. While 59 percent of
White students said police were nice to juveniles weekly or daily, only seven percent of Hispanic students reported the same. Conversely, 23
percent of Hispanic students said police were never nice to juveniles and only five percent of White students stated the same. Of the three
students who identified their race as other, two responded that police were never present in the neighborhood and one disclosed that police
were always present, at least on a weekly or daily basis.

Hispanic Students
2, 7%
3,
10%

7, 23%

18, 60%

Never

A few times

Monthly

Weekly or daily

Figure 4: Hispanic student perceptions of how often police were nice to juveniles in their neighborhood.
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White students
1, 5%
3, 15%
3, 15%

13, 65%

Never

A few times

Monthly

Weekly or daily

Figure 1: White student perceptions of how often police were nice to juveniles in their neighborhood.

The graphs above illustrate the differences between the responses of the Hispanic students and the White students to the statement, “Police in
my neighborhood were nice to juveniles.” Out of all the respondents, 30 were Hispanic students and 20 were White students. Two White
students did not respond to this item on the survey.

DISCUSSION
Overall, substance use was comparable between the two groups. White students, in general, tended to use alcohol more frequently than
Hispanic students, which is consistent with the literature. Hispanic students used marijuana slightly more than White students but the races
were comparable in cigarette usage. This sample of Hispanic and White students had comparable substance usage to the literature that was
previously mentioned. This appears to be evidence for the similarity of substance use among all juveniles regardless of race. Race does not
appear to be a significant factor with a possibility of exception for White students and alcohol consumption.
Police visibility also appeared to be similar among Hispanic students and White students. White students have a slightly higher proportion of
responses of seeing police weekly or daily in their neighborhood. This finding is more contradictory to the literature and does not show
strong evidence for higher police presence in all neighborhoods that have minority juveniles. There are several additional factors that could
contribute to this difference such as the small town size of many of the White students, that many of the Hispanic students lived in
predominantly White neighborhoods, and/or many other factors.
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Students’ perceptions of police being nice to juveniles were varied by race. Consistent with other research, most White students found police
to be nice to juveniles on a weekly or daily basis. Hispanic students had contrasting perceptions and found police to be nice to juveniles only
a few times. More Hispanic students also found police never being nice to youth than did White students. These negative experiences of
minority students relate to widespread mistrust in police that is present in today’s culture. These negative interactions could be strongly
rooted in racial relations but more research is needed in this area to make generalizations.
All in all, race appears to have a limited impact on substance use in general. White students tend to have used more alcohol while Hispanic
students tend to have used more marijuana. These differences are relatively small. Police perceptions appear to be impacted much more by
race. Hispanic students have witnessed or experienced police being nice to juveniles less frequently than White students.

LIMITATIONS
There are several limitations to the study. There were two main racial groups: Hispanic students and White students. These two groups were
divided by race and location. All of the Hispanic students are attending CSU-SB while all of the SDSU students are White students. This may
not be an accurate representation of all Hispanic students or all White students as the differences could be due to geographic location.
Additionally, because of the sample size and homogeneity of race the results may not be generalizable to a group. Changing demographic
information due to confidentiality may have an impact on the survey results.
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ABSTRACT
Socially disorganized neighborhoods are those characterized by disadvantaged residents and a lack of resources. Research shows that
disorganized neighborhoods can have higher crime rates. The objective of this study was to determine if students from socially disorganized
neighborhoods report higher rates of delinquency. The data stem from a joint university self-report survey on delinquency from students in a
Juvenile Delinquency course at South Dakota State University and a Juvenile Justice course at California State University, San Bernardino.
The surveys were collected by each classes’ respective professor. Results indicate that few students came from disorganized neighborhoods
yet many engaged in occasional delinquency. This suggests the relationship between neighborhood setting and criminal offending of
juveniles in that context is a complicated phenomenon.

INTRODUCTION
Crum, et al. (1996) found that neighborhoods in disadvantaged (e.g. lower income, limited resources, inadequate housing conditions, high
rates of unemployment and crime, and a lack of adult role models) geographic locations or with residents of a disadvantaged economic status
may be a contributing factor in exposing youth to drugs and subsequent drug use. They conducted a longitudinal study in which middleschool-aged participants self-reported how frequently drugs were offered to them. Participants who lived in disadvantaged urban
neighborhoods reported being offered drugs more often than students who lived in advantaged neighborhoods (Crum, et al., 1996).
Chung and Steinberg (2006) studied a sample of 488 participants, all males aged 14 to 18 years old, to determine the influence of
neighborhood characteristics, parental practices, and connection with adolescents of the same age range to juvenile delinquency. The
majority of participants were from low socio-economic statuses and were minorities living in impoverished areas. Other studies (Brody et al.
2001; Krivo and Peterson, 1996; Wikstrom and Loeber, 2000) have also shown that the function of communities play a role in the amount of
delinquency. Residents of urban communities were surveyed and reported that the concentration of poverty and “ethnic heterogeneity” were
related to higher rates of deviance because of the social disorganization it caused (Chung and Steinberg, 2006).
More recently, the link between parental supervision and neighborhood disorganization has been examined. It has been determined that two
potential influences contribute the most to serious juvenile delinquency. First, the “outer system” (Chung and Steinberg, 2006), the
neighborhood and peer influence, because of the proximity and opportunity; as the Broken Windows Theory states, if a neighborhood is in
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disarray, the members of the community feel less of a need to care for their city (Vold, et al., 2002). This is especially true for disadvantaged
adolescents who often engage in opportunistic delinquency. The second influence is the “inner system” (Chung & Steinberg, 2006), meaning
the family, the relationships within the household, and the values and norms enforced by the household. The relationships between
neighborhood, familial, and peer stimuli on individuals have a significant effect on the levels of deviant behaviour and delinquent attitudes
within disadvantaged, minority adolescents (Chung and Steinberg, 2006).
Butcher, et al. (2015) observed that a high level of violence in communities was related to negative social relationships. They also reported
that throughout the United States, positive social relationships and support helped to minimize violence among the youth.
Chambliss (1973) concluded that the Broken Windows Theory played a prominent role in how teenagers are viewed in the eyes of authority
figures, such as teachers and police officers. The Saints were defined as juveniles from upper class areas with nice neighborhoods, good
homes, higher income families, and better support systems, whereas Roughnecks were the opposite; from lower income housing,
impoverished neighborhoods, and disorganized areas of living. Saints were more delinquent than Roughnecks; however, authority figures
perceived the latter as more deviant because of their low social status. Based on examination of the Roughnecks’ behavior patterns, arrest
records, and delinquent behaviours, Chambliss (1973) reported on how disorganization among neighborhoods influenced delinquent behavior
and how friendships and peers played a role in how juveniles conduct themselves as compared to their peers of a higher socio-economic
status. About the Saints, Chambliss (1973: 188) remarked:
The local police saw the Saints as good boys who were among the leaders of the youth in the community. Rarely, the
boys might be stopped in town for speeding or for running a stop sign. When this happened the boys were always polite,
contrite and pled for mercy. As in school, they received the mercy they asked for. None ever received a ticket or was
taken into the precinct by the local police. … More important, the urban police were convinced that these were good boys
just out for a lark.
Yet when describing the relationship between the Roughnecks and the police, Chambliss (1973: 190) stated:
[T]he [feelings towards the] police undoubtedly stemmed from the fact that the police would sporadically harass the
group…the police shared the view of the community in general that this was a bad bunch of boys. The best the police
could hope to do was to be sensitive to the fact that these boys were engaged in illegal acts and arrest them whenever
there was some evidence that they had been involved. Whether or not the boys had in fact committed a particular act in a
particular way was not especially important.
It was also observed that juveniles who frequently used drugs were at a higher risk of experiencing social discrimination especially when they
originated from a disadvantaged neighborhood (Crawford et al., 2013). Drug users were found to also have a higher chance of maintaining
negative relationships, which only increase through drug use or sales or exposure to other environments where drugs are regularly used
(Crawford et al., 2013).
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This study compared the influence of neighborhood disorganization and influence of friendship or peer groups on delinquent behaviors
among students enrolled in Juvenile Delinquency and Juvenile Justice Systems courses from two universities: South Dakota State University
and California State University, San Bernardino. Our hypothesis was that participants who recorded high levels of neighborhood dysfunction
would also report that they had participated in illegal activities as juveniles. Additionally, we hypothesized that participants who reported that
their friends engaged in illegal activities would also have engaged in illegal behaviors themselves.

PROCEDURES
The goals of this research were to examine the self-reported levels of past juvenile delinquency of students currently enrolled in a college
Juvenile Delinquency course. To be clear, students disclosed their criminal behaviors before age 18. This research also focused on
neighborhood, school, police, and family factors that may be relevant to juvenile delinquency. To achieve these goals, surveys were
conducted in two juvenile delinquency courses at two universities.

Sampling
After obtaining IRB approval (1601010-EXM), participants were selected through convenience sampling. All students enrolled in SOC 455
Juvenile Delinquency at South Dakota State University (SDSU) in the Spring 2016 semester and CJUS 580 Juvenile Justice Systems at
California State University, San Bernardino (CSU-SB) in the Winter 2016 quarter were recruited for the study. After the drop/add date
passed, students in each course were informed of the project, given a consent form, and given time in class to complete the surveys. Students
were advised that the survey was voluntary. Attendance points were awarded on the designated survey day, but were given regardless of
survey completion. All surveys were shuffled in a pile before being collected by the professor.

Confidentiality
For confidentiality purposes, any demographic variable where less than four students answered in a particular way were changed so that
students could not identify classmates from the survey data.

Survey instrument
The survey was an 80 question document asking about a range of delinquent and related activities and attitudes to gauge student’s behaviors
prior to age 18. The survey asked about the frequency of substance use, general delinquency, and contact with police. Questions about their
friends’ involvement and acceptance of delinquent activities were also included. The survey also included a set of questions about the safety
and regular activities in their high school and neighborhoods. A few questions about parental oversight were included. The survey ended
with a few demographic questions about the respondent.

Sample characteristics
The sample included 55 students, 20 from SDSU and 35 from CSU-SB. Forty percent of SDSU students were male and 100% were white.
Forty percent of CSU-SB students were male as well, but 85% were Hispanic, 6% are white, and 9% report their race as other. Interviews
were coded and entered into SPSS by the primary researchers [Yingling (SDSU) and Norris (CSU-SB)].
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RESULTS AND DISCUSSION
A majority of the participants did not report having their friends or peers encourage them to participate in illegal activities. Three questions
were included, such as; “was doing illegal things accepted by your group of friends?” and “was doing illegal things encouraged by your
friends?” The answer choices included “yes” or “no.” Sixty-four percent of the participating students reported that their friend group did not
encourage illegal activity, whereas 36% did feel that illegal activity was encouraged among their peers. These results did not support the
hypothesis that high peer pressure or influence would affect delinquent behavior. Nearly two-thirds of participants report that they felt no
peer pressure to engage in illegal activities (Figure 1). However, 58 percent of participants indicated that doing illegal things was accepted
by their peer group. This indicates a respect for one’s own (delinquent) choices but no encouragement for law abiding juveniles to engage in
crime with a delinquent friend.

Was doing illegal things encouraged by
your group of friends?

Yes,
36%
No,
64%

Figure 1: Sixty-four percent of participants reported that their friends did not encourage them to participate in illicit activities.

The relationship between neighborhood disorganization and dysfunction on delinquency offending was also examined. The survey contained
twelve neighborhood statements assessing the level of crime, disorganization, and activities observed. For example: “my neighbors noticed
when I was misbehaving and let me or my parents know,” “I liked my neighborhood,” and “there was a lot of crime in my neighborhood,”
and four answer options ranging from “fully agree” to “fully disagree.” The relationship between juvenile delinquency and neighborhood
dysfunction was opposite of the expected hypothesis. The results indicate that higher reported dysfunction in the neighborhood did not result
in higher levels of delinquency or deviance. We believed that students who reported that they experienced neighborhood crime, drug sales,
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fighting, and other disorganization such as abandoned buildings or graffiti would also report that they engaged in illegal activities as opposed
to those who reported more organized neighborhoods.

45
40
35
30

Fully Disagree

25

Somewhat Disagree

20

Somewhat Agree

15

Fully Agree

10
5
0

Overall Neighborhood Disorganization
Figure 2: Self-reported agreement or disagreement of statements regarding neighborhood disorganization and delinquent offending.

Seven questions about the respondent’s neighborhood (e.g. there was a lot of crime in my neighborhood; there was a lot of graffiti; people in
that neighborhood would be trusted; gangs were a presence in my community) were combined into a scale that described neighborhood
disorganization (Figure 2). Overwhelmingly (71 percent), students indicated that they fully disagreed that their neighborhood was
disorganized.
Twenty-one questions about delinquent behavior (e.g. substance use, fighting, shoplifting, downloading media, breaking curfew, etc.) were
combined to make a delinquency scale. The response options were a four-point Likert scale (never, a few times, monthly, weekly or daily),
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indicating how frequent respondents engaged in delinquent behavior (Figure 3). No students reported offending never or weekly/daily. A
majority (51) of students indicated monthly delinquent activities while a small number (4) report a few delinquent acts.

60
50
40

Never

30

A few times
Monthly

20

Weekly or daily
10
0

Overall Delinquency Offending
Figure 3: Self-reported frequency of all delinquent behavior.

These results, paired with the results in Figure 1, show that when taking into account the neighborhood and peer influence juvenile
delinquency is not solely swayed by friends or environment. Other dynamics are likely to influence why some participants reported that they
engaged in delinquent behavior, perhaps the thrill of the offense, what was gained, or reputation/status of offending. These factors are worth
exploring in future research. Additionally, the fact that the sample consists of current university students may indicate that the level of
offending is not representative of youth from their community. It may be that the current college students engaged in less delinquency in
their youth because of their higher education goals.

Future research
Investigators should include a wider variety of geographical locations in future studies. Because the amount of neighborhood disorganization
in South Dakota is low, the results may have been swayed by the results from the Midwestern participants. Results may have differed if the
study had been conducted longitudinally; high-school-aged students have different behavior and peer networks than college students and
these differences may influence how deviant behaviors change through the transition from a grade-school-level education to higher
education. Peer groups also change during this time so those results may also alter the total effects.
Although this study did not support our hypotheses that juveniles’ delinquent behavior is influenced by the dynamics of neighborhood
disorganization and peer groups, previous literature suggests that the two factors hold a large role over patterns of deviance hence this
research should be interpreted with caution because of limited sample size. Because our participants consisted of students from two
universities, it does not necessarily reflect how neighborhood disorganization or peer influence is associated with delinquent behavior on a
broader scale. Survey design is another possible limitation and should be interpreted with caution. There were few questions on the survey
regarding friend and peer groups and only twelve regarding neighborhood organization out of a total of 77. Therefore, it is suggested that the
questionnaire add questions concerning participants’ home lives, schooling (including previous schooling and expected future education), and
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personal drive and goals. Future studies should investigate these factors within the general public, such as middle or high school aged
students who are pre-university students or young professionals who are older than college-aged rather than specifically college students.
Further research could be conducted by studying whether or not individuals show other impulsive behaviors as to measure the amount of
personal characteristics that may contribute to delinquent offending.
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ABSTRACT
The current study explored the use of mental health services by minority students at South
Dakota State University (SDSU) using thematic analysis. There are numerous reasons that
college students choose not to utilize counseling services even though such services may be
needed. For example, students may avoid counseling out of fear of cultural stigma
associated with help-seeking (Ægisdottír, et al., 2011). Further, minority students may be
more likely to use non-counseling help services such as religious organizations or friends
and family in place of formal counseling because they believe that counselors are racially
biased, or that there is a lack of therapists who will understand their needs (Goldston et al.,
2008; Hayes et al., 2011; Ibaraki and Hall, 2014). Common themes that emerged from the
data included Self-reliance, Them-not me, Last resort, Comfort with counselor, and Support
in help-seeking. Overall, students reported positive experiences if they had interacted with
counseling services, and in general, felt that counseling services are an important option for
students. However, students also identified barriers to help-seeking which could be
addressed through minor changes on the SDSU campus. Keywords: minority students,
mental health, qualitative research

INTRODUCTION
Mental health is currently a prevalent issue for college students across the United States
with the problem increasing in recent years (Mistler,et al. 2013). Approximately 40% of
students suffer from anxiety, and 36% suffer from depression (American College Health
Association, 2016; Mistler et al., 2013). These two issues appear to be the top mental health
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issues for students on college campuses, even though these numbers may be low because of
lack of reporting.
As students rise to meet the standards set for them by institutions of higher
learning, family, peers, and often themselves, they may struggle to meet these expectations
causing high stress that may lead to mental health issues. The failure college students
experience can be a factor in why depression and anxiety arise, and can result in a vicious
cycle of anxiety, self-doubt, and failure which may affect mental health (Mahmoud, et al.,
2012; Mistler et al., 2013). When students feel as if they have lost the battle with
maintaining grades, a social life, or both, their mental health issues rise again and the cycle
continues unless help is sought (Mahmoud et al., 2012). The depression and anxiety
associated with this cycle may lead to detrimental actions such as suicidal ideations or
contemplations. Suicide is the second-leading cause of death among college students,
indicating the significance of mental health needs in this population (American College
Health Association, 2016; Mahmoud et al., 2012).
Minority Students and Mental Health
Even though all college students experience some stress and some psychological
needs, minority students are more susceptible to stress and psychological needs than nonminority students (Smith, et al., 2014). The same stressors all college students endure seem
to elicit more psychological distress for minority students versus majority students;
meaning minority students score higher on binge drinking scales, suicidal tendencies,
loneliness and depression (Smith et al., 2014). Along with the everyday pressures that all
students experience, minority students are also experiencing higher stress dealing with
actual or perceived racism and/or discrimination at their colleges (Cokley, et al., 2013).
Minority college students may feel out of place and sometimes discriminated
against in a predominantly-white college setting. Questions of belonging to the school and
society around them are a large stressor in their lives. Cokley, et al.` (2013) found that
stress and imposter feelings might lead to psychological distress and mental health issues at
a faster rate for minority students. This imposter syndrome, which causes students to feel
out of place and unwanted by those around them, is believed to be associated with a higher
need for mental health services by minority college students (Cokley et al., 2013).
Barriers to Accessing Mental Health Services
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A lot of college students may not recognize they have mental health issues, such
as depression and anxiety, because they accredit their symptoms to ‘just being a college
student’ (Kim, et al., 2015). The students feel that their issues are not prevalent enough to
seek treatment, or that treatment is not much of a necessity. They often compare it to things
like a healthy diet and exercise; these are healthy options, but not critical to daily
functioning. College students as a whole have indifferent perceptions of mental health
treatment, even if they themselves need it (Eisenberg, et al., 2011). This again may stem
from the inability to identify that there is a problem. With the high levels of stress and
fatigue in college being so normalized, students find it difficult to tell the difference
between real mental health issues and just being a stressed student (Kim et al., 2015). There
is a true epidemic arising as students take on more roles and responsibilities and ignore, or
are unaware of mental health issues (Eisenberg et al., 2011).
If students recognize that there is a problem they may not be willing to create a
solution. They often ignore the problem and avoid seeking help (Ægisdottír, et al., 2011).
Reasons for avoiding services include negative attitudes toward seeking help, treatment
fears, and worries about the associated stigma (Ægisdottír et al., 2011). Other researchers
have identified the same reasons, and more, for minority populations. Specifically, minority
students also encounter a negative perception of mental health services by family, lack of
trust with providers, and lack of understanding of the culture on the part of the counselor as
obstacles to seeking counseling (Goldston et al., 2008).
Stigma is a complex factor associated with accessing treatment because stigma
can be split into two types: self-stigma and public stigma. Self-stigma reduces self-esteem
by putting a label on oneself (Ægisdottír et al., 2011). Public stigma is the reduction of selfesteem due to society or an outside force placing a label on the individual (Ægisdottír et al,
2011). Between public and self-stigma, the main reason adolescents and college students
underutilize counseling is perceived public stigma (Cheng, et al., 2013). For minorities, the
public stigma from their own ethnic group, as well as outside sources, is a large factor in
why they choose not to receive help (Cheng et al., 2013). If no one is supporting their
decision to seek mental health services, they are much less likely to do so. For minority
students, public stigma may also increase the likelihood of self-stigma. For example, when
a minority student believes that they will be stigmatized for seeking support they may
choose not to in order to avoid this public stigma which can lead to a form of self-stigma
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(Cheng et al., 2013). That is, higher levels of psychological distress were related to more
self-stigma and more perceived stigma from others. Thus, thinking about the negative
aspects of mental health services may lead students to stigmatize themselves, leading to
more need for mental health services, but less actual use of the services (Cheng et al., 2013;
Goldston et al., 2008).
Even if the stigma did not exist, another large factor creates a barrier to service
for minority students: lack of representative counseling staff. According to Gallagher and
Taylor (2014), 87% of counselors on college campuses are white, meaning minority
students are highly under-represented by staff. Under-representation in counseling staff can
inhibit minority students from counseling due to a fear of discrimination from mental health
professionals (Hayes et al., 2011). In one study, ethnic composition of counseling centers
versus composition of the student body determined how often minority students utilized
counseling services (Hayes et al., 2011). All students were more likely to seek help from
counselors when counselor-student backgrounds were similar (Hayes et al., 2011);
therefore, maintaining a diverse staff may be essential in reducing barriers to treatment for
minority students (Hayes et al., 2011; Ibaraki and Hall, 2014).
Not only are more students beginning counseling, but retention rates of clients
and overall treatment utilization also increase when students feel better represented and
better served by someone of similar ethnic background as them (Ibaraki and Hall, 2014).
When clients feel that their counselor understands them and can speak with them on a
deeper level in terms of attitudes, values, beliefs, and even views of mental health, they are
much more likely to partake and value services (Ibaraki and Hall, 2014). However,
resistance to help-seeking can also vary based on cultural norms between ethnic groups.
Cultural stigma. As with many minority cultures, Asian Americans do not
participate in counseling frequently because of the stigma associated with mental illness. In
comparison to white students, Asian American students use counseling services less often
because of self-stigma (Loya, et al., 2010). The little research on this population indicates
that Asian American college students have poorer attitudes and higher stigma toward
counseling and mental illness compared to other minority groups (Lui, 2015; Loya et al.,
2010). These attitudes may stem from Asian cultural norms suggesting that discussing issues
with outside sources, such as counselors, is a betrayal of the trust and loyalty to the family
unit (Lui, 2015; Loya et al., 2010). Also, discussing things outside the family with a foreigner
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that does not understand the culture is even more taboo and very stigmatized by the Asian
community (Ibaraki and Hall, 2014; Lui, 2015).
A cause of imposter feelings among Asian students is language (Lui, 2015; Wei,
et al., 2015). The language barrier may actually create more signs of depression and anxiety
in Asian American college students because students feel disconnected from their peers.
Asian students have reported more imposter feelings than their counterparts, causing them
higher levels of stress (Cokley et al., 2013). In addition, the language barrier is particularly
challenging because Asian students do not feel comfortable with seeking help outside their
native language (Wei et al., 2015). Again, students are more likely to seek services when
the counselor has a similar ethnic background and understands their customs (Hayes et al.,
2011; Ibaraki and Hall, 2014).
Similar to Asian Americans, a large barrier for young adult Hispanics in utilizing
counseling is significant family disapproval for sharing information outside of the family.
Even if they could get family members to agree to the counseling, the language barrier can
be a hindrance in multi-generational family counseling, which becomes a problem when
family is so integral to the young adult (Dupree, et al/ 2010). Although young adults are
often fluent in English, their parents may have difficulty conversing in English. If the
counselor is not fluent in Spanish, the family may be frustrated when seeking services and
ultimately choose not to access or continue treatment (Dupree et al., 2010; Lui, 2015).
Additionally, Hispanic American students are more likely to discuss everything from
grades to sexual identity with someone of similar ethnic background. Thus, in college they
avoid professional help because of underrepresentation among counseling staff (Ibaraki and
Hall, 2014). Indeed, only 2.5% of counselors identify as Hispanics (Gallagher and Taylor,
2014).
Cultural stigma is also present in the use of counseling among Middle Eastern
American college students. In general, the largest separation from counseling for the
Middle Eastern American population is because of self-stigma (Soheilian and Inman,
2009). This population is less likely to seek counseling in order to present the façade that
everything is fine and maintain a reputation for themselves and their families. In the Middle
Eastern culture, family reputation, and personal reputation are more important than one’s
own mental health (Soheilian and Inman, 2009).
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African Americans report the lowest rate of counseling use even though they
report the highest need (Thompson et al., 2013). African American students experience
higher minority-related stress than Asian Americans or Latino Americans (Cokley et al.,
2013). Because African Americans typically come from less racially diverse neighborhoods
and may experience more racism than individuals of other ethnicities, it may be more
difficult for them to adapt to a predominantly white school (Cokley et al., 2013). Even with
higher stress, rates of help-seeking are low for reasons such as negative previous
experiences, negative stigma toward counseling, and negative interactions with counselors
(Thompson et al., 2013). The stigma in African American communities that is associated
with counseling services is also a large factor that reduces help-seeking among African
American college students (Thompson et al., 2013). Self-concealment or hiding issues for
fear of embarrassment has lead to a lack of accessing mental health services by African
American college students (Masuda, et al., 2012).
Religion. Religion plays a large role among many minority cultures and can be
related to use of mental health services (Goldston et al., 2008). Over half of African
Americans identify with the Christian faith and attend church weekly (Avent, et al., 2015).
They receive their support and friendship from the church and often use it as a form of release
for any anxiety, depression, or mental health issues they may experience (Avent et al., 2015).
The likelihood that African Americans will use religious services as their coping mechanism
for mental health issues is extremely high. Avent and colleagues (2015) found that religious
leaders meet with congregation members daily to discuss mental health issues. The leaders
often help them through their problems in a religious aspect, but they are not against making
referrals to outside sources when appropriate. The barriers that religious leaders experience
are the same as noted above when trying to refer to outside sources (Avent et al., 2015;
Goldston et al., 2008). For African American college students, religion is often a staple that
they need in order to relieve stress and have social support. Both men and women report high
reliance on the need for religious support (Cokley et al., 2013). In fact, only 4% of the
participants used mental health resources that were not religiously based. However, these
alternative strategies may be less effective than professional health services.
Just as African Americans may use religion as an alternative for mental health
resources, Asian Americans are also more likely to turn to their faith. The majority (73%)
of Asian Americans identify with some form of religion (Kim et al., 2015). They often use
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religion as a source of social support (Kim et al., 2015). Religion is an important outlet for
mental health issues as well as issues of racism, stress, and other negative experiences, and
may partially explain why Asian American college students do not seek out mental health
services (Kim et al., 2015; Goldston et al., 2008).
Use of family and friends. Young adult Hispanics are more likely to seek advice
from family, friends, or a doctor instead of a mental health professional (Dupree, et al.,
2010). Similarly, due to most counselors at colleges being white (Gallagher et al., 2014;
Ibaraki and Hall, 2014), African American college students tend to reach out to family,
friends, or religious leaders rather than mental health professionals (Ibaraki and Hall,
2014). African Americans were also more likely to speak about issues such as drug use and
mental health with someone they could identify with; someone of the same ethnic
background (Ibaraki and Hall, 2014). This bond with those closest to them makes it even
harder to encourage the use of mental health services among African Americans
(Thompson et al., 2013). Hearsay that a friend or family member had a negative experience
may also influence the person to shy away from his or her own counseling experience.
Although limited research addresses mental health among Middle Eastern
Americans, one study explored Turkish college students’ views of mental health resources
(Bilican, 2013). The study found that stigma was not a large factor for these Turkish
college students, but the use of family and friends as support rather than other outlets was
the main way of coping with issues, if they were dealt with at all. Turkish college students
also tended to ignore issues that portrayed them as weak. If they did identify problems, they
were only shared with those closest to them. There was also a lack of knowledge of
resources for help that constrained students from receiving help (Bilican, 2013).
Current Study
The purpose of this research was to identify use of mental health services by
minority students at South Dakota State University (SDSU). As outlined above, there are
numerous reasons that college students choose not to utilize counseling services even
though they may be needed. For example, students may avoid counseling out of fear of
cultural stigma associated with help-seeking (Ægisdottír et al., 2011). Further, minority
students may be more likely to use non-counseling help services such as religious
organizations or friends and family in place of formal counseling because they believe that
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counselors are racially biased, or that there is a lack of therapists who will understand their
needs (Goldston et al., 2008; Hayes et al., 2011; Ibaraki and Hall, 2014).
Therefore, the counseling experiences of SDSU minority students were explored
in order to understand barriers to treatment and inform counseling and student affairs
professionals on the SDSU campus. Specifically, SDSU college students who selfidentified as a member of an ethnic minority group responded to a series of open-ended
questions in an online format about their perspectives and experiences with counseling
services. Because research has shown that minority students are less likely to use
counseling services for various reasons, SDSU minority students may have unique needs
not specifically addressed with the current mental health services on campus. As the
qualitative questions were exploratory in nature, no hypotheses are provided.

METHODS
Participants and Procedure
Students were eligible to participate if they were a current undergraduate student
at SDSU and self-identified as an ethnic minority. Students were recruited through email,
classroom presentations, and solicitation at meetings of student organizations that
specifically target minority students. Students were invited to participate via an online link,
and the survey required 15-20 minutes of the students’ time to complete. Upon completion
of the survey, they were given the option to enter their name into a drawing for one of four
$50 gift cards. All procedures were approved by the university’s Institutional Review
Board.
Measures
Demographic questionnaire. Basic demographic information was collected
from participants. Demographic information of interest included age, sex, ethnic
background, and year in school.
Qualitative questions. Students were asked to respond to four open-ended
questions addressing their previous experience with counseling services. Questions
included:
1)

Please describe your view of counseling services, in general.
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What factors would influence your decision about whether or not to seek
counseling?

3)

If you have used counseling services, what influenced your decision?

4)

If you have not used counseling services, what influenced your decision?

Data Analysis Plan
The responses were reviewed by two independent coders using procedures for
thematic analysis outlined by Braun and Clarke (2006). In order to increase reliability,
initial coding was conducted independently by the two coders. Themes were defined as
common topics or concerns reported by multiple respondents. Following initial coding, the
two coders met to compare themes and discussed any discrepancies until an agreement was
reached (Boyatzis, 1998). Original themes were then combined to create a preliminary set
of themes.
Next, both coders independently returned to the data and reviewed the codes
within each theme to ensure they accurately reflected the data. The coders met again to
discuss any modifications deemed necessary based on the second round of independent
review. Finally, both coders returned to the data for a final review to ensure saturation.

RESULTS
Participant Characteristics
A total of 180 SDSU students completed the online survey. Following the initial
screening of the data, 127 participants were removed from the sample because they did not
identify as an ethnic minority, leaving a final sample of 53 participants. The average
participant was female, 20.26 years old, and African American. Interestingly, the majority
of participants were upperclassman. As many participants completed the online survey
while physically on campus, a younger sample was expected (Table 1).

Table 1: Demographic Characteristics (N=53)
The demographic characteristics show that African American women took the survey most
often.
Variable
Female

M (SD)

%
66.1

Range
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Age
18
19
20
21
22+
Ethnicity
African American
African
Asian
Native American
Hispanic
Middle Eastern
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20.26 (1.93)

18-26
15.1
26.4
20.8
18.9
18.9
37.7
22.6
13.2
9.4
9.4
7.6

Themes
Following analysis, five broad themes emerged: Self-reliance, Them-not me, Last
resort, Comfort with counselor, and Support in help-seeking. Individual themes are
discussed below. For a summary of themes and example statements, see Table 2.
Self-reliance. Participants identified that they feel they should be able to help
themselves through any issues they experienced; counseling was not needed for them
because they could get through it themselves. For example, one participant stated, “For me,
I like to work things out by myself and I don’t feel comfortable talking to someone I don’t
know,” and another said, “I should make my own decisions first and work things out
myself.” Students may feel that if they can manage to work through problems on their own,
there is no need to include anyone else in the solution. Some students identified that as long
as they feel things are under control, they are fine. Participants made comments such as,
“…whether or not I felt like my emotions were too much for me to handle on my own,” or,
“…whether I am capable of helping myself or not.” Another student said, “If I felt that I
couldn’t control myself [I might seek counseling].” These statements allude to minority
students feeling very self-reliant in relation to their mental health. They may prefer to solve
issues concerning mental health problems independently.
Them-not me. Most participants identified counseling as a helpful, needed
service in the life of a college student. However, in contradiction to their identification of
the need and usefulness of counseling for others, they rarely believed they would benefit
personally. For example participants reported, “While I don’t feel that I need them
[counseling services], I think that they are a very useful service for many students,” and,
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“Effective, but not for me.” Most identified that their problems were not severe enough to
require counseling services, and although they did not judge others who needed assistance,
that scenario just did not apply to them personally. Overall, student responses indicated a
positive perspective of counseling services with only two students providing overly
negative descriptions of counseling services on campus.
Last resort. The last resort theme relates to the circumstances in which a
participant would consider seeking counseling. Many students answered that they would
have to exhaust all other options before utilizing counseling services. A lot of students
relied on family and friends as a support system instead of counseling. For example, many
of them stated other sources of support as a barrier to their help seeking: “…whether or not
I felt I could get adequate advice and help from my friends and family,” and, “I would
rather talk to a friend.” Only when those support systems could no longer offer adequate
support would they consider attending counseling: “It became important when I was really
down and no one really could help me or understand what I was feeling.” Family and
friends are a large support system in the lives of minority college students, and participants
strongly preferred exhausting all options of support in their social and family circle before
they were willing to think about seeking out more help if needed.
Also, student comments indicated that severity of symptoms influenced when
they felt comfortable reaching out. Deeper issues such as suicide attempts and daily
struggles with anxiety and/or depression were identified as reasons for seeking assistance.
The severity of symptoms appeared to be the push that minority students needed to take
that large step toward receiving counseling services. Comments such as, “…suicidal
thoughts,” and, “I was very stressed to the point it was affecting my day-to-day life,” were
identified as reasons that finally lead students to seek counseling.
Comfort with counselor. Many minority students identified the lack of minority
counselors as a large obstacle to seeking counseling services. They identified that it is hard
to share private and personal experiences with someone who cannot relate to their personal
experiences such as racism: “As a student of color it is often times difficult to share
experiences when you are talking to someone who is white; especially experiences
regarding racism.” Students felt that the underrepresentation of the minority population
means the counselors will not understand them, be able to connect, or help them. They also
reported a fear that counselors will not consider their experiences important because the
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counselor does not have first-hand experience: “Depends on who it is. If the person can
relate to me or not; if they can really help.”
Support in help-seeking. Students identified that if important people in their
lives supported them seeking counseling, or better yet encouraged it, they would be more
likely to attend counseling. One student commented, “I had fallen into a deep depression
and my mom thought it was the best option for me,” and others reported that “family
support” and “teachers” influenced their participation in counseling.
The African American and African participants identified that many people in
their culture do not believe in seeking help from counselors or other strangers. They
therefore are very hesitant to seek the help due to this stigma from within their own culture.
Yet a positive experience, or support from friends and family, really helped to encourage
students to attend counseling: “A friend suggest I got to counseling because it helped them
during a similar situation.”

Table 2: Theme frequency and description
Themes that emerged included self-reliance, them-not me, last resort, comfort with
counselor and support in help-seeking.
Theme

Examples

Self-Reliance

For me, I like to work things out by myself
and I don’t feel comfortable talking to someone
I don’t know

Them-not me

While I don’t feel that I need them [counseling
services], I think that they are a very useful service
for many students

Last Resort

Whether or not I felt I could get adequate advice
and help from my friends and family

Comfort with Counselor

If there was someone I felt comfortable with
sharing my stories with [I would consider
counseling]. As a student of color it is often times
difficult to share experiences when you are talking
to someone who is white; especially experiences
regarding racism
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I had fallen into a deep depression and my mom
thought it was the best option for me

DISCUSSION
The current study explored the use of mental health services by minority students
at SDSU using thematic analysis. Common themes that emerged from the data included
Self-reliance, Them-not me, Last resort, Comfort with counselor, and Support in helpseeking. Overall, students reported positive experiences if they had interacted with
counseling services, and in general, felt that counseling services are an important option for
students. However, students also identified barriers to help-seeking which could be
addressed through minor changes on campus.
Self-reliance was an interesting theme that emerged from the data. According to
Goldston et al. (2008), many minority cultures are collectivist cultures, which emphasize
building and maintaining relationships over independence. The emphasis on working out
issues of anxiety and depression alone was a surprising finding. Although participants did
emphasize the use of family and friends as a resource, they were just as likely to report the
desire to work through issues completely independently. Also, cultural stigma may play a
role. It is possible that if one’s family and culture do not approve of reaching out for
professional assistance, students may feel pressured to instead rely solely on themselves
(Loya, et al., 2010).
The theme Them-not me indicated that even though students did not want to seek
out counseling for themselves, they did not have a negative view toward others doing so.
The highly stigmatized view of counseling as a whole (Goldston et al., 2008) was not
present in this small group of campus-based participants. They appeared to have an overall
positive view of counseling as indicated by the ratio of positive to negative comments
provided. However, this finding may also indicate a lack of awareness of their own mental
health, as well as the wide array of services offered by counseling services including group
counseling, stress management seminars, and other preventative services which could stop
the progression of symptoms before they reach a critical level.
Relatedly, students did tend to discuss counseling services as an option only
needed in the dire circumstances. Similar to previous research that identified minority
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students using other outlets to address mental health issues prior to counseling, students in
this study tended to view counseling as their last option (Goldston et al., 2008; Hayes et al.,
2011; Ibaraki and Hall, 2014). However, the findings suggest that students are at least open
to the option at some point. Stress, anxiety, and depression were the main triggers that
would lead someone to feel that things are out of control and they needed to go seek help.
This aligned with previous research which indicated that the issues common among college
students today may be too much for the student to handle on their own or with family and
friends, leading more students to turn to professional help (Kim et al., 2015).
Comfort with the mental health professional also coincided with previous
research. The minority students at SDSU identified that it may be hard to relate to, or be
understood by, someone of a completely different culture and/or ethnicity. Previous
research identified this as a large barrier for minority students (Goldston et al., 2008; Hayes
et al., 2011; Ibaraki and Hall, 2014). Given that SDSU is a predominantly white campus,
minority students may feel especially limited in their ability to find friends or peers with
similar backgrounds whom they feel comfortable disclosing their feelings of stress and
anxiety. Thus, an ethnically diverse counseling staff may be one way to provide minority
students with a supportive resource.
Only three participants mentioned religion or being unaware of services when
discussing counseling services. Therefore, awareness of mental health resources does not
appear to be an issue at SDSU. Instead, student comments indicated a desire to manage
stress and anxiety on their own or with the support of significant others until issues were
severe. Their reluctance to seek counseling early may be related to cultural stigma
surrounding mental health (Goldston et al., 2008; Loya, et al., 2010).
Implications
Given the experiences of minority students on the SDSU campus, some
approaches for reducing barriers to accessing services are proposed. First, efforts to
normalize counseling may reduce public stigma (Ægisdottír et al., 2011). Rather than
informational brochures and flyers, word of mouth advertising and testimonies from
minority students who have had positive experiences may make counseling and counselors
feel more inviting (Ægisdottír et al., 2011). Participants in the current study were
influenced by the experiences of others, especially family and friends, thus encouraging
individuals who have used services to reach out to others may aid in reducing stigma.
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Additionally, promotion of the variety of services offered by mental health professionals
may reduce stigma. Because students often viewed counseling as their last option, they may
not realize the benefit of health fairs or other workshops focused on wellness that are
provided on campus or in the community. Encouraging participation in these more
preventative services may gradually begin to reduce the stigma associated with mental
health resources for minority students. Supporting today’s young people in embracing
counseling and minimizing the social stigma is one step to creating a new generation of
young adults with a better grasp on their mental health (Ægisdottír et al. 2011).
More representation of ethnic diversity in counseling centers on college
campuses may also increase the likelihood that minority students use the services (Goldston
et al., 2008; Hayes et al., 2011; Ibaraki and Hall, 2014). As stated above, students often
feel more connected and able to trust counselors of the same ethnic background as
themselves (Goldston et al., 2008; Hayes et al., 2011; Ibaraki and Hall, 2014). Also, the
similar cultural connection with counselors will likely lead to higher levels of ethnic
affirmation and confidence among minority students. Higher levels of ethnic affirmation
are correlated with less anxiety and depressive episodes among all minority groups
(Brittian et. al, 2013). Feeling comfortable during counseling is essential for effective
mental health treatment. Therefore, identifying the most significant barriers to treatment
among minority students and developing appropriate approaches to mitigate the barriers is
essential to ensuring the mental health of a growing population of college students.
Strengths and Limitations
The current study contributes to the literature on minority student perceptions of
mental health at SDSU. However, generalization of the findings is cautioned due to a small
sample size as well as the use of a convenience sample. Additionally, some students
completed the online survey in a crowded student union on campus, which may have
inhibited their ability to provide extensive responses to the open-ended questions. Finally,
the majority of the sample identified as female limiting the application of findings to the male
perspective.
Conclusions
Although the sample size was limited and findings are preliminary, this exploratory
study suggests that while students are aware of available counseling services on campus,
there are still personal (eg., self-reliance, recognition of personal need) and environmental
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(eg., diversity among counseling staff) barriers to utilizing these services. Education and
word of mouth promotion about the benefits of early intervention may assist in overcoming
personal barriers. Increasing more diversity among service providers may mitigate
environmental barriers. Knowing that minority students are aware, and have a generally
positive view of services, campus professionals may consider focusing efforts on building
rapport to increase student comfort and confidence in counseling services.
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ABSTRACT
Endocytosis is a critical cellular process responsible for nutrient uptake, sampling the
environment, and cellular signaling. Endocytosis of growth factor receptors is an important
step in the regulation of receptor signaling functions. The macrophage growth factor
receptor controls growth and differentiation of macrophages; however, the pathway by
which the receptor is internalized is not well understood. The analysis of our results showed
for the first time that the knockout of endophilin A2 decreases the internalization of
macrophage growth factor receptor in primary bone marrow macrophages. This shows that
fast endophilin-mediated endocytosis plays a role in the control of the amount of growth
factor receptors internalized in macrophages.
Keywords: endocytosis, endophilin, fast endophilin-mediated endocytosis, FEME, growth
factor, CSF-1

INTRODUCTION
Endocytosis is the process by which cargo enters a cell (Irannejad, Tsvetanova, Lobingier
&Van Zastrow, 2015). There are multiple pathways involved in internalizing this cargo.
The best understood pathway is clathrin-mediated endocytosis (CME) (McPherson, 1970).
Recently, a new endocytic pathway that is mediated by endophilin, rather than clathrin, has
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been discovered (Boucrot et al., 2014). This newly discovered pathway, fast endophilinmediated endocytosis (FEME), is unique in that it acts independently of clathrin. FEME has
been shown to be involved in internalization of several different G-protein-coupled
receptors as well as several receptor tyrosine kinases (Boucrot et al., 2014)
A receptor of note is the colony stimulating factor-1 receptor (CSF-1R), as it is responsible
for attachment of the growth factor colony stimulating factor-1 (CSF-1). This growth factor
plays a key role in both the differentiation of stem cells into macrophages as well as
macrophage survival (Pierce et al., 2014). Understanding the pathway of internalization of
this growth factor has implications for the design of novel therapeutics targeting leukemia
and other inflammatory disorders associated with macrophage malfunction (Gu et al.,
2007). CSF-1R mediates all of the effects of CSF-1, but it is not yet known what endocytic
pathway CSF-1R is internalized by (Hune & Macdonald, 2011).
Although the importance of CSF-1 and its receptor are known, the specific internalization
pathway is not known. The authors investigated if CSF-1R is internalized into bone marrow
macrophage (BMM) cells by FEME.
The objectives of this study were to develop a quantitative assay to analyze endocytosis of
macrophage growth factor receptor by molecular imaging and then to apply the quantitative
assay to test the role of endophilin A2 protein in internalization of macrophage growth
factor receptor. The hypothesis is that FEME is involved in internalization of CSF-1R into
BMM cells.

METHODS
The first part to this experiment was to measure how much CSF-1 was being internalized
into bone marrow macrophage (BMM) cells. A free program called CellProfiler was used
to identify cells and a set of instructions for the program was created. These instructions
were called a pipeline. This pipeline allowed the program to look for specific parts of the
cell so the cell could be located and identified. The cells needed to be dyed with three
fluorescent dyes. These dyes were DAPI for the nuclei, Phalloidin for actin, and Dylight
594 for CSF-1.
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First, CellProfiler was instructed to identify the nucleus, which allowed an accurate count
of how many cells were on the plate and in a general location. After the nuclei were found,
the program then took the actin stain, which identifies the cytoskeleton of the cell, and laid
it over the nuclei stain. The program then determines what cytoskeleton belongs to what
nuclei and maps the cell borders (Figure 1).

Figure 1: CellProfiler identifying multiple BMM cells. Different colors are used to distinguish between
different BMM cells.

These two steps were essential in identifying the location of multiple cells. The program
then took the cell outline and measured the CSF-1 fluorescence within the border.
CellProfiler then took this raw fluorescence of each cell and graphed it.
Two separate sets of BMM cells from mice were prepared. One set was wild type BMM
cells that had a working copy of the gene for endophilin and the other was BMM cells with
the gene for endophilin knocked out using the genome editing tool CRISPR-Cas9. The two
sets were grown in separate wells and starved of CSF-1 for 24 hours. The lines were then
given CSF-1 for 5, 10, and 30 minutes. When sufficient time was reached, the cells were
fixed to the plate and then dyed so they could be imaged. Both the wild type and the
endophilin knockout BMM cells were dyed with the fluorescence stains DAPI (461 nm) for
nuclei, phalloidin (514 nm) for actin and Dylight 594 (594 nm) for CSF-1. The dyes were
excited with their corresponding wavelengths of light under a high content microscope.
Images of both sets of BMM were collected using high content microscopy. The images
collected were then analyzed using the previously made pipeline in CellProfiler to calculate
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the fluorescence per cell. The mean fluorescence per cell was compared between control
BMM cells and endophilin knockout BMM cells at intervals of 5, 10, and 30 minutes.

RESULTS AND CONCLUSION
The mean fluorescence intensity for the control BMM cells was 4,816 at 5 minutes, 9,050
at 10 minutes, and 1,596 at 30 minutes, while the mean fluorescence intensity for the
endophilin knockout BMM cells was 7,111 at 5 minutes, 10,454 at 10 minutes, and 2,632 at
30 minutes. The endophilin knockout had higher mean fluorescence intensities at all of the
time intervals (Figure 2).
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Figure 2: Mean CSF-1R fluorescence intensity of both control and endophilin knockout bone marrow
cells at time points 5, 10, and 30 minutes. Bars indicate standard error.

A quantitative assay to analyze endocytosis of macrophage growth factor receptor by
molecular imaging was successfully developed. The results suggest that CSF-1 receptors
are not internalized into the cell when endophilin is knocked out. The endophilin knockout
cells display higher fluorescence intensity when the receptors remain on the surface of the
cell rather than being internalized. The cells remain on the surface because the lack of
endophilin prevents the receptors from internalizing into the cell and becoming degraded.
In the control cells where FEME is operating, there is less fluorescence due to the
decreased concentration of receptors on the surface as they are internalized instead. When
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the receptors are internalized, they eventually become degraded by lysosomes, indicated by
the large drop off in mean fluorescence intensity at 30 minutes. This result suggests that
CSF-1 receptors are not internalized into the cell when endophilin is knocked out and,
therefore FEME is responsible for internalization of CSF-1 receptor. We conclude that
FEME plays a role in the control of the amount of growth factor receptors internalized in
macrophages.
The objective of determining if FEME plays a role in the control of the amount of growth
factor receptors internalized in macrophages was achieved. Potential applications for this
work could be in relation to leukemia cells, or identifying all endocytic pathways present in
CSF-1R internalization. Future work to be done includes running statistical tests on the data
to verify the significance, replicating the experiment to obtain similar results, and
expanding on the results found in this research.
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ABSTRACT
Numerous studies in the communication discipline have explored the negative impacts of
communication apprehension on college students and ways instruction can help reduce
such anxiety. Study of a specific form of apprehension, foreign language anxiety, has
received far less scholarly attention, but could serve college students well. Therefore,
the current study attempts to establish a solid basis for continuing research aimed at
English-speaking foreign language learners at one mid-sized Midwestern university. The
objective of this study is to establish a baseline for understanding the extent to which
foreign language classroom anxiety (FLCA) impacts language learners at a mid-sized
Midwestern university and to determine the predictive power of classroom anxiety (CA) on
FLCA. Students (n = 58) enrolled in introductory level foreign language classes answered
survey questions drawn from several previously validated measures (i.e. Foreign Language
Classroom Anxiety Scale, Unwillingness to Communicate Scale, and Classroom Anxiety
Measure). The results of this study found significant correlations between FLCA and CA,
unwillingness to communicate, self-rated proficiency, and language learning background.
This study contributes to the existing base of knowledge regarding variables that affect
FLCA and suggests potential interventions and treatments to help decrease students’
FLCA.
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INTRODUCTION
Imagine walking into a classroom, taking a seat, and preparing some writing materials
before a lecture. Imagine the professor looking up from behind the podium where she was
quietly reviewing her lecture notes before class. Now imagine the first words out of her
mouth are in a language that, to the untrained ear, can only be identified as Martian. She
continues to speak her Martian language for the next hour. After this time, you look down
to your carefully prepared paper where you had intended to write notes on the lecture.
Much to your dismay, your paper is as blank as it was at the beginning of the class. You
wonder if you should even bother coming back tomorrow.
For some, this scenario is all too real. Individuals can learn foreign languages in many
different ways, but the immersive approach, as described in this example, is often touted as
one of the most effective ways to learn a language. However, it can still be a very
intimidating experience. In fact, every method for learning a language has elements that
might intimidate potential students. While this fear doesn’t necessarily dissuade people
from learning a foreign language, it has the potential to deter them — or at least hinder
their progress. Therefore, finding interventions to combat this anxiety must be a priority for
educators. In order to find effective methods of anxiety reduction in foreign language
learning environments, the academic community must first understand that specific anxiety.
Thankfully, research is already underway.

Literature Review
The study of foreign language anxiety blossomed after the study by Horwitz et al. (1986).
In it, the authors describe three building blocks for understanding FLCA. The first block is
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communication apprehension, which is characterized as a fear of communicating with
others (Horwitz et al., 1986). The authors believe this fear is magnified by the introduction
of a foreign language because people typically have less control over the communicative
situation and less capability navigating the situation in a non-native language. This
dimension of FLCA has been linked to academic failure in foreign language learning
(Tuncer and Dogan, 2015). The second block is test anxiety, which broadly refers to the
“type of performance anxiety stemming from a fear of failure” (Horwitz et al., 1986,
p.127). Foreign language learning is a process wrought with small mistakes and errors, and
it is very easy for test anxiety to be triggered in a foreign language learning environment
(Horwitz et al., 1986). The third and final block is fear of negative evaluation, which is a
broader construction of test anxiety that includes negative social evaluations made or
perceived to be made by peers, teachers, or oneself (Horwitz et al., 1986). Importantly,
Horwitz et al. (1986) believe foreign language anxiety is not simply a combination of these
three factors. Rather, foreign language classroom anxiety is “a distinct complex of selfperceptions, beliefs, feelings, and behaviors related to classroom language learning arising
from the uniqueness of the language learning process” (Horwitz et al., 1986, p.128).
Studies have negatively correlated FLCA to learning achievement (Ghorban Dordinejad
and Nasab, 2013; Shao, Yu, and Ji, 2013; Tuncer and Dogan, 2015), which makes this a
very important issue for educators.
The definitions and building blocks of FLCA are carried on to this day in the study of
foreign language anxiety. Many arguments rely on the assumption that foreign languages
exacerbate other anxieties in the classroom to create a unique construct — FLCA; however,
these assumptions may not be justified. Perhaps, the FLCA construct simply measures (in a
new way) the anxieties common to any classroom. Other studies have looked into general

FOREIGN LANGUAGE CLASSROOM ANXIETY

64

classroom anxiety (e.g. Richmond et al., 2001), but FLCA has never been measured against
general classroom anxiety. The assumption made by Horwitz et al. (1986) therefore lends
itself to the first research question:
RQ1: How does foreign language classroom anxiety (FLCA) relate to classroom
anxiety (CA)?
RQ1a: How do FLCA and CA correlate, if at all?
RQ1b: Does CA predict FLCA?
An important advancement for this area of study was the development of the Foreign
Language Classroom Anxiety Scale (FLCAS; Horwitz et al., 1986), which is used to
measure FLCA for the current study. Pilot testing of this scale led Horwitz et al. (1986) to
these conclusions: significant foreign language classroom anxiety is experienced by many
students, and educators can combat it either by helping students cope with situations that
cause anxiety or by making the learning environment less stressful. Furthermore,
Martirossian and Hartoonian (2015) found significant negative correlations between FLCA
and self-regulated learning strategies (e.g. motivation, critical thinking, and self-regulation
of emotions), suggesting that one might reduce anxiety by teaching these strategies. Liu and
Chen (2015) corroborated the correlation between motivation and FLCA. Effiong (2013)
revealed that teaching approaches greatly predict anxiety in the classroom as well. Other
studies have examined more holistic strategies to reduce FLCA through class structure,
learning atmosphere, and teaching behaviors (Mejia, 2014; Tsiplakides and Keramida,
2009). Despite the research, FLCAS is still under scrutiny to determine if it actually
measures anxiety (Sparks and Patton, 2013).
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While many studies sprung forth from the pioneering work of Horwitz et al. (1986), one
snares the attention of both foreign language learning researchers and communication
researchers alike. In 2008, The Modern Language Journal published a work entitled “An
Exploration of Chinese EFL Learners’ Unwillingness to Communicate and Foreign
Language Anxiety” by Liu and Jackson. This study synthesized several scales in order to
address the complexity of foreign language anxiety. The FLCAS was the primary
instrument, with three additional questions added. Also, Burgoon’s (1976) Unwillingness
to Communicate Scale (UCS) was included as a measure to gauge reticence and
communication apprehension (Liu and Jackson, 2008). The Language Class Risk-Taking
Scale (LCR) and Language Class Sociability Scale (LCS) were also included as additional
factors that might influence classroom anxiety. Finally, a couple of questions were created
to assess foreign language learning background and self-rated proficiency. Together, these
instruments allowed the study to comprehensively view and analyze foreign language
anxiety for their sample. The authors performed numerous and detailed analyses on their
data, with many interesting and intricate results, but the current review hones in on only a
few. From the data gathered, Liu and Jackson (2008) found a strong positive correlation
between unwillingness to communicate and foreign language classroom anxiety as well as
slight negative correlations between foreign language classroom anxiety and language class
risk-taking, language class sociability, and self-rated proficiency. The study is limited by
the sample selected (Chinese EFL students in Beijing), so the authors urged future studies
to include new populations (Liu and Jackson, 2008). Therefore, several hypotheses have
been developed for the current study to test a sample from a far different population:
H1: Students with high unwillingness to communicate will rate higher in FLCA.
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H2: Students with higher self-rated foreign language proficiency will rate lower
in FLCA.
H3: Students with more extensive language learning backgrounds will rate lower
in FLCA.
Furthermore, Liu and Jackson (2008) suggest future studies might explore the interactions
between foreign language classroom anxiety and other student characteristics. Park and
French (2013) have already explored the impact of gender on FLCA, finding females report
higher anxiety. The very stark contrast between samples in the Liu and Jackson (2008)
study and the current study raises another interesting question:
RQ2: Does one demographic (considering gender, race/ethnicity, etc.)
consistently rate higher in FLCA than others?

METHODS
Participants
For the present study, a sample was taken from among language learners at a mid-sized
Midwestern university. One introductory (100-level) Spanish learning class and two
advanced introductory (300-level) Spanish learning classes were selected to participate.
These classes were selected over others because the professors were already in contact with
the author, making it convenient. Fifty-eight students completed the survey as an extra
credit option for their classes. Participation was not mandatory. Participants were asked to
write in a description of their race or ethnicity. Eighty-one percent (n = 47) were
white/Caucasian. Five other races or ethnicities were represented, but none of these existed
in high enough numbers to be statistically relevant. Of 58 participants, 57 responded when
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asked about biological sex. Sixty-five percent of participants (n = 37) were female, 32
percent (n = 18) were male, and 4 percent (n = 2) chose not to answer. The ages of
participants (M = 19.96; SD = 3.51) ranged from 18-24, with two participants not
answering and one outlier at 44.

Measures
Pivotal to this study was the FLCAS developed by Horwitz et al. (1986). It is a 36-item
measure used to assess the three building blocks of foreign language anxiety —
communication apprehension, test anxiety, and fear of negative evaluation (Horwitz et al.,
1986; Liu and Jackson, 2008). This measure was retrieved from Liu and Jackson’s study
and modified by switching any usage of the word “English” to “foreign language” instead.
The added items from the Liu and Jackson (2008) study were maintained. The reliability of
the FLCAS for this study was α = 0.95. According to the 2008 study by Liu and Jackson, a
score of 107 or lower indicates low FLCA, a score of 108 to 144 indicates moderate FLCA,
and a score higher than 144 signifies high FLCA.
The Unwilling to Communicate Scale (UCS) developed by Burgoon (1976) was also
duplicated from Liu and Jackson (2008). The short form of it is a 20-item measure used to
assess primarily reticence but also communication apprehension (Burgoon, 1976; Liu and
Jackson, 2008). The reliability of the UCS for this study was α = 0.84. According to Liu
and Jackson (2008), a score less than 60 represents a low unwillingness to communicate, a
score from 60-80 signifies moderate unwillingness to communicate, and a score greater
than 80 indicates a high unwillingness to communicate.
The Classroom Anxiety Measure (CAM) developed by McCroskey and based upon a study
by Richmond et al. (2001) is also applied to this study. It is a 20-item measure used to
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assess anxiety in a standard classroom. The reliability of the CAM for this study was α =
0.95. A result of 25 or lower signifies low anxiety, whereas a result in the range 26-79
represent moderate anxiety and a result of 80 or greater indicates high anxiety.
In addition to these measures, 17 questions were included to gather data on language
learning background, self-rated proficiency, and demographic characteristics. While most
of these questions were 5-item Likert-type questions (ranging from Strongly Disagree to
Strongly Agree), several allowed for open-ended responses or explanations. The reliability
of the self-rated proficiency report for this study was α = 0.82.
Liu and Jackson (2008) included two additional scales into their study. Because the current
study so closely mimics Liu and Jackson’s study, these scales are worth mentioning. The
LCS and LCR by Ely (1986) were omitted from the current study. The author made this
decision because he was unable to contact the original author of the scales for permission.

Design
This study utilized QuestionPro© online survey software to gather and store data from the
chosen sample. A link to the survey was sent to the professors of the selected classes, and it
was then disseminated to students via the university’s online learning system (D2L). The
survey was administered over two weeks at the end of the fall term in 2015. Data were only
collected during this single timeframe, at each participant’s convenience. Participation was
not mandatory, and extra credit was given for completing the survey. After data were
collected to the online software, they were was exported into Word© and Excel©
documents in order to run it through statistical analyses (correlational analysis, regression
analyses or t-tests, depending on the question or hypothesis). The analysis directly follows
the relationships set forth in this study’s research questions and hypotheses.
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RESULTS
Results were collected from 58 participants for McCroskey’s (n.d.) classroom anxiety
measure (CAM) and Horwitz et al.’s (1986) foreign language classroom anxiety scale
(FLCAS). For the CAM, two cases were missing one response each. For the FLCAS, five
cases were missing a response each. In all of these instances, a neutral score of 3 was
substituted for the missing response in order to complete the data set. This substitution is
meant to clean up data without the need to throw out incomplete cases. With only 58 cases
to begin with the removal of seven would have been a significant loss for the study. At the
same time, the choice to replace missing data with 3-scores could skew data unnaturally
toward the center. However, the degree to which data may be skewed is very minimal
given each participant answered 56 questions over the course of these two measures and
only seven of the total number of responses were altered.
For the CAM, possible scores ranged from 20-100. The mean score was 42.16 (SD =
14.05). Data was normally
distributed, with the exception of a
secondary mode representing the
lowest scores as represented by
Figure 1.

Figure 1. The results from the CAM
results were normally distributed.
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Given the scoring of this measure (20-25, low; 26-79, medium; 80-100, high), this
secondary mode may represent the inability of this measure to separate low anxiety scores
over a range or into further categories (e.g. low-low, mid-low, high-low). It may also reflect
an actual split between low-anxiety and medium-anxiety students in the classroom. Eight
students scored as low anxiety, and 50 ranked in the medium anxiety range. None of the 58
surveyed students expressed high anxiety.
Possible scores for the FLCAS
ranged from 36 -180. The mean
score was 100.71 (SD = 26.38). Data
followed a normal distribution
skewed slightly by a mode around
125 (Figure 2). Thirty-eight students
scored low or no anxiety; 17 students
ranked in the medium anxiety range,
and three students experienced high
FLCA.
Figure 2. The data for the FLCAS followed a normal distribution skewed slightly by a mode around
125.

Possible scores ranged from 20-100 on the UCS. The mean score was 46.81 (SD = 11.12).
Data followed a normal distribution. Fifty students scored low for unwillingness to
communicate (UTC), while eight participants had moderate UTC.
Self-rated proficiency (SRP) was measured using five questions addressing writing,
reading, speaking, listening, and overall proficiency. Possible scores ranged from 5-25.
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The mean score for the sample was 12.39 (SD = 3.21). Data followed a normal distribution.
A ranking system for these questions has not been established. However, participants
ranged from 5-20 for this study.
To understand how FLCA and CA relate (Research Question 1), correlational analysis and
regression analysis were performed to compare and contrast classroom anxiety (CA) and
FLCA experienced by the sample. For Research Question 1a, correlational analysis
revealed a statistically significant and high correlation between CA and FLCA (r = 0.67; p
= 0.000). Linear regression analysis was used to investigate Research Question 1b. A
significant regression equation was found (F(1,56) = 47.0, p = 0.000) with an r2 of 0.46.
Participants’ predicted FLCA is equal to 47.6+1.248*CA when CA is measured using
CAM. This reveals the unique effect of CA on FLCA to be 1.2 (p = 0.000). In other words,
for every one-point increase in CA, a participant’s FLCA is predicted to increase by 1.2.
Hypothesis 1 predicted a positive correlation between FLCA and UTC. Correlational
analysis supports this hypothesis with a statistically significant, strong positive correlation
between the two variables (r = 0.47, p = 0.000). Linear regression was performed to further
investigate the relationship between FLCA and UTC. A significant regression equation was
found (F(1,56) = 15.6, p = 0.000) with an r2 of .22. Respondents’ predicted FLCA is equal
to 48.869+1.107*UTC when UTC is measured using UCS. For every one point increase in
UTC, predicted FLCA increases by 1.1 units.
Hypothesis 2 predicted a negative correlation between FLCA and SRP. Correlational
analysis supports this hypothesis with a statistically significant, strong negative correlation
between FLCA and SRP (r = -0.48, p = 0.000). Simple linear regression was run to
investigate further. A significant regression equation was found (F(1,56) = 16.630, p =
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0.000) with an r2 of 0.229. Participants’ predicted FLCA is equal to 149.462-3.938*SRP.
For every one point increase in SRP, predicted FLCA decreased by 3.9 units.
Hypothesis 3 predicted that students with extensive language-learning backgrounds would
experience less FLCA than students without a language learning background. To address
this hypothesis, participants’ results were separated into two groups based on one question:
one group for those who had previous experience learning a foreign language other than
from the class they were currently in and another group for those without such experience.
Given the small size of the group with a background in language learning (n = 12), a simple
arithmetic mean was calculated for this group (M = 93.9). A single-sample t-test was then
performed using the other group (i.e. no language-learning background) as a sample and the
calculated mean as a “population” value. FLCA of students who hadn’t studied other
foreign languages was significantly greater than the FLCA of students with a language
learning background (t(45) = 2.2, p = 0.04). The mean score for the group with no
language-learning background was 102.5. The statistical power of these results depends on
the assumption that the calculated mean is actually representative of its population. Further
study is necessary.
Research Question 2 was created to explore some of the potential intersections of FLCA
and various demographics. Because of relatively homogeneous composition of the sample
with respect to race and ethnicity, no tests were run to analyze the impact of race on FLCA.
However, gender was investigated. FLCA results were broken into two groups based on
gender. The mean score for males was 98.5, and the mean score for females was 101.378.
A two-sample t-test was run to compare the two groups. No significant differences were
found between male and female participants (t(42) = 0.4, p = 0.692). Furthermore, a singlesample t-test was run to test FLCA results collected from the current study of Midwestern
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American students learning Spanish to Liu and Jackson’s (2008) study of Chinese EFL
students at a university in Beijing. The sample mean, 100.7, was not significantly different
(t(57) = -0.070, p = 0.945) than the “population” value (the mean score from Liu and
Jackson’s study), 101. No other demographic information was tested.

DISCUSSION AND CONCLUSIONS)
Apart from his pure academic motivations, the author also conducted this study to provide
an evaluative measure for introductory foreign language classes. Before discussing the
research questions, the evaluative element of this study deserves some attention. The mean
score for the current study was 100.7, which indicates low levels of FLCA on average.
This result bodes well for students of foreign languages at the university where the study
was conducted. Certainly, some of this result is related to instructional methods employed
at the university; however, the mode range for this data is 120-130 (Figure 2). This result
means that many students are still experiencing moderate amounts of FLCA. To reduce this
anxiety, further study is required to test possible interventions.
Research Question 1 explored the connection of CA and FLCA. An r-value of 0.675 and
an r-squared of 0.456 reveal a connection between these anxieties. This connection
suggests a possible treatment for FLCA is to treat CA. In other words, by treating anxieties
common to any classroom (e.g. test-taking, speaking in front of peers, etc.), FLCA may
also be treated. This is unsurprising considering FLCA was constructed using
communication apprehension, test anxiety, and fear of negative evaluation as building
blocks (Horwitz et al., 1986). The original concept assumed that the introduction of a
foreign language exacerbated those anxieties in such a way as to create a unique anxiety:
FLCA. The close connection revealed by this study between CA and FLCA seems to
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support that assumption. A large portion of FLCA can be predicted by CA, but importantly,
a large portion is not explained by CA. This study is not sufficient to illuminate whether
that unexplained portion of FLCA is due to the assumption from the original
conceptualization or if it simply reflects a shortcoming of the CAM to measure all of the
building blocks of the FLCAS.
Hypothesis 1 predicted a positive correlation between FLCA and UTC. This hypothesis
was supported by the results of this study (r= 0.47). An r-squared of 0.22 also showed the
moderate level of predictive power UTC has for FLCA. Again, this result is not surprising
because the UCS closely addresses one of the building blocks of FLCA, communication
apprehension. This result suggests that by increasing willingness to communicate, we can
improve FLCA in the classroom. This might be accomplished by creating a more casual,
open, and non-hostile speaking environment in the classroom or by fostering friendship
(and group identity) between students in the classroom. Further study is necessary to test
these ideas.
Hypothesis 2 predicted a negative correlation between FLCA and SRP. This hypothesis
was supported by an r-value of -0.479. It seems that students who believe they are
proficient in a language are also the students that experience little FLCA. An r-squared
value of 0.23 demonstrates the moderate predictive power of SRP for FLCA. It should be
noted that SRP was measured for this study using only 5 items. More extensive surveys for
SRP may be more effective for future studies. This relationship may again relate to the
building blocks of FLCA. It might also indicate that students who believe they are
proficient do not experience as much test anxiety or fear of negative evaluation. Further
analysis is necessary to verify this claim. At any rate, these results suggest that educators

FOREIGN LANGUAGE CLASSROOM ANXIETY

75

might combat FLCA by increasing the confidence and competence of their students. This
suggestion has been made by scholars before (Liu and Jackson, 2008), and indeed, it still
seems relevant. Future research may test ways to increase confidence and competence in
the foreign language classroom through positive reinforcement and personalized,
constructive feedback.
Hypothesis 3 predicted that students with language learning backgrounds would experience
less FLCA than students without such backgrounds. The results of a single-sample t-test
supported this hypothesis: students without language learning backgrounds experienced
significantly more FLCA than students with experience learning other foreign languages.
Unlike many of the other variables tested in this study, this result does not seem to clearly
or intuitively connect to the building blocks of FLCA. The significance of this result lends
great support to the assumption that foreign languages impact other anxieties to create a
unique form of anxiety. However, the method by which these results were calculated
should be scrutinized. This study did not collect enough data to run a proper t-test, instead
comparing the mean score of students with language-learning backgrounds against the
individual scores of students without language learning backgrounds. For this result to be
truly meaningful, the mean score would need to be representative of the population of
students with learning language backgrounds. This study simply assumes it is
representative, which merits further research. Furthermore, a more extensive questionnaire
on language learning background could prove useful for future studies.
Finally, Research Question 2 sought to investigate how different demographic markers
affect FLCA. The results of this study suggest that men and women do not experience
FLCA differently. Gender does not appear to influence FLCA, which makes treating FLCA

FOREIGN LANGUAGE CLASSROOM ANXIETY

76

in the classroom much easier because educators will not necessarily need to devise different
treatments based on gender identity. This study allowed open-ended responses when asking
students to identify their gender identities. Nevertheless, students generally fell into the
categories male or female.
A single-sample t-test was run using the data collected from this study and the mean score
of Chinese EFL students at a Beijing university as reported by Liu and Jackson (2008).
This test revealed no significant difference between the two. This is perhaps the most
interesting result of this entire study. It states that this sample of a Midwestern American
university students learning Spanish is not significantly different than the previously
sampled Chinese students learning English. Finding no significant difference between such
drastically different samples shows the strength of FLCA as an evaluative measure for
learning language anywhere. It also highlights common experience among all learners of
languages. Further study should compare these results to other diverse samples to identify
if this result was merely happenstance.

LIMITATIONS
Limitations were present in this study. Many of the limitations specific to various measures
or analysis were included in the preceding paragraphs. Nonetheless, it’s important to
remember that the results of this study represent only college-aged Midwestern Americanlanguage learners studying Spanish at one mid-sized Midwestern university. Expansion of
this study to other Midwestern universities, as well as to universities in other regions of the
United States or globally, would greatly improve the quality of its results.
The methodology of this study also proved limiting. Results were collected in only one
round and only at the end of the academic semester. This means that students were exposed
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to their foreign language for months prior to being surveyed, which may have greatly
reduced their anxiety. Data was also collected during one of the most stressful times of the
semester which may have inadvertently impacted the results. Participation was not
mandatory, and extra credit was given for participation. The lack of mandatory
participation may have allowed students with high FLCA to simply avoid the survey. The
extra credit may have influenced some individuals to complete the survey quickly without
respect for the integrity of the results. Furthermore, only introductory Spanish classrooms
were surveyed. These results may not apply to other languages (French, German, etc.).
Because it surveyed Spanish classrooms, this study also missed another important group of
individuals—those who chose not to participate in foreign language learning at all. Perhaps
high FLCA kept this group from even signing up for a foreign language class. At any rate,
other language classrooms and non-language learning classrooms would be very interesting
to study in the future. Furthermore, a pre-test, post-test design would be much more useful
for evaluative and treatment purposes.

CONCLUSION
From a purely academic point of view, this study suffered from a lack of focused and
comprehensive research into one specific issue of FLCA, instead opting to cover a solid
range of topics. This decision was made consciously by the author in order to establish a
solid basis for continuing research into FLCA for both academic and evaluative reasons.
Hopefully, the suggestions made herein will provide more structure as research illuminates
the finer details of FLCA. Indeed, this research will be necessary to improve foreign
language teaching pedagogy as the knowledge of foreign languages becomes more vital for
business, politics, education, and life around the world.
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A guided inquiry-based laboratory experiment:
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phthiocol complexes
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ABSTRACT
Despite proven effectiveness of constructivist guided-inquiry based instruction for college
chemistry courses, teaching of advanced chemistry courses – such as inorganic chemistry –
remains traditional. This persistence of traditional instructional approaches could be
attributed to the lack of inquiry-based curriculum materials for these courses. In this paper,
a guided-inquiry based inorganic laboratory experiment is presented on the synthesis and
characterization of phthiocol complexes with four different metals along with suggestions
for implementation as a laboratory activity. The experiment is unique in terms of its
development, which is based on a social constructivist framework, and it has student
discussion and conceptual understanding of inorganic chemistry at its core.
Keywords: guided-inquiry, phthiocol complexes, laboratory activity

INTRODUCTION
Coordination chemistry is the study of compounds formed between metal ions that act as
electron-acceptors (Lewis acids), and other neutral or negatively charged molecules, which
act as electron-donors or ligands (Lewis bases). Coordination metal complexes are popular
because of their multipurpose applications that extend to biomolecular chelating agents as
therapeutics, coloring agents and analytical reagents (Strohfeldt, 2015). The metal
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complexes formed as a result of interaction of the positively charged metal center with
ligands that surround it, which in turns determines the properties of these complexes.
Chemists are seeking ways to develop highly efficient and selective catalysts in order to
meet the ever-increasing demands for affordable drugs, foods or materials for a sustainable
society. While new catalysts are being developed, some existing compounds that act as
ligands have also gained attention of chemists for their potential as homogenous catalysts.
Conventionally, chemists have relied on various properties of ligands such as steric
hindrance and electronic properties to alter its catalytic behavior. Ligands have often been
used as a spectator species, and metal centers have been an active site for the reactions to
occur (Housecroft and Sharpe, 2012). Recently, chemists have approached this ligand
behavior innovatively by using more chemically active ligands that can play a significant
role in early or elementary bond activation stages in the catalytic cycle. This has led to a
synergistic application of both the metal and ligand in a complex to enhance a chemical
reaction as homogenous catalysts (Volodymyr and Bruin, 2012)
Redox-active ligands belong to this class of homogenous catalysts that are being tailored to
meet the specific needs of various industries. A redox-active or a non-innocent ligand
participates in the catalytic cycle by accepting or donating its electrons or by actively
participating in the bond formation or bond breaking of substrate covalent bonds (De Bruin,
et al., 2000)
The starting material 2-methyl-1,4-naphthoquinone used in this experiment, is one such
redox-active ligand. The coordination chemistry of this ligand is comparatively less
explored as compared to other redox-active species; however, these ligands have found
applications as biologically active agents (antifungal, antiviral and antimalarial agents).
Phthiocol (2 hydroxy-3-methyl-1,4-napthiquinone) also known as the hydroxy analog of
vitamin K3 was synthesized from menadoine for this experiment (Gaikwad, et al., 2014).
This analog can act as a monodentate or bidentate ligand for metal complexes possibly
forming redox-active materials. Hence, it is important to develop laboratory activity on
redox-active complexes for an undergraduate laboratory course. It may not be possible for
students in an undergraduate laboratory course to explore all aspects of an inorganic
concept such as redox-active ligands during a three-hour laboratory period for a given week
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of a semester. But it is possible for students to engage in synthesis and characterization of
these metal complexes in order to understand the richness of redox-active species.
It is important to note that for the development of this laboratory activity published
literature of the synthesis of phthiocol with metal complexes was reviewed to develop an
optimized guided-inquiry based procedure. The goal was to improve experimental yield,
establish purity by melting point, and use of analytical characterization methods such as
Fourier transform infrared spectroscopy (FTIR) and nuclear magnet resonance
spectroscopy (1H-NMR) and to establish these procedures for successfully implementing it
as a laboratory experiment to be completed in a three-hour timeframe (one laboratory
meeting). Several experiments were performed until we were satisfied with the methods of
synthesis and convinced that this could be implemented in an undergraduate laboratory
course.
Different metals for the synthesis of coordination complexes were used anticipating that
synthesizing a range of metal complexes with ligands would promote discussion of
structure and properties of coordination compounds among students in addition to testing
different routes of synthesis for the ligand by adjusting quantities of starting materials.

METHODS
The following synthesis was slightly modified from original reported (Gaikwad, et al.,
2014; Kathwate et. al., 2013 & 2015). The reaction scheme is indicated in figure 1 and
materials and methods are summarized in table 1.
Figure 1: A reaction scheme for synthesis of phthiocol from 2-methyl-1, 4-napthalenedione

Table 1: Materials and Instruments used for conducting synthesis of phthiocol and metal complexes

Materials

Equipment & Instruments
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2-methyl-1,4-naphthalenedione
Anhydrous Sodium Carbonate
Anhydrous methanol
Concentrated H2SO4
Ammonium thiosulfate
Cadmium (II) acetate
Zinc (II) acetate
Sodium hydroxide
Potassium hydroxide
Aqueous Ammonia
30% H2O2
Ethyl acetate
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pH-meter
Hot plate
Ice-bath
Melt-temp
FTIR spectrometer
1H NMR spectrometer (60 MHz)
Hot plate
Conical flask (100 mL)
Beaker 100 mL, 250 mL
Glass rod
Magnetic stirrer and stir bar
Glass rod

Synthesis of phthiocol (2-hydroxy-3-methyl-1,4-napthaquinone)
The starting material, 1.0 g (5.8 mmol) of 2-methyl-1, 4-naphthalenedione, was dissolved
in 10 mL of hot ethanol solution and placed on an ice-bath to chill. A peroxide solution was
made using 0.2 g of anhydrous sodium carbonate in 1 mL of 30% H 2O2 and 5 mL of
deionized water. The peroxide solution was added to the 2-methyl-1,4-naphthalenedione
solution and the reaction mixture was maintained at 0°C. Next about 50 mL of cold
deionized water was added that led to the formation of white crystals of 2-methyl, 1, 4napthaquinone oxide. The crystals were collected by vacuum filtration, rinsed with cold
water and dried. The dried solid was transferred to a beaker and treated with 5 mL of
concentrated H2SO4 and allowed to stand for 10-15 minutes. This solution turned to a dark
red color. Next on adding about 20 mL of cold water to the reaction mixture, yellow
colored crystals precipitated. The precipitate was filtered using vacuum filtration. The
crude ligand was then recrystallized with methanol.

Recrystallization of phthiocol
The crude product was dissolved in hot methanol in a beaker. A minimal amount of solvent
was used to ensure better product yield. The solution was gradually heated until the
solution appeared clear, and it was slowly cooled to room temperature. Fine yellow crystals
of phthiocol were formed and were collected using vacuum filtration followed by rinsing
with cold methanol (Figure 2). This purified ligand was used for synthesizing metal
complexes with various salts of sodium, potassium, zinc and cadmium as described in the
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next section. The final product collected from recrystallization was analyzed using FTIR,
H1 NMR, and melting point analysis.
Figure 2: Pthiocol crystals isolated by recrystallization with hot methanol

Synthesis of Metal Complexes
Zinc Complex
About 2 mmol (~0.38 g) of the ligand (was dissolved in 25 mL of anhydrous methanol. A
solution of 1.0 mmol (~0.22 g) of zinc acetate was prepared separately in 10 mL of
anhydrous methanol. The dissolved zinc solution was added dropwise to the ligand solution
over a period of 30 min while stirring continuously using a magnetic stirrer. A deep red
colored complex was formed. The product was collected using vacuum filtration was
washed with methanol followed by diethyl ether and dried.
Cadmium Complex
About 2.0 mmol (~0.38 g) of the ligand was dissolved in approximately 25 mL of
methanol. Next 1.0 mmol of the aqueous solution Cadmium (II) acetate was added, and pH
was adjusted to the range 5.0-5.5 using an aqueous ammonia solution (1:20 v/v). This
solution was refluxed in an oil bath for approximately 90 minutes. The reddish violet
colored product was cooled to room temperature, and finally washed thoroughly with cold
water, vacuum filtered and dried in a desiccator.
Potassium Complex
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For synthesis of Potassium complex about 1 mmol of ligand, it was dissolved in 10 mL of
anhydrous methanol. A separate solution was made using 1 mmol of KOH in 10 mL of
anhydrous methanol. The dissolved ligand solution and the KOH solution were mixed
together and stirred vigorously for 30 min. The pH was tested and adjusted to about 7. A
reddish-orange colored product appeared which was filtered by vacuum filtration and
washed with diethyl ether and air-dried.
Sodium Complex
About 1 mmol, of phthiocol ligand was dissolved in 10 mL of anhydrous methanol. A
separate solution was made using 1 mmol of NaOH and 10 mL of anhydrous methanol. The
ligand solution and NaOH solutions were mixed together and vigorously stirred for 30 min.
The pH was adjusted to 7. The reddish-orange product was collected using vacuum
filtration and finally rinsed with diethyl ether and air-dried.

Characterization of phthiocol ligand and
complexes using melting point, FTIR, NMR
Melting point determination: melting point is the temperature at which the solid and
liquid phases of pure substances coexist. Melting points of a solid helps to identify
compounds and also establishes their purity, which is indicated by a high and sharp melting
point (narrow range of melting temperature). Melt-Temp was used to determine melting
points of ligands and complexes. A small sample of ligands and metal complexes were
transferred to a capillary tube and placed in Melt-Temp. The samples were heated slowly
and temperature was noted at the onset of melting until the entire solid sample melted to a
clear liquid. A sharp temperature range was indicative of the purity of the sample.
Fourier Transform Infrared spectroscopy (FTIR) was used to characterize ligands and
the metal complexes (usually from 400 cm-1- 4,000 cm-1). In order to obtain IR spectra for
metal and complexes, a small amount of sample was dissolved in dichloromethane and IR
spectra were collected with peak values in cm-1. The characterization was done based the
structure of starting materials as reported in the literature (Gaikwad,et al., 2014)
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The FTIR study is useful to gain information about vibrational motions of molecules. When
molecules absorb energy, specific bonds in the molecule become excited and they vibrate.
When the frequency of incident radiation equals the vibrational frequency of a bond, it is
excited to a higher vibrational state and the amplitude of vibration also increases.
Structurally, different molecules absorb varying amounts of energy, and different patterns
of IR absorption are obtained as each functional group of a compound has a specific
absorption wavelength. Due to these structural differences, motions among different group
of molecules on a ligand or a metal complex also differ causing these functional groups to,
absorb different amounts of energy. Thus the signals in IR spectra represent characteristics
or specific functional groups.
FTIR serves two purposes - first to identify the presence or absence of function groups in a
molecule and secondly FTIR is used as a fingerprint for molecule identification. In order to
analyze the IR spectrum it is divided into two parts. The signals in the 1,500 – 4,000 cm-1
provide information about the functional groups, whereas the range from 1500-400 cm-1 is
called the fingerprint region because the peaks observed in this region are specific to a
compound just like fingerprints of humans (positive identification if fingerprint region is a
match).
Nuclear Magnetic Resonance Spectroscopy: NMR is another widely used technique for
characterization of ligands and metal complexes due to its ability to reveal specific
positions of atoms and their connectivity by mainly looking at nuclear spin. NMR is used to
determine the exact location of functional groups and protons in a compound and provides
information about not just the carbon skeleton but also the complete molecule. When a
compound containing a positive charged nucleus such as 1H is placed in a magnetic field,
the spin of the nucleus aligns with that of the applied magnetic spin (nuclear spin is +½ in
this situation). Next when radio frequency is applied it causes that nucleus to move or flip
to a higher energy state, which is against the magnetic field (changes nuclear spin to -½).
Due to this small difference in energy, (equal to that of low energy radio frequency) the
protons undergo resonance. There is a decline or lag of signal observed for a time period
while the proton spins back and aligns again with the magnetic field. The raw signal or
oscillation curve is transformed to NMR spectrum using Fourier Transform mathematical
function (Padias, 2015).
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For 1H-NMR, the hydrogen nucleus is used and it is also called proton-NMR and such as
spectrum uses a scale of 1-10. The position of NMR peaks is expressed as δ, which equals
the signal frequency in Hertz divided by the frequency of NMR instrument (usually in
Mega Hertz) and multiplied by 106. The NMR spectrum has an x-axis usually expressed in
parts per million (ppm) and the NMR peaks expressed as δ, which is determine by the
environment of the proton (and to determine the structure of molecule). Usually protons
that are in same chemical environment are considered equivalent and give one signal
whereas non-equivalent protons produce different signals. The area under the peaks in a
NMR (also called integration) is directly proportional to the number of proton peaks or the
relative number of protons of each type in a molecule. When there is a splitting or
multiplicity of peaks, it is often determined by the number protons on the neighboring
carbon plus one (n+1). In general related multiplets in a 1H-NMR have same coupling
constant (J) which is the distance between the peaks.
For conducting 1H-NMR measurements, the ligand and the metal complexes were
dissolved in DMSO and chemical shifts (δ) were recorded for each.

RESULTS AND DISCUSSION
Table 2: Physical properties of starting material, intermediate, ligand and metal complexes

Sample
2-methyl-1,4napthalenedione
2-methyl-1,4napthaquinone oxide
(intermediate)
2-hydroxy-3-methyl-1,4napthaquinone (phthiocol)
Zn-phthiocol complex
Cd-phthiocol complex
Na-phthiocol complex
K-phthiocol complex

Appearance
Yellow powder

Melting Point (°C)
103.7-105.5

Colorless to white
crystalline precipitate

95.1 - 96.2

Yellow crystals

172.4 - 174.2

Dark red crystals
Reddish violet solid
Reddish orange solid
Reddish-orange solid

-----

Table 3: IR spectral characterization for starting material, ligand and metal complexes

Sample

Ketone
(cm-1)

Aromatic
C=C (cm-1)

IR Characterization
Aromatic
Methyl
C-H (cm-1)
C-H (cm-1)

Alcohol
(cm-1)

Metal
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2-methyl-1,4naphthoquinone

1664

1597, 1626

3055

1301, 1352,
1327

N/A

N/A

Phthiocol

1660

1590

3050

1342

3333

N/A

Zn-phthiocol

1635

1436

1314

3260

538

Cd-phthiocol

1638

1525 1585

2915.56,
3200
2914, 3150

1313

3424

704

K-phthiocol

1655

1437

2913, 3001

1311

3460

700

Na-phthiocol

1641

1523, 1586

2915, 2993

1315

3472

702

Table 4: NMR spectral characterization of ligand and metal complexes

Compound Name
2-methyl-1,4-naphthoquinone
(starting material)

2-hydroxy-3-methyl-1,4napthaquinone or
phthiocol ligand

Zinc-phthiocol complex

Cadmium-phthiocol complex

Sodium-phthiocol complex

Potassium-phthiocol complex

Chemical
shift (ppm)
2.190
6.831
7.615
8.042

Characterization

2.101
8.173
7.935
7.800
7.963
11.302
2.101
1.821
7.493
7.582
7.620
7.849
1.910
8.151
7.686
7.725
7.462
1.998
8.101
7.834
7.630
7.598
7. 753
1.871

singlet, 3H
doublet, 2H
triplet, 2H
triplet, 2H
doublet, 2H
singlet, Ar-OH
singlet, 3H
Singlet, 3H
Triplet, 2H
Triplet, 2H
Doublet, 2H
Triplet, 2H
Singlet, 3H
Doublet, 2H
Doublet, 2H
Triplet, 2H
Triplet, 2H
Singlet, 3H
Doublet, 2H
Doublet, 2H
Doublet, 2H
Triplet, 2H
Triplet, 2H
Singlet, 3H

Structure

singlet, 3H
doublet, 2H
triplet, 2H
triplet, 2H

M=Zn, Cd
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Doublet, 2H
Doublet, 2H
Doublet, 2H
Triplet, 2H
Triplet, 2H

The preliminary structural characterization of phthiocol and its complexes was done using
melting point FTIR and 1H-NMR . The expected melting point for pure phthiocol is
between 172-174 °C. The experimental melting point observed for the synthesis of
phthiocol was 172.4-174.2 °C (Table 1). The melting points of these products indicate that
the ligand and corresponding complexes had minimal impurities. The experimental yield
for the product was 0.5673 g and overall a 95.3%. In comparison, the published literatures
reported 84%, 80%, and 76% yields respectively (Gaikwad, et al., 2014; Kathwate et. al.,
2013 & 2015). These procedures dissolved their starting material in methanol rather than
ethanol as was used in this experiment. The reported procedures also used column
chromatography to separate their product (Kathwate et. al., 2013). In this experiment, a
column separation technique was not used. The purity of product as established by its
melting point, FTIR and NMR and an improved yield of product ascertained that column
chromatography (though a valuable technique) can be avoided all together and hasten the
time needed to complete this activity from three laboratory periods (nine h) to within one
laboratory meeting (less than three h).
Use of FTIR and NMR spectroscopy were sufficient to characterize the ligand and the
metal complexes and are believed to be important for students to gain an understanding of
ligand and metal complex structures. These instruments are usually available for an
undergraduate level laboratory courses in several institutions and hence lend to a
reasonable inquiry for students to understand the synthesis and characterization aspects of
inorganic coordination complexes.
The functional groups identified were alcohol, ketone, aromatic bonds, and methyl protons
based on FTIR (Table 2). The phthiocol product formed showed an OH peak at 3333cm-1.
In the metal complexes synthesized, the broad band at ~32,60 cm-1 in Cd-complex and
~3424 cm-1 in Zn-complexes, and at 3460 and 3472 cm-1 indicates the presence of
coordinated water in the spectra. This broad peak obscures the νC-H stretching observed for
the aromatic protons for these complexes. The ketone peak (νC=O) was observed at 1660
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cm-1. This functional group on the phthiocol also remained throughout the syntheses of the
metal complexes though it shifts to lower energy after complexion with metal (Table 2).
Further the FTIR also showed that νC=C vibrations also show a downward shift due to
perhaps lowering of energy with formation of complexes. The appearance of peaks in the
fingerprint region indicates the bonding of metal ion to the ligand (Table 3).
The NMR of phthiocol ligand showed three hydrogen’s at peak 2.101 ppm (Table 4). This
indicates the presence of the methyl group on aromatic ring in phthiocol and similar
environment for the three-methyl protons. This aromatic OH-bond is found at peak 11.302
ppm as singlet. In the NMR of metal complexes the singlet – OH peak is not present. This
also indicates the coordination of metal to the ligand. Further shift observed for ring
protons in case of complexes as compared to the NMR of ligand provided more evidence of
changes in the structure because of metal-ligand bond formation (Table 4).
The results of FTIR and NMR of phthiocol are consisted with those reported for similar
complexes in literature; however, there was no report of phthiocol successfully bonding to
Na metal. In this synthesis, the formation of the metal complex of Na was successful as
observed in IR (peak 703 cm-1) and disappearance of O-H peak in Na-complex NMR. The
bonding of phthiocol with a very soluble metal such as Na could have potential to be used
as a redox-active catalyst similar to other complexes known for phthiocol.
The importance of optimizing procedure for this experiment through several trials indicates
that this synthesis can be completed in a reasonable timeframe to further study the
characteristics of phthiocol complexes. By using ethanol for dissolving the starting material
and excluding the column chromatography separation technique, this experiment was able
to increase the overall yield and also complex with different metals.

SUGGESTIONS FOR IMPLEMETATION
FOR GUIDED-INQUIRY TEACHING
This experiment will help instructors to engage students through guided-inquiry teaching in
an undergraduate laboratory (Gunstone and Champagne, 1990; Gupta,et al., 2015).
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Instead of providing a complete procedure to students, the instructor should facilitate this
experiment by providing students a list of materials and equipment and ask students to
develop their own procedure. Instructor should only provide a framework for students such
that they can generate a complete procedure with minimal guidance. For example, the
instructor can ask students to work in groups and choose different quantities of ligand or
vary the mass of each metal (limiting reactant problem). Students can also decide the
techniques that they would like to use to characterize these complexes. This experiment can
be successfully completed in single laboratory session and can be used for significant class
discussions on fundamental ideas of coordination complexes such as metal-ligand bonding
especially redox active ligands, differences between transition and main-group elements,
role of solvents in synthesis, and various techniques for characterization of such inorganic
solids and their practical applications.

LIMITATIONS
Overall the synthesis and characterization of phthiocol and its complexes with Zn, Cd, Na
and K was successful; however, we could not study the metal and ligand further for its
structures and properties due to time constraints. It will be worthwhile to conduct 13CNMR, Ultra-violet/ Visible spectroscopy and powder-x-ray diffraction for metal
complexes to study their structures deeply and to ascertain some properties of these
complexes.
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