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Abstract—Graph signal processing (GSP) studies signals that
live on irregular data kernels described by graphs. One funda-
mental problem in GSP is sampling—from which subset of graph
nodes to collect samples in order to reconstruct a bandlimited
graph signal in high fidelity. In this paper, we seek a sampling
strategy that minimizes the mean square error (MSE) of the re-
constructed bandlimited graph signals assuming an independent
and identically distributed (iid) noise model—leading naturally to
the A-optimal design criterion. To avoid matrix inversion, we first
prove that the inverse of the information matrix in the A-optimal
criterion is equivalent to a Neumann matrix series. We then
transform the truncated Neumann series based sampling problem
into an equivalent expression that replaces eigenvectors of the
Laplacian operator with a sub-matrix of an ideal low-pass graph
filter. Finally, we approximate the ideal filter using a Chebyshev
matrix polynomial. We design a greedy algorithm to iteratively
minimize the simplified objective. For signal reconstruction,
we propose an accompanied signal reconstruction strategy that
reuses the approximated filter sub-matrix and is provably more
robust than conventional least square recovery. Simulation results
show that our sampling strategy outperforms two previous
strategies in MSE performance at comparable complexity.
Index Terms—Graph signal processing (GSP), sampling, opti-
mal design.
I. INTRODUCTION
Graph signal processing (GSP) is the study of discrete
signals that live on irregular data kernels described by graphs
[1], [2]. One fundamental problem in GSP is sample selec-
tion—optimally select a subset of graph nodes from which
to collect samples such that an assumed bandlimited signal
can be reconstructed in high fidelity1 [3]–[6]. Under noiseless
conditions, [8] proved that a qualified sampling set that leads
to perfect signal reconstruction requires only full column
rank of a sampling matrix, and empirically showed that it
can be accomplished with high probability via random node
selection for a connected graph via large experiments. Random
node selection can result in a poor condition number in the
reconstruction matrix, however. In response, authors in [9]–
[11] proposed an efficient sampling strategy based on spectral
proxies that selects stable nodes for unique reconstruction
without full eigen-decomposition. If the observed samples are
corrupted by noise, [12] adopts an E-optimality criterion for
sampling, which minimizes the worst case reconstruction error.
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1Sampling can also be done via aggregation [7]: observe the same signal
after different graph shifts but only at one node.
However, most graph sampling works2 do not adopt and
optimize a minimum mean square error (MMSE) objective
directly, which leads naturally to an A-optimality design crite-
rion assuming an independent and identically distributed (iid)
additive noise model [13]. Beyond the fact that graph sampling
is inherently combinatorial in nature, one main difficulty lies
in the computation of the inverse of an information matrix,
which in general has complexity O(n3). While [14] showed
that greedy methods optimizing the A-optimality criterion can
have near-optimal performance, no efficient implementation
was proposed, which in general requires eigen-decomposition
and/or inversion of large matrices.
In this letter, we propose a computation-efficient graph
sampling strategy that addresses the A-optimality criterion
directly. We first prove that the inverse information matrix
in the A-optimality criterion is equivalent to a Neumann
matrix series. We next transform the truncated Neumann series
based sampling problem into an equivalent expression that
replaces eigenvectors of the Laplacian operator with a sub-
matrix of an ideal graph low-pass filter [1], [10]. Finally,
we approximate the low-pass filter with a Chebyshev matrix
polynomial [15]—arriving at a simplified proxy that approxi-
mates the A-optimality objective but requires neither full eigen-
decomposition nor matrix inversion. We propose a greedy
algorithm to minimize the simplified objective. For signal
reconstruction, we design an accompanied reconstruction strat-
egy that is provably more “robust” 3 to large noise than the
least square (LS) solution while reusing the earlier computed
approximate low-pass filter sub-matrix. Experimental results
show that our A-optimality based sampling strategy outper-
forms previous schemes in MSE at comparable complexity.
II. SIGNAL PROCESSING ON GRAPHS
Denote by G = (V, E ,W) a graph containing a set of
nodes indexed by V = {1, 2, ..., n}. E is the set of weighted
edges. An edge weight W(i, j) = wij reflects the similarity
between nodes i and j. In this letter, we focus on connected,
undirected graphs with no multiple edges and adopt the sym-
metric normalized Laplacian matrix L = I−D−1/2WD−1/2
as the variation operator, where D = diag{d1, ..., dn} and
di =
∑
j wij . Assuming that the eigen-decomposition of L
is L = VΣVT where Σ = diag{λi} with λ1 ≤ ... ≤ λn,
V = {v1, ...,vn} and VVT = I, then the graph Fourier
2 [5] proposed a generic greedy procedure, termed as minimum Frobenius
norm (MFN) based selection, to minimize the A-optimality criterion but no
fast algorithms. We compare against [5] in our experiments.
3By “robustness”, we mean resilience of an estimator’s presumably good
MSE performance for small noise as noise variance increases.
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transform (GFT) of a graph signal x ∈ Rn is defined as
x˜ = VTx and the inverse GFT is x = Vx˜. A graph signal
is called bandlimited if there exists a number K ∈ V such
that x˜i = 0, for all i > K [12]. The smallest such K is called
the bandwidth of x. Graph signals with bandwidth at most
K are called K-bandlimited (K-BL) graph signals, which are
expressed as x = VK x˜K . VK means the first K columns of
V and x˜K denotes the first K elements of x˜.
Definition 1 [16]: In order to select m elements from x to
produce xS = Cx ∈ Rm with |S| = m and S ⊆ V , we define
the sampling matrix C ∈ Fm×n as
Cij =
{
1, j = Si;
0, otherwise, (1)
where S is the set of sampling indices, Si means the i-th
element of set S, and |S| is the number of elements in S.
Sc denotes the complement set of S . |E| is the number
of edges. For any matrix A, we adopt the notation AS1S2
to denote the sub-matrix of A with rows indexed by S1 and
columns indexed by S2. ASS is simplified to AS . I is the
identity matrix whose dimension depends on the context.
III. SAMPLE SELECTION FOR NOISY K-BL GRAPH
SIGNALS
A sampled K-BL graph signal can now be written as
xS = CVK x˜K . In noiseless condition, x can be perfectly
recovered from xS when rank(CVK) = K, using the LS
solution [12]:
x¯ = VK(CVK)
†
xS , (2)
where (·)† means the pseudo-inverse operator.
When corrupted by noise, a sampled K-BL graph signal is
yS = xS + n. Using (2) as the recovery method, we get an
estimator xˆ = VK(CVK)
†
(xS+n). Assuming that noise n is
iid with zero mean and unit variance, the covariance matrix of
the reconstruction error is Cxˆ = VK
[
(CVK)
TCVK
]−1
VTK
[11]. By the theory of optimal experiments design [17],
minimizing the trace of the covariance matrix leads to the
known A-optimality criterion:
C∗ = arg min
C∈Fm×n
tr
(
[(CVK)
T
CVK ]
−1
)
. (3)
Notice that the A-optimality criterion coincides with the
MMSE criterion.
An alternative criterion is to minimize the largest eigenvalue
of Cxˆ—as adopted in [12]—known as the E-optimality crite-
rion, which minimizes the worst case signal reconstruction.
Unlike [12], we address directly the MMSE criterion in (3)
to achieve smallest signal reconstruction error on average, but
doing so without any matrix inversion or eigen-decomposition,
where complexity is O(n3) in general.
A. Matrix Inversion Approximation
Proposition 1: The inverse matrix in (3) exists and is
equivalent to its Neumann series, i.e.,
[(CVK)
T
CVK ]
−1 =
∞∑
l=0
[I− (CVK)TCVK ]
l
, (4)
if the selected matrix CVK is full column rank, i.e.,
rank(CVK) = K. (5)
Proof: For simplicity, we denote Ψ = (CVK)
T
CVK , Φ =
I −Ψ and let δ1 ≤ . . . ≤ δK be the eigenvalues of Φ. The
Neumann series theorem [18, Section 5.6] states that if ρ(Φ) =
max
i
|δi| < 1, then the Neumann series I + Φ + Φ2 + · · ·
will converge to (I−Φ)−1, which exactly implies (4). From
the definition of C, CTC =
[
IS 0
0 0
]
under appropriate
permutation. Hence, ∀x ∈ RK and ‖x‖2 = 1,
xTΨx = (VKx)
T (
CTC
)
(VKx)
= bT
[
IS 0
0 0
]
b = bTSbS ,
(6)
where b = VKx.
Since bTb = (VKx)
T
(VKx) = 1, 0 ≤ xTΨx ≤ 1.
Because rank(CVK) = K, Ψ is positive definite, which
results in 0 < xTΨx ≤ 1 and 0 ≤ xTΦx < 1. Based on the
Rayleigh quotient theorem [18], 0 ≤ δi < 1 and ρ(Φ) < 1. 
As discussed in [12], (5) is the definition of qualified
sampling operators, and it is ensured with high probability via
random node selection when m ≥ K. The necessary condition
for a qualified sampling operator is thus m ≥ K, which is
the focus region of all sampling strategies. In the following
analysis, we assume that (5) is satisfied.
We propose the following sampling method by substituting
the inverse matrix in (3) with a truncated Neumann series.
C∗ = arg min
C∈Fm×n
tr
(
L∑
l=0
[I− (CVK)TCVK ]
l
)
, (7)
where L is a truncation parameter.
Proposition 2: When Ψ−1 is approximated by its truncated
Neumann series, the estimation error between (3) and (7) is∣∣∣∣∣tr
[ ∞∑
l=0
Φl
]
− tr
[
L∑
l=0
Φl
]∣∣∣∣∣ =
K∑
i=1
δL+1i
1− δi . (8)
See Appendix A in the supporting document for the proof
of this result. Equation (8) implies that the proper design of
L depends on the sizes of δi which are influenced by the
sampling strategy, sampling size m and VK . Larger L would
result in a smaller truncation error. In this letter, we set L = 10
and show that its estimate error is reasonably small in Section
V.
Leveraging on a property of the trace operator, we further
transform (7) into an equivalent problem that involves an ideal
low-pass graph filter T with cutoff frequency λK .
Theorem 1: The sampling problem (7) is equivalent to
S∗ = arg min
S:|S|=m
tr
[
L∑
l=0
(IS −TS)l
]
, (9)
where T = VKVTK ∈ Rn×n is an ideal low-pass graph filter
(implementation to be discussed in details) and the relationship
between C and S is defined in (1).
Proof: Denote by P = CTCVKVTK . Because tr(AB) =
tr(BA) and Ψ = VTKC
TCVK , tr(Ψl) = tr(VTKC
TCVK ...
TABLE I
OUTLINE OF THE PROPOSED MIA SAMPLING ALGORITHM
Input: L, bandwidth K, sample size m and truncation parameter L
Output: Sampling set S
Step 1. S = {∅}, compute λK of L
Step 2. Calculate the truncated Chebyshev polynomial approximation
of h(λ) and then compute TPoly =
∑p
j=0 βjLj
Step 3. While |S| < m
Γi = IS+{i} −TPolyS+{i} ∀i ∈ Sc
u = argmin
i∈Sc
tr
(
L∑
l=0
Γli
)
S ← S + {u}
end
Step 4. Return S and Γ˜ =
L∑
l=0
(IS −TPolyS )
l
VTKC
TCVK) = tr(CTCVK ...VTKC
TCVKV
T
K) = tr(P
l).
As a result,
tr(I−Ψ)l = tr[I +
l∑
d=1
(
l
d
)
(−Ψ)d] (10)
4
= tr[I +
l∑
d=1
(
l
d
)
(−P)d]− n+K = tr(I−P)l − n+K,
where
(
l
d
)
means the binomial coefficients and
4
= is derived
from the property of trace operation.
Since CTC =
[
IS 0
0 0
]
under appropriate permutation,
P =
[
TSV
0
]
. Hence, I − P =
[
IS −TS −TSSc
0 ISc
]
,
which will lead to
(I−P)l =
[
(IS −TS)l •
0 ISc
]
, (11)
where “•” denotes a nonzero matrix whose dimension is m×
(n−m).
Therefore, tr(I−P)l = tr(IS −TS)l + n−m. Combined
with (10), tr(I−Ψ)l = tr(IS −TS)l −m+K where m and
K are constant during sampling, which implies Theorem 1. 
B. Chebyshev Approximation of Low-pass Filter T
The low-pass graph filter T has a kernel function h(λ) ={
1, λ ≤ λK
0, λ > λK
. We approximate this spectral kernel func-
tion via Chebyshev polynomial approximation [15], after
which T can be expressed by a matrix polynomial in terms
of L, i.e., TPoly = ∑ni=1 (∑pj=0 βjλji)vivTi = ∑pj=0 βjLj
[19]. Finally, the sampling problem is formulated as
S∗ = arg min
S:|S|=m
tr
[
L∑
l=0
(IS −TPolyS )
l
]
. (12)
If we solve (7) directly, the eigenvector matrix VK of
dimension n×K is required. After transforming (7) to (12), the
required information is only λK . We compute λK as follows.
We first compute an M -by-M tridiagonal matrix using the
Lanczos algorithm, which preserves λK of L [20]. For a
large sparse graph, the complexity of the Lanczos algorithm is
TABLE II
COMPLEXITY COMPARISON OF DIFFERENT SAMPLING STRATEGIES
Preparation Selection step
Spectral Proxies NONE O (k |E|mT2 (k) + nm)
E-optimal O ((|E|m+Rm3)T1) O (nm4)
MFN O ((|E|m+Rm3)T1) O (nm4)
MIA O(pn|E|) O (nLm3.373)
O(Mn). We then compute the eigenvalues of the tridiagonal
matrix using a fast multipole method, whose complexity
is O(M logM) [21]. Hence, the combined complexity for
computing λK is O(Mn), where K < M  n. Along with
λK , the computation of TPoly may be done only once during
preparation, and implemented efficiently due to the sparsity of
L.
C. Complexity Analysis
Optimizing the proposed criterion (12) is still combinatorial,
so we adopt a greedy algorithm to obtain its solution, which
we call the matrix inversion approximation (MIA) sampling
algorithm. Details of the algorithm are presented in Table I.
The complexity for computing λK is O(Mn). Calculating
the coefficients β and TPoly =
∑p
j=0 βjLj has complexity
O(pn) and O(pn|E|) [15]. Hence, in the preparation step, the
complexity of MIA is O(pn|E|). In each sampling step, the
algorithm involves matrix multiplication, where IS −TPolyS ∈
R|S|×|S| and |S| gradually increases until m, having an
asymptotic complexity of O(m2.373) [22]. Considering the
impact from L and n, the complexity of each search step is
O(nLm2.373). Since finally |S| = m, the whole complexity
of the sampling step is O(nLm3.373).
Table II compares the computational complexity among
different sampling strategies, in which we assume m = K and
adopt some results in [11]. In the preparation step, the spectral
proxies algorithm utilizes L directly, while VK is necessary
for the E-optimal and the MFN algorithms. In the selection
step, the E-optimal and the MFN algorithms need singular
value decomposition and the first eigen-pair of
(
(LT )kLk)Sc
is required for the spectral proxies algorithm.
IV. ACCOMPANIED RECONSTRUCTION STRATEGY
Assuming rank(CVK) = K, then according to Proposition
1, the LS solution of a graph signal is equivalent to
xˆ = VK
[
(CVK)
TCVK
]−1
(CVK)
TyS
= VK
∞∑
l=0
[I−Ψ]lVTKCTyS . (13)
It is easy to derive that
VK(I−Ψ)lVTK = VK
[
l∑
d=0
(
l
d
)
Il−d(−1)dΨd
]
VTK
=
l∑
d=0
(
l
d
)
Il−d(−1)d (VKΨdVTK) (14)
4
=
l∑
d=0
(
l
d
)
Il−d(−1)d (VKVTKPd) = T(I−P)l,
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Fig. 1. (a) (b) (c) Simulation results for different sampling algorithms where graph signals are all recovered by the LS reconstruction, (d) Numerical comparison
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Fig. 2. Reconstruction MSE for different reconstruction algorithms in G1 and
G2 at 0dB where the sampling algorithm are all the MIA sampling.
where
4
= holds since VK(VTKC
TCVK)...(V
T
KC
TCVK)V
T
K
= VKV
T
KP
d.
Combining (11), (13) and (14), a closed-form reconstruction
strategy (named as MIA reconstruction) is given by
xˆ = T
∞∑
l=0
(I−P)lCTyS
= T
∞∑
l=0
[
(IS −TS)l •
0 ISc
] [
yS
0
]
(15)
= T
∞∑
l=0
[
(IS −TS)lyS
0
]
= TVSΓyS ≈ TPolyVS Γ˜yS ,
where Γ =
∑∞
l=0 (IS −TS)l and Γ˜ =
∑L
l=0 (IS −TPolyS )
l
.
TPoly and Γ˜ have been computed in Table I, so the MIA
recovery strategy only needs matrix-vector product, thus has
low complexity. Moreover, assuming the Chebyshev polyno-
mial approximates the ideal low-pass filter well enough, this
proposed MIA reconstruction method is more robust to large
noise than the LS reconstruction in theory. See Appendix B
in the supporting document for the proof of the robustness.
V. EXPERIMENTAL RESULTS
We evaluated our proposed strategy via simulations. All
experiments were performed in MATLAB R2017b, running
on a PC with Intel Core I3 3.7 GHz CPU and 16GB RAM.
Artificial graphs: (G1) Small-world graphs [23] (un-
weighted) with 1000 nodes, degree 8 and connection prob-
ability 0.1; (G2) Community graphs [24] (unweighted) with
1000 nodes.
Artificial signals: The true signal is exactly bandlimited
with K = 50 and the non-zero GFT coefficients are generated
from N (1, 0.52). Samples are corrupted by AWGN.
Other Parameters: We set L = 10 for the MIA algorithm
and k = 10 for the spectral proxies algorithm. In the com-
plexity comparison experiments, we set R = 10, T1 = 100
and |E| = O(n). The SGWT toolbox [24] is adopted to
approximate the ideal low pass filter, where p = 25 and
α = 30 [10].
Fig. 1(a), (b) and (c) show that our proposed MIA sam-
pling algorithm achieves better MSE performance than the E-
optimal and spectral proxies algorithms and closely approxi-
mates the performance of the MFN algorithm in both small-
world graphs and community graphs at different SNRs. Fig.1
(d) shows that although the complexity of the MIA algorithm
for the preparation step may be larger for a constant m, when
m is a fixed percentage of n, the proposed MIA algorithm
has smaller complexity for both the preparation step and the
sampling step compared to the MFN algorithm, especially for
large graphs. To evaluate the Neumann truncation error at
L = 10, we computed the ratio between the estimate error in
(8) and the MSE value in (3) in small-world graphs. Numerical
results reveal that when m = 120, this ratio was 0.19.
We also performed simulations using our proposed MIA
reconstruction method, where the sample sets were all col-
lected by the MIA sampling algorithm. As depicted in Fig. 2,
the MIA reconstruction outperformed the LS reconstruction in
both small-world graphs and community graphs at 0dB. These
results empirically validate the robustness of the proposed
MIA reconstruction algorithm for large noise variance.
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APPENDIX
A. Proof of Proposition 1
Assuming that the eigen-decomposition of Φ is Φ =
UΛUT where Λ = diag{δi} and UUT = I. Then,
∑
l
Φl =
∑
l
UΛUT ...UΛUT =
∑
l
UΛlUT = UΩUT ,
where Ω = diag{∑
l
δli}, δi is the i-th eigenvalue of Φ and
0 ≤ δi < 1 has been proved in Proposition 1.
Therefore,
tr
( ∞∑
l=L+1
Φl
)
=
K∑
i=1
λi
( ∞∑
l=L+1
Φl
)
=
K∑
i=1
∞∑
l=L+1
δli (16)
=
K∑
i=1
δL+1i (1− δ∞i )
1− δi
=
K∑
i=1
δL+1i
1− δi > 0,
where λi(•) denotes the i-th eigenvalue of a matrix.
As a result,
∣∣∣∣∣tr
[ ∞∑
l=0
Φl
]
− tr
[
L∑
l=0
Φl
]∣∣∣∣∣ =
∣∣∣∣∣tr
[ ∞∑
l=L+1
Φl
]∣∣∣∣∣ =
K∑
i=1
δL+1i
1− δi .

B. Proof of the robustness of the MIA reconstruction
Assume that the graph signal has the same energy for
different SNR, i.e., E[xxT ] is a constant matrix, and the
distribution of noise n is iid with zero mean and variance
σ2 which varies with SNR. A corrupted K-BL graph signal
is yS = xS + n.
1) Least square (LS) reconstruction
If original signal is recovered by the LS reconstruction
method, i.e.,
xˆLS = VK(CVK)
†yS
= VK(CVK)
†(xS + n)
= x + VK(CVK)
†n,
the expected mean square error (MSE) is
E ‖xˆLS − x‖22 = E
∥∥∥VK(CVK)†n∥∥∥2
2
= E
[
tr
[(
VK(CVK)
†
n
)(
VK(CVK)
†
n
)T]]
= tr
[
E
(
VK(CVK)
†
nnT (CVK)
†
VTK
)]
= tr
[
VK(CVK)
†
E(nnT )(CVK)
†
VTK
]
(17)
= tr
[
VK(CVK)
†
(σ2I)(CVK)
†
VTK
]
= σ2tr
[(
(CVK)
T
(CVK)
)−1]
.
Moreover,
tr
[(
(CVK)
T
(CVK)
)−1]
= tr
[ ∞∑
l=0
Φl
]
4
=
K∑
i=1
∞∑
l=0
δli =
K∑
i=1
1
1− δi ,
where the first equality holds because of Proposition 1 and
4
=
holds by reusing the same derivation used in (16).
Therefore,
E ‖xˆLS − x‖22 = σ2
K∑
i=1
1
1− δi . (18)
2) Proposed matrix inversion approximation (MIA) reconstruc-
tion
According to Proposition 1 in our paper, the above LS
reconstruction is equivalent to
xˆLS = VK
[
(CVK)
TCVK
]−1
(CVK)
TyS
= VK
∞∑
l=0
Φl(CVK)
TyS .
If an original signal is recovered by the proposed MIA
method, i.e., truncating the first L items of the infinite matrix
polynomial,
xˆMIA = VK
L∑
l=0
Φl(CVK)
T (xS + n)
= VK
[ ∞∑
l=0
Φl −
∞∑
l=L+1
Φl
]
(CVK)
TxS
+ VK
L∑
l=0
Φl(CVK)
Tn
= x−VK
∞∑
l=L+1
Φl(CVK)
TxS + VK
L∑
l=0
Φl(CVK)
Tn
:= x− t + VK
L∑
l=0
Φl(CVK)
Tn,
where t is a vector representing the Von Neumann series
truncation error on the bandlimited signal xS itself, that
remains constant for different noise variance.
Then, the corresponding MSE of the MIA reconstruction is
E ‖xˆMIA − x‖22 = E
∥∥∥∥∥−t + VK
L∑
l=0
Φl(CVK)
T
n
∥∥∥∥∥
2
2
= ‖t‖22 − 2E
[
tTVK
L∑
l=0
Φl(CVK)
T
n
]
+ E
∥∥∥∥∥VK
L∑
l=0
Φl(CVK)
T
n
∥∥∥∥∥
2
2
(19)
= ‖t‖22 + E
∥∥∥∥∥VK
L∑
l=0
Φl(CVK)
T
n
∥∥∥∥∥
2
2
.
Using the same derivation in (17) and the property of trace
operation, we have
E
∥∥∥∥∥VK
L∑
l=0
Φl(CVK)
T
n
∥∥∥∥∥
2
2
= tr
[
E
(
VK
L∑
l=0
Φl(CVK)
T
nnTCVK
L∑
l=0
ΦlVTK
)]
= tr
[
VK
L∑
l=0
Φl(CVK)
T
E(nnT )CVK
L∑
l=0
ΦlVTK
]
= σ2tr
[
L∑
l=0
Φl(CVK)
T
CVK
L∑
l=0
Φl
]
= σ2tr
(I−Φ)( L∑
l=0
Φl
)2 .
Therefore,
E ‖xˆMIA − x‖22 = ‖t‖22 + σ2tr
(I−Φ)( L∑
l=0
Φl
)2 .
The Von Neumann’s trace inequality states that
tr
(I−Φ)( L∑
l=0
Φl
)2 ≤ K∑
i=1
λi (I−Φ)λi
( L∑
l=0
Φl
)2 ,
where λi(•) denotes the i-th eigenvalue of a matrix.
By reusing the derivation in (16), we know
λi
( L∑
l=0
Φl
)2 = λ2i
(
L∑
l=0
Φl
)
=
(
L∑
l=0
δli
)2
=
(1− δL+1i )2
(1− δi)2
.
Combined with λi (I−Φ) = 1− δi,
tr
(I−Φ)( L∑
l=0
Φl
)2 ≤ K∑
i=1
(1− δL+1i )2
1− δi , (20)
which results in
E ‖xˆMIA − x‖22 ≤ ‖t‖22 + σ2
K∑
i=1
(1− δL+1i )2
1− δi . (21)
We have proved in Proposition 1 that 0 ≤ δi < 1, so
K∑
i=1
(1− δL+1i )2
1− δi <
K∑
i=1
1
1− δi . (22)
Combining (18), (21) and (22), we can see that when noise
variance, i.e., σ2, is very large, the proposed MIA reconstruc-
tion method will achieve better MSE performance. Thus, we
can safely claim that our proposed reconstruction method is
more robust to large noise than the LS reconstruction. 
