we discuss the nonstationary multisplittings and two-stage multisplittings to solve the linear systems of algebraic equations Ax = b when the coefficient matrix is a non-Hermitian positive definite matrix, and establish the convergence theories with general weighting matrices. This not only eliminates the restrictive condition that it is usually assumed for scalar weighting matrices, but also generalizes it to a general positive definite matrix.
INTRODUCTION AND PRELIMINARIES
Iterative methods based on matrix splittings play an important role in solving large sparse systems of linear equations (see (1, 2] ), and the convergence property of a matrix splitting determines the numerical behaviour of the corresponding iterative method. There are many studies for the convergent property of a matrix splitting for important matrix classes such as M-matrix, H-matrix, and Hermitian positive definite matrix; however, little is known about a non-Hermitian positive definite matrix. Berman and Plemmons [l] and Wang and Bai [3] gave some sufficient conditions to guarantee that B single splitting is a convergent splitting. In this paper, we will focus on the convergence of a multisplitting parallel algorithm with general weighting matrices.
In the analysis of [4] , the convergence theory is applied to nonstationary multisplittings and two-stage multisplittings for a class of non-Hermitian positive definite matrices. In this study, we first give some notations and preliminaries in Section 1, and then a class of non-Hermitian matrices, to establish the convergence theory of nonstationary multisplitting with general weighting matrices, is put forward in Section 2. Finally, the convergence theory of two-stage multisplittings for a non-Hermitian positive definite matrix is established in Section 3. Here are some essential notations and preliminaries. CnX" is used to denote the n x n complex matrix set, and Cn the n-dimensional complex vector set. In particular, we use Rnx" to denote the n x n real matrix set, and R" the n-dimensional real vector set. For an x E Cn, xH is used to represent the conjugate transpose of the vector 2. For A E Cnxn, H(A) and S(A) are used to denote the Hermitian and skew-Hermitian parts of matrix A, respectively; i.e., H(A) = (A + AH)/2 and S(A) = (A -AH)/2. M oreover, we use p(A) to denote the spectral radius of the matrix A, and I the identity matrix.
We 
CONVERGENCE WITH GENERAL WEIGHTING MATRICES
Consider the large sparse linear system of algebraic equations
where A is a positive definite matrix. We suppose that there exists a positive number satisfying 0 5 r < 1 such that (in later analysis, no special statement is made)
holds. The iteration matrix at kth step of this multisplitting method is k=l i.e., ek = Tkek-1, where the error at each step is ek = zlk) -2, and x* is the solution of (2.1). Convergence of method is obtained for any initial vector x0 by showing that i!?k --) 0 as k --+ co, where Hk = TkTk-1 . ..Tl. see, i.e., [4] . We first give the general convergence theorem using general matrix norm such that the norm of the identity matrix is equal to one as that in [4] .
Let A = Mi -Ni (i = 1,. . . , m) be convergent splittings, i.e., if p(M$T'Ni) < 1, then, since limk,, II(ib~f;~N~)"ll = 0 , given any positive number 77 < 1 there is an integer 3 = g(q), so that 
TWO-STAGE MULTISPLITTINGS
In this section, we analyze the convergence of a two-stage multisplitting parallel method to solve linear system (2.1).
Let Let B=Mi-Ni(i=l,... ,m) be strong P-regular splittings. Let p = Cz, lll&lln, 19 = IIB-lCllB, and r] = (1 -O)/p(l + 0). Let S be such that II(M~~'Ni)sIIn < q, s 2 S, i = 1,. . ,m. If the sequence of number of iterations satisfies s(i) 1 S, i = 1,. . . , m, then the twcFstage multisplitting Algorithm 2 converges to the solution of (2.1). Hence, the two-stage multisplitting Algorithm 2 converges to the solution of (2.1) for any initial vector z(O). I
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