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a b s t r a c t
The traditional Generalized Assignment Problem (GAP) seeks an assignment of customers
to facilities that minimizes the sum of the assignment costs while respecting the capacity
of each facility. We consider a nonlinear GAP where, in addition to the assignment costs,
there is a nonlinear cost function associated with each facility whose argument is a linear
function of the customers assigned to the facility. We propose a class of greedy algorithms
for this problem that extends a family of greedy algorithms for the GAP. The effectiveness
of these algorithms is based on our analysis of the continuous relaxation of our problem.
We show that there exists an optimal solution to the continuous relaxation with a small
number of fractional variables and provide a set of dual multipliers associated with this
solution. This set of dual multipliers is then used in the greedy algorithm. We provide
conditions under which our greedy algorithm is asymptotically optimal and feasible under
a stochastic model of the parameters.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The Generalized Assignment Problem (GAP) seeks an assignment of customers (or jobs) to facilities (or machines) that
minimizes the sum of the assignment costs subject to a capacity constraint on each facility. In this paper, we are concerned
with the following nonlinear extension of the GAP:
minimize
m∑
i=1
(
n∑
j=1
cijxij + gi
(
n∑
j=1
sijxij
))
subject to (NL-GAP)
n∑
j=1
aijxij ≤ bi for i = 1, . . . ,m (1)
m∑
i=1
xij = 1 for j = 1, . . . , n (2)
xij ∈ {0, 1} for i = 1, . . . ,m, j = 1, . . . , n, (3)
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where the functions gi, i = 1, . . . ,m, are continuous, the set of customers is indexed by j = 1, . . . , n, and the set of facilities
is indexed by i = 1, . . . ,m. Our study of this class of problems is motivated by its many applications in areas such as supply
chain management and parallel machine scheduling.
In the context of supply chain management, suppose that we are interested in assigning a set of customers to a set of
facilities. Each customer will have a certain demand level (or rate) for a product; in particular, if customer j is assigned to
facility i, the demand level of customer j for the product is equal to sij. Further, if facility i satisfies the demand of customer
j, a quantity aij of a scarce resource (such as storage space, labor hours, or materials) is required, and the availability of this
resource at facility i is equal to bi. The function value gi(S) represents the cost of producing S units of the product at facility
i. In this situation, we seek an assignment of customers to facilities that minimizes the total of the assignment costs and
production costs at the facilities in order to meet the demand of the set of customers. In many settings, the demand level of
customer j is independent of the facility to which it is assigned, i.e., sij = sj for i = 1, . . . ,m and j = 1, . . . , n. Further, for
many resources, the value sij is proportional to aij for all customer j = 1, . . . , n. In other words, for facility i, we have that
aij = αisij for j = 1, . . . , n. In this situation, constraints (1) can be replaced by the constraints
n∑
j=1
sijxij ≤ bi
αi
for i = 1, . . . ,m.
This means that there is a constraint on the amount of demand that can be assigned to a facility.
In this motivation, the cost function gi may take the form of a wide variety of functions due to the fact that there are
many types of production cost functions in supply chain management. For example, Huang et al. [6] consider continuous
time single sourcing problems where the values sij = sj represent the demand rate of customer j per unit time and where
the production cost function gi(S) = √2KihiS represents the cycle stock cost associated with the classic economic order
quantity. The joint inventory-location model studied by Shen et al. [16] is also an instance of the NL-GAP where sij is the
(facility-independent) mean demand of customer j and the cost function gi represents a fixed-charge facility opening cost
and the operating, inventory, and safety stock costs associated with assigning a random customer demand with mean S
and variance proportional to the mean to facility i. If the facility locations in Shen et al. [16] are pre-determined (i.e., are
not variables in the problem), then this function gi is continuous. Note that both these problems lead to concave facility
production cost functions. In many situations, the production cost functions exhibit economies of scale in production
(i.e., gi is concave). If there are economies of scale in production but the facility i has an internal production capacity and
a subcontracting option, then the function gi is typically concave up until the internal capacity (representing the internal
production costs) and convex after the internal capacity (representing the subcontracting costs). At the internal capacity,
the function gi will often be ill-structured, e.g., non-differentiable, for many practical situations.
If the customers have nonstationary demands that share a common seasonality pattern over a finite horizon and the
total cost of meeting demand is measured via the solution of an economic lot-sizing problem, we can represent the cost
of serving a certain base demand level, S, at facility i by the function value gi(S). Freling et al. [4] assume that production
in each period is capacitated and production and inventory holding costs are linear, which leads to a cost function gi that
is piecewise linear and convex. If, alternatively, there are fixed setup costs associated with production but production is
uncapacitated, a piecewise linear concave cost function gi is obtained. Under other assumptions on production and inventory
cost functions and capacities the function gimay be nonconvex and/or nonconcave. In these settings, note that the functions
gi are continuous but non-differentiable.
The NL-GAP also has applications in parallel machine scheduling. Suppose that we are interested in assigning the set of
jobs to the machines. The value sij represents the span required to produce job j on machine i. In this problem, the function
value gi(S) is the cost of operating machine i for S units of span. When machine i deteriorates over time, i.e., the machine
processes jobs at a slower rate the longer the machine is run, then the function gi is convex. When the machine i requires
a warmup period, i.e., the machine does not process jobs at its full capabilities until it warms up, then the function gi is
concave. When machine i needs an operator, whom we must pay overtime wages if he/she works over a certain amount of
time, then the function gi is a piecewise linear convex function.
In this paper, we will propose and study a family of greedy algorithms for the NL-GAP that extends such algorithms
that have previously been developed for the GAP and other extensions thereof (see, for example, Romeijn and Romero
Morales [13–15], Ahuja et al. [1], and Rainwater et al. [11]). This greedy algorithm is based on a family of appropriately
defined weight functions which measure the cost of assigning a customer to a particular facility. These weight functions are
parameterized by a set of parameters that can be interpreted as dual variables associated with the continuous relaxation of
the NL-GAP. We will show that there exists an optimal solution to the relaxation of the NL-GAP with a relatively small
number of split customers (i.e., customers that are fractionally assigned to multiple facilities). This result allows us to
show that, for appropriately chosen weight parameters, the greedy algorithm is asymptotically feasible and optimal with
probability one when the demand and requirement parameters for each customer are independent of the facility it is
assigned to.
The remainder of this paper is organized as follows. In Section 2, we examine properties of an optimal solution to
the continuous relaxation of the NL-GAP. We show that there exists an optimal solution to the NL-GAP with a relatively
few number of split customers and develop a certain set of dual multipliers associated with it. Further, we discuss the
relationship of these dual multipliers with standard nonlinear programming techniques, such as the KKT conditions and
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Lagrangian relaxation. We propose a class of greedy algorithms for the NL-GAP in Section 3 and discuss the properties of
the algorithm when it is applied with the dual multipliers developed in Section 2. We propose a stochastic model for the
NL-GAP in Section 4 and discuss the average case performance of the greedy algorithm.We show that the algorithm applied
with the dual multipliers from Section 2 is asymptotically optimal and feasible when the requirements of the NL-GAP are
facility-independent. For the case of facility-dependent requirements, we provide an asymptotically optimal and feasible
greedy algorithm for the NL-GAP with convex functions. We conclude the paper in Section 5 with some future research
directions.
2. Properties of the relaxation
The optimal solution to the continuous relaxation of the NL-GAP will play a fundamental role in developing the greedy
algorithm for the NL-GAP. In particular, we examine the problem
minimize
m∑
i=1
n∑
j=1
cijxij +
m∑
i=1
gi
(
n∑
j=1
sijxij
)
subject to (NL-GAPR)
n∑
j=1
aijxij ≤ bi for i = 1, . . .m (4)
m∑
i=1
xij = 1 for j = 1, . . . n (5)
xij ≥ 0 for i = 1, . . . ,m, j = 1, . . . , n,
where the binary restrictions in the NL-GAP are replaced by the non-negativity restrictions on the variables. The following
family of linear programs is closely related to the NL-GAPR and is fundamental in our analysis of it:
minimize
m∑
i=1
n∑
j=1
cijxij
subject to (LNL-GAPR)
n∑
j=1
sijxij = Si for i = 1, . . .m (6)
n∑
j=1
aijxij ≤ bi for i = 1, . . .m
m∑
i=1
xij = 1 for j = 1, . . . n
xij ≥ 0 for i = 1, . . . ,m, j = 1, . . . , n,
where we have fixed the values Si, i = 1, . . . ,m. The following theorem provides a structural property of some optimal
solution to the NL-GAPR, which will be useful in bounding the number of split customers in some optimal solution.
Theorem 2.1. There exists an optimal solution, x∗, to the NL-GAPR that is an optimal basic feasible solution to the LNL-GAPR for
some S ∈ Rm.
Proof. Suppose that x¯ is optimal toNL-GAPR. Define the linear programLNL-GAPR such that Si =∑nj=1 sijx¯ij for i = 1, . . . ,m.
Clearly, x¯ is feasible to LNL-GAPR. Moreover, any solution to LNL-GAPR, say x, is feasible to NL-GAPR with objective function
value satisfying
m∑
i=1
n∑
j=1
cijxij +
m∑
i=1
gi
(
n∑
j=1
sijxij
)
=
m∑
i=1
n∑
j=1
cijxij +
m∑
i=1
gi(Si) ≥
m∑
i=1
n∑
j=1
cijx¯ij +
m∑
i=1
gi(Si)
since x¯ is optimal to NL-GAPR. Therefore, for any feasible x to LNL-GAPR,
m∑
i=1
n∑
j=1
cijxij ≥
m∑
i=1
n∑
j=1
cijx¯ij,
so that x¯ is optimal to LNL-GAPR and any optimal solution to LNL-GAPR is also optimal to NL-GAPR. Since there exists an
extreme point optimal solution, x∗, to LNL-GAPR, our desired result follows. 
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For the remainder of this paper, we will let x∗ denote the optimal solution to NL-GAPR that satisfies the conditions of
Theorem 2.1. In analyzing the properties of x∗, it will be useful to define several sets associated with it. Given a solution x
that is a basic feasible solution to the LNL-GAPR for some S ∈ Rm, we define
Fx = {(i, j) : 0 < xij < 1}
as the set of fractional variables in x and
SCx = {j : there exist distinct i, i′ such that (i, j), (i′, j) ∈ Fx}
as the set of split customers in x. For a given basic representation of x, we also define
Bx = {(i, j) : xij is basic in x}
as the set of basic variables in the representation of x,
Mx =
{
i : the slack variable associated with the constraint
n∑
j=1
aijxij ≤ bi is basic
}
as the set of basic facilities in the representation of x, and
SBx = {j : there exist distinct i, i′ such that (i, j), (i′, j) ∈ Bx}
as the set of split basic customers in the representation of x. For the remainder of this paper, when we refer to x∗, we will
also be implicitly referring to the optimal basic representation of it. Theorem 2.1 is useful in bounding the size of these sets
for x∗.
Lemma 2.2. We have that |Bx∗ | ≤ 2m+ n, |SBx∗ | ≤ 2m, |Fx∗ | ≤ 4m, and |SCx∗ | ≤ 2m.
Proof. By the definition of a basic feasible solution to LNL-GAPR, there is exactly 2m+ n basic variables, i.e, |Bx∗ | + |Mx∗ | =
2m + n. By constraints (5), at least one xij must be positive, and therefore basic, for each j = 1, . . . , n. This means that
we have at most 2m ‘free’ basic variables. Therefore, at most 2m customers can have xij and xi′j as basic which implies that
|SBx∗ | ≤ 2m. In order for (i, j) ∈ Fx∗ , it is necessary that there exists at least one i′ such that (i, j), (i′, j) ∈ Bx∗ . This implies
that |Fx∗ | ≤ 4m and |SCx∗ | ≤ 2m. 
Therefore, there exists an optimal solution to the NL-GAPR such that the number of split customers is at most 2m,
independent on the number of customers n. The idea behind the greedy algorithm for the NL-GAP is to reassign only the
split (or split basic) customers from x∗. In order to accomplish this, we will next develop a set of dual multipliers associated
with x∗ that help in guaranteeing that all non-split customers are properly assigned in the greedy algorithm. We note that
the feasible region of the dual of LNL-GAPR is independent of S. In particular, it is given by
D = {(λ, ξ, v) ∈ Rm+ × Rm × Rn : vj ≤ cij + aijλi − sijξi for i = 1, . . . ,m, j = 1, . . . , n} .
We have the following corollary to Theorem 2.1 that provides a set of dual multipliers associated with x∗.
Corollary 2.3. There exists an optimal solution, x∗, to NL-GAPR and dual multipliers (λ∗, ξ ∗, v∗) ∈ D, that satisfy the comple-
mentary slackness conditions.
Proof. This result follows immediately by defining x∗ be the extreme point optimal solution defined by Theorem 2.1 and
(λ∗, ξ ∗, v∗) be its (optimal) complementary dual solution in LNL-GAPR. 
The following result helps characterize the relationship between x∗ and its (optimal) complementary dual solution from
Corollary 2.3.
Lemma 2.4. If D is non-degenerate, then there exists a feasible dual solution (λ∗, ξ ∗, v∗) that satisfies the Non-Split/Split Basic
Complementary Dual Properties with x∗, i.e.,
• Non-Split Basic Complementary Dual Property: For each j 6∈ SBx∗ , x∗ij = 1 implies that
v∗j = cij + aijλ∗i − sijξ ∗i
and for all k 6= i
v∗j < ckj + akjλ∗k − skjξ ∗k .
• Split Basic Complementary Dual Property: For each j ∈ SBx∗ , there exists some i = 1, . . .m such that:
cij + aijλ∗i − sijξ ∗i = mink6=i ckj + akjλ
∗
k − skjξ ∗k .
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Proof. By Corollary 2.3, there exists a feasible dual solution, (λ∗, ξ ∗, v∗) that satisfies the complementary slackness
conditions with x∗. If j ∈ SBx∗ , there must exist two indices i, k such that are basic. By complementary slackness, v∗j =
cij+ aijλ∗k − sijξ ∗i = ckj+ akjλ∗k − skjξ ∗k . Since (λ∗, ξ ∗, v∗) is dual feasible, we have that v∗j ≤ ci′j+ ai′jλ∗i′ − si′jξ ∗i′ for all i′. This
proves the Split Basic Complementary Dual Property.
We will now focus on proving the Non-Split Basic Complementary Dual Property. By complementary slackness and
the feasibility of x∗, for every j, there must exist i such that v∗j = cij + aijλ∗i − sijξ ∗i and by dual feasibility we have
v∗j ≤ cij + aijλ∗i − sijξ ∗i for all i. Therefore, v∗j = mini cij + aijλ∗i − sijξ ∗i . It remains to be shown that for j 6∈ SBx∗ , there
is a single facility i that achieves this minimum or, equivalently, has v∗j = cij + aijλ∗i − sijξ ∗i . Since j 6∈ SBx∗ , there is a single
i such that (i, j) ∈ Bx∗ and, therefore, x∗ij = 1. Note that a basis of D can be characterized by a selection of 2m + n active
constraints. The choices (i, j) ∈ Bx∗ and i ∈ Mx∗ form such a selection due to the complementary slackness principle. Since
D is non-degenerate, we have that only the hyperplanes vj = cij + aijλ∗i − sijξ ∗i for (i, j) ∈ Bx∗ and λ∗i = 0 for i ∈ Mx∗ may
be active at (λ∗, ξ ∗, v∗). Therefore, if j 6∈ SBx∗ , there exists a single i such that v∗j = cij + aijλ∗i − sijξ ∗i , which proves the
Non-Split Basic Complementary Dual Property. 
The greedy algorithm that will be developed in Section 3 will use the dual solution (λ∗, ξ ∗) that satisfies the Non-Split/Split
Basic ComplementaryDual Properties fromLemma2.4. In order to obtain (λ∗, ξ ∗), we could determine an optimal solution to
NL-GAPR and then solve the linear program LNL-GAPR based on the optimal solution. However, in general, determining the
optimal solution to NL-GAPR may be a difficult problem. In the following sections, we will build some intuitively appealing
relationships between common nonlinear programming concepts and the dual solution (λ∗, ξ ∗), which may be helpful in
determining this dual solution. If the functions gi, i = 1, . . . ,m, are convex, we will show that we can obtain (λ∗, ξ ∗) by
determining a KKT point (Section 2.1) or by solving an appropriately defined Lagrangian dual problem (Section 2.2).
2.1. The dual multipliers and the KKT conditions
In this section, we discuss the relationship between the problem LNL-GAPR and the optimality conditions of a related
problem to NL-GAPR. In particular, we examine the related problem
minimize f (x, S) =
m∑
i=1
(
n∑
j=1
cijxij + gi(Si)
)
subject to (NL-GAPR′)
n∑
j=1
sijxij = Si for i = 1, . . .m (7)
n∑
j=1
aijxij ≤ bi for i = 1, . . .m (8)
m∑
i=1
xij = 1 for j = 1, . . . n (9)
xij ≥ 0 for i = 1, . . . ,m, j = 1, . . . , n, (10)
where the main difference between NL-GAPR′ and LNL-GAPR is that S is now a vector of decision variables in NL-GAPR′. It is
clear that the problems NL-GAPR and NL-GAPR′ are equivalent. Assuming the functions gi, i = 1, . . . ,m, are locally Lipschitz
continuous, the generalized KKT conditions (see Hiriart-Urruty [5]) for NL-GAPR′ are
cij + aijλi − sijξi − vj − µij = 0 for i = 1, . . . ,m, j = 1, . . . , n (11)
∂gi(Si)+ ξi 3 0 for i = 1, . . . ,m (12)
µij ≥ 0 for i = 1, . . . ,m, j = 1, . . . , n (13)
λi ≥ 0 for i = 1, . . . ,m (14)
µijxij = 0 for i = 1, . . . ,m, j = 1, . . . , n (15)(
n∑
j=1
aijxij − bi
)
λi = 0 for i = 1, . . . ,m (16)(
n∑
j=1
sijxij − Si
)
ξi = 0 for i = 1, . . . ,m (17)
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m∑
i=1
xij − 1
)
vj = 0 for j = 1, . . . , n (18)
n∑
j=1
sijxij = Si for i = 1, . . .m (19)
n∑
j=1
aijxij ≤ bi for i = 1, . . .m (20)
m∑
i=1
xij = 1 for j = 1, . . . n (21)
xij ≥ 0 for i = 1, . . . ,m, j = 1, . . . , n. (22)
Wewill now showan intuitively appealing relationship between any solution to the generalized KKT conditions toNL-GAPR′
and the LNL-GAPR.
Lemma 2.5. If (x, S) and (λ, ξ, v, µ) satisfy the generalized KKT conditions (11)–(22), then x is optimal to the LNL-GAPR with
values S and (λ, ξ, v) is optimal to the dual of LNL-GAPR.
Proof. By conditions (19)–(22), x is feasible to the LNL-GAPR with values S. We will first show that (λ, ξ , v) is feasible to the
dual of LNL-GAPR. Recall that the feasible region of the dual of LNL-GAPR is given by
v′j ≤ cij + aijλ′i − sijξ ′i for i = 1, . . . ,m, j = 1, . . . , n (23)
λ′ ∈ Rm+, ξ ′ ∈ Rm, v′ ∈ Rn. (24)
By condition (11), we have that
cij + aijλi − sijξi − vj = µij ≥ 0,
where the inequality follows from condition (13). This implies that (23) is satisfied. Further, (24) follows from condition (14).
Therefore, (λ, ξ , v) is dual feasible. If we show that x and (λ, ξ , v) satisfy the complementary slackness conditions applied
to LNL-GAPR, then our desired result follows. Note that if xij > 0, it follows from condition (15) that µij = 0. By condition
(11), we have that
cij + aijλi − sijξi − vj = 0.
This implies that for all i = 1, . . . ,m and j = 1, . . . , n that
(cij + aijλi − sijξi − vj)xij = 0.
The remainder of the complementary slackness conditions of LNL-GAPR are exactly conditions (16)–(18). Therefore, x
satisfies the complementary slackness conditions of LNL-GAPR with (λ, ξ , v). The desired result follows since (λ, ξ , v) is
dual feasible. 
This result is particularly useful when the KKT conditions are sufficient for optimality such as, for example, when the
functions gi, i = 1, . . . ,m, are convex.
Theorem 2.6. If the functions gi, i = 1, . . . ,m, are convex and (x∗, S∗) and (λ∗, ξ ∗, v∗, µ∗) satisfy the generalized KKT
conditions (11)–(22), then x∗ is optimal to NL-GAPR and satisfies the Non-Split/Split Basic Complementary Dual Properties with
(λ∗, ξ ∗).
Proof. If the functions gi, i = 1, . . . ,m, are convex, we are minimizing a convex function over linear constraints in
NL-GAPR′. This means that if (x∗, S∗) satisfy the generalized KKT conditions with (λ∗, ξ ∗, v∗, µ∗), (x∗, S∗) is optimal to
NL-GAPR′. Therefore, x∗ is optimal to NL-GAPR. Lemma 2.5 shows that x∗ satisfies the complementary slackness conditions
with (λ∗, ξ ∗, v∗) and (λ∗, ξ ∗, v∗) ∈ D. These are exactly the requirements that are used to prove the Non-Split/Split Basic
Complementary Dual Properties in Lemma 2.4. 
Therefore, for the case of the NL-GAP with convex functions, wemay obtain the dual multipliers (λ∗, ξ ∗) by determining
an optimum of the problem NL-GAPR′. In certain situations, it may be beneficial to avoid solving a large scale (convex)
optimization problem to obtain the dual multipliers. In the next section, we show that, for convex functions, we can obtain
the dual multipliers by solving a Lagrangian dual problem.
T.C. Sharkey, H.E. Romeijn / Discrete Applied Mathematics 158 (2010) 559–572 565
2.2. The dual multipliers and a Lagrangian relaxation
In this section, we consider the relationship between the optimal dualmultipliers of NL-GAPR and the optimal solution to
a certain Lagrangian relaxation of NL-GAPR′. Let X be the set of solutions satisfying the continuous assignment constraints
and consider dualizing the nonlinear argument constraints (7) and the capacity constraints (8) from the NL-GAPR′. For a
fixed (λ, ξ), we define the function L(λ, ξ) to be equal to the optimal solution value of the problem
min
x∈X,S∈Rm
m∑
i=1
(
n∑
j=1
cijxij + gi(Si)
)
+
m∑
i=1
(
λi
(
n∑
j=1
aijxij − bi
)
+ ξi
(
Si −
n∑
j=1
sijxij
))
.
For any λ ∈ R+m and ξ ∈ Rm, L(λ, ξ) is a lower bound on the optimal solution value of NL-GAPR′. Note that this problem
decomposes by each customer and each facility, i.e., it can be written as
min
x∈X,S∈Rm
m∑
i=1
(
n∑
j=1
(cij + aijλi − sijξi)xij + gi(Si)+ ξiSi + λibi
)
=
n∑
j=1
min
i=1,...,m(cij + aijλi − sijξi)+
m∑
i=1
λibi +
m∑
i=1
min
Si∈R
(gi(Si)+ ξiSi). (25)
Therefore, for a fixed (λ, ξ), we can determine the value of the function L(λ, ξ) in O(nm + mφ) = O(mmax{n, φ}) time
where φ is the time required to solve a one-dimensional convex optimization problem of the formminS∈R(gi(S)+ ξS). The
Lagrangian dual problem is then defined as
max
λ∈R+m ,ξ∈Rm
L(λ, ξ). (26)
There arewell-knownmethods to solve the Lagrangian dual problem. Thesemethods are especially attractive if the inner
problem, i.e., L(λ, ξ), can be solved efficiently. In NL-GAPR′, the functions gi are convex and, therefore, the one-dimensional
convex optimization problems can be solved quickly. Further, for the NL-GAP with convex functions, we also have the
desirable property that the optimal solution to (26) also satisfies Lemma 2.4 with the optimal solution x∗ to NL-GAPR.
Theorem 2.7. If the functions gi, i = 1, . . . ,m, are convex, then the optimal dual solution, (λ∗, ξ ∗), to (26) is part of the
complementary dual solution of the optimal solution x∗.
Proof. Since x∗ is optimal to NL-GAPR, the solution (x∗, S∗), where
S∗i =
n∑
j=1
sijx∗ij for i = 1, . . . ,m,
is optimal to NL-GAPR′. Since the functions gi, i = 1, . . . ,m, are convex, there is no duality gap between NL-GAPR′ and the
Lagrangian dual problem, i.e., f (x∗, S∗) = L(λ∗, ξ ∗). Then, by Propositions 5.1.1 and 5.1.4 of Bertsekas [2], we have that (x∗,
S∗) and (λ∗, ξ ∗) satisfy the complementary slackness with respect to the dualized constraints,(
n∑
j=1
aijx∗ij − bi
)
λ∗i = 0 for i = 1, . . . ,m (27)(
n∑
j=1
sijx∗ij − S∗i
)
ξ ∗i = 0 for i = 1, . . . ,m, (28)
and
(x∗, S∗) = arg min
x∈X,S∈Rm
m∑
i=1
(
n∑
j=1
(cij + aijλi − sijξi)xij + gi(Si)+ ξiSi + λibi
)
. (29)
Now we must define the dual variables v∗ to have a complete dual solution (λ∗, ξ ∗, v∗). In particular, we define
v∗j = mini=1,...,m(cij + aijλ
∗
i − sijξ ∗i ) for j = 1, . . . , n.
By the definition of v∗, the solution (λ∗, ξ ∗, v∗) ∈ D, i.e., it is feasible to the dual of LNL-GAPR. Further, if x∗ij > 0, Eqs. (25)
and (29) imply that
cij + aijλ∗i − sijξ ∗i = mink ckj + akjλ
∗
k − skjξ ∗k = v∗j .
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Therefore, for any i and j, we have that(
cij + aijλ∗i − sijξ ∗i − v∗j
)
x∗ij = 0. (30)
Eqs. (27), (28) and (30) and primal feasibility of x∗ imply the complementary slackness conditions of the LNL-GAPR defined
with S∗. Note the dual feasibility of (λ∗, ξ ∗, v∗) implies that this solution is the complementary dual solution to x∗. 
This result implies that determining (λ∗, ξ ∗) satisfying the Non-Split/Split Basic Complementary Dual Properties (see
Lemma 2.4) is equivalent to solving the Lagrangian dual problem for the NL-GAP with convex functions.
3. A family of greedy algorithms
Now we propose a family of greedy algorithms for the NL-GAP which is similar to the one proposed in Romeijn and
Romero Morales [13] for the GAP. We define a weight function, f (i, j), representing a pseudo-cost of assigning customer j to
facility i (see, for example, Martello and Toth [7]). We define the desirability of a customer as
ρj = max
i
min
k6=i (f (k, j)− f (i, j)).
This means that ρj represents the cost of not assigning customer j to its most desirable facility. For any vectors λ ∈ Rm+ and
ξ ∈ Rm, we define the weight function to be
f(λ,ξ)(i, j) = cij + aijλi − sijξi.
The greedy algorithm chooses the customer j with the highest value ρj and assigns it to its most desirable facility, if the
assignment does not violate the capacity constraint of the facility. For a given (λ, ξ), we then perform the following greedy
algorithm (cf. the Modified Greedy Algorithm in Romeijn and Romero Morales [13]):
Greedy Algorithm
Step 0. Set J = {1, . . . , n}, b′i = bi for i = 1, . . . ,m, and Fj = {1, . . . ,m} for j = 1, . . . n.
Step 1. If Fj = ∅ for some j ∈ J , terminate since the algorithm could not find a feasible solution. Otherwise, set
ij = argmini∈Fj f (i, j) for j ∈ J,
ρj = mink∈Fj\{ij} f (k, j)− f (ij, j) for j ∈ J.
Step 2. Let ȷˆ = argmaxj∈J ρj, i.e., ȷˆ is the customer to be assigned next. If aiȷˆ ȷˆ > b′iȷˆ , then the assignment is not feasible.
Set Fj = {i : aij ≤ b′i} for j ∈ J and go to Step 1. Otherwise, set xGiȷˆ jˆ = 1, x
G
iˆȷ = 0 for i 6= iȷˆ, b′iȷˆ = b′iȷˆ − aiȷˆ ȷˆ, and
J = J\{ȷˆ}.
Step 3. If J = ∅, terminate the algorithm with a feasible solution to the NL-GAP, xG. Otherwise go to Step 1.
Note that the Greedy Algorithm is presented in such a way that we have flexibility in choosing the values for (λ, ξ ). We
refer to the Greedy Algorithm applied with (λ∗, ξ ∗) that satisfy the Non-Split/Split Basic Complementary Dual Properties
from Lemma 2.4 as the greedy procedure for the NL-GAP. We are now interested in analyzing the properties of the greedy
procedure. Define NSx∗ to be the set of non-split basic customers in x∗, i.e., NSx∗ = {1, . . . , n} \ SBx∗ .
Lemma 3.1. Suppose that D is non-degenerate and we perform the greedy procedure. For all j ∈ NSx∗ , we have that x∗ij = xGij .
Proof. Since j ∈ NSx∗ , we have that ρj > 0 by Lemma 2.4. Further, for any j′ ∈ SBx∗ , we have that ρj = 0. Therefore, we will
consider j before any j′ ∈ SBx∗ in the greedy procedure. Since x∗ does not violate any of the capacity constraints, the partial
solution given by x∗ij for i = 1, . . . ,m and j ∈ NSx∗ will not violate the capacity constraints either. This implies that we will
assign all j ∈ NSx∗ to its most desirable facility, i.e., ij = argmini=1,...m cij+ aijλi− sijξi. By Lemma 2.4, we have that ij will be
the facility which customer i is assigned to in x∗. 
If we define C¯ = max(i,j) cij and S¯ = max(i,j) sij, we can provide a performance guarantee on the greedy procedure. The
following result will be quite useful in analyzing the greedy procedure under a stochastic model.
Lemma 3.2. If D is non-degenerate and xG is feasible, we have that
(i)
∑m
i=1
∑n
j=1 cijx
G
ij ≤ 2mC¯ +
∑m
i=1
∑n
j=1 cijx
∗
ij; and
(ii) for any facility i,
∑n
j=1 sijx
G
ij ∈
[∑n
j=1 sijx
∗
ij − 2mS¯,
∑n
j=1 sijx
∗
ij + 2mS¯
]
.
Proof. Lemma 3.1 says thatwe can reassign up to 2m customers in obtaining xG from x∗. Therefore, at worst, we can reassign
each of these customers to a facility such that cij = C¯ . This implies (i). For a particular facility, we can fully assign (or fully
remove) up to 2m new customers in obtaining xG from x∗. This implies that (ii) holds. 
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4. Asymptotic behavior of the greedy algorithm
In this section, we are interested in analyzing the performance of the greedy procedure for the NL-GAP as the number
of jobs, n, goes to infinity while the number of facilities,m, remains fixed for a stochastic model of the problem parameters.
We extend a stochastic model that is often used for the GAP and its extensions (see, for example, in Dyer and Frieze [3] and
Romeijn and Piersma [12]). In particular, defining Aj = (A1j, . . . , Amj), Cj = (C1j, . . . Cmj), and Sj = (S1j, . . . Smj), let (Aj, Cj, Sj)
and be i.i.d. randomvectors in the bounded set [AL, AU ]m×[CL, CU ]m×[SL, SU ]m. (For simplicity in our analysis andmotivated
by the applications of the NL-GAP, we will assume that AL, CL, SL > 0. It is not difficult, however, to extend our results to
the situation where this assumption is relaxed.) Under this stochastic model for the problem parameters, the total demand
and resource consumption per facility will grow as the number of customers grows (since the number of facilities remains
constant). To account for this, we will switch to a reformulation of (NL-GAPR′) in which both the parameters bi and the
variables Si grow linearly in n; i.e., we
(i) let bi depend linearly on n, i.e., bi = βin for some βi > 0,
(ii) define a normalized cost function γi through γi(σ ) = 1ngi(σn).
This means that we will in fact study the following normalized, but otherwise equivalent, formulation of the NL-GAP:
minimize fn(x) =
m∑
i=1
(
1
n
n∑
j=1
cijxij + γi
(
1
n
n∑
j=1
sijxij
))
subject to (NNL-GAP(n))
1
n
n∑
j=1
aijxij ≤ βi for i = 1, . . . ,m
m∑
i=1
xij = 1 for j = 1, . . . , n
xij ∈ {0, 1} for i = 1, . . . ,m, j = 1, . . . , n.
We are now in a position to examine the asymptotic feasibility/optimality of the greedy procedure. We say that the
greedy procedure is asymptotically feasible if xG is feasible to NNL-GAP(n) with probability 1 as n→∞. We will say that the
procedure is asymptotically optimal if the procedure is asymptotically feasible and
lim
n→∞ fn(x
G)− fn(x∗) = 0.
Our analysis of the asymptotic feasibility and optimality of the greedy procedure will be organized as follows. We will
begin by assuming the asymptotic feasibility of the greedy procedure, i.e., we assume that the following condition holds:
Condition 4.1. As n→∞, xG is feasible to NNL-GAP(n) with probability 1.
It turns out that proving that Condition 4.1 holds is more difficult than proving that the greedy procedure is asymptotically
optimal under Condition 4.1. Therefore, we will first prove asymptotic optimality of the greedy procedure under
Condition 4.1 and thendiscuss situations underwhich the conditiondoes indeedhold. Our first preliminary result establishes
that Lemma 3.1 can be applied with probability 1.
Lemma 4.2. Under the proposed stochasticmodel for theNL-GAP, the feasible region of the dual of LNL-GAPR, D, is non-degenerate
with probability 1.
Proof. This follows directly from the fact that the parameters cij, aij, and sij for i = 1, . . . ,m and j = 1, . . . , n are continuous
random variables. 
This lemma is useful in proving the greedy procedure is asymptotically optimal under Condition 4.1.
Theorem 4.3. Under Condition 4.1, the greedy procedure for the NL-GAP is asymptotically optimal.
Proof. By Lemma 4.2, we can apply the results of Lemma 3.2 to xG. By Lemma 3.2, we know that
fn(xG) ≤ 2mCUn +
1
n
n∑
j=1
cijx∗ij +
m∑
i=1
max
z∈[− 2mSUn ,
2mSU
n ]
γi
(
z + 1
n
n∑
j=1
sijx∗ij
)
,
which implies that
fn(xG)− fn(x∗) ≤ 2mCUn +
m∑
i=1
(
max
z∈[− 2mSUn ,
2mSU
n ]
γi
(
z + 1
n
n∑
j=1
sijx∗ij
)
− γi
(
1
n
n∑
j=1
sijx∗ij
))
.
568 T.C. Sharkey, H.E. Romeijn / Discrete Applied Mathematics 158 (2010) 559–572
Note that for any feasible solution to any NNL-GAPR(n), we have that 1n
∑n
j=1 sijxij ∈ [0, SU ]. Since γi(Si) is continuous
and the interval [0, SU ] is compact, the function γi : [0, SU ] → R is uniformly continuous (see, for example, Munkres [8]).
This implies that for any  > 0, there exists some n(, i) such that for every n ≥ n(, i) and ς ∈ [0, SU ] that
max
z∈[−2mSUn ,
2mSU
n ]
γi(z + ς)− γi(ς) < .
Therefore, for any  > 0, there exists some n() = maxi=1,...,m n(, i) such that for every n ≥ n(), ς ∈ [0, SU ], and
i = 1, . . . ,m,
max
z∈[−2mSUn ,
2mSU
n ]
γi(z + ς)− γi(ς) < .
This implies that for any  > 0, there exists n0 such that for every n ≥ n0,
fn(xG)− fn(x∗) ≤ 2mCUn +
m∑
i=1
(
max
z∈[− 2mSUn ,
2mSU
n ]
γi
(
z + 1
n
n∑
j=1
sijx∗ij
)
− γi
(
1
n
n∑
j=1
sijx∗ij
))
< .
Since fn(xG)− fn(x∗) ≥ 0 (because xG is feasible to NNL-GAPR(n)) and the definition of the limit, we have that
lim
n→∞ fn(x
G)− fn(x∗) = 0. 
We will now explore the asymptotic feasibility of the greedy procedure or, equivalently, situations where Condition 4.1
holds. Romeijn and Piersma [12] show that the problems NNL-GAP(n) and NNL-GAPR(n) are not necessarily feasible for the
stochastic model described above. The following assumption guarantees that both problems are feasible with probability 1
as n→∞ and infeasible with probability 1 as n→∞ if the assumption is violated.
Assumption 4.4. The excess capacity,
∆ = min
λ∈Ω
(
λ>β − E(min
i
λiAi1)
)
,
(whereΩ is the unit simplex) is strictly positive.
Theorem 4.5 (Romeijn and Piersma [12]). As n→∞, NNL-GAP(n) and NNL-GAPR(n) are feasible with probability 1 if ∆ > 0
and is infeasible with probability 1 if ∆ < 0.
Therefore, in our probabilistic analysis of NNL-GAP(n), it is appropriate to assume that Assumption 4.4 holds. In the following
sections, we analyze the feasibility of the procedure under two separate models, facility-independent parameters and
facility-dependent parameters.
4.1. Facility-independent parameters
In this section, we will consider problems characterized by facility-independent parameters, i.e., Cij = C1j, Aij = A1j, and
Sij = S1j. We will show that selecting the optimal dual solution from the NNL-GAPR(n) leads to an asymptotically feasible
procedure. This in combination with Theorem 4.3 proves that the greedy procedure is asymptotically feasible and optimal.
We first begin with a preliminary result that deals with the unused capacity of any feasible solution to NNL-GAPR(n).
Lemma 4.6. When the parameters are facility-independent, the aggregate unused capacity of any feasible solution to NNL-
GAPR(n) grows linearly with n with probability 1 as n→∞.
Proof. For the facility-independent case, Romeijn and Piersma [12] show that Assumption 4.4 is equivalent to the condition
E(A1j) <
m∑
i=1
βi. (31)
For any continuous assignment vector, x, that is feasible to NNL-GAPR(n), the normalized aggregate unused capacity of any
feasible solution is given by
m∑
i=1
(
βi − 1n
n∑
j=1
Aijxij
)
=
m∑
i=1
βi − 1n
m∑
i=1
n∑
j=1
A1jxij
=
m∑
i=1
βi − 1n
n∑
j=1
A1j
(
m∑
i=1
xij
)
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=
m∑
i=1
βi − 1n
n∑
j=1
A1j
> 0
with probability 1 as n→∞, by Eq. (31) and the Central Limit Theorem. 
We can now prove our main result about the greedy procedure applied to the NL-GAP with facility-independent
parameters.
Theorem 4.7. When the parameters are facility-independent, then the greedy procedure is asymptotically feasible and optimal
with probability 1 as n→∞.
Proof. Lemma 4.2 shows that, with probability 1, D is non-degenerate. Then Lemma 3.1 holds and we only reassign split
basic jobs to obtain xG from x∗. The number of these reassignments, i.e., the number of split basic jobs, is independent of n
since Lemma 2.2 shows that |SBx∗ | ≤ 2m. By Lemma 4.6, the unused aggregate capacity of the facilities grows linearly in
n with probability 1 as n→ ∞ and therefore, grows sufficiently large to accommodate the reassignments that need to be
made to obtain xG (since this number is independent of n). Therefore, the greedy procedure is asymptotically feasible with
probability 1 and Condition 4.1 holds. Theorem 4.3 shows that the greedy procedure is also asymptotically optimal with
probability 1. 
4.2. Facility-dependent parameters
We will now consider the more general situation where the parameters are allowed to vary between facilities. This is
more difficult than the situation in Section 4.1 since we cannot (necessarily) guarantee that the unused capacity for any
solution to NNL-GAPR(n) grows linearly in n. Therefore, rather than focus on the greedy procedure as it was defined in
Section 3, we will explore an alternative procedure that is based on a different set of dual multipliers. To do so, we examine
a problem where we slightly perturb the capacity constraints:
minimize fn(x) =
m∑
i=1
(
1
n
n∑
j=1
cijxij + γi
(
1
n
n∑
j=1
sijxij
))
subject to (NNL-GAPR(n, δn))
1
n
n∑
j=1
aijxij ≤ βi − δn for i = 1, . . . ,m
m∑
i=1
xij = 1 for j = 1, . . . , n
xij ≥ 0.
Following Rainwater et al. [11] (who used a similar approach to obtain an asymptotically optimal heuristic for the GAP with
flexible jobs), we will choose the sequence of δn to have the following properties:
(i) limn→∞ δn = 0,
(ii) limn→∞ nδn = ∞, and
(iii) 0 < δn ≤ δ < ∆.
Essentially, these properties guarantee that the unused capacity of feasible solutions to NNL-GAPR(n, δn) and the
constraints in NNL-GAP(n) grows linearly with n as n→∞while ensuring that NNL-GAPR(n, δn) and NNL-GAPR(n) behave
the same asymptotically for certain classes of nonlinear functions. In particular, we will show that
lim
n→∞ fn(x
∗) = lim
n→∞ fn(x
∗(δn)),
where x∗ and x∗(δn) are optimal to NNL-GAPR(n) and NNL-GAPR(n, δn) respectively, for the NL-GAP with convex functions.
The proof of this result relies on the fact that there is no duality gap when we relax the capacity constraints of NNL-GAPR(n)
or NNL-GAPR(n, δn). This result means that we can use the dual multipliers associated with x∗(δn) to develop a greedy
algorithm that is asymptotically optimal and feasible for the NL-GAP with convex functions. We first show that for convex
functions, the NNL-GAPR(n) and NNL-GAPR(n, δn) are asymptotically equivalent.
Lemma 4.8. If the functions γi, i = 1, . . . ,m, are convex, then
lim
n→∞ fn(x
∗) = lim
n→∞ fn(x
∗(δn)).
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Proof. See the Appendix. 
We can use this result to provide an alternative greedy algorithm that is asymptotically optimal and feasible when the
functions γi, i = 1, . . . ,m, are convex.
Theorem 4.9. The solution returned by the greedy algorithm, xG(δn), where we use the optimal set of dual multipliers from NNL-
GAPR (n, δn), (λ∗(δn), ξ ∗(δn)), is asymptotically feasible and optimal to NNL-GAP (n) when the functions γi, i = 1, . . . ,m, are
convex.
Proof. Lemma 3.1 states that only split jobs in x∗(δn) are reassigned by the greedy algorithm to obtain xG(δn). Since
the amount of additional capacity in the problem NNL-GAP(n) over the amount in NNL-GAPR(n, δn) goes to infinity
(i.e., limn→∞ nδn) and the number of reassignments is independent of n (see Lemma 2.2), xG(δn) is feasible to NNL-GAP(n)
with probability 1 as n goes to infinity. This implies that xG(δn) satisfies Condition 4.1. By Theorem 4.3 and Lemma 4.8, we
have that, with probability 1 as n→∞,
lim
n→∞ fn(x
G(δn)) = lim
n→∞ fn(x
∗(δn)) = lim
n→∞ fn(x
∗).
Therefore, xG(δn) is asymptotically optimal to NNL-GAP(n). 
The issue of providing an asymptotically feasible and optimal procedure to solve the general NL-GAP with continuous
functions remains an open issue. The main reason that we cannot extend, in a straightforward manner, Lemma 4.8 (and
consequently, Theorem 4.9) is the fact that its proof relies on the fact that there is no duality gap whenwe relax the capacity
constraints in the NL-GAP with convex functions. In general, there may be a duality gap between the continuous relaxation
of the NL-GAP and the Lagrangian dual problem.
5. Summary and future research directions
In this paper, we proposed a greedy procedure for the NL-GAP that is based on the optimal solution to its continuous
relaxation. We have discussed results about the optimal solution to the relaxation of the NL-GAP. We developed a set of
dual multipliers associated with some optimal solution to the relaxation and showed that the greedy procedure using these
multipliers only reassigns a small number of customers from the facility to which they are assigned in the optimal solution
to the relaxation. It was shown that this set of dual multipliers can be obtained by solving a certain Lagrangian relaxation of
the problem for the NL-GAP with convex functions. Further, we discussed the performance of the greedy procedure for an
appropriately defined stochastic model of the parameters. We showed that the greedy procedure is asymptotically optimal
and feasible when the requirements of the NL-GAP are facility-independent. We have shown the use of an alternative set of
dual multipliers, obtained from a related problem, in the greedy algorithm, leads to an asymptotically optimal and feasible
procedure when the requirements of the NL-GAP with convex functions are facility-dependent.
For the special case of the NL-GAPwith convex functions, we have a complete and effective heuristic for the problem.We
can obtain the optimal solution to the continuous relaxation in polynomial time for most convex functions (see for example,
Nesterov and Nemirovski [10] and Nemirovski and Todd [9]) or obtain the dual multipliers required for the heuristic by
solving a Lagrangian dual problem. Further, we are able to provide greedy heuristics for the NL-GAP with convex functions
that are asymptotically optimal and feasible for both when the parameters are facility-independent and facility-dependent.
In the future, it may be interesting to examine the properties and performance of the greedy algorithm for the NL-GAP
when it is applied with the optimal dual multipliers of a Lagrangian dual problem presented in Section 2.2. Note that this
Lagrangian dual problem can still be solved effectively under many types of functions gi, since the inner minimization
problems only require the solution of a one-dimensional optimization problem. However, the optimal solution to the
Lagrangian dual problem cannot, in general, be expected to be the same as the set of dual multipliers associated with the
optimal solution to the continuous relaxation of the NL-GAP since there may be a duality gap between the problems. It
would also be interesting to see if the results of Section 4.2 can, in some way, be extended to the general NL-GAP. Since the
results of Section 4.2 for the NL-GAP with convex functions rely on Lagrangian duality, new techniques would need to be
developed to extend these results for the NL-GAP with continuous functions.
Our approach in examining the relaxation of the NL-GAP required virtually no assumptions on the nonlinear functions
(such as differentiability) in the problem. In the future, it may be interesting to see if our approach (examining a related
family of linear programs) can be used in obtaining effective heuristics and algorithms for other classes of nonlinear
programming problems.
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Appendix
Lemma 4.8. If the functions γi, i = 1, . . . ,m, are convex, then
lim
n→∞ fn(x
∗) = lim
n→∞ fn(x
∗(δn)).
Proof. Since the functions γi, i = 1, . . . ,m, are convex, there is no duality gap when considering NNL-GAPR(n) (or NNL-
GAPR(n, δn)) and its Lagrangian dual problem. Therefore, we have that
fn(x∗(δn)) = max
λ≥0
Φn(λ, δn),
where
Φn(λ, δn) = min
x∈X
(
m∑
i=1
(
n∑
j=1
1
n
(cij + λiaij)xij + γi
(
1
n
n∑
j=1
sijxij
)))
+
m∑
i=1
λi(−βi + δn)
= Φn(λ, 0)+ δn
m∑
i=1
λi (32)
and X is the set of continuous assignment constraints. We will show that we may restrict ourselves to solutions λ that lie in
a compact set in maximizingΦn(λ, δn). First, we have
max
λ≥0
Φn(λ, δ) ≥ Φn(0, δ) ≥ CL +
m∑
i=1
min
Si∈[0,SU ]
γi(Si). (33)
Further, for any λ, we have that
Φn(λ, δ) = min
x∈X
(
m∑
i=1
(
n∑
j=1
1
n
(cij + λiaij)xij + γi
(
1
n
n∑
j=1
sijxij
)))
−
m∑
i=1
λiβi +
m∑
i=1
λiδ
≤ min
x∈X
(
m∑
i=1
n∑
j=1
1
n
(cij + λiaij)xij
)
+
m∑
i=1
max
Si∈[0,SU ]
γi(Si)−
m∑
i=1
λiβi + δ
m∑
i=1
λi
= 1
n
n∑
j=1
min
i
(cij + λiaij)+
m∑
i=1
max
Si∈[0,SU ]
γi(Si)−
m∑
i=1
λiβi + δ
m∑
i=1
λi
≤ CU +
m∑
i=1
max
Si∈[0,SU ]
γi(Si)−
(
m∑
i=1
λiβi − 1n
n∑
j=1
min
i
λiaij
)
+ δ
m∑
i=1
λi
≤ CU +
m∑
i=1
max
Si∈[0,SU ]
γi(Si)− min
λ′≥0,e>λ′=1
(
m∑
i=1
λ′iβi −
1
n
n∑
j=1
min
i
λ′iaij
)
m∑
i=1
λi + δ
m∑
i=1
λi
→ CU +
m∑
i=1
max
Si∈[0,SU ]
γi(Si)+ (δ −∆)
m∑
i=1
λi (34)
with probability 1 as n→∞ by Romeijn and Piersma [12]. Therefore, for any λ, (33) and (34) imply that
CL +
m∑
i=1
min
Si∈[0,SU ]
γi(Si) ≤ CU +
m∑
i=1
max
Si∈[0,SU ]
γi(Si)+ (δ −∆)
m∑
i=1
λi.
Therefore, the functionΦn(λ, δ) obtains its maximum on the compact setΛ = {λ ≥ 0,∑mi=1 λi ≤ Γ }, where
Γ =
CU − CL +
m∑
i=1
( max
Si∈[0,SU ]
γi(Si)− min
S′i∈[0,SU ]
γi(S ′i ))
∆− δ ,
with probability 1 as n → ∞. We can apply the same analysis as above to show that the function Φn(λ, δn) obtains its
maximum on the compact setΛ(δn) = {λ ≥ 0,∑mi=1 λi ≤ Γ (δn)}where
Γ (δn) =
CU − CL +
m∑
i=1
( max
Si∈[0,SU ]
γi(Si)− min
S′i∈[0,SU ]
γi(S ′i ))
∆− δn ,
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with probability 1 as n → ∞. Since δn ≤ δ, we have that Γ (δn) ≤ Γ and, therefore, the functions Φn(λ, δn) and Φn(λ, δ)
obtain their maximum overΛwith probability 1 as n→∞. Therefore, we have that
Φn(λ, δn) = Φn(λ, 0)+ δn
m∑
i=1
λi ≤ Φn(λ, 0)+ Γ δn (35)
with probability 1 as n→∞. This implies that,
fn(x∗) ≤ fn(x∗(δn)) = max
λ≥0
Φn(λ, δn) ≤ max
λ≥0
Φn(λ, 0)+ Γ δn
= fn(x∗)+ Γ δn → fn(x∗) as n→∞. 
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