Abstract: This paper looks at capacity achieving detection strategies for information transfer over time-varying channels. The time-varying binary symmetric channel (TV-BSC) is identified as the basic binary state-space model. Separation of entropies principles and the TV-BSC model-based state-space approach are used to determine the performance bounds for coherent and non-coherent detection over time-varying communication channels. The mutual information rate over the TV-BSC, assuming channel estimation in the presence of channel noise, is shown to be below the channel information capacity because of lack of perfect channel knowledge. Furthermore, it is shown that TV-BSC model-based differential detection has a fundamental advantage over the channel estimation based detection since it theoretically preserves the TV-BSC information capacity when the observation interval approaches infinity. Simulation analysis corroborates the theoretical results, showing that multiple-symbol differential detection practically achieves the TV-BSC capacity in just a few symbol observation times.
Introduction
In practical mobile wireless communication systems, where the channel is highly non-stationary (relative to the data rate), the channel process is an additional underlying stochastic process at work in addition to channel noise and the information source. The channel stochastic process is not directly observable, but can only be observed through the two stochastic processes that produce the channel output sequence of observations [1] . Furthermore, the timevarying channel process is not completely observable given channel noise [2] . Thus, standard coding and detection solutions for information transmission over time-invariant channels, which are optimal in combating noise, may not be optimal assuming stochastic channel time-variations and lack of perfect knowledge of the channel. Therefore the time-varying communication channel, common in the mobile wireless communication systems, calls for fundamental information theory issues to be revisited.
The communication channel information capacity formula, C ¼ B log(1 þ S/N), where B is the channel bandwidth, S/N is the signal to AWGN (additive white Gaussian noise) power ratio, was given by Shannon [3] . The information rate R, which could be transmitted over the channel with vanishingly small probability of error, must satisfy the inequality R C. This leads us to revisit the four explicit assumptions under which this formula was derived: infinite signal time delay (or very long signal delay), existence of a powerful channel coding/decoding scheme, stationary (time-invariant) channel model with bandwidth B and known communication channel parameters.
As far as wire-line communication channels can be considered time-invariant, the four mentioned assumptions listed above are closely satisfied. However, if the communication channel is time-varying, as in mobile wireless communication systems, the third and fourth assumptions require particular attention.
Non-stationary wireless communication channels violate the concept of signal spectrum and consequently the concept of signal bandwidth required in the third assumption [4] . Furthermore, stochastic process uncertainty of time-varying communication channels disregards the fourth assumption, since time-varying channel parameters estimation reduce the information transmission rate.
The real difficulty in establishing capacity results for time-varying channels stems from imperfect knowledge of the channel (channel uncertainty) rather than its timevarying nature, although it is the time variations in the presence of channel noise that render estimation difficult [5] [6] [7] . Thereby, assuming an uncertainty of the channel knowledge, the mutual information performance of standard (channel estimation based and differential) detection strategies needs further consideration.
In order to determine mutual information performance bounds for information transmission over time-varying channels, one has to be able to incorporate a knowledge of the propagation conditions to adequately relate received and transmitted signals. Model-based state-space system analysis, which is presented, uses the channel model, in state equation form, in addition to the channel output observation to examine the performance of different detection strategies. In fact, essential prerequisites for addressing information theoretic issues of time-varying channels are characterising properly the time-varying channel and developing an accurate, application-independent model of such a channel. However, the time variation of the channels proves to be very difficult to model and circumscribe [5] .
As an alternative to modelling a communication channel at the physical level, model design can be formulated for the purpose of system performance analysis. When formulated in this way, as we do in this paper, the intention is to reveal the limits to information throughput and provide a theoretical framework for optimal solution at the application level. Further, this approach enables significant model complexity reduction which is better suited to provide insight into fundamental theoretical communication issues. A well-known example is the binary symmetric channel (BSC) which is relevant to time-invariant AWGN channels. That is, the essential qualitative elements of information theory for time-invariant AWGN channels can be efficiently explained using the BSC model. In [8] , an intuitive approach is used to develop the time-varying binary symmetric channel (TV-BSC) as an analogy to the BSC for the time-varying case. We show that the TV-BSC has a strong information theoretical foundation and we use the TV-BSC model to provide mutual information performance analysis of timevarying communication channels.
The main contributions of this paper may be summarised as follows: † We identify the TV-BSC as the basic binary state-space model. We use separation of entropies principles and the TV-BSC model-based state-space approach to determine the performance bounds for coherent and non-coherent detection over time-varying communication channels. † We show that, in accordance with the separation of entropy principle, the mutual information rate over the TV-BSC, assuming channel estimation (coherent detection) and the presence of channel noise, is below the channel information capacity. † We formally prove that multiple-symbol TV-BSC model-based differential detection, as a form of block-by-block maximum likelihood sequence detection, preserves the TV-BSC information capacity when the observation interval approaches infinity. This fundamental advantage of the differential detection is shown to be based on ability to exploit channel process innovation. Furthermore, we show that the differential scheme is very robust to a decrease in channel time correlation (quite the opposite trend to coherent detection methods), due to fact that the channel process entropy becomes predominant over the noise process entropy.
Notation: Throughout the paper, p( . ) denotes the distribution of a random variable, H( . ) denotes the entropy, H(Á) denotes the entropy rate, I( . ; . ) denotes the mutual information and I (Á ; Á) denotes the mutual information rate. Additionally, while X is a discrete-time stochastic process, X k is the process random variable at time k with alphabet X , x k is a realisation of the random variable X k and X k is the sequence of the process random variables at time n ¼ 1 through n ¼ k, where k ! 1.
2 Model-based state-space approach and time-varying binary symmetric channel
State-space time-varying channel modelling
The state-space channel model applies to general discrete and continuous time-varying channels, whose variation is governed by a stochastic process taking values over a statespace of time-invariant channels.
Variation of the continuous-time state-space channel is governed by a continuous-time stochastic process S(t), t . 0 with state-space C. Each channel state c [ C indexes a time-invariant continuous-time channel, and S(t) is called the channel state at time t.
The variation of the discrete-time state-space channel is determined by a discrete-time stochastic process S n with state-space C. The state-space is a set of discrete memoryless channels with common input and output alphabets, denoted by X and Y, respectively.
In general, the state-space model places no restrictions on the stochastic process S n . However, if the stochastic process S n is Markov with stationary transition probabilities, and its state-space C ¼ {c 0 , c 2 , . . . , c MÀ1 } is finite, then the statespace model is called a finite-state Markov channel (FSMC).
Time-varying BSC model
The TV-BSC model, presented in [9] , is a stationary two-state uniformly symmetric variable noise Markov channel. The states are designed as discrete memoryless BSC's with crossover probability p and 1 2 p, 0 p 0.5, for the non-inverting BSC state c 0 and the inverting BSC state c 1 , respectively. The state transition probabilities are given by
where 0 q 0.5. Because of the underlying Markov nature, the TV-BSC has the channel memory which depends on q and which is given by
'Slow' TV-BSC exhibits a long memory (m ! 1) and its current channel state is very persistent (q ! 0). Similarly, a 'fast' TV-BSC frequently changes its state (q ! 0.5) and exhibits a short memory (m ! 0).
It is shown in [9] that the TV-BSC is unique as the basic FSMC model that shows a non-trivial influence on capacity because of the channel uncertainty. Furthermore, it is shown in [9] that the TV-BSC exhibits some non-trivial features of time-varying channels not captured in general by the Gilbert-Elliot channel [10] , to which it bears some superficial resemblance.
The analysis in [9] uses an intuitive approach to develop the TV-BSC model. However, we show that the TV-BSC has a much more general information theoretic foundation. By defining c 0 W 0 and c 1 W 1, the TV-BSC can be analytically recognised as the basic binary time-varying statespace model, described by
where x n and y n are the channel input and output binary sequence, respectively; n n and h n are the channel (observation) and system noise process, respectively, and È is modulo-2 addition. Additionally, S n , n n , h n [ f0, 1g, Pr(n n ¼ 1) ¼ p, Pr(h n ¼ 1) ¼ q and S n , n n and h n are statistically independent processes. We use the TV-BSC model-based state-space approach to examine the mutual-information performance of different detection strategies for information transfer over time-varying channels. From the system analysis point of view, the principle objective of the model-based state-space approach is to exploit both, observation equation and the additional knowledge of non-stationary propagation conditions, in state equation form, in order to determine the mutualinformation performance bounds.
Separation of entropies from time-varying channel output observation
Entropy rate of the channel output observation of the timevarying communication channel is determined by the information source entropy rate, channel process entropy rate and channel noise process entropy rate. Based on results from [2, 3, 8, 10, 11] the following three separation of entropies principles for the information transfer over timevarying channels can be identified.
1. If the channel process entropy is equal to zero (perfect channel state information (CSI) is available), by proper encoding of the information, errors of the information induced by a noisy channel can be reduced to any desired level without sacrificing the rate of the information transfer. 2. If the channel information source entropy is equal to zero (an infinitely long training sequence is transmitted), the channel process can be estimated with arbitrarily small probability of error. However, in this case, the information transmission rate is equal to zero. 3. If the noise process entropy is equal to zero (noiseless channel), the channel process is completely observable at the receiver, enabling capacity achieving ML (maximumlikelihood) information detection.
The first principle follows from the Shannon coding theorem. The second principle can be confirmed at the level of FSMCs, for instance, by using the decisionfeedback estimator [11] . The third principle can be demonstrated by using optimal blind FSMC estimation [8] .
The three separation of entropies principles reveal that if one of the entropy does not exist, the other two can be separately suppressed, allowing channel estimation and/or signal detection with overall capacity achieving mutual information performance.
However, an unknown time-varying channel process is not completely observable in the presence of channel noise, based on the channel output sequence of observations [2] . Furthermore, the basic Shannon channel coding theorem cannot be directly implemented because of lack of CSI. In other words, if all three stochastic processes (i.e. the information source, channel and noise) are unknown, their entropies cannot be separated and separately suppressed based only on the channel output observation sequence.
Channel estimation based detection

Channel process entropy and observable channel process entropy
Based on the state equation (3b), the entropy rate of the channel (state) process H(S), S W (S 1 , S 2 , S 3 , . . .), of the TV-BSC model can be expressed as
where h(q) ¼ 2q log 2 q 2 (1 2 q)log 2 (1 2 q) is the binary entropy function of q. The channel process S is an underlying stochastic process that is not directly observable at the channel output [1] . The observable channel process entropy rate H ob (S) of the channel process S at the receiver side can be expressed as
where C is the information capacity of an unknown timevarying channel and C CSI is the information capacity of the same channel with the perfect CSI assumption. In general, the observation of the channel process is affected by both the channel noise uncertainty and the information source uncertainty. Thereby, the observable channel entropy rate (5) is not necessarily the same as the entropy rate (4) of the channel process itself.
In order to determine the observable channel process entropy rate H ob (S) of the TV-BSC, one can express the TV-BSC information capacity as [9] 
where H(Z) is the entropy rate of the TV-BSC error function Z n ¼ X n È Y n as n ! 1, for an input distribution p(X ) which is uniform i.i.d. (independent identically distributed). Furthermore, the information capacity C CSI of the TV-BSC with CSI is given as
where H(ZjS) is the entropy rate of the TV-BSC error function Z n ¼ X n È Y n as n ! 1, assuming CSI and the uniform i.i.d. input distribution p(X ). However, C CSI is also the statistical average over the two states of the corresponding channel capacity as
where C c0 and C c1 are the non-inverting and inverting states information capacity, respectively. Furthermore,
is the information capacity of the BSC with the crossover probability p. Consistent with the stationary distribution we choose the initial state probabilities
Thus, based on (5) and (8) , the information capacity of the TV-BSC is the information capacity of the BSC reduced by the observable channel entropy rate H ob (S), which exists because of stochastic channel time variations. Thereby, the BSC can be recognised a special case (or the time-invariant equivalent) of the TV-BSC, when CSI is available.
Combining (5), (6) , and (8) gives
where H(Z=S) ¼ h(p) is the entropy rate of the noise process n n (3a). The second last equality follows from the fact that H(Z) À H(Z=S) ¼ H(S) À H(S=Z) [12] . Expression (9) shows that even though the channel process S n exists independently of the channel noise process n n and, thereby, entropy rate H(S) ¼ h(q) does not depend on p, the observable channel process entropy rate H ob (S) is determined by both, channel process entropy H(S) ¼ h(q) and noise process entropy rate
In the presence of channel noise (0 , p 0.5), H(SjZ) . 0 and consequently
However, in the noise-less situation ( p ¼ 0), H(ZjS) ¼ h(p) ¼ 0 and, thereby, H(SjZ) ¼ 0 which leads to
Mutual information performance of channel estimation based detection
Imperfect knowledge of the channel essentially affects mutual information performance of the standard channel estimation based decoding solutions which are optimal assuming perfect channel knowledge [5] . Here we use the model-based approach and the TV-BSC model, given by state-space model (3), to analyse mutual information performance of the channel estimation based detection. Fig. 1 shows channel process entropy rate H(S) ¼ h(q) and observable channel process entropy rate H ob (S) ¼ C CSI À C of the TV-BSC. Channel state estimation reduces the channel process entropy rate H(S). However, as H ob (S) H(S) then theoretically
where
is the mutual information rate, assuming channel estimation, as shown in Fig. 1 . Furthermore, based on (10) and (11), one can write
If q ¼ 0 the TV-BSC stays forever into the initial state S 0 and the channel process entropy rate H(S) ¼ h(q) ¼ 0. Consequently, H(S=Z) ¼ 0 and H ob (S) ¼ 0, which leads to
Equality in (13) follows from the third separation of entropies principle and (14) follows from the first principle. However, inequality in (13) confirms that separate timevarying channel estimation (h(q) suppression) in the presence of channel noise, followed by the data detection (h( p) suppression) cannot be capacity achieving. Fig. 1 further shows that the channel estimation based detection performs worse as q increases and the channel becomes faster. If the TV-BSC is too fast (i.e. q ! 0.5, m ! 0), such that h(q) ! 1 2 h( p), then the amount of information needed for the channel estimation is higher than the information capacity of the TV-BSC (denoted by the arrow in Fig. 1) . Thereby, the channel estimation cannot be performed at all.
The optimal blind FSMC estimation, presented in [8] , can be considered as a conformation, on an application level, of the mutual information performance analysis, presented here. It is shown in [8] that the blind channel estimation [13, 14] exploits implicit information which originates from the input signal redundancy (signal structure) [15] . Furthermore, it is shown that the maximum mutual information rate assuming optimal blind estimation in the presence of channel noise is strictly below the FSMC information capacity because of noisy channel estimation. Simulation analysis in [8] is performed using the Gilbert-Elliot channel.
In Fig. 2 , we simulate mutual information performance of the optimal blind TV-BSC estimation to further confirm main outcomes of this analysis. Fig. 2 shows that optimal blind output-feedback channel estimation in noisy environment achieves channel information capacity only if m ¼ 1 (i.e. q ¼ 0; channel stays forever in the initial state). However, for 0 , m , 1 (0 , q , 0.5), the maximum mutual information rate is strictly below the TV-BSC information capacity because of noisy channel estimation.
TV-BSC model-based differential detection
Mutual information performance of model-based differential detection
In order to examine whether there exists a basic optimal TV-BSC model-based encoding/detection strategy, we assume a two-state Markov source with all valid state transition probabilities, that is, p i,j (d ) = 0, i, j [ f0, 1g, which is transmitted over the TV-BSC. We fix the channel transition structure (1) and calculate transition probabilities p i,j (d ) of the source which optimises the achievable mutual information rate over the channel, by repeating until convergence the following step [16] i, j [ f0, 1g, and the cascade which consists of the differential encoder and TV-BSC preserves the TV-BSC information capacity (at worst, a tight lower bound) [16] . Thus, the expectation-maximisation version of the Arimoto-Blahut algorithm, for Markov process transmitted over a noisy finite-state machine channel (15) , shows that the differential encoder is an optimal two-state Markov source, in a mutual information sense, which preserves the capacity of TV-BSC.
Generally, the idea of the model-based encoding/detection is to use the channel model, in state equation form, to find an optimal Markov source (encoder) in terms of the mutual information performance. The TV-BSC modelbased encoding/detection still has the conventional, differential detection form. More complex channel models would have more complex, generalised forms of the model-based encoding/detection.
Differentially encoded sequence x k , given by
where b k is kth information bit and x 0 is the reference bit, is transmitted over the TV-BSC, given by the state-space model (3a), (3b). Differential decoding of the received signal y k is performed as follows
Although the channel state process S k in general exhibits the memory m, given by (2), sequence d k in (17) is determined by the innovation h k ¼ S k È S k21 of the channel process S k , which is essentially i.i.d. (memoryless). This enables adoption of multiple-symbol differential detection [17] , as a form of block-by-block maximum likelihood sequence detection, which is initially developed for timeinvariant (memoryless) channels. The multiple-symbol differential detection exploits the distortion correlation from the sequence 1 k ¼ v k È v k21 , by using a sequence of N þ 1 samples to detect jointly N transmitted symbols.
It is important to note here that the channel process innovation, which can be generalised as h k ¼ f(S n jS n21 ), is the key concept for the model-based differential detection over time-varying channels. In fact, we use the term 'differential' to emphasise the ability of the algorithm to exploit the channel process innovation in order to provide capacity achieving performance. Thereby, the model-based differential detection significantly overcomes the meaning of the conventional differential detection.
In order to analyse mutual information performance of the differential encoding/detection scheme, we define an equivalent channel struture, Fig. 3 , for a cascade which consists of the differential encoder (16), the TV-BSC (3a), (3b) and differential decoder (17) .
The equivalent channel state at time instant k, S k (e) can be defined as
The transition structure of the equivalent channel is given by (Fig. 3 )
Consistent with the stationary distribution, the vector of initial channel state probabilities
)], i, j [ f0, 1g is the solution of the equation
. However, by balancing probabilities [12] , the (2 . i þ j)th element of Q 0 (e) can be found as
where i, j [ f0, 1g. Additionally, the equivalent channel state law is given by (Fig. 3 )
where z (e) W b n È d n is the error functions for the equival-
The following theorem confirms that the differential detection scheme preserves the information capacity of the TV-BSC channel, as the observation interval N ! 1.
Theorem:
The information capacity of the equivalent channel, which is the cascade of the differential encoder, TV-BSC and differential decoder, is equal to the information capacity of the original TV-BSC
that is, the differential encoding/detection scheme is information lossless.
Proof: For a stationary stochastic process [12] lim By the chain rule [12] ,
Combining (22) and (23), (6) becomes
Similarly, the equivalent channel is uniformly symmetric, variable noise channel and its information capacity is
for an input distribution, that is uniform i.i.d. Lemma 1 in the Appendix proves that
A A special case implementation of above analysis should also be mentioned. By assuming q ¼ 0, the TV-BSC stays forever into initial state and becomes a (time-invariant) BSC. According to (21), one can conclude that differential detection over an unknown BSC achieves the channel information capacity (and so the performance of optimal coherent detection). However, the q ¼ 0 assumption means that the channel is constant indefinitely. From the information theory point of view, the indefinitely constant channel assumption is equivalent to the channel state information assumption. Thus, if the channel is time-invariant then there is no fundamental advantage of using the differential over coherent detection and vice-versa.
Simulation analysis
Fig. 4 depicts the mutual information rate I (e)
N over state transition probability q, for symbol-by-symbol and N-symbol differential detection (N ¼ 2, 3) over the TV-BSC, given by
assuming an input distribution that is uniform i.i.d. [11] . In order to calculate the entropy H(Z
) is calculated recursively by using backward iterative procedure formulated in [1, 18] . Analysis from Fig. 4 confirms that N ¼ 2-symbol differential detection of binary phase shift keying already provides a noticeable improvement in mutual information performance in comparison with symbol-by-symbol differential detection. Furtermore, with observation times only on the order of a few symbol intervals, multiple-symbol differential detection practically achieves the channel information capacity (N ¼ 3 at higher SNR ( p ¼ 0.05)).
In order to analyse how quickly I (e) N , given by (28), approaches the TV-BSC information capacity C, given by (6) , by increasing the observation interval, we define the normalised mutual information rate.
Since (29) is normalised by the channel information capacity C, the normalisation factor is different for channels with different capacities. Thus, a greater t means that mutual information rate approaches closer to the channel capacity, but it does not mean a higher absolute mutual information rate. Fig. 5 shows the normalised mutual information rate t for multiple-symbol differential detection over TV-BSC for two different speeds of channel time-variations q ¼ 0.01 and q ¼ 0.05 and two different channel state crossover probabilities, p ¼ 0.05 and p ¼ 0.1. For the same state transition probability q, a longer observation time (more symbols for detection) is needed to approach the channel information capacity in more noisy conditions Fig. 5 ). For instance, for p ¼ 0.1 and q ¼ 0.01, seven-symbol observation interval is needed to achieve 0.99 of the channel capacity, Fig. 5 . This observation is clearly related to a higher phase distortion correlation 1 k in (17) and exists independently of the channel time variations. The same phenomenon can be observed for time-invariant channels [17] .
For the same channel state crossover probability p, faster TV-BSC needs a shorter observation time (less symbols for detection) to approach channel information capacity compared to slower TV-BSC (q ¼ 0.05 against q ¼ 0.01 in Fig. 5 ). The reason is that h k in (17) becomes more dominant over 1 k for faster channel. Consequently, the mutual information penalty of truncating the phase distortion correlation from 1 k , by using a shorter observation interval is smaller compared to slower channel.
Thus, the differential detection scheme is capacity achieving and very robust to an increase in channel timevariation rate (fading rate increase) which are quite opposite trends to coherent detection methods.
Conclusions
This paper introduces three key concepts for determining mutual information performance bounds for different detection strategies over time-varying channels. These concepts are separation of entropy principles, model-based differential detection and equivalent channel model. While the separation of entropy principles is essential for determining performance of the coherent detection, the equivalent channel enables us to calculate the mutual information performance of the model-based differential detection. The model-based differential detection, as shown here, uses the state-space approach to exploit channel process innovation in order to provide capacity achieving performance. Thereby, this concept has a much more general meaning than the conventional (multiple-symbol) differential detection.
This paper shows that there is a fundamental advantage of model-based differential detection over channel estimation based detection when the channel is not static (timevarying) and when there is noise -a distinction which is not present in the time-invariant case. This is established by showing a differential scheme which is capacity achieving. In contrast, for channel estimation based detection, it is shown that the lack of perfect channel knowledge, because of noisy channel estimation, essentially reduces the achievable mutual information rate below the channel information capacity.
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Proof: By using (19) for the initial channel state probability and (18) and (20), the distribution of the error function sequence Z (e) N of the equivalent channel, after N time instants can be expressed
where the last equality follows from the fact that the transition from the initial channel state
does not depend on j by (18) and
i,0 ) in (31) can be calculated by using backward recursion, based on (18) and (20). The recursion starts
and ends by , given by (20). Combining (31) with (32) and (33), one can write
Furthermore, for the original TV-BSC
However, P 1 i¼0 p(Z N , S N ¼ kjS 0 ¼ i) in (35) can be calculated by using backward recursion. It starts
and ends by
where p (Z,k) ¼ p(ZjS ¼ k) is the TV-BSC law at the state S ¼ k. Combining (35) with (36) and (37), for any m [ f0, 1g, one can obtain
However, because of constellation symmetry ( p i 
for any m [ f0,1g. Consequently
Finally, since the initial TV-BSC state probability p(S 0 ¼ i) ¼ 0.5 for any m [ f0, 1g, we have
