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ABSTRAK: Banyak penelitian sebelumnya berrhubungan dengan human robot interface, interaksi manusia 
dengan robot menggunakan isyarat tangan sebagai bahasa tubuh manusia. Isyarat tangan yang digunakan 
dalam penelitian ini adalah isyarat tangan bergerak yang berposisi menunjuk untuk identifikasi isyarat 
tangan, faktor yang paling penting adalah kemampuan membedakan tangan dengan obyek lain berdasarkan 
warna kulitnya. Metode untuk mendeteksi warna kulit tangan adalah Fuzzy C-Means (FCM) yang memiliki 
kemampuan memperbaiki pusat cluster dan nilai keanggotaan tiap data secara berulang dengan 
meminimumkan fungsi obyektif, sehingga pusat cluster akan bergerak menuju lokasi yang tepat. Hasil 
pengenalan dengan metode moving detection, mampu mendeteksi pergerakan obyek bergerak. secara baik 
sebesar 91.07944% dalam 1 detik. obyek Skin detection dengan Fuzzy C-Means (FCM) mampu melakukan 
segmentasi warna kulit dan bukan kulit secara real-time dengan tingkat keberhasilan. 90.2834% Identifikasi 
pola isyarat tangan dengan rule base tingkat keberhasilannya 86.67%. Identifikasi hasil virtual hand writing 
menggunakan jaringan syaraf tiruan metode LVQ sebagai perintah untuk mengendalikan robot tingkat 
keberhasilannya mencapai 79.2%. 
 
Kata kunci:  virtual pointer , Fuzzy C-Mean  (FCM), jaringan syaraf tiruan LVQ 
 
 
ABSTRACT:  Many previous researches have been done in relation to human-robot interface, which is an 
interaction between human and robot using hand gesture. Hand gesture that is used in this research is a 
moving hand gesture with pointing position. The most important factor to identify hand gesture is the ability 
to differentiate hands with other objects based on the skin colour. A method to detect hand skin colour is using 
Fuzzy C-Means (FCM) which can refine a cluster centre and the membership value of each data iteratively by 
minimizing objective function. Hence, the cluster centre moves to the correct location. Recognition result with 
moving detection method was able to detect the movement of a moving object 91.07944% in 1 second. Skin 
detection using FCM was able to segment skin colour and not the skin in real time with the successful rate 
90.2834%. The successful rate of the hand gesture pattern identification using rule base is 86.67%. The 
successful rate of virtual hand writing using LVQ artificial neural network as a command for controlling a 
robot is 79.2%. 
   





Salah satu alat komunikasi manusia adalah 
menggunakan isyarat tangan. Untuk tuna wicara 
misalnya, isyarat tangan sebagai alat komunikasi 
utama untuk bisa berinteraksi sehari-hari sebagai 
media komunikasi [1]. Isyarat tangan juga banyak 
digunakan sebagai kode isyarat atau sandi untuk 
mengirim berita atau sebagai system pengaturan 
seperti dalam sistem parkir pesawat terbang [2, 3], ada 
rambu-rambu dari isyarat tangan, begitu pula polisi 
dalam mengatur lalu lintas, dan masih banyak lagi [4, 
5, 6].  
Tracking gerakan dan isyarat tangan oleh kom-
puter dapat digunakan sebagai suatu dasar pengem-
bangan teknologi robotika [7]. Suatu interface virtual 
mouse berbasis gambar (vision) secara real time 
merupakan suatu metode yang dapat mewakili 
tracking tersebut [8, 9]. Dukungan user interface 
diantara perangkat yang lain akan memudahkan 
pengendalian yang smooth dari pointer mouse dalam 
jarak jauh secara real time [10]. 
Berdasarkan hal tersebut, maka dalam penelitian 
ini dilakukan pengembangan sistem agar komputer 
bisa berinteraksi dengan manusia berdasarkan isyarat 
tangan yang bergerak, bukan pola tangan yang diam. 
Komputer harus terlebih dahulu memahami isyarat 
tangan manusia sebagai simbol-simbol yang telah 
ditentukan sebagai pengendali bagi suatu robot model 
laboratorium, sehingga dibutuhkan pengolahan citra 
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sebagai pembelajaran pola isyarat tangan yang berupa 
citra tangan dan nantinya digunakan sebagai serang-
kaian informasi bahasa isyarat sebagai pengendali 
robot. Indentifikasi isyarat tangan dilakukan secara 
real-time, sehingga pertama-tama dibutuhkan metode 
untuk mendeteksi obyek yang bergerak, akan tetapi 
obyek yang bergerak tidak hanya tangan sehingga 
harus diidentifikasi bentuk tangan. Membedakan 
tangan dan bukan tangan yang harus dilakukan adalah 
deteksi warna kulit tangan terlebih dahulu meng-
gunakan Fuzzy C-Means [11] untuk clustering warna 
kulit tangan. Sedangkan pola bentuk tangan dapat 
digunakan integral proyeksi untuk menentukan bentuk 
pola tangan sebagai bahasa isyarat yang telah 
ditentukan. Pergerakan identifikasi isyarat tangan akan 
menghasilkan suatu bentuk isyarat tangan yang 
disusun dalam bentuk gambar angka (virtual hand 
wirting) sehingga hasil gambar angka tersebut bisa 
digunakan untuk mengendalikan robot baik dalam 




Perancangan dan pembuatan sistem identifikasi 
isyarat tangan sebagai pengendali telerobotik secara 




Dalam penelitian ini digunakan web-cam untuk 
menangkap gambar secara on-line yang dihubungkan 
dengan komputer. Sebelumnya web-cam harus mem-
perhatikan intensitas pencahayaan ruangan sehingga 
warna obyek sesuai dengan warna sebenarnya. Obyek 
yang ditangkap oleh kamera obyek bergerak, selain 
obyek diam. Dalam penelitian ini, obyek yang ber-
gerak harus mampu diidentifikasi pergerakannya, 
dengan membandingkan data piksel-piksel tetangga-
nya. Obyek yang bergerak yang digunakan dalam 
penelitian ini adalah obyek tangan. Pertama-tama 
yang harus dilakukan adalah mendeteksi warna kulit 
tangan dengan menggunakan Fuzzy C-Means(FCM). 
Keberhasilan deteksi warna kulit sangat penting 
karena sebagai dasar untuk mengetahui pola tangan 
yang digunakan untuk melakukan pergerakan tangan 
yang akan menghasilkan pola angka 1 sampai 6 
sebagai perintah pngendali robot secara jarak jauh. 
Ekstraksi ciri pola tangan menggunakan integral 
proyeksi, hasil ekstraksi dan training diperoleh batasan 
nilai minimum dan maksimum dari pola tangan 
menunjuk yang merupakan bentuk tangan yang 
digunakan dalam penelitian ini. Sehingga dengan 
rule-base [12], pola tangan menunjuk dapat di-
identifikasi sesuai dengan kriteria berdasarkan hasil 
training yang telah digunakan. Hasil pergerakan 
tangan yang telah identifikasi menghasilkan pola 
angka 1 sampai 6, pola angka tersebut diidentifikasi 
dengan menggunakan LVQ salah satu dari metode 
neural network [5], hasil identifikasi pola angka 
tersebut sebagai perintah gerakan robot sesuai dengan 
perintah angka 1 sampai 6. Gambar 1 adalah blok 
diagram identifikasi dari penelitian ini. 
 
Gambar 1. Blok Diagram Identifikasi Isyarat 
Tangan  
 
Gambar 1 merupakan blok diagram dari sistem 
identifikasi isyarat tangan sebagai pengendali 
telerobotik secara real-time. Dalam penelitian ini, 
selain membuat software identifikasi isyarat tangan 
secara real-time yang merupakan human computer 
interface juga digunakan hardware robot tangan yang 
telah dimodifikasi sehingga siap menerima perintah 
sesuai dengan tujuan dalam penelitian ini. 
 Peralatan yang digunakan dalam penelitian ini 
adalah: 
- sebuah laptop pentium IV yang dilengkapi Sistem 
Operasi Window XP 
- bahasa pemrograman  VB 6.0 
- sebuah robot tangan Lynxmotion RIOS SSC-32 
V1.01 
- interface DAC berfungsi untuk menterjemahkan 
perintah komputer menjadi gerakan tangan robot 
 
Deteksi Pergerakan (Moving Detection) 
Penelitian ini menggunakan obyek yang bergerak. 
Obyek yang bergerak harus mampu terdeteksi per-
gerakaannya. Metode yang digunakan untuk men-
deteksi pergerakan adalah menggunakan algoritma 
komputasi dengan membandingkan perbedaan antara 
data piksel yang lalu dengan data piksel tetangganya 
pada t waktu.  
 
Fuzzy C-Means (FCM) 
Obyek yang bergerak dalam penelitian ini adalah 
ujung telunjuk tangan. Untuk mengidentifikasi tangan 
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maka harus dilakukan pengenalan warna kulit tangan 
yang merupakan dasar dari pengenalan pola tangan 
menunjuk. Yang akan dikerjakan oleh sistem adalah 
melakukan pengelompokan jenis warna-warna kulit 
yang menjadi target warna tangan yang akan 
diidentifikasi bentuk pola tangannya. Karakteristik 
pengelompokan ini memerlukan suatu metode yang 
punya tidak terlalu kaku dalam mengclusterkan data 
hasil pengenalan, karenanya dipilihlah metode Fuzzy 
C Means (FCM). FCM yang memiliki kemampuan 
memperbaiki pusat cluster dan nilai keanggotaan tiap 
data secara berulang dengan meminimumkan fungsi 
obyektif, sehingga pusat cluster akan bergerak menuju 
lokasi yang tepat. 
FCM adalah suatu teknik pengclusteran data yang 
mana keberadaan tiap tiap data dalam suatu cluster 
ditentukan dalam nilai keanggotaan. Metode ini 
pertama kali diperkenalkan oleh Jim Bezdek pada 
tahun 1981 [13]. Konsep dasar FCM pertama kali 
adalah menentukan pusat cluster pada kondisi awal 
pusat cluster ini masih belum akurat. Setiap data 
memiliki derajat keanggotaan untuk tiap tiap cluster  
dengan cara memperbaiki pusat cluster dan nilai 
keanggotaan tiap data secara berulang, maka akan 
dapat dilihat bahwa pusat cluster akan bergerak 
menuju lokasi yang tepat. Perulangan ini didasarkan 
pada minimisasi fungsi obyektif.  
 
Algoritma FCM diberikan sebagai berikut [11]: 
1. Tentukan :Input data yang akan dicluster X, 
berupa matriks berukuran n x m, dengan n = 
jumlah data yang akan dicluster; m= jumlah atribut 
setiap data  dan Xij = data sampel ke-i (i = 1, 2, ..., 
n), atribut ke-j (j = 1, 2, ..., m) 
2. Tentukan  
a. Jumlah cluster yang akan dibentuk = c ( )2≥  
b. Pangkat ( pembobot) = w (>1) 
c. Maksimum iterasi=MaxIter 
d. Kriteria penghentian =ξ (nilai positif yang 
sangat kecil) 
e. Iterasi awal , t=1 
3. Bangkitkan bilangan random ikµ , i = 1, 2, ..., n; k 
= 1, 2, ..., c; sebagai elemen-elemen matriks partisi 
awal U. Hitung jumlah setiap kolom (atribut): 






µ  (1) 
dengan j = 1, 2, ..., m 
       Hitung : 




µµ =    (2) 
4.  Hitung    pusat  cluster ke-k:   Vkj   dengan k =1, 2, 
..., c dan j = 1,2, ..., m 




















  (3) 
5.  Hitung fungsi objektif pada iterasi ke-t, Pt 
       Pt  =∑∑ ∑




















)()( µ  (4)  
6. Perbaiki derajat keanggotaan setiap data pada 







































µ  (5) 
        dengan i=1, 2,..., n dan k = 1, 2, ...c 
7. Cek kondisi berhenti: 
• Jika: (|Pt-Pt-1|<ξ) atau (t>MaxIter) maka 
berhenti. 
• Jika tidak: t=t+1, ulangi langkah 4. 
 
 Data sample warna kulit yang berupa nilai RGB 
dilakukan pengelompokan menjadi beberapa 
kelompok sehingga diperoleh kelompok tangan yang 
menjadi target dalam penelitian ini. Beberapa sample 
warna kulit adalah sebagai berikut: 
  
 
Gambar 2. Sample warna kulit tangan 
 
Integral Proyeksi 
Warna kulit tangan yang teridentifikasi, selanjut-
nya harus dilakukan pengenalan bentuk pola 
tangannya. Bentuk pola tangan menunjuk, terlebih 
dulu dilakukan ektrasi ciri dengan integral pro-
yeksi.Integral proyeksi merupakan salah satu teknik 
ekstraksi ciri dari pola gambar dengan mengetahui 
besarnya itensitas dari piksel pada lokasi (x,y) 
sehingga untuk melakukan ekstraksi ciri dari pola 
dilakukan secara vertikal dan horisontal. Integral 
proyeksi secara vertikal IPFv(x) dan integral proyeksi 




horisontal IPFh(y) dari suatu intentitas I(x,y) pada 













h dxyxIyIPF  (7) 
Selain itu integral proyeksi secara vertikal dan 
horisontal bisa digunakan nilai rata-ratanya seperti 






















yIPF  (9) 
Dari ekstraksi dengan integral proyeksi akan 
diperoleh beberapa sample ektrasi ciri dari pola tangan 
menunjuk,sehingga dengan menggunakan rule base, 
berdasarkan nilai minimum dan maksimum dari 
masing-masing ektrasi ciri, maka identifikasi isyarat 
tangan akan dapat diperoleh. 
 
Learning Vektor Quantization (LVQ) 
Hasil pergerakan tangan yang dinamik meng-
hasilkan suatu pola tulisan angka (virtual hand 
writing). Pola angka 1 sampai 6 tersebut dilakukan 
identifikasi dengan Learning Vektor Quantization 
(LVQ) sebagai perintah pendendali robot secara jarak 
jauh. LVQ adalah suatu metode neural network untuk 
melakukan pembelajaran pada lapisan kompetitif 
yang terawasi. Suatu lapisan kompetitif akan secara 
otomatis belajar untuk menklasifikasikan vektor-
vektor input. Kelas-kelas yang didapatkan sebagai 
hasil dari lapisan kompetitif ini hanya tergantung pada 
jarak antara vektor-vektor input [8, 14]. Jika 2 vektor 
input mendekati sama, maka lapisan kompetitif akan 
meletakan kedua vektor input tersebut ke dalam kelas 
yang sama. Arsitektur LVQ seperti pada Gambar 4. 
 
 
Gambar 4. Arsitektur LVQ Neural Net 
ANALISIS HASIL DAN IMPLEMENTASI 
 
Deteksi Pergerakan 
Yang pertama dilakukan dalam penelitian ini, 
obyek yang bergerak yang akan menjadi dasar 
penelitian karena isyarat tangan yang akan diidenti-
fikasi nantinya isyarat tangan yang bergerak. Bila ada 
obyek bergerak baik berupa tangan atau obyek yang 
lainnya maka perubahan dari piksel saat itu dengan 
piksel sebelumnya akan diperoleh suatu nilai yang 
menjadi deteksi pergerakan suatu obyek. Secara visual 




Gambar  5. Deteksi Obyek Bergerak 
 
Secara visual pada Gambar 5, obyek yang tidak 
bergerak tidak terlihat dalam web kamera karena 
dianggap bukan target obyek, akan tetapi untuk obyek 
yang bergerak seperti obyek tangan pada Gambar 5 
dapat diidentifikasi pergerakannya. Akurasi deteksi 
pergerakan obyek berdasarkan kecepatan pergerakan 
dengan banyaknya obyek yang bisa ditangkap oleh 
kamera,  tabel  deteksi  pergerakan seperti dalam 
Tabel 1. 
 
Tabel 1. Deteksi pergerakan 
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Dari Tabel 1, maka rata-rata 91.07944% dalam 
kecepatan waktu 1 detik, obyek yang bergerak dapat 
ditangkap dalam kamera dengan baik dan rata-rata 
63.62392% obyek yang bergerak dapat dideteksi 
dalam waktu 0.5 detik, 64.58486% rata-rata obyek 
yang bergerak dalam 1.5 detik dapat ditangkap 
pergerakkannya, dan 44.9778% rata-rata obyek yang 
bergerak dalam 2 detik dapat tertangkap perge-
rakannya oleh kamera. Hal ini bisa disebabkan oleh 
pengaruh kamera digital yang dipergunakan. 
Sedangkan secara grafik deteksi pergerakan dari Tabel 



























Gambar 6. Grafik deteksi pergerakan 
 
Deteksi warna kulit 
Obyek yang bergerak didepan aplikasi yang 
dibangun tidak hanya tangan sehingga setelah men-
deteksi obyek yang bergerak, maka  untuk mengetahui 
obyek tangan, dalam penelitian ini digunakan kulit 
tangan sebagai segmentasi obyek tangan.Berdasarkan 
sampel kulit tangan dan bukan kulit tangan, dilakukan 
cluster menggunakan Fuzzy C-Mean Clustering untuk 
membedakan kulit tangan dan bukan tangan. Untuk 
mengetahui obyek yang dideteksi dekat dengan 
cluster tertentu maka digunakan ecluidean sebakai 
ukuran kesamaan. Dalam pengujian dilakukan pada 
semua obyek yang dianggap bukan kulit dan semua 
obyek yang dianggap kulit tangan, sehingga 
prosentasi tiap piksel RGB yang termasuk cluster kulit 
dapat diukur [15]. Berdasarkan hasil percobaan maka 
untuk mewakili jumlah cluster yang lain dalam paper 
ini dibahas untuk jumlah cluster sebanyak 5 diperoleh 
sebagai berikut: 
 
Jumlah Cluster n=5 
Centroid Cluster untuk komposisi nilai  RGB 
adalah sebagai berikut: 
Variabel              R                 G              B      
Cluster 1 :   150.0985    77.2377     151.7932 
Cluster  2:   150.7088    146.7710   153.8652 
Cluster  3:     96.9108     98.3328    104.7871 
Cluster  4:   248.0088    249.6473   248.0593 
Cluster  5:   127.7786    129.8867   135.5949 
 
 
Gambar 7. Uji kulit pada 5 Cluster 
 
Dari hasil pengujian obyek bukan kulit, kebe-
naran rata-rata 100% termasuk cluster bukan kulit dan  
0% salah masuk ke cluster kulit. Sedangkan dari hasil 
pengujian obyek kulit maka rata-rata kebenaran 
masuk pada cluster kulit 90.2834% dan 9.6956% 
salah cluster. 
Hasil cluster tersebut diaplikasikan untuk mem-
bedakan mana kulit dan bukan kulit sehingga 
segmetasi obyek dapat diperoleh, secara visual terlihat 




Gambar 8. Uji  segmentasi kulit tangan 
 
Secara grafik hasil pengujian skin deteksi meng-
gunakan jumlah cluster 5 dapat dilihat pada Gambar 
9. 


























Gambar 9. Hasil skin deteksi cluster=5 
 
Deteksi pola bentuk tangan 
Dalam penelitian ini, obyek yang tertangkap oleh 
web camera yang termasuk warna kulit 
dimungkinkan juga ada obyek yang lain, yang dekat 
dengan kulit tangan. Sehingga harus dibedakan obyek 
tangan tidak hanya berdasarkan warna kulitnya saja 
tetapi juga berdasarkan pola bentuk tangan. 
Menggunakan integral proyeksi pola bentuk tangan 
untuk tangan bertelunjuk dapat dilihat pola bentuk 
gambarnya baik yang dihasilkan secara integral 
proyeksi secara vertikal maupun secara horisontal. 
Hasil secara visual menggunakan integral proyeksi 




Gambar 10. Integral proyeksi pada pola tangan 
bertelunjuk. 
 
Berdasarkan Tabel 2, 86.67% deteksi pola tangan 
sesuai dengan target yang diharapkan. 
Tabel 2. Hasil identifikasi pola tangan 
 
 
Deteksi pola gambar pergerakan tangan sebagai 
pengendali robot 
Hasil identifikasi pergerakan tangan yang dimak-
sud menghasilkan suatu pola gambar angka yang 
ditampilkan dalam layar monitor sebagai virtual hand 
writing, hasil dari virtual hand writing dilakukan 






Gambar 11.  Virtual hand writing sebagai pola 





Gambar 12. Virtual hand writing sebagai pola 
gambar angka 3 dan 4 





Gambar 13. Virtual hand writing sebagai pola 




Gambar 14. Hasil gerakan robot penelitian (a) 
membuka (b) memutar pergelangan 
tangan berlawan jarum jam (c) 
memutar pergelangan tangan searah 
jarum jam (d) mengangkat lengan (e) 
menurunkan lengan (f) Mengangkat 
bahu. 
 
Berdasarkan pengujian terhadap angka yang 
belum dikenali, seperti dalam Tabel 3. 
 
Tabel 3. Pengujian terhadap pola angka 
 
 
Seperti dari hasil pengujian tersebut, maka ada  
79.2% pola angka dapat dikenali sesuai dengan target 
yang dimaksud., sehingga dapat digunakan sebagai 
perintah untuk mengendalikan robot secara jarak jauh. 
Hasil aplikasi pada robot untuk perintah  pola gerakan 
tangan dalam angka tiga, robot melakukan gerakan 
memutar pergelangan searah jarum jam. 
      
KESIMPULAN 
 
Berdasarkan pada hasil analisis dan implementasi, 
dapat disimpulkan sebagai berikut: 
1. Hasil deteksi pergerakan obyek (moving detection) 
dalam area kamera yang mampu dideteksi dengan 
baik adalah waktu 1 detik, sebesar 91.07944%. 
Untuk waktu yang lebih kecil dari 1 detik atau 
lebih besar dari 1 detik, tingkat keberhasilannya 
bertambah rendah. 
2. Hasil deteksi warna kulit menggunakan Fuzzy C-
Mean(FCM) pada jumlah cluster 5, mampu 
melakukan identifikasi warna kulit sebesar kulit 
90.2834%  sedangkan dalam membedakan latar 
obyek dapat melakukan identifikasi 100% dengan 
latar obyek yang mendekati warna putih, makin 
sedikit jumlah cluster maka latar belakang obyek 
makin sedikit variasi yang mampu diidentifikasi, 
sebaliknya makin banyak jumlah cluster maka 
makin banyak obyek masuk ke cluster latar obyek. 
3. Hasil identifikasi pola tangan, dimana ekstraksi 
cirinya digunakan integral proyeksi, dengan 
metode rule base dapat diidentifikasi 86.67%. 
4. Hasil gerakan tangan yang telah diidentifikasi 
menghasilkan virtual hand writing, berupa pola 
gambar angka 1 sampai 6. Dengan LVQ, setelah 
dilakukan pengujian 79.2% pola angka dapat 
dikenali sesuai dengan target 
5. Robot dapat dikendalikan secara jarak jauh, sesuai 
dengan pola pergerakan isyarat tangan yang 
berupa virtual hand writing sebagai perintah yang 
telah ditentukan. 
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