An analysis of the nonemptiness problem for classes of reversal-bounded multicounter machines  by Howell, Rodney R. & Rosier, Louis E.
JOURNAL OF COMPUTER AND SYSTEM SCIENCES 34, 55-74 (1987) 
An Analysis of the Nonemptiness Problem for 
Classes of Reversal-Bounded Multicounter Machines* 
RODNEY R. HOWELL AND LOUIS E. ROSIER 
Departmeni of Computer Sciences, University Q/ Texas at Austin, Austin, Texas 78712 
Received October 3, 1985; revised July 16, 1986 
In this paper, we present an efficient nondeterministic algorithm to decide nonemptiness for 
reversal-bounded multicounter machines. This algorithm executes in time polynomial in the 
size of the input and the number of reversals the counters are allowed. Previously the best 
known upper bound required space logarithmic in the size of the input and linear in the num- 
ber of reversals. We argue that our algorithm is within some polynomial function of the 
optimal nondeterministic run time for many classes of these machines. Furthermore, we show 
that in most cases, the complexity of the nonemptiness problem does not change signiticantly 
when the reversal bound is dropped for one of the counters. In addition, we explore the 
changes in the complexity of the nonemptiness problem for these classes as different 
parameters are fixed or are given in either unary or binary. Our results yield as corollaries the 
answers to several unanswered questions regarding the disjointness, equivalence, and contain- 
ment problems for reversal-bounded multicounter machines. Finally, we use our results to 
solve several problems regarding deadlock detection and unboundedness detection for systems 
of communicating finite state machines. ci> 1987 Academic Press. Inc 
1. INTRODUCTION 
A comprehensive analysis of the decidable and undecidable properties of several 
classes of reversal-bounded multicounter machines was given in [ 151. Problems 
considered there include emptiness, disjointness, containment, and equivalence. 
Some of the respective complexity issues were subsequently considered in [ 131. Let 
DCM(m, r) (NCM(m, r)) be defined as the class of one-way deterministic (non- 
deterministic) m-counter machines whose counters are allowed no more than Y 
reversals. In [ 131, the nonemptiness problem was shown to have a lower bound of 
PSPACE-hard for U,,,DCM(m, r) and an upper bound of EXPSPACE for 
U,,, NCM(m, r), where r is expressed in binary. In addition, several upper and 
lower bounds were given for the classes derived by fixing m and/or r; however, the 
only completeness results given were for DCM(m, r) and NCM(m, r), where m and 
r are fixed constants. Many of the results were also extended for the disjointness, 
containment, and equivalence problems. 
In this paper, we define the class of machines NCM + (m, r) (DCM + (m, r)) as 
* A summary of these results has been presented at the 12th International Symposium on the 
Mathematical Foundations of Computer Science in Bratislava, Czechoslovakia. 
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the set of machines in NCM(m, Y) (DCM(m, r)) augmented with a single unrestrict- 
ed counter. (This class was also studied in [ 111.) We then give a new nondeter- 
ministic algorithm to solve the nonemptiness problem for NCM + (m, r). In [ 111, it 
was shown that if a machine M in NCM + (m, r) accepted some input then it had a 
“short” accepting computation. As a result upper bounds for the nonemptiness 
problem, similar to those mentioned above for NCM(m, r), followed. We further 
show the existence of a “short” accepting computation with additional properties 
that allow large portions of the computation to be guessed very efficiently. The 
result is an algorithm that can detect, in time polynomial in 1 M( and r, a com- 
putation whose length is potentially exponential in IMJ and r. We are able to show, 
using standard techniques, that this algorithm is within some polynomial function 
of the optimal nondeterministic run time for the classes U,,,,, DCM(m, r), 
U,,., NCM(m, r), U,,,, DCM + (m, r), and U,,I,I NCM + (m, r) (i.e., we give com- 
pleteness results for these classes). Furthermore, we are able to show that, in most 
cases, the algorithm remains optimal (modulo some polynomial) regardless of 
whether m and r are fixed or given as parameters, or whether r is given in unary or 
binary. Table I summarizes these results, most of which are improvements over 
those shown in [ 11, 131. 
Extensions of these results to the disjointness, containment, and equivalence 
problems are also discussed. Using techniques from [ 131, our results are easily 
shown to extend to the disjointness problem for NCM(m, r), DCM(m, r), and two- 
TABLE I 
Results Concerning the Nonemptiness Problem for 
Reversal-Bounded Multicounter Machines” 
r 
Fixed 
Parameter 
I 
Fixed > 1 
Parameter 
I 
^ i 
Fixed > 2 
Parameter 
Fixed 
Fixed 
Unary 
Unary 
Unary 
Binary 
Binary 
Binary 
Binary 
NCM (DCM) NCM + (DCM + ) 
Lower*.’ Upper’ 
LOGSPACE LOGSPACE” 
NP NP 
LOGSPACE LOGSPACE”,’ 
NP NP 
NP NP 
LOGSPACE LOGSPACE”,’ 
PSPACE 2’” time 
2d” time 2’” time 
2d” time 2c” time 
Lower*.’ Upper’ 
LOGSPACE 
NP 
NP 
NP 
NP 
PSPACE 
2*” time 
2d” time 
2d” time 
LOGSPACE” 
NP 
NP 
NP 
NP 
2’” time 
2’” time 
2’” time 
2c” time 
” All bounds are nondeterministic. 
’ When a complexity class Y is given for a lower bound, this means Y-hard 
’ For some fixed constants c and d. 
” Using an algorithm from [ 131. 
” Using an algorithm from [ 111. 
’ Using an algorithm from [21]. 
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way reversal-bounded multicounter machines, and to the equivalence and contain- 
ment problems for DCM(m, r). Although the equivalence (and, hence, contain- 
ment) problem is undecidable for NCM( 1, 1) [ 1, 10, 131, and the disjointness and 
containment problems are undecidable for DCM + (0, 0) (i.e., deterministic one- 
counter automata) [8, 151, whether our results extend to the equivalence problem 
for DCM + (m, r) remains an open question. Finally, we indicate that our results 
easily extend to the question of whether the number of reversals can exceed a given 
r, but we show that by not specifying r, or by allowing for arbitrarily succinct 
representations of r, we can make the nonemptiness problem as hard as any 
decidable problem. 
We then apply our results to questions regarding deadlock detection and 
unboundedness detection for communicating finite state machines (CFSMs). Since 
the nonemptiness problem for U,,, NCM + (m, 1) provides an upper bound for the 
deadlock detection problem (DDP) for systems of two CFSMs in which one chan- 
nel is bounded over some given language of the form a:,..., a: [9], we are able to 
improve to NP the upper bound of PSPACE given in [9]. In addition, we show a 
lower bound of NP for this problem. Using similar techniques, we give other 
improvements and extensions to the results in [9]. 
We assume the reader is familiar with the basic concepts of automata theory (see, 
e.g., [7, 141). The model of computation we use is the nondeterministic Turing 
machine (NTM). Unless otherwise noted, all completeness results in this paper are 
with respect to PTIME many-one reductions. The logspace reductions used are 
DLOGSPACE many-one reductions. 
The remainder of the paper is organized as follows. Section 2 contains definitions 
of some of the terminology used in this paper. In Section 3, we present our 
algorithm for solving the nonemptiness problem for the classes DCM(m, r), 
NCM(m, r), DCM + (m, r), and NCM + (m, r), and give a careful analysis of the 
problem complexity, relating our results to other problems. In Section 4, we give 
applications of our results to the area of CFSMs. 
2. PRELIMINARY DEFINITIONS 
DCM(m, r) (NCM(m, r)) is defined in [13] as the class of deterministic (non- 
deterministic) one-way automata with m counters, each of which may make at most 
r reversals. We define DCM + (m, r) (NCM + (m, r)) similarly with the addition to 
each machine of a single unrestricted counter. In order to avoid confusion with the 
reversal-bounded counters, in what follows we will call the unrestricted counter a 
pushdown, and the reversal-bounded counters simply counters. In [13], the 
definition of DCM(m, r) (NCM(m, r)) is extended to the class DCM(m, r, k) 
(NCM(m, r, k)) of two-way m-counter r-reversal machines whose input head may 
cross any boundary between input symbols at most k times. We define 
DCM + (m, r, k) (NCM + (m, r, k)) analogously. 
The nonemptiness problem is the problem of deciding if a given machine M 
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accepts some input string. The disjointness problem is the problem of deciding if the 
languages accepted by two given machines M, and M2 are disjoint. The equivalence 
problem is the problem of deciding if the languages accepted by two given machines 
M, and M, are equivalent. The containment problem is the problem of deciding if 
the language accepted by one given machine M, is a subset of the language 
accepted by a second given machine M,. 
The description of a machine M will consist of a start state, a set of final states, a 
transition function, and an input alphabet, The length of this description will be 
denoted by 1 MI. Besides machine descriptions, an algorithm to solve any of the 
above problems must be given a value for r and, if applicable, a value for k. 
Therefore, we have two natural ways of evaluating problem complexity: in terms of 
the total size of the input, or in terms of j M, 1, 1 M, 1, r, and k. Unless otherwise 
noted, our complexity measures will be in terms of the total size of the input. 
Let A4 be in NCM + (m, r, k) for some m, r, k. A configuration of M is an 
(m + 2)-tuple (q, p, c, ,..., cm), where q is a state, p is the value of the pushdown, c, is 
the value of the ith counter, 1 <id m. The initial configuration of M is the 
configuration (qO, O,..., 0) where q,, is the start state. A final configuration of M is a 
configuration A4 can reach when it halts. 
A computation o = w, . . . w, on M is a series of configurations w,, 1 Q i 6 n, such 
that w, is the initial configuration, w,, is a final configuration, and wi can be reached 
from wj_, in one move, for 1 < j d m. If rs = u’, . . u’,, is a computation on M and 
(T’ = wi.. . wj, 1 < i 6 j 6 n, then (T’ is a subcomputation on M. We sometimes refer to 
f3’ as a segment of G. 
For any state q, a loop on q is a subcomputation w, ... w, such that w, = 
(4, P;, Ci,i,...r c;.~) and wj= (4, pi, c,,i T...) c~,~) for some state q, pushdown values p, 
and pi, and counter values ci,, ,..., c;.~, c,,, ,..., c,,,. A q-based loop is a loop a on q 
such that for any segment a’ of a, if a’ contains s or more configurations, where s is 
the number of states in A4, then at least one configuration of a’ contains state q. 
If a is a subcomputation on A4 and t is a transition rule, then T(a, t) is the 
number of times t is taken in a. 
In any computation a on a multicounter machine M, each counter must be in 
one of the following counter modes [ 131 at any given time: 
. zero-if its value is zero; 
. increasing-if its last change was an increment; 
?? decreasing-if it is nonzero and its last change was a decrement. 
A counter-mode vector [ 131 is a vector containing the current counter mode of each 
of the counters. 
Communicating finite state machines (CFSMs) are defined in detail in [9]. 
Briefly, in a system of CFSMs, machines communicate exclusively by exchanging 
messages via connecting channels. There are two one-directional FIFO channels 
between any two machines in the system. Each machine has a finite number of 
states and transition rules, and each transition rule is accompanied by either 
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sending one message to one of the machine’s output channels or by receiving one 
message from one of the machine’s input channels. 
A CFSM is deadlocked if it is in a state in which all of the outgoing transition 
rules require a message to be received, but none of these messages ever become 
available. A system of CFSMs is deadlocked if every machine in the system is 
simultaneously deadlocked. The deadlock detection problem (DDP) is the problem 
of deciding if a given system of CFSMs can reach a deadlock. A channel in a system 
of CFSMs is unbounded if for any integer c, there exists a computation on the 
system which at some time yields more than c messages simultaneously residing on 
that channel. The unboundedness detection problem (UDP) is the problem of 
deciding if a given system of CFSMs has an unbounded channel. 
3. THE NONEMPTINESS PROBLEM 
3.1. The Algorithm 
In what follows, we describe a nondeterministic algorithm to find an accepting 
computation for an arbitrary machine in NCM + (m, r). Note that in an accepting 
computation, the transitions that require an input symbol to be read give us the 
input string read by that computation. Therefore, when discussing a particular com- 
putation (or subcomputation), we will not mention an input string; instead, we will 
assume that the input string is the one implied by the computation. Now, our 
strategy will be to guess segments of a computation such that in each of these 
segments, each counter is moving in only one direction. Hence, within each 
segment, the behavior of each counter is “nice” enough that the exact order of the 
transitions in the computation is not necessary to know. This is important, because 
from [ 131, the shortest accepting computation of a machine in NCM(m, r), (and, 
hence, in NCM + (m, r)) may have exponential length. However, the pushdown 
causes problems in that for a given computation, there may be an exponential num- 
ber of points at which the pushdown must be checked for zero. In order to 
minimize the number of these points, we give the following lemmas. 
LEMMA 1. Let M in NCM + (m, r) have s states. Let cs be a subcomputation on 
M during which the counter-mode vector remains unchanged. Then there exists a sub- 
computation G’ with the following properties: 
1. (T’ has the same beginning and ending configurations as a; 
2. $B, t) = ~(a’, t) for all transitions t (and, hence, the net effect on all counters 
and the pushdown is the same for C’ as for a); 
3. 0’ can be divided into 2s2+ 3 or fewer segments that satisfy the following 
properties: 
a. all segments except possibly the first and last begin and end with a 
pushdown value of s; 
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b. in each segment, the pushdown either ntwer exceeds 2s“ or never goes 
below s. 
Proof We generalize a technique found in [21]. We begin by dividing 0 into as 
few segments as possible that satisfy the above conditions, except that the number 
of segments might exceed 2s’f 3. We call the segments in which the pushdown 
begins and ends with s and never exceeds 2s4 10~1 segments, and the segments in 
which the pushdown begins and ends with s and never goes below s high segments. 
Note that by minimizing the number of segments, we cause the high segments to 
alternate with the low segments (see Fig. 1). We now show how the computation 
can be “rearranged” so that the number of high segments is no more than s’. 
First, we note that in any high segment, the pushdown must exceed 2s4 at some 
point h; otherwise, it could have been included in an adjacent low segment, thus 
reducing the number of segments chosen. (If there are no low segments, CJ can be 
divided into three or fewer segments, thus satisfying the conclusion.) Since the 
segment begins and ends with a pushdown value of s, the pushdown must have a 
value of s4 at some point before and at some point after h. Let point n be the most 
recent time before h in which the pushdown value was exactly s4, and let c be the 
next time after h in which the pushdown value is again s4 (see Fig. 1). 
Define intervals (a,, h,), (hi, c,), 0 d i< .? - 1, where a, is the last time before h 
that the pushdown value is s4 + i * s, h, is the first time after u, that the pushdown 
value is s4 + (i + 1 )s, h: is the last time before t’ that the pushdown value is 
s4 + (i+ l)s, and c, is the first time after hi that the pushdown value is s4 + i * s. 
Now between times a, and h, (h: and ci), r~ must contain some loop on some state q 
in which there was a gain (loss) in the pushdown value of between 1 and s. This 
1 low segment / high segment 1 / high segment 1 
T 
low segment 
Number of t-loves (time) 
FIG. 1. Division of a subcomputation 
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must be the case, since during the interval (ai, bi), the pushdown gained s in value 
and at least s steps were executed. 
Now there are s3 such loops between points a and b. Hence, there must exist a 
state q, such that there are at least s2 loops on q,. Furthermore, there must exist a 
k, 1 d k < s, such that there are at least s loops on q, with a gain in the pushdown 
contents of exactly k. Likewise there must exist a state q2 and a j, 1 < j < s, such 
that there are at least s loops on q2 with a loss in the pushdown of exactly j. Let U, v 
be such that k * u = the lowest common multiple of k and j = j * v (1 < U, v Gs). 
Now if there is another high segment that passes first through q,, then through 
q2, with pushdown value at least 2s at both states, we can “move” u of the above 
loops on q1 and v of the above loops on q2 to this new segment without causing the 
pushdown to go below s in either segment if s > 1. (If s = 1, the computation can 
clearly be arrranged arbitrarily.) Since the counter-mode vector remains unchanged 
in 6, this rearrangement yields a valid subcomputation. Therefore, our strategy for 
rearranging the computation is as follows: starting with the second high segment, 
move loops in the manner described above to some prior high segment until it is no 
longer possible to do so; then go on to the next high segment. It will be impossible 
to move loops to a prior high segment only if either no prior high segment passes 
through the two necessary states in the proper order with the pushdown at least 2s, 
or the pushdown values for the current segment have been brought to 2s4 or less. In 
the former case, we have a new high segment passing through at least one pair of 
states which was not available in any previous high segment. In the latter case, we 
have a new low segment which can be merged with its neighboring low segment(s). 
Since there are s2 distinct ordered pairs of states in IV, we can thus generate a 
computation 6’ that satisfies all of the given conditions. 1 
Our strategy of guessing a computation for a machine A4 in NCM + (m, Y) will 
consist of guessing high and low segments. Since the low segments have pushdown 
size bounded no greater than 2s4, we can translate them in PTIME into subcom- 
putations on a machine in NCM(m, 1). This allows us to guess the computation 
without worrying about the pushdown. However, more restrictions must be made 
to the high segments in order to allow us to guess them. 
LEMMA 2. Let A4 in NCM + (m, r) have s states, and let o be a subcomputation 
on A4 in which the pushdown does not go below s and in which the counter-mode 
vector remains unchanged. Then there exists a subcomputation of on A4 with the 
,following properties: 
1. cr‘ has the same beginning and ending configurations as a; 
2. t( o, t) = t(o), t) for all transitions t (and, hence, the net effect on all counters 
and the pushdown is the same for o’ as for a); 
3. the pushdown stays strictly positive in a’; 
4. ts’ can be divided into 4s - 1 or fewer segments with the following properties: 
a. all segments with more than s transitions are q-based for some state q; 
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b. at any point in CT’ that forms a boundary between segments, the pushdown 
has value at least s. 
Proof: First, we mark in (T the first and last occurrences of each state. We now 
look for a segment of (T having at least s transitions but containing no marked 
points, except possibly at one endpoint. If no such segment exists, then we can 
divide CJ at each of the marked points and have at most 2s - 1 segments each con- 
taining no more than s transitions. Otherwise, we have a segment which must con- 
tain a q-based loop with no more than s transitions for some state q. If the loop 
causes a nonnegative change in the pushdown value, we can “move” it to the 
location immediately following the first marked occurrence of q (see Fig. 2). This 
will not affect the pushdown value at any point following the original location of 
the loop or at any point preceding the new location. All of the other points except 
those in the loop will have a nonnegative change in their pushdown values. Since 
the loop causes a nonnegative change in the pushdown value, and since the marked 
point has not changed value, both endpoints of the loop must retain a pushdown 
value of at least S. Since the loop has s or fewer transitions, the pushdown value 
must remain positive within the loop. Also note that no marked points have 
decreased in pushdown value; i.e., they all remain at least s. Finally, since the coun- 
ter-mode vector remains unchanged in rr, this rearrangement produces a valid sub- 
Number 01 Moves (time) 
FIG. 2. Effect of moving a q, -based loop. 
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computation. A similar argument may be given to allow a nonpositive q-based 
segment to be moved to the location immediately preceding the last marked 
occurrence of q. 
Since the above procedure does not reduce the pushdown value of any marked 
point, it may be repeated until no more loops can be moved. (To ensure ter- 
mination of this process, we must stipulate that once a loop has been moved, no 
transition within it may be moved again.) It should be clear that this procedure 
yields a computation rr’ that satisfies the given conditions. 1 
We now show our upper bound for the complexity of the nonemptiness problem 
for NCM + (m, r). The proof consists of two parts. The first part shows that if a 
machine M in NCM + (m, 1) accepts some string, then there is a string that is 
accepted in time lMll”ld (for some fixed constant d). A sharper bound was 
previously shown in [ 1 I] as a corollary to a more general theorem involving 
pushdown automata augmented with reversal-bounded counters. For the sake of 
completeness we include our proof, which is somewhat simpler because it deals with 
a simpler model of computation. Our proof also involves breaking up the com- 
putation in a way that facilitates an efficient strategy for guessing the computation. 
The second part of the proof then shows how to guess the computation constructed 
in the first part. 
THEOREM 3. The nonemptiness problem for NCM + (m, r) is solvable in nondeter- 
ministic time polynomial in the size of the machine description and r. (That is, there 
exists a positive constant c such that, for inputs of size n (r given in binary), the 
problem is solvable in 2”” nondeterministic time.) 
Proof: It has been shown in [l] that any machine in NCM + (m, r) can be 
simulated in the same amount of time by a machine in NCM + (m r (r + 1)/2 1, 1) 
whose size is polynomial in r and 1 A4 1; therefore, it will be sufficient to show that 
the theorem holds for NCM + (m, 1). In showing our bound on the length of the 
shortest accepting computation of a machine A4 in NCM + (m, 1 ), we generalize the 
proof given in [ 131 of a similar result concerning NCM(m, 1). Let r~ be an 
arbitrary accepting computation of M, and let s be the number of states in M. 
Without loss of generality, we can assume that all counters and the pushdown have 
a value of 0 after (T is executed. We first divide 0 into at most 3m + 1 subcom- 
putations each having a distinct counter-mode vector. We next replace each of these 
subcomputations by the respective subcomputation given by Lemma 1, which is 
further divided into at most 2s2 + 3 segments throughout which the pushdown is 
either at least s or at most 2s4. From now on, we generalize the definition of high 
segments (low segments) from that given in the proof of Lemma 1 to include all 
segments in which the value of the pushdown remains at least s (at most 2.~~). Now 
we replace each high segment by the respective segment given by Lemma 2, which 
is further subdivided into at most 4s - 1 segments, each of which is either a q-based 
loop for some state q or is no longer than s transitions. We have thus divided e into 
(T ,,..., (T,, 1<(3m+ 1)(2s2+3)(4s- 1). The segments ei, 1 <i<l, are of three types: 
571/34/l-5 
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(1) low segments, (2) high segments that are q-based loops for some state q, and (3) 
high segments containing no more than s transitions. 
We now wish to delete loops from each cr,, 1 d i 6 1, in the following manner. For 
the q-based segments, we delete every loop on q, leaving B, empty. Let S, be the 
multiset of loops thus deleted from ci. Without loss of generality, we can assume 
that no loop contains more than s transitions. For the low segments, we arbitrarily 
mark exactly one occurrence of each state at each pushdown value at which it 
occurs. We now delete any loop containing no more than 2s5 transitions and no 
marked states such that the net change in the pushdown value caused by the loop is 
0. We continue deleting until no more such loops can be deleted. Again, let S, be 
the multiset of loops thus deleted from (T,. For the remaining segments (T,, let 
S; = @. (Note that after these deletions have been made, the resulting computation 
may not be valid.) Let ai be the segment 0, after all deletions described above have 
been made, and let CJ’ be the resulting computation. Now by the pigeonhole prin- 
ciple, no more than 2s5 transitions can occur between any two successive marked 
states; otherwise, a loop could be removed. Therefore, no segment in 6’ contains 
more than 4s” transitions. 
We now define an equivalence relation on the loops in S, as follows: two loops in 
Si are equivalent iff (I) they are on the same state, (2) they cause the same net effect 
on the counters and the pushdown, and (3) the maximum decrease in pushdown 
value caused during execution is the same for both loops. Since all loops in S, are 
executed under the same counter-mode vector, the net effects on each counter are 
either all nonpositive or all nonnegative. Furthermore, from the proof of Lemma 2, 
we can assume without loss of generality that in each q-based segment, the loops on 
q either all have a nonpositive net effect or all have a nonnegative net effect on the 
pushdown. Since all loops taken from low segments have a net effect of 0 on the 
pushdown, the net effects on the pushdown for loops in any S, are either all non- 
positive or all nonnegative. Clearly, no loop in any Si can change any counter or 
the pushdown by more than 2s5. Since in all loops longer than s the pushdown 
value is no greater than 2s4, the maximum decrease in pushdown value caused dur- 
ing execution of any loop is no more than 2s4. Thus, the number of distinct 
equivalence classes in S, is no greater than s * (2s5 + l)m+ ’ * (2s4 + 1). 
Let p be the total number of distinct equivalence classes obtained from S, ,..., S,. 
Clearly,pdI*s*(2s5+1)“+’ * (2s4 + 1). For 1 d j d p, let some fixed loop rrj in 
thejth equivalence class be the representative of that class. Now the net change in 
the kth counter (or the pushdown for k = m + 1 ), 1 <k <m + 1, due to gr, 1 d i < I, 
is 6, + CT= 1 ajj,Jxii + 1 ), where the following hold: 
1. If Si contains a loop which is equivalent to rr,, then let aiik be the net 
change in the kth counter of M due to rci. If no such loop appears in Si, then let 
aiik = 0. 
2. h, is the net change in the kth counter due to 0:. 
3. xti + 1 equals the number of times loops equivalent to rcj appear in Si. (If 
aiik =0 then let the value of xi, + 1 be equal to 1.) 
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Moreover, the following system holds: 
for each 1 <k<m+ 1 
I 
xl b, + f u,jJx, + 1) = 0; i=l i= 1 1 
for each high segment (TV and low segment oi. + 1 
i’ x[ hi,, + I + 5 ur,j.m+l(Xjf + l) =s; i= I /=I 1 
for each high segment 0;. and high segment g,, + I 
h 
I.M + I + f CIf,j,m+l(X;j + I) as. 
j= 1 1 
The above equations and inequalities guarantee that (1) the computation ends 
with all counters and the pushdown containing 0, (2) all transitions from a high 
segment to a low segment occur with a pushdown value of s, and (3) all transitions 
from a high segment to a high segment occur with a pushdown value of at least s. 
We now claim that any solution of the above system describes an accepting com- 
putation of M. In order to see this, it is important to note that loops that cause a 
net decrease in the pushdown are added to r~’ only in high segments. Hence, the 
guarantee that the transitions from high segments to low segments (high segments) 
occur only when the pushdown is =s ( 2s) also guarantees that the pushdown 
remains nonnegative. The claim can now be shown in a manner similar to the proof 
in [13]. From results in [2, 123, A4 therefore accepts some string in time 
(ms)‘““)b = O( 1 MI I”““) for some fixed constants d and d. 
We now describe our algorithm for guessing the computation generated above. 
First, note that a solution to the above system cannot be guessed in time 
polynomial in 1 A4 1 because p (and, hence, the number of variables) is exponential 
in m. Therefore, our algorithm begins by first guessing the configurations at the 
beginning and end of each segment. It then proceeds to guess the contents of each 
segment. Clearly, the high segments no longer than s can be guessed in time 
polynomial in 1 MI. We first show how to guess the q-based segments; then we 
show how to guess the low segments. 
Suppose we wish to guess a q, -based segment no longer than 0( 1 MI I Mid) starting 
in configuration (q,, p, cl ,..., c,), where p 2 s. (For an example of the guessing 
strategy that follows, refer to Fig. 3.) We create a vector c1,, = (u,,i,..., u,,~, po, 
co,1 ,..., c~.~) where ro,l is the number of “short” (i.e., s or fewer transitions) loops to 
be executed, vo,2 ,..., uo,s = 0, p. = p, and co,; = c,, 1 d i < m. Now, for each transition 
from q, that satisfies the current counter-mode vector, we guess the number of 
loops which will have that transition as their first move. We then create a, = 
(0 I,, Y..‘? Ul,.Yr PI 3 Cl.1 ?...? C1.m ) where u~,~ is the number of loops reaching state qi after 
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We have the following mschlne 1” NCtl+(l,z) Where ? p lndlcstes B change to 
~^ the pushdown, and ? c ,nd,cstes 
B change to the counter 
Beglnnlng Conflgurstlon 
(4,. 4, 0) 
-P 
-v 
91 92 
+P 
-P 
Izzr 
+‘ 
+c *p -p +c 
+P 
-c 
93 44 
Endlng Conflguratlan 
(9,. 5. 11) 
+P 
Trace of the Algorithm 
Number of Loops EndIng Number of Transltlans Teken 
After Rove 
0 1 2 3 4 
m 
2 08 4 6 0 
z 06 0 2 0 
F 
After Move 
0 I 2 3 4 
z Pushdown 4 -11 -4 -I 
S 
5 
5 counter 0 0 3 9 II 
> 
q,. q,, -P 
q,. q2. -P 
9,. q3, -P 
q2, 9,’ ‘P 
q2. q2. ‘C 
q2. q4. -P 
43. q,. +c 
93. q2. +P 
93.43. -c 
q3. q4. +P 
q4, q2. +c 
q3, q3. +P 
Total 
On r-love 
I 2 3 4 
I 0 0 0 
a 0 0 0 
6 0 0 0 
0 4 I 6 
0 2 3 0 
0 2 0 0 
0 I 0 2 
0 2 0 0 
----,““aj,d___ 
0 3 0 0 
0 0 3 0 
0 0 2 0 
15 I4 9 8 
FIG. 3. Trace of the algorithm. 
their first transition, p, =pO + the sum of the effects of the guessed transitions on 
the pushdown, and c,,~ = co., + the sum of the effects of the guessed transitions on 
counter j. (Recall that each of these numbers is 0( 1 MI ‘““).) We continue 
constructing vectors in this manner according to the following rules: 
1. transitions from q1 are taken only on the first move; 
2. the total number of transitions taken on move i from state qj should equal 
vi- I.,’ 1 <iibs, 2< j<s. 
We stop after creating a,. If there exists v,~,~, 2 d i < s, such that v J,, # 0, or if p, < S, 
the process fails. 
We now show that the above procedure can succeed if and only if there exists a 
q1 -based segment satisfying Lemma 2, and that if the procedure succeeds, there is 
such a segment yielding pushdown and counter values of ps, c,,, ,..., c,_. Assume the 
above procedure succeeds. This clearly implies the existence of a collection of loops 
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on q,, each with at most s transitions, and whose net effect on the pushdowns and 
counters is ps-pO, c,,, - co,, ,..., cS,, - c~,~. We can arrange these loops so that the 
ones causing a net gain in the pushdown are executed first, and the ones causing a 
net loss in the pushdown are executed last. Since both p. and pS are at least S, the 
resulting subcomputation causes the pushdown to stay strictly positive. Hence, we 
have a subcomputation from (q,, po, co ,..., c,) to (ql, p,, c,,, ,..., c,,,) satisfying the 
conditions of Lemma 2. 
Now assume there exists a q, -based segment satisfying the conditions of 
Lemma 2. This q, -based segment can be broken into loops on q, with at most s 
transitions each. Our procedure can clearly guess these loops and succeed. 
We now consider a low segment. We construct a new machine M’ in 
NCM + (m, 1) in which each state is a pair (q, v), where q is a state of M and u is a 
value of the pushdown. Thus, there are 2s5 states in M’. M’ will simulate a subcom- 
putation on M without using its pushdown; hence, we can assume the pushdown 
maintains a value of s throughout the subcomputation. Clearly, M’ can be con- 
structed in time polynomial in 1 MI. We can now use the above procedure to guess 
the subcomputation. Therefore, we have a nondeterministic algorithm to determine 
whether M accepts some string, and the algorithm runs in time polynomial in 1 M(. 
As was mentioned earlier, from results of [l], the algorithm also runs in time 
polynomial in 1 MI and r for M in NCM + (m, r). 1 
The above algorithm runs in NP if r is a fixed constant or is given in unary. If r is 
given in binary, the algorithm is polynomial in 1 A4 and 2”‘; hence, it runs in 2’” 
time, where n is the total size of the input, and c is some fixed constant. 
3.2. Lower Bounds 
The following theorem and its corollary show that our algorithm is in most cases 
within some polynomial of the optimal nondeterministic run time. 
THEOREM 4. There exists a positive constant d such that the nonemptiness 
problem ,for u, DCM(3, r) requires at least 2d” nondeterministic time for infinitely 
many inputs, where n is the size of the input. 
Proof: Let A4 be an NTM that operates in time 2” on input of size n. For each 
input x we show how to construct in PTIME a machine M, in DCM(3,2” I-“) for 
some constant c such that M, accepts some input if and only if M can accept x. We 
first assign a fixed-length binary encoding to the symbols in the input and tape 
alphabets of M. We now construct M, to operate in two phases. In the first phase, 
it will push on one counter the unary equivalent of the binary encoding of x, where 
the least significant bit appears in the first character of x. The binary encoding of x 
will be a part of the finite-state control. A “0” will cause the number in the counter 
to be doubled (using one of the other counters as a work stack), and a “1” will 
double and add 1. Clearly, the size of this portion of M, is polynomial in the size 
of X. 
In its second phase, M, will simulate A4 on x. M, will use one counter as the por- 
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tion of the tape to the left of the input head, one counter as the portion of the tape 
to the right of the input head, and the other counter as a work stack. M, can 
always determine the least sign&ant bit of one counter by dividing by two, using 
the work stack to retain the quotient. A tape symbol can be written to a counter in 
the manner outlined in phase 1. Thus, for each transition in M, M, makes at most 
some constant number of reversals. Since M is nondeterministic and M, is deter- 
ministic, M, will use its input tape to simulate the guesses of M. Hence, there is an 
input that M, accepts if and only if M can accept x. 
Since A4 operates in time 2’ ‘I, M, will have no more than 2” ’ ‘I reversals for some 
constant c. Therefore, M, is in DCM(3, 2‘ I“), and the reduction is in PTIME. 
Since M, can be written in space proportional to 1x1, we can show that there is a 
positive constant d such that any NTM that solves the nonemptiness problem for 
lJ, DCM(3, r) requires at least 2”” time for infinitely many inputs, where n is the 
size of the input. 1 
COROLLARY 5. The nonemptiness problems for the following classes are 
NEXPTIME-complete: 
1. U,., NCM(m, r) (U,,,,,. DCM(m, r)); 
2. U.,.,. NCM + (m, r) (U,TI.r DCM + (m, r)); 
3. Ur NCM(m, r) (U, DCM(m, r)), where m is afixed constant greater than 2; 
4. U,. NCM + (m, r) (U, ~3.4 + (m, r)), where m is a ,fixed constant greater 
than 1. 
Corollary 5 is an improvement over [ 131, which shows the nonemptiness 
problem for U,,r DCM(m, r) to be PSPACE-hard. In [ 131, it is also shown that 
the nonemptiness problem for U, DCM(2, r) is NP-hard. In [S], it is shown how a 
two-counter machine can simulate a four-counter machine. However, when the con- 
struction is applied to Theorem 4, the number of reversals becomes too large to 
write down in PTIME. The best we are able to show is the following theorem and 
its corollary. 
THEOREM 6. The nonemptiness problem for Ur DCM(2, r) is PSPACE-hard. 
Proof: Let M be a linear-bounded automaton (LBA), and let x be an input to 
M. We can construct in PTIME, as in Theorem 4, a machine M, in DCM(3, 2‘ I ‘I) 
for some constant c such that M, accepts some input if and only if M accepts x. 
Furthermore, the counter values in M, will not exceed 0(2’“‘), so M, operates in 
time O(2’“‘). We now use a technique from [S] to construct a machine M, in 
DCM(2,2”‘-‘I) for some constant c’ such that M, will simulate M,. M, will use one 
counter to record the contents of the three counters in M, and will use the other 
counter as a work stack. Suppose the counters of M, have values i, j, and k, respec- 
tively. M, represents these three numbers as 2’3i5k. To increment i, j, or k by 1, M, 
multiplies by 2, 3, or 5, respectively, using its work stack. Conversely, to decrement, 
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it divides by 2, 3, or 5. Thus, every increment or decrement of M, requires a rever- 
sal in M,. Therefore, M, is in DCM(2,2”““‘), and the construction is in PTIME. 
Since LBA acceptance is PSPACE-complete [18], the result follows. 1 
COROLLARY 7. The nonemptiness problems for u, NCM(2, r), Ur DCM + (1, r), 
and IJ, NCM + (1, r) are PSPACE-hard. 
We now consider the case in which r is fixed or given in unary. In [13], it is 
shown that the nonemptiness problems for u, DCM(m, 1) and U, DCM(2, r) are 
NP-hard. An examination of the proof reveals that the result for the latter problem 
holds even if r is expressed in unary. Therefore, from Theorem 3, we have the 
following corollary. 
COROLLARY 8. The nonemptiness problems for the following classes are NP-com- 
plete: 
1. u,,,., NCM(m, r) (IJ,,, DCM(m, r)), where r is expressed in unary; 
2. U,,,, NCM + (m, r) (lJm,, DCM + (m, r)), where r is expressed in unary; 
3. U, NCM(m, r) (IJr DCM(m, r)), where m is afixed constant greater than 1 
and r is expressed in unary; 
4. U, NCM + (m, r) (Ur DCM + (m, r)), where m is a fixed positive constant 
and r is expressed in unary; 
5. U,,, NCM(m, r) (Urn DCM(m, r)), where r is afixed constant; 
6. U,, NCM + (m, r) (U,,, DCM + (m, r)), where r is afixed constant. 
Note that the nonemptiness problem for U, NCM + (m, 1) is exactly the same as 
for r-CPMs and U, P(m, co) (defined in [9] and [ 111, respectively), where, in 
each class, the pushdowns are over a one-letter alphabet. Hence, we have improved 
over results in [9, 111, which gave an upper bound of PSPACE for this class. 
Finally, we have the following theorem. 
THEOREM 9. The nonemptiness problems for the following classes are log- 
complete for NLOGSPACE: 
1. NCM(m, r) (DCM(m, r)), where m and r are fixed constants [13]; 
2. NCM + (m, r) (DCM + (m, r)), where m and r are fixed constants; 
3. U, NCM( 1, r) (Ur DCM( 1, r)), where r is expressed in unary; 
4. lJr NCM( 1, r) (U, DCM( 1, r)), where r is expressed in binary; 
ProoJ: In [ 171, the nonemptiness problem for DFAs is shown to be 
NLOGSPACE-complete, thus giving us our lower bound. In [13], NCM(m, r) is 
shown to be in NLOGSPACE if m and r are fixed constants. It is a straightforward 
task to extend this result to NCM + (m, r). Finally, in [21] the nonemptiness 
problem for deterministic one-counter machines (1CMs) is shown to be in 
NLOGSPACE. It is again easy to extend this result to nondeterministic 1CMs. i 
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3.3. Conclusions 
We have now given extensive completeness results on the effects of fixing m, fix- 
ing r, and expressing r in unary as well as binary. From these results, we can draw 
several conclusions. First, nondeterminism does not change the complexity of these 
problems. This is because the question, “Does there exist an accepted string?’ is no 
different from the question, “Does there exist an accepting computation?” Second, 
in all cases except possibly NCM(2, r), where r is in binary, the nonemptiness 
problem for NCM(m, r) has the same completeness result as does 
NCM + (m - 1, r), 1 <m, where NCM + (0, r) denotes nondeterministic 1CMs. In 
other words, allowing one counter in a machine in NCM(m, r) to have no reversal 
bound does not significantly change the complexity of the nonemptiness problem. 
This is interesting, because allowing two counters to have no reversal bound allows 
Turing machine power [ 191, thus rendering the nonemptiness problem undecidable 
WI. 
We also note, as noted in [13], that given two machines, M, and M,, in 
NCM(m, r), we can construct in PTIME a machine M in NCM(2m, r) that accepts 
the intersection of the languages accepted by M, and M,; in fact, the construction 
can be done in DLOGSPACE. Furthermore, given any machine M in NCM(m, r), 
we can construct, in DLOGSPACE, machines M, and MZ in NCM(m, r) such that 
M accepts some string if and only if there is a string accepted by both M, and Mz; 
we merely let M, = M and M, accept all strings. Therefore, we can extend our 
results to sharpen known bounds on the complexity of the disjointness problem for 
NCM(m, r) (DCM(m, r)). Furthermore, since it is trivial to construct a machine 
that accepts the complement of the language accepted by a given machine M in 
DCM(m, r), we can extend these results to the equivalence and containment 
problems for DCM(m, r) [ 131. Many of our results can also be extended to 
NCM(m, r, k) (DCM(m, r, k)) using techniques in [ 133. 
Our results do not seem to extend to the containment or equivalence problems 
for NCM(m, r) or to the containment, equivalence, or disjointness problems for 
NCM + (m, r) (DCM + (m, r)) or NCM + (m, r, k) (DCM + (m, r, k)). As is noted 
in [l, 10, 131, the equivalence problem (and, hence, the containment problem) for 
NCM( 1, 1) is undecidable. Furthermore, the containment and disjointness 
problems for DCM + (0,O) (deterministic one-counter automata) are undecidable 
[S, 151. Also, since the above constructions double the counters, we end up with 
two pushdowns when attempting to extend our results to the equivalence problem 
for DCM + (m, r), and the equivalence problem is undecidable for two-counter 
machines [ 19,201. Whether we can improve upon this construction is an open 
question. See [ 161, where related problems are considered. 
Finally, we consider a couple of related questions. First, suppose we are given a 
machine M and a reversal bound r. We might ask the question “Is there any com- 
putation (accepting or not) that causes more than r reversals in a counter?’ It 
should be clear that straightforward modifications to our proofs will extend our 
results to this question. Also, we might consider the nonemptiness problem for 
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reversal-bounded multicounter machines in which the reversal bound is unknown. 
We can reduce, in a manner similar to Theorem 4, any halting NTM to this 
problem. Hence, even though this problem is decidable, it is as hard as any 
decidable problem. Likewise, if we allow for representations of Y that are more suc- 
cinct than binary 
.2 
(e.g., a number n represents 22” , II 2’s) 
we can make the problem arbitrarily hard. 
4. APPLICATIONS TO CFSMs 
We now turn to the problems of deadlock detection and unboundedness detec- 
tion in CFSMs. In [9], it is shown how the DDP for systems of two CFSMs in 
which one of the channels is over a given language of the form a: ... at can be 
reduced to the nonemptiness problem for NCM + (m, 1). (In [9], machines in 
NCM + (m, 1) are called r-CPMs whose pushdowns are limited to one-letter 
alphabets.) Hence, from Theorem 3, this problem is in NP. We now show that it is 
NP-complete even if both channels are over the given language. 
THEOREM 10. The DDP for a network of two CFSMs is NP-complete if one or 
both channels are over a language a: . . . a; for some given a, ,..., ak. 
Proof We use a technique found in [6, 131. Let F= C, A ... A C, be an 
instance of 3SAT (see [4]) over the variables xi ,..., x,. We construct a network of 
two CFSMs (M, , M2) such that deadlock is possible in (M,, M2) if and only if F is 
satisfiable. M, will merely echo its input on its output channel. M, will guess a 
string 1’0 and send it to M,. M, can always have access to the integer 1 by simply 
sending to M, each bit it receives from M,. Now let p,,..., pn be the first n prime 
numbers. M, checks whether the formula F is satisfied by the assignment 
x; =o if/mod pi =0 
= 1 otherwise, 
where 1 d i < n. If the selection of 1 satisfies F, then M, enters an infinite read loop; 
otherwise, it enters an infinite loop writing 0’s. Hence, (M,, M2) can enter a 
deadlocked configuration if and only if F is satisfiable. Since F contains 3m literal% 
both channels are over the language (1*0*)3m. By the Prime Number Theorem, 
Cy=, pi < n3. It follows that the size of M2 is polynomial in the size of the formula 
F, and hence the transformation is in PTIME. Since 3-SAT is NP-complete [4], 
the result follows. 1 
We now consider the UDP for the same class of CFSMs. In [9 1, this problem is 
shown to be in PSPACE. We improve upon this result in the following theorem. 
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THEOREM 11. The UDP for systems of two CFSMs is NP-complete if one or both 
of the channels are over a language a : . . ak* for some given messages a, ,..., ak 
Proof We first show the problem to be NP-hard. First, observe that in the 
proof of Theorem 10, the system (M,, M2) will have an unbounded channel if and 
only if the selection of 1 does not satisfy F. We can therefore modify the construc- 
tion so that (M,, MZ) can have an unbounded channel if and only if F is satisfiable. 
We now show the problem to be in NP. Let (M,, M,) be a system of two 
CFSMs such that the channel from M, to M, is over some given language 
al * ... a;. Note that the finite-state control for M, (M,) can be divided into k 
phases depending on which message it is currently sending (respectively, receiving). 
By [9], we can assume the messages in the system are sent and received in some 
order (STR:S,R,)* S:(S, u Rz)*, where S, and R, denote the set of sending and 
receiving, respectively, transition rules of M;, for i = 1, 2. 
We can construct, as in [9], a machine M in NCM + (k + 1, 1) that simulates 
(M,, M2). The states of M will be pairs, (q, , q2), where q1 is a state in M, and q2 is 
a state in M,. The message passing is simulated as follows: 
1. Each receiving move of M, will be simulated simultaneously with a 
sending move of M, ; hence, the message need not be recorded. 
2. M, sending a, is simulated as follows: 
a. If M, is currently in phase i, increment the pushdown; 
b. otherwise, increment counter c,. 
3. M, receiving a, is simulated as follows: 
a. M, can enter phase i from phase j, j< i, only if the pushdown and 
counters c ,,..., c,_ , are zero. 
b. If the pushdown is nonzero, decrement the pushdown. 
c. If the pushdown is zero, decrement counter ci. 
4. The number of messages sent after M, halts is recorded in counter ck + , 
(We allow the simulation to nondeterministically allow M, to halt at any time). 
The above construction yields a machine M in NCM + (k + 1, 1). Clearly, this con- 
struction is in PTIME, and (M,, M2) contains an unbounded channel if A4 con- 
tains as unbounded counter or pushdown. Furthermore, if the channel from M, to 
M, is unbounded, A4 will contain an unbounded counter or pushdown. It follows 
from [21] that if the channel from M, to M, is unbounded, then M, can enter a 
loop consisting entirely of sends; therefore, M, can halt, and the simulation will 
contain an unbounded counter. Thus, (M,, M2) contains an unbounded channel if 
and only if A4 contains an unbounded counter or pushdown. 
Let s be the number of states in M, and suppose M has an unbounded counter or 
pushdown. Clearly, there must be an infinite computation B on M. Since the coun- 
der-mode vector can change at most some finite number of times, there must be 
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some infinite segment g’ of c in which the counter-mode vector remains unchanged. 
Since the number of states is finite, 0’ must contain some loop 1 in which some 
counter or the pushdown has a net gain, no counter decreases, and the pushdown 
does not have a net loss. Without loss of generality, we can assume I has s or fewer 
transitions. 
Our algorithm is now as follows. We guess in NP a loop I satisfying the above 
description. We then guess the status vector u for 1 and verify that it is consistent 
with 1. Next, we determine in PTIME the minimum pushdown value p necessary for 
execution of I (note p <s). We must now determine whether the state q in which I 
begins can be reached with pushdown at least p <s and status vector u. This 
problem can clearly be reduced in PTIME to the nonemptiness problem. If q is 
reachable with pushdown at least p and status vector v, then 1 can be pumped to 
yield an unbounded counter or pushdown. We have therefore shown the UDP to 
be in NP. 1 
Finally, we can extend two other results concerning the complexities of the DDP 
and the UDP. In [9], both problems are shown to be PSPACE-complete for 
systems of two CFSMs in which one channel is bounded by an integer h given in 
unary, and the DDP to be PSPACE-complete for systems of any number of 
CFSMs in which all channels are bounded by h given in unary. It is natural to ask 
how the complexity changes if h is given in binary. We give the following result. 
THEOREM 12. The following problems are EXPSPACE-complete: 
1. the DDP for systems of two CFSMs in which one channel is bounded b-y an 
integer h given in binary; 
2. the UDP for systems of two CFSMs in which one channel is bounded by an 
integer h given in binary; 
3. the DDP for systems of CFSA4s in which all channels are bounded by an 
integer h given in binary. 
Proof In [3], a PTIME algorithm is given for constructing a system of two 
CFSMs to simulate an arbitrary NTM on a given input. In this construction, the 
channels are used solely to store the NTM tape contents and head position. 
Therefore, for any NTM M that operates in 2”‘ space for some fixed constant c on 
input of size n, and any input x, we can construct in PTIME a system of two 
CFSMs (M,, M,) whose channels are bounded by 0(2”“), which can be written in 
PTIME. Thus, we have our lower bound for 1 and 3. We can clearly modify this 
construction to yield a system with an unbounded channel if and only if M accepts 
_x; therefore, we have our lower bound for 2. The algorithms given in [9] clearly 
run in EXPSPACE when h is expressed in binary. 1 
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