The purpose of this work was to extend the verification of Monte Carlo based methods for estimating radiation dose in computed tomography (CT) exams beyond a single CT scanner to a multidetector CT (MDCT) scanner, and from cylindrical CTDI phantom measurements to both cylindrical and physical anthropomorphic phantoms. Both cylindrical and physical anthropomorphic phantoms were scanned on an MDCT under the specified conditions. A pencil ionization chamber was used to record exposure for the cylindrical phantom, while MOSFET (metal oxide semiconductor field effect transistor) detectors were used to record exposure at the surface of the anthropomorphic phantom. Reference measurements were made in air at isocentre using the pencil ionization chamber under the specified conditions. Detailed Monte Carlo models were developed for the MDCT scanner to describe the x-ray source (spectra, bowtie filter, etc) and geometry factors (distance from focal spot to isocentre, source movement due to axial or helical scanning, etc). Models for the cylindrical (CTDI) phantoms were available from the previous work. For the anthropomorphic phantom, CT image data were used to create a detailed voxelized model of the phantom's geometry. Anthropomorphic phantom material compositions were provided by the manufacturer. A simulation of the physical scan was performed using the mathematical models of the scanner, phantom and specified scan parameters. Tallies were recorded at specific voxel locations corresponding to the MOSFET physical measurements. Simulations of air scans were performed to obtain normalization factors to convert results to absolute dose values. For the CTDI body (32 cm) phantom, measurements and simulation results agreed to within 3.5% across all conditions. For the anthropomorphic phantom, measured surface dose values from a contiguous axial scan showed significant variation and ranged from 8 mGy/100 mAs to 16 mGy/100 mAs. Results from helical scans of overlapping pitch (0.9375) and extended pitch (1.375) were also obtained. MOSFET measurements and the absolute dose value derived from the Monte Carlo simulations demonstrate agreement in terms of absolute dose values as well as the spatially varying characteristics. This work demonstrates the ability to extend models from a single detector scanner using cylindrical phantoms to an MDCT scanner using both cylindrical and anthropomorphic phantoms. Future work will be extended to voxelized patient models of different sizes and to other MDCT scanners.
Introduction
Although computed tomography (CT) represents only a small percentage of radiological examinations, it results in a significant portion of the radiation dose received by patients from medical procedures (Shrimpton and Edyvean 1998) . In addition, the introduction of multidetector CT (MDCT), with its greater coverage and faster gantry rotation times, has increased the diagnostic utility of MDCT. This in turn has led to the increasing clinical application of CT and discussion about the appropriate use of CT, specifically in its application to children and in screening populations, primarily because of the radiation dose delivered during the exam (Paterson 2001 , Brenner et al 2001 , Feigal 2001 , Brenner and Elliston 2004 , Brenner 2004 .
For these reasons, there continues to be motivation to develop methods to accurately estimate the absorbed radiation dose and, ultimately, the radiological risk from a CT examination. While methods to estimate radiological risk using the effective dose approach have been developed (ICRP 1991, McCollough and Schueler 2000) , these require estimates of the dose to each radiosensitive organ; this is problematic in CT because of the highly localized patterns of exposure, which are characteristic of the scanning technique and which yield variable doses to different organs and because direct measurement is not possible.
Previous methods that calculate the dose to organs from CT used Monte Carlo simulation methods applied to standard mathematical phantoms (Jones and Wall 1985 , Jones and Shrimpton 1991 , Kramer et al 1982 or are derived from the results of these methods , LeHeron 1993 , ImPACT 2000 , Kalender et al 1999 . Although some methods allow the user to input either axial or spiral CT scanning protocols, the dose estimates from spiral scan protocols are approximated from the contiguous axial scan data and are not derived directly from simulations of a spiral acquisition. In addition, the CT scanner models used in the original work pre-date helical CT scanners or multidetector scanners.
Several approaches have been developed to approximate the behaviour of current MDCT scanners such as those employed by ImPACT in their dose calculation spreadsheet (ImPACT 2000 , Jarry et al 2002 . To take into account the effects of patient size, some previous efforts have used Monte Carlo modelling applied to non-standard mathematical models such as a 14-year-old female (Caon et al 1999 (Caon et al , 2000 . Recently, Kalender (2002a, 2002b) developed a Monte Carlo based method to model an MDCT scanner directly. In this work, the characteristics of one MDCT (Volume Zoom, Siemens Medical Solutions, Forcheim, Germany) were modelled and results presented to demonstrate validation of these models. In addition, the model was used to demonstrate the effects of an axial (in-plane only) tube current modulation scheme (Schmidt et al 2003) .
We previously (Jarry et al 2002) developed a method to estimate radiation dose from axial and spiral CT scans using a Monte Carlo modelling code where the source movement was modelled directly and the source model was applied to phantoms and a tomographic computational patient model. In that study, the source model developed was for a single detector helical CT (CT/i, GE Healthcare Systems, Waukesha, WI), which incorporated details about the x-ray source and filtration (including bowtie filter), the scanner geometry (distance from focal spot to isocentre, etc) and specifically modelled axial and helical source movement patterns. We also developed object models for standard CT dosimetry phantoms (CTDI head and body phantoms) as well as implemented the same reference man mathematical phantoms used above (Snyder et al 1969) and a computational tomographic model based on a real patient scan. In that study, the model was tested by directly comparing simulation results to physical measurements based on cylindrical CTDI phantoms. Indirect comparisons were also made between our simulation results and those published based on the MIRD V (using ImPACT dose calculator-www.impactscan.org). The results of that study showed excellent agreement between simulation and measurement where the CTDI phantom results agreed to within 10% across all beam energies and collimations tested. Agreement with other published results was also excellent with the MIRD V results agreeing to within 11%.
This study was designed to extend the verification of Monte Carlo methods for estimating CT dose from cylindrical phantoms scanned on a single detector CT scanner to the use of both cylindrical and physical anthropomorphic phantoms scanned on MDCT scanners. This was done by comparing physical measurements to results obtained from simulations using a detailed Monte Carlo model of MDCT. The long-term goal of this research is to create methods to accurately estimate radiation dose to individual patients undergoing CT scanning. The purpose of this study was to provide the testing and verification in well-understood physical objects before moving on to computational patient models such as those described in Jarry et al (2002) or the family of models developed by the GSF .
Materials and methods

Overview of the Monte Carlo method
All simulations were performed using the MCNPX (MCNP eXtended v2.5.c) Monte Carlo code (Waters 2002 (Waters , 2003 . MCNPX is a superset of MCNP4C and supports the transport of 34 different particles. The MCNPX simulation package provides for conventional modelling based upon a combinatorial geometry system using planes, cylinders, cones and spheres to define the overall geometry. In addition, it supports macrobodies and a mesh tally feature that allows the user to overlay a Cartesian, cylindrical or spherical tally mesh over an arbitrary simulation geometry. The mesh tally feature was used extensively for this work in order to efficiently tally the dose in a high-resolution Cartesian-coordinate mesh structure. For this work, the simulation is operated in photon mode with a low-energy cutoff of 1 keV. The photon transport model creates electrons but assumes that they travel in the direction of the primary photon and that the electron energy is deposited at the photon interaction site, creating a condition of charged particle equilibrium (CPE). Under conditions of CPE, the assumption that collision kerma is equal to absorbed dose is valid and a collision-kerma tally can be used for the absorbed dose calculations. For all simulations, the collision kerma was calculated based upon a track-length estimate of the photon energy fluence. Energy fluence was converted to dose rate using the mass energy-absorption coefficients obtained by Hubbell and Seltzer (1995) . In all simulations, the number of histories was selected to obtain relative errors less than or equal to 1%. The relative error is defined as the 1σ standard deviation divided by the average tally result. For simulations involving the mesh tally, the code scores the net energy deposition from all particles traversing a mesh cell. 
General
Modelling of the CT source: source geometry and movement
As was done in our previous work (Jarry et al 2002) , modifications to the standard MCNP source code were implemented to allow the simulation of the scanner and its operation for various scan protocols. MCNP requires that the spatial coordinates, the direction vector and the energy of the emitted particle be specified. The source was modelled so that single axial scans, contiguous axial scans and helical scan protocols of arbitrary pitch could be simulated. The source model assumes that the photons are emitted from a point at the location of the x-ray tube anode. The source energy spectra were obtained from the manufacturer for all available kVps and were implemented in the MCNP code as look-up tables. Information about both internal and external filtration (head and body bowtie filters) was also provided by the manufacturer. The effects of these filters were modelled using the same approach to calculating weight factors based on attenuation coefficients that was described in Jarry et al (2002) .
Object models
The CTDI simulation.
In this work, the standard body CTDI dosimetry phantom was used to perform measurements. This cylindrical phantom is 15 cm in length with a diameter of 32 cm. It is made of polymethylmethacrylate (PMMA) and has five sockets that will accept a PMMA insert or the pencil ion chamber. A mathematical model of this phantom was previously developed in Jarry et al (2002) . The pencil ion chamber used to measure exposure as part of the CTDI measurement was a Radcal 10 × 5-3CT and the corresponding electrometer was a Radcal Radiation Monitor, model 1515 (Radcal Corporation, Monrovia, CA). The walls and the electrode of the ion chamber are made of C552 air equivalent material. The chamber is surrounded by a polyacetal cap. The active volume is 0.3 cm 3 over an active length of 10 cm. The ion chamber was explicitly modelled as three concentric cylinders to model the electrode, the chamber wall and the air space in between.
Physical anthropomorphic phantom.
In the previous work, a mathematical anthropomorphic model (Snyder et al 1969) was used in the simulations; in this work, a physical anthropomorphic model was used for both measurement and simulations. The ATOM family adult male (CIRS, Norfolk, VA, http://www.cirsinc.com/products/pdf/ model atomfamily.pdf) was used in all measurements. This physical phantom represents the head and torso (the phantom does not have legs) of a standard man having dimensions of 173 cm height and 73 kg weight. The phantom has materials that model bone, soft tissue, lung and spinal cord tissues. The manufacturer provides information about the density and composition of each simulated tissue type.
Computational tomographic model-anthropomorphic phantom.
Using the approach described in DeMarco et al (1998), a simulation model was created based on the physical anthropomorphic phantom. This first required that a CT scan be obtained of the phantom using the LightSpeed Plus described above. The image data obtained were contiguous axial scans, reconstructed with 5 mm thickness and a voxel size of 0.742 mm × 0.742 mm. The resulting image data were used to convert the CT image data into a computational tomographic model. A look-up table was created to convert each voxel's Hounsfield number to a Monte Carlo material index based upon the five tissue types present within the phantom. The result is a voxelized model of the anthropomorphic phantom in which each voxel is described by its location as well as its tissue type.
Surface dosimetry on the phantoms-MOSFETs.
To obtain spatially sensitive dosimetry measurements on the surface of the phantoms, MOSFET (metal oxide semiconductor field effect transistor) detectors were employed (Peet and Pryor 1999, Bower and Hintenlang 1998) . The MOSFETs used were model TN 1002RD (Thomson-Nielsen, Ottawa, ON, http://www.thomson-elec.com/downloadables/tech7.01.pdf) with an active area of 0.1 mm 2 . In the measurements performed, 20 detectors were used, with each group of 5 being connected to a common bias supply. To minimize the beam entry angle bias, the detectors were positioned with their bulb side away from the surface of the phantom and were placed so that the x-ray beam would primarily enter perpendicular to the direction of the leads. These MOSFET measurements were made primarily to obtain profiles along the longitudinal (z) axis and so the detectors were placed at approximately 1.6 mm intervals along that axis. To reduce any influence of scattered radiation between MOSFETs, the detectors were also placed with an offset in the x direction (medial-lateral direction) as well. The arrangement of the MOSFETs is described in the diagram of figure 1. Figures 2 and 3 are photographs of this arrangement placed on the surface of the body CTDI and anthropomorphic phantoms, respectively. 
Experiments
The normalization and validation measurements.
The normalization and validation scans that were described in the earlier work of Jarry et al (2002) were repeated on the MDCT LightSpeed Plus. Thus, two sets of measurements were acquired using the Radcal pencil ionization chamber. The first set of measurements was used to compute the normalization factors that would allow conversion from simulation results to absolute dose values. To do this, single axial scan (one full rotation) exposures were acquired in air at the scanner isocentre for all of the available beam energies of 80, 100, 120 and 140 kVp using a 4 × 5 mm (20 mm total) beam collimation and the body bowtie filter. The tube current was kept constant at 100 mA and the rotation time was set to 1 s. The second set of measurements was obtained using the CTDI body dosimetry phantom and was used for comparison with the simulation results. For this set, the air kerma was measured in the body CTDI phantom. Ion chamber measurements were obtained at the centre and at the 12:00 peripheral position. The 12:00 chamber position with respect to this study represents the most anterior chamber location directly above the centre chamber position and lies on the periphery of the phantom at a distance of 1.0 cm from the surface. These measurements were obtained under the same conditions used for the normalization measurements, i.e. a single axial scan using 100 mAs and the above-described beam collimation, energies and bowtie filter selection. All exposures were obtained using the 100 mm pencil ion chamber and then were converted to the standard computed tomography dose index (CTDI 100 ) value using the approach described in the European Guidelines (2002).
Simulation of the CTDI phantoms for normalization and comparison purposes.
In order to compare the Monte Carlo simulation results to the physical measurements made above, the analogous simulations were performed. For the normalization simulations, single axial scans were simulated in air at the scanner isocentre for beam energies of 80, 100, 120 and 140 kVp using the 20 mm (4 × 5 mm) beam collimation with the body bowtie filter. For each simulation, the result was the Monte Carlo calculated air kerma (mGy per source particle started) that occurred in the simulated ion chamber. The air-kerma result was computed by scoring the photon energy fluence and multiplying by the energy-dependent mass energy-absorption coefficient for air.
For the validation experiments, simulations were performed for the body CTDI acrylic phantom under the same conditions used for the normalization measurements, i.e. a single axial scan using 100 mAs, body bowtie filter and the slice thicknesses and energies described above. Measurements were simulated so that air-kerma values were obtained at the centre and at the 12:00 peripheral position of the CTDI phantom. Note that for each simulation, the pencil ionization chamber was included in the simulations as well. The MOSFET detectors Table 1 . Normalization factors for converting the Monte Carlo simulation results from mGy per source particle to mGy/100 mAs for the LightSpeed Plus MDCT scanner. The per cent relative error for the MCNPX results is less than 0.5%. The pencil chamber measurements and MCNPX simulations were performed in air using the body bowtie filter. Normalization differences are less than 0.5% between the body and head bowtie filter. were not explicitly modelled when comparing the air-kerma variation along the surface of the CTDI body phantom. Using the cylindrical geometry of the CTDI phantom, the air-kerma tally was performed in a cylindrical annulus at the surface of the phantom with an annulus thickness of 2 mm and a longitudinal spacing of 2 mm.
Monte Carlo normalization factor.
Because the MCNP code calculates the dose or exposure per unit source particle and does not take into account the fluence changes when varying the beam collimation, all simulation results must be normalized in order to obtain absolute dose or exposure. The normalization factor described previously (Jarry et al 2002) is also used in this study and described here by equation (1) with units of source particle per mAs and is a function of both beam energy E and beam collimation NT:
where D air,simulated is the air kerma found by simulating the ion chamber at the scanner isocentre at beam energy E and beam collimation NT and D air,measured is the air kerma measured in air at the scanner isocentre. Because the normalization factor is given on a per mAs basis, the simulation results are multiplied by the normalization factor and the total mAs to obtain absolute dose. In the case of a contiguous axial or helical protocol, the total mAs is equal to the mAs per rotation times the number of rotations. For helical scans, the number of rotations is affected by pitch; larger pitch values for a given coverage mean fewer rotations and vice versa. Equation (2) is used to obtain the absolute dose from the simulated data:
The simulated dose is calculated based upon an energy fluence tally and the mass energyabsorption coefficients for the appropriate material. Normalization factors were obtained for each beam energy used and one beam collimation setting (4 × 5 mm = 20 mm). Table 1 lists the normalization factors as a function of kVp for the LightSpeed Plus using 4 × 5 mm beam collimation and the body bowtie filter.
MOSFET measurements and normalization. As an intermediate comparison step
between single axial scans in cylindrical phantoms and scans through an anthropomorphic phantom, we used contiguous axial scans through the entire extent of the cylindrical phantoms as a basis of comparison between measurement and simulation results. Because a pencil ionization chamber would not be able to capture the spatial variations along the z-axis, the MOSFET detectors were used. Measurements and normalization calculations for the MOSFETs were performed on the LightSpeed 16. First, the MOSFETs were exposed in air at isocentre under the same conditions as the pencil ionization chamber above (120 kVp, 4 × 5 mm beam collimation, body bowtie, 100 mAs). For each in-air measurement, a MOSFET detector was placed at isocentre and the corresponding pencil ionization chamber measurement was used to create a calibration factor based upon the ratio of the pencil-chamber reading versus the MOSFET signal with units of cGy per mV per mAs. The cGy unit represents the air-kerma dose as measured by the pencil chamber. Figure 4 illustrates the MOSFET signal reproducibility for 20 different detectors. The per cent relative error over the 20-detector group was 5% based upon ten measurements per detector.
Following these calibration measurements, the following test scans were performed: (1) a single axial scan at one z-axis location, (2) a contiguous axial scan through the extent of the body CTDI phantom and (3) helical scans of two different pitch values (0.9375 and 1.375) through the extent of the body CTDI phantom. In each case, the MOSFETs were placed on the surface of the phantom (as illustrated in figure 2 ). The reading of each MOSFET was recorded, specifically noting the position of each MOSFET. For all of these scans, the technical parameters were 120 kVp, 4 × 5 mm beam collimation and 1 s rotation time. The mA setting for the single axial scan was 240, and it was 440 mA in all of the other scans that went through the extent of the phantom.
Simulations were performed using the identical set of scan parameters with a voxelized model of the body CTDI phantom to evaluate the spatially varying results. Results from normalization measurements were used to obtain absolute dose values. The air kerma was scored along the surface of the body CTDI phantom for comparison with the MOSFET results. In addition, because the simulation can score dose in each voxel of the phantom model, the variation along any direction and at any position within the phantom could be obtained. In this case, we obtained results within both the axial and sagittal planes of the phantom to demonstrate the spatial variations of the dose distribution within the phantom.
Contiguous axial scans in a heterogeneous anthropomorphic phantom.
The final comparison between measurement and simulation was based on surface measurements from contiguous axial scans using the anthropomorphic phantom described above. Contiguous axial scans were acquired through the thorax of the adult male phantom using the LightSpeed 16 scanner with 120 kVp, 4 × 5 mm beam collimation, 100 mA, 1 s rotation time and the body bowtie filter. The MOSFETs described above were placed on the central anterior surface of the phantom, as illustrated in figure 3 , and the reading of each MOSFET was recorded, specifically noting its position. Care was taken to position the MOSFET detectors as closely as possible to the surface of the phantom. Simulations were obtained under identical conditions using the LightSpeed 16 scanner model and the voxelized model of the anthropomorphic phantom. The position of the MOSFET detectors was obtained by examining the image data. Again, because the simulation can tally dose in each voxel of the phantom model, the variation along any direction and at any position within the phantom could be obtained. In this case, we obtained results within both the axial and sagittal planes of the phantom to demonstrate the spatial variations of the dose distribution within the phantom. The MOSFET detector values from the surface measurements and the corresponding simulation values were compared on a qualitative basis by plotting each resulting profile.
Results
Results from the comparison between pencil ion chamber based measurements using the CTDI body phantom measurements and the absolute values obtained from the simulation model are shown in table 2. These results show excellent agreement with a maximum per cent difference of 3.4% for all values tested. The comparison between MOSFET measurements and Monte Carlo simulations from a single axial scan of the CTDI body phantom is illustrated in figure 5 . The error bars reflect the uncertainty in the axial direction (z-axis) from MOSFET placement and in the dose direction due to MOSFET output variability. The MOSFET detectors were staggered on the surface of the CTDI body phantom as illustrated in figure 2. There is good agreement between the two sets of values with the Monte Carlo simulation slightly underestimating the air-kerma profile in the plateau and through the tail of the penumbral region. The Monte Carlo results simulate the actual air-kerma profile along the surface of the phantom and are not explicitly modelling the MOSFET detectors. The observed profile differences could also be due to the simplistic CT source model used for this study, with photons emitted from a point source and nominal collimation. In reality, the CT source has a finite focal spot size with scatter contributions from the collimation assembly and tube housing. The effect of these realistic source parameters remain a topic for future study.
Results from the contiguous axial scans through the CTDI body phantom are illustrated in figure 6(a) and shows the comparison of the measured MOSFET values obtained at the surface of the phantom to those obtained by simulation. Both the measured and simulated results demonstrate the spatial variation of dose at the surface of the phantom that results even when a contiguous axial scan is performed. Both measured and simulated results demonstrate approximately the same degree of variation from peak to trough with approximately the same period of variation. It should also be noted that the results from the Monte Carlo simulations are much smoother as they represent ideal detectors, do not reflect any inter-detector variations and can be obtained at a very large number of sample points rather than the limit of 20 MOSFET detectors we have for the physical measurements. Results from helical scans of pitch 1.375 and pitch 0.9375 are shown in figures 6(b) and (c), respectively. These curves show the comparison between the measured and simulated air-kerma profiles at the surface of the body CTDI phantom. These results again demonstrate good agreement between the measured and simulated values, this time under helical scan conditions. It should be noted that in all three conditions (contiguous axial, overlapping helical and extended helical scan) the variation of surface dose magnitude is nearly a factor of 2 for the CTDI body phantom.
The results from the heterogeneous anthropomorphic phantom are shown in figures 7(a)-(c). The figures illustrate a profile of the MOSFET detector measurements made at the anterior chest surface of the phantom for a contiguous axial scan, and helical scan pitch = 1.375 and 0.9375, respectively. It also shows the results of the simulation under the same scan conditions using the voxelized model of the anthropomorphic phantom. This figure demonstrates surface dose variations that are very similar to those observed in the cylindrical phantoms, despite the heterogeneous shape and composition of this phantom. These figures also demonstrate variations in surface dose that range from at least 50% for the overlapping pitch (pitch 0.9375) to more than 2.0 for the extended pitch (pitch 1.375). These figures also demonstrate that the magnitude of the surface dose is higher than that observed for the CTDI body phantom in figure 6 . This is not surprising as the anthropomorphic phantom is less than 32 cm diameter in the locations where these measurements were made.
Discussion
In this manuscript we have extended the modelling approach for estimating radiation dose to a multidetector CT (MDCT) scanner including the x-ray spectra, filtration and geometry of the MDCT scanner. The simulation model also included a voxelized model of the cylindrical body phantom as well as a voxelized model of a heterogeneous anthropomorphic phantom. This model was tested under a variety of conditions by comparing measured values to those obtained from simulations and applying the normalizations to obtain absolute dose values. Experiments using the homogeneous, cylindrical CTDI body phantom scanned with a single axial exposure, showed excellent agreement between measured and simulated values, with all values across all conditions and positions agreeing to within 3.4%. One reason for the good agreement in this effort was that the spectral data were obtained from the manufacturer, rather than estimating from the Boone spectra (Boone and Seibert 1997) as in the previously published effort. The data suggest a slight systematic underestimate of the Monte Carlo simulated dose values versus measurement. For this study, the table was modelled as a flat carbon slab with a thickness approximately matched to the true table thickness as measured from an actual CT scan. In reality, the table is a composite geometry of carbon fibre of unknown density and air space. The next test condition was based upon different scans through the body CTDI phantom where surface dose values were obtained using MOSFET detectors for measurements. Both measured and simulated values demonstrate good agreement for the surface dose that resulted from a single axial scan, contiguous axial scans, overlapping helical scans (pitch <1) and extended helical scans (pitch >1). The variations in surface dose from contiguous axial scans (and overlapping pitch scans) were larger than originally expected, with values of a factor of least 2.0 being observed at each scan condition. It does appear that these variations are due to a combination of (a) the slight divergence of the beam in the longitudinal direction, (b) the intersection of the beam with the surface of the phantom at 16 cm from isocentre and (c) at the surface of the CTDI body phantom, the majority of exposure is due to entrance exposure (exposure originating at other source angles is attenuated by up to 32 cm of PMMA). The resulting variations at the surface were also observed in the Monte Carlo simulations and the agreement between the measured and simulated values was good with both demonstrating similar magnitudes and spatial extent of the variations.
The final test conditions described in this manuscript were scans through the thorax of an anthropomorphic phantom where MOSFET detectors were placed on the anterior chest surface of the phantom. Results from both measured values and simulations demonstrate that the distribution of dose is complex and varies in the x, y and z directions. We were able to demonstrate good agreement between the measured and simulated values obtained at the position of the MOSFETs. In addition, the patterns for the contiguous axial scans in CTDI body and anthropomorphic phantoms were similar in terms of their shape variations and periodicity. Finally, the results demonstrated that the absolute value of surface dose was higher in the anthropomorphic phantom by about 50% versus the body CTDI phantom; this was expected due to the difference in diameter and attenuation of the two phantoms. In general, figures 6 and 7 also illustrate a systematic overestimation of the dose variation along the phantom surface for the Monte Carlo simulations relative to the MOSFET measurements. As described previously, this effect could be explained by the simplistic source model and the dose contribution from focal spot source size and tube scatter effects. Future analysis will require detailed drawings of the tube housing and collimation assembly in order to evaluate this discrepancy.
Conclusion
This work has shown that the radiation dose patterns in CT can be complex, even for contiguous axial scans in homogeneous phantoms. To obtain accurate results from simulations, detailed models must be employed to accurately capture these variations. Results in this work from both cylindrical and anthropomorphic phantoms demonstrate that the models developed for MDCT yield very accurate results and are very encouraging. Future work includes extending the analysis to other sets of technical factors (different pitch values-only two were tested here; different beam widths, etc). We have also begun implementing patient model objects. Specifically, the GSF patient model family of adult and child models is being implemented and tested. These are voxelized models of humans based on CT scan image data and where the location and composition of radiosensitive organs are already determined. This will allow the simulation of an MDCT scan (e.g. chest scan, abdomen scan, etc) on a patient where the radiation dose in each organ could be tallied. This would allow estimation of dose from each type of scan (chest, abdomen, etc) to a certain patient model under different scan conditions (such as different parameter selections such as pitch, kVp). Because these models represent patients of different size, the effects of size on the complex dose distribution pattern can be assessed directly. Finally, we are also extending the source models to incorporate scanners from other manufacturers and other models. In doing so, we will be able to obtain patient dose estimates from different size patients, from different scanners and different scan parameters.
