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Overview 
 
 
This project is focused on the validation and evaluation of a predictor designed 
for a wireless routing protocol named Optimized Link State Routing or OLSR, 
which is a proactive routing protocol, based on link-state algorithms and 
specifically designed for Mobile Ad Hoc Networks or MANETs.  
 
The aim of this predictor is to avoid the flooding of control messages when they 
are duplicated, i.e. redundant, since they are sent periodically although 
containing always the same information. Then, using this predictor, it is 
possible to reduce, to a greater or lesser extent, the overall traffic of the 
network, which can be traduced in an whole network improvement by reducing 
the energy and CPU consumption, decreasing the network congestion, and 
then, reducing loss rate. 
 
First of all, in order to analyze the impact of the predictor, it has been done an 
in-depth study the original OLSR protocol, specially focused on the generation 
and processing of the topology control messages or TC, which are the 
responsible of flooding the network topology. Then, tools as Bonnmotion 2.0 
and Network Simulator 2 have been used to generate different wireless mobile 
scenarios and simulate it, respectively. By means of the analysis of the 
resulting trace files, using AWK software, it has been characterized the OLSR 
behavior under the different proposed scenarios.  
 
Once known the OLSR functioning, it has been explained, validated and 
evaluated the impact of the introduction of the predictor (OLSRp). It has been 
defined the more appropriate scenarios for which the introduction of the 
predictor has a bigger positive impact, i.e. where more TC messages are 
redundant and its transmission throughout the network can be avoided. 
 
Finally, in order to know the environmental impact in terms of energy 
consumption reduction, it has been analyzed the energy saving achieved 
thanks to the predictor. Once again, the most appropriate scenarios in which 
the predictor impact produces the higher saving of energy have been 
characterized and exemplified in realistic scenarios where use it to take the 
most advantage of the predictor. 
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1. INTRODUCTION 
 
1.1. Framework 
 
Mobile Ad Hoc Networks or MANETs are autonomous systems where nodes, 
connected through wireless links, move free and organize themselves in an 
network. Each node in a MANET acts not just as an end-point, but as a router 
as well. This way, a MANET does not need any fixed infrastructure, so it can be 
rapidly built being a very attractive solution for military applications, emergency 
operations, or any kind of spontaneous mobility scenario of communications.  
 
This project is focused on a routing protocol designed for MANETs, the 
Optimized Link State Routing protocol or OLSR. It is a proactive protocol, which 
means that it discover and maintains the routes to all destinations before using 
it, avoiding route discovering delays associated to finding routes when needed 
(which happens in reactive protocols).  
 
As a link-state routing protocol, like Open Shortest Path First (OSPF), a route is 
selected in every link to announce topology information over the network by 
flooding mechanisms. In wired networks it is a good solution, but not for a 
mobile wireless networks where bandwidth and loss rates are so critical. As it 
can be seen in next chapters, OLSR tries to find out a solution which deals with 
these special conditions. 
 
 
 
1.2. Objectives 
 
The first phase of this project will consist on making an in-depth study of the 
OLSR protocol, which will be mainly focused in how OLSR performs the 
flooding of topology information throughout the network. The aim of this study is 
to identify all the actors involved in the generation and broadcasting of this 
information and analyze whether is possible or not to reduce the amount of 
topology data transmission.  
 
In order to get real numbers, it will be interesting to perform some OLSR 
simulations in different types of scenarios. With this numbers it will be possible 
to analyze how the topology information flooding varies depending on the 
scenario configuration and determining in which cases this information could be 
redundant, i.e. the messages sent contains almost always the same data due to 
the fact that the network topology does not change a lot. 
 
To perform these simulations there exist many software tools: OPNET, Network 
Simulator, or NetSim are the most common. A study of this tools will be done in 
order to choose the most appropriate one to do these simulations and learning 
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how to use them  to take the most of them. The most interesting parameters of 
the scenarios to be simulated are the number of nodes in the network, their 
speed and mobility pattern. The selected tool has to be able to deal with these 
parameters at least. 
 
In this project will be proposed a control information prediction mechanism 
which aim is to reduce the number of control messages sent through the 
network that contain duplicated and/or redundant information. This mechanism, 
named OLSRp (OLSR predictor), will be deeply analyzed in order to understand 
how it works. 
 
The next phase of the project consists on validate OLSRp in order to know its 
performance in different situations, trying to produce errors on its functioning to 
know its reliability level and, if any, its weaknesses. It is expected to prove by 
means of these validation tests whether or not OLSRp alters the protocol 
functioning and the network behavior while reducing the amount of control 
information. 
 
In addition to the validation, the OLSRp mechanism has to be tested repeating 
the same tests done for the standard OLSR protocol in order to compare it and 
to know the improvement introduced on the network when used. It is expected 
to see a diminution of the amount of topology information flooded by the 
network, but what is unknown yet is how much will be this saving in control 
information, and then, if the predictor provides a sufficient improvement to be an 
interesting mechanism for use within OLSR networks. 
 
Finally, this reduction of control information flooding has to be translated to an 
energy consumption reduction, which is mainly the objective of this predictor. 
Since all tests will be performed with different types of scenarios, it will be 
concluded for which of them the OLSRp mechanism is more effective, trying to 
always translate these simulations to realistic situations where Mobile Ad Hoc 
Networks are used. 
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2. OPTIMIZED LINK STATE ROUTING PROTOCOL 
 
2.1. Mobile Ad Hoc Networks 
 
Ad hoc is a Latin phrase meaning “for this". A wireless ad hoc network is ad hoc 
because it does not rely on a pre-existing infrastructure. It is a decentralized 
system in which each node cooperates in the routing tasks by forwarding data 
for other nodes and dynamically self-organizes the network. There are no 
specific routing elements on the network, such as routers or access points like 
in wired networks; in ad hoc networks every node acts as a server and as a 
client at the same time. 
 
 
Figure 1 Centralized network (left) versus ad hoc network (right) 
  
 
The main advantages of this kind of networks are its suitability for applications 
where there is no need for a central node, the increasing of the network 
scalability, and its minimal requirements of configuration and management.  
 
However, the main drawbacks introduced by these networks are related to its 
dynamic restructuring and the access to the shared wireless medium, in which 
each node competes, often resulting in collisions. 
 
A mobile ad hoc network (MANET from now on) is a type of self-configuring 
wireless ad hoc network based on mobile devices. Each device in a MANET is 
free of movement, and then, the wireless links between them change frequently.  
 
A MANET usually has a routable networking environment on top of the link layer 
in order to manage its routing configuration. These routing protocols have been 
developed to affront the different requirements of the ad hoc networks, such the 
different mobility degrees of the network devices, the packet drop rate, the 
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overhead introduced by the protocol itself, the end-to-end delay, or the network 
throughput for example. 
 
There exist a lot of different routing protocols for ad hoc networks, but the most 
used are proactive and reactive types. Here is a brief explanation of the most 
common types depending on how they create and maintain the routing tables. 
 
• Proactive routing protocols 
In this type of protocols each node maintains lists of destinations and 
their routes by periodically distributing routing tables throughout the 
network. The main advantage of this protocol is its ability to make 
decisions quickly when routing a packet, since the node only needs to 
consult his routing table to find out which interface use to send it. In 
contrast, the main drawback is the large amount of data to be stored to 
maintain these tables. 
 
• Reactive routing protocols 
When a transmission is required, the node finds a route on demand by 
flooding the network with request packets. It takes large time finding 
routes and can produce network clogging because of the flooding. 
 
• Flow-oriented routing protocols 
This protocol applies a prediction based scheme for selecting and 
maintaining its routes. It can predict the link expiration time for a given 
link, and consequently it can predict a route expiration time for a given 
path. The main drawback of this kind of protocols is that it takes long 
time when exploring new routes without a prior knowledge. 
 
• Hybrid routing protocols (proactive & reactive) 
Initially, the routing is established with some proactively prospected 
routes, and then, serves the demand from additionally activated nodes 
through reactive flooding. 
 
 
In addition to this classification, routing protocols are also cataloged depending 
on the algorithm used to choose the optimal route, which use to be based on 
link state or distance vector. 
 
• Distance-vector routing protocols 
This is the simplest routing protocol which is based on the number of 
hops between a node and the destination node of the packet to be 
transmitted. In these types of protocols, nodes do not have knowledge of 
the entire path to a destination. Instead, they just have to know the 
interface to which a packet has to be forwarded and the distance from its 
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destination. They are based on algorithms, such Bellman-Ford or Ford-
Fulkerson algorithms, to compute the shortest paths. 
 
• Link-state routing protocols 
In these protocols, each node creates and maintains a map of the entire 
network based on which nodes are connected to which other nodes and 
the costs associated to each link. In this way, every node of the network 
independently calculates the best path to every possible destination in 
the network, creating the routing table. In contrast to distance-vector 
based protocols, in link-state nodes do not share its routing table; the 
only information shared by them is related to connectivity parameters of 
the links. In order to calculate the path with lowest cost to each 
destination, nodes use the Dijkstra algorithm or some variant of it. 
 
 
 
As mentioned above, the most extended types of routing protocols for MANETs 
are proactive and reactive protocols, but they also have some disadvantages. 
The first ones, proactive protocols, require large memory capacities in the 
nodes in order to maintain fresh lists of all the paths available in the network, 
which will increase if the network size also increases. On the other hand, the 
reactive protocols will spend a lot of time finding a route when the network is too 
large. 
 
Regarding the algorithms to find best routes, when distance-vector is used it is 
required flooding the network with control messages when a topology change 
occurs. It could cause network congestion when the network is large and its 
nodes tend to move continuously. The link-state protocols, in turn, require the 
maintenance of a complete map of the entire network, so if it is too large, they 
have to have large memory capacity too. 
 
All this demonstrates that these protocols could present malfunction when 
networks are large and/or their nodes move rapidly. It is said that a network is 
scalable when the product of the number of routing control packets and its size 
remains constant when the number of nodes in the network increases. 
Nevertheless, this is not true in mobile ad hoc networks. 
 
There exist many mechanisms in order to reduce this product by means of 
reducing the number of control packets to be sent, or reducing the amount of 
contained information if possible, and then, its size. The Optimized Link State 
Routing protocol (OLSR from now on) is a link-state proactive routing protocol 
that tries to reduce the number of routing information packets and its size by 
defining a new network element: the Multi Point Relay or MPR. These new 
elements manage to avoid superfluous retransmissions and the amount of link 
state information contained in update messages, as can be seen in next chapter 
which is specifically dedicated to OLSR. 
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2.2. Protocol performance 
 
The Optimized Link State Routing protocol (OLSR from now on) is a proactive 
routing protocol designed for mobile ad hoc networks. OLSR was proposed by 
the MANET working group from the Internet Engineering Task Force (IETF) as 
a standard link state proactive routing protocol for MANETs. 
 
Due to its proactive nature, OLSR is faster than reactive protocols because it 
has the routes immediately available when needed, so it just has to find out the 
best route to a destination in its routing table.  
 
OLSR protocol is an optimization of a pure link state protocol, where every node 
has information about all the routes and the shortest path to every destination. 
This comes at the cost of periodically broadcasting the routing information to all 
nodes in the network, so the amount of routing information to be sent increases 
with the number of nodes and this does not scale. In this sense, OLSR 
introduces three main improvements [1]: 
 
• First, OLSR reduces the message overhead by forwarding broadcast 
messages only through a subset of nodes selected as multipoint relays 
(MPR), instead of sending control packets by all the links in the network. 
 
• Secondly, in OLSR, link state information is generated only by the 
multipoint relays, minimizing then the control messages flooded in the 
network. 
 
• Thirdly, multipoint relays may choose to report only information about the 
links between itself and its selectors (nodes who have selected it as their 
multipoint relay). Hence, only partial link state information is flooded in 
the network. 
 
 
This protocol is optimal when working on large and dense networks, because 
the optimization introduced by the multipoint relays is higher in this context 
rather than in smaller networks.  
 
Another important feature of the OLSR protocol is that it does not depend upon 
any central element, so it works in a completely distributed manner that is 
optimal in ad hoc networks. In addition, the protocol does not need to worry 
about the order of packet delivery because each control message contains a 
sequence number. This way, the receiving end can determine what packet has 
the most recent information and can discard the old one to maintain fresh 
information about the network topology. 
 
The OLSR protocol functioning is based on two basic control messages: 
HELLO and Topology Control (TC, from now on) messages.  
 
HELLO messages are sent periodically by all nodes of the network and are 
used for link sensing, neighbor detection and MPR selection signaling. On the 
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other hand, TC messages are sent by the MPRs and contain topology 
information used by nodes to calculate their routing tables.  
 
All OLSR traffic (included HELLO and TC messages) is sent in packets with the 
following general structure: 
 
 
 
Figure 2  Generic OLSR packet 
 
In the image above, it can be seen the header of a generic OLSR packet (in 
grey) containing information about the length of the entire packet (including the 
header itself) and a sequence number increased in each OLSR message 
transmitted. Inside the body, it contains the messages to be send, each one 
with its own header information related to the type of message, its size, 
originator node, hop counter and a message sequence number, among others. 
 
 
 
2.2.1. HELLO messages 
 
In the OLSR network, each node periodically broadcasts HELLO messages in 
order to populate the local link information base and the neighborhood 
information base.  
 
• The local link information base of a node stores information about links to 
neighbors, creating a set of “Link Tuples” with the following data per link: 
 
- The interface address of the local node 
- The interface address of the neighbor node 
- The time until which the link is considered symmetric 
- The time until which the neighbor interface is considered heard 
- The expiry time at which this record must be removed 
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• The neighborhood information base stores information about one-hop 
and two-hop neighbors, MPRs and MPR selectors: 
 
- Neighbor set: contains the main address of a neighbor, the status 
(symmetric / no symmetric) and the willingness parameter which 
specifies the node’s willingness to carry traffic on behalf of other 
nodes. 
- 2-hop Neighbor Set: contains the main address of a 1-hop 
neighbor, the main address of a 2-hop neighbor with a symmetric 
link to the previous 1-hop neighbor, and the expiry time at which 
the tuple must be removed. 
- MPR Set: contains the main addresses of the nodes selected as 
its MPRs. 
- MPR Selector Set: contains the main address of the nodes which 
have selected it as MPR and an expiry time at which this entry 
must be removed 
 
Thus, HELLO messages are used for link sensing, neighbor detection and MPR 
selection signaling. By default, these messages are sent every 2 seconds. 
 
Regarding the link sensing, every node in the network must advertise its entire 
symmetric 1-hop neighborhood on each interface in order to perform neighbor 
detection. Hence, for a given interface, a HELLO message will contain a list of 
links on that interface as well as a list of the entire neighborhood. 
 
These messages are received by all one-hop neighbors, but they are not 
retransmitted to further nodes. With this information, every node in the OLSR 
network detects its one hop neighbors and its two hop neighbors through their 
responses.  
 
The HELLO packet has the following structure: 
 
 
Figure 3 Hello packet 
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This HELLO message is sent as a portion of data of the general OLSR packet 
format described before, with the Message Type field set to HELLO MESSAGE, 
the TTL field set to 1 and the Vtime to 6 seconds [4]. 
 
With the information contained in the HELLO messages, each node can 
construct its neighbor table containing information of its one-hop neighbors, the 
status of the link with these neighbors, and a list of two-hop neighbors 
accessible through these one-hop neighbors.  Also, each entry in the neighbor 
table contains a holding time, upon expiry of which is no longer valid and hence 
removed. 
 
In the image below, it can be seen an example of a simplified version of a 
neighbor discovery session using HELLO messages. 
 
 
 
Figure 4 Neighbor discovery using HELLO 
 
First of all, A sends an empty HELLO message. B receives this message and 
registers A as an asymmetric neighbor due to the fact that B cannot find its own 
address in the HELLO message. B then sends a HELLO declaring A as an 
asymmetric neighbor. When A receives this message it finds its own address in 
it and therefore sets B as a symmetric neighbor. This time A includes B in the 
HELLO it sends, and B registers A as a symmetric neighbor upon reception of 
the HELLO message. 
 
 
2.2.2.  TC messages 
 
TC messages are used to disseminate topology information through the 
network. This topology information is a piece of the information obtained from 
link sensing and neighbor detection used to construct routes. 
 
All the nodes of the network maintain a topology information base, which is 
acquired from TC messages broadcasted by the MPR nodes and is used for 
routing table calculation. TC messages are then flooded to all nodes in the 
network through the MPRs. 
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The topology Information base contains the following information per each 
destination in the network: 
 
- The main address of a node which may be reached in one hop from a 
node whose address is also stored. Typically, the last hop to the 
destination is a MPR of it. 
- A sequence number to keep updated information. 
- And an expiry time at which this entry must be removed. 
 
 
When the advertised link set of a node becomes empty, this node should still 
send TC messages (empty) in order to invalidate the previous TC messages 
until some node is inserted in its advertised link set. 
 
The structure of the TC packet is then represented in the image below [5]. 
 
 
 
Figure 5 TC packet 
 
• Advertised Neighbor Sequence Number (ANSN): is a sequence number 
associated with the advertised neighbor set and is increased every time 
a node detects a change in it. It is necessary to keep track of the most 
recent information. 
• Advertised Neighbor Main Address: it contains the main address of a 
neighbor node. All main addresses of the advertised neighbors of the 
originator node are put in the TC message. 
 
The advertised link set can be build according to a local parameter called 
TC_REDUNDANCY. It should be interpreted as follow: 
 
• If TC_REDUNDANCY = 0, the advertised link set of a node is limited to 
the MPR Selector Set (i.e. the neighbors which have selected the sender 
node as a MPR). 
• If TC_REDUNDANCY=1, the advertised link set of a node are both the 
MPR set and the MPR Selector Set. 
• Finally, if TC_REDUNDANCY=2, the advertised link set of a node is the 
full neighbor link set. 
 
This information will help each node to build its topology table. A node records 
information about the multipoint relays of other nodes in this table. Based on 
this information, the routing table is calculated. Each entry in the topology table 
contains: 
 
• An address of a destination (an MPR Selector in the received TC), 
• The address of a last-hop node to that destination (originator of the TC), 
• And the corresponding MPR Selector set sequence number. 
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It means that the destination node can be reached in the last hop by this last-
hop node. TC messages are valid during TC HOLD TIME (by default, 3 * TC 
INTERVAL), upon expiry of which is no longer valid and hence removed. 
 
 
 
2.3. Multipoint Relays (MPRs) 
 
The main objective of the multipoint relays (MPRs from now on) is to reduce the 
number of duplicate re-transmissions while forwarding a broadcast packet. In 
order to accomplish that, every node in the network selects a set of multipoint 
relays among its one hope neighbors in such a manner that this set covers all 
the nodes that are two hops away in terms of radio range. The smallest will be 
the MPR set, the more efficient will be the optimization. 
 
The MPR selection of a node N, let it be MPR(N), has to accomplish the 
following condition [2]: every node in the two hop neighborhood of N must have 
a bidirectional link toward MPR(N). 
 
In figure below it can be seen the difference between pure flooding schemes, 
where every node broadcasts its messages through every link it has, versus a 
MPR scheme where only the MPR nodes (in black) retransmit the flooding 
messages. In left figure, all the nodes are retransmitting broadcast messages; 
in contrast, in right figure, just the central node and the MPR set of nodes 
retransmit such messages, in total 9 nodes. It is demonstrated then the 
efficiency of an MPR structure versus the pure flooding mechanism. 
 
 
 
 
Figure 6 Pure flooding versus MPR flooding 
 
Although, this set of MPR can change over time. In order to maintain fresh lists 
of MPRs, this information about the two-hop neighborhood and two-hop links of 
the node N is transmitted in HELLO packets, since every neighbor of N 
periodically broadcasts their adjacent links. 
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The neighbors of a node which are not in its MPR set receive and process its 
packets but do not retransmit them. It is assumed that every broadcast 
message received from an MPR has been already retransmitted by this node. 
Then, as said in [3], the OLSR protocol optimizes de control overhead via two 
means: the important adjacent links are limited to MPR nodes and the flooding 
of topology control packet is limited to MPR nodes (MPR flooding). 
 
 
2.3.1. MPR Selection 
 
The selection of the multipoint relay set is done individually by each node of the 
network. This set must cover all the two hop neighbors of the node. In order to 
do so, it is just needed to track the list of all the bidirectional link nodes found in 
the HELLO packets received by this node. Usually, the multipoint relay set can 
coincide with the whole neighbor set. This case is done at network initialization 
for example, but normally this MPR selection is done using specific algorithms. 
 
For example, in it is achieved by one heuristic for the selection of multipoint 
relays. In order to simplify the explanation of this procedure, they are introduced 
the following nomenclatures: 
 
• The set of one-hop neighbors of node x is called N(x). 
• The set of its two-hop neighbors is called N2(x). 
• The selected multipoint relay set of this node x is called MPR(x). 
 
Then, the heuristic can be explained as follows [6]: 
1. Start with an empty multipoint relay set MPR(x). 
 
 
 
In this example, central node is called x, its one-hop neighbors N(x) are nodes 
from 1A to 1H, and its two-hop neighbors N2(x) are nodes from 2A to 2P. 
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2. Then, find out those nodes in N2(x) which have only one neighbor in N(x). 
 
 
 
Following the example, nodes 2D, 2K and 2O have just one neighbor in N(x). 
 
 
3. Next, the neighbors of those nodes in N(x) are selected as MPRs: 
 
 
 
In the example, the MPRs are 1B, 1F and 1H. 
 
 
 
 
4. The following step is to show what nodes are covered by these MPRs and 
which are still uncovered: 
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In the example, nodes in grey are already covered by the MPRs 1B, 1F and 1H. 
But it still remains three uncovered N2(x) nodes: 2F, 2G and 2H. 
 
 
5. If there still remain uncovered nodes in N2(x), for each node in N(x) which is 
not in the MPR set, compute the number of nodes that it covers among the 
uncovered nodes in the set N2(x). In the example: 
 
• Node 1C covers two uncovered N2(x) nodes: 2F and 2G. 
• Node 1D covers three uncovered N2(x) nodes: 2F, 2G and 2H. 
• And node 1E covers one uncovered N2(x) node: 2H. 
 
Finally, select as MPR that node of N(x) for which this number is the largest. In 
the example, this node is 1D because it covers the three uncovered N2(x) 
nodes. 
 
 
In the example, node 1D has been selected as MPR because it covers three 
uncovered N2(x) nodes. 
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2.4. Expected Transmission Count (ETX) metric 
 
 
The Expected Transmission Count (ETX), is a route metric for finding paths in 
multi-hop wireless networks. It is designed for links with link-layer 
acknowledgments instead than end-to-end retransmissions. The main goal of 
the ETX metric is finding high-throughput paths with the minimum number of 
transmissions per packet. Paths with the minimum ETX have the highest 
throughput. 
 
Its design does not depend on a particular routing protocol, so it can be used 
with Dynamic Source Routing or DRS (an on-demand source routing protocol) 
and Destination-Sequenced Distance-Vector routing or DSDV (a proactive 
distance-vector routing protocol). 
 
 
The ETX of a path is the expected number of data transmissions and 
retransmissions required to successfully deliver a packet over the link. The 
calculation of ETX is done over a single link, and the ETX of a path is the sum 
of the individual ETX of each link that composes this route: 
 
 =

	
 
 where N is the total number of links of the route (1) 
 
In the calculation of ETX are taken into account two main probabilities: the 
probability that a packet arrives to its destination (defined as 
) and the 
probability that the ACK is received by  the sender of the packet assuming that 
it has been delivered successfully (defined as 
). Then, the probability that a 
packet is successfully delivered and acknowledged is 
 · 
. Due to that each 
attempt of send a packet can be considered as a Bernoulli trial, ETX can be 
approximated as follows: 
 =
1

 · 
 (2) 
 
 
ETX has several important characteristics [7]: 
 
• It is based on packet delivery ratios, which directly affect throughput. 
• ETX detects asymmetry by incorporating loss ratios in each direction. 
• It can use precise link loss ratio measurements to make fine decisions 
between routes. 
• ETX penalizes routes with more hops, which have lower throughput due 
to interference between different hops in the same path. 
• It tends to minimize spectrum use by minimizing transmission counts, 
which should maximize overall system capacity. 
• ETX decrease the energy consumed per packet, as each transmission or 
retransmission may increase energy consumption per node. 
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3. SIMULATION TOOLS 
 
 
In order to validate and evaluate the OLSR predictor performance, it has been 
used some free software applications running over the Ubuntu 10.4 operating 
system.  
 
First, it is needed a network simulation tool in order to simulate MANET 
networks running OLSR and OLSRp routing protocols. These simulations 
require the protocol to be used, but most of them typically come with support for 
the most common protocols in use. 
 
Secondly, it is required an application to generate the network parameters 
which describe the topology, nodes placements and their movements during the 
simulation. 
 
Optionally, it can be used a tool to graphically see this simulation: view the 
nodes movement and position over time, sending messages and traffic through 
the network, etc. It can be very useful to see for example when a node is out of 
range and its messages are lost, appreciate the node density in the simulation 
area, or graphically identify the traffic routes between two nodes. 
 
These kind of tools are used before or during the simulation, and when it is 
done, it is needed an additional software to interpret the resulting traces of the 
simulation. These traces can contain every event occurred during the simulation 
and are used for analysis. Normally, these traces contains a lot of data and it is 
difficult to understand, so it is needed to process them. It is possible to do 
graphically (with plot generators) or in text mode (filtering only the data needed). 
 
Below are described the main tools used in this project to validate and evaluate 
the OLSR performance, indicating its main features and functions. 
 
 
 
3.1. Network Simulator 2 
 
Currently, there is a large variety of network simulation tools, like OMNeT++, 
NetSim, OPNET, or Ns. Last one, Ns or Network Simulator, is an object-
oriented, discrete event driven network simulator developed at UC Berkely 
written in C++ and OTcl [8], used to simulate network protocols and specially so 
for ad hoc networks. For this reason, Ns is the selected tool to do the 
simulations, specifically with its more stable version, Ns2.  
 
Ns2 software is developed within the VINT Project, a DARPA-funded research 
project whose aim is to build a network simulator that will allow the study of 
scale and protocol interaction in the context of current and future network 
protocols. VINT is a collaborative project involving USC/ISI, Xerox PARC, 
LBNL, and UC Berkeley. 
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Ns2 is written in C++ and OTcl (Tcl script language with Object-oriented 
extensions). To setup and run a simulation, the user should write an OTcl script 
that initiates an event scheduler, sets up the network topology, and tells traffic 
sources when to start and stop transmitting packets through the event 
scheduler. 
 
 
 
 
Figure 7 NS2 functioning scheme 
 
 
Ns2 incorporates some tools to improve its use. Nam is a Tcl/TK based 
animation tool to graphically view the simulations after done. This way, Nam 
read animation events from a large trace file generated by Ns2 which contains 
topology information (nodes, links, packet traces). The image below shows an 
screenshot of Nam during a simulation animation. 
 
 
 
 
Figure 8 Nam screenshot 
 
 
Let it see a brief example of a simple NS simulation script explaining each line: 
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# Create a simulator instance 
set ns [new Simulator] 
 
# Open the nam trace file 
set nf [open out.nam w] 
$ns namtrace-all $nf 
 
# Define a 'finish' procedure 
proc finish {} { 
global ns nf 
$ns flush-trace 
# Close the trace file 
close $nf 
# Execute nam on the trace file 
exec nam –a out.nam & 
exit 0 
} 
 
# Create two nodes 
set node1 [$ns node] 
set node2 [$ns node] 
 
# Create a link between the nodes 
$ns duplex-link $node1 $node2 1Mb 10ms  DropTail 
 
#Call the finish procedure after 5 seconds of 
simulation time 
$ns at 5.0 "finish" 
 
#Run the simulation 
$ns run 
 
 
 
In this example, it will be created an scenario with two nodes and one link 
between them, and it will be created a Nam output file named out.nam to 
reproduce the simulation. It is a simple example to see the OTcl language, but 
Ns2 have a large variety of functions to be used within a simple script. 
 
 
 
3.2. Bonnmotion 2.0 
 
Bonnmotion is a mobility scenario generation and analysis tool created by the 
University of Bonn, Germany. It is a Java software which creates mobility 
scenarios that can be exported for Ns2, among other simulation tools. 
 
Its use is very simple: through the command line, it is just needed to start the 
application, indicating the output file name, and passing it the desired mobility 
model and parameters, as shown below: 
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/.bm -f <file_name> <mobility_model> <movements_params> 
 
 
There are several mobility models available on Bonnmotion and each model 
has its own set of parameters (number of nodes, number of groups of nodes, 
speed, pause time, etc.). Below are described the models used in this project: 
 
• The Random Waypoint model, in which the destination and direction 
are all chosen randomly and independently of other nodes. In this 
scenario, the mobile nodes move randomly and freely without 
restrictions. 
 
• The Reference Point Group Mobility model [RPGM] represents the 
random motion of a group of mobile nodes as well as the random motion 
of each individual mobile node within the group. This model could 
simulate a fire brigade deployed in an area with a fire. 
 
• In the Column model, the mobile nodes form groups in a line and are 
uniformly moving forward in a particular direction (the number of nodes 
must be divisible by the number of groups). This model could simulate a 
military march. 
 
• The Nomadic model represents a set of mobile nodes moving together 
from one location to another, which could simulate a guided tour of a 
museum. 
 
• The Pursue Mobility model is designed to simulate nodes tracking a 
single targeted node representing, for example, police chasing down  
criminals on the run.  
 
• The Manhattan Grid model simulates a city where nodes move only on 
predefined paths simulating the streets of that city. This scenario permits 
choosing the number of blocks (simulating the buildings of the city) which 
will define the streets where nodes will move. 
 
 
3.3. AWK 
 
The AWK is an interpreted programming language for processing text files, 
similar to C. Its name is derived from the family name of its authors Alfred Aho, 
Peter Weinberger, and Brian Kernighan. 
It is very useful when analyzing traces, e.g. in this project it was used to count 
the number of HELLO and TC messages, the number of PINGs, and extract the 
energy consumption data from the large trace files resulting of the NS2 
simulations. 
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For example, the usual Hello world! program written in AWK looks like this: 
 
 
BEGIN { print "Hello, world!" } 
 
 
 
 
Given a file example.txt with four columns: 
 
Column1 Column2 Column3 Column4 
a1  a2  a3  a4 
b1  b2  b3  b4 
c1  c2  c3  c4 
d1  d2  d3  d4 
 
 
A more complex example of AWK, which prints the first and third columns of 
this file is: 
 
 
awk '{ print $1, $3 }' example.txt > output.txt 
 
 
 
This results in a new file named output.txt with the following content: 
 
 
Column1 Column3 
a1  a3 
b1  b3 
c1  c3 
d1  d3 
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4. OLSR PERFORMANCE TESTS 
 
 
 
Until now, it has been described the theoretical behavior of the OLSR protocol. 
In this chapter it is analyzed in an experimental manner in order to evaluate the 
amount of control traffic generated in some different scenarios. 
 
To do so, there are used the tools explained in the previous chapter: NS2 to do 
simulations, Bonnmotion 2.0 to generate mobility scenarios, AWK and NAM to 
analyze the results. 
 
 
 
4.1. Proposed scenarios 
 
In order to choose the best scenarios to perform the simulations, it is important 
to previously define the objectives of such simulations. What we want to 
evaluate are the following parameters in different environments: 
 
• Number of HELLO messages generated 
• Number of TC messages generated 
• Energy consumption (in both transmission and reception modes) 
 
 
In order to evaluate the HELLO messages generation, we can design scenarios 
varying the nodes density, because the larger the number of nodes in the 
network, the larger the number of HELLO messages sent (notice that it is 
generated one HELLO message per node every 2 seconds). 
 
Regarding the TC messages, if we want to see relevant variations we can 
design scenarios in which nodes have high speeds (so more changes on the 
network topology will appear), or scenarios with different mobility models in 
order to see how this model affects more or less to the topology of the network. 
 
The idea is to simulate realistic scenarios of people moving around on different 
environments which can be applied to real-life cases, for example: 
 
• People walking in a city (100 nodes at 1m/s, Manhattan Grid),  
• Firemen in a forest fighting against a fire (40 nodes at 2m/s, RPGM) 
• Or, for example, a guided visit to the museum (4 groups of 20 nodes at 
1m/s following a tour guide, Nomadic model). 
 
 
The idea is to later evaluate the effect of the introduction of a control information 
predictor in terms of network performance and efficiency in real scenarios 
where it can be used to achieve the expected results. Non-realistic scenarios 
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are not about our interest in this project, but they also could be analyzed in 
order to better understand the OLSR functioning. 
In order to evaluate the OLSR behavior in these real scenarios, the following 
conditions will be simulated: 
 
• Number of nodes: 10, 20, 40, 60 and 80 nodes 
• Nodes speeds: 1, 2, 3, 5 and 8 m/s 
• Mobility patterns: Random Waypoint, Manhattan Grid, Pursue, 
Reference Point group, Column and Nomadic. 
 
 
Taken into account these criteria, and after doing some preliminary tests, it has 
been selected a “standard” scenario, with normal conditions and results, 
designed to be the reference point of the rest of scenarios. Its main parameters 
are: 
 
• Number of nodes: 20 nodes 
• Nodes speed: 2m/s 
• Mobility pattern: Random Waypoint 
• Simulation area: 300x300 m 
• Transmission/ Reception power consumption1: 950 / 304 mW 
• Data rate: 11 Mbps (802.11b) 
• HELLO interval: 2 seconds 
• TC interval: 3 seconds  
• Simulation time: 10 minutes 
 
 
With this "baseline", there will be changed the number of nodes, their speed 
and mobility pattern independently in order to analyze how them affect to the 
simulation results in number of HELLO and TC messages. 
 
 
 
 
4.2. OLSR Tests 
 
As mentioned before, the OLSR tests are separated in three main groups: tests 
varying the number of nodes into the scenario, tests maintaining the number of 
nodes and varying its movement speed, and finally, tests maintaining the 
number of nodes and their speed, but changing their mobility patterns. 
 
 
 
 
 
 
                                            
1
,
2
 Consumption given by the model BCM4329 of a 802.11n antenna of Broadcom 
manufacturer. 
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4.2.1. Tests varying 
 
In this chapter it is analyzed the OLSR 
the number of nodes, maintaining
Waypoint as the default mobility model.
 
Next graphs show the variance of HELLO messages, sent and received, in
function of the number of nodes 
 
 
 
Figure 
 
 
As expected, the larger the number of nodes, the larger the number of HELLO 
messages, sent and received. Eve
HELLO_INTERVAL by each node of the network, so if the number of nodes 
increases, also the number of HELLO increases.
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Graphs bellow show the number of TC messages in the same scenarios.
 
 
 
Figure 
 
 
 
Maintaining the speed of the nodes and the mobility pattern, the number of TC 
messages sent also increases 
because the number of MPRs transmitting TC messages every TC_INT
also increases when the number of nodes in the network
 
This growing follows an exponential form, where the larger the number of nodes 
in the network the larger the amount of TC messages sent and received. In 
contrast, as seen before, the 
form with the increasing of the number of nodes, due to the linear expression of 
HELLO equals to number of nodes per HELLO_INTERVAL.
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4.2.2. Tests varying nodes speed
 
In this chapter there are analyzed six different sc
the nodes. First of all, the simulation starts with
walking speed), and then it is increased to 2m/s like rapid walking, 3m/s as 
running, 5m/s similar to cycling
intercity. 
 
Graphs below show the amount of HELLO messages 
 
 
 
Figure 
 
As expected, the number of HELLO messages sent do not vary in function of 
the nodes speed since ea
every HELLO_INTERVAL
 
In case of reception it is a bit different because of the movement of the nodes. 
HELLO messages advertise the entire symmetric 1
and must never be forwarded. So, depending on the network topology
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of nodes. Then, the number of received HELLO does not depend on the nodes 
speed and can vary although maintaining the speed in different simulations.
 
Graphs below show the number of TC messages, sent and received, depending 
on the nodes speed. 
 
 
 
 
Figure 
 
 
As can be seen in graphs above, the 
messages does not depend directly on the nodes speed neither. 
is sent every TC_INTERVAL or when a topology change occurs.
 
Since is true that the speed variance can increase the number of topology 
changes in the network during the simulation, it does not mean that MPRs 
detect from its point of view the same number of changes in the topology 
because nodes can move together or separately, so it does not follow any fixed 
pattern. 
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4.2.3. Tests varying the mobility model
 
In these tests are analyzed 
m/s with different mobility patterns as explained in chapter 4.2 "Bonnmotion 
2.0": Random Waypoint, Manhattan Grid, Pursue, Reference Point group, 
Column and Nomadic.  
 
It is expected that in simulations where nodes move in groups (i.e. Pursue, 
Nomadic , Column and
received increases due to the nodes proximity, while 
are more dispersed these amount of receive
Graphs below show the emission and reception of HELLO messages for each 
mobility pattern. 
 
 
 
Figure 
 
As mentioned before, mobility patterns based on groups of nodes 
increasing on the number of HELLO messages received, being the largest case 
the Pursue model, where all nodes move together very close. In case of HELLO 
messages sent, the amount is the same for all the simulations as happened in 
previous case varying node speeds. 
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Next, graphs below show the results in terms of TC messages.
 
 
 
Figure 
 
 
In this case, each simulation is totally different, having cases with a huge 
number of TC messages and
and/or received. This directly depends on the number of MPR in the network 
and the number of topology changes during the simulation.
 
In case of the Pursue mobility pattern, all nodes move together very close
everyone can communicate directly with others without the needed of MPR, so 
no TC messages are flooded on the network. 
 
In RPGM and Manhattan patterns there are few TC transmissions and 
receptions. In first case, RPGM, the number of TC sent is larger
Manhattan scenario, but there
with Manhattan. This is probably due to the fact that in RPGM all nodes moves 
into different groups of nodes
the same number of nodes, while in Manhattan scenario it depends on the 
dispersion of the nodes along the scenario.
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4.3. Tests conclusions  
 
These simulation tests demonstrate what has been explained in the theoretical 
chapters. The number of HELLO messages sent only depends on the number 
of nodes in the network: the larger the number of nodes, the larger the number 
of HELLO messages sent during the simulation.  
 
In case of reception, it directly depends on the topology, because HELLO 
messages are received only by one-hop neighbors. The node speeds and the 
different mobility patterns do not affect the number of HELLO messages send, 
because the number of nodes in the network is always the same. In contrast, 
the amount of HELLO messages received, since it depends on the one-hop 
neighbors, varies in function of the topology of the network. 
 
In reference to the TC messages, it happens similar. When increasing the 
number of nodes in the network, also the number of MPR increases, and then, 
the amount of TC messages sent and received.  
 
The variance of the nodes speed also implies changes in these amounts of 
messages, but it does not follow a fixed pattern: the number of TC messages 
depends on whether the nodes move closely or separately, rather on the speed 
itself.  
 
In last case, the mobility patterns affect the amount of TC messages in function 
of the proximity of the nodes too: in those models where nodes move in groups, 
the number of TC sent is lower while the received TC is higher compared with 
those cases where nodes move independently.  
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5. OLSR PREDICTOR 
 
 
 
5.1. Motivation 
 
As explained in chapter 2, OLSR is an optimization of a pure link state protocol 
reducing the amount of control information flooded through the network, but it 
can be more optimized yet. In case of static scenarios, for example, a large 
number of TC messages are duplicated because the topology never changes. 
 
The idea then, is to detect these redundant messages and avoid its 
transmission throughout the network without altering the overall protocol 
functioning and do not degrade the network performance. The objective is to 
find out a mechanism to do so, and the, validate its correct functioning and 
evaluate its impact over OLSR networks. 
 
The reduction of the number of control information flooded in the network will 
contribute in a positive manner to the improve the network improvement in 
terms of reducing network traffic and the congestion, which will rely on a loss 
rate reduction also, saving energy consumed by nodes when transmitting and 
receiving less packets, and also by means of reducing the CPU consumption 
due to the processing of these packets. 
 
 
 
5.2. Predictor functioning 
 
The main goal of this predictor is to detect these redundant TC messages and 
avoid its transmission through the network. The redundancy of a TC message 
can be detected by means of the ANSN  (the Advertised Neighbor Sequence 
Number). As defined in chapter 3.3.2, it is incremented when links are added or 
removed to the Advertised Neighbor Set. Then, when two TC messages have 
the same ANSN, it can be said that they are redundant, so the predictor will 
avoid its transmission. 
 
 
The OLSR predictor validated and evaluated in this project, from now on named 
OLSRp, is based on a last-value predictor, where the result of the prediction is 
always the last TC message sent by the MPR. It works as follows: 
 
• When a node has a TC message to transmit, the OLSRp makes a 
prediction and compares the result with the new TC message generated. 
If both are the same, the MPR does not transmit it. 
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• In reception, OLSRp nodes which are expecting this TC message, i.e. 
the timeout expires, predict the same TC message than the last one 
received. 
 
• If the new TC message is different than the last one, i.e. OLSRp 
prediction is different, the MPR sends this message. 
 
 
However, it is possible that a destination node is not working properly and 
disappears of the network. In order to deal with that, OLSRp also takes into 
account the HELLO messages: if an MPR implementing OLSRp does not 
receive a HELLO from a given node, it deactivates the OLSRp for this node and 
sends the TC message. This way, this node will not predict messages from the 
node that is inactive. 
 
 
 
As shown in image below [9], OLSRp is implemented as a transparent layer 
between OLSR and the Wi-Fi layer. The only difference between the OLSR 
used alone and when used with OLSRp, is that in the first case all the 
information comes from the Wi-Fi layer, while for the second case it can be 
provided both from the Wi-Fi and the OLSRp layers. 
 
 
 
 
Figure 15 OLSRp layer 
 
This mechanism requires that each node has to maintain a table with the 
following information per each node of the network: 
 
• The node's IP address 
 
32 OLSR PREDICTOR 
 
 
• A list of MPRs that announce this node in the TC message containing its 
IP address and the current state (active/inactive) of the node in question 
depending on whether or not the MPR has received a HELLO from it. 
 
• The predictor state (ON/OFF) for the MPR nodes: the predictor state is 
ON in the MPRA for a given MPRB when the MPRA receives HELLO 
messages from MPRB. However, the state of the predictor is OFF for the 
MPRB in the MPRA when it does not receive HELLO messages from 
MPRB. 
 
 
The size of this table depends on the number of MPR nodes in the network. 
 
 
 
5.3. OLSRp objectives 
 
The main objectives of the OLSRp are reducing the control traffic of the 
network, and then, reducing the delay, loss rates and energy consumption of 
the overall nodes of the network. 
 
These objectives are considerable achieved in networks whose topology do not 
change a lot, i.e. nodes with lower speeds or static scenarios. In these cases, 
as demonstrated in [9], almost the 100% of the TC messages are duplicated 
and may be avoided. 
 
However, the OLSRp introduces an additional CPU utilization and energy 
consumption, although it is still improving them due to the reduction that it 
introduces when avoiding duplicated TC messages transmission. In other 
words, the CPU utilization and energy consumption per each TC message 
transmitted is higher enough in comparison with the ones consumed by OLSp. 
 
In next chapters, through the evaluation tests, it will be demonstrated this 
reduction (or not) of the control traffic, the loss rates and the energy 
consumption per node in the network. 
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6. OLSRP VALIDATION AND EVALUATION 
 
 
6.1. Validation tests 
 
Once defined the theoretical behavior of the OLSRp, it is needed to test it and 
validate its correct operation. In order to do so, it has been defined three 
different scenarios that will demonstrate whether the predictor works or not as 
expected: 
 
• Validation scenario 1: The predictor AVOIDS TC when are duplicated. 
• Validation scenario 2: The predictor DOES NOT AVOID TC when are new. 
• Validation scenario 3: A new TC message that MUST be sent is lost. 
 
 
The scenario used to do the simulations consists in a very simple ad hoc 
wireless network composed by 5 static nodes located in the following manner: 
 
 
 
 
Figure 16 Validation scenario 
 
 
Each node is separated 70 meters of its direct neighbor, so they have only one 
or two neighbors since the coverage range is 80 meters. Nodes 1, 2 and 3 are 
selected as MPR in the following manner: 
 
• Node 1 belongs to the MPR set of both node 0 and 2; 
• Node 2 belongs to the MPR set of both node 1 and 3; 
• Node 3 belongs to the MPR set of both node 2 and 4. 
 
 
 
6.1.1. OLSRp avoid duplicated TC messages 
 
As explained in the previous chapters, each MPR will broadcast its own TC 
messages and the ones received from the other MPRs. This flooding of TC 
messages can be seen in the following image, which corresponds to the 
previous scenario of 5 nodes implementing the normal OLSR protocol: 
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Figure 17 TC flooding under normal OLSR protocol 
 
As can be seen, all MPRs broadcasts TC messages until the entire topology is 
advertised in the whole network. This flooding is repeated approximately each 3 
seconds, which corresponds to the TC_INTERVAL defined in this scenario. 
 
 
 
Next image shows the Validation scenario 1 using OLSRp: 
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Figure 18 TC flooding under OLSRp  
 
In this case, the topology is sent once at the very beginning of the simulation 
and it is not retransmitted again. Then, it has been proved that, under an static 
scenario, the predictor avoid the flooding of repeated/redundant TC messages. 
 
 
 
6.1.1. OLSRp does not avoid new TC messages 
 
The following step consists in validate Validation scenario 2: demonstrating 
that the predictor does not avoid non-duplicated TC messages. In order to 
demonstrate it, it has been forced a change in the topology. At second 15, node 
3 will be sent out of range of all the nodes. 
 
Analyzing the simulation traces, it can be seen how node 2 detects that change 
on the network topology and broadcasts TC messages warning the rest of the 
nodes. 
 
36 OLSRp VALIDATION AND EVALUATION 
 
 
 
 
Figure 19 TC flooding under OLSRp - node 3 disappears 
 
 
Then, it is demonstrated how the predictor is switched off when a new TC 
message is generated, permitting then its flooding throughout the network.  
 
 
 
 
6.1.1. OLSRp detects the loss of a new TC message 
 
Last demonstration is Validation scenario 3, which pretends to show how the 
predictor acts when a new TC message is lost. In order to cause such lost in the 
previous scenario, node 1 will be sent out of range of node 2. This movement 
will be done without altering the HELLO messages flooding, so preventing its 
detection by the predictor. Then, node 1 will come back to its original position to 
send its HELLO message at the expected time in order to node 2 does not 
detect its movement. 
 
 
 
The simulation results in the following trace: 
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Figure 20 TC flooding under OLSRp - TC loss 
 
In the resulting trace it can be seen how node 2 sends a TC message warning 
about the node 3 movement to node 1, but node 1 is now out of its coverage 
range. Then, the TC message is lost and node 2 has not detected that node 1 
has also moved. Next, node 1 comes back to its original position so node 2 will 
never know that its TC message has been lost as well as node 1 will never 
know that a topology change (node 3 movement) has occurred.  
 
This causes that node 1 is still considering node 2 as MPR although it do not 
communicate it with any 2 hop nodes and will never receive more TCs from it. 
Because its predictor is still activated, node 1 will predict always the last TC 
message it has received from node 2. So, it has been demonstrated that under 
such conditions the predictor is no able to detect a TC lost and then, neither the 
nodes will detect this change. 
 
 
6.2. Evaluation tests: OLSR versus OLSRp 
 
In this chapter it will be compared the number of TC and HELLO messages, 
sent and received, between the normal OLSR protocol and the one with the 
predictor, the OLSRp. These tests have been done with exactly the same 
simulations used in Chapter 5, just changing the classes OLSR.cc and OLSR.h 
by OLSRp.cc and OLSRp.h respectively in the NS2 folder in order to use the 
predictor. 
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6.2.1. Tests varying 
 
Next graphs show the number of HELLO messages using
OLSRp (red) in five different scenarios with different number of nodes.
 
 
 
Figure 21 OLSR Vs. OLSRp: HELLO varying the number of nodes  
 
As expected, graphs above demonstrate that the predictor does not alter the 
number of HELLO sent and received during the same simulation
used also as a validation test for the previous demonstration of the OLSRp.
 
 
Next graphs show the number of TC messages sent and received in the same 
scenarios of simulation. 
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Figure 22 OLSR Vs. OLSRp: TC varying the number of nodes
 
 
These simulations demonstrate the well
of TC messages, sent and received, decreases in comparison to the OLSR 
simulations. It means that the predictor is predicting the duplicated TC 
messages and avoiding its t
 
 
 
6.2.2. Tests varying nodes speed
 
Now it will be analyzed the variance of the number of HELLO and TC messages 
in function of the speed of the nodes, comparing OLSR with OLSRp.
 
Graphs below show the number of HELLO messages 
of the nodes (horizontal axis).
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Figure 23 OLSR Vs. OLSRp: 
 
 
 
Once again, as can be seen in graphs above, 
sent and received does not va
 
 
Next two graphs show the number of TC messages sent and received, with and 
without predictor varying the speed of the nodes
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Figure 24 OLSR Vs. OLSRp: 
 
 
 
As expected, the number of TC messages considerably decreases when the 
predictor is used. Is at low
messages is larger. It means that in these cases the number of redundant 
control messages is larger in compariso
topology changes occurs more frequently.
 
The amount of TC messages received directly depends on the number of TC 
sent, so it is also observed a decrease, which is more relevant at lower speeds 
than higher velocities.  
 
 
 
6.2.3. Tests varying the mobility model
 
Finally, it has been repeated the simulations changing the mobility pattern while 
maintaining the same number of nodes (20 nodes) and their speed of 
movement (at 2m/s). 
 
Graphs below show the amount of HELLO messages 
scenario of simulation. 
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Figure 25 OLSR Vs. OLSRp: HELLO varying the mobility model
 
 
As it happened in the other two previous cases, the number of HELLO 
messages sent and received do not vary when 
 
 
Two last graphs show the number of TC messages sent and received varying 
the mobility pattern.  
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Figure 26 OLSR Vs. OLSRp: TC varying the mobility model
 
 
In these graphs, the number of the TC messa
when the predictor is used. It is what was expected because of duplicated 
messages are not sent by the predictor. 
 
In the Pursue model, there are no TC messages due to the fact that all nodes 
move always together, so there 
 
In the cases where nodes move in groups (RPGM, Column, Nomadic) the 
number of TC messages 
where nodes move independently (Random Waypoint and Manhattan). The 
higher the number of topology changes, the fewer the number of TC messages 
predicted and then, the difference between the simulation results of OLSR and 
OLSRp is minor.  
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6.3. Tests conclusions  
 
These simulations have demonstrated that the OLSR with the predictor 
(OLSRp) operation is as expected to be: the number of HELLO messages is not 
altered with the introduction of the predictor, while the amount of TC messages 
always decrease thanks to the predictor in different quantities depending on the 
scenario characteristics. 
 
Regarding the number of nodes in the network, it has been confirmed that the 
predictor is most useful when the number of nodes increases. Those graphs 
showed how the higher the number of nodes, the higher the amount of TC 
messages predicted.  
 
In the case of the speed variance, the more static is the scenario the higher the 
amount of TC messages predicted, and then, the number of TC transmissions 
over the network decreases. This is due to the fact that in networks with low 
speed the number of topology changes is fewer than in networks where nodes 
move quicker.  
 
Finally, regarding the mobility patterns of the nodes, it has been verified that 
when nodes move together in groups the number of TC messages predicted is 
fewer compared with those scenarios where nodes move independently. It is 
concluded that this behavior is due to the fact that the topology changes 
perceived by each node is minor when they move in small groups of nodes, 
rather than when they move independently and they perceive more changes in 
their environment. 
 
As final conclusion, it can be said that is scenarios with few nodes moving at 
high speeds in groups of nodes, the predictor is not so useful. An example 
realistic scenario could be a police chase, where all nodes (a few police cars) 
move quick following a criminal in a scape. In contrast, in scenarios with a huge 
number of nodes moving slow in an independent manner the predictor is more 
useful. As example, a realistic scenario with such conditions could be people 
walking in a city or big spectacles like concerts, theatre, etc. 
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7. ENVIRONMENTAL IMPACT
 
Once proved the OLSRp functioning and demonstrated how it reduces the 
number of TC messages flooded throughout the network, 
consumption improvement. This chapter
saved by means of the use of this predictor and its 
Graphs below show the amount of energy consumed in simulations with normal 
OLSR protocol (in blue), 
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With this energy consumption data 
show the amount of energy saved (or additionally spent) 
the predictor. 
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As proved with this information, the predictor saves energy in most of the cases 
just by means of the reduction of the TC messages flooding. However, in 
contrast with that, in several cases it increases the energy consumed by the 
overall network nodes during the simulation. 
 
In first graph of Figure 28, it is very easy to see how the increasing on the 
number of nodes in the network increases the energy saving thanks to the 
predictor. As previously said, the higher the number of nodes in a network, the 
higher the amount of TC messages flooded and then, the number of repetitions 
of TC messages avoided by the predictor also increases. 
 
In second graph of Figure 28 it is demonstrated how for low-speed scenarios, 
the saving in energy consumption is greater than in scenarios with high-speed 
nodes. But this is not linear as could be expected: at some point, when 
increasing the node speed, the energy consumption starts to decrease and so 
the energy saving increases.   
 
In third graph of Figure 28, the energy saved by each mobility scenario is 
different. If this graph is compared with the graph of number of TC messages 
sent with and without predictor of Figure 26, it can be shown how they are 
related. In Pursue mobility pattern, the energy saved with the predictor is 0 
because there are no TC messages in this simulation; in RPGM, the difference 
of TC messages is so low that there is no energy saving because the 
introduction of the predictor spent more energy than the one it can save by 
avoiding TC flooding; in the rest of scenarios (Random Waypoint, Column, 
Nomadic and Manhattan Grid), there is a reasonable energy consumption 
saving around 2 Joules in a 5 minutes simulation. 
 
Given these results, the most appropriate scenarios for using OLSRp and 
saving the most quantity of energy have to accomplish the following three 
conditions: 
 
• Networks with large number of nodes, 
• Static scenarios or with low speed movements, 
• Nodes moving independently or in big groups with random movements 
without following a leader node. 
 
These conditions are fitted by many realistic scenarios, such as people walking 
on a city, shows and spectacles, a big military deployment over a terrain, in a 
massive search for someone disappeared (e.g. a search of a children in a 
forest), some groups of firemen fighting against a fire, etc. 
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8. CONCLUSIONS 
 
8.1. Achieved objectives 
 
During this project, is has been deeply studied and analyzed the OLSR protocol 
to better understand its performance. This study is mainly based on a profound 
and detailed lecture of the OLSR Request For Comments (RFC) document, 
which is the basis of the protocol implementation, combined with many papers 
and scientific documents related to OLSR or some of this features.  
 
Thanks to this investigation, it has been explained in detail some fundamental 
characteristics of this protocol such as what are the MPRs, what is their mission 
within the protocol, and how they are selected among all the nodes of the 
network; what are the HELLO and TC messages, when and how are generated 
and its role into the protocol; and what is the ETX metric and how it is used for 
calculating routes over the network.  
 
In order to analyze the OLSR behavior in terms of emission and reception of 
control messages (HELLO and TC) throughout the network, some simulations 
have been done with the use of software tools designed for testing networks. 
The main tool used has been Network Simulator 2 or NS2, which has been 
used to simulate all the different scenarios produced by Bonnmotion 2.0, 
another tool used to create wireless networks with specific mobility patterns. 
Bonnmotion 2.0 is a user-friendly tool, with enough support documentation, 
which allows the user to rapidly learn to get the most of it. In the other hand, 
NS2 is a very completed simulating tool, but is harder to use, with too much 
functionalities sometimes not needed, and with few documentation which is 
difficult to understand with no previous knowledge on aspects as TCL scripting 
language. 
 
Once learned the use of these simulation tools, the most interesting scenarios 
for testing OLSR, with and without predictor, have been specified and 
reproduced. With the trace files resulting of these simulations, it has been 
analyzed the number of HELLO and TC messages flooded throughout the 
network in each case. It has been demonstrated that the results coincide which 
the ones expected for the case of study of OLSR without predictor. The 
theoretical concepts explained in the previous chapter are reflected in these 
results. 
 
After that, it has been explained the OLSRp mechanism and it has been 
validated by means of some specific tests. This simulations concluded that 
OLSR using the predictor (OLSRp) runs as expected detecting duplicated TC 
messages and then, reducing the amount of topology control messages over 
the network during the simulations. Also has been demonstrated that the 
predictor is able to detect changes in the network topology by means of the 
generation of new (non duplicated) TC messages, which deactivates the 
predictor of OLSRp and permits the emission and reception of those new TC. 
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On the other hand, it has been proved that, in some specific cases, when a TC 
message is lost, the predictor does not detect the change on the network 
topology and the MPR sets, so it is not flooded through the network. This 
specific case requires that HELLO messages emission and reception are not 
altered and the node which had to receive the TC lost, returns to its original 
position in order to do not advertise this loss. The consequence of this loss lies 
on a non updated set of MPRs by this node, which will not be aware of the 
change until receive a new TC message. 
 
After the validation tests, it has been performed the evaluation tests of the 
predictor. The aim of them is to find out how the predictor improves the network 
performance. These tests have been choose following the idea to test realistic 
scenarios, choosing the number of nodes, its speed and mobility pattern 
according to real situations where this kind of wireless ad hoc networks could 
be deployed. These tests have concluded in that the protocol does not alter the 
emission and reception of HELLO messages, while it reduces the amount of TC 
messages as expected. The scenarios where the protocol is more useful are 
those with large number of nodes in static or low speed scenarios where nodes 
move independently rather than in groups. 
 
Finally, as main conclusion, it can be said that the protocol runs as expected to 
be when it was designed, but it has to improve the manner in which it detects 
the changes of the network topology in order to be aware of the changes even 
when a TC message is lost. Currently, it takes advantage of the HELLO 
messages to do so, but in cases like the one explained before, where the 
HELLO messages are not altered, it has to find out another mechanism to 
detect such losses. Its application on real scenarios can reduce considerably 
the energy consumption, as shown in Environmental impact chapter, and also 
the network congestion, the CPU consumption required by nodes, and the loss 
rates, improving then the overall behavior of the wireless ad hoc network. 
 
 
8.1. Handicaps and recommendations 
 
From a technical point of view, this project has several challenges if having a 
lack of knowledge on the used tools. Concretely in my case, I have no previous 
experience with NS2, Bonnmotion 2.0, neither with AWK. So, for me it has 
represented a big effort installing, configuring and using these software. 
However, once learned it, I must say that these tools have been very useful for 
the project development. 
 
Because of I use Windows, I decided to install a virtual machine with Ubuntu 
10.4 where configure NS2 and Bonnmotion since they run under Linux systems. 
A mistake that I did when configuring my virtual machine with VirtualBox is that I 
didn't reserved enough memory and hard disk space, so the simulations took a 
lot of time and, since they result sometimes in very large files, the storage 
space at the end was depleted. In my case, for a 300 seconds simulation with 
10 nodes I got 6.2 Mb file, more than 300 Mb for a simulation with 60 nodes, 
and 1 Gb for a 100 nodes scenario. So my recommendation here is to 
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previously estimate your system requirements carefully depending on the 
characteristics of your simulations, although is possible to adjust it later.  
 
The NS2 tool is very hard to install and to start to working with. I recommend 
the use of the all-in-one package which is very complete and contains all 
required components and some optional components used in running NS2. The 
package contains an "install" script to automatically configure, compile and 
install all these components. If you have not installed NS2 before, NS2 all-in-
one may be easier than getting all the pieces by hand. 
 
On the other hand, the installation and use of Bonnmotion 2.0 is easier. The 
commands used to generate the scripts are very simple and also it incorporates 
a very intuitive manual with all the commands, by typing "-hm" you will get a 
complete list with all possible models to use and then, with "-hm" followed by 
the name of the command you obtain all the model configuration parameters. 
 
Finally, AWK is a little hard to use at the beginning because it is an interpreted 
programming language not well known, so it is needed to learn it. However, 
once knew its functioning is a very useful tool to interpret the large trace files 
resulting from the NS2 simulations. 
 
 
 
8.2. Future work 
 
Firstly, it is needed to find out some mechanism for detecting TC losses in those 
cases where HELLO messages do not advertise the topology change. It could 
produce error in the MPR selection, and then, when choosing the most 
appropriate route for a packet. 
 
As a possible new feature, it would be interesting to also study the possibility of 
allowing the predictor detecting duplicated HELLO messages. It is a fussy 
feature because of the importance of HELLO messages since they are 
responsible of the detection of the neighborhood of the nodes. If some node 
disappears or move away suddenly, the fault of the HELLO reception allows its 
neighbors to detect its movement, so it is needed to advertise these cases too, 
being a very hard challenge for the predictor. 
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Bonnmotion 2.0 
 
As explained in Chapter 4, Bonnmotion 2.0 is a mobility scenario generation 
compatible with NS2. This tool offers several mobility patterns to be applied in 
the generated scenarios. List below show all the available models and a brief 
explanation of each of them extracted directly from the software tool and 
available with the command bm -hm: 
 
• ChainScenario: Application which links different scenarios 
 
• Column: Application to create movement scenarios according to the 
Column model. 
 
• DisasterArea: Application to create extended catastrophe scenarios 
according to the Disaster Area model. 
 
• GaussMarkov: to construct GaussMarkov mobility scenarios. 
 
• ManhattanGrid: Application to construct ManhattanGrid mobility 
scenarios. 
 
• Nomadic: Application to create movement scenarios according to the 
Nomadic community Mobility model. 
 
• OriginalGaussMarkov: Application to construct mobility scenarios 
according to the original Gauss-Markov model. 
 
• ProbRandomWalk: Application to construct Probabilistic Random Walk 
mobility scenarios. 
 
• Pursue: Application to create movement scenarios according to the 
Pursue Mobility model. 
 
• RandomDirection: Application to construct Random Direction mobility 
scenarios. 
 
• RandomStreet: Application to construct RandomStreet mobility 
scenarios. 
 
• RandomWalk: Application to construct RandomWalk mobility scenarios. 
 
• RandomWaypoint: Application to construct RandomWaypoint mobility 
scenarios. 
 
• RandomWaypoint3D: Application to construct RandomWaypoint (3D) 
mobility scenarios. 
 
  
• RPGM: Application to create movement scenarios according to the 
Reference Point Group Mobility model. 
 
• SLAW: Application to construct mobility scenarios according to the Self-
similar Least Action Walk model. 
 
• Static: Application to construct static scenarios with no movement at all. 
 
• StaticDrift: Application to construct static scenarios with a drift. 
 
• SteadyStateRandomWaypoint: Application to construct Steady State 
Random Waypoint mobility scenarios. 
 
• TIMM: Application to construct Tactical Indoor Mobility Model mobility 
scenarios. 
 
 
For more information about each mobility model, refer to the Bonnmotion 2.0 
Manual available at https://net.cs.uni-bonn.de/fileadmin/ag/martini/projekte/ 
BonnMotion/src/BonnMotion_Docu.pdf  
 
Once choose the appropriate model for the scenario, it is needed to define 
several basic parameters common to all models: 
 
• Scenario duration: -d (seconds) 
• Number of seconds to skip: -i (seconds) 
• Number of nodes: -n 
• Width of simulation area: -x (meters) 
• Height of simulation area: -y (meters) 
 
 
There are some optional parameters specific for Column, RandomWaypoint, 
Nomadic and RPGM models: 
 
• Max. speed: -h (meters per second) 
• Min. speed: -l (meters per second) 
• Max. pause time: -p (seconds) 
 
 
 
 
Then, depending on each model there are additional parameters, which are 
listed below and can be shown using the command bm -hm <model_name>: 
 
Column: 
 -a <number of groups> 
 -r <reference point separation> 
 -s <max. distance to group center> 
 
 
  
RandomWaypoint: 
 -o <dimension: 1: x only, 2: x or y, 3: x and y> 
 
ManhattanGrid: 
 -c <speed change probability> 
 -e <min. speed> 
 -m <mean speed> 
 -o <max. pause> 
 -p <pause probability> 
 -q <update distance> 
 -s <speed standard deviation> 
 -t <turn probability> 
 -u <no. of blocks along x-axis> 
 -v <no. of blocks along y-axis> 
 
Pursue: 
 -o <maxspeed> 
 -p <minspeed> 
 -k <aggressiveness (0-1)> 
 -m <pursueRandomnessMagnitude (0-1)> 
 
Nomadic: 
 -a <average no. of nodes per group> 
 -r <max. distance to group center [m]> 
 -s <group size standard deviation> 
 -c <reference point max. pause> 
 
RPGM: 
 -a <average no. of nodes per group> 
 -c <group change probability> 
 -r <max. distance to group center> 
 -s <group size standard deviation> 
 
 
Once known these parameters, the command used to execute Bonnmotion to 
generate an scenario is the following: 
 
~/Bonnmotion 2.0/bin/$ bm -f <file_name> <model> <parameters> 
 
Where <file_name> corresponds to the path and name of the resulting file, the 
<model> to one of the models presented before, and <parameters> to the 
specific parameters required for this scenario. For example, the following 
command creates a RandomWaypoint scenario of 20 nodes moving at 5 m/s 
during 10 minutes in a 200x200 meters area, which is saved in a file named 
myscenario: 
 
~/Bonnmotion 2.0/bin/$ bm -f myscenario RandomWaypoint -n 20 -s 5 -d 300 -x 200 -y 200 
 
 
These command will generate two files: myscenario.params and 
myscenario.movements. First file contains the previously specified parameters, 
  
while the second one contains the specific movements generated for each node 
of the scenario which accomplish the mobility pattern indicated and these 
parameters. 
 
In order to make the previous files compatible with NS2, Bonnmotion 2.0 
incorporates a very useful command which converts them to NS2-compatible 
files. Following the previous example, the command will be as follows: 
 
~/Bonnmotion 2.0/bin/$ bm NSFile -f myscenario 
 
 
Again, this command will generate two files: myscenario.ns_params and 
myscenario. ns_movements, which are ready to use by NS2. 
 
 
 
 
 
Network Simulator 2 
 
This simulator tool, as explained in chapter 4, has been used to simulate the 
scenarios generated by Bonnmotion 2.0 using the OLSR and OLSRp protocols. 
 
In order to perform each simulation, it is needed to write the oTCL script which 
will contain the variables and functions to be interpreted by the simulator tool. 
Code below shows the script used in this project to perform all the simulations: 
 
 
# General options 
set opt(chan)         Channel/WirelessChannel     ;# channel type 
set opt(prop)            Propagation/TwoRayGround    ;# radio-propagation model 
set opt(netif)          Phy/WirelessPhy             ;# network interface type 
set opt(mac)          Mac/802_11                  ;# MAC type 
set opt(ifq)             Queue/DropTail/PriQueue     ;# interface queue type 
set opt(ll)               LL                                        ;# link layer type 
set opt(ant)           Antenna/OmniAntenna         ;# antenna model 
set opt(ifqlen)        50                                        ;# max packet in ifq 
 
 
# Simulation options 
set opt(tr)                "./output_trace_file.tr"     ;# output trace file.  
set opt(nam)   "./output_nam_file.nam"    ;# output nam file.  
set opt(placement)   "./input_bonnmotion_file.ns_movements" ;# input movements file. 
set opt(nn)              20                                        ;# number of mobilenodes  
set opt(adhocRouting)   OLSR                        ;# routing protocol 
set opt(x)                350                                       ;# x coordinate of topology 
set opt(y)                350                                       ;# y coordinate of topology 
set opt(seed)          0.0                                       ;# seed for random number gen. 
set opt(stop)           300                                       ;# time to stop simulation: 5 min 
 
 
# PING counters initialized to zero 
set ping_s  0     ;# sent pings counter 
set ping_r               0     ;# received pings counter 
 
 
# Energymodel according to Broadcom BCM4329 interface datasheet 
set opt(engmodel) EnergyModel 
set opt(initeng) 1000.0      ;# Initial energy in Joules 
set opt(txPower) 0.950      ;# transmitting power consumed in W 
set opt(rxPower) 0.304      ;# receiving power consumed in W 
 
  
 
# create simulator instance 
set ns_ [new Simulator] 
 
 
# Links configuration 
Mac/802_11 set dataRate_ 11Mb     # Up the data rate to 802.11b rates 
Mac/802_11 set RTSThreshold_ 0     # Enable RTS/CTS 
Mac/802_11 set PreambleLength_ 72     # Switch to the short preamble 
Phy/WirelessPhy set bandwidth_ 11Mb     # Data Rate to 11 Mbps 
Phy/WirelessPhy set L_ 1.0       # System Loss Factor 
Phy/WirelessPhy set freq_ 2.472e9      #Channel-13. 2.472GHz 
Phy/WirelessPhy set Pt_ 0.031622777     # Transmit Power (15dBm) 
Phy/WirelessPhy set CPThresh_ 10.0      # Collision Threshold  
Phy/WirelessPhy set RXThresh_ 1.995e-10    # Receive Power Threshold 
Phy/WirelessPhy set CSThresh_ [expr 0.9*[Phy/WirelessPhy set RXThresh_]]   # Carrier Sense Power 
 
# Antenna gain 
Antenna/OmniAntenna set Gt_ 1  
Antenna/OmniAntenna set Gr_ 1  
Antenna/OmniAntenna set X_ 0.0 
Antenna/OmniAntenna set Y_ 0.0 
Antenna/OmniAntenna set Z_ 0.7 
 
 
# OLSR parameters 
Agent/OLSR set use_mac_ true 
Agent/OLSR set hello_ival_ 2 
Agent/OLSR set tc_ival_ 3 
 
 
# Create and open trace files 
set tracefd  [open $opt(tr) w] 
set namtrace [open $opt(nam) w] 
$ns_ trace-all $tracefd 
$ns_ namtrace-all-wireless $namtrace $opt(x) $opt(y) 
 
 
# create and define topography 
set topo [new Topography] 
$topo load_flatgrid $opt(x) $opt(y) 
 
 
# create God 
create-god $opt(nn) 
 
 
# Configuration of mobile nodes 
set chan_1_ [new $opt(chan)] 
$ns_ node-config -adhocRouting $opt(adhocRouting) \ 
                 -llType $opt(ll) \ 
                 -macType $opt(mac) \ 
                 -ifqType $opt(ifq) \ 
                 -ifqLen $opt(ifqlen) \ 
                 -antType $opt(ant) \ 
                 -propType $opt(prop) \ 
                 -phyType $opt(netif) \ 
                 -channel $chan_1_ \ 
                 -topoInstance $topo \ 
                 -energyModel $opt(engmodel) \ 
                 -initialEnergy $opt(initeng) \ 
                 -rxPower $opt(rxPower) \ 
                 -txPower $opt(txPower) \ 
                 -wiredRouting OFF \ 
                 -agentTrace ON \ 
                 -routerTrace OFF \ 
                 -macTrace ON 
 
for {set i 0} {$i < $opt(nn)} {incr i} { 
    set node_($i) [$ns_ node] 
} 
 
 
# Set nodes positions 
source $opt(placement) 
 
  
 
# Define a 'recv' function for the class 'Agent/Ping' and increase ping_r counter 
Agent/Ping instproc recv {from rtt} { 
    global ns_ tracefd ping_r 
    $self instvar node_ 
    puts $tracefd  "node [$node_ id] received ping answer from \ 
          $from with round-trip-time $rtt ms." 
    incr ping_r 
} 
 
 
# Create ping agents and attach them to the nodes 
for {set i 0} {$i < $opt(nn)} {incr i} { 
    set ping_($i) [new Agent/Ping] 
    $ns_ attach-agent $node_($i) $ping_($i) 
} 
 
 
# Connect two agents 
for {set i 0} {($i * 2) < $opt(nn)} {incr i} { 
    $ns_ connect $ping_($i) $ping_([expr {$opt(nn) - $i -1}]) 
} 
 
 
# Schedule PING emissions and increase ping_s counter 
for {set i 0} {($i * 2) < $opt(nn)} {incr i} { 
    for {set j [expr {30 + $i}]} {$j < $opt(stop)} {incr j} { 
    puts $tracefd  "node $i send ping at $j." 
        $ns_ at $j "$ping_($i) send" 
     incr ping_s 
    } 
} 
 
 
# Define initial node position in nam 
for {set i 0} {$i < $opt(nn)} {incr i} { 
    $ns_ initial_node_pos $node_($i) 20 
}      
 
 
# Tell all nodes when the simulation ends 
for {set i 0} {$i < $opt(nn) } {incr i} { 
    $ns_ at $opt(stop).0 "$node_($i) reset"; 
} 
$ns_ at $opt(stop).0002 "puts \"NS EXITING...\" ; $ns_ halt" 
$ns_ at $opt(stop).0001 "stop" 
 
 
proc stop {} { 
    global ns_ tracefd namtrace ping_s ping_r 
    $ns_ flush-trace 
    puts $tracefd "Sent PINGs: $ping_s" 
    puts $tracefd "Received PINGs: $ping_r" 
    close $tracefd 
    close $namtrace 
} 
 
 
# Starts simulation 
puts "Starting Simulation..." 
puts $tracefd "M 0.0 nn $opt(nn) x $opt(x) y $opt(y) rp $opt(adhocRouting)" 
puts $tracefd "M 0.0 node placement $opt(placement)" 
puts $tracefd "M 0.0 prop $opt(prop) ant $opt(ant)" 
$ns_ run 
 
 
 
This script is simply executed with the command ns script_name.tcl through the 
command line console. As result, given this configuration, it will be obtained the 
resulting trace file, and the nam file, which can be executed to graphically view 
this simulation by means of the command nam output_nam_file.nam. 
  
  
AWK 
 
The AWK is the tool that has been used to interpret the resulting trace files after 
each simulation. Below there is a fragment of a real trace file, whose size could 
vary from several megabytes up to some gigabytes depending on either the 
simulation duration, the number of nodes, or the amount of traces configured to 
be printed during the simulation (agents, routing, mac traces, etc.): 
 
 
... 
 
s 13.405896382 _8_ MAC  --- 101 UM-OLSR 113 [0 ffffffff 8 800] [energy 999.982388 ei 0.000 es 0.000 
et 0.012 er 0.006] ------- [8:255 -1:255 32 0] [1 13 [HELLO 8 0 11]] 
N -t 13.405896 -n 6 -e 999.989951 
N -t 13.405897 -n 7 -e 999.978396 
r 13.406800486 _6_ MAC  --- 101 UM-OLSR 64 [0 ffffffff 8 800] [energy 999.989951 ei 0.000 es 0.000 et 
0.006 er 0.004] ------- [8:255 -1:255 32 0] [1 13 [HELLO 8 0 11]] 
r 13.406800593 _7_ MAC  --- 101 UM-OLSR 64 [0 ffffffff 8 800] [energy 999.978396 ei 0.000 es 0.000 et 
0.012 er 0.009] ------- [8:255 -1:255 32 0] [1 13 [HELLO 8 0 11]] 
s 13.709074660 _2_ MAC  --- 102 UM-OLSR 105 [0 ffffffff 2 800] [energy 999.990046 ei 0.000 es 0.000 
et 0.006 er 0.004] ------- [2:255 -1:255 32 0] [1 8 [HELLO 2 0 8]] 
N -t 13.709075 -n 3 -e 999.981146 
r 13.709914795 _3_ MAC  --- 102 UM-OLSR 56 [0 ffffffff 2 800] [energy 999.981146 ei 0.000 es 0.000 et 
0.011 er 0.008] ------- [2:255 -1:255 32 0] [1 8 [HELLO 2 0 8]] 
s 13.876925428 _8_ MAC  --- 103 UM-OLSR 105 [0 ffffffff 8 800] [energy 999.981530 ei 0.000 es 0.000 
et 0.013 er 0.006] ------- [8:255 -1:255 32 0] [1 14 [TC 8 0 12]] 
N -t 13.876926 -n 6 -e 999.989696 
N -t 13.876926 -n 7 -e 999.978141 
r 13.877765526 _6_ MAC  --- 103 UM-OLSR 56 [0 ffffffff 8 800] [energy 999.989696 ei 0.000 es 0.000 et 
0.006 er 0.004] ------- [8:255 -1:255 32 0] [1 14 [TC 8 0 12]] 
r 13.877765637 _7_ MAC  --- 103 UM-OLSR 56 [0 ffffffff 8 800] [energy 999.978141 ei 0.000 es 0.000 et 
0.012 er 0.010] ------- [8:255 -1:255 32 0] [1 14 [TC 8 0 12]] 
s 13.956974208 _7_ MAC  --- 104 UM-OLSR 157 [0 ffffffff 7 800] [energy 999.978141 ei 0.000 es 0.000 
et 0.012 er 0.010] ------- [7:255 -1:255 32 0] [3 14 [TC 7 0 11][HELLO 7 0 12][TC 8 1 12]] 
N -t 13.956974 -n 1 -e 999.980806 
N -t 13.956974 -n 8 -e 999.980350 
N -t 13.956974 -n 3 -e 999.980764 
 
... 
 
 
 
Lines as the following, represents the emission of a HELLO packet, similar to 
the ones for sending a TC: 
 
s 13.405896382 _8_ MAC  --- 101 UM-OLSR 113 [0 ffffffff 8 800] [energy 999.982388 ei 0.000 es 0.000 et 
0.012 er 0.006] ------- [8:255 -1:255 32 0] [1 13 [HELLO 8 0 11]] 
 
Term by term, the information contained on each word is the following: 
 
• s: indicates whether the packet is send [s], received [d] or dropped [d]. 
 
• 13.405896382: timestamp in seconds. 
 
• _8_: the identifier of the origin node that performs the action. 
 
• MAC: the layer responsible of the trace. 
 
  
• 101 UM-OLSR: protocol number and name, respectively. 
 
• 113: size of the packet in bytes. 
 
• [energy 999.982388 ei 0.000 es 0.000 et 0.012 er 0.006]: specifies the 
energy consumption due to this packet transmission/reception, being 
999.982388 the difference between 1000 Joules and the remaining node 
energy, ei the idle energy consumption, es the sleep energy 
consumption, et the transmission energy consumption, and er the 
receiving energy consumption. 
 
• [1 13 [HELLO 8 0 11]]: the first 1 indicates that this packet only contains 
one message, the 13 number is the sequence number, and finally, the 
part [HELLO 8 0 11] represents a HELLO message send from node 8, 
where 0 is the hop count and 11 the HELLO message specific sequence 
number. 
 
 
Once viewed the aspect of a trace file, concretely, about a HELLO message 
trace which can be extrapolated to TC messages due they are similar just 
changing the word HELLO by TC, the AWK command used to count every 
HELLO and TC message send or received appeared in a trace file is: 
 
 
awk -v FS=""  
 
'BEGIN{ 
HELLOr=0; 
HELLOs=0; 
TCr=0; 
TCs=0 
}  
 
{ 
TC=0; 
for (i=1;i<=NF;i++)  
   if ($1=="s" && $i=="T" && $(i+1)=="C")  
      TC++;  
if(TC>0) 
   TCs=TCs+TC 
}  
 
{ 
TC=0; 
for (i=1;i<=NF;i++)  
   if ($1=="r" && $i=="T" && $(i+1)=="C")  
      TC++;  
   if(TC>0) 
      TCr=TCr+TC 
}  
 
{ 
HELLO=0; 
for (i=1;i<=NF;i++)  
   if ($1=="s" && $i=="H" && $(i+1)=="E" && $(i+2)=="L" && $(i+3)=="L" && $(i+4)=="O")  
      HELLO++;  
   if(HELLO>0) 
      HELLOs=HELLOs+HELLO 
}  
  
 
{ 
HELLO=0; 
for (i=1;i<=NF;i++)  
   if ($1=="r" && $i=="H" && $(i+1)=="E" && $(i+2)=="L" && $(i+3)=="L" && $(i+4)=="O")  
      HELLO++;  
   if(HELLO>0) 
      HELLOr=HELLOr+HELLO 
}  
 
END 
{ 
print  
"TC enviados = "TCs" \n 
TC recibidos = "TCr" \n 
HELLO enviados = "HELLOs" \n 
HELLO recibidos = "HELLOr 
}'  
 
input_trace_file.tr > output.txt 
 
 
 
The functioning of this awk command consists on the specification of 4 counter 
(HELLOr for received HELLO messages, HELLOs for sent, TCr for received TC, 
and TCs for sent TC messages), which are increased every time a HELLO or 
TC word is found into the trace file. It reads the traces from a file named 
input_trace_file.tr and prints the resulting counters in a file named output.txt. 
 
Finally, to obtain the energy consumption data, it has been used the following 
command: 
 
 
awk '{ 
 
if($1=="N" && $2=="-t") 
   array[$5] = $7 
} 
 
END{ 
for(i in array) 
   total = total + (1000 - array[i]); 
print "Total =" total 
} 
}' 
 
input_trace_file.tr 
 
 
This command looks for a line in the trace file input_trace_file.tr that starts with 
"N -t" and, if matches, stores the value corresponding to the seventh column 
(remaining energy) in the index of the array corresponding to the node identifier 
(e.g. for node 3, it will store its remaining energy in the third index of the array). 
Finally, it prints the resulting sum of all nodes energy consumption (the initial 
1000 Joules minus the remaining) into the screen (there is no specified any 
output file in this case). 
 
