: We propose a prediction driven method for tracking and segmentation in videos. The first row shows the results of state-of-the-art tracker SiamMask [66] (red) and ground truth (green). The second row shows the motion prediction (black arrow) and tracking results (with the blue bounding box and red segmentation mask) of our Prediction-Tracking-Segmentation (PTS) model. Our method improves the robustness against distractors and occlusions. (better view with color)
Introduction
A human can track, segment or interact with fast moving objects with surprising accuracy [54] , even in the cases the objects are under deformations, occlusions and illumination changes [68] . What is the key component in human perception to make this happen?
In fact, tracking and segmenting moving object appears at a very early stage of human perception. Even 4-monthold infants can track moving objects with his or her eyes and reaching for them [61] . A professional athlete can even interact with objects at breakneck speed. (e.g., a baseball player can hit a 100-mph baseball). To do so, the human brain has to overcome its delays in neuronal transmission through prediction [45, 25, 6] and saves times for processing what we see by using only local information [59, 5] . Besides prediction, researchers further point out that humans have multiple temporal scales for tracking objects with different speeds [26] .
Inspired by these observations from human perception, in this paper, we propose a two-stage tracking method driven by prediction. Given a tracking result in time t, we first predict the approximate object location in the next frame (in time t + 1) without seeing it. Based on the prediction results, we then further refine the localization as well as the segmentation results by using the appearance input in time t + 1. The refined tracking and segmentation results can help us back to update a better prediction model, which will be applied again in the successive frames.
Concretely, in the first stage of prediction, we use an extrapolation method to estimate the object position in the future frame (in time t+1) and simulate the multiple temporal scales effect in human perception through adaptive search region in the same frame. With prediction driven tracking and segmentation, we name our method Prediction-Tracking-Segmentation (PTS).
Our approach offers several unique advantages. First, through prediction of object position, we free tracking from using only appearance information. As most tracking and segmentation methods can only discriminate foreground from the non-semantic background [71] , the performance suffers significantly when the target object is surrounded by similar objects (know as distractors [71] ). Prediction also improves the robustness of our model against occlusions. Note that occlusions largely prevent most appearance-based methods from extracting useful information. We show in the experiments that our method improves the tracking performance by a large margin under both cases. We visualize part of the results in Fig. 1 .
Second, through the usage of adaptive search region around the predicted area, PTS significantly decreases the information required to process and thus has a large potential to increase the inference speed. To achieve this, we propose to focus on smaller local regions when objects have slower speeds and smaller sizes, and vice versa. This approach allows better segmentation performance, less missing and identity switching.
We evaluate our framework all major tracking datasets: VOT-2016 [36] , VOT-2018 [35] . We demonstrate that our framework achieves state-of-the-art performance, both qualitatively and quantitatively. We also show competitive results against semi-supervised VOS approaches on DAVIS-2016 [48] and DAVIS-2017 [51] .
To summarize, our main contributions are three-fold: First, inspired by visual cognition theory, we propose PTS to unify predict, tracking and segmentation in a single framework. Second, we propose an adaptive search region module to process information effectively. We indicate that our proposed achieves competitive performance on VOT and VOS datasets.
Related Works
In this section, we briefly overview three research areas relative to our proposed method.
Video Object Tracking In tracking community, significant attention has been paid to discriminative correlation filters (DCF) based methods [3, 42, 39, 14] . These methods allow discriminating between the template of an arbitrary target and its 2D translations at a breakneck speed. MOSSE [3] is the pioneering work which proposes a fast correlation tracker by minimizing the squared error. Performance of DCF-based trackers has then been notably improved through the using of multi-channel features [24, 12, 32] , robust scale estimation [8, 9] , reducing boundary effects [10, 33] and fusing multi-resolution features in the continuous spatial domain [11] .
Tracking through Siamese Network is also an important approach [34, 56, 2, 58] . Instead of learning a discriminative classifier online, the idea is to train a deep siamese similarity function offline on pairs of video frames. At test time, this function is used to search for the candidate most similar to the template given in the starting frame on a new video, once per frame. The pioneering work is SINT [56] . Similarly, GOTURN [23] used deep regression network to predict the motion between successive frames. SiamFC [2] implemented a fully convolutional network to output the correlation response map with high values at target locations, which set a basic form of modern Siamese framework. Many following works have been proposed to improve the accuracy while maintain fast inference speed by adding semantic branch [17] , using region proposals [38] , hard negative mining [71] , ensembling [16] , deeper backbone [37] and high-fidelity object representations [66] .
With the assumption that objects are under minor displacement and size change in consecutive frames, most modern trackers, including all the ones mentioned above, use a steady search region, which is centered on the last estimated position of the target with the same ratio. Although it is very straightforward, this oversimplified prior often fails in occlusion, motion change, size change, camera motion, as it is evident in the examples of Figure 1 . This motivated us to propose a tracker able to adaptively set the search region.
Video Forecasting The ability to predict and therefore to anticipate the future is an important attribute of intelligence. Many methods are developed to improve the temporal stability of semantic video segmentation. Luc et al. [41] develop an autoregressive convolutional neural network that learns to generate multiple future frames iteratively. Similarly, Walker et al. [62] uses a VAE to model the possible future movements of humans in the pose space. Instead of generating future states directly, many methods attempt to propagate segmentation from preceding input frames [30, 46, 27] .
Unlike previous work, inspired by human perception, we extract a motion model for each object and set up a new search region for segmentation according to the motion model.
Video Object Segmentation Video Object Segmentation (VOS) have been divided into three categories based on the level of supervision required: unsupervised, semisupervised and supervised. We briefly review the VOS focusing on semi-supervised setting, which is usually formulated as a temporal label propagation problem. To exploit consistency between video frames, many methods propagate the first segmentation mask through temporal adjacent ones [1, 43, 57] or even entire video [28, 29] . Another approach is to process video frames independently [47] and usually heavily rely on fine-tuning [4] , data augmentation [31] and model adaption [60] .
Method
To unify prediction, tracking and segmentation with adaptive search region, our model consists of: (i) prediction module: estimate object position and velocity in an unseen frame (Section 3.1) (ii) tracking module: adaptively limit the search region for further processing (Section 3.2) (iii) segmentation module: a fully-convolutional Siamese framework to segment foreground object from given search region (Section 3.3). We show our framework in Figure 2 .
Prediction Module
In video object tracking and segmentation, most methods do not consider the time consistency of object motion. In other words, most methods predict a zero-velocity-object and thus set a local search region centered on the last estimated position of the target [2, 38, 71, 66] .
However, these methods only consider appearance features of the current frame, and hardly benefit from motion information. This leads to great difficulty in distinguishing between instances that look like the template, known as distractors [71] or under occlusion, fast motion and camera motion. To solve this problem, our proposed tracker takes full advantage of the motion information.
Object motion in a given image is the superposition of camera motion and object motion. The former is random while the latter should satisfy Newton's First Law [44] . We first pick a reference frame (F r k , r k denotes k th reference frame) every n frames and thus separate the long video into several pieces of short n-frame videos.
Second, we adopt the method proposed by ARIT [63] to decouple the camera motion and object motion within each short video. ARIT assumes that pending detection frame (F r k +t ) and its reference frame (F r k ) are related by a homography (H r k ,r k +t ). This assumption holds in most cases as the global motion between neighboring frames is usually small. To estimate the homography, the first step is to find the correspondences between two frames. As mentioned in ARIT, we combine SURF features [67] and motion vectors from the optical flow to generate sufficient and complementary candidate matches, which is shown to be robust [15, 63] . Here we use PWCNet [55] for dense flow generation.
As a homography matrix contains 8 free variables, at least 4 background points pairs should be used. We calculate the least square solution of eq. 1 and optimize it to obtain robust solution through RANSAC [13] , where p bp r k and p bp r k +t denotes random selected background matching pairs in F r k and F r k +t using the above mentioned features. Given the assumption that the background occupies more than half of the images, we partition matching points between frames into 4 pieces, and then one point is randomly chosen inside each selected piece to improve the efficiency of RANSAC algorithm.
For simplicity, all following calculations are under reference coordinate and project back to the new coming frame without further noticing. Fig.3 illustrates the working principle of decoupling step. The origin video for Fig.3 is a handheld video with trembling background. The motion of the pedestrians in the origin video is highly unpredictable with huge background uncertainties. However, by mapping the target frame towards the reference frame, the movement for pedestrians could be more predictable and continuous.
To find the most representative point of object position, we calculate the "center of mass" of object segmentation using eq. 2
Random noise from background motion estimation and mask segmentation might be introduced to the object position prediction, which could influence the accuracy of prediction. To achieve a better estimation for object states, we utilize Kalman Filter to provide accurate position information based on the measurements from current and former frames. As a classical tracking algorithm, the Kalman filter estimates the position of the object in two steps: prediction and correction. In the prediction step, it predicts the target state based on the dynamic model (eq. 3) and generates the search region for the Siamese network to achieve object segmentation. Therefore, the measurement for object position in the next frame could be computed with eq. 2. Then, in the correction step, the position measurement would be updated with higher certainty given the position measurement from the Siamese network, which benefits the accuracy of predictions for future frames.
The dynamic model for object position update could be formulated as:x
In eq.3,x t|t−1 is the priori state estimation given observations up to time t−1, which is in the form of 4-dimension vector ([x, y, dx, dy]) with position information. It is worth to mention that the velocity terms (dx, dy) are predicted by using extrapolation between the information from time t−1 and t. w t is the random noise existing in the system. And F t is the transition matrix from time t − 1 to t.
After predicting the states, the Kalman filter uses measurements to correct its prediction during the correction steps using eq. 4. In the equation,ŷ t is the residuals between the prediction and measurement. And K t is the optimal Kalman gain given from the predicted error covariance (P t|t−1 ), measurement matrix (H t ) and measurement margin covariance (S t ), as shown in eq. 5. It is worth to mention that, as Kalman filter is a recursive algorithm, the predicted error covariance (P) should be updated as well based on the estimation results.x t|t =x t|t−1 + K tŷt (4)
The motion consistency between video frames in differ-ent sliced videos with different reference frames could be an issue because the initialization of the velocity for the reference frame could be critical to the accuracy of the position update. To maintain the motion consistency, we choose the n th frame, which is the last frame in the sliced video, as the next reference frame with the refined position and velocity estimation from Kalman filter based on the former reference frame. Therefore, the velocity of the object, with respect to the new frame, could be initialized by mapping the refined velocity towards the new reference.
Tracking Module
Inspired by human perception, we dynamically set up a new search region in the coming frame centered at the predicted object position. We project the estimated object center position back to the pending detection frame using eq. 6.
Given the estimated position, we setup the search region S accordingly using the similar method as in [24] :
where p = w + h 2 . To achieve the adaptive search region, the search region size S would be modified with respect to the predicted velocity using eq.8. In the equation, v is the velocity predicted by Kalman filter and T is the threshold for velocity. The search region is cropped center at P r k +t on the frame F r+t , and then resized in 255 × 255.
To make the one-shot segmentation framework suitable for tracking task. We adopt the optimization strategy used for the automatic bounding box generation proposed in VOT-2016 [36] as it offers the highest IOU and mAP as reported in [66] .
Segmentation Module
We adopt the SiamMask framework [66] , which achieves a good balance between the accuracy and speed. SiamMask propose to use an offline trained fully-convolutional network to simultaneously collect binary segmentation mask, detection bounding box and objectness score. First, the Siamese network compares an template image z (w ×h×3) against a (larger) search image x to obtain a dense response map g θ (z, x). The two inputs are processed by the same CNN f θ , yielding two feature maps that are crosscorrelated:
Each spatial element of the response map g n θ (z, x) represent a similarity between the template image z and n th candidate window in x. Second, a three-branch head calculates binary segmentation mask, detection bounding box and objectness score, respectively. The mask branch predicts a (w × h) binary mask m n from each spatial element g n θ (z, x). The box branch regresses k bounding boxes from each spatial element g n θ (z, x), where k is the number of anchors. And the score branch estimates the corresponding objectness score.
A multi-task loss is used to optimise the whole framework.
We refer readers to [49, 50] for understanding mask branch and [53, 38] for understanding region proposal branch.
Experiments
In this section, we evaluate our approach on three tasks: motion prediction, visual object tracking (VOT 2016 and VOT 2018) and semi-supervised video object segmentation (on DAVIS 2016 and DAVIS 2017). It is worth noticing that our method does not depend on the selection of tracking and segmentation methods. To better evaluate the efficiency of our method, we adopt SiamMask [66] with provided pretrained model as our online tracking and segmentation method.
Evaluation for motion prediction accuracy
Datasets and settings We adopt two widely used benchmark data set to evaluate the performance the motion prediction: VOT 2016 [36] and VOT 2018 [35] . Both of them are annotated with the rotated bounding box. Both datasets contain 60 public sequences with different challenging factors: camera motion, object motion change, object size change, occlusion and illumination change, which makes it extremely challenging for object motion prediction [35] . We use eq. 2 to predict object position and eq. 3 to extrapolate object velocity. For our baseline method, the predicted position of the next frame (t+1) is always the same as the current frame (t), while object velocity is always predicted as 0. The ground truth position is set as the center of the annotated rotated bounding box, while the velocity is the difference between two consecutive positions. We evaluate the position error from ground truth with Euclidean distance and velocity error with Euclidean distance, cosine distance and magnitude distance. Cosine distance is the cosine value between predicted velocity and ground truth velocity (the higher, the better). Magnitude distance is the absolute difference between the absolute value of predicted velocity and ground truth velocity. We adopt the reinitialize mechanism as used in the official VOT toolkit when the segmentation has no overlap with ground truth. We reinitialize the tracking method with ground truth after five frames. Table 2 : Velocity prediction error on VOT 2016 and VOT 2018 Figure 5 : Velocity prediction generated by PTS (white for goundtruth, black for prediction, both extended by 5 times longer for better visualization)(better view with color) pixels to 8 pixels. Meanwhile, Fig.4 shows when the object velocity is high, the PTS method could provide a prediction more accurate compared with the SiamMask, which does not consider the influence of object motion. The results prove that the decoupling strategy could reduce the background uncertainty and the Kalman filter would provide a relatively reliable prediction for object position in the next frame. Higher accuracy for object position prediction could benefit the generation of search regions for object tracking and eventually improve the performance of object segmentation. For velocity, as can be seen in Table. 2, our method significantly reduce the estimation error. In VOT 2018, PTS achieves 0.763 cosine distance, which is about 37 degree divergence from ground truth velocity direction. The main cause of the error is that objects are not always rigid, thus "center of mass" can approximate the overall motion of the object 5. The size change of objects will further increase the prediction error. However, with the correction procedure of the Kalman filter, this error (noise) can be stabilized. One possible solution to decrease velocity prediction error is tracking each part of non-rigid objects and grouping all parts together to get the final prediction [52] .
Evaluation for visual object tracking
Datasets and settings Similarly, we adopt three widely used benchmarks for the evaluation of the object tracking task: VOT 2016, VOT 2018 and compare against the stateof-the-art using official metric: Expected Average Overlap
VOT 2016 Trackers
A R EAO SiamMaks 0.639 0.214 0.433 PTS (Ours) 0.642 0.144 0.471 Table 3 : Comparison with SiamMask on VOT 2016 (EAO), which considers both accuracy and robustness of a tracker [35] . We use VOT 2018 to conduct an experiment to discuss the performance under different conditions further. Table 3 present comparisons of tracking performance between PTS and other state-of-theart models based on VOT 2016 datasets. Our model improves the robustness by 30%, and provide an 8.8% gain of EAO, which achieves 0.471.
Results on VOT 2016

Results on VOT 2018
In Table 4 we compare our PTS against eleven recently published state-of-the-art trackers on the VOT 2018 benchmark. We establish a new stateof-the-art tracker with 0.397 EAO and 0.612 accuracy. In particular, our accuracy outperforms all existing Correlation Filter-based trackers. This is very easy to understand since our baseline SiamMask relies on deep feature extraction which is much richer than all existing Correlation Filter-based methods. However, PTS even outperforms the baseline SiamMask method, which is very interesting. Previous research shows Siamese based trackers have strong center bias despite the appearances of test targets [37] . Thus, by estimating the center of the search region more accurate, Siamese trackers can also achieve better regression result (e.g., bounding box detection or object segmentation). Besides, PTS achieves the highest robustness among all Siamese based trackers. This is even exhilarating because one of the key vulnerability of Siamese based trackers is the low robustness. The main reason is that most Siamese networks can only discriminate foreground from the non-semantic background [71] . In other words, Siamese based trackers are not appearance sensitive enough and always suffer from distinguishing surrounding objects. Our proposed PTS adopts a straightforward strategy and shows huge improvement of robustness from 0.276 to 0.220, which provides another strategy to achieve better robustness: by setting more accurate and targeted search region.
To further analysis where the improvements come from, we show the qualitative results of PTS and our baseline6. Just as mentioned above, the robustness comes from less tracking object switching and missing. For example, as for the car scenario in figure 6 , when the camera shakes, the center of the search region of SiamMask will shift to the left Figure 6 : Qualitative result of our method : green box is the ground truth, red box is the bounding box from SiamMask, and blue box is our bounding box for the mask. DaSiamRPN of the tracking car, and finally catches the truck. On the contrary, since our model considers camera motion, the center of our search region stays on the tracking car. This stability comes from the decoupling of camera motion. Another example is Bolt, the third row in figure 6 . When Bolt accelerates, SiamMask will be easily distracted by other runners, but our PTS model won't fail because it considers the speed of Bolt. This stability comes from object velocity estimation. These unique features greatly help the performance of PTS under large camera motion, fast object motion and occlusion. Simply speaking, by predicting object position accurately, we can focus on more targeted search region and thus achieve better detection and segmentation performance. [51] . For both datasets, we use the official performance measures: the Jaccard index (J) to express region similarity and the F-measure (F) to express contour accuracy. Since we use SiamMask as our baseline, we adopt the semi-supervise setup. We fit bounding boxes to object masks in the first frame and use these bounding boxes to 
Results on DAVIS 2016 and DAVIS 2017
The effect of our approach is limited on DAVIS 2016 and DAVIS 2017 datasets. The main reason is that DAVIS datasets have less camera motion or fast object motion, which are the major gain from our method. However, segmentation can still benefit from more accurately cropped search region. e.g., The dog in the third frame of "Dogs-Jump" video is segmented more completely through PTS. However, SiamMask misses the tail of the same dog during segmentation. Another example is the person in the fourth frame of "Soap-Box" video. PTS separates this person from the soapbox, however, SiamMask mixes its segmentation with the surrounding pixels. Further, SiamMask fails to distinguish the person mask from the drum of the soapbox because the drum occupies the previous position of the person, which can not be handled without motion assumption. Though our pretracking procedure, PTS can separate specific instance from its neighboring instance and thus get a more accurate segmentation. We show that our proposed PTS has very large potential especially under segmentation of crowded scenarios. For more qualitative results, please refer to Fig 7. Table 6 compares the influence of each module in our model. Based on VOT 2018 dataset, we evaluate the influence of tracking and prediction module and compare their performance with the baseline approach (SiamMask) and PTS. It can be observed from Table 6 provements seem to be introduced by the prediction module. Moreover, for the tracking module, which is the adaptive search region update module, the influence is a little bit limited with only 0.02 EAO increase. However, as we can see from Table 6 , both of these two modules have the potential to improve accuracy.
Ablation studies
Conclusion
In conclusion, we introduce a prediction driven method for visual tracking and segmentation in videos. Instead of solely relying on matching with appearance cues for tracking, we build a predictive model which provides guidance on finding more accurate tracking regions efficiently. We show that this simple idea significantly improve the robustness in VOT and VOS challenges and achieve state-of-theart performance in both tasks. We hope our work can inspire more studies in considering the relationship among three main challenges in video understanding: prediction, tracking and segmentation.
