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VAbstract
In the past, the spatial resolution in electron microscopy was mainly limited by the unavoidable
aberrations of round electron lenses. Nowadays, the successful realization of aberration correction
allows achieving atomic resolution for electron energies as low as 20 keV. In this energy range,
existing models for the image formation process must be augmented by previously neglected
effects, since the commonly used paraxial approximation breaks down. Starting from quantum
mechanical principles, this work will show that electron microscopic image contrast from elastic
scattering can be calculated by solving a series of eigenvalue problems. Thereby, new theoretical
insights into the scattering process are gained. Furthermore, the derived analytical matrix
equations turn out to be suited for numerical calculations as well. Through the inclusion of
backscattering effects, a unified description of the image formation process in different types of
electron microscopes is obtained. Thus, for the first time, the elastic scattering channel in a
scanning electron microscope (SEM) can be simulated based on the wave-mechanical description
of the electron. Moreover, this work will show that the direct quadrature of the Schrödinger
equation can be used to simulate electron micrographs. With the help of these new scattering
solutions, the validity of the paraxial approximation is investigated in detail.
Zusammenfassung
In der Vergangenheit war die räumliche Auflösung in der Elektronenmikroskopie hauptsäch-
lich durch die unvermeidbaren Aberrationen runder Elektronenlinsen begrenzt. Die erfolgreiche
Verwirklichung der Aberrationskorrektur ermöglicht es heutzutage, für Elektronenenergien bis
hinunter zu 20 keV atomare Auflösung zu erreichen. In diesem Energiebereich müssen die be-
stehenden Modelle für den Bildentstehungsprozess um zuvor vernachlässigte Effekte erweitert
werden, da die üblicherweise verwendete paraxiale Näherung zusammenbricht. Ausgehend von
quantenmechanischen Prinzipien zeigt diese Arbeit, dass der durch elastische Streuung verur-
sachte elektronenmikroskopische Bildkontrast berechnet werden kann, indem eine Reihe von
Eigenwertproblemen gelöst wird. Auf diese Weise erhält man neue theoretische Einsichten in den
Streuvorgang. Es stellt sich außerdem heraus, dass sich die hergeleiteten, analytischen Matrixglei-
chungen auch für numerische Rechnungen eignen. Durch die Hinzunahme von Rückstreueffekten
erhält man eine einheitliche Beschreibung für den Bildentstehungsprozess in unterschiedlichen
Typen von Elektronenmikroskopen. Somit ist es erstmals möglich, den elastischen Streukanal im
Rasterelektronenmikroskop basierend auf der wellenmechanischen Beschreibung des Elektrons
zu simulieren. Darüber hinaus zeigt diese Arbeit, dass die direkte Quadratur der Schrödinger-
Gleichung für die Simulation elektronenmikroskopischer Aufnahmen verwendet werden kann.
Mithilfe dieser neuen Streulösungen wird die Gültigkeit der paraxialen Näherung genau unter-
sucht.
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Chapter 1
Introduction
Diffraction limits the resolution of every optical system. According to Abbe, the resolving power
of a light microscope with parallel illumination is roughly equal to half the wavelength of the light
used [1]. Therefore, it is impossible to image molecules or even atoms by using light microscopy.
The electron microscope was conceived by Knoll and Ruska in the early 1930s as an instrument
to overcome this limitation [2]. Because of the short wavelengths of electrons accelerated to high
energies (cf. figure 1.1), the resolving power of electron microscopes quickly exceeded that of
light microscopes. Scherzer, however, pointed out that the unavoidable spherical aberration of
a round electron lens limits the achievable resolution [3]. Although this is not a fundamental
problem, it proved to be very difficult to overcome [4]. Gabor even invented holography with
the aim to correct such degraded images [5]. Only in 1998, it was demonstrated that correctors
for the spherical aberration can improve the resolution of a transmission electron microscope
(TEM) [6]. In the subsequent TEAM projecta, it was shown that the chromatic aberration can
be corrected as well [7].
The practical resolution of an electron microscope is not only limited by electron optics, but
also by the damage the electron beam inflicts on the sample. Because of the strong interactions
of electrons with matter, radiation damage can hardly be avoided. Since the damage is caused
by a large number of different mechanisms such as heating, ionization, knock-on damage (direct
displacement of atoms) and chemical etching, its energy dependence is quite complicated [8].
Moreover, most damaging processes depend on the applied electron dose (number of electrons per
area). This is very problematic, since the improved resolution of aberration-corrected electron
microscopes can only be exploited by increasing the electron dose.
Novel materials, such as carbon nanotubes, fullerenes, two-dimensional boron nitride or
graphene promise interesting new technologies and applications. For instance, graphene research
is supported by the European Commission as a Future and Emerging Technology Flagshipb.
The study of the aforementioned materials in a TEM is challenging [9]: First of all, these
materials are low-dimensional. Hence, in comparison to bulk specimens, only a smaller number
of atoms can contribute to the scattering process. Moreover, these materials consist of elements
with low atomic numbers and thus are weak scatterers. For these reasons, a high electron dose is
required in order to obtain a usable signal-to-noise ratio. Additionally, these materials are very
susceptible to knock-on damage since they are composed of light elements.
While the first TEM with a corrector for the chromatic aberration was operated at 200 kV
aTransmission Electron Aberration-Corrected Microscope, http://foundry.lbl.gov/facilities/ncem/
expertise.html
bhttp://graphene-flagship.eu/
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Figure 1.1: Wavelength λ, Lorentz factor γ and speed v/c of an electron as functions of its kinetic
energy T .
[7], the SALVE projectc targets acceleration voltages as low as 20 kV [10]. By this means, the
knock-on damage for many carbon-based materials can be completely prevented, since a certain
minimum energy is required for a direct displacement of an atom, the knock-on threshold. The
precise value of this threshold depends on the binding energy of the atom. For single-layer
graphene, it was found that the threshold is between 80 keV and 100 keV [9]. Since graphene
is additionally an excellent electrical and thermal conductor, it is very stable under irradiation
with electron energies below 80 keV [9].
The energy range between 20 keV and 80 keV is, therefore, very suitable for the investigation
of these novel materials. Since a completely new energy range has thus become accessible to
transmission electron microscopy, the question arises whether the existing theories of image
formation and their interpretation as image simulation routines remain valid.
1.1 History of Image Simulations
Image simulations are an important tool for the interpretation of electron micrographs, since the
image formation process in an electron microscope is quite complicated and very different from
everyday experience. This is especially true for images with atomic resolution. A quantitative
analysis of these images is in many cases only possible with the help of image simulations.
The surface of a typical object is visible because certain frequencies of the incoming light are
absorbed while others are diffusely reflected. Hence, the information about the object is mainly
cSub-Angstrom Low-Voltage Electron Microscopy, http://www.salve-project.de/
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carried by the amplitude of the electromagnetic wave. In an electron microscope, however, only
a small fraction of the contrast is caused by electrons absorbed inside the sample. Instead, the
atoms distort the phase of the wave front, so that the image contrast is mostly generated by
interference effects. Over time, different methods have been developed to optimize the information
transfer in electron microscopy; this includes defocusing, phase-plates and electron holography
[8].
The development of theories describing the interaction of electrons with matter started right
after Davisson and Germer conducted their famous experiment in the years 1923 – 1927 [11].
With this electron-scattering experiment, they confirmed the wave-like nature of the electron.
Even before the successful realization of the first electron microscope, it was recognized that the
kinematic theory of scattering is insufficient to describe electron diffraction. Already in 1928,
Bethe used the Schrödinger equation and what is now called Bloch waves to study dynamical
scattering in crystals [12]d.
In 1957, Cowley and Moodie developed, in a series of papers starting with [14], a different
description for the scattering process in transmission electron microscopy. This so-called multislice
approach was derived from optical principles: A thick sample is treated as a series of thin slices.
The potential in each slice is reduced to a two-dimensional phase-grating. The propagation of
the wave between the phase-gratings is described by Fresnel diffraction. From this theoretical
description of the scattering process, many practical computational schemes emerged. It was
shown in 1961 by Fujiwara that the most important relativistic corrections can be included by
using a modified Schrödinger equation [15]. In 1974, Goodman and Moodie summarized different
descriptions for the scattering process in the electron microscope [16]. Moreover, they showed the
relation between the different approaches, as well as the Schrödinger equation and Feynman’s
path integral formalism. The performance of the multislice algorithm was significantly improved
by the use of the fast Fourier transform (FFT). This was independently proposed by Ishizuka and
Uyeda [17] and by Bursill and Wilson [18] in 1977. While the Bloch-wave approach can be used
for theoretical investigations, the multislice algorithm is only suited for numerical evaluations.
Since it does not require the sample to be periodic, the multislice method can be directly applied
to the study of defects, interfaces and amorphous samples.
Cowley and Spence demonstrated the possibility of simulating convergent beam electron
diffraction (CBED, cf. section 5.3.2) patterns with the multislice method in 1978 [19]. The
simulation of scanning transmission electron microscope (STEM, cf. section 2.1) images is
computationally very intensive, since the CBED calculation must be repeated for every pixel.
The first application of the multislice method for the simulation of STEM images was reported
by Kirkland et al. in 1987 [20].
Backscattering effects were considered by Lynch and Moodie in 1972 [21]. A different
formulation was given by Chen and Van Dyck in 1997 [22]. Very recently, a first attempt was
made to implement the corresponding algorithm by Spiegelberg and Rusz [23].
1.2 Advanced Computational Algorithms
The amount of information that can be gained with the help of electron microscopy can be
increased by the use of more complex image analyses and modern statistical algorithms. Like
many other fields, electron microscopy thus profits from the steady increase of the available
dIt is interesting to note, that Knoll and Ruska were not aware about the wave nature of electrons when they
built the first electron microscope [13].
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computing power. For example, it was recently shown that graphics processing units (GPUs)
can be used to accelerate image simulations [24, 25].
By employing sophisticated processing algorithms, it has been demonstrated that the three-
dimensional atomic structure of a specimen can be determined from a small number of electron
micrographs [26, 27]. Furthermore, single-particle reconstruction in cryo electron microscopy
could be improved by using Bayes’ theorem for a distributed statistical analysis [28].
The computing power that is now available gives us the opportunity to review and reevaluate
different image simulation algorithms. It is no longer necessary to use questionable approximations
for a minor gain in speed. For example, the commonly used paraxial approximation is inferior to
the more advanced techniques presented in chapter 5. Moreover, a direct numerical integration
of the Schrödinger equation has previously been deemed too expensive; however, here we show
that algorithms of this type can be used for the simulation of CBED patterns (cf. section 5.3.2).
Micrographs for scanning electron microscopes (SEMs) are typically calculated with the help
of Monte-Carlo simulations based on a semiclassical model. In this work, we present the first
simulation results for the elastic scattering channel based on a rigorous quantum mechanical
treatment of the scattering process.
In chapter 2, a short introduction to electron microscopy will be given. Furthermore, the
basic relations for electron scattering will be summarized. In chapter 3, the classical multislice
algorithm will be derived from quantum mechanics. Afterward, electron scattering will be treated
as an eigenvalue problem (chapter 4). In chapter 5, Runge-Kutta methods will be introduced and
a detailed analysis of the paraxial approximation will be given. Finally, backscattering effects
will be included in the image simulations (chapter 6).
Chapter 2
Foundations
In this chapter, the basic concepts for the description of the image formation process in an
electron microscope are introduced.
Most of the derivations presented here are well-known as they appear either in introductory
texts about quantum mechanics and solid-state physics or in the books by Kirkland [29], Reimer
[8] and Wang [30]. Besides forming the basis for later discussions, the calculations of this chapter
serve the purpose of introducing the notation.
2.1 Electron Microscopy
There is a great number of different types of electron microscopes that can be operated in various
modes. At first, we take a look at the bright-field (BF) mode of a TEM (cf. figure 2.1).
In this case, the sample is illuminated by an extended electron beam that is formed by the
condenser lens system. The beam is quasi-monochromatic and can be approximately described
by a plane wave moving along the direction of the optical axis of the microscope. The initial
kinetic energy of the electrons is determined by the applied acceleration voltage. Through its
interaction with the sample, the electron wave is scattered in different directions. Thereby, the
electron might suffer an energy loss. The electron wave in a plane directly behind the sample is
described by the exit-wave function ψex. With the help of the objective lens and the projective
lens system, a magnified image of the exit-wave function can be created on the detector, usually
a camera. A simple mathematical description for the imaging process will be discussed in section
2.6.
Alternatively, the projective lens system can be used to image the back focal plane. In this
instance, much more information can be gained if the illuminating beam is focused to a small
spot (CBED) [2]. This is further detailed in section 5.3.2.
In a STEM, a convergent electron beam is scanned over a certain area of the sample. Hence,
a CBED pattern is formed for every scan position. The pixels of the STEM micrograph reflect
the signal strengths measured by the detectors for the corresponding beam position. Roughly
speaking, the BF detector measures the total beam minus the intensity that is scattered outside
of its detection area. The annular dark-field (ADF) detector is complementary to the BF detector.
It is a ring-shaped detector that allows the unscattered beam to pass. For a certain angular
range, it thus measures the integrated intensity of the scattered electrons. Without a sample,
the ADF signal vanishes.
An SEM is conceptually very similar to a STEM, but it employs much lower acceleration
voltages (typically less than 30 kV). As a consequence, the electrons can penetrate only the
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Figure 2.1: Schematics showing the most important optical components of a TEM and a STEM.
Additionally, the path of the unscattered electron beam is illustrated.
surface of a sample. Hence, instead of the transmitted signal, backscattered and secondary
electrons, generated by ionization processes, are analyzed.
In the main part of this thesis, we will discuss the interaction of the electron beam with a
sample in great detail. Generally, these interactions can be quite complicated because many
different processes are involved, e.g. elastic scattering, excitation of phonon modes, plasmon
scattering or ionization. The relative importance of the different processes depends greatly on
the acceleration voltage and the thickness of the sample. In this work, we will mainly discuss
elastic scattering. Experimentally, inelastically scattered electrons can be excluded from the
image formation process by employing an energy filter. Since the excitation energy for a phonon
is below 1 eV, these processes always contribute to the final image. Hence, they must be treated
by any realistic image simulation.
2.2 Equations of Motion for the Electron
If we consider only elastic scattering effects, then the sum of the kinetic energy of the incoming
electron and the kinetic energy of the scattering target as a whole is the same for the initial
and the final state. In other words, no inner degrees of freedom are excited. Therefore, the
interaction of the electron and the target can be described using time-independent potentials. In
the laboratory system (the microscope system), the momentum transfer from the electron to the
target is always accompanied by a transfer of energy. Although this transfer is tiny due to the
large mass ratio of the target and the electron, the kinetic energy of the electron always changes
during an elastic scattering process. Nevertheless, in the following discussion this effect will be
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neglected.
A very accurate description of the electron is provided by quantum electrodynamics. For our
purpose, however, a much simpler theory based on the Klein-Gordon equation is sufficient. Thus,
the electron will be regarded as a spin-less particle. Moreover, we will assume that the kinetic
and the potential energy of the electron are small compared to its rest mass (m ≈ 511 keV/c2, c:
speed of light).
According to the relativistic energy-momentum relation, the total energy E of a free electron
is given by
E2 = m2 c4 + c2 p2. (2.1)
Here, p denotes the momentum of the electron. As we consider only elastic scattering effects,
the total energy is fixed and given by the acceleration voltage.
The canonical quantization procedure can be used to turn (2.1) into the free Klein-Gordon
equation
(i ~ ∂t)2 |Ψ(t)〉 =
(
m2 c4 + c2 p2
) |Ψ(t)〉 , (2.2)
where p is now the momentum operator acting on the time-dependent state vector |Ψ(t)〉 and ~
is the reduced Planck constant. A more rigorous derivation of the Klein-Gordon equation is, for
example, given in [31].
The Klein-Gordon equation (2.2) does not yet include the interaction of the electron with
the electromagnetic field. In a typical TEM, the sample is placed in the magnetic field of the
objective lens. This field can be regarded as homogeneous on the scale of the sample dimensions.
Therefore, it is a good approximation to neglect the magnetic field of the objective lens [29].
Since only non-magnetic materials will be considered in this work, we refrain from the inclusion
of the vector potential. The effects of the electrostatic potential φ are incorporated by using
minimal coupling
(i ~ ∂t + e φ︸︷︷︸
−V
)2 |Ψ(t)〉 = (m2 c4 + c2 p2) |Ψ(t)〉 . (2.3)
In this equation, e > 0 denotes the elementary charge.
Since the potential V is assumed to be weak, (2.3) can be simplified. For this purpose, we use
a similar approach as presented in [32]. In a first step, the phase of the state |Ψ(t)〉 is redefined
as
|Ψ(t)〉 = exp
(
i
mc2
~
t
)
|ψ(t)〉 . (2.4)
After some calculations, we arrive at[
i ~ ∂t − ~
2 ∂2t
2mc2
]
|ψ(t)〉 =
[
p2
2m
+ V
(
1 +
i ~ ∂t
mc2
)
− V
2
2mc2
]
|ψ(t)〉 . (2.5)
In the non-relativistic limit (c→∞), the conventional Schrödinger equation is obtained
i ~ ∂t |ψ(t)〉 =
[
p2
2m
+ V
]
|ψ(t)〉 . (2.6)
For weak potentials (|V |  2mc2), the term ∝ V 2 in (2.5) may be neglected[
i ~ ∂t − ~
2 ∂2t
2mc2
]
|ψ(t)〉 =
[
p2
2m
+ V
(
1 +
i ~ ∂t
mc2
)]
|ψ(t)〉 . (2.7)
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The time dependence of the state |ψ(t)〉 can be separated
|ψ(t)〉 = exp
(
− iT t
~
)
|ψ〉 , (2.8)
where T = E−mc2 is the kinetic energy of the electron. In principle, an arbitrary time-dependent
phase factor could be used, but only the kinetic energy ensures that the correct non-relativistic
limit is obtained.
Substituting |ψ(t)〉 in (2.7) results in
~2 k2
2m
|ψ〉 =
[
p2
2m
+ γ V
]
|ψ〉 (2.9)
with k2 =
2mc2 T + T 2
c2 ~2
. (2.10)
The first equation resembles the stationary Schrödinger equation for a non-relativistic particle.
However, the potential V is scaled by the Lorentz factor
γ =
E
mc2
= 1 +
T
mc2
. (2.11)
Moreover, instead of the electron energy, the relativistic dispersion relation (2.10) appears on the
left-hand side of (2.9).
The energy dependence of the Lorentz factor is shown in figure 1.1. The Lorentz factor can
be used to calculate the speed of the electron
v =
√
1− γ−2 c. (2.12)
It is sometimes useful to express (2.10) in terms of the total energy E
k2 =
E2 −m2 c4
c2 ~2
. (2.13)
For the interpretation of k, we employ the position representation of (2.9)
− ~
2 ∆
2m
ψ(x) + γ V (x)ψ(x) =
~2 k2
2m
ψ(x). (2.14)
Here, ψ(x) = 〈x|ψ〉 denotes the wave function and ∆ is the three-dimensional Laplace operator.
In free space, the potential V (x) vanishes. A possible solution of (2.14) is then a plane wave in
k-direction
ψ(x) ∝ eik·x. (2.15)
Hence, k is the wave number of that wave
|k| = k = 2pi
λ
. (2.16)
Figure 1.1 shows the wavelength λ of the electron as a function of the kinetic energy. Note, that
electron microscopists often use a different definition for k that does not include the factor 2pi.
Since we will consider only the stationary equation (2.14), the divergence of the probability
current density j must be zero
∇ · j = 0 (2.17)
with j =
~
m
Im (ψ∗∇ψ) . (2.18)
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2.3 Potential Scattering
We will now use the Schrödinger equation (2.14) to investigate the scattering solutions for a
localized potential. Thus, the potential shall vanish for large distances x
lim
|x|→∞
V (x) = 0. (2.19)
In this case, scattering solutions can be constructed from unbound states corresponding to k2 > 0.
2.3.1 The Lippmann-Schwinger Equation
We want to recast the differential equation (2.14) as an integral equation. For this purpose, (2.14)
is rewritten as (
∆ + k2
)
ψ(x) = v(x)ψ(x), (2.20)
where we have conveniently defined a reduced potential
v(x) =
2mγ
~2
V (x). (2.21)
For large x, the potential can be neglected so that the wave function fulfills a homogeneous
Helmholtz equation (
∆ + k2
)
ψ(x) = 0. (2.22)
Possible solutions of this equation include plane waves
φki(x) = 〈x|ki〉 =
eiki·x
(2pi ~)3/2
. (2.23)
The vector ki describes the direction of the wave and must have length k. Fourier synthesis
allows forming an arbitrary wave packet consisting of a superposition of plane waves. Therefore,
it is sufficient to only consider plane waves, although they can only be approximately realized in
an experiment.
The solution of the inhomogeneous equation (2.20) can be found with the help of a Green’s
function Gk, which shall fulfill (
∆x + k
2
)
Gk(x,y) = δ
(3)(x− y). (2.24)
Hence, for an incoming plane wave φki in direction ki, we can rewrite the scattering equation
(2.20) as an integral equation
ψki(x) = φki(x) +
ˆ
Gk(x,y) v(y)ψki(y) d
3y, (2.25)
If not otherwise specified, integrals are meant to be taken over all space. The correctness of the
last equation, can be proven by applying the operator ∆x + k2.
As we are only interested in the retarded Green’s function, we find
Gretk (x,y) = −
ei k r
4pi r
with r = |x− y| . (2.26)
Substituting this result into (2.25), we arrive at the Lippmann-Schwinger equation
ψki(x) = φki(x)−
1
4pi
ˆ
ei k|x−y|
|x− y| v(y)ψki(y)d
3y. (2.27)
The integral equation (2.27) is not the solution of the scattering problem since the unknown
wave function ψki appears on both sides of the equation. However, this formulation of the
scattering problem has the advantage that the boundary conditions are built in.
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2.3.2 Scattering Amplitude and Cross Section
We assume that the potential v(y) contributes substantially only for a region y < a. Thus, a
denotes the extension of the potential. In the far-field (x a), it is then possible to approximate
the denominator of the integrand in (2.27): |x− y| = |x| = x. Since the extension of the potential
is in general large compared to the wavelength (a  λ), the exponential function, however,
cannot be approximated by a constant. To describe the oscillations, at least the linear term in y
is required
r = |x− y| = x
√
1− 2 x · y
x2
+
y2
x2
= x
(
1− x · y
x2
+O
(y
x
)2)
. (2.28)
Hence, we find the asymptotic representation of the wave function
ψki(x) ' φki(x)−
ei k x
4pi x
ˆ
e−ikf ·y v(y)ψki(y) d
3y =
1
(2pi ~)3/2
(
eiki·x + f(ki,kf )
ei k x
x
)
(2.29)
with kf = k
x
x
. (2.30)
The here introduced vector kf describes the direction of the scattered particle. We realize that
the wave function for the scattering problem is a combination of a plane wave and a spherical
wave. The function
f(ki,kf ) = −(2pi ~)
3/2
4pi
ˆ
e−ikf ·r v(r)ψki(r) d
3r (2.31)
is called scattering amplitude. It depends on the directions of the incoming (ki) and the scattered
particle (kf ).
The most important quantity to describe the outcome of a scattering experiment is the
differential cross section dσdΩ . It is defined as the area that is hit by the same number of particles
as the number of particles scattered in a certain direction, i.e.
dσ =
number of particles scattered into dΩ per time interval
current density of the incoming particles
=
jf r
2 dΩ
ji
. (2.32)
Using the definition (2.18), we find for the probability current density of the incoming particles
(plane wave φki)
ji =
ki
8pi3 ~2m
. (2.33)
In the far field, the current density for the scattered wave (spherical wave) is given by
jf = − |f |
2 k
8pi3 ~2m
x
x3
. (2.34)
The incoming and scattered waves do not interfere as they pass the same point in space at
different times (except near the forward direction). Therefore, the scattering cross section is
given by the absolute square of the scattering amplitude
dσ
dΩ
= |f |2 . (2.35)
The total cross section can be found by integrating the differential cross section over the full
solid angle
σtot =
ˆ
4pi
dσ
dΩ
dΩ =
ˆ
4pi
|f |2 dΩ. (2.36)
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2.3.3 Neumann Series and First Born Approximation
The Lippmann-Schwinger equation (2.27) can be used to calculate approximations for the
scattering amplitude f(ki,kf ). For this purpose, we introduce an integral operator I:
I ψ(x) = − 1
4pi
ˆ
ei k|x−y|
|x− y| v(y)ψ(y)d
3y. (2.37)
With the help of this operator, the Lippmann-Schwinger equation (2.27) can be cast into a much
simpler form
ψki(x) = φki(x) + I ψki(x). (2.38)
If we assume, that the potential is sufficiently weak, then the geometrical series can be used to
rewrite this equation
ψki(x) = (1− I)−1 φki(x) =
( ∞∑
`=0
I`
)
φki(x). (2.39)
In this context, the series is known as Neumann series or Born series.
The single terms of the series can be interpreted as repeated interactions of the electron with
the scatterer: After a first interaction with the potential, the outgoing waves interfere with each
other. Subsequently, these waves interact with the potential again.
If only the leading terms of the series are kept, one obtains the so-called first Born approxi-
mation
ψki(x) =
1
(2pi ~)3/2
(
eiki·x − 1
4pi
ˆ
ei k|x−y|
|x− y| v(y) e
iki·yd3y
)
. (2.40)
The same steps that led to the scattering amplitude (2.31) can be applied here and result in
the first Born approximation for the scattering amplitude
fB(ki,kf ) = − 1
4pi
ˆ
ei(ki−kf )·r v(r) d3r. (2.41)
Hence, in this approximation, the scattering amplitude is essentially the Fourier transform
of the potential with respect to ki − kf . Thus, fB is a function of the momentum transfer
~K = ~ (kf − ki) only:
fB(K) = fB(ki,kf ). (2.42)
For a central potential v(y) = v(y), the scattering amplitude in first Born approximation
depends only on the magnitude of the momentum transfer K = |K|. This can be demonstrated
by performing the angular integration in (2.41). The angle between K and r will be called α
fB(K) = − 1
4pi
ˆ
e−iK·r v(r) d3r = −1
2
∞ˆ
0
v(r)

1ˆ
−1
e−iK r cosα d cosα
 r2 dr (2.43)
⇒ fB(K) = −
∞ˆ
0
v(r)
sinK r
K r
r2 dr. (2.44)
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The angle between ki and kf is the scattering angle ϑ, which is given by
cosϑ =
ki · kf
k2
. (2.45)
We can use the scattering angle to rewrite K in terms of k and ϑ
K =
√
(kf − ki)2 = 2 k sin ϑ/2. (2.46)
Therefore, the scattering amplitude in first Born approximation and the corresponding cross
section depend only on the scattering angle (and the wavelength).
The representation (2.44) reveals that the scattering amplitude in first Born approximation
is real-valued. This contradicts the optical theorem [33], which relates the total scattering cross
section to the imaginary part of the forward scattering amplitude
σtot =
4pi
k
Im f(0). (2.47)
Since the optical theorem is a consequence of the continuity equation for the probability, we
must conclude that the first Born approximation does not conserve probability.
The expression (2.44) can be employed to derive the scattering amplitude for a screened
Coulomb potential (also known as Yukawa or Wentzel potential [34])
V (r) = − Z e
2
4pi ε0
1
r
e−r/R, (2.48)
where Z denotes the atomic number, R the screening radius and ε0 the vacuum permittivity. We
obtain the scattering amplitude
fB(K) =
Z me2 γ
2pi ε0 ~2K
∞ˆ
0
e−r/R sinK r dr =
Z me2 γ
2pi ε0 ~2
1
K2 +R−2
. (2.49)
In the limiting case R→∞, we get the amplitude for the Coulomb potential
fBk (ϑ) =
Z e2
16pi ε0 T
1
sin2 ϑ/2
, (2.50)
where we have set γ = 1 and used the non-relativistic expression for the kinetic energy
T =
~2 k2
2m
. (2.51)
Although this calculation is based on the first Born approximation, the absolute square of (2.50)
gives the exact cross section for the Coulomb potential, i.e. the Rutherford cross section.
2.3.4 Atomic Form Factors
The screening radius is a free parameter of the Wentzel potential. By employing the statistical
Thomas-Fermi model [35], a reasonable value for the screening radius can be found:
R =
aB
3
√
Z
. (2.52)
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Figure 2.2: Electronic form factor (a) and the corresponding potential (b) for three elements (carbon,
silicon and uranium). The simple Wentzel model (dashed, (2.48) and (2.52)) and the parametrization of
Lobato and Van Dyck (solid, appendix A.2) are compared.
This can be used to calculate the elastic scattering cross section for a single atom. The result,
however, is a very poor approximation (cf. figure 2.2). In order to improve it, more precise
information about the electron distribution is required.
Only for the hydrogen atom, the electron wave function is known analytically. For all
other atoms, numerical algorithms like the Thomas-Fermi-Dirac method or the (relativistic)
Hartree-Fock method must be used. An overview is given by Kirkland [29].
Usually, so-called atomic form factors are published in place of the atomic potentials. Thus,
the relation between these different quantities shall be discussed now.
The electronic form factor feα(K) for an atom α is closely related to the first Born approx-
imation of the scattering amplitude (2.41). For a given atomic potential Vα(r) the electronic
form factor is defined as
feα(K) = −
m
2pi ~2
ˆ
e−iK·r Vα(r) d3r. (2.53)
Note that the Lorentz factor γ is not included in this definition. Since the electronic form factor
is essentially the Fourier transform of the potential, we obtain the inverse relation
Vα(r) = − ~
2
4pi2m
ˆ
eiK·r feα(K)d
3K. (2.54)
The potential of a free atom must be spherically symmetric. Therefore, the last equation can be
reduced to a one-dimensional integral (cf. (2.44))
Vα(r) = − ~
2
pimr
∞ˆ
0
K sin(K r) feα(K)dK. (2.55)
In contrast, photons are not scattered by the atomic potential but by the electron charge
density ρeα(r) [36]. The charge of the nucleus is not relevant as its contribution is suppressed by
the inverse of the nucleus’ mass squared according to the Thomson scattering cross section. The
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Figure 2.3: Total elastic electron scattering cross section for different energies. Shown is the cross section
as published by NIST (solid, [37]) and the cross section based on the first Born approximation using the
form factor parametrization of Lobato and Van Dyck (dashed, [38]).
X-ray form factor is thus defined as
fγα(K) = −
ˆ
e−iK·rρeα(r)d
3r (2.56)
fγα(K) = −
4pi
K
∞ˆ
0
r sin(K r) ρeα(r) dr. (2.57)
In the second line, we have exploited the spherical symmetry of the charge density.
Since an atom needs to be electrically neutral, the electron charge density fulfills
ˆ
ρeα(r) d
3r = 4pi
∞ˆ
0
r2 ρeα(r)dr = −Zα e. (2.58)
Together with L’Hôpital’s rule, this allows the calculation of the limiting case K → 0 of (2.57)
fγα(0) = −4pi
∞ˆ
0
r2 ρeα(r) dr = Zα e. (2.59)
The charged density can be expressed in terms of the X-ray form factor by inverting (2.56)
ρeα(r) = −
1
(2pi)3
ˆ
eiK·r fγα(K)d
3K. (2.60)
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A close relationship exists between the electronic form factor and the X-ray form factor. It
can be derived from Poisson’s equation of electrostatics
∆
Vα(r)
e
=
ρα(r)
ε0
, (2.61)
where ρα denotes the total charge density including the contributions from the nucleus Zα e δ(3)(r).
Hence, we find
∆Vα(r) =
e
ε0
(
Zα e δ
(3)(r) + ρeα(r)
)
. (2.62)
Using the Fourier representation of the delta function
δ(n)(r) =
1
(2pi)n
ˆ
eiK·r dnK (2.63)
and the relations (2.54) and (2.60), we can rewrite (2.62) in reciprocal space
feα(K) =
2
aB eK2
(Zα e− fγα(K)) , (2.64)
where the Bohr radius aB is given by
aB =
4pi ε0 ~2
me2
. (2.65)
The relation (2.64) is known as Bethe-Mott formula.
The Bethe-Mott formula cannot be applied directly if K = 0. It turns out, however, that the
corresponding limit can be calculated analytically. For this purpose, we insert (2.57) into (2.64)
and expand the sine function
lim
K→0
feα(K) = lim
K→0
2
aB eK2
Zα e+ 4pi
K
∞ˆ
0
r sin(K r) ρeα(r) dr
 (2.66)
= lim
K→0
2
aB eK2
Zα e+ 4pi ∞ˆ
0
r2 ρeα(r) dr −
2pi
3
K2
∞ˆ
0
r4 ρeα(r) dr +O(K4)
 (2.67)
(2.58)
=
−4pi
3 aB e
∞ˆ
0
r4 ρe(r) dr (2.68)
(2.58)
=
Zα
3 aB
4pi
´∞
0 r
4 ρeα(r) dr
4pi
´∞
0 r
2 ρeα(r) dr
(2.69)
=
Z
3 aB
〈
r2
〉
. (2.70)
Thus, the electronic form factor for K → 0 is related to the mean square radius of the electron
charge distribution
〈
r2
〉
.
As a consequence, the electronic form factor, just like the X-ray form factor, cannot diverge
at the origin. Then again, there is a Coulomb singularity in the origin of the potential caused by
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the atomic nucleusa. Therefore, the form factors can be handled more easily than the potentials,
so that mostly form factors are published.
To facilitate the distribution and the further use of the calculated form factor data, so-called
form factor parametrizations have been developed: The form factors are represented by certain
simple functions with a small number of free parameters. These parameters are determined by a
fit procedure to match the previously calculated form factor data.
The form factor parametrizations allow extrapolation of the form factor data. Therefore,
it is desirable for the parametrizations to provide the correct asymptotic behavior. In this
work, we will use the parametrizations by Peng et al. [39] based on Gaussian functions and the
parametrizations by Lobato and Van Dyck [38] that incorporate many physical constraints. Both
parametrizations are described in appendix A.
For a photon energy of 15 keV (corresponding to a wavelength of about 83 pm) the coherent
scattering cross section is about 1.7 · 10−7 A˚2 for silicon and 1.5 · 10−5 A˚2 for uranium [40]. If
we compare these values with the electron scattering cross sections shown in figure 2.3, we see
that electrons interact much more strongly with matter than photons do. As a result, the first
Born approximation, which is quite sufficient to describe X-ray diffraction, can in general not be
applied to electron scattering. The comparison of the first Born approximation with the exact
elastic cross section in figure 2.3 confirms that the Born approximation is only valid for weak
potentials, i.e. high energies and low-Z materials.
2.4 Crystals
The structure of an idealized crystal is determined by its primitive cell. The primitive cell is a
parallelepiped built from three vectors a1, a2 and a3. Thus, its volume is given by the triple
product
V3 = |(a1 × a2) · a3| . (2.71)
Translating the parallelepiped by integer multiples of these vectors fills the entire space
without gaps or overlaps. The possible translation vectors can be written as
R =
3∑
i=1
ni ai, (2.72)
where the ni are integer numbers. This infinite set of vectors/points constitutes the three-
dimensional, direct lattice L.
The atom positions need to specified only for a single primitive cell. These atoms form the
so-called base of the crystal.
Periodic structures can often be conveniently described in reciprocal space. Thus, we define
the base vectors b1, b2 and b3 of the reciprocal lattice L′ by the relation
ai · bj = 2pi δij . (2.73)
All points of the reciprocal lattice can be written as
q =
3∑
i=1
mi bi (2.74)
aThis is, of course, only an effective description that is valid for the length scales considered in this work.
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with integer mi.
An important equation relating the direct and reciprocal lattice is∑
R∈L
e−iK·R = V3
∑
q∈L′
δ(3)(K− q). (2.75)
The two sums include all points of the respective lattices.
2.4.1 Kinematic Approximation
The kinematic description of electron scattering can be derived by applying the first Born
approximation to the periodic potential of the crystal
v(r) = S(r)
∑
R∈L
∑
α∈
primitive cell
vα(r−R− rα). (2.76)
The second sum comprises all atoms of the primitive cell. The vector rα denotes the positions of
the atoms inside the primitive cell with respect to the cell’s origin. The shape function S(r) is
the characteristic function of the crystal. Note, that the crystal potential is written as a sum of
independent atomic potentials, i.e. binding effects are neglected.
Substituting the potential (2.76) into (2.41), results in the following expression for the
scattering amplitude
fB(K) = − 1
4pi
ˆ
e−iK·r v(r) d3r (2.77)
= − 1√
128pi5
Sˆ(K) ∗
ˆ e−iK·r ∑
R∈L
∑
α∈
primitive cell
vα(r−R− rα)d3r
 (2.78)
= − 1√
128pi5
Sˆ(K) ∗
(∑
R∈L
e−iK·R
) ∑
α∈
primitive cell
e−iK·rα
ˆ
e−iK·r vα(r) d3r
 (2.79)
(2.53)
=
(2.75)
− γ V3√
8pi3
Sˆ(K) ∗

∑
q∈L′
δ(3)(K− q)
 ∑
α∈
primitive cell
e−iK·rα feα(K)
 (2.80)
= − γ V3√
8pi3
Sˆ(K) ∗
∑
q∈L′
δ(3)(K− q) g(K)
 (2.81)
with g(K) =
∑
α∈
primitive cell
e−iK·rαfeα(K). (2.82)
The function g(K) is known as structure factor. The expression a ∗ b denotes the convolution of
the two functions a(x) and b(x)
(a ∗ b) (x) =
ˆ
a(y) b(x,− y) d3y. (2.83)
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For an infinitely extended crystal, the Fourier transformed shape function is a delta function
Sˆ(K) =
√
8pi3 δ(3)(K) and (2.81) simplifies to
fB(K) = −γ V3
∑
q∈L′
δ(3)(K− q) g(K). (2.84)
Hence, the scattering amplitude fB(K) is non-vanishing only if the scattering vector K is a
vector of the reciprocal lattice.
The Ewald construction shown in figure 2.4 can be used to find the diffraction spots for a
given crystal: The vector ki ends at a point 0 of the reciprocal lattice. The start point of the
vector ki is the center of a sphere with radius k. Each intersection of the sphere with a point of
the reciprocal lattice causes a diffraction spot. However, in this model, the points have no spatial
extension. Thus, only very few and sharp spots would be present in the diffraction pattern.
We get a more realistic description of the diffraction process, if the Fourier transformed
shape function Sˆ(K) of a finite-sized crystal is placed at each point of the reciprocal lattice.
Since typical samples in a TEM are rather thin, the function Sˆ(K) often represents rod-shaped
objects. An intersection of the Ewald’s sphere with these extended objects is much more probable.
Hence, the number of spots in the diffraction pattern is greatly increased in accordance with the
experimental findings.
The points of the reciprocal lattice can be arranged in so-called Laue zones (cf. figure 2.4).
All points in the plane that is perpendicular to ki and contains the point 0 form the zero-order
Laue zone (ZOLZ). The intersection of the Ewald’s sphere with the points of the ZOLZ create
the central spots of the diffraction pattern. The points of the successive planes form accordingly
the first-order Laue zone (FOLZ), the second-order Laue zone (SOLZ) and so on. Together, these
are called higher-order Laue zones (HOLZs). In the diffraction pattern, the points of a HOLZ
appear as an isolated ring.
As we have already seen in section 2.3.4, the first Born approximation is an insufficient
description for the electron scattering process. Starting with chapter 3, we will therefore discuss
dynamical theories. Nevertheless, we have demonstrated in this section that general features of
electron diffraction patterns can be interpreted with the help of the kinematic approximation.
2.4.2 Thermal Vibrations
Up until now, we have assumed that the atoms are arranged in a static lattice. For quantitative
image simulations, it is, however, necessary to consider also the thermal vibrations of the atoms.
Thus, we need a description for the so-called thermal diffuse scattering (TDS).
A simple semiclassical model – the frozen-phonon approximation – has been applied to
this problem with great success. Although lattice vibrations are a time-dependent process, in
this model the configuration of the crystal atoms as “seen” by a single electron is assumed to
be static. This is justified, as the time the electron spends inside the crystal is much shorter
than the oscillation period of the atoms. Subsequent electrons are scattered by different lattice
configurations. For the calculation of the final electron micrograph, the intensities of all simulated
electron waves are summed up.
Thus, electrons scattered by different lattice configurations are considered to be incoherent
while the scattering with a single lattice configuration is treated as a perfectly coherent process.
According to quantum mechanics, however, phonon scattering diminishes the coherence of the
electron wave, since it is an inelastic scattering event. Furthermore, the time-of-flight argument
is a classical one. Nevertheless, it was shown by Wang [41], that under certain conditions the
frozen-phonon approximation and a correct quantum mechanical treatment yield identical results.
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Figure 2.4: Ewald construction illustrating the formation of the electron diffraction pattern in the
framework of the kinematic approximation. For an infinite crystal, a diffraction spot is present only if
the Ewald’s sphere intersects a point of reciprocal lattice. The finite size of the sample can be taken
into account by replacing the points of the reciprocal lattice with rod-shaped objects. The parabolic
approximation will be introduced in chapter 3.
As the vibrations of the atoms are considered to be independent of another, the frozen-phonon
approximation is based essentially on the Einstein model.
The random displacements of the atoms destroy the symmetries of the crystals. For this
reason, image simulations based on the frozen-phonon approximation are a lot more expensive
in terms of computational resources. Thus, an even simpler model based on the Debye-Waller
factor is often used. It can be derived by replacing the exact atom positions rα in (2.82) with
rα + uα where uα is a random displacement vector
g(K) =
∑
α∈
primitive cell
e−iK·rα e−iK·uαfeα(K). (2.85)
This expression must be averaged to account for all possible displacements. As the displacements
are assumed to be small, the series expansion of the exponential function can be used to rewrite
the additional factor
〈
e−iK·uα
〉
= 1− i 〈K · uα〉 − 1
2
〈
(K · uα)2
〉
+O(K · uα)3. (2.86)
The direction of the vector uα shall be completely random so that 〈K · uα〉 = 0. For the
evaluation of the second-order term, we use spherical coordinates
〈
(K · uα)2
〉
=
K2
〈
u2α
〉
4pi
2piˆ
0
dϕ
1ˆ
−1
cos2 ϑ d cosϑ =
K2
〈
u2α
〉
3
. (2.87)
Here,
〈
u2α
〉
is the mean square displacement of the atom α in three dimensions. Writing the
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Figure 2.5: Arrangement of the silicon atoms inside the simulation box. The optical axis (z-axis)
coincides with the [110]-direction of the crystal. The two atoms in the center of the xy-view (left) are
approximately 1.36 A˚ apart. They form the so-called dumbbell structure. The xz-view (right) reveals that
the two atoms are located in different z planes.
expansion (2.86) again as an exponential function, we obtain the Debye-Waller factorb
exp
(−BαK2) = exp(−〈u2α〉K2
6
)
≈ 1−
〈
u2α
〉
K2
6
. (2.88)
For an harmonic oscillator, this expression becomes exact. The constant Bα quantifies the thermal
movements of the atom α. Typical values for Bα at room temperature are about 0.003 A˚2 [42]
causing average displacements of
√〈u2α〉 = 0.13 A˚. We will use a B-factor of 0.003 A˚2 throughout
this work.
According to (2.85), the effect of the Debye-Waller factor can be included in the form factor
parametrization. This fact will be exploited in appendix A. Due to the Debye-Waller factor, the
intensities of the diffraction spots decrease with increasing temperature so that large scattering
angles become suppressed.
2.5 Samples
In this work, silicon and graphene are utilized to investigate the properties of the different
simulation algorithms.
Because of its use in the semiconductor industry, silicon is one of the best studied materials. It
crystallizes in diamond structure. Thus, the lattice is face-centered cubic (fcc) with a two-atomic
base. The edge length of the cubic supercell is approximately 5.43 A˚.
The [110] orientation of silicon is particularly interesting because the apparent distance of the
two silicon columns is only about 1.36 A˚ (cf. figure 2.5) and can hence be used as a benchmark
for the resolution of a microscope. Figure 2.5 depicts also the minimal simulation box that
respects all translational symmetries of the crystal. To ensure that all four atoms inside this box
appear the same in the simulated images, they need to be placed at identical subpixel positions.
Since the atoms divide the x-axis into four equidistant parts, the number of pixels in x-direction
Mx must be a multiple of four. Likewise, the number of pixels in y-direction My needs to be a
multiple of two.
bNote, that there are many different definitions of the Debye-Waller factor in literature with other constant
factors in the exponent. Some authors call even Bα Debye-Waller factor.
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Figure 2.6: Schematic of a single graphene layer. The primitive cell is spanned by the two vector a1 and
a2 that enclose an angle of 60 °. The cell contains two atoms shown in red and blue.
The second sample used for the simulations is a single layer of graphene shown in figure
2.6. Graphene is a two-dimensional crystal consisting of carbon atoms which are arranged in a
hexagonal honeycomb structure. The distance between nearest neighbors is 1.42 A˚. The size of
the minimal simulation box is 2.46 A˚× 4.26 A˚. All atoms are treated in the same way during the
simulation if Mx and My are multiples of two and six, respectively.
2.6 Optical System of a TEM
The optical system of a real microscope is very complex. For our purpose, a simple theoretical
model of the optical system is nevertheless sufficient. The discussion in this section is largely
based on material from [43].
Behind the objective lens, in the back focal plane of a TEM, a diffraction pattern is formed
(cf. figure 2.1). The wave function in this plane is given by the Fourier transform of the exit-wave
ψˆex(κ) = F ψex(ρ). (2.89)
Here, ρ and κ denote two-dimensional vectors in real and reciprocal space, respectively. The
subsequent projective system can be used to image either the diffraction pattern or the exit-wave
onto the camera. In the first case, the intensity can simply be written as I = |ψˆex|2. In the second
case, not all frequency components of the exit-wave are identically transferred to the image plane
since this transfer is affected by the aberrations of the optical system. These aberrations can be
described as a sudden change of the electron wave in the back focal plane
ψˆim(κ) = t(κ) ψˆex(κ), (2.90)
where ψˆim(κ) denotes the image wave function in reciprocal space and t(κ) is the so-called
transfer function. The intensity as detected on the camera is then given by
I(ρ) = |ψim(ρ)|2 =
∣∣∣F−1 ψˆim(κ)∣∣∣2 . (2.91)
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The transfer function itself can be written as a product
t(κ) = tA(κ) tL(κ)ET (κ)ES(κ). (2.92)
We will now discuss each of the contributing factors in turn.
The physical aperture placed in the back focal plane of the objective lens determines the
maximum spatial frequency κmax that can be transferred by the optical system. Thus, the
aperture function tA(κ) excludes all frequency components that are larger than κmax
tA(κ) =
{
1 if κ < κmax
0 else
. (2.93)
Obviously, this function can be regarded as a low-pass filter for the imaging process.
The imperfections of the optical system shift the relative phases of the different frequency
components. This is described by the lens transfer function
tL(κ) = e−i k χ(κ), (2.94)
where χ(κ) is the real-valued aberration function. In general, the aberration function can become
quite complicated. However, we will consider only isotropic aberrations up to the third-order,
thus neglecting effects like astigmatism. Small spatial frequencies (κ  k) are approximately
proportional to the scattering angle ϑ
κ ≈ k ϑ. (2.95)
Thus, the aberration function can be written as
χ(ϑ) =
C1
2
ϑ2 +
C3
4
ϑ4. (2.96)
Here, C1 is the defocus and C3 is the spherical aberration coefficient. A lens with non-vanishing
spherical aberration focuses electrons into different points depending on their distance to the
optical axis. In a conventional electron microscope without aberration correction, the defocus is
the only adjustable parameter and because of Scherzer’s theorem C3 must always be a positive
number. On the other hand, in microscopes equipped with a corrector for the spherical aberration,
C3 can be controlled as well and even set to negative values.
The two functions tA and tL would sufficiently describe the optical system if the imaging
process were perfectly coherent. As this is not the case, the transfer of high spatial frequencies is
damped. This is modeled by the two remaining functions ET and ES .
The temporal envelope function ET describes the damping caused by the chromatic aberration
of the objective lens CC in combination with the intrinsic energy width of the electron source
(∆T/T ) and the instabilities of the microscope parameters. It is given by
ET (ω) = exp
(
−k
2 ∆C21
2
(
∂χ
∂C1
)2)
(2.96)
= − k
2 ∆C21 ϑ
4
8
(2.97)
with the chromatic defocus spread
∆C1 = CC
√(
∆T
T
)2
+
(
∆U
U0
)2
+ 4
(
∆I
I0
)2
, (2.98)
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where ∆U/U0 denotes the instability of the high tension and ∆I/I0 the instability of the lens
current. The damping is thus caused by the dependence of the aberration function χ on the
defocus C1: Electrons with slightly different energies are focused differently and the image
becomes blurred. A corrector for the chromatic aberration allows setting CC approximately to
zero. Thereby, the effect of the temporal envelope is eliminated.
At last, we must consider the fact, that the electron source is not a point-like object, but it
has a finite extent. Therefore, different points of the outgoing electron wave are not in perfect
coherence with each other. As a consequence, the specimen is not illuminated by a plane wave,
but by a cone-shaped partially coherent wave. Let the semi-angle of the cone be ϑS , then the
envelope function due to the partial spatial coherence of the incoming wave is
ES = exp
(
−k
2 ϑ2S
4
(
∂χ
∂ϑ
)2)
(2.96)
= exp
(
−k
2 ϑ2S
4
(
C21 ϑ
2 + 2C1C3 ϑ
4 + C23 ϑ
6
))
. (2.99)
The envelope depends on the defocus and on the spherical aberration coefficient. Thus, an
aberration-corrected microscope allows the transfer of higher spatial frequencies.
For the rest of this work, the chromatic aberration coefficient CC and the spherical aberration
coefficient C3 are assumed to be zero.
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Chapter 3
The Multislice Approach
Published material – Parts of this chapter are reproduced with modifications
from the publication C. Wacker and R. R. Schröder, “Multislice algorithms revisited:
Solving the Schrödinger equation numerically for imaging with electrons”, Ultrami-
croscopy 151 (2015), pp. 211–223, DOI: 10.1016/j.ultramic.2014.12.008, with
kind permission from Elsevier.
In this chapter, the classical multislice approach for the simulation of electron micrographs
is introduced. Originally, the multislice algorithm was motivated by optical principles [44].
However, the quantum mechanical derivation given here is a better starting point for a com-
prehensive discussion of multislice algorithms. Many concepts introduced in this chapter are of
great importance for the more sophisticated simulation algorithms that will be discussed in the
later chapters.
3.1 The Schrödinger Equation
Since we want to derive the multislice algorithm from quantum mechanical principles, we start
from the Schrödinger equation augmented by relativistic corrections (2.14).
The coordinate system is chosen so that the z-axis and the optical axis of the microscope
coincide. Moreover, the incoming electron wave shall move in the direction of increasing z values.
Hence, the phase of the wave is a rapidly oscillating function of z. This motivates the following
ansatz for the wave function
ψ(r) = a(r) ei k z. (3.1)
The complex-valued amplitude function a(r) varies only slowly with z. It is important to note,
that (3.1) is completely general, especially, we do not assume that ψ(r) can be approximated by
a plane wave.
Substituting (3.1) into the Schrödinger equation (2.14), we arrive at
∂2z a(r) + 2 i k ∂z a(r) = −∆⊥ a(r) + v(r) a(r). (3.2)
The Laplace operator ∆ has been split in components perpendicular and parallel to the optical
axis
∆ = ∆⊥ + ∂2z , where ∆⊥ = ∂
2
x + ∂
2
y . (3.3)
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Equation (3.2) is just a reformulation of the original Schrödinger equation. Thus, it has the
same solutions, but it is better suited for numerical evaluations, making it the starting point for
the discussion of the multislice algorithms.
3.1.1 The Paraxial Approximation
By neglecting the second z-derivative in (3.2), we get the paraxial approximation of the
Schrödinger equation
2 i k ∂z a(r) = −∆⊥ a(r) + v(r) a(r). (3.4)
The paraxial approximation is often referred to as high-energy approximation. As we will
demonstrate later (cf. section 5.3.3), the high energy of the incoming electron is not sufficient to
ensure the applicability of this approximation.
By using the paraxial approximation, the structure of the possible solutions changes quite
significantly: Equation (3.4) is a first-order differential equation in z. By virtue of the Picard-
Lindelöf theorem, this means that the function a(r) is uniquely determined in the whole space if
the values for a single xy-plane are given. However, the non-approximated equation (3.2) is a
second-order differential equation. Hence, twice the amount of information is needed to uniquely
specify the solution, e.g. the wave function and its first derivative for a single xy-plane. As a
consequence, the paraxial approximation cannot be used to describe backscattering effects.
An electron moving in the direction k can be described by a plane wave
ψplane(r) ∝ eik·r. (3.5)
This is a solution of the exact Schrödinger equation (2.14). The length of the vector k is fixed by
the kinetic energy of the electron (cf. (2.10)). The corresponding amplitude function is given by
aplane(r) = e−i k zψ(r) ∝ e−i k z eik·r = eiκ·ρ exp
(
i z
[√
k2 − κ2 − k
])
. (3.6)
The function aplane(r) is not quite a solution of (3.4). If the wave is moving mainly in z direction
then κ is small and the square root in (3.6) can be expanded using the binomial series
√
1 + x =
∞∑
`=0
(
1/2
`
)
x`. (3.7)
This results in
aplane(r) = eiκ·ρ exp
(
i k z
∞∑
`=1
(
1/2
`
)(
−κ
2
k2
)`)
. (3.8)
The leading term
a(r) ∝ eiκ·ρ exp
(
− iκ
2 z
2 k
)
(3.9)
is indeed a solution of the approximated Schrödinger equation (3.4). The spherical dependence
on κ in the exponent of (3.6) is replaced by a parabolic dependence in (3.9). Thus, the Ewald’s
sphere is distorted into a paraboloid. If κ is chosen to be greater than k, then the solution (3.6)
will be exponentially damped. On the other hand, in (3.9) arbitrarily large values for κ are
possible. The importance of the damped solutions for image simulations will be discussed in
great detail starting with chapter 4.
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Figure 3.1: General structure of a multislice algorithm. The sample is divided into N slices of thickness
∆z. The exit-wave function ψex is calculated by propagating the electron wave successively through the
slices. The circular regions mark the influence of the atomic potentials Vα. Depending on ∆z a single
potential can extend over several slices.
The two-dimensional Laplace operator ∆⊥ in (3.4) is Hermitian because it is essentially the
square of momentum operators. Since we only consider real-valued potentials, the operator
H(r) =
1
2 k
[−∆⊥ + v(r)] (3.10)
is Hermitian as well. Thus, (3.4) has the structure of a time-dependent Schrödinger equation for
two spatial dimensions
i ∂z a(ρ, z) = H(ρ, z) a(ρ, z). (3.11)
The potential v(ρ, z) and therefore also the “Hamilton” operator H(ρ, z) are explicitly
dependent on z. Hence, a direct solution of (3.4) requires the formalism of time-dependent
quantum mechanics.
This formalism can be avoided by restricting the discussion of (3.4) for the moment to an
interval [zn, zn+1] on the z axis. Hence, we are looking at a slice of the three-dimensional space.
The length of the interval ∆zn = zn+1 − zn shall be significantly smaller than the characteristic
length scale of the potential. This allows us to replace the potential v(ρ, z) by its averaged value
along the z-axis
v(ρ, z) −→ v(n)(ρ) = 1
∆zn
zn+1ˆ
zn
v(ρ, z) dz. (3.12)
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The new “Hamilton” operator Hn(ρ) is independent of z, but it is a function of the slice index n
Hn(ρ) =
1
2 k
[
−∆⊥ + v(n)(ρ)
]
. (3.13)
Now, if a(ρ, zn) is known for a certain slice, then the change of the amplitude function in
that slice can be expressed in terms of exponential functions
a(ρ, zn+1) = W (zn+1, zn) a(ρ, zn) (3.14)
with W (zn+1, zn) = exp (−i∆znHn) = exp
(
i∆zn
2 k
[
∆⊥ − v(n)(ρ)
])
. (3.15)
Since the operator Hn is Hermitian, the operator W is unitary. Hence, the total probability
does not change from one slice to the next. This is an important benchmark for all numerical
implementations based on the paraxial approximation.
In order to extend the formal solution ((3.14) and (3.15)) from a small interval [zn, zn+1] to
an arbitrary interval [zi, zf ], the latter must be divided so that each of its sub-intervals is small
compared to the characteristic length scale of the potential (cf. figure 3.1). The total number of
intervals shall be N . By applying (3.14) iteratively, we arrive at
a(ρ, zf ) = W (zf = zN , zN−1) · · · W (z2, z1)W (z1, zi = z0) a(ρ, zi) =
[
1∏
n=N
W (zn, zn−1)
]
a(ρ, zi)
(3.16)
The partitioning of the simulation volume into thin slices gives the multislice algorithm its name.
Note, that the interval lengths ∆zn do not need to be the same for each slice.
The exponential function in (3.15) can be numerically evaluated by summing up a finite
number of terms from the exponential series
ex =
∞∑
`=0
x`
`!
. (3.17)
Because of the unconditional convergence of this series, only a few terms are needed. In section
3.3, numerical methods for the treatment of the Laplace operator ∆⊥ will be discussed. This will
then enable us to calculate numerical solutions for the approximated Schrödinger equation. We
will refer to this algorithm as Single since it involves only a single exponential function per slice.
The numerical properties of this algorithm have been previously analyzed by Cai et al. [45, 46].
The numerical evaluation of the exponential function in (3.15) can be simplified by rewriting
the function into a product. However, this procedure is hampered by the fact that the operators
∆⊥ and v(n) do not commute. Thus, higher-order correction terms emerge from the Zassenhaus
formula
et (X+Y ) = etX et Y e−
t2
2
[X,Y ] · · · , (3.18)
where X and Y are two linear operators and t is a complex parameter. Nevertheless, the implied
Trotter formula
eX+Y = lim
N→∞
(
eX/N eY/N
)N
(3.19)
demonstrates that the correction terms become negligible for large numbers of slices, i.e., for
small ∆zn. Under this condition, we can transform (3.15) into
W (zn+1, zn) = exp
(
i∆zn
4 k
∆⊥
)
exp
(
− i∆zn
2 k
v(n)
)
exp
(
i∆zn
4 k
∆⊥
)
. (3.20)
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Note, that the product has been symmetrized. This is the classical multislice approach as
proposed by Cowley and Moodie [44] and will hence be called Classical. As in the case for the
Single algorithm, the operator W given by (3.20) is unitary.
In (3.20), the effects of the potential (∝ v(n)) are separated from the effects of the kinetic
term (∝ ∆⊥). As a consequence, the integrated potential v(n) causes merely a phase shift. We
will see in section 3.3 that, in a similar way, an efficient evaluation of the kinetic term is possible
by using an FFT. Because of this, the Classical algorithm is potentially much faster than the
Single algorithm. Yet, by rewriting the exponential function as a product, the error per slice has
been increased. For a fixed slice thickness ∆z, the Single algorithm should thus deliver superior
results. The numerical results calculated with these two algorithms will be compared in section
3.5.2.
Very simple simulation programs just include the effects of the potential and neglect the
kinetic terms in (3.20). As there is no interaction between the different pixels left, this is called
the independent column approximation.
3.2 The Potential
For the simulation of an electron micrograph, the sample potential must be known. The two
multislice algorithms discussed so far utilize the averaged potential (3.12). Later in this work,
algorithms will be derived that use the potential directly. In this section, we will thus look at
algorithms to calculate the potential V (r) and the phase shifta
ϕ(n)(ρ) =
zn+1ˆ
zn
V (ρ, z)dz. (3.21)
Note, that the two functions V (r) and ϕ(n)(ρ) are energy-independent.
In section 2.4, we wrote the sample potential as the superposition of the free atomic potentials
(2.76). This is, of course, just an approximation since at least the electrons of the outer shell will
rearrange themselves to form chemical bonds. Furthermore, some electrons may be delocalized
in a valence or in a conduction band. In this case, the corresponding electrons can no longer be
assigned to a certain atom. As the fraction of outer electrons increase with decreasing atomic
number, these effects become more important for light elements. Improved potentials calculated
with the help of density functional theory have successfully been included in multislice algorithms.
Although the predicted effects are small, they are indeed observable [47, 48].
Since in this work, we are mainly interested in propagation methods, we will stick to the
simple independent atom model. Hence, the sample potential can be written as
V (r) =
∑
α
Vα(r− rα), (3.22)
where the sum includes all atoms of the sample. Their positions are given by rα. Although the
atomic potentials are indexed by α, in reality they depend only on the atomic number Z, the
ionization state and the Debye-Waller factor.
Numerical implementations of the multislice algorithm represent the functions a(ρ) and ϕn(ρ)
as two-dimensional arrays of pixels. The evaluation of ϕn(ρ) is computationally intensive, as, in
aAccording to (3.20), it is really the quantity −∆zn
2 k
v(n) = −mγ
k ~2 ϕ
(n) that should be called phase shift. Using
the definition (3.21), however, the following discussion is easier to understand.
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principle, every atom contributes to every pixel in every slice. If we consider only neutral atoms,
then the range of the atomic potentials is quite limited and we can introduce a cutoff distance,
restricting the sum in (3.22) to the nearest atoms only.
Nevertheless, efficient evaluation algorithms are needed. In the next sections, three different
approaches are introduced. At first, we will discuss the evaluation in real space.
3.2.1 Evaluation in Real Space
electron
atom α
a
b
ρ
z
Figure 3.2: Trajectory of
the incoming electron in re-
lation to the atom α.
As we neglect bonding effects, the atomic potentials are spherically
symmetric Vα(r) = Vα(r). We use the notation
Vα(ρ, z) = Vα
(√
ρ2 + z2
)
. (3.23)
For the calculation of the total phase shift (3.21), the function
ϕα(ρ, a, b) is introduced which is proportional to the phase shift
caused by an atom α if the incoming electron moves in a distance
ρ along the z axis (cf. figure 3.2)
ϕα(ρ, a, b) =
bˆ
a
Vα(ρ, z) dz = [Φα(ρ, b)− Φα(ρ, a)] . (3.24)
Using this function, the total phase shift (3.21) can be expressed
as the sum
ϕ(n)(ρ) =
∑
α
zn+1ˆ
zn
Vα(|ρ− ρα|, z − zα) dz =
∑
α
ϕα (|ρ− ρα|, zn − zα, zn+1 − zα) . (3.25)
The antiderivative Φα used in (3.24) is given by
Φα(ρ, z) =
zˆ
0
Vα(ρ, z
′)dz′. (3.26)
This function depends only on two real-valued parameters. Moreover, ρ is non-negative and
since Vα(ρ, z) is an even function of z, Φα(ρ, z) is an odd function of z. Hence, we need to know
Φα(ρ, z) only for positive arguments. Furthermore, as the cutoff distance restricts the attainable
values for z and ρ to a finite range [0, ρmax]× [0, zmax], it is possible to evaluate Φα(ρ, z) on a
two-dimensional grid and to use an interpolation method for the values in between. That way,
the form factor parametrizations, which typically involve computationally intensive functions
(cf. appendix A), need to be evaluated only for the grid points. At the same time, the memory
requirements are kept to a minimum. To prevent a loss of precision, however, the grid must be
sampled at a better resolution than the potential.
The potential V (r) can be calculated using the same methods: Instead of the function
Φα(ρ, z), the potential Vα(ρ, z) itself must be used for the interpolation.
Form factor parametrizations that feature the Coulomb singularity must be treated specifically.
One possibility to avoid the divergences is to set the potential to a constant value below a certain
radius.
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3.2.2 Evaluation in Reciprocal Space
The problem caused by the Coulomb singularity can be circumvented by calculating the phase
shifts in reciprocal space.
A commonly used approximation extends the integral in (3.24) to the entire z-axis
ϕα(ρ, a, b) −→ ϕα(ρ, −∞,∞) =
∞ˆ
−∞
Vα(ρ, z) dz. (3.27)
Since the potential decays exponentially, the error involved in this procedure can be small if
the slice thickness is large enough (∆zn & 1 A˚, cf. figure 2.2). Moreover, the sum in (3.25) is
restricted to the atoms located in the respective slice, so that every atom contributes only once
to the phase shift.
According to (2.54), the atomic potential Vα in (3.27) can be written in terms of the electronic
form factor feα(K)
ϕα(ρ, −∞,∞) = − ~
2
4pi2m
∞ˆ
−∞
ˆ
eiκ·ρ+iKz z feα(κ,Kz)d
3K dz. (3.28)
Changing the order of integration and using the Fourier representation of the delta function
(2.63), we find
ϕα(ρ, −∞,∞) = − ~
2
2pim
ˆ
eiκ·ρ δ(Kz) feα(κ,Kz)d
3K = − ~
2
2pim
ˆ
eiκ·ρ feα(κ, 0) d
2κ. (3.29)
This is the Fourier slice theorem. In this approximation, the phase shift caused by an atom is
thus given by the two-dimensional Fourier transform of the electronic form factor.
Finally, we find for the total phase shift (3.25)
ϕ(n)(ρ) = − ~
2
2pim
ˆ
eiκ·ρ
[ ∑
α∈ slice n
e−iκ·ραfeα(κ, 0)
]
d2κ. (3.30)
Since the form factor is always finite, no divergences can occur in this expression.
The exponential function e−iκ·ρα is known as phase ramp. It determines the xy-position
of the atom. Numerically, the two-dimensional Fourier transform (κ → ρ) can be efficiently
evaluated with the help of an FFT. However, the discrete Fourier transform requires that the
source function (in this case, the square bracket) is periodic in κ. Otherwise, artifacts (vertical
and horizontal lines) will appear. Since the electronic form factor decays quickly, this presents no
problem here. The atom positions can thus be specified with subpixel accuracy. The evaluation
of the square bracket can be sped up by introducing a cutoff for κ. Then, a lookup table together
with an interpolation method can be used to calculate the electronic form factor.
The requirement of a finite slice thickness in (3.27) prevents us from taking ∆zn → 0. Only
in this limiting case, however, the derivations of section 3.1.1 become exact. For instance, by the
extension of the integration range, the precise z coordinate of the atoms is lost. Since CBED
patterns (see section 5.3.2) contain information about the three-dimensional structure of the
sample, such patterns may be simulated incorrectly if the reciprocal method is applied naively
[49].
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3.2.3 The Hybrid Approach
Here, we propose a new approach that extends the calculation in reciprocal space to finite slice
thicknesses. As before, we represent the potential as the three-dimensional Fourier transform of
the electronic form factor
V (r) = − ~
2
4pi2m
∑
α
ˆ
eiκ·(ρ−ρα) eiKz(z−zα) feα(K)d
3K (3.31)
= − ~
2
4pi2m
ˆ
eiκ·ρ
∑
α
e−iκ·ρα V α(κ, z − zα) d2κ (3.32)
with V α(κ, z) =
ˆ
eiKz z feα(κ,Kz) dKz (3.33)
We will call V α(κ, z) hybrid potential, as it depends on both real and reciprocal space coordinates.
It is essentially the Fourier transform of the electronic form factor with respect to Kz.
If not only the potential, but also the phase shift is needed, we can insert (3.32) into (3.21)
ϕ(n)(ρ) = − ~
2
4pi2m
zn+1ˆ
zn
ˆ
eiκ·ρ
∑
α
e−iκ·ραV α(κ, z − zα)d2κdz (3.34)
= −~
2
m
ˆ
eiκ·ρ
∑
α
e−iκ·ρα
[
Φα(κ, zn+1 − zα)− Φα(κ, zn − zα)
]
d2κ (3.35)
with Φα(κ, z) =
1
4pi2
zˆ
0
V (κ, z′)dz′. (3.36)
The newly introduced function Φ(κ, z) will be called hybrid antiderivative. It has the property
Φα(κ,∞)− Φα(κ, −∞) = 1
4pi2
∞ˆ
−∞
V (κ, z′)dz′ =
1
2pi
feα(κ, 0). (3.37)
Besides the different rules for the summations, (3.35) is thus a generalization of (3.30).
The comments regarding the evaluation of (3.30) apply accordingly to (3.32) and (3.35). As
it turns out, for many common form factor parametrizations, the Fourier transform (3.33) and
the integration (3.36) can be executed analytically even if the Debye-Waller factor is included.
Two examples for this are presented in appendix A.
Like the commonly used reciprocal method, the hybrid approach can treat the Coulomb
singularity without difficulties.
3.3 Treatment of the Laplace Operator
We have already seen, that the potential can be calculated in real or reciprocal space. The same
is true for the evaluation of the Laplace operator.
It is well known, that a continuous Fourier transform turns a derivative into a multiplication.
Hence, the Laplace operator applied to the amplitude function a(ρ) can be written as
∆⊥ a(ρ) = F−1
(−κ2)F a(ρ), (3.38)
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where F denotes the two-dimensional continuous Fourier transform. This expression can, for
example, be used inside the series expansion of (3.15).
Up until now, we have treated the amplitude function a as a continuous function of ρ. From
now on, the discretized relations needed for the implementation of the multislice algorithm will be
considered as well. As mentioned above, the function a can be represented on a two-dimensional
grid with M = Mx ×My pixels. The simulated area of the sample shall be a rectangle with the
physical dimensions Lx and Ly. Hence, the sizes of the pixels in x- and y-direction are given by
∆x =
Lx
Mx
, ∆y =
Ly
My
. (3.39)
The size of the simulation area determines the lowest spatial frequencies that can be represented
∆κx =
2pi
Lx
, ∆κy =
2pi
Ly
. (3.40)
Then again, the highest spatial frequencies are the Nyquist frequencies
κx,Ny =
piMx
Lx
=
pi
∆x
, κx,Ny =
piMy
Ly
=
pi
∆y
. (3.41)
The discrete analogue of the continuous Fourier transform used in (3.38) can be calculated
with the help of an FFT. As its continuous counterpart, the discrete Fourier transform is unitary.
The evaluation of a one-dimensional FFT takes O(Mx lnMx) essential arithmetic operations.
Since, the two-dimensional FFT, as required by the multislice algorithm, can be decomposed
into two one-dimensional FFTs, it has a computational complexity of
O(MxMy (lnMx + lnMy)) = O(M lnM). (3.42)
By the use of the discrete Fourier transform, it is implicitly assumed that all involved functions
are periodic. To prevent wrap-around effects, it is thus necessary to choose a sufficiently large
simulation area.
Applied to the Classical algorithm (3.20), the Fourier transform turns the exponential
functions involving the Laplace operator into Fresnel propagators known from optics
exp
(
i∆zn
4 k
∆⊥
)
= F−1 exp
(
− i∆zn
4 k
κ2
)
F . (3.43)
Hence, all exponential functions in (3.20) become pure phase factors and can be evaluated without
resorting to the series expansion of the exponential function. Furthermore, this variant of the
Classical algorithm is free from numerical instabilities and always delivers finite results.
In principle, the Fresnel propagator could be backtransformed into real space, turning (3.20)
into a convolution which would take O(M2) operations. However, since the FFT requires only
O(M lnM) operations, it is much more efficient to change back and forth between direct and
reciprocal space. As the multiplication with the phase factor takes only O(M) operations, it
does not contribute to the computational complexity.
Alternatively, the Laplace operator ∆⊥ can be discretized without taking the detour via the
reciprocal space (3.38). This results in the so-called real-space algorithms [50], which will be
discussed now.
The two-dimensional Laplace operator ∆⊥ is the sum of two second derivatives in orthogonal
directions. Each of these derivatives can be approximated by a finite difference scheme. These
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Figure 3.3: Comparison of different approximations of the Laplace operator in real and reciprocal space.
The Fresnel propagator (FT) is shown in black.
schemes can be derived from Taylor expansions. In this work, only central schemes (cf. table
3.1) will be considered. For example, the two-dimensional Laplace operator approximated with
nine points would read
∆⊥ a(x, y) =
1
∆x2
[
−5 fi,j + 4
3
(ai,j+1 + ai+1,j + ai,j−1 + ai−1,j)
− 1
12
(ai,j+2 + ai+2,j + ai,j−2 + ai−2,j)
]
+O(∆x4) (3.44)
where ai,j = a(i∆x, j∆y). (3.45)
For this procedure, the pixels must be quadratic (∆x = ∆y). Otherwise, the calculated images
will be distorted.
A difficulty arises at the edges of the simulation area, because the neighboring pixels are
missing. This can be solved, for example, by periodic continuation of the function a. In this case,
the Laplace operator is represented by a Hermitian matrix. Thus, we find that the real-space
algorithms are unitary as well.
It seems that the accuracy of the finite difference schemes increases with decreasing pixel size
∆x. This is, however, not correct for a numerical implementation with finite precision arithmetic,
as the additional accuracy is counteracted by a loss of significance. Hence, an optimal pixel size
∆x exists.
For the evaluation of the discretized Laplace operator acting on the amplitude function, only
O(M) operations are needed. Since the amplitude function must be low-pass filtered (cf. section
3.4) an FFT must, however, be calculated nonetheless. Therefore, the computational advantage
of the real-space algorithm cannot be exploited.
As we will demonstrate in section 3.5.1, the choice of a finite difference scheme has a profound
influence on the calculated exit-wave function. This can be understood by analyzing these
schemes in reciprocal space.
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Points 0 1 2 3 4 Accuracy
5 −4 1 O(∆x2)
9 −5 43 − 112 O(∆x4)
13 − 499 32 − 320 190 O(∆x6)
17 − 20536 85 − 15 8315 − 1560 O(∆x8)
Table 3.1: Coefficients of central finite difference schemes for the two-dimensional Laplace operator ∆⊥.
According to (3.38), the continuous Fourier transform turns the Laplace operator into a
multiplication with −κ2. In real space, the application of the discrete Laplace operator to a
function can be read as a convolution with a kernel u. After a discrete Fourier transform, this
convolution is likewise turned into a multiplication. The emerging factor, however, deviates from
the wanted −κ2 dependence (cf. figure 3.3).
For example, in one dimension the lowest-order kernel reads (cf. table 3.1)
u =
1
x2
( −2 1 0 · · · 0 1 )T . (3.46)
The results of the discrete one-dimensional Fourier transform is
uˆ =
2κ2Ny
pi2
[
cos
(
pi
κ
κNy
)
− 1
]
= −κ2
[
1− pi
2 κ2
12κ2Ny
+O
(
κ4
κ4Ny
)]
, (3.47)
where the Nyquist frequency κNy is given by pi/∆x. Hence, for a fixed κ the deviations from the
correct −κ2 dependence decrease with decreasing pixel size ∆x.
3.4 Simulation Artifacts and the Low-Pass Filter
In this section, simulation artifacts that are caused by the discrete representation of the wave
function and the potential will be discussed.
A first problem arises, because these two functions are defined on a rectangular grid. Thus,
the maximum representable frequency depends on the direction in reciprocal space. As a result,
rectangular artifacts can appear in real-space. This effect, however, can be avoided by applying
an elliptical low-pass filter, enforcing a direction independent maximum frequency.
Another problem is the so-called aliasing effect. It can be explained by considering two
continuous functions, both with a frequency component κ. If these two functions are multiplied,
then the frequency component 2κ of the resulting function is non-zero. For discrete functions,
the frequency 2κ is not representable, if it is greater than the Nyquist frequency κNy. Because
of the periodic nature of the discrete Fourier transform, the multiplication results in the wrong
frequency 2κNy − 2κ.
This problem can be solved by using a low-pass filter which removes all frequency components
that are greater than 2/3 of the Nyquist frequency. This filter must be applied before and, again,
after the multiplication. This procedure removes all aliasing effects, but, because of the low-pass
filter, the algorithm is no longer unitary. Hence, the intensity of the wave may decrease during
the propagation.
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Figure 3.4: Diffraction amplitude, intensity |ψ|2 and phase of the exit-wave function for three different
approximations of the two-dimensional Laplace operator ∆⊥: real-space method with five points, real-space
method with 17 points and the reciprocal-space method. The simulation results show 46.1 nm silicon [110]
at an acceleration voltage of 80 kV. The pixel size is 0.03 A˚. The diffraction patterns show the complete
FOLZ ring and some faint spots of the SOLZ ring.
The high-frequency components of the exit-wave calculated in real space with five points show significant
deviations. Apart from this, the images are in very good agreement.
As a consequence, not all calculated pixels contain usable information. For a quadratic
simulation area, only a fraction of
usable pixels
total number of pixels
=
pi (2/3κNy)
2
4κ2Ny
=
pi
9
≈ 35 % (3.48)
can be used. Still, this does not necessarily imply slower calculations, as a customized FFT can
exploit the fact that a large number of pixels does not contribute.
The low-pass filter can be regarded as an elliptical aperture. As such, the filter can cause
ringing artifacts. To suppress these artifacts, we propose to replace the steep filter function by a
smooth Fermi function
f(κ) =
1
1 + exp
(
κ/κNy−µ
T
) (3.49)
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with the parameters
µ =
2
3
− 1
20
and T =
3
200
. (3.50)
All simulations in this work were performed using this filter function unless otherwise noted.
3.5 Numerical Results
3.5.1 Laplace Operator
To determine the impact of the different approximations of the Laplace operator on the final
electron micrographs, 46.1 nm silicon [110] was simulated with the Classical algorithm at an
acceleration voltage of 80 kV. The phase shifts were calculated with the hybrid method using the
form factor parametrization by Lobato and Van Dyck (cf. appendix A.2). The slice thickness ∆z
was 19.2 pm, resulting in a total number of 2400 slices.
In figure 3.4, exit-waves calculated using different approximations are shown. The diffraction
patterns show that the ZOLZ spots are in very good agreement for the three algorithms. However,
the FOLZ ring calculated using the real-space algorithm with five points (5Pt) deviates from the
other two algorithms. The intensity and especially the phase images confirm that the low spatial
frequencies are the same, while the higher frequency components differ.
κ˜x
κ˜y2 ε
κ
Figure 3.5: Geometry
for the FRC.
A powerful method to quantify the differences between two
images is the Fourier ring correlation (FRC) [51]. It is defined as
FRC(a1, a2; κ) =
∑
||κ˜|−κ|≤ε “a1(κ˜) “a
∗
2(κ˜)√(∑
||κ˜|−κ|≤ε |“a1(κ˜)|2
)(∑
||κ˜|−κ|≤ε |“a2(κ˜)|2
) ,
(3.51)
where “ai represents the Fourier transformed absolute values of the
amplitude functions ai. The summations are executed over a ring
with radius κ and thickness 2 ε (cf. figure 3.5). The FRC can be
understood as an amplitude weighted sum of phase discrepancies.
Figure 3.6 compares the exit-waves calculated using the different
real-space methods (5Pt, 9Pt, 13Pt and 17Pt, cf. table 3.1) with
the results calculated in reciprocal space (FT). The low-frequency components, corresponding to
the ZOLZ spots, always agree. Besides that, there is no clear relation between the value of the
FRC and the spatial frequency κ. As already suggested by figure 3.3, the results of the real-space
method converge towards the FT results.
It is also possible, to compare the real-space methods for different pixel sizes ∆x. This is
shown in figure 3.7. The FRCs confirm that the results of the real-space methods improve for
smaller ∆x (cf. (3.47)).
3.5.2 Comparison of the Single and the Classical Algorithm
We have already seen, that the Classical algorithm in combination with the Fourier transform
always results in finite results. This is neither true for the Single algorithm nor for the real-space
methods. Their convergence properties depend in the slice thickness ∆z and the pixel size ∆x.
In free space (v = 0), the Courant-Friedrichs-Lewy (CFL) condition [52] can be applied to
the paraxial approximation of the Schrödinger equation (3.4). In this way, we find a necessary
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Figure 3.6: FRCs comparing the exit-waves calculated using different approximations of the two-
dimensional Laplace operator ∆⊥. The results of the real-space algorithms (5Pt, 9Pt, 13Pt and 17Pt) are
correlated with the result from reciprocal space (FT). The pixel size ∆x is kept constant at 0.03 A˚. The
vertical line “L” marks the onset of the low-pass filter (11.1 A˚−1).
The correlations improve significantly with the number of points used for the real-space algorithm.
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Figure 3.7: FRCs assessing the quality of the real-space algorithm 9Pt for different pixel sizes ∆x.
Exit-waves calculated using the real-space method with nine points and the reciprocal-space method are
compared. For smaller pixel sizes, the agreement between the two results improves.
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stability condition
∆z ≤ 4 k∆x2C, (3.52)
where C is a real number depending on the properties of the numerical algorithm. For explicit
algorithms, as are the algorithms we have considered so far, this number is usually about one [53].
The CFL condition ensures that the resolution in z-direction is fine enough to track the spread
of any disturbance. In our case, it estimates the critical ∆z quite well (without the stabilizing
low-pass filter):
Resolution 4 k∆x2 [pm] Empirical ∆z [pm]
90× 64 216 192 < ∆z < 256
181× 128 54 48 < ∆z < 64
362× 256 14 9.6 < ∆z < 12.8
Even if the multislice algorithms converge, the simulation results may show an unphysical
dependence on the slice thickness. Therefore, ∆z must be decreased until the results are
independent of it. According to the discussion in section 3.1.1, the Single algorithm should
stabilize for larger ∆z than the Classical algorithm does. Using FSCs, it was possible to confirm
this expectation. The advantage of the Single algorithm, however, is very small. At a resolution
of 181× 128 pixels, no differences can be found if ∆z drops below 38.4 pm.
3.5.3 Computation Times
Finally, we look at the computation times needed by the different algorithms (cf. figure 3.8).
The times were measured on a machine equipped with two Intel Xeon E5-2630 v3 processors
with a total number of 16 physical cores. The presented values can give only a rough indication
since the required times depend on the details of the stopping criteria for the series expansions.
Furthermore, the performance of the involved FFTs improves significantly if Mx and My can be
factorized as products of small prime numbers.
The Classical approach in combination with the Fourier transform is by far the fastest method
as no series expansions are required. For the Single algorithm, however, the real-space method
has distinct advantages. The required computation times depend only slightly on the number of
points used for the evaluation of the Laplace operator. As the quality of the calculated results
increases significantly, it would therefore be advisable to use at least 13 points. For the real-space
methods, there is no significant time difference between the Classical and Single algorithms.
It is interesting to note that the computation times do not even quadruple as the number of
pixels changes from 362×256 to 724×512. This underlines the need of supplementing theoretical
analyses of computation times with benchmark results.
3.6 Discussion
As a consequence of the paraxial approximation, all backscattering effects have been removed
from the equations. Furthermore, the high spatial frequencies are treated incorrectly as the
Ewald’s sphere is approximated by a paraboloid. Starting with the next chapter, these effects
and improved equations will be investigated systematically.
Different methods for the calculation of the scattering potentials have been discussed. The
newly proposed hybrid approach imposes no limits on the slice thickness and circumvents the
problems associated with the Coulomb singularity.
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Figure 3.8: Comparison of the computation times required by the different approximations of the Laplace
operator. For the measurement, 92.2 nm silicon [110] were simulated with the Classical algorithm at 80 kV.
The slice thickness ∆z of 19.2 pm results in 4800 slices.
It was shown in section 3.3, that the expansion of the Laplace operator in real space gives
incorrect results, especially for large scattering angles. In section 3.5.1, we demonstrated that
this is not merely a mathematical problem, but it affects the simulated micrographs as well. On
the other hand, the evaluation in reciprocal space is not hampered by this problem. Moreover,
in combination with the Classical algorithm, the evaluation in reciprocal space is even faster.
For simulations with parallel illumination, the performance of the algorithms is of little concern
nowadays, but it can become quite important for the simulation of STEM images, as the entire
propagation procedure must be repeated for every beam position, i.e. for every pixel.
The claim that the results of the Single algorithm are vastly superior to that of the Classical
algorithm [46] could not be confirmed. Our results suggest, that the differences found are caused
by an incorrect treatment of the Laplace operator in real space.
Chapter 4
Electron Scattering as an Eigenvalue
Problem
In the previous chapter, we showed how the classical multislice algorithm results from quantum
mechanics and the paraxial approximation. To better understand the effects of this approximation,
it is desirable to know the exact solutions of the Schrödinger equation. To this end, we will derive
a new description of the scattering problem using as few approximations as possible. Moreover,
as will be shown in chapter 6, this formulation can be turned into a practical algorithm for the
calculation of backscattering effects.
It is clear, that for a realistic specimen no analytical solutions can be found. Hence, it is a
necessity that the representation of the scattering problem is suitable for numerical evaluations.
This will be achieved by rewriting the equations as an eigenvalue problem.
The utilization of linear algebra methods to treat electron scattering has already been proposed
by Lynch and Moodie [21] for low energy electron diffraction (LEED). Their method, however,
can only be applied to crystals. Furthermore, they assumed that the sample potential is constant
in z, leading to severe discontinuities at the entry and the exit surface. The problems caused by
this assumption will be discussed in section 6.1.
4.1 The Eigenvalue Problem
We start again from the Schrödinger equation (2.14) and rewrite it as
∂2z ψ = −∆⊥ ψ + v ψ − k2 ψ = −A2 ψ, (4.1)
where we have used the reduced potential v as defined in (2.21). Note that at this stage, we do
not consider A2 to be the square of an operator A. The superscript “2” is part of the notation
only. From the discussion in section 3.1.1, one can conclude that the operator A2 is Hermitian.
The problems connected to the discretization of the two-dimensional Laplace operator ∆⊥ in
real-space (cf. section 3.3) can be avoided by evaluating the Laplace operator in reciprocal space.
Hence, we rewrite the operator A2 as
A2 = −F† κ2F − v + k2, (4.2)
where † denotes the Hermitian conjugate. The operator F representing the continuous Fourier
transform is unitary.
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ψ(zi) = ψin + ψba
ψ(zf ) = ψex
f0 = U0† ψin b0 = U0† ψba
fn−1 bn−1
fn bn
fN = UN† ψex bN = 0
×
(
T 11 T 12
T 21 T 22
)
z
Figure 4.1: Schematic showing the definitions and relations for the coefficient vectors fn and bn.
Since we are mainly interested in a numerical solution for the scattering problem, we can
proceed by discretizing equation (4.1). As before, the potential v can be replaced by its mean
value along the z-axis (3.12) if we restrict our analysis temporarily to a small interval [zn, zn+1].
In this case, the differential equation (4.1) no longer depends explicitly on z
∂2z ψ
n =
(
F† κ2F + v(n) − k2
)
ψn = −A2,n ψn. (4.3)
Instead of a single equation, however, we now have to deal with N equations, one for each slice.
Equation (4.3) can be evaluated on a finite two-dimensional grid in the xy-plane. For this
purpose, the wave function ψn(ρ) is turned into a complex-valued vector ψn with M = Mx×My
entries. The operator A2,n is replaced in a similar way by the M ×M -matrix A2,n
∂2z ψ
n = −A2,nψn. (4.4)
Hence, we have reduced the original partial differential equation (4.1) to a set of M coupled
ordinary differential equations for each interval [zn, zn+1].
Fortunately, these equations can be easily decoupled. As the matrix A2,n is Hermitian, it
follows from the spectral theorem that its eigenvalues are real. Furthermore, the matrix A2,n can
be diagonalized by a similarity transform using a unitary matrix Un
A2,n = UnD2,n Un†. (4.5)
Hence, D2,n is a diagonal matrix with the eigenvalues of A2,n on its main diagonal. The columns
of Un are given by the respective eigenvectors of A2,n. After the introduction of
φn = Un†ψn, (4.6)
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the differential equation (4.4) simplifies to
∂2z φ
n = −D2,nφn. (4.7)
We proceed by analyzing these M independent equations. Each of them describes the one-
dimensional motion of a particle in a constant potential. Thus, the solution of (4.7) is given
by
φnm(z) = f
n
m e
iDnm (z−zn) + bnm e
−iDnm (z−zn) with 1 ≤ m ≤M. (4.8)
The complex values fnm and bnm are the entries of the vectors fn and bn which need to be
determined by the boundary conditions. To be unambiguous, the constants Dnm shall be defined
as
Dnm =
{√
D2,nm if D2,nm > 0
i
√
−D2,nm if D2,nm < 0
, (4.9)
where D2,nm denotes a diagonal element of D2,n. Thus, a positive D2,nm corresponds to an oscillating
behavior. Under these circumstances, the probability current density (2.18) reveals that the
terms ∝ fnm and ∝ bnm describe movements in forward and backward direction, respectively.
For a negative D2,nm , however, the solution is a linear combination of a growing and a decaying
exponential function. Hence, the probability current density vanishes. The eigenvalue spectrum
will be discussed further in section 4.3.
Finally, the solution found needs to be extended to all z values. For this, we adapt the
well-known transfer matrix method that has already been used by Chen and Van Dyck [22] to
calculate backscattering effects.
If the Coulomb singularities caused by the atomic nuclei are removed as described in section
3.2, then the potential v is a bounded function. In this case, the wave function and its first
derivative must be continuous. At each interface between two slices, they thus need to fulfill
ψn(zn) = ψ
n−1(zn), ψn′(zn) = ψn−1′(zn) with 1 ≤ n < N. (4.10)
The resulting change in the coefficients fn and bn can be described with the help of a block
matrix (
fn
bn
)
=
(
Fn exp
(
iDn−1∆zn−1
)
Bn exp
(−iDn−1∆zn−1)
Bn exp
(
iDn−1∆zn−1
)
Fn exp
(−iDn−1∆zn−1)
)(
fn−1
bn−1
)
, (4.11)
where “exp” denotes the matrix exponential function. Here, we have introduced the matrices
Fn =
1
2
[
Un†Un−1 + (Dn)−1 Un†Un−1Dn−1
]
, (4.12)
Bn =
1
2
[
Un†Un−1 − (Dn)−1 Un†Un−1Dn−1
]
= Un†Un−1 − Fn. (4.13)
By multiplying the equations (4.11) for all slices, one gets a matrix relation connecting the
coefficients of the first and the last plane(
fN
bN
)
=
(
T 11 T 12
T 21 T 22
)(
f0
b0
)
. (4.14)
The relationships between the coefficient vectors fn and bn for the different slices are also
illustrated in figure 4.1.
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Since the divergence of the probability current density vanishes (2.17), it can be shown that
the probability current in z-direction is conserved. Gauss’s theorem allows us to rewrite (2.17) in
integral form
0 =
˛
∂V
j · d2f . (4.15)
Here, ∂V is the boundary of the volume V . This volume shall be an axis-aligned box. The
discrete Fourier transform used to derive the eigenvalue problem implies periodic boundary
conditions in x- and y-direction. This means that only the faces of the box parallel to the
xy-plane need to be considered. The corresponding current in z-direction is given by
In =
ˆ
jz dx dy
(2.18)
=
~
m
Im
ˆ
ψ∗ ∂z ψ dx dy, (4.16)
The integration domain is the simulation area Lx × Ly. If we choose z ∈ (zn, zn+1), we find in
the discrete case
In =
~
m
[∑
m
Dnm |fnm|2 −
∑
m
Dnm |bnm|2
]
, (4.17)
where the sum only includes pixels with a positive eigenvalue. A wave moving in forward direction
results in a positive contribution to the current while a wave moving in the opposite direction
gives a negative contribution. The integration box in (4.15) can extend over several slices. Hence,
we find that the probability current in z direction is the same throughout the sample
In = In′ for 0 ≤ n, n′ ≤ N. (4.18)
In this section, we derived a new formulation of the electron scattering problem. The partition
of the samples into thin slices is retained from the classical multislice approach. While the
classical approach propagates the electron wave through the sample directly, this new approach,
however, calculates incremental updates for the transfer matrix (cf. (4.11)). This enables us to
keep track of the backscattered signal as well.
The results of the current section have been obtained by applying only a minimal set of
approximations: The equations were discretized in all three dimensions and thereby a finite
simulation volume with periodic boundary conditions in x- and y-direction was assumed.
4.2 Boundary Conditions
The general solution of the previous section must be specialized for the situation in an electron
microscope. For the interpretation of the coefficient vectors b0, f0, bN and fN , it is necessary
to undo the base change (4.6). The incoming wave is given by ψin = U0 f0 (cf. figure 4.1).
The exit-wave function – the result of a conventional image simulation – is ψex = UN fN . The
corresponding signal in the opposite direction, i.e. towards the electron source, is ψba = U0 b0 .
As no electron shall enter the sample from the side of the detector (camera), we set UN bN = 0.
Using these boundary conditions, we find with the help of (4.14)
T 22 b
0 = −T 21 f0, (4.19)
fN = T 11 f
0 + T 12 b
0. (4.20)
In principal, the first equation (4.19) can be solved for b0, the backscattered signal. The resulting
vector can then be substituted in the second equation (4.20) to calculate fN and finally the
exit-wave ψex.
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Crystal T [keV] Lx [A˚] Ly [A˚]
Without With
Low-Pass Filter Low-Pass Filter
Mx My Mx My
Si [110] 80 5.43 3.84 183 130 390 275
Si [110] 20 5.43 3.84 89 63 189 134
Graphene 5 4.92 4.26 40 34 85 73
Table 4.1: Exemplary values for the inequality (4.24): maximum number of pixels Mx ×My for given a
kinetic energy T and a simulation area Lx × Ly to prevent the appearance of non-oscillating solutions.
With the help of a low-pass filter, the effects of the non-oscillating functions can be suppressed (cf. section
5.3 and chapter 6).
Equations (4.19) and (4.20) cannot yet be used directly for the calculation of electron
micrographs. As explained in section 3.4, a low-pass filter is necessary to prevent aliasing effects.
If this filter is applied, however, the matrices T ij become singular. Thus, (4.19) cannot be solved
for b0. A solution circumventing this problem will be developed in chapter 6.
4.3 Analysis of the Spectrum
We have already seen that the spectrum of the matrix A2,n is real-valued since the matrix is
Hermitian. Depending on the sign of the eigenvalues D2,nm , the solution (4.8) can display either an
oscillatory or an exponential behavior. For an analytical investigation, this makes little difference.
The numerical treatment of the non-oscillatory functions, however, will turn out to be difficult.
Hence, in this section, we will formulate a condition for the simulation parameters that ensures a
positive spectrum.
According to (4.3), the entries of the matrix A2,n are given by
A2,nij = −
∑
`
F∗`i κ2` F`j − v(n)ij + k2. (4.21)
For the moment, we ignore the effect of the potential v(n). Since F is a unitary matrix, the
remaining terms can be written as
A2,nij =
∑
`
F∗`i
(−κ2` + k2)F`j . (4.22)
Hence, the spectrum of A2,n is given by −κ2` + k2 where all possible values for ` have to be
substituted.
While k2 is determined by the acceleration voltage, the maximum value for κ2 is given by
the sum of the squared Nyquist frequencies (3.41). Thus, a positive spectrum can be guaranteed
by respecting the inequality
k2 > pi2
(
M2x
L2x
+
M2y
L2y
)
= pi2
(
1
∆x2
+
1
∆y2
)
. (4.23)
Using the relativistic dispersion relation (2.10), we can rewrite the inequality (4.23) in terms of
the kinetic energy of the electron
T 2 + 2mc2 T > c2 ~2 pi2
(
M2x
L2x
+
M2y
L2y
)
= c2 ~2 pi2
(
1
∆x2
+
1
∆y2
)
. (4.24)
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Figure 4.2: Physical interpretation of the inequality (4.23). Shown is the projection of the Ewald’s
sphere onto the κxκy-plane. The radius of the the Ewald’s sphere k is determined by the kinetic energy T .
Each point of the plane represents a certain transversal momentum ~κ. Outside the circle, the “transversal
kinetic energy” is greater than the available energy T . Thus, the electron wave cannot propagate in that
region and the non-oscillating functions must be used to describe the wave function. If the simulation
area (gray) fits into the projection of the Ewald’s sphere (circle), then the non-oscillating functions can be
ignored. Alternatively, a low pass filter can be used to suppress these functions so that the simulation
area can be extended to the larger rectangle. This fact will be exploited in the chapters 5 and 6.
For a given kinetic energy T and a certain size of the sample Lx×Ly, this inequality sets a lower
limit for the pixel size (∆x and ∆y). Exemplary values are given in table 4.1.
Now we continue the discussion of the potential term v(n)ij in (4.21). Since the sample potential
is attractive, all entries of v(n) are negative. Consequently, by including v(n) the lower limit
for k set by (4.23) does not increase. Thus, (4.23) is a sufficient condition to ensure a positive
spectrum.
In the non-relativistic limit, a simple physical explanation for the condition (4.23) can be
given: Without a potential, the available kinetic energy is a fixed value. It is the sum of the
kinetic energy in the direction of the optical axis (Tz) and in the plane perpendicular to it (T⊥)
T = Tz + T⊥. (4.25)
In reciprocal space, each pixel (κ) of that plane is associated with a certain kinetic energy
T⊥ =
~2 κ2
2m
. (4.26)
Thus, pixels in the corners of the simulation area correspond to large transversal energies. If
these energies surpass the total energy available, Tz becomes a negative number. Therefore, the
wave number in z-direction becomes imaginary and the oscillatory behavior of the solution is
replaced by an exponential one. As a result, the wave cannot propagate outside the limits defined
by (4.23).
To put it in another way, if the rectangular simulation area in reciprocal space does not fit
into the projection of the Ewald’s sphere (cf. figure 4.2), non-oscillating solutions in (4.11) need
to be considered.
Chapter 5
Beyond the Paraxial Approximation
Published material – Parts of this chapter are reproduced with modifications
from the publication C. Wacker and R. R. Schröder, “Multislice algorithms revisited:
Solving the Schrödinger equation numerically for imaging with electrons”, Ultrami-
croscopy 151 (2015), pp. 211–223, DOI: 10.1016/j.ultramic.2014.12.008, with
kind permission from Elsevier.
In the last chapter, a general representation of the electron scattering problem including
backscattering effects was derived. As we will see in chapter 6, backscattering effects are mostly
negligible for the energies possible in a TEM (T ≥ 20 keV). Moreover, implementations of the
backscattering algorithm turn out to be very expensive in terms of computational resources in
comparison to the classical multislice approach. Hence, the question arises if it is possible to
exclude backscattering effects without resorting to the paraxial approximation.
Two solutions to this problem will be investigated in this chapter. In section 5.1, backscattering
will be excluded by using appropriate initial conditions while keeping the Schrödinger equation
unchanged. Afterward, in section 5.2.2, we will look into a modification of the scattering equations,
first proposed by Chen and Van Dyck [22]. In the remaining sections of this chapter, we will
compare these approaches with each other and with the Classical multislice algorithm.
5.1 Direct Quadrature of the Schrödinger Equation
5.1.1 Preliminary Considerations
Valuable insight into the discretized scattering problem can be gained by considering only a
single spatial frequency κ. Hence, we deal with a one-dimensional problem, governed by the
Schrödinger equation
∂2z ψ(z) = v(z)ψ(z)− k2 ψ(z). (5.1)
Because of the slicing procedure, the potential v(z) is a piecewise constant function. To
discuss a concrete situation, we look at a single potential step
v(z) =
{
0 if z < 0
v0 if z > 0
. (5.2)
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Figure 5.1: Absolute values of the diffraction amplitude after 3.84 A˚ of silicon [110]. The electron wave
was calculated with the Runge-Kutta algorithm for the non-approximated Schrödinger equation (RK2, cf.
section 5.1.2) without using a low-pass filter. The simulation parameters (kinetic energy: 20 kV, sample
dimensions: 5.43 A˚ × 3.84 A˚, resolution: 90 × 64, slice thickness ∆z: 0.384 pm) violate the inequality
(4.24) slightly, cf. table 4.1. Hence, divergences spread from the pixels representing the highest spatial
frequencies κ, i.e. the corners.
Furthermore, we assume 0 < k2 < v0. Thus, the region z > 0 is classically forbidden. In the
notation of the previous chapter, this means that the eigenvalue D2 is negative. In this case, the
wave function can be written as
ψ(z) =
{
f ei k z + b e−i k z z < 0
c eK z + d e−K z z > 0
(5.3)
with K =
√
v0 − k2. (5.4)
As a special case of (4.11), we obtain the following matrix relating the different amplitude
coefficients (
c
d
)
=
(
1
2
(
1 + i kK
)
1
2
(
1− i kK
)
1
2
(
1− i kK
)
1
2
(
1 + i kK
) )( f
b
)
. (5.5)
The term b e−i k z in (5.3) describes a left-moving wave corresponding to the backscattered signal.
If we try to suppress this signal by setting b = 0, then the wave function grows exponentially in
the forbidden region (z > 0) since c /= 0. Thus, the expected decay of the wave function in that
region can only take place, if the wave can avoid the region by being reflected at z = 0.
In a three-dimensional simulation, the exponential growth, as discussed here, always occurs
if the inequality (4.24) is violated: In reciprocal space, the pixels corresponding to the largest
spatial frequencies κ are located in the corners of the simulation area. Since the available kinetic
energy for the movement in z direction Tz is reduced by the transversal momentum ~κ, the
forbidden region is located in these corners. Numerical noise can then initiate the exponential
growth. As the potential v is not diagonal in reciprocal space, these divergences spread quickly
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to all frequency components. In figure 5.1, it is shown that even a minimal violation of (4.24)
results in an exponential growth. As expected, the effect becomes stronger for larger violations
of the inequality. In conclusion, a single pixel that violates the inequality (4.24) can prevent the
calculation of an electron micrograph.
Regardless of the sign of the eigenvalues, the suppression of the backscattered signal is
unphysical, because every variation of the potential causes a reflection. Hence, for all slices other
than the first, the backscattering coefficients usually do not vanish, even if the initial coefficients
are set to zero. This means, that the mathematical solution requires the electron wave to enter
the sample from the “wrong” side – the side of the camera. However, since all backscattering
coefficients are insignificant, even for energies as low as 15 keV (cf. chapter 6), the error caused
by this choice of initial conditions is negligible.
5.1.2 Runge-Kutta Algorithms
The Schrödinger equation as written in (3.2) can be regarded as an ordinary differential equation
in z. If we assume that initial conditions for a certain z are known, we can apply a numerical
integrator to find the corresponding solution. To that end, well studied algorithms such as
Runge-Kutta methods and linear multistep methods can be used. An overview is given by Press
et al. [54].
A common property of these algorithms is that they approximate a function of a continuous
parameter by a series of discrete values. The distance between these values is called step size. We
identify it with the slice thickness ∆zn. If the step size is not constant, the algorithms are called
adaptive. Adaptive algorithms can utilize the available computing resources more efficiently. Yet
for crystalline samples, it is advantageous to apply non-adaptive methods as these can reuse
potentials that have been calculated for previous slices. Although, in principle, every numerical
integrator can be utilized, we limit our discussion to the family of Runge-Kutta methods.
It is a well-known fact that a higher-order differential equation can be rewritten as a system
of first-order equations. Hence, we only need to discuss equations of the form
∂zX(z) = H˜(z)X(z), (5.6)
where X(z) is a vector and H˜(z) is a matrix. A general Runge-Kutta algorithm with s stages
can be written as
xk = H˜(zn + γk ∆zn)
[
Xn + ∆zn
s∑
`=1
αk` x`
]
for 1 ≤ k ≤ s, (5.7)
Xn+1 = Xn + ∆zn
s∑
k=1
βk xk (5.8)
The vectors xk denote intermediate results. The constants αk`, βk and γk are real-valued and
define the algorithm. They can be conveniently arranged in a Butcher tableau
γ1 α11 α12 . . . α1s
γ2 α21 α22 . . . α2s
...
...
...
. . .
...
γs αs1 αs2 . . . αss
β1 β2 . . . βs
. (5.9)
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A distinction is made between explicit and implicit methods: Explicit methods calculate
Xn+1 directly from the previous Xn, while implicit methods need to solve an equation involving
both Xn and Xn+1. Although faster and easier to implement, explicit algorithms may suffer from
numerical instabilities and require smaller step sizes. For explicit algorithms, the coefficients αk`
with k ≤ ` must vanish.
The most famous example of an Runge-Kutta method is the original algorithm developed by
Runge and Kutta [55] with four stages. Its Butcher tableau is given by
0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0
1/6 1/3 1/3 1/6
. (5.10)
This algorithm combines great speed with moderate accuracy.
The validity of this numerical approach can be verified by applying the Runge-Kutta algorithm
to the paraxial approximation of the Schrödinger equation. By rewriting (3.4) in the form of
(5.6), we obtain the following explicit expressions for the integration steps
H˜(z) =
i
2 k
(∆⊥ − v(z)) , (5.11)
x1 = H˜(zn)an, (5.12)
x2 = H˜
(
z +
∆zn
2
)[
an +
∆zn
2
x1
]
, (5.13)
x3 = H˜
(
z +
∆zn
2
)[
an +
∆zn
2
x2
]
, (5.14)
x4 = H˜(z + ∆zn)
[
an +
∆zn
2
x3
]
, (5.15)
an+1 = an + ∆zn
[x1
6
+
x2
3
+
x3
3
+
x4
6
]
, (5.16)
where the vector an = Xn represents the amplitude function a(ρ, zn). The elements of the
diagonal matrix v(z) are given by the potential v(ρ, z). We will call this algorithm RK1 as it
integrates the differential equation (3.4) which is first-order in z.
One step of this algorithm transfers the function a(ρ, z) from a plane zn to the next plane
zn+1. Hence, this can be interpreted as a multislice algorithm. In chapter 3, however, the
slicing of the sample resulted from our use of the averaged potential (3.12). Here, the potential
is integrated “on the fly” and the slicing of the specimen is a consequence of the integration
procedure itself.
Although the algorithm is written in matrix notation, matrices are by no means necessary for
a numerical implementation of it: The matrix v is diagonal, so the corresponding multiplications
can be implemented element-wise. For the Laplace operator ∆⊥ in (5.11), all the methods
discussed in section 3.3 can be applied.
FRCs and difference images can be used to compare the RK1 algorithm to the Classical
algorithm. No significant deviations can be found if identical approximations for the two-
dimensional Laplace operator are used. Thus, Runge-Kutta methods can be applied to the
scattering problem of electron microscopy.
We now proceed by discussing integration procedures for the non-approximated Schrödinger
equation (3.2). Since this equation is a second-order differential equation in z, it must be rewritten
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as a system of first-order equations before the standard numerical integrators can be used
∂z a(r) = b(r), (5.17)
∂z b(r) = −∆⊥ a(r) + v(r) a(r)− 2 i k b(r). (5.18)
The two functions a and b must be integrated simultaneously. Thus, the above scheme ((5.7)
and (5.8)) has to be applied to
H˜ =
(
0 1
−∆⊥ + v −2 i k
)
, X =
(
a
b
)
. (5.19)
In combination with the classical Runge-Kutta algorithm (5.10), this approach will be called
RK2 since it calculates the solution for the second-order differential equation (3.2).
So far, we have only discussed explicit integrators. As mentioned above, implicit methods are
more stable and allow larger step sizes ∆zn while retaining the same accuracy. Therefore, we
also looked into these implicit integration methods. A fourth-order representative is the Lobatto
IIIA algorithm [56] with the Butcher tableau
0 0 0 0
1/2 5/24 1/3 −1/24
1 1/6 2/3 1/6
1/6 2/3 1/6
. (5.20)
Applied to (5.19), we will refer to this algorithm as Lobatto2. If a real-space method is used for
the evaluation of the Laplace operator in (5.19), then the entries of H˜ are band matrices and H˜
itself is a sparsely-populated matrix. This fact can be used, to reduce the memory requirement
of the algorithm significantly.
The numerical properties of the algorithms RK2 and Lobatto2 will be investigated in
section 5.3.
5.2 Modification of the Schrödinger Equation
5.2.1 Matrix Forward Algorithm
In section 5.1.1, we demonstrated that backward scattering is an integral part of the Schrödinger
equation. Hence, backscattering effects can only be excluded by modifying the differential
equations. For example, this can be achieved by setting Bn = 0 in (4.11). This modification was
first proposed by Chen and Van Dyck [22] for a similar equation.
From (4.13), we can conclude that, in this case, the matrix Fn is given by
Fn = Un† Un−1. (5.21)
Therefore, Fn is unitary and the matrix T 11 of (4.14) is given by the product
T 11 =
1∏
n=N
Fn exp
(
iDn−1 ∆zn−1
)
. (5.22)
Thus, according to (4.6), the exit-wave ψex can be written as
ψex = U
N T 11 U
0†ψin. (5.23)
52 5 Beyond the Paraxial Approximation
If the inequality (4.24) is fulfilled, also exp(iDn ∆zn) is a unitary matrix. As already discussed
in connection with the paraxial approximation in section 3.1.1, this means that the probability
to find the electron in a certain xy-plane is independent of n. This property can be used to check
the correctness of the simulation results.
Although it may seem that unitarity is a desirable property for a simulation algorithm, it
actually is not: Neglecting the backscattered current in (4.17), i.e. bnm = 0, we find
In =
~
m
∑
m
Dnm |fnm|2 . (5.24)
Therefore, only this weighted sum of the fnm should be conserved, but not the probability∑
m
|fnm|2 . (5.25)
If the inequality (4.24) is violated, some entries of the matrix exp(iDn−1 ∆z) become less than
one and the corresponding components of the wave vector decay quickly. Thus, the algorithm
remains stable nonetheless.
This stability was obtained by modifying the underlying equations. Hence, strictly speaking,
the algorithm presented here does not solve the original problem. Since backscattering effects
can often be neglected (cf. chapter 6), this is, however, a useful approximation. Later, we will
refer to this algorithm as Matrix Forward.
5.2.2 Full Algorithm
The results of the previous section can be used to derive the corrected forward-scattering algorithm
as proposed by Chen and Van Dyck [22].
We start by rewriting (5.23) as
ψex = U
N
[
1∏
n=N
Un† Un−1 exp
(
iDn−1 ∆zn−1
)]
U0†ψin =
[
1∏
n=N
exp
(
iAn−1 ∆zn−1
)]
ψin,
(5.26)
where we have introduced the matrix
An = UnDn Un†. (5.27)
This matrix can be understood as a possible square root of the matrix A2,n. This square root is
uniquely determined by virtue of (4.9). In the next step, we expand A2,n
exp (iAn ∆zn) = exp
(
i∆zn
√
A2,n
)
(4.3)
= exp
(
i∆zn
√
−F† κ2F − v(n) + k2
)
(5.28)
= ei∆zn kW (zn+1, zn) (5.29)
with W (zn+1, zn) = exp
i k∆zn
√1− F† κ2F
k2
− v
(n)
k2
− 1
 . (5.30)
The new matrix W takes the redefinition of the phase (3.1) into account. This allows us to
rewrite (5.26) in the form of (3.16)
aex =
[
1∏
n=N
W (zn, zn−1)
]
ain. (5.31)
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Figure 5.2: Visualization of the first inequality in (5.34) for different kinetic energies. The pixel size ∆x
is given by Lx/Mx. The size of the cubic supercell of silicon (5.43 A˚) is marked.
In [22], the square root is further evaluated with help of the binomial series (3.7)
W (zn+1, zn) = exp
i k∆zn ∞∑
`=1
(
1/2
`
)[
−F
† κ2F
k2
− v
(n)
k2
]` (5.32)
Since the binomial series only converges if |x| ≤ 1, it cannot be used to calculate the square root
of a negative number, e.g.
i
2
=
√
1− 5
4
/=
∞∑
`=0
(
1/2
`
)(
−5
4
)`
= 1 +
5
8
− 25
128
+ . . . . (5.33)
As the correct result is purely imaginary, it is obvious that the partial sums cannot even
approximate it. Therefore, this algorithm can only be applied, if all eigenvalues of the matrix
A2,n are positive.
Note that the first term of the series expansion in (5.32) gives the paraxial approximation of
the multislice algorithm (3.15).
In the following, we will refer to the algorithm of this section as Full. As was true for the
explicit Runge-Kutta algorithms, matrices are not required for the implementation of the Full
algorithm.
5.3 Numerical Results
The improved multislice algorithms presented in the first two sections of this chapter were
implemented in Aurora (cf. appendix B).
With the exception of the Matrix Forward algorithm of section 5.2.1, all improved multislice
algorithms show a divergent behavior if the inequality (4.24) is violated (cf. figure 5.1). The
low-pass filter, that has been introduced in section 3.4 to prevent the appearance of aliasing
54 5 Beyond the Paraxial Approximation
Algorithm Number of Slices per Computation Times
Simulation Box N
376× 264 752× 528
Classical
40 3 s 13 s
100 7 s 53 s
RK2
400 172 s 881 s
800 575 s 1774 s
Full
40 103 s 403 s
100 165 s 603 s
Table 5.1: Computations times for the algorithms Classical, RK2 and Full. The measurements were
taken on a system equipped with two Intel Xeon E5-2670 processors (in total: 16 physical cores) and
64 GB RAM. The simulation results were calculated for 92.2 nm of silicon [110] at an acceleration voltage
of 20 kV.
effects, can be used to stabilize these algorithms, because the divergences start at high-spatial
frequencies. Since the maximum transferred frequency is only 2/3 of the Nyquist frequency, the
single inequality (4.24) can be replaced by the two weaker relations
T 2 + 2mc2 T >
4 c2 ~2 pi2
9 ∆x2
, T 2 + 2mc2 T >
4 c2 ~2 pi2
9 ∆y2
. (5.34)
The corresponding simulation area in reciprocal space is illustrated in figure 4.2. The pixels
inside the circle show no diverging behavior. However, only with the help of a low-pass filter all
of these pixels can be included in the simulation. Figure 5.2 shows the inequalities (5.34) for
different kinetic energies T .
Most results of this section are calculated for silicon [110] at an acceleration voltage of 20 kV.
According to the relations (5.34), the minimal pixel size possible is ∆x = ∆y = 2.9 pm. This is
the pixel size used for the simulations, unless otherwise noted. For the minimal simulation box
(5.43 A˚×3.84 A˚, cf. figure 2.5), this pixel size corresponds to a resolution of 188×132 pixels. The
two-dimensional Laplace operator that appears in the RK2 algorithm is evaluated in reciprocal
space.
5.3.1 Parallel Illumination
Classical, RK2 and Full
As before, TEM brightfield images were simulated by setting the incoming wave function ψin
to a plane wave in z direction. Phase shifts and potentials were calculated using the hybrid
approach introduced in section 3.2.3 and the form factor parametrization of Lobato and Van
Dyck ([38] and appendix A.2).
For the algorithms Classical and Full, a slice thickness ∆z of 9.6 pm was chosen, resulting in
40 slices per simulation box. This value is necessary to ensure convergence of the Full algorithm.
A smaller slice thickness of 0.96 pm was used for the RK2 algorithm as the algorithm diverges
for larger values. This is unexpected since the RK2 approach is based on the ansatz (3.1) that
removes the rapid oscillations of the wave function in z direction. The chosen slice thickness
corresponds to 400 slices (integration steps) per simulation box. Since the slice thickness ∆z
is an unphysical parameter the simulation results must not depend on it. This was verified by
repeating each simulation with a different slice thickness.
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Figure 5.3: Diffraction amplitude, intensity |ψ|2 and phase of the exit-wave for three different multislice
algorithms: Classical, RK2 and Full. The images were simulated for 46.1 nm silicon [110] at an acceleration
voltage of 20 kV. The results from the RK2 and Full algorithms are in very good agreement. For high-
spatial frequencies, however, the results from the Classical algorithm deviate. This affects especially the
HOLZ-rings in the diffraction pattern.
As can be seen in figure 5.3, the results of the RK2 and the Full algorithm are in very good
agreement with each other. In contrast, the result from the Classical algorithm shows significant
deviations, especially for large spatial frequencies. These findings are confirmed by the FRCs in
figure 5.4.
The differences in the diffraction patterns can be explained in large part with the help of
figure 2.4. Since the Classical algorithm is based on the paraxial approximation, the Ewald’s
sphere is replaced by a paraboloid. For small scattering angles this a good approximation. For
larger angles, however, this leads to wrong intersections with the rods of the reciprocal lattice.
As a result, the spot intensities are incorrect and the HOLZ rings are shifted to higher spatial
frequencies.
Because of the different slice thicknesses, the computation times for the three algorithms
vary greatly. Exemplary computation times for the propagation step can be found in table 5.1.
Note that these figures do not include the time needed for the calculation of the phase shifts and
potentials. Furthermore, the time required by the Full algorithm depends greatly on the details
of the stopping criteria for the series expansions (cf. (5.32)).
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Figure 5.4: FRC comparing the results of the algorithms Classical, RK2 and Full. Shown are the
correlations for 46.1 nm of silicon [110] at an acceleration voltage 20 kV. The size of the simulation area
was 5.43 A˚× 3.84 A˚. The dashed vertical line marks the onset of the low-pass filter. The two improved
algorithms (Full and RK2 ) show very few deviations while the correlation of the Classical algorithm and
the RK2 algorithm indicates agreement only for the lowest frequencies.
Three basic image operations are used by the simulation algorithms to propagate the wave
function: addition, multiplication and FFT. Of these operations, the FFT is the most costly,
taking O(M lnM) arithmetic operations. Thus, it defines the scaling behavior of the simulation
algorithms as a whole. Moreover, the number of operations needed for the algorithms Classical
and RK2 depends linearly on the number of slices.
As discussed in chapter 3, the measured computation times do not always confirm the
theoretical expectations. For example, the calculation time the RK2 algorithm needs should
double as the number of slices doubles. According to table 5.1, this is only the case at a resolution
of 752 × 528 pixels. The deviations from the expected scaling behavior can be explained by
the complicated memory hierarchy (caches) of modern computer systems and the non-uniform
memory access (NUMA) in multiprocessor system. As a consequence, not only the number
of operations, but also the memory access patterns are important for the performance of an
algorithm.
As expected, the two improved simulation algorithms are computationally much more
expensive than the Classical algorithm. In most cases, the Full algorithm outperforms the RK2
algorithm by more than a factor of two.
Lobatto2
The Lobatto2 algorithm is an implicit method. Therefore, (5.7) forms a system of linear equations
that must be solved to obtain Xn+1. For this, only real-space methods were tested. If identical
approximations are used for the Laplace operator, then the results of the RK2 and Lobatto2
algorithms are almost identical. The enhanced stability of the implicit algorithm can, however,
only be exploited, if the pixel size is significantly larger than the minimal value set by (5.34). Under
these conditions, the slice thickness can be greatly increased without affecting the convergence
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Figure 5.5: Sketch illustrating the formation of a CBED pattern. The directions of the incoming and
outgoing beams are shown in reciprocal space. a) Ewald construction. The sample is illuminated by a
convergent beam with semi-angle β. The red and blue solid lines represent the contours of the illumination
cone. In the kinematic approximation, a beam is diffracted if the corresponding Ewald’s sphere intersects
a rod of the reciprocal lattice (gray). The resulting beam directions are represented by the dashed arrows.
b) Directions of the outgoing beams. The unscattered beams (solid) and the scattered beams (dashed)
cover certain solid angles (gray). In the back focal plane of an electron microscope, these beams appear as
disks.
or the simulation results of the Lobatto2 algorithm. Despite the reduced number of slices, the
Lobatto2 algorithm requires orders of magnitude more time than the RK2 algorithm. Reasons
for this are the higher complexity of the algorithm and the fact that the sparse linear algebra is
executed only on a single core.
5.3.2 Convergent Beam Electron Diffraction
If the sample is illuminated by a convergent beam instead of a parallel beam, then a so-called
convergent beam electron diffraction (CBED) pattern is formed in the back focal plane of the
microscope. For thick samples, CBED patterns contain much more information about the
specimen than a classical diffraction pattern since many features of the pattern are determined
by dynamical scattering effects. Hence, the formation of CBED patterns depends on the full
three-dimensional structure of the crystal and it is even possible to determine the space group of
the sample from a single CBED pattern [2]. Therefore, CBED patterns are a most suitable test
for comparing the different simulation algorithms.
Although the theory of CBED pattern formation is quite complex [57], essential features
can be understood with the help of the kinematic approximation, as shown in figure 5.5. The
kinematic theory, however, predicts a uniform intensity for the disks. This is only correct for very
thin samples. The size of the central disks in a CBED pattern is determined by the convergence
angle β. The amount of information in a CBED pattern is maximized if the disks touch each
other, but do not overlap.
Typically, the multislice algorithm is used in conjunction with periodic boundary conditions.
For parallel illumination, this presents no problem. However, a convergent beam breaks the
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Figure 5.6: Comparison of the CBED patterns calculated using the Classical and the RK2 algorithm.
The intensity is represented on a logarithmic scale. Both images were post-processed in the same way.
The simulated sample was 46.1 nm silicon [110] at an acceleration voltage of 20 kV. The convergence angle
of the incoming beam β was 13 mrad. Broad Kikuchi bands originating from the center and several HOLZ
rings can be seen.
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Figure 5.7: Central disks of the CBED pattern for 46.1 nm silicon [110] at an acceleration voltage of
20 kV. The results of three algorithms – Classical, RK2 and Full – are compared. The intensity scale is
linear.
translational symmetry in x- and y-direction. Thus, the simulation box must be enlarged. There
is another way of looking at this: The pixel size in reciprocal space needs to be decreased to
resolve the inner structure of the central disk of the CBED pattern. According to (3.40), this
can only be achieved by increasing Lx and Ly.
As before, 46.1 nm silicon [110] was simulated at an acceleration voltage of 20 kV, but the
size of the simulated area was enlarged to 19.5 nm× 13.8 nm. Thus, about two million atoms
were included in the simulation. Likewise, the number of pixels was increased to 4752× 3360.
This results in a pixel size of 4.1 pm. Fifty frozen-phonon passes were used to account for
TDS: Random displacements were chosen according to a Gaussian distribution whose width was
determined by the B-factor. The slice thickness ∆z of 1.92 pm corresponds to a number of 24 000
slices. The calculations were performed on the BioQuant computing cluster.
The results of the simulation are shown in the figures 5.6 and 5.7. According to the classical
paper by Buxton et al. [57], the symmetries of the crystal, together with its zone axis orientation,
determine the symmetries of the CBED pattern. This means in our case, that the central disk
and the whole pattern should exhibit a 2mm-symmetry (dihedral group with four elements).
Thus, the pattern should be invariant under a rotation by 180 ° and there should be two mirror
symmetries. This is indeed the case, although in [57] only the paraxial approximation was
discussed. As a consequence, one quadrant of the CBED pattern already contains all of the
information.
Figure 5.6 compares the CBED patterns calculated with the Classical and the RK2 algorithms.
The broad bands originating from the center of the CBED pattern are called Kikuchi bands. For
their formation, an incoherent scattering process is required. In our case, this process is provided
by TDS.
The two algorithms predict different radii for the bright HOLZ rings. The mismatch increases
for larger spatial frequencies. This is expected, since the Classical algorithm approximates the
Ewald’s sphere as a paraboloid. The dark lines in the two patterns are offset for the same reason.
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Figure 5.8: Ratios of the first and second derivatives r = |2 k ∂z a/∂2z a|. a) Histogram showing the
ratio r after 46.1 nm silicon [110] (∆z = 0.48 pm) at two different acceleration voltages. The areas of the
histograms are normalized to one. b) The mean of the ratios as function of the sample thickness.
Each of these so-called HOLZ lines can be paired with a line in the central disk of the diffraction
pattern. Because of the limited resolution, only some of those lines are visible in figure 5.7. Here,
the central disks, calculated using the RK2 and Full algorithms, are compared with the Classical
simulation: The RK2 results differ significantly more from the Classical simulation than those of
the Full algorithm do. Furthermore, the RK2 algorithm predicts intensity deviations for large
scattering angles (cf. figure 5.6). This effect is also not confirmed by the Full algorithm.
5.3.3 Accumulation of Errors
We have shown that Runge-Kutta methods can be applied to find numerical solutions for the
non-approximated Schrödinger equation (2.14). Now, we will use these solutions to examine
the validity and applicability of the commonly used paraxial approximation of the Schrödinger
equation (cf. section 3.1.1).
The paraxial approximation drops the second derivative ∂2z a on the left-hand side of (3.2).
This is usually justified by the statement that the contribution of this term is much smaller than
the contribution of the first-derivative 2 i k ∂z a. In general, however, the derivative of a bounded
function can attain arbitrarily large values. For example, the function cos(α z) is bounded, since
|cos(α z)| ≤ 1, but the maximum value of its derivative is given by α.
To check the assumption about the relative magnitude of the derivatives, we calculate the
ratio r = |2 k ∂z a/∂2z a| for each pixel of the wave function. The histograms for these ratios after
46.1 nm of silicon [110] are shown in figure 5.8.a. They confirm that the modulus of the second
derivative |∂2z a| is on average at least three orders of magnitude smaller than the modulus of the
first derivative |2 k ∂z a|. As expected, the ratios r decrease at lower acceleration voltages.
Since we are dealing with differential equations, the ratios of the derivative for a single
z-value are not as important as their integrated effect for the whole sample. Thus, we proceed
by examining the means of the ratios as functions of z (cf. figure 5.8.b). We find, that, after
a short transition region, the ratios converge to more or less constant values which depend on
the acceleration voltage. If the sample is very thin (z < 10 nm), then the ratios display an
interesting behavior: at an acceleration voltage of 80 kV, the ratios decrease starting from a very
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Figure 5.9: Cumulative effects of the paraxial approximation. The wave functions simulated by the
Classical (∆z = 9.6 pm) and the RK2 (∆z = 0.96 pm) algorithm are compared. The sample is silicon
[110] at an acceleration voltage of 20 kV. The simulations assume an objective aperture of 80 mrad. a)
Orientation of the different planes in three-dimensional space. b) Absolute square of the wave function
|ψ|2 along the common line of the two planes (y = 1.94 A˚, z = 46.1 nm). c) & d) Absolute square of
the wave function |ψ|2 in the xy-plane and in the xz-plane as calculated by the RK2 algorithm. e) & f)
Differences to the absolute square of the wave function simulated by the Classical algorithm.
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Figure 5.10: Differences in the xz-plane caused by the paraxial approximation at acceleration voltages
of 80 kV and 200 kV. The corresponding image for 20 kV is shown in figure 5.9.f. Since the RK2 algorithm
converges only if the slice thickness is not too large, the slice thickness had to be adjusted accordingly.
The images were calculated with a slice thickness of 0.48 pm (80 kV) and 0.384 pm (200 kV). The slice
thickness for the Classical algorithm remained fixed at 9.6 pm.
high initial value. In contrast, at an acceleration voltage of 20 kV, the ratios start from near zero
and increase, subsequently.
Despite its smallness, the second derivative has a profound influence on the wave function, as
is shown in figure 5.9. This figure compares the wave functions calculated with the algorithms
Classical and RK2 at an acceleration voltage of 20 kV. Unlike the results shown above, an
objective aperture of 80 mrad was included in the simulation. Figures 5.9.c and 5.9.d show the
absolute square of the wave function calculated with the RK2 algorithm in the xy-plane and in
the xz-plane, respectively. The typical oscillatory behavior of the electron wave as a function
of z is readily visible. The importance of the second derivative for the simulated images can
be concluded from the images 5.9.e and 5.9.f, which show the deviations from the Classical
calculation. Starting from zero, these deviations are steadily increasing with the sample thickness.
The effect of the paraxial approximation can also be seen in figure 5.9.b. It directly compares the
absolute square of the wave functions calculated with the Classical and the RK2 algorithm. Thus,
for thick samples, the low-spatial frequencies show deviations as well, although only high-spatial
frequencies are directly affected by the paraxial approximation.
At higher acceleration voltages, the impact of the paraxial approximation is greatly reduced,
as shown in figure 5.10. Nevertheless, the deviations still increase with the thickness of the
sample.
All of these effects can be understood by noting that the solution of (3.2) can be expressed as a
series of integrals (Picard iteration). Hence, small effects can accumulate during the propagation
of the wave, if there is no physical argument demanding their cancellation. To conclude, it is not
only a question of the acceleration voltage, whether the paraxial approximation can be applied,
but also a question of the sample thickness.
5.4 Discussion
In this chapter, we discussed and compared different simulation algorithms that offer an improved
treatment of the large scattering angles. As was already shown in section 3.3, the correct
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Class Algorithm Equations
Paraxial approx.
Classical [17, 44, 60] (3.16) and (3.20)
Single [45] (3.16) and (3.15)
RK1 (5.7), (5.8), (5.10) and (5.11)
Beyond the paraxial approx.
Full [22] (3.16), (5.32)
RK2 (5.7), (5.8), (5.10) and (5.19)
Lobatto2 (5.7), (5.8), (5.20) and (5.19)
Table 5.2: Overview of the simulation algorithms for forward scattering.
treatment of theses angles requires that the two-dimensional Laplace operator is evaluated in
reciprocal space. For this reason, we combined the Full algorithm, as proposed by Chen and Van
Dyck [22], with an FFT. In contrast, previous numerical studies evaluated the Laplace operator
always in real space [45, 58]. Our derivation of the Full algorithm is based on the eigenvalue
decomposition of the matrix A2,n. Thereby, we avoided the dubious operator-valued square root
that was used in [22].
Furthermore, we could demonstrate that it is possible to directly integrate the non-approxi-
mated Schrödinger equation using explicit and implicit numerical methods, the Runge-Kutta
algorithms. In comparison to the Full algorithm, the derivation of this class of algorithms requires
much less mathematical machinery. Even though, for an in-depth understanding, the results
from chapter 4 are needed.
The importance of the second derivative has been conjectured since 1975 [59]. The results of
section 5.3 clearly show that the paraxial approximation is only applicable for thin samples and at
high acceleration voltages & 80 kV. Since lower acceleration voltages have become experimentally
available, the simulation programs need to be improved accordingly.
The results of the Full and the RK2 algorithm are essentially in good agreement, although the
CBED patterns revealed some differences between these two approaches. This is not unexpected,
since the algorithms are derived from different equations and boundary conditions: The Full
algorithm neglects backscattering effects explicitly by modifying the underlying equations, while
the RK2 algorithm employs unphysical initial conditions. As a consequence, the Full algorithm
is unitary, unlike the RK2 algorithm. Furthermore, both algorithms fail for different reasons if
the inequality (4.24) is violated: The divergence of the RK2 algorithm is a manifest property of
the Schrödinger equation for the given initial conditions. The Full algorithm fails because of the
inappropriate use of the binomial series, even though the Matrix Forward solution is always well
defined. A low-pass filter – originally introduced to counter aliasing artifacts – can be employed
to suppress the arising divergences, if the size of the simulation area and the pixel size are chosen
carefully.
All simulation algorithms discussed up until now are summarized in table 5.2. In the next
chapter, backscattering effects will be included.
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Chapter 6
Backscattering
The simulation results of the previous chapter are incomplete, since backscattering effects were
not considered. Therefore, we will now discuss the necessary steps to turn the matrix approach of
chapter 4 into a practical, numerical algorithm. An implementation of this algorithm is possible,
as there are efficient numerical libraries to handle matrix algebra and eigenvalue decompositions.
6.1 Toy Problems
Before we investigate the complete three-dimensional Matrix Multislice algorithm, we consider
a number of simpler, one-dimensional toy problems since many important properties of the
backscattered signal can be studied in this simpler setting. In a first step, we will establish
that the analytical and numerical solutions deliver small, but identical results for the reflection
coefficient. In section 6.1.2, the violation of the inequality (4.24) will be discussed in the context
of backscattering.
6.1.1 Potential Wells
Since atomic potentials are attractive, we consider the solution of the one-dimensional Schrödinger
equation (5.1) for potential wells (v(z) ≤ 0). To mimic the multislice procedure of chapter 3, the
z-axis is subdivided into N intervals. On each of these intervals, the potential is replaced by its
averaged value (cf. (3.12))
v(n) =
zn+1ˆ
zn
v(z) dz. (6.1)
The equations (4.11), (4.12), (4.13) and (4.9) describing the three-dimensional solution can
be specialized to one dimension as well(
fn
bn
)
=
(
Fn exp
(
iDn−1∆zn−1
)
Bn exp
(−iDn−1∆zn−1)
Bn exp
(
iDn−1∆zn−1
)
Fn exp
(−iDn−1∆zn−1)
)(
fn−1
bn−1
)
, (6.2)
Fn =
1
2
(
1 +
Dn−1
Dn
)
, (6.3)
Bn =
1
2
(
1− D
n−1
Dn
)
, (6.4)
Dn =
√
k2 − v(n). (6.5)
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Figure 6.1: The reflection coefficient R as a function of the number of slices N for a single silicon atom
placed at z = 0. The potential was calculated using the form factor parametrization by Peng et al. (cf.
figure 6.2). The calculations were restricted to the interval −1.5 A˚ < z < 1.5 A˚. a) For small N , arbitrary
results are obtained. b) The logarithmic plot reveals that all reflection coefficients converge toward finite
values greater than zero.
The matrices in (6.2) can be multiplied to find the transfer matrix connecting the first and
the last slice (
fN
bN
)
=
(
T11 T12
T21 T22
)(
f1
b1
)
. (6.6)
As described in section 4.2, electrons shall not hit the sample from the side of the camera.
Using the corresponding boundary condition bN = 0, we obtain for the reflection coefficient
R =
jback
jin
=
|b1|2
|f1|2 =
|T21|2
|T22|2 . (6.7)
To avoid the problems caused by the Coulomb singularity, we utilize the form factor
parametrization by Peng et al. (cf. appendix A.1). This parametrization is based on Gaussian
functions so that the potential remains finite at the origin.
The described procedure can be used to investigate the dependence of the reflection coefficient
on the number of slices. For this purpose, a single silicon atom was simulated. The length of the
considered interval was 3 A˚. The results of the calculation are shown in figure 6.1. For small slice
thicknesses ∆z, erratic results were obtained. The results are reliable only if the slice thickness
becomes much smaller than the wavelength of the electron (e.g. λ = 12 pm for 10 keV). This
comes as no surprise since a robust integration method for a highly oscillating function requires
at least ten sampling points per oscillation.
The obtained values for the reflection coefficients are quite small and the speed of convergence
is low. Therefore, the correctness of this numerical procedure was confirmed by comparing it with
analytical solutions. Unfortunately, there are only very few potentials that allow an analytical
treatment of the Schrödinger equation. Even for Gaussian functions, as used in the form factor
parametrization by Peng et al., an analytical solution is not known. The rectangular potential
well and the Pöschl-Teller potential are, however, analytically tractable and can be considered as
rough approximations for the atomic potential (cf. figure 6.2).
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Figure 6.2: One-dimensional potentials approximating the effect of a single silicon atom at z = 0. Shown
are the form factor parametrization of Peng et al. based on Gaussian function (cf. appendix A.1), the
Pöschl-Teller (PT) potential (cf. (6.13), a = 1/16 A˚, V0 = −10 keV) and a rectangular potential well (cf.
(6.8), a = 0.1 A˚, V0 = −6 keV).
The potential for a rectangular well of width 2 a is given by
v(z) =
{
v0 < 0 if − a < z < a
0 else
. (6.8)
Since the potential is piecewise constant, the equations (6.2)–(6.5) can be applied to derive the
exact solution for this problem: The potential (6.8) is subdivided into three slices (N = 3) of
length ∆z = 2 a each. Thus, the wave function before and after the potential well is given by (cf.
(4.8))
ψ(z) =
{
f1 ei k(z+a) + b1 e−i k(z+a) if z < −a
f3 ei k(z−3 a) + b3 e−i k(z−3 a) if z > a
. (6.9)
The corresponding coefficients are connected by the matrix equation
(
f3
b3
)
=
e2 i k a [cos 2K a+ ih+2 sin 2K a] e−2 i k a ih−2 sin 2K a
−e2 i k a ih−2 sin 2K a e−2 i k a
[
cos 2K a− ih+2 sin 2K a
](f1
b1
)
(6.10)
with h± =
K
k
± k
K
and K =
√
k2 − v0. (6.11)
According to (6.7), the reflection coefficient can hence be written as
R =
|h− sin 2K a|2
|2 cos 2K a− ih+ sin 2K a|2 . (6.12)
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Potential 1/a [1/A˚] ~
2 v0
2m [keV]
Reflection Coefficient R
Analytical Numerical
Peng – 1.8067 · 10−8
Rectangle 10 −6 0.015 –
Pöschl-Teller 14 −10 9.849 · 10−15 9.852 · 10−15
Pöschl-Teller 16 −10 9.309 · 10−13 9.307 · 10−13
Pöschl-Teller 18 −10 3.675 · 10−11 3.676 · 10−11
Table 6.1: Reflection coefficients R calculated for an electron energy of 20 keV. For the numerical
procedure the range −1.5 A˚ < z < 1.5 A˚ was subdivided into 8000 intervals.
The one-dimensional Schrödinger equation (5.1) can be regarded as the equation of motion
for a parametric oscillator. Thus, the results of the numerical calculations as outlined above can
only be meaningful, if the potential changes adiabatically with z. Since the rectangular potential
is discontinuous, it does not fulfill this condition. A much better approximation for the atomic
potential is provided the Pöschl-Teller potential that is based on a hyperbolic secant
v(z) = v0 sech
z
a
=
2 v0
ez/a + e−z/a
. (6.13)
The resulting wave function can be expressed in terms of hypergeometric functions (§25 in [35]).
The reflection coefficient is given by
R = 1− sinh
2 pi k a
sinh2 pi k a+ cos2
(
pi
2
√
1− 4 v0 a2
) . (6.14)
The results of the different calculations are shown in table 6.1. The parameters a and v0 were
chosen to match the atomic potentials as well as possible. The analytical and numerical results
for the Pöschl-Teller potential agree reasonably well. Thus, the numerical procedure can indeed
be used for the determination of reflection coefficients. Even small changes in the shape of the
potentials affect the reflection coefficients greatly. The coefficient for a discontinuous potential is
several orders of magnitude larger, even though it covers roughly the same area.
An early attempt to estimate the magnitude of the backscattered signal was made by Lynch
and Moodie [21]. Yet, they used only a single rectangular potential well, and thus their result
should be regarded as unreliable.
6.1.2 Potential Barriers
In the previous section, we investigated the one-dimensional Schrödinger equation for a potential
well (v < 0). This situation is common inside the projection of the Ewald’s sphere (cf. section
4.3). Outside of the projection, potential barriers (v > k2) occur. Here, we will consider only the
simplest example of a rectangular barrier
v(z) =
{
v0 > k
2 if − a < z < a
0 else
. (6.15)
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The wave function for |z| > a is still given by (6.9). We can easily adapt the transfer matrix
(6.10) to the new situation
(
f3
b3
)
=
e2 i k a [cosh 2κ a− i η−2 sinh 2κ a] −e−2 i k a i η+2 sinh 2κ a
e2 i k a i η
+
2 sinh 2κ a e
−2 i k a
[
cosh 2κ a+ i η
−
2 sinh 2κ a
](f1
b1
)
(6.16)
with η± =
κ
k
± k
κ
and κ =
√
v0 − k2. (6.17)
As before, we suppress a left-moving wave in the region z > a by setting b3 = 0. Thus, the
coefficients f1 and b1 are related by
b1 = − e
4 i k a i η+ sinh 2κ a
2 cosh 2κ a+ i η− sinh 2κ a
f1. (6.18)
This equation corresponds to (4.19). For large barriers (a 1/κ), the approximation
b1 ≈ −e4 i k a i η
+
2 + i η−
f1 (6.19)
can be used. Thus, f1 and b1 are of the same order of magnitude.
This result has been derived by a simple analytical calculation. The entries of the matrix in
(6.16), however, become exponentially large, rendering a direct numerical treatment impossible.
This problem is, once again, caused by the violation of the inequality (4.23).
6.2 The Matrix Multislice Algorithm
With the results of the toy problems in mind, we can turn the algorithm of chapter 4 into a
practical simulation approach.
In section 3.4, we pointed out that discretized signals need to be low-pass filtered to eliminate
aliasing effects. As discussed in chapter 5, the low-pass filter must now fulfill a second purpose:
It is used to suppress the divergent solutions outside the projection of the Ewald’s sphere.
The matrix L shall represent the effect of the low-pass filter in real space
L = F† f F . (6.20)
Here, f is a diagonal matrix whose elements are given by the Fermi function (3.49). The vectors
fn and bn are defined with respect to the eigenbasis of the matrix An. Using the matrix Un, the
two vectors can be transformed to real space where the low-pass filter L can be applied. The
transfer equations (4.11) – (4.13) are modified accordingly(
fn
bn
)
=
(
Fn Un−1† LUn−1 exp(iDn−1∆z) Bn Un−1† LUn−1 exp(−iDn−1∆z)
Bn Un−1† LUn−1 exp(iDn−1∆z) Fn Un−1† LUn−1 exp(−iDn−1∆z)
)(
fn−1
bn−1
)
,
(6.21)
Fn =
1
2
[
Un† LUn−1 + Un† LUn (Dn)−1 Un† LUn−1Dn−1
]
, (6.22)
Bn = Un† LUn−1 − Fn. (6.23)
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This representation is apparently not the computationally most efficient form, but it allows
tracking the insertions that have been made. Note, that the diagonal elements of the matrix
exp
(
iDn−1∆z
)
must be low-pass filtered as well.
As a consequence of the filtering procedure, all entries of the block matrix in (6.21) are
singular matrices. Hence, the matrix T22 in (4.14) is singular as well, and b0 and fN cannot be
calculated using (4.19) and (4.20) directly.
The problem can be avoided by inverting (4.11) before the low-pass filter matrices are inserted.
This results in (
fn−1
bn−1
)
=
(
exp(−iDn−1 ∆z) F˜n exp(−iDn−1 ∆z) B˜n
exp(iDn−1 ∆z) B˜n exp(iDn−1 ∆z) F˜n
)(
fn
bn
)
, (6.24)
where we have introduced
F˜
n
=
1
2
[
Un−1† Un +
(
Dn−1
)−1
Un−1† UnDn
]
, (6.25)
B˜
n
= Un−1† Un − F˜n. (6.26)
By combining the matrices in (6.24), we obtain another description of the scattering problem(
f0
b0
)
=
(
S11 S12
S21 S22
)(
fN
bN
)
. (6.27)
If the filter matrices L are not included, the equations (4.14) and (6.27) are, of course, equivalent.
As before, the low-pass filter matrices must be inserted. This turns (6.24)–(6.26) into(
fn−1
bn−1
)
=
(
Un−1† LUn−1 exp(−iDn−1 ∆z) F˜n Un−1† LUn−1 exp(−iDn−1 ∆z) B˜n
Un−1† LUn−1 exp(iDn−1 ∆z) B˜n Un−1† LUn−1 exp(iDn−1 ∆z) F˜n
)(
fn
bn
)
,
(6.28)
F˜
n
=
1
2
[
Un−1† LUn + Un−1† LUn−1
(
Dn−1
)−1
Un−1† LUnDn
]
, (6.29)
B˜
n
= Un−1† LUn − F˜n. (6.30)
As in section 4.2, the boundary condition UN bN = 0 is imposed. Thus, (6.27) implies
b0 = S21 f
N . (6.31)
In combination with (4.20)
fN = T 11 f
0 + T 12 b
0, (6.32)
the two equations can be regarded as a single fixed-point equation for the vector (fN ,b0).
According to the fixed-point theorem of Banach, this equation can be solved iteratively if the
eigenvalues of T 12 and S21 are bounded by 1. Since the reflection probabilities described by
these two matrices are expected to be much smaller than the transmission probabilities, a rapid
convergence of this procedure can be expected. In other words, this approach should work, as
long as backscattering can be regarded as perturbation. Since the equations are not solved
directly, the singular nature of the matrices has no consequences.
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Sample T [keV] Lx [A˚] Ly [A˚] Mx My ∆z [pm]
Silicon [110] 15 5.43 3.84 160 112 0.48
Silicon [110] 12.5 5.43 3.84 148 102 0.48
Silicon [110] 10.0 5.43 3.84 132 92 0.48
Silicon [110] 7.5 5.43 3.84 112 80 0.48
Silicon [110] 5 5.43 3.84 92 64 0.48
Silicon [110] 5 10.86 7.86 184 132 0.48
Graphene 5 9.84 8.52 168 144 0.5
Table 6.2: Parameters for the simulations using the Matrix Multislice algorithm.
6.2.1 Implementation of the Algorithm
The algorithm described has been integrated in the software suite Aurora (cf. appendix B). The
matrices involved can become quite large, e.g. for the simulation of graphene (cf. table 6.2) the
matrix An has around 585 million entries and takes about 8.9 GB of memory. The scaling of the
memory requirements is quadratic in the number of pixels M . This has become a limiting factor,
since the current implementation requires the three matrices involved in a multiplication to be
kept in main memory.
The dependence of the computation times on the number of pixels is even worse: Typical
matrix operations like multiplications or the calculation of decompositions scale with M3.
Moreover, as shown in section 6.1.1, a fairly large number of these matrices is needed to obtain
reliable results. Therefore, it is advisable to exploit the parallelizability of the above algorithm.
First of all, the construction of the matrices An using (4.21) and the subsequent determination
of the eigenvalue decompositions according to (4.5) can be run in parallel. Next, the transfer
matrices (6.21) and (6.28) are calculated using the information from the decompositions. As the
transfer matrices do not depend on each other, these calculations can be executed in parallel as
well. To obtain the final transfer matrices ((4.14) and (6.27)), the previously calculated matrices
must be multiplied. By organizing these multiplications hierarchically in a divide and conquer
manner, the required wall time can be minimized.
The translational symmetry can be used to significantly speed up the calculations for crystals:
If the transfer matrix for a single primitive cell is known, the matrices for thicker crystals can be
obtained by calculating powers of that matrix.
It is, however, necessary to simulate the surface of the sample as well, since the potentials
need to be turned on and off adiabatically (cf. section 6.1.1). For this purpose, additional vacuum
slices have been included in the simulations.
This amounts to a large computational effort. For example, the simulation of silicon [110]
(Lx × Ly = 10.86 A˚× 7.86 A˚) at an acceleration voltage of 5 kV took about 150 000 CPU hours
on an Intel Xeon E5-2640 v3 processor.
6.3 Numerical Results
The backscattered signal was investigated for different samples at various acceleration voltages
(cf. table 6.2). All calculations were performed either on the bwUniClustera or the bwForCluster
aThe bwUniCluster is funded by the Ministry of Science, Research and the Arts Baden-Württemberg and the
Universities of the State of Baden-Württemberg, Germany, within the framework program bwHPC.
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Figure 6.3: Simulation results for 46.8 nm silicon [110] at an acceleration voltage of 5 kV including
backscattering effects. The images shown are calculated for an objective aperture of 100 mrad. a) Intensity
of the wave-function |ψ|2 in the detector plane. b) Corrections caused by the inclusion of backscattering.
Shown are the differences with respect to the Matrix Forward algorithm described in section 5.2.1. The
contrast of the difference image has been enhanced by a factor of 50. c) Intensity of the backscattered
wave. This is the signal that would be found by a hypothetical second optical system and detector on top
of the sample. The signal has been amplified by a factor of 2 · 1013.
(MLS & WISO)b.
The slice thicknesses were chosen considering the results of section 6.1.1. Using the full
simulations, we verified that the final results do not depend on the number of slices.
The numbers of pixels were determined with help of (5.34). To ensure that the simulated
images have the correct symmetries, the atoms must be positioned with subpixel precision (cf.
section 2.5). Hence, the distances inside the primitive cell were taken into account as well.
The atomic potentials were calculated using the form factor parametrization by Lobato and
Van Dyck (cf. appendix A.2).
6.3.1 Parallel Illumination
Figure 6.3 shows simulated wave functions for 46.8 nm silicon [110] and parallel illumination. The
simulation box encompasses 2.88 A˚ before the first and after the last atom. A very low acceleration
voltage of 5 kV was chosen since the results of section 6.1.1 indicated that the backscattered
signal would be tiny. As can be seen in figure 6.3.b, the inclusion of the backscattering effects
indeed influences the electron distribution in forward direction. In comparison to the large effects
caused by the paraxial approximation (cf. chapter 5), these corrections are, however, negligible.
Figure 6.3.c shows the backscattered wave which moves in the direction of the electron gun.
Clearly, this wave cannot be imaged in a real electron microscope. In the next section, the
backscattered wave will be used to calculate the SEM signal in a more realistic setup. As already
shown in figure 5.9.d, the spatial distribution of the intensity changes a lot while the wave is
propagating through the sample. Therefore, the two atoms are not always as clearly separated,
as shown in figure 6.3.
For 5 kV, only a small fraction of the electrons is scattered in backward direction. This
fraction can be quantified by calculating the probability currents associated with the incoming
wave Iin and the backscattered wave Iba. We obtain Iba/Iin ≈ 2 · 10−13. Unfortunately, it is not
possible to confirm this small value experimentally, since the elastically scattered electrons cannot
bThe bwHPC initiative and the bwHPC-C5 project provided the compute services of the bwForCluster MLS &
WISO (Production) at Heidelberg University and the University of Mannheim. They are funded by the Ministry
of Science, Research and Arts Baden-Württemberg and the German Research Foundation (DFG).
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Figure 6.4: Non-uniform sampling of the scattering angle ϑ caused by the uniform sampling in the
κxκy-plane. Shown is a cross section of the Ewald’s sphere. Pixels violating the inequality (4.24) are
excluded by means of a low-pass filter.
be separated from electrons that suffered a small energy loss.
A form factor parametrization and the first Born approximation can be used to calculate the
fraction of backscattered electrons. This results in a cross section of about 10−24 m2. On the other
hand, the fraction Iba/Iin can be turned into a cross section as well, by relating it to the size of the
simulation area of about 20 A˚2. The resulting cross section of 4 · 10−32 m2 is significantly smaller
than the estimated value based on the first Born approximation. The first Born approximation,
however, is not reliable at low energies, according to the discussion in section 2.3, whereas the
Matrix Multislice algorithm goes far beyond the first Born approximation.
Nevertheless, there is a problem associated with the treatment of high scattering angles:
For pixels in reciprocal space corresponding to large transversal momenta, the kinetic energy
available for a movement in z-direction is small so that the reflection coefficients become sizable.
Therefore, these pixels are crucial for a correct calculation of the backscattered signal. These are,
however, just the pixels that are damped by the Fermi filter function (3.49). Furthermore, the
sampling of the different scattering angles is non-uniform, as shown in figure 6.4. Because of this,
the aforementioned problem worsens. Thus, we can conclude that the calculated backscattering
signal is probably too small.
The sampling problem can be mitigated by enlarging the simulation area, since, by this
means, the pixel size in reciprocal space (∆κx and ∆κy) is reduced. A more ambitious solution
for this problem would employ a special coordinate system for the reciprocal plane so that the
sampling of the angles would become more uniform. This would, however, render the direct use
of a Fourier transform impossible.
According to the Rutherford cross section (cf. (2.50))
dσ
dΩ
=
(
Z e2
16pi ε0 T
)2
1
sin4 ϑ/2
, (6.33)
the fraction of backscattered electrons (ϑ > pi/2) should scale like the inverse square of the
the kinetic energy T . The Rutherford cross section is special, as it can be factored into an
angular-dependent and an energy-dependent term. The scaling with T−2 is a universal feature of
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Figure 6.5: Double-logarithmic plot showing the dependence of the backscattered current Iba on the
kinetic energy of the incoming electron T . The simulation box contains four silicon atoms.
1/r-interactions and, hence, of electrodynamics, but it is, in general, modified by an additional
angular dependence. Since the form factor parametrization by Lobato and Van Dyck incorporates
the correct asymptotic scaling for the atomic potentials, the corresponding cross section for
backward scattering calculated with the help of the first Born approximation shows the same
T−2 dependence.
The numerical results calculated with the Matrix Multislice algorithm for a simulation box
containing four silicon atoms are shown in figure 6.5. A logarithmic fit reveals that the data can
indeed be described by a power function, but with an exponent of about −6.2. Thus, we must
conclude that at least one of the two calculations, i.e. the first Born approximation or the Matrix
Multislice algorithm, does not treat the backscattering correctly.
6.3.2 Scanning Mode
Since it is not possible to image the backscattered wave, we will now use the information contained
in the transfer matrices to calculate SEM images. Due to the fact that STEM images can be
calculated using the same methods, we will discuss them here as well.
Also the conventional multislice algorithms, as described in chapters 3 and 5, can be used
for the simulation of STEM images. As for the simulation of CBED patterns, the parallel
illumination has to be replaced by a convergent beam. For every beam position, i.e. for every
pixel, the propagation step of the multislice algorithm must be repeated. Although the potential
calculations can be reused, the required computational effort increases many times over.
Using the Matrix Multislice approach, however, all probe positions can be calculated at the
same time with little additional effort: Once the transfer matrices are determined, the vectors
f0, fN and b0 in (6.31) and (6.32) are replaced by matrices. Each column of these matrices
represents a single position of the electron probe. The same iterative procedure as described in
section 6.2 is then used to solve these equations.
The idealized detector geometry shown in figure 6.6 was used for the simulations. The STEM
signal is registered by an ADF-detector that accepts all electrons with scattering angles between
δ and pi/2. Likewise, the detector for the SEM-signal registers all electrons scattered in backward
direction. Both detectors are integrating, this means all directional information is lost.
Large parts of the formalism introduced in section 2.6 for the description of the optical
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Figure 6.6: Geometry of the idealized detectors used to simulate scanning microscopes.
system can also be utilized to describe the formation of the STEM probe. Traditionally, the
achievable resolution was limited by the spherical aberration of the probe forming lens. In an
aberration-corrected microscope, however, the size of the probe is essentially determined by
diffraction effects. The illumination aperture controls the convergence angle β of the incoming
beam. If the aperture is illuminated by a parallel beam, the intensity of the electron probe will
resemble an Airy pattern and the maximum resolution rmax can be estimated with the help of
the Rayleigh criterion [1]
rmax ≈ 0.61 λ
β
. (6.34)
As already explained in section 5.3.2, a convergent probe is in conflict with the periodic
boundary conditions assumed. This problem can be solved by increasing Lx and Ly. Because of
the limited computational resources (main memory), the simulation area could only be quadrupled
to 10.86 A˚× 7.68 A˚. Thus, the thickness of the silicon sample had to be reduced to 3.84 nm. For
a convergence angle of 100 mrad, this thickness prevents interactions of the electron probe with
itself due to wrap-around effects. The acceptance angle of the ADF detector δ is identical to the
convergence angle. The simulation results are shown in figure 6.7.
By simulating the two-dimensional material graphene, the problems associated with the
thickness of the sample can be avoided. The carbon atoms are placed at z = 0 while the
simulation box extends from z = −2 A˚ to 2 A˚.
The graphene lattice has a three-fold rotational symmetry about every atom. For parallel
illumination, this symmetry is, as expected, present in the simulation results (cf. first row
of figure 6.8). A close inspection of the STEM and SEM images, however, reveals that the
symmetry is absent (cf. second row of figure 6.8). This is caused by the poor representation of
the circular aperture in reciprocal space, as illustrated in figure 6.9: Because of the large pixel
size in reciprocal space (corresponding to a small simulation area), the aperture appears distorted
and has ragged edges. As a consequence, the circular symmetry of the Airy pattern in real space
is lost. This explains the failure of the STEM and SEM images to completely reproduce the
three-fold rotational symmetry of the graphene crystal.
The simulation of the SEM images is of course far from complete, as two important contribu-
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Figure 6.7: STEM and SEM simulation results for 3.84 nm silicon [110] at an acceleration voltage of
5 kV. The convergence angle β and the STEM detector angle δ were set to 100 mrad. The intensity of the
SEM signal has been amplified by a factor of about 3.3 · 106.
tions are missing: No inelastic scattering processes have been considered, although it is known,
that a large fraction of the detected electrons has undergone multiple inelastic scattering events
[61]. Besides, the secondary electrons, generated as side products of inelastic scattering processes,
are not considered. Modern instruments, however, can distinguish secondary from backscattered
electrons. In the near future, it will become even possible to record SEM images using only the
elastically backscattered electrons. This will allow a direct experimental comparison with the
simulation results.
6.4 Discussion
The Matrix Multislice algorithm has been derived from the Schrödinger equation by using the
correct boundary conditions for the situation in an electron microscope. In contrast to the
other simulation algorithms discussed in this work, this approach uses only a minimal set of
approximations and, thus, requires a high computational effort. The algorithm is analytically
well defined. Nevertheless, an additional rule is needed for the numerical treatment of the
exponentially growing matrix elements. Here, we excluded the corresponding pixels by using a
low-pass filter.
The iterative approach used to solve the final equations works, as long as backscattering can
be treated as a perturbation.
Due to the low-pass filter, most matrix elements vanish. This fact can be exploited by
future implementations to decrease the amount of computational resources required by the
matrix algorithm: Roughly pi/9 of the pixels contain meaningful information. Thus, the storage
requirements for the matrices can be reduced to pi2/81 ≈ 12 %, and the number of operations to
pi3/729 ≈ 4 %.
Since the Matrix Multislice algorithm involves only linear algebra operations, it stands to
reason that the simulation can be considerably accelerated by oﬄoading the computations to a
GPU.
The derivation in chapter 4 implicitly assumed that the electron wave has perfect temporal
coherence. Because of this, the electron wave scattered at the bottom of the sample can interfere
with the electron wave at the top. This may not be correct for large sample thicknesses. A
typical field emission gun (FEG) has an energy width of ∆E = 0.4 eV. Hence, the coherence
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Exit-Wave Backscattered Wave
STEM SEM
Figure 6.8: Simulation results for graphene at an acceleration voltage of 5 kV. The top row shows the
absolute square of the exit-wave and the backscattered wave for parallel illumination. The wave functions
have been filtered to simulate an aperture of 150 mrad. The contrast of the backscattered signal has been
enhanced by a factor of about 3.7 · 1012. The STEM image shows the signal of an ADF detector whose
acceptance angle matches the convergence angle of the probe (δ = β = 120 mrad). The contrast of the
SEM image was increased by a factor of about 107.
78 6 Backscattering
Reciprocal Space Real Space
Figure 6.9: Electron probe for the graphene simulation in reciprocal and real space. The convergence
angle is 120 mrad. The reciprocal space image shows only the innermost 25× 21 pixels. The contrast of
the real space image has been adjusted to enhance the visibility of the first “ring” of the Airy pattern.
time is in the order of femtoseconds. An electron accelerated by 10 kV moves at approximately
20 % of the speed of light. Therefore, its coherence length is
` =
0.2 c ~
∆E
≈ 100 nm. (6.35)
As the electron moves forward and backward through the sample, this limits the maximum
sample thickness that can be simulated with this method to about 50 nm.
The Matrix Multislice algorithm allows the inclusion of backscattering effects in TEM image
simulations. Even for unrealistically low electron energies, we found that the resulting corrections
are negligible, so that the tremendous computational effort cannot be justified. This insight
suggests, that future research should concentrate on improving the description of inelastic
scattering processes.
On the other hand, the presented Matrix Multislice approach is the first description of the
image formation process in an SEM which is not based on a semiclassical model. By this means,
interference and resonance effects can be considered.
Chapter 7
Conclusions and Outlook
In this work, a unified description for different elastic imaging modalities in electron microscopes
was developed (cf. chapter 4). The same formalism can be applied to the image formation in
a TEM, a STEM or an SEM. In a certain sense, this new description can be regarded as a
generalization of the classical multislice approach since it allows us to keep track of the electron
scattered in backward direction as well.
Large Scattering Angles
Traditionally, most image simulations are based on the paraxial approximation (cf. section 3.1.1).
Here, we could show, that a direct quadrature of the non-approximated Schrödinger equation is
also possible (RK2 algorithm, cf. section 5.1.2). Using the matrix formalism of chapter 4, we
gave a new, rigorous derivation of the improved multislice algorithm, first suggested by Chen
and Van Dyck (Full algorithm, cf. section 5.2.2).
The availability of improved solutions for the Schrödinger equation allowed us to study
the effects of the paraxial approximation systematically (cf. chapter 5.3). We found that this
approximation is only valid for thin samples and high energies (& 80 keV). State-of-the-art
TEMs, like the high-resolution low-voltage SALVE microscope, should be able to confirm these
findings in the near future. Consequently, the simulation software currently in use must be
adapted for low energies. The simulated CBED patterns revealed minor differences between the
two approaches investigated, i.e. the RK2 and the Full algorithm (cf. section 5.3.2). As both
are based on sound approximations, it is not possible to predict for which approach the results
will be in better agreement with the experimental findings.
The approximation used for the discretized Laplace operator is essential for a correct treatment
of the large scattering angles (cf. section 3.3). The comparison of the different approximations
showed that the reciprocal-space method is, in terms of quality, superior to real-space methods
(cf. section 3.5.1). In view of the available computing power, the use of the real-space method
should therefore be discouraged.
Backscattering and Transmission Electron Microscopy
The large impact of the paraxial approximation on the simulated TEM images for electron
energies below 80 keV, triggered the investigation of backscattering effects. Since the description
of the scattering process derived in chapter 4 is based on matrices, it can be used for numerical
calculations as well (cf. section 6.2). This is facilitated by the availability of efficient libraries for
linear algebra operations.
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Algorithm Analytical Numerical Section
forward only
RK2 divergent divergent 5.1
Matrix Forward stable stable 5.2.1
Full divergent divergent 5.2.2
forward & backward Matrix Multislice stable divergent 6.1.2
Table 7.1: Stability of the different simulation algorithms if the inequality (4.24) is violated. Listed are
only algorithms that are not based on the paraxial approximation. The effect of the low-pass filter has
not been considered.
We demonstrated that it is feasible to include backscattering effects in TEM simulations
(Matrix Multislice algorithm, cf. section 6.3.1). The backscattered current, however, is significantly
smaller than expected. Moreover, it does not exhibit the T−2 scaling behavior as implied by the
Rutherford formula. These discrepancies are most probably a consequence of the insufficient
representation of the scattering angles near 90 °, which is due to the small size of the simulated
area.
The calculated corrections for the exit-wave caused by backscattering effects are found to be
negligible, especially in comparison to the adverse effects caused by the paraxial approximation.
In retrospect, this was already indicated by the similarity of the Full and RK2 results: Although
both algorithms exclude backscattering effects by different means, the calculated exit-waves
mostly agree.
Scanning Electron Microscopy
We have shown that the Matrix Multislice approach can be used for the simulation of SEM
images (cf. section 6.3.2). All previous simulations for the SEM were based on semiclassical
models and Monte-Carlo methods. The algorithm introduced here is the first treatment of the
image formation process in an SEM that considers the wave nature of the electron. Thereby,
interference and resonance effects are included.
To be competitive with the commonly used Monte-Carlo simulations, the Matrix Multislice
algorithm must, however, be extended by a model for inelastically scattered and secondary
electrons.
Quite recently, it was demonstrated that the energy resolution of backscattered electron
detectors in SEMs can be significantly improved by means of aberration-correction [62]. Using
these new microscopes, it will become possible to analyze only elastically scattered electrons.
This will be an appealing opportunity to validate the image simulation algorithm. Furthermore,
these experiments might indicate how inelastic scattering events need to be treated.
The Eigenvalue Spectrum
The spectrum of the matrix A2,n (cf. section 4.3) has consequences for all simulation algorithms
that go beyond the paraxial approximation. The effects are summarized in table 7.1. Only the
Matrix Multislice algorithm, which includes backscattering effects, gives a consistent description,
free of divergences. Nevertheless, without a rule on how to treat the exponentially large matrix
elements, the numerical implementation fails as soon as a negative eigenvalue appears (violation
of the inequality (4.24)). In this work, we employed a low-pass filter to suppress the corresponding
matrix elements (cf. sections 5.3 and 6.2).
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The backscattered signal can be excluded by choosing appropriate initial conditions. This
has been used for the direct quadrature of the Schrödinger equation (RK2 algorithm). In this
case, however, even the analytical solution of the Schrödinger equation becomes divergent if the
spectrum comprises negative eigenvalues (cf. section 5.1.1).
A modification of the scattering equations can remove the divergences (Matrix Forward
algorithm, cf. section 5.2.1). Even then, great care must be taken not to reintroduce them (Full
algorithm, cf. section 5.2.2).
Time-Dependent Simulations on a Three-Dimensional Grid
Most problems of the Matrix Multislice algorithm and particularly the sampling problem are
caused by the unequal treatment of the three coordinate axes, since right from the beginning
the z-coordinate is separated. A numerical solution of the Schrödinger equation on a three-
dimensional grid could solve these problems altogether. In this case, the electron would be
modeled as a wave packet, whose time evolution would need to be tracked for a finite number
of steps. A simple estimate shows that the available computing power is insufficient for the
simulation of a bulk specimen, but the simulation of a single sheet of graphene for very low
energies (≤ 3 keV) might be possible even nowadays.
Next Steps for the Inclusion of Inelastic Scattering
Considering the small effect of the backscattered electrons and the tremendous computational
effort that is necessary to include them in TEM simulations, it seems to be more worthwhile for
future work to include inelastic scattering effects. At an acceleration voltage of 80 kV, the ratio
of the total inelastic and the total elastic cross section is given by [63, 64]
σinel
σel
=
20
Z
. (7.1)
For low-Z materials inelastic scattering is hence at least as important as elastic scattering.
For a realistic description of inelastic scattering, however, not only the wave function, but also
its coherence properties must be included in the simulation approach. A method to accomplish
this for the TEM was proposed by Dinges et al. [65]. It is based on the mutual coherence function,
known from optics [1]. The implementation of the Matrix Multislice algorithm presented here
proves that available computing resources are sufficient for a direct realization of the mutual
coherence function approach, which shall be analyzed in the near future.
An Experimental Verification of the New Simulation Approach
An interesting experimental setup to check the validity of our numerical backscattering algorithm
and, especially, the treatment of the large scattering angles is reflection high-energy electron
diffraction (RHEED): An electron beam strikes the surface of the sample at a very small angle.
Afterward, the reflected electron wave creates an interference pattern that can be detected by a
camera. This method can be used for detailed surface studies of a sample. The experimental
situation can be reproduced in a simulation by choosing a z-axis perpendicular to the surface. In
this case, the incoming as well as the reflected beams correspond to very large scattering angles.
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Appendix A
Form Factor Parametrizations
A.1 Gaussian Functions
The form factor parametrization by Doyle and Turner [66], as well as the parametrization by
Peng et al. [39] are based on a sum of Gaussian functions. Hence, the electronic form factor
(2.53) is given by
feα(K) =
n∑
i=1
ai exp
(
− bi
16pi2
K2
)
, (A.1)
where ai and bi are parameters that must be determined by the fit procedure. The number
of Gaussian functions n is four for Doyle and Turner and five for Peng et al. Although these
functions do not provide the correct physical behavior for very small and very large K, they
have advantageous analytical properties and can be evaluated quite quickly. The effect of the
Debye-Waller factor (2.88) can be incorporated easily by substituting bi → bi + 16pi2Bα.
According to (2.70), the mean square radius of the electron charge distribution is essentially
the sum of the coefficients ai 〈
r2
〉
=
3 aB
Z
n∑
i=1
ai. (A.2)
The atomic potential (2.54) is given by a sum of Gaussian functions as well
Vα(r) = −16pi
5/2 ~2
m
n∑
i=1
ai
b
3/2
i
exp
(
−4pi
2
bi
r2
)
. (A.3)
The antiderivative (3.26) can be written as
Φα(ρ, z) =
4pi2 ~2
m
n∑
i=1
ai
bi
exp
(
−4pi
2
bi
ρ2
)
erf
(
2pi√
bi
z
)
, (A.4)
where erf(x) denotes the error function
erf(x) =
2√
pi
xˆ
0
e−t
2
dt. (A.5)
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The hybrid potential (3.33) is given by
V α(κ, z) = 4
√
pi3
n∑
i=1
ai√
bi
exp
(
−bi κ
2
16pi2
)
exp
(
−4pi
2 z2
bi
)
. (A.6)
By integrating the last line, we obtain the hybrid antiderivative (3.36)
Φα(κ, z) =
n∑
i=1
ai
4pi
exp
(
−bi κ
2
16pi2
)
erf
(
2pi z√
bi
)
. (A.7)
A.2 Parametrization Based on Physical Constraints
The form factor parametrization by Lobato and Van Dyck [38] is based on physical constraints.
For the electronic form factor (2.53) they propose the following expression
feα(K) =
5∑
i=1
ai
2 + bi
K2
4pi2(
1 + bi
K2
4pi2
)2 . (A.8)
As above, ai and bi are the form factor parameters.
The corresponding potential (2.54) provides the 1/r-singularity
Vα(r) = −2pi
2 ~2
m
5∑
i=1
ai
b
3/2
i
(
pi +
√
bi
r
)
exp
(
−2pi r√
bi
)
. (A.9)
While an analytical expression for the antiderivative Φα(ρ, z) is unknown, the projected potential
(3.27) can be written as
∞ˆ
−∞
Vα(ρ, z) dz = −4pi
2 ~2
m
5∑
i=1
ai
bi
[
K0
(
2pi ρ√
bi
)
+
pi ρ√
bi
K1
(
2pi ρ√
bi
)]
, (A.10)
where K0 and K1 denote the modified Bessel functions of the second kind with order zero and
one, respectively.
The mean square radius of the charge distribution is given by〈
r2
〉
=
6 aB
Z
n∑
i=1
ai. (A.11)
The electronic form factor (A.8) can be supplemented with a Debye-Waller factor (2.88). In
this case, we obtain for the corresponding hybrid potential (3.33)
V α(κ, z) = 4pi
3 e−Bα κ
2
n∑
i=1
ai
b2i A
2
i
{
4
√
Bα pi3 e
− z2
4Bα +
eA2i Bα
2Ai
×
×
[
eAi z
(
bi κ
2 + 6pi2 − 4pi2A2i Bα − 2pi2Ai z
)
erfc
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Ai
√
Bα +
z
2
√
Bα
)
+ e−Ai z
(
bi κ
2 + 6pi2 − 4pi2A2i Bα + 2pi2Ai z
)
erfc
(
Ai
√
Bα − z
2
√
Bα
)]}
(A.12)
with A2i = κ
2 +
4pi2
bi
. (A.13)
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Here, erfc(x) is the complementary error function
erfc(x) = 1− erf(x) = 2√
pi
∞ˆ
x
e−t
2
dt. (A.14)
The formula (A.12) simplifies considerably for the limiting case Bα → 0
V α(κ, z) = 4pi
3
n∑
i=1
ai e−Ai|z|
b2i A
3
i
[
bi κ
2 + 6pi2 + 2pi2Ai |z|
]
. (A.15)
By integrating the hybrid potential (A.12), we find the hybrid antiderivative (3.36)
Φα(κ, z) = pi e−Bα κ
2
n∑
i=1
ai
b2i A
4
i
{(
bi κ
2 + 8pi2
)
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− e−Ai z (bi κ2 + 8pi2 − 4pi2A2i Bα + 2pi2Ai z) erfc(Ai√Bα − z2√Bα
)]}
. (A.16)
Once again, the expression becomes much simpler for the limiting case Bα → 0
Φα(κ, z) =
n∑
i=1
pi ai
b2i A
4
i
z
|z|
{
bi κ
2 + 8pi2 − e−Ai |z| (bi κ2 + 8pi2 + 2pi2Ai |z|)} . (A.17)
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Appendix B
Implementation Details
A software suite, named Aurora (the Roman goddess of dawn, cf. Eosa), was developed to assess
and compare the different image simulation algorithms presented in this work. All numerical
results shown were calculated with the help of this software. Some aspects of Aurora’s design
and structure are discussed in this appendix.
Aurora is written in C++14 and can be compiled for Microsoft Windows and GNU/Linux.
To avoid code duplication, most of the algorithms reside inside a shared library. Unit tests using
Google Testb ensure the correctness of the basic building blocks. The algorithms are accessible
from a command line interface and partially from a graphical user interface (GUI) based on QTc.
Internally, the calculations can be performed either with 32-bit (single precision) or 64-bit
(double precision) floating-point numbers. While for the forward-scattering algorithms single
precision is mostly sufficient, for backscattering additional precision is required.
The complex-valued wave functions are represented as two-dimensional arrays of complex
numbers. To facilitate the evaluation of the two-dimensional Laplace operator in real space, the
corresponding buffers can be padded with pixels that replicate the values from the opposite side
of the buffer. To increase the speed and the readability of the algorithms, expression templates
are used. As most algebraic operations act on every pixel independently, these operations can
be executed in parallel. The wave buffers can be serialized for data exchange. To maximize
the compatibility, they can be written into a TIFF filed with two layers (32-bit floating-point
numbers). One layer is used for the real, the other layer for the imaginary part of the wave
function. Three custom tags are used to save the physical dimensions of the buffer (65 000 and
65 001) and the acceleration voltage (65 002). The command-line arguments are stored in the
description tag.
For the calculation of the FFTs, two different backends can be used: FFTWe [67] is one of
the fastest implementations of the FFT algorithm, but it is a large library that is not available
on every system. KissFFTf is a much smaller library that could be directly integrated into the
source code.
Besides the simple Wentzel model, five different form factor parametrizations have been
implemented:
ahttp://project.het.physik.tu-dortmund.de/eos/
bhttps://github.com/google/googletest/
chttp://www.qt.io/
dTIFF specification: https://partners.adobe.com/public/developer/en/tiff/TIFF6.pdf
ehttp://www.fftw.org/
fhttp://kissfft.sourceforge.net/
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• Doyle and Turner [66],
• Peng et al. [39],
• Weickenmeier and Kohl [68],
• Kirkland [29],
• Lobato and Van Dyck [38].
Phase shifts and potentials can be calculated as needed (modes named Jit) or beforehand. While
the former method requires much less memory, the latter is faster for periodic potentials (crystals).
If the phase shifts and potentials are calculated in real space (cf. section 3.2), the calculations
can be accelerated by evaluating them on a supersampled two-dimensional grid and using bilinear
interpolation to obtain the final results (modes named Opt).
The calculation of the potentials and phase shifts is embarrassingly parallel. Hence, OpenMP
is used to exploit this fact.
Crystal structures can be algorithmically generated. Additionally, sample descriptions in the
pdb (protein database) formatg and a custom format can be processed. The latter circumvents
the many limitations of the pdb format.
Forward Scattering The forward scattering algorithms described in this work are accessible
from the emule (elastic multislice) client. It drives the conventional TEM / CBED and STEM
simulations.
All possible combinations of the Laplace operators, propagation methods and form factors are
available. The thermal movements of the atoms can be considered by using either a Debye-Waller
factor or the frozen-phonon approximation.
The implicit methods presented in section 5.1 are implemented using the sparse linear algebra
module of the Eigen libraryh [69]. The equations are solved with the biconjugate gradient
stabilized solver.
Backward Scattering The algorithm for backward scattering is implemented in the matrix
client. In general, the Eigen library is used for the dense linear algebra operations. Matrix
multiplications and the eigenvalue decompositions are, however, delegated to the Intel Math
Kernel Library (MKL)i that provides BLASj and LAPACKk functionality. As the matrices
are quite large, only a minimal working set is kept in memory. All data, that is not required
immediately, is transferred to disk storage. Although disk accesses are quite slow, this procedure
does not affect the computation times very much, since the algorithms execute O(M3) operations
while the memory bandwidth requirements scale only as O(M2).
ghttp://www.wwpdb.org/documentation/file-format
hhttp://eigen.tuxfamily.org/
ihttps://software.intel.com/en-us/intel-mkl/
jhttp://www.netlib.org/blas/
khttp://www.netlib.org/lapack/
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