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Abstract— In this paper, a new technique is proposed for conserving power in mobile ad hoc
wireless network. The technique is based on the existing on-demand ad hoc routing protocols
with the addition of power model. The unique feature of the technique is that mobile nodes will
be able to evaluate their power status to decide if they are ﬁt for packet forwarding and reception.
This is illustrated using computational approach supported by computer simulations over mobile
ad hoc wireless network containing 18 mobile nodes. The proposed technique is incorporated into
the Ad Hoc On demand Distance Vector (AODV) and Dynamic Source Routing (DSR) protocols.
The results showed that using power saving technique reduces power consumption to more than
15% rate at which mobile nodes achieved with no much delay in the network as compared to the
conventional network conﬁgured with AODV and DSR routing protocols.
1. INTRODUCTION
The spread of mobile computing and communication devices such as mobile phones, laptops, tablets
is motivating a radical transformation in our information world. People are now migrating from
the state of a personal computer age to a state where people can use their personal computer and
at the same time connect with several other devices through which they can access all required
information whenever the need arises. The nature of this interconnection between these devices
makes wireless networks one of the suitable solutions for communication. As a result of this,
the wireless network has been enormously supported in the past decade. Wireless networks can be
categorized into diﬀerent types, mobile ad hoc wireless network (MANET) is one of them. A mobile
Ad hoc Wireless network is a group of mobile devices randomly connected together to communicate
wirelessly without having any cabling network infrastructure, base stations or routers.
However, MANET is particularly vulnerable due to its fundamental characteristics such as open
medium, constantly changing network topology, distributed and co-operative communication and
inherently power constrained capabilities, which manifest in the exhaustible sources of power as
reported in [1–3] which hold it from delivering the best desired performance. One of these challenges
is the area of limited power. This issue is as a result of the fact that, the devices used in MANET
are powered by batteries which are subjected to maximum life span before it drains out. The rate
at which the power is used on the network is determined by the type of operations the network
carries out. More so, the power consumption in MANET is directly proportional to the route
length; this implies that if route length is increased, power consumption also increases. The major
function each mobile node in MANET carries out involves transmission, reception, retransmission
and beaconing; all these operations also determines how power is consumed. Power consumed
by mobile nodes needs to be reduced in order to maintain network connectivity, avoid network
portioning and also to provide power eﬃcient operation. The applications these networks are used
in areas where deployment of network cabling infrastructures are very diﬃcult, owing to not having
any centralized administration; such as disaster areas, battleﬁeld, emergency and rescue places.
This unique nature of MANET presents substantial challenges in developing optimum routing
protocols [4, 5].
2. MOTIVATION OF THE RESEARCH AS WELL AS TECHNICAL ISSUES
The growth of wireless communication technologies has been exceptionally large in the last decade
and it is predicted that the demand for these technologies will increase dramatically in the coming
years.
Therefore, it is required to broaden the vision of wireless technologies by developing advance
techniques at an appropriate layer of the wireless networking, particularly at the network layer
of mobile ad hoc networks, where accurate and correct routing algorithm must be used. A little
improvement in performance at the network layer has dramatically improved overall output of the
wireless networks. To meet increasing demand, many eﬀorts have been made in past research litera-
ture by using various power techniques to reduce the power consumption in MANET. The aim of the
scheme is to reduce the routing power consumption rate, so that quality of service and performance
throughput can be fully achieved during the communication. The computational complexity is also
very important factor in designing algorithms for routing processing. complexity further increases
in MANETs, particularly when network size grows and feasibility of implementation becomes very
diﬃcult. Most of the proposed power reduction schemes presented in the literature are too com-
plex to implement in MANETs. Therefore, it it required to present a new scheme that is not only
eﬀective in all conditions of a communication channel but also computationally simple.
3. RELATED WORK
Mobile devices depend on batteries for power supply and since battery power is limited, power
conservation depicts one of the utmost issues in designing algorithms for mobile devices [6]. Several
works done in battery technology show that only slight improvement in the battery life are expected
in the near future [7]. So, it is essential that power conservation should be optimized eﬃciently by
identifying diﬀerent mediums to reduce the usage of power without aﬀecting the eﬃciency of the
network.
Limitations on battery life and the extra power requirements for assisting network operations
such as transmission or reception in each mobile node in MANET makes the issue of power con-
servation one of the main concerns in ad hoc networking. Power conservation techniques have
been proposed at several levels of a mobile device including the physical layer transmissions, as
well as operating system [8]. Takeuchi et al., in [9] observed from their work that power is wasted
when wireless ad hoc interfaces are in idle state, and hence concluded that due to the fact that
the interfaces remain in the ideal state for a long period of time, turning oﬀ the interfaces radio
would reduce power consumption in the network. Experiment carried out by Zheng and Kravets
in [10] has shown that the consumption of power in wireless ad hoc is marginally lower than that
consumed in transmitting and receiving state. They also proposed an extensible on demand power
management framework for ad hoc networks that adapts to traﬃc load. Each mobile node keeps
soft state timers that observe routing control and data transmission to decide power management
transitions. This process enables nodes to go oﬀ temporarily as supported by the MAC protocol.
A prototype of the speciﬁed framework is then incorporated into the conventional IEEE 802.11
MAC protocol. Arulanandam and Parthasarathy in [11] proposed a power conservation scheme to
reduce idle power consumption. The functionality of this scheme is not dependent on the design
and operation of routing protocol. They compared power conservation patterns of both DSR and
AODV under diﬀerent condition. In order to derive the utilization of mobile nodes between the
algorithms, the standard deviation of remaining power on the nodes after utilization was measured.
A lower standard deviation leads to a more balanced node utilization. From the comparisons
made on the two algorithm based on their node utilization, AODV show slightly a more balanced
utilization than the DSR. Arulanandam and Parthasarathy [11] concluded that DSR algorithm
provides the most reliable combination of power conservation performance and data delivery per-
formance. However, power conservation and control have become paramount issues that receive
greater attentions in recent time [12].
The IEEE 802.11 power control mechanism is the basic platform most widely deployed when it
comes to wireless networks power conservation protocols development [4, 5, 12, 13]. But empirical
information concerning the power consumption behaviour of well-known wireless network interfaces
is not available [5, 13] and vendor device speciﬁcations do not provide enough information in a form
that may be helpful to protocol developers. Therefore, power control design and evaluation of
network protocols demand the knowledge of power consumption characteristics of actual wireless
interfaces [5, 12]. Most researches in power conservation schemes has targeted wireless networks that
are structured around base stations and centralized servers [13] which do not have the limitations
associated with small, portable devices. By contrast, MANETs, as explained earlier do not operate
with the services of such ﬁxed network cabling infrastructure [13]. Therefore, it is cumbersome as
well as challenging to design and develop power control strategies in an ad hoc fashion [14]. Some
researchers have conducted practical experiments on the actual wireless devices such as Alsalih
in [15], for instance, Laptop, PDA, etc. measuring the consumed power in a real time environment,
which serves as experimental references for this design. Literatures [5, 12] and [13] are some of
those works. Power conservation in MANET, as a challenge is receiving the ﬁrst and foremost
responses because every other activity of the network depends on the ability of the network to
maintain live connectivity, which is an exclusive role of the power source.
Therefore, the main contribution of this paper is to proposed a novel technique for MANETs
that computes power less costly in terms of computation and conserves adaptively for proper
transmission and reception of data packet.
4. OVERVIEW OF ON DEMAND ROUTING PROTOCOLS
4.1. Dynamic Source Routing Protocol (DSR)
Dynamic Source Routing is a simple, eﬃcient and an On-demand routing protocol designed specif-
ically for use in multi-hop wireless ad hoc networks that use source routing rather than the hop-by-
hop routing approach [16]. Each packet to be routed carries in its header a complete ordered list of
nodes through which the packet passes. The advantage of this protocol is that intermediate nodes
do not need to maintain up-to-date routing information in order to route the packets. Due to the
on-demand characteristics of DSR, periodic route updates and neighbor detection are eliminated to
minimize bandwidth consumption [17, 18]. DSR has two basic mechanisms of operations, a Route
Discovery process by ﬂooding the network with route request (RREQ) packets to all its neighboring
nodes containing the IP address of both sender and receiver in the packet header, whilst Route
reply returns the route reply messages (RREP). The route reply contains the list of the best routes
from the source initiator to the target destination.
4.2. Ad Hoc on Demand Distance Vector Protocol (AODV)
Ad Hoc On-Demand Distance Vector (AODV) is an on-demand routing protocol that combines the
capabilities of both Dynamic Source Routing (DSR) and Destination-Sequenced Distance-Vector
(DSDV). It uses the on-demand mechanisms of Route Discovery and Route Maintenance from
DSR, in addition to the hop-by-hop routing sequence numbers and periodic beacons from DSDV as
described by [19]. Mobile nodes requesting to forward packets to other mobile nodes will broadcast
the route request (RREQ) packet to its neighbours which then forward the request to their neigh-
bours until either the destination or an intermediate mobile node(s) with route(s) to the destination
is located. AODV uses destination sequence numbers and broadcast IDs on each node to ensure
all routes are loop-free and contain the most recent route information.
However, performance evaluation conducted on both AODV and DSR protocols in [16, 20–23],
showed that AODV performs better than DSR and other proactive protocols in terms of throughput,
end-to-end delay, and packets drop. The DSR performance is attributed to its characteristics of
having multiple routes to other destinations. References [19, 24–26] showed that, in a high complex
network where mobility is very high, the DSR has high energy consumption in the entire network
compared to its counterpart AODV, which losses energy due to broadcasting hello messages to
update its routes. The proactive routing protocols use routing tables which are maintained via
periodic updates from all other mobile nodes in the network, irrespective of the fact that, the
network may not be active in terms of data traﬃc. Hence, AODV and DSR protocols were chosen
as a genial candidate for carrying out this research.
5. DESCRIPTION OF THE PROPOSED POWER CONSERVATION TECHNIQUES
While considering the MANET’s applications, it is important to modify the existing routing algo-
rithm to speciﬁcally conserve power adaptively. The proposed model can be used on any of the
on-demand routing algorithms. The setback to power management in ad hoc mobile communica-
tions is the choice of transmit power. Most of the research work was done in trying to establish
the transmitted power of the mobile devices. For instance, the actual amount of power allotted
to the transceiver of the mobile device is not actually included in vendor speciﬁcation, and such a
parameter is very important when it comes to protocol development and enhancement.
The typical transmission power of the CISCO Aironet 340 Access Point that utilizes power gen-
erating meter is in the range of −10 dBm (0.1mW) to +30 dBm (1W) is 32mW (15 dBm) [27, 28].
This is the wireless LAN transmission power in laptops. However, that for typical cellular phone
transmission power (Power Class 2 Mobiles) is 500mW (27 dBm). Therefore, in this research work,
the simulation set up is modelled with laptops as the mobile nodes, and the transmit power is
implemented accordingly using the value of 32mW. The IEEE802.11 standard’s power control
management support power utilization in two modes:
1) Continuous Aware Mode and
2) Power Save Polling Mode.
It is shown that IEEE 802.1b in an idle network interface has a power consumption of 800mW.
This is comparable to the power consumed while transmitting or receiving (l000mW–1300mW
respectively). However, in the sleeping mode case, the power consumption is (66mW–30mW).
These values can vary depending on manufacturer and model. Researchers have explored this doze
mode in order to extend the lifetime of networks in MANET. Among the literatures that used this
mechanism as a basis for their researches are [4, 5] and [14].
Therefore, the scheme designed is to enable the mobile nodes to avoid power drainage by main-
taining a certain level of power in all possible routes. While no single mobile node is overused, the
relationship among these metrics as a function is structured around how much power is incurred by
any mobile node at a given time. Hence, the power consumed Pc [W], as a function of idle power
consumption, number of packets received and receive power is designed to give account of extent
of usage of power at a given time in a network as shown in Eq. (1)
Powerconsumed = dPtx/dtTi + n× Prx (1)
where dP tx [W] is power consumption at idle mode, n is the total number of packets a node received
at a given time. From [36], the received signal power Prx [W] can be written as
Prx = Ptx ×Gtx ×Grx × Pd (2)
where Gtx, Grx are the transmitter and receiver antenna gains and Pd [m] is the propagation
distance between mobile devices.
The proposed power model is designed in such a way that mobile nodes are able to evaluate
their power status to decide if they are ﬁt for packet forwarding and reception. These values are to
be shared between the physical layer, Mac layer and Network layer (Cross layer interaction). The
physical layer, Mac layer, sends the computed power values to the network routing layer, where it is
stored and used for routing decision making process. The ability of a mobile node to be sustained,
supported, upheld without being completely used up or destroyed; the sustainable power Splevel [w]
is computed as shown in Eq. (3).
SPlevel = Ptx − Tp (3)
where Tp [w] is the threshold power, given as 20% of Ptx.
Therefore, for successful transmission and reception of data packets the transmitting power in
the mobile nodes must be greater than or equal to the sustainable power as shown in Eq. (4).
Ptx >= Splevel (4)
The procedure depicts the steps involved in the algorithm pseudo code representation, and
gives a pictorial under-standing of the algorithm. At the beginning of the network operation, the
communicating mobile node initiate and compute the power quantities needed to participate in
the routing operations. The mobile node evaluates control statement. If the statement is true
then, the mobile node will participate in the routing operation and send the packets to the desired
destination else the mobile node re-compute the power values again. The process continues till end
of simulation time. This is very important because the nodes will make their decisions concerning
their participation in transmission at this stage and help to avoid power drainage by maintaining
a certain level of power in all possible routes in the network.
1: procedure ALGORITHM( )Pconser Algorithm
2: Time = Simulation time
3: while T ime <= Simulationtime do
4: Idle mode
5: Compute power
6: Mobile node has packet to be routed
7: Initiate Routing processes
8: if (Ptx >= S plevel ) then
9: Send Packets
10: else
11: Go to line 4
12: Perform line 5
Figure 1: Power conservation algorithm.
The C++ code of the proposed power model was generated from the scheme which comprises of
power metrics with their associated relationships, and the implementation was done in a cross-layer
interaction between the MAC and the network layers. However, the power quantities needed by
the mobile nodes for routing decisions were updated in the AODV and DSR packet header and
the routing protocol will recognize the packets and evaluate the control statements of the inherent
algorithms. The function block in the AODV and DSR route(s) will get the power values during
the routing processes in the MANET transactions in order to evaluate the codes of the scheme
designed.
5.1. System and Propagation Model
This section describes the system model and outlines basic assumptions used for the analysis. The




In this work, only path loss is considered as we assume a scenario in which an eﬃcient antenna
diversity-combining system is employed at the transmitting mobile nodes to eliminate the eﬀects
of multipath fading. Path loss occurs due to the decay of the intensity of a propagating radio-
wave and it requires an accurate estimation for proper determination of the electric ﬁeld strength,
signal-to-noise ratio, carrier-to-interference ratio, etc. [29]. This work considers only the free space
path loss model, because other models, such as Okumura-Hata, COST 231-Hata, Walﬁsh-Ikegami,
COST 231-Walﬁsh-Ikegami and Erceg are used for predicting path loss in mobile wireless systems
designed to operate in the frequency band from 100MHz to 2000MHz [30–34]. Also assumed that
no obstruction exists between a transmitter and a receiver, signals is transmitted through free space
to the receiver located at a propagation distance d [m]. The free space path loss model used in this







where Pd [W] is the path loss in a free space, Pt [W] is the transmitted signal power, Gtx and Grx
are the transmitter and receiver antenna gains and λ is the carrier wavelength.
Since this scheme tries to enable the nodes to avoid power drainage by maintaining a certain
level of power in all possible routes, the values which will be assigned to these quantities will reﬂect
the objective of fair and controlled usage of power in order that nodes will continue to maintain
the network for a longer period of time.
1) Transmit Power: The quantity of this metric has been established by research made in Sec-
tion 5 which is 0.032W.
2) Idle Power Consumption: This quantity was assigned as a percentage of the transmit power,
using the power usage at idle mode obtained in [27, 28]. The value is taken to be 5% of the
transmit power: Idlepower = 5% of Ptx.
3) Threshold Power: The value of this parameter considers the residual power, after hectic
network participation needed to ensure nodes connectivity till the end of a network scenario.
The value is given as: Tp = 20% of Ptx.
4) Received Power: This value has a default formula set in the OPNET Modeller software.
Although it is actually modiﬁable in the source codes, it will be deduced from the graphical
result representation for the ﬁnal computation.
• Number of Received Packets: This will also be determined from result.
6. SIMULATION MODEL
OPNET Modeller (version 17.1), developed by OPNET Technologies, is used for all simulations [37].
Details about the simulation model and environment are presented in the rest of this section.
6.1. Simulation Parameters
In order to validate the proposed power model, extensive simulations are conducted where the
power expended by a network conﬁgured with either AODV or DSR protocol with and without
the power model was compared. The simulation time is 500 seconds real time. Each simulation
scenario was repeated 6 times, which enabled the simulation to converge for an accurate result.
The basic parameters used for the simulations are summarized in Table 1.
Table 1: Simulation parameters.
Parameters Values
Channel Type Wireless Channel
Physical Characteristics 802.11n
Data Rate 6.5 Mbs
Topology 100m× 100m
Routing Protocols AODV, DSR
Number of Nodes 18
Transmit Power 0.032 watt
Packet Size 4096 bits
Mobility Model Random Way Point
Simulator OPNET 17.1 version
Simulation Time 500 sec
Traﬃc Source CBR
Speed 0–20m/sec
Number of trial Six (6)
Packet Inter-arrival time 0.25 seconds
7. RESULTS AND DISCUSSION
The goal of the evaluation is to show the eﬀectiveness of the proposed power saving model. The
performance evaluation was studied at every 100 real seconds of time not on an individual mobile
node basis. The power model is incorporated into the two on demand routing protocols algorithms
i.e., AODV and DSR protocols. In Figure 2, it is easy to see that the proposed power model reduces
power consumption by more than 15% for the entire simulation time, compared to the network with
the traditional network conﬁgured with either AODV or DSR protocol. The algorithm did not allow
the mobile nodes to experience a surge in power dissipation as can be seen in Figure 2.
The algorithm maintained a steady control of power with crests of minimal power upsurge.
However, in this model, the mobile nodes have been enhanced to refer to their residual power in order
to make a decision concerning their participation in packet forwarding transactions. Therefore, they
make sure that they have enough power prior to packet reception.
This quantity (power consumed) was computed, implemented and measured to verify the actual
amount of power consumed by mobile nodes during the entire network duration. Comparison was
made for the two scenarios to give a clearer knowledge of the performance diﬀerence. The power
consumed was calculated using Eq. (1).
However, power was conserved at the expense of the throughput. The throughput was negatively
aﬀected by the proposed model as the throughput with the power model fell drastically as shown
in Figure 3.
Figure 2: Power consumed comparison with and without the power model for the network conﬁgured with
AODV and DSR protocols performance measure. 1) Power consumed AODV-Network conﬁgured with
power model. 2) Power consumed AODV-Network conﬁgured without power model. 3) Power consumed
DSR-Network conﬁgured without power model. 4) Power consumed DSR-Network conﬁgured with power
model.
Figure 3: Throughput comparison with and without the power model for the network conﬁgured with AODV
and DSR protocols performance measure. 1) Throughput AODV-Network conﬁgured without power model.
2) Throughput AODV-Network conﬁgured with power model. 3) Throughput DSR-Network conﬁgured with
power model. 4) Throughput DSR-Network conﬁgured without power model.
As the algorithms repeat the routing search until the route(s) that satisﬁed the conditions,
then the packet is routed to the desired destination(s) which can lead to the time to live (TTL)
of the routing protocols expiration. For that, packet will be dropped and consequently eﬀect the
throughput performance of the network as shown in Figure 3.
At the beginning of the simulation, the scenario without power model delivered more than 200000
bits and 150000 of bits per second with the power model, all conﬁgured with AODV protocol,
compared to the other network scenario without power model delivered less than 100000 bits of
data per second and more than 50000 bits with the scheme incorporated all conﬁgured with DSR
protocol. The initial rise of throughput for all the scenarios is due to a route discovery process
initiated by the routing protocols. The signiﬁcant diﬀerences between the modiﬁed and unmodiﬁed
network is that, the delivery of packets to the desired destination depends on the stated power
model condition. However, the traditional network conﬁgured with AODV and DSR protocols
will continue to operate conventionally whether the condition is met or not and so packets will be
dropped due to the ineﬃciency of the power resource of the mobile node to convey the packets to
the desired destination. Therefore, the network conﬁgured with AODV protocol outperformed the
network conﬁgured with DSR protocol and this is due to the fact that only the stable route(s) are
used by the AODV forwarding algorithm for routing the packets.
Figure 4: Delay comparison with and without the power model for the network conﬁgured with AODV and
DSR protocols performance measure. 1) Delay DSR-Network conﬁgured without power model. 2) Delay
DSR-Network conﬁgured with power model. 3) Delay AODV-Network conﬁgured without power model. 4)
Delay AODV-Network conﬁgured with power model.
Figure 4 shows the delay curves for the network with and without the power model. At the
start of the simulation, the network conﬁgured with AODV protocol experienced a huge delay of
an average of about 0.026 seconds without the power model and 0.017 seconds with power model.
Meanwhile, the other network scenario conﬁgured with DSR protocol experienced a little delay of
about of 0.0035 seconds without power model and 0.002 seconds with the power model.
However, the initial rise in delay is due to the initial stage of route discovery processes of
the routing protocols. But the proposed power model does not have much of an eﬀect on the
performance scenarios with power model as shown in Figure 4. Hence, less delay was observed in
the network scenario conﬁgured with DSR protocol with least delay recorded with the power model.
From the delay curves, the network using AODV protocol with the power model recorded less delay
compared to the network with AODV without the power model. All these margin diﬀerences are
attributed to the diﬀerences in routing operations of the routing protocols.
8. CONCLUSION
In this paper, we proposed a novel power conservation algorithm for MANETs that computes and
conserves power by evaluating the mobile nodes power status to decide if they are ﬁt for packet
reception and forwarding. We computed,implemented and measured the performance of this scheme
and showed that more than 15% of the power was conserved. The unique aspect of our proposed
scheme is that it achieves these power savings without experiencing huge delay as compared to the
coventional network conﬁgured with AODV and DSR routing protocols. To derive the utilization
of the mobile nodes in the network, standard deviation of the network performance metric after
utilization was measured. The comparison, shows that a lower standard deviation leads to a more
balanced mobile node utilization in the network.
Therefore, we conclude that using the proposed power model algorithm to establish the routing
processes, saved mobile nodes from dying as a result of power depletion during the network routing
operation. Our protocol performs better in terms of power saving, delay reduction as compared
to work in [38–40], despite the fact that they have used diﬀerent simulation parameters as well
as routing protocols. However, Chen in [40] agreed that their techniques was extremely expensive
in terms of power consumption and this warrants investigation into more technique that can save
more power of the mobile nodes in the network.
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