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The purpose of this paper is to study two elliptic regularizations for the nonlinear heat
equation with nonlinear boundary conditions formulated below. Asymptotic expansions
of the order zero for the solutions of these elliptic regularizations are established,
including some boundary layer corrections. Under some appropriate smoothness and
compatibility conditions on the data estimates for the remainder terms with respect to
the C([0, T ]; L2(Ω)) norm are proved in order to validate these expansions.
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1. Introduction
In this paper we study elliptic regularizations of the following nonlinear problem denoted by (P0):⎧⎪⎪⎨
⎪⎪⎩
ut(x, t) −u(x, t) + β
(
u(x, t)
)= f (x, t), (x, t) ∈ ΩT = Ω × (0, T ],
− ∂u
∂ν
(x, t) = α(u(x, t)), (x, t) ∈ ΣT = ∂Ω × [0, T ],
u(x,0) = u0(x), x ∈ Ω,
(P0)
where
(h1) Ω ⊂ Rn is a bounded open set with boundary ∂Ω suﬃciently smooth; ν is the outer unit normal to the boundary ∂Ω;
T > 0 is a given time.
(h2) f : ΩT → R, u0 : Ω → R are given functions, f ∈ L2(ΩT ), u0 ∈ L2(Ω).
Concerning the nonlinear functions α and β we assume that
(h3) α,β : R→ R are both continuous and nondecreasing.
If we add −εutt , where ε is a small positive parameter, 0 < ε  1, to the nonlinear heat equation (P0)1, we obtain an
elliptic equation, respectively,
εutt(x, t) − ut(x, t) + u(x, t) − β
(
u(x, t)
)= − f (x, t), (x, t) ∈ ΩT . (1)
Now, if we associate with Eq. (1) the original boundary and initial conditions (P0)2 and (P0)3, then we obtain a new
problem which is incomplete, since the new equation (1) is of a higher order with respect to t than the original heat
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at t = T for Eq. (1), of the following types:
u(x, T ) = uT (x), x ∈ Ω, (2)
or
ut(x, T ) = uT (x), x ∈ Ω, (3)
where uT ∈ L2(Ω). So, depending on the case, we obtain two elliptic regularizations of the original problem, (P0):⎧⎪⎪⎨
⎪⎪⎩
εutt(x, t)− ut(x, t) +u(x, t) − β
(
u(x, t)
)= − f (x, t), (x, t) ∈ ΩT ,
− ∂u
∂ν
(x, t) = α(u(x, t)), (x, t) ∈ ΣT ,
u(x,0) = u0(x), u(x, T ) = uT (x), x ∈ Ω,
(P .1)ε
respectively,⎧⎪⎪⎨
⎪⎪⎩
εutt(x, t)− ut(x, t) +u(x, t) − β
(
u(x, t)
)= − f (x, t), (x, t) ∈ ΩT ,
− ∂u
∂ν
(x, t) = α(u(x, t)), (x, t) ∈ ΣT ,
u(x,0) = u0(x), ut(x, T ) = uT (x), x ∈ Ω.
(P .2)ε
In what follows the solution of problem (P0) is compared with the solutions of these elliptic regularizations, denoted by
u1ε, and u2ε, which are more regular with respect to t , as we will see next.
As a ﬁrst step in our analysis we construct formal asymptotic expansion of the order zero (with respect to ε) for the
solutions of the two elliptic problems by employing the Vishik–Lyusternik method (see [9]). Once our formal asymptotic
expansions are determined, we can continue with their validations. More precisely, we prove results concerning the exis-
tence, uniqueness, and regularity of the terms which occur in each of the previously determined asymptotic expansions.
All these guarantee the fact that our expansions are well deﬁned. Moreover, they are also used to derive estimates for the
remainders. The third and ﬁnal step in our asymptotic analysis is to derive estimates for the remainders of the expansions,
in order to validate completely these expansions.
We note that elliptic regularizations of problem (P0) with boundary condition (P0)2 of Dirichlet type have been studied
by J.L. Lions in [6], where the nonlinear function β has the form β(u) = u3. However the methods used in that book are
different from ours. Mention should be made of some results concerning an elliptic regularization of type (P .1)ε for problem
(P0) in the case β ≡ 0 obtained by N. Apreutesei and V.A. Volpert in [2]. In this paper, Theorem 7 (see Section 4) was
established (in the case β ≡ 0) under assumptions much more restrictive than those we use in our work. Other singularly
perturbed problems which represent elliptic and hyperbolic regularizations of linear and nonlinear heat equation with
homogeneous Dirichlet boundary conditions were considered by L. Barbu and Gh. Moros¸anu in [3].
2. Formal expansions of order zero
We will be concerned with problem (P .1)ε formulated above under assumptions (h1)–(h3).
This problem is singularly perturbed with respect to the C([0, T ]; L2(Ω)) norm. Indeed, if we suppose that u1ε → X0 as
ε → 0 in this norm (here X0 denotes the solution of problem (P0)), then from (2) we derive that the equality X0(x, T ) =
uT (x) for a.e. x ∈ Ω is a necessary condition for the convergence. Therefore u1ε has a singular behavior with respect to ε in
a neighborhood Ω × [T − δ, T ] of the set Ω × {T }. This vicinity is called a boundary layer.
In order to obtain more information about this problem, let us consider a simple example, which is similar to prob-
lem (P .1)ε:{
εu′′ε − u′ε = 0, t ∈ [0, T ],
uε(0) = u0, uε(T ) = uT ,
where u0,uT ∈ R. The explicit solution of this problem is given by
uε(t) = uT − u0e
T /ε
1− eT /ε +
u0 − uT
1− eT /ε e
t/ε, t ∈ [0, T ].
We can see that uε(t) can be written in the form:
uε(t) = X0(t)+ c0(τ )+ rε(t), t ∈ [0, T ],
where: τ = T−tε , X0(t) = u0, c0(τ ) = (uT − u0)e−τ , rε(t) = (uT − u0) 1−e
(t−T )/ε
1−eT /ε . One can easily check that uε(t) converges
uniformly to X0(t) on every subinterval of the form [T − δ, T ], δ ∈ (0, T ), but not on the whole interval [0, T ] and rε(t)
converges uniformly to 0 on [0, T ] as ε → 0. Therefore, our example is a singularly perturbed problem with respect to the
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function. It ﬁlls the gap between uε and X0 in [T − δ, T ]. The new variable τ , called the fast variable, helps us describe
the behavior of the solution uε inside the boundary layer. Finally, it is worth pointing out that X0 is the solution of the
so-called reduced problem: X ′0 = 0, t ∈ [0, T ], X0(0) = u0.
Let us turn to the general problem (P .1)ε . Taking into account the above comments as well as the classical perturbation
theory (see [3] and [9] for details) we are going to derive formally an expansion of the order zero of the solution u1ε in the
form
u1ε(x, t) = X0(x, t)+ c0(x, τ ) + rε(x, t), (x, t) ∈ ΩT , (4)
where: τ = (T − t)/ε is the stretched (fast) variable, X0 is the regular term, c0 is the corresponding correction (or boundary
layer function), while rε denotes the remainder of order zero.
In what follows we use heuristic arguments (assuming as much regularity of the involved functions as we need) to
ﬁnd out all the terms of expansion (4). So, we impose to u1ε given by (4) to satisfy formally (P .1)ε. By identifying the
coeﬃcients of ε−1 and ε0 we can ﬁnd all the terms of (4). We have to distinguish between the coeﬃcients depending of t
and those depending of the fast variable τ . Thus one can see that X0 satisﬁes the reduced problem (P0), while c0 satisﬁes
the following problem:{
c0ττ (x, τ ) + c0τ (x, τ ) = 0, (x, τ ) ∈ Ω × (0,∞),
c0(x,0) = uT (x)− X0(x, T ), x ∈ Ω. (5)
Obviously the boundary layer function c0 is introduced to compensate the singular behavior of u1ε in a neighborhood of
Ω × {T }. So, from (5), taking into account that c0 should be negligible far from the boundary layer, i.e. ‖c0(·, τ )‖ → 0 as
τ → ∞, where ‖ · ‖ denotes the usual norm of L2(Ω), we deduce
c0(x, τ ) =
(
uT (x)− X0(x, T )
)
e−τ ∀τ  0, x ∈ Ω. (6)
Therefore, the terms X0 and c0 of the suggested expansion (4) have been determined formally: X0 coincides with the
solution of the reduced problem (P0) and c0 is the solution of problem (5), given explicitly by formula (6). Next, by
subtracting problems (P0) and (5) from the problem (P .1)ε , and taking into account the equalities u1ε − c0 = rε + X0,
u1ε − X0 = rε + c0, (see (4)) we obtain:⎧⎪⎪⎨
⎪⎪⎩
ε(rε + X0)tt − rεt +(rε + c0)− β(u1ε)+ β(X0) = 0 in ΩT ,
∂(rε + c0)
∂ν
+ α(u1ε)− α(X0) = 0 on ΣT ,
rε(x,0) = −c0(x, T /ε), rε(x, T ) = 0, x ∈ Ω.
(7)
In conclusion, if there are smooth solutions for (P .1)ε , ε > 0, and (P0), then u1ε can be represented by (4), where rε
satisﬁes (7).
Next we are going to investigate the elliptic regularization (P .2)ε which is clearly formulated in Introduction. If we
considered again the particular example discussed in the ﬁrst part of this section, but with the new condition u′ε(T ) = uT
instead of uε(T ) = uT , we would easily conclude that in this case the problem is regularly perturbed of order zero. As in
the preceding case, the expected zero-th oder expansion for the solution u2ε is of the following form:
u2ε(x, t) = X0(x, t)+ d0(x, τ )+ sε(x, t), (x, t) ∈ ΩT , (8)
where the terms involved in this expansion have the same meaning as before. More exactly, the rapid variable τ is the
same, X0 is the ﬁrst regular term, d0 is the boundary layer function, sε represents the remainder of the order zero.
Using a similar reasoning as in the previous case we ﬁnd that the ﬁrst term of the regular part, X0, satisﬁes the reduced
problem (P0), and the boundary layer function veriﬁes the problem{
d0ττ (x, τ )+ d0τ (x, τ ) = 0, (x, τ ) ∈ Ω × (0,∞),
d0τ (x,0) = 0,
∥∥d0(·, τ )∥∥→ 0 as τ → ∞, x ∈ Ω,
with the solution
d0(x, τ ) ≡ 0, x ∈ Ω, τ  0. (9)
Finally, the remainder sε of expansion (8) should satisfy the problem⎧⎪⎪⎨
⎪⎪⎩
εu2εtt − sεt +sε − β(u2ε)+ β(X0) = 0 in ΩT ,
∂sε
∂ν
+ α(u2ε)− α(X0) = 0 on ΣT ,
sε(x,0) = 0,
(
sε(x, T ) + X0(x, T )
)
t = uT (x), x ∈ Ω.
(10)
It is worth mentioning that there is no boundary layer of order zero, since d0 is the null function. Thus problem (P .2)ε
is regularly perturbed of order zero with respect to the norm of C([0, T ]; L2(Ω)). This assertion will be validated in the
next sections.
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In the following we are going to investigate problems (P .i)ε , i = 1,2, and (P0) which are clearly formulated above. We
need not only existence for the terms involved in our asymptotic expansions but also enough smoothness. As we shall see
we can achieve this purpose at the expense of some conditions of smoothness and compatibility for the data.
First we consider problems (P .i)ε , i = 1,2. Our results here are based on a classical idea to represent these problems
as boundary value problems for second order differential equations in an appropriate Hilbert space. We choose as our
framework the Hilbert space H := L2(Ω), endowed with the usual scalar product, denoted 〈·,·〉, and the corresponding
induced norm, denoted ‖ · ‖.
It is not diﬃcult to see that our problem (P .1)ε can be expressed as the following two-point boundary problem in H :{
εu′′ − u′ − Ju = − f , t ∈ (0, T ),
u(0) = u0, u(T ) = uT ,
(11)
while problem (P .2)ε can be written in the form{
εu′′ − u′ − Ju = − f , t ∈ (0, T ),
u(0) = u0, u′(T ) = uT ,
(12)
where u(t) = u(·, t), f (t) = f (·, t), t ∈ (0, T ), β : D(β) ⊂ H → H ,
D(β) = {u ∈ H; x → β(u(x)) belongs to H},(
β(u)
)
(x) = β(u(x)) for a.a. x ∈ Ω, ∀u ∈ D(β)
(β is the canonical extension of β to H), J : D( J ) ⊂ H → H,
D( J ) = {u ∈ H2(Ω); −∂u/∂ν = α(u) a.e. on ∂Ω}∩ D(β),
Ju = −u + β(u) ∀u ∈ D( J ).
It is well known that under assumptions (h1), (h3) operator J : D( J ) → H is maximal monotone. In fact, J is even cyclically
monotone. More precisely, since β and α are the derivatives of the convex functions j(x) = ∫ x0 β(y)dy, j0(x) = ∫ x0 α(y)dy,
operator J = ∂ψ , where ψ : H → (−∞,∞],
ψ(u) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
2
∫
Ω
|∇u|2 dx+
∫
Ω
j(u)dx+
∫
∂Ω
j0(u)dσ ,
if u ∈ H1(Ω), j(u) ∈ L1(Ω), j0(u) ∈ L1(∂Ω),
+∞, otherwise,
(13)
where | · | denotes the euclidean norm of Rn (see, e.g., [8, p. 197]).
Therefore we have the following result, whose proof is known (see [1, Theorem 3.3, p. 505]):
Theorem 1. Assume that (h1), (h3) are satisﬁed and f ∈ L2(ΩT ), u0 ∈ D( J ). Then, problem (P .2)ε has a unique solution u2ε which
belongs to the space W 2,2(0, T ; L2(Ω)) ∩ L2(0, T ; H2(Ω)). If furthermore, uT ∈ D( J ), then problem (P .1)ε, has a unique solution
u1ε ∈ W 2,2(0, T ; L2(Ω)) ∩ L2(0, T ; H2(Ω)).
In the following we deal with problem (P0). This can be represented as a Cauchy problem within the same Hilbert
space H :
{
X ′0 + J X0 = f (t), t ∈ (0, T ),
X0(0) = u0,
(14)
where X0(t) := X0(·, t).
Now, we are able to prove a result concerning existence, uniqueness and regularity of the solution X0 of problem (P0):
Theorem 2. Assume that (h1), (h3) are satisﬁed and
f ∈ W 1,1(0, T ; L2(Ω)), u0 ∈ H2(Ω), β(u0) ∈ L2(Ω), ∂u0
∂ν
+ α(u0) = 0. (15)
Then, problem (P0) has a unique solution
X0 ∈ W 1,∞
(
0, T ; L2(Ω))∩ W 1,2(0, T ; H1(Ω))∩ L∞(0, T ; H2(Ω)).
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semicontinuous function ψ deﬁned in (13). Therefore, if f ∈ L2(0, T ; H), u0 ∈ H1(Ω), j(u0) ∈ L1(Ω), j0(u0) ∈ L1(∂Ω), ac-
cording to Brezis’ Theorem (see, e.g. [5]) our problem has a unique solution X0 ∈ W 1,2(0, T ; L2(Ω)) ∩ L2(0, T ; H2(Ω)) ∩
L∞(0, T ; H1(Ω)). If, in addition f ∈ W 1,1(0, T ; H) and u0 ∈ D( J ) we can use the classical existence theory (see
e.g. [4, p. 257], [5] or [7]) to infer that the solution X0 of problem (P0) belongs to W 1,∞(0, T ; L2(Ω)) ∩ L∞(0, T ; H2(Ω)).
Now, we are going to prove that X0 ∈ W 1,2(0, T ; H1(Ω)). We start from the obvious inequality
1
2
d
dt
∥∥X0(·, t + δ)− X0(·, t)∥∥2 + ∥∥∇X0(·, t + δ)− ∇X0(·, t)∥∥2(L2(Ω))n

∥∥ f (·, t + δ)− f (·, t)∥∥ · ∥∥X0(·, t + δ)− X0(·, t)∥∥,
for a.a. 0 t  t + δ  T . Integration over [0, T − δ] the above inequality leads us to
T−δ∫
0
∥∥∇X0(·, t + δ)− ∇X0(·, t)∥∥2(L2(Ω))n dt
 1/2
∥∥X0(·, δ)− u0∥∥2 +
T−δ∫
0
∥∥ f (·, t + δ) − f (·, t)∥∥ · ∥∥X0(·, t + δ)− X0(·, t)∥∥dt, (16)
for all δ ∈ (0, T ]. Since X0 ∈ W 1,∞(0, T ; L2(Ω)) and f ∈ W 1,1(0, T ; L2(Ω)) we have
∥∥X0(·, t + δ)− X0(·, t)∥∥ K1δ ∀0 t < t + δ  T ,
T−δ∫
0
∥∥ f (·, t + δ)− f (·, t)∥∥dt  K2δ ∀δ ∈ (0, T ],
where K1, K2 are some positive constants. Thus, by (16), we obtain
T−δ∫
0
∥∥∇X0(·, t + δ)− ∇X0(·, t)∥∥2(L2(Ω))n dt  K3δ2 ∀δ ∈ (0, T ],
from which it follows that X0 ∈ W 1,2(0, T ; H1(Ω)). 
Remark 3. In addition to the hypothesis of Theorem 2, suppose that
f ∈ W 1,2(0, T ; L2(Ω)), α′, β ′ ∈ L∞(R). (17)
Then, we can prove that X0 ∈ W 2,2(0, T ; V ′), where V ′ is the dual of the Hilbert space V = H1(Ω). Indeed, an elementary
computation yields
〈
ϕ, X0t(·, t + δ)− X0t(·, t)
〉
∗ −
〈
ϕ,X0(·, t + δ)−X0(·, t)
〉
∗ +
〈
ϕ,β
(
X0(·, t + δ)
)− β(X0(·, t))〉∗
= 〈ϕ, f (·, t + δ)− f (·, t)〉∗
for a.a. t ∈ (0, T − δ) and all ϕ ∈ V , where 〈·,·〉∗ denotes the dual pairing between V and V ′; for v∗ ∈ H, 〈w, v∗〉∗ reduces
to the scalar product in H of w and v∗ ∀w ∈ V . Thus, by applying Green’s formula and using the trace theorem and
α′, β ′ ∈ L∞(R), we obtain
∥∥X0t(·, t + δ)− X0t(·, t)∥∥V ′  K4(
∥∥X0(·, t + δ)− X0(·, t)∥∥V +
∥∥ f (·, t + δ)− f (·, t)∥∥),
where K4 is a positive constant. Therefore,
T−δ∫
0
∥∥X0t(·, t + δ)− X0t(·, t)∥∥2V ′ dt  K5δ2, ∀δ ∈ (0, T ],
and so it follows that X0t ∈ W 1,2(0, T ; V ′) (we have used X0 ∈ W 1,2(0, T ; V ), f ∈ W 1,2(0, T ; H)).
Using similar reasonings as above it is quite easy to verify that under the hypotheses of Theorem 1 and assumptions (17)
the solutions uiε of problems (P .i)ε are more regular, uiε ∈ W 1,2(0, T ; V ) ∩ W 3,2(0, T ; V ′), i = 1,2.
Summarizing what we have done so far, we can state the following concluding result:
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f ∈ W 1,1(0, T ; L2(Ω)), u0 ∈ H2(Ω), β(u0) ∈ L2(Ω), ∂u0
∂ν
+ α(u0) = 0.
Then, problems (P .2)ε and (P0) have unique solutions
u2ε ∈ W 2,2
(
0, T ; L2(Ω))∩ L2(0, T ; H2(Ω)),
X0 ∈ W 1,∞
(
0, T ; L2(Ω))∩ W 1,2(0, T ; H1(Ω))∩ L∞(0, T ; H2(Ω)).
If furthermore, uT ∈ H2(Ω), β(uT ) ∈ L2(Ω), ∂uT∂ν +α(uT ) = 0, then, problem (P .1)ε has a unique solution u1ε ∈ W 2,2(0, T;L2(Ω))∩
L2(0, T ; H2(Ω)).
Remark 5. It should be pointed out that, under assumptions of Corollary 4, X0(·, T ) ∈ H1(Ω), thus by (6), we get c0(·, τ ) ∈
H1(Ω) ∀τ  0.
Remark 6. Under assumptions of Corollary 4, the terms uiε , i = 1,2, X0, c0 of the expansions (4) and (8), there exist and
are uniquely determined as the solutions of problems (P .i)ε , i = 1,2, (P0) and (5), respectively. As well, owing to the same
relations and problems, we derive that
rε = u1ε − X0 − c0 ∈ W 1,2
(
0, T ; L2(Ω))∩ L2(0, T ; H1(Ω)),
sε = u2ε − X0 ∈ W 1,2
(
0, T ; L2(Ω))∩ L2(0, T ; H2(Ω)),
and verify (7) and (10).
4. Estimates for the remainders
Here we establish estimates for the remainders rε and sε with respect to the C([0, T ]; L2(Ω)) norm. These estimates
validate completely our expansions (4) and (8).
Theorem 7. In the situation of Corollary 4, if α′, β ′ ∈ L∞(R) then, for every ε > 0, the solutions uiε of problems (P .i)ε , i = 1,2, admit
asymptotic expansions of the forms (4) and (8), respectively, and the following estimates hold
‖rε‖C([0,T ];L2(Ω)) = O
(
ε1/4
)
, ‖u1ε − X0‖L2(0,T ;H1(Ω)) =O
(
ε1/2
)
, (18)
‖u2ε − X0‖C([0,T ];L2(Ω)) = O
(
ε1/4
)
, ‖u2ε − X0‖L2(0,T ;H1(Ω)) =O
(
ε1/2
)
. (19)
In addition, uiεt → X0t , i = 1,2 weakly in L2(ΩT ) as ε → 0+ .
Proof. Throughout this proof we denote by C1,C2, . . . different positive constants which depend on the data, but are inde-
pendent of ε.
We start with the elliptic regularization (P .1)ε and we are dealing with the proof of estimates (18). For this purpose, we
make the following change of function
rˆε(x, t) = rε(x, t)+ ρε(x, t), ρε(x, t) = (T − t)c0(x, T /ε)/T , (x, t) ∈ ΩT ,
which homogenize the boundary condition (7)3,1. An easy calculation shows that rˆε satisﬁes the problem:⎧⎪⎨
⎪⎩
ε(rˆε + X0)tt − rˆεt + ρεt +(rˆε + χε)− β(u1ε)+ β(X0) = 0 in ΩT ,
∂(rˆε + χε)/∂ν + α(u1ε)− α(X0) = 0 on ΣT ,
rˆε(x,0) = rˆε(x, T ) = 0, x ∈ Ω,
(20)
where χε = c0 − ρε. From Corollary 4, (4) and (6) we derive (rˆε + X0) ∈ W 2,2(0, T ; L2(Ω)), rˆε + χε ∈ L2(0, T ; H2(Ω)),
therefore each of the six terms in (20)1 individually belongs to L2(ΩT ).
For the beginning, we take the scalar product in H of Eq. (20)1 with rˆε(·, t), and then integrate the resulting equation
over [0, T ]. Thus, by applying Green’s formula, we obtain:
ε‖rˆεt‖2L2(ΩT ) + ‖∇ rˆε‖
2
(L2(ΩT ))n
+
T∫
0
∫
Ω
(
β(u1ε)− β(X0)
)
rˆε dxdt +
T∫
0
∫
∂Ω
(
α(u1ε)− α(X0)
)
rˆε dσ dt
=
T∫ ∫
ρεt rˆε dxdt −
T∫ ∫
〈∇χε,∇ rˆε〉n dxdt − ε
T∫ ∫
X0t rˆεt dxdt,0 Ω 0 Ω 0 Ω
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‖∇ rˆε‖2(L2(ΩT ))n + ε‖rˆεt‖
2
L2(ΩT )
 ε‖rˆεt‖L2(ΩT )‖X0t‖L2(ΩT ) + ‖∇ rˆε‖(L2(ΩT ))n‖∇χε‖(L2(ΩT ))n + ‖rˆε‖L2(ΩT )
(∥∥β(X0 + χε)− β(X0)∥∥L2(ΩT ) + ‖ρεt‖L2(ΩT )
)
+ ‖rˆε‖L2(ΣT )
∥∥α(X0 + χε)− α(X0)∥∥L2(ΣT ). (21)
On the other hand, for every j ∈N, one can verify:
‖ρεt‖L2(ΩT ) =O
(
ε j
)
, ‖∇χε‖(L2(ΩT ))n =O
(
ε1/2
)
,∥∥β(X0 + χε)− β(X0)∥∥L2(ΩT ) =O
(
ε1/2
)
,∥∥α(X0 + χε)− α(X0)∥∥L2(ΣT ) =O
(
ε1/2
)
(22)
(we have used that α′, β ′ ∈ L∞(R)). Now, (21), (22) and the trace theorem lead us to the estimate:
1/2
(‖∇ rˆε‖2 (L2(ΩT ))n + ε‖rˆεt‖2L2(ΩT )
)
 C1ε + C2ε1/2
(‖rˆε‖L2(ΩT ) + ‖∇ rˆε‖(L2(ΩT ))n ). (23)
It is easily seen that ‖rˆε‖L2(ΩT )  C3‖rˆεt‖L2(ΩT ), since rˆε(·,0) = 0. Next, combining this inequality with (23) one has
‖rˆεt‖L2(ΩT ) =O
(
ε−1/2
)
. (24)
We are now going to obtain an estimate for ‖rˆε‖L2(ΩT ) . Denote r˜ε = e−t rˆε. Thus, Eq. (20)1 reads
εe−t(rˆε + X0)tt − r˜εt − r˜ε +
(
r˜ε + e−tχε
)− e−t(β(u1ε)− β(X0))= −e−tρεt in (0, T ).
If we multiply this equation by r˜ε and then integrate the resulting equation over [0, T ], we get:
2ε
T∫
0
∫
Ω
e−2t(rˆε + X0)t · rˆε dxdt − ε
T∫
0
∫
Ω
e−2t(rˆε + X0)t · rˆεt dxdt
+
T∫
0
∫
Ω
e−tρεt r˜ε dt dx− ‖r˜ε‖2L2(ΩT ) − ‖∇ r˜ε‖
2
(L2(ΩT ))n
+
T∫
0
∫
∂Ω
∂
(
r˜ε + e−tχε
)
/∂ν · r˜ε dσ dt −
T∫
0
∫
Ω
e−t〈∇χε,∇ r˜ε〉n dxdt
−
T∫
0
∫
Ω
e−t
(
β(u1ε)− β(X0)
)
r˜ε dxdt = 0,
from which we derive
‖r˜ε‖2L2(ΩT ) + εe
−2T ‖r˜εt‖2L2(ΩT ) + ‖∇ r˜ε‖
2
(L2(ΩT ))n
 2ε‖Sεt‖L2(ΩT )‖rˆε‖L2(ΩT ) + ε‖X0t‖L2(ΩT )‖rˆεt‖L2(ΩT ) + ‖∇χε‖(L2(ΩT ))n‖∇ r˜ε‖(L2(ΩT ))n
+ (∥∥β(X0 + χε)− β(X0)∥∥L2(ΩT ) + ‖ρεt‖L2(ΩT )
)‖r˜ε‖L2(ΩT )
+ C4
∥∥α(X0 + χε)− α(X0)∥∥L2(ΣT )
(‖r˜ε‖L2(ΩT ) + ‖∇ r˜ε‖(L2(ΩT ))n )
 1/2
(
εe−2T ‖r˜εt‖2L2(ΩT ) + ‖∇ r˜ε‖(L2(ΩT ))n
)+ C5ε + C6ε1/2‖r˜ε‖L2(ΩT ), (25)
where Sε = rˆε + X0 (we have used Green’s formula, (24) and the trace theorem).
Denoting Eε = ‖r˜ε‖L2(ΩT ) and taking into account estimate (25), we get E2ε  C7ε1/2Eε + C8ε, which implies
‖r˜ε‖L2(ΩT ) =O
(
ε1/2
) ⇒ ‖rˆε‖L2(ΩT ) =O(ε1/2). (26)
This together with (25) leads us to
‖∇ rˆε‖(L2(ΩT ))n =O
(
ε1/2
)
, ‖rˆεt‖L2(ΩT ) =O(1). (27)
Thus, from the obvious formula
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t∫
0
〈
rˆε(·, s), rˆεt(·, s)
〉
ds ∀t ∈ [0, T ],
we derive ‖rˆε‖C([0,T ];L2(Ω)) = O (ε1/4). Finally, by a straightforward computation, taking into account the deﬁnition of rˆε ,
one can easily derive the desired estimates for rε .
Obviously, from (27)2 we obtain {rεt}ε>0 converges to zero weakly in L2(ΩT ).
The remaining part of the proof, concerning estimate (19), follows by similar ideas and will be omitted. 
Remark 8. The estimate (18)2 shows that problem (P .1)ε is regularly perturbed of order zero with respect to the weaker
norm L2(0, T ; H1(Ω)).
Next, if we assume that uT (x) = X0(x, T ), x ∈ Ω , then we obtain c0 ≡ 0. If, in addition, X0 ∈ W 2,2(0, T ; L2(Ω)) (this
happens under additional assumptions on f and u0), then, problem (P .1)ε is regularly perturbed of order zero, and the
following better estimates hold
‖u1ε − X0‖C([0,T ];L2(Ω)) =O
(
ε3/4
)
, ‖u1εt − X0t‖L2(ΩT ) =O
(
ε1/2
)
,
‖u1ε − X0‖L2(0,T ;H1(Ω)) =O(ε).
On the other hand, estimate (19)1 shows that problem (P .2)ε is regularly perturbed of order zero with respect to the
norm of C([0, T ]; L2(Ω)).
If X0 ∈ L∞(ΩT ) and uT ∈ L∞(Ω) (hence c0 ∈ L∞(Ω × [0,∞))), then it is easily seen that estimations (22)2,3 can be
obtained under the following weaker assumptions on α and β
α′, β ′ ∈ L∞loc(R), (28)
and the conclusions of Theorem 7 hold.
Let us present a particular case in which (28) is enough: by the Sobolev–Kondrashov theorem, if m · p > n, then
Wm,p(Ω) ⊂ C(Ω) compactly. In particular, for m = p = 2 and n 3, we have X0 ∈ L∞(ΩT ), and uT ∈ C(Ω).
Remark 9. Using similar reasonings, all the results of this paper can be obtained if we consider instead of problem (P0) the
more general problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ut(x, t)−
j=n∑
j=1
∂ ja
(
∂ ju(x, t)
)+ β(u(x, t))= f (x, t), (x, t) ∈ ΩT ,
−
j=n∑
j=1
a(∂ ju)ν j(s) = α
(
u(s, t)
)
, (s, t) ∈ ΣT ,
u(x,0) = u0(x), x ∈ Ω,
where a(ξ) = |ξ |p−1 sgn(ξ) ∀ξ ∈ R, 2 p < ∞.
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