Abstract-In this paper, we propose the use of lustering methods for automatic counting of pedestrians in video sequences. As input, we consider the output of those detection/tracking systems that overestimate the number of targets. Clustering techniques are applied to the resulting trajectories in order to reduce the bias between the number of tracks and the real number of targets. The main hypothesis is that those trajectories belonging to the same human body are more similar than trajectories belonging to different individuals. Several data representations and different distance/similarity measures are proposed and compared, under a common hierarchical clustering framework, and both quantitative and qualitative results are presented.
I. INTRODUCTION
T ARGET detection and tracking are two related and well known problems in computer vision and image processing. Despite the multitude of methods presented in literature ( [1] - [9] among others), the problem of automatic counting of targets is far to be solved. The problem is actually twofold. First, the target detection step represents by itself a very hard task, especially in complex and real scenarios. Sophisticated segmentation-based approaches are not yet fully reliable, especially when applied in bad illumination conditions and cluttered background. Second, the tracking over time of the detected targets introduces new complexity to the problem, leading to a possible errors' propagation. For the target selection step, an elegant approach has been proposed in [10] , in the specific case of pedestrians. Here the detection step provides a set of hypothetical pedestrians, given by a subsampled version of the foreground region, obtained by background subtraction. The set of hypothetical targets are then tracked by correlation, giving rise to a set of hypothetical trajectories. A mathematical model for pedestrian walking behavior [11] , [12] , based on discrete choice analysis and calibrated on real pedestrian data, is used to filter the resulting trajectories, keeping only the most human-like. The main advantage of such a methodology is the fact that a target detection/recognition step is bypassed, reducing the complexity of the system, with a consistent gain in computational time. On the other hand, the price to pay as a consequence for the simple initialization procedure is the overestimation of the number of targets. It occurs when more points of the subsampled foreground belong to the same human body, giving rise to multiple trajectories for the same target. Other methods for detection and tracking presented in literature can generate the target over-estimation problem [13] . It can be the case of background subtraction based algorithms, which tend to split the objects into more parts; feature based tracking methods which normally assume a feature grouping step in order to make object hypotheses [14] ; or motion segmentation based methods, where motion clusters are combined to generate object hypotheses [15] .
In this work, we deal with the overestimation problem and we propose a comparative study between different approaches, based on clustering techniques, in order to provide a "bootstrap" method, to reduce the bias between the number of trackers and the real number of individuals present in the scene.
The paper is structured as follows. Section II provides a qualitative description of the problem while Section III contains a short literature review on clustering techniques. In Section IV the general framework is presented while the different methods we have compared are described in Sections V-VII. We report the results in Section VIII and we conclude with final remarks in Section IX.
II. PROBLEM DEFINITION
In the context of pedestrian tracking, the overestimation of targets gives rise to the generation of multiple trajectories, related to the same individual. The overestimation problem is related, but not identical, to the false positive problem. Namely, a false positive is informally defined as a tracker placed on an image region that does not correspond to a target of interest, being it a background region or another object we are not interested in. On the contrary, a target overestimation occurs when a target of interest is subject to a multiple detection, giving rise to multiple trackers, all of them being correct. In Fig. 1 , we show a situation where multiple trackers are manually placed on three different individuals walking together, and manually tracked for a certain number of frames. These trackers are place on the head, the center of the body and on the feet, respectively. Informally speaking, in Fig. 1(a) it is hard to distinguish that the resulting nine trajectories belong to three different individuals. Fig. 1(b) gives a different viewpoint on the data, after adding the time dimension and having rotated the axes of the reference system.
We finally illustrate in Fig. 2 how the same trajectory dataset looks like, after that a combination of linear transformations [i.e., independent component analysis (ICA) plus rotation] has been applied.
We note that now it is easier to recognize that the nine trajectories belong to three well-defined clusters, corresponding to the original three individuals. This reasoning allows us to give a general formulation of the problem as an optimization problem. Definition 2.1: Given a trajectory dataset generated by a tracking system, with where is the total number of observations, and given a clustering algorithm between the trajectories and an objective function measuring the performances of the clustering algorithm, we are interested in finding the mapping maximizing . The idea behind this general formulation of the problem is that counting targets from trajectories can be actually seen as providing a set of suitable (and general) transformations on the original trajectory dataset. Moreover, for a given association rule between the data, we are guaranteed to have the maximum discriminant power in the data association process. Of course, such a general formulation is intractable and it represents more a qualitative description of an intuitive process than a mathematical definition. Several simplifying assumptions have to be made in order to make the problem operational. 
III. CLUSTERING LITERATURE REVIEW
A natural way to scale down the complexity of the general optimization problem proposed above is to keep the main idea that those trajectories, originating from trackers that belong to the same target, are similar to each other. Moreover, the set of suitable transformations on the data is reduced to a specific and well founded set of different data representations. This intuition leads to a reformulation of the problem in terms of a pure trajectory clustering problem. Many research efforts have been made in this domain during the last three decades. A huge amount of literature exists on this subject and a lot of different methods have been defined. While a full review of the problem is clearly out of the scope of this paper, we focus the attention on the main aspects of this data analysis methodology. From a general point of view, any clustering method is based on three main steps: data representation, distance/similarity measures between patterns and the choice of a grouping rule.
A. Data Representation
All the feature selection/extraction methods belong to the set of transformations that map the original dataset into a more suitable representation. Using a time series representation for the data, we could be interested in removing the offset or the trend, rescale or again look for recursiveness of patterns in time [16] , [17] . Linear statistical generative models can be used [e.g., principal component analysis (PCA) or ICA]. In these approaches, a new basis is found which better represents the statistical properties of the data [18] - [20] and allows for dimensionality reduction. If linear models do not adapt well to the data at hand, nonlinear dimensionality reduction techniques such as local linear embedding [21] and ISOMAP [22] , [23] can be applied. There are no general guidelines suggesting methods to obtain a good data representation. The experience of the analyst and the data at hand represent the main sources of information.
B. Distance/Similarity Measures
Clustering approaches are based on fuzzy concepts, such as nearness or relatedness. To quantify these ideas, the choice of a distance and/or a similarity measure between patterns is necessary. Besides the most popular distance measures, such as the Minkowski and Mahalanobis metrics, interesting approaches are those proposed in [24] and [25] , where similarity measures and metrics are defined based on the definition of specific relations between sets of points. An approach widely used in time series analysis is the dynamic time warping (DTW) [26] , [27] . The main idea behind DTW is to find an alignment of two time series on a common time axis. A lot of work has been performed in the data mining community, mainly focusing on finding better distance measures to indexing items in databases [28] , [29] . Recently, several researchers have used the Hausdorff distance in a point set matching context [24] , [30] while in the database retrieval domain an interesting similarity measure is the longest common subsequence (LCSS) [31] .
C. The Grouping Rule
A class is defined as a source of patterns whose distribution in the feature space is governed by a probability density, specific to the class. Clustering techniques group patterns in such a way that classes thereby obtained reflect the different pattern generation process. Hard clustering approaches [32] - [35] assign a class label to each pattern , identifying its class. The set of the labels for a pattern set is with where is the number of clusters. Fuzzy clustering procedures assign to each input pattern a fractional degree of membership to each output cluster [36] - [38] . Hierarchical clustering approaches produce a nested series of partitions based on a criterion for merging or splitting clusters. Such methods are more suitable in those cases where no prior knowledge provides information on the number of clusters. The first family of these algorithms, agglomerative, begins with each pattern in a distinct (singleton) cluster and successively merges clusters together until a stopping criterion is satisfied [39] , [40] . The second, divisive, begins with all patterns in a single cluster and performs splitting until a stopping criterion is riched [41] . Partitional clustering algorithms divide data in a certain number of groups optimizing a clustering criterion [34] , [42] , [43] . The choice of the number of groups is made based on the a priori knowledge on the data at hand. Additional techniques for the grouping operation include probabilistic methods where the underlying assumption is that the patterns to be clustered are drawn from one of several distributions. The goal is to identify the parameters of each of such distributions. Most of the work has been done assuming a maximum likelihood estimation for mixture of Gaussians distributions [35] , [44] .
IV. PROPOSED METHODS

A. Multilayer Structure
The idea for a multilayer hierarchical clustering arises from the consideration that the comparison between trajectories can be performed from different viewpoints. Trajectories of different lengths rarely belong to the same person. Moreover, paths belonging to the same target likely start from close spatial points. These assumptions are justified on the base of specific experimental conditions, described later on in the paper. The same assumptions result in a limitation when the focus is on the tracking problem, representing here the data collection tool. In this context, we assume a pure data analysis perspective, where we try to describe the available dataset making hypotheses based on the real phenomenon that generated them. Errors generated during the automatic tracking step are not analyzed here. In Fig. 3 , we illustrate the conceptual tree structure of our clustering method.
First level: Represents a length-based clustering, where trajectories having the similar length are grouped together. It is actually possible that pedestrians stay in the scene for different amount of time, yielding to trajectories of different lengths Second level: Individuals enter the scene at different spatial locations. A preclustering on the trajectory starting positions is performed, in order to separate different groups. We assume here that those trajectories belonging to the same pedestrian and/or to close individuals walking together start at close spatial positions. Third level: While the first two levels represent simple preprocessing operations on the original dataset, the actual counting task is performed at the third level. The discrimination between oversampled pedestrians and different individuals walking close to each other requires a more detailed analysis.
We approach the problem by comparing and testing different data representations and distance/similarity measures, under a common hierarchical clustering framework.
B. Compared Approaches
In Section III, the clustering problem is identified with the choice of a data representation, a distance/similarity measure and a grouping rule. In Table I , we report the different techniques that we combine and test.
• Clustering with ICA and time series representations: The aim here is to compare the two representations using both the Hausdorff distance and the LCSS similarity measures [45] . ICA is a generative statistical model, indicated for clustering analysis on sparse data. It reduces the influence 46] ). The idea is that two identical trajectories are equally distant from a reference one. Mapping pairs of trajectories with their maximum correlation value allows to reduce the dimensionality of the data to a set of three-dimensional (3-D) points, where spatially close points represent trajectories which are similar to a reference one. We use the Euclidean distance with the maxiumum of cross correlation (MCC) representation, testing the method on two datasets. The relative results are reported in Section VIII-C.
V. DATA REPRESENTATIONS
Time Series: A trajectory dataset in its original representation can be considered as a time series of 2-D spatial points. Each point is represented by a triplet , the two plane coordinates and the time step . We have used two common preprocessing techniques with this data representation. The first one is the linear trend removal. The trend in a time series represents the mean slope and can be computed with standard techniques, such as linear/nonlinear regression. Intuitively speaking, removing the trend can be considered as a way to highlight fluctuations around the mean slope. The advantage of trend removal is that slight nonstationarities can be (partially) addressed. In the case of pedestrians walking in normal (no panic) conditions, we can expect a priori a certain degree of regularity and highly non linear time series should be unlikely (see [47] and [48] ). As a consequence, we use a linear regression model to estimate and remove the linear trend. Another family of techniques widely used working with time series is represented by smoothing algorithms. These techniques are used to remove irregularities in the data and provide a clearer view of the underlying behavior of the series. When the trend has been removed a single smoothing algorithm can be used (1) with and . The parameter is called the smoothing constant, is the smoothed value and the original value of the series at time . We can also perform smoothing accounting for the trend at the same time, using double exponential smoothing. The equations describing the model are (2) (3) where the same notation as before has been used and represents the trend at time . The first smoothing equation adjusts directly for the trend of the previous period . The second smoothing equation then updates the trend, which is expressed as the difference between the last two values. The equation is similar to the basic form of single smoothing, but here applied to the updating of the trend. and are the two smoothing constants, used to smooth the observation and the trend, respectively. They are are bounded in the interval . We report in Fig. 4 an example of the effect of such a preprocessing techniques on the same manually tracked trajectory dataset shown in Fig. 1(a) .
Independent Component Analysis:
The main idea here is to consider trajectories as sequences of 3-D points, , generated by a stochastic process. Walking pedestrians give rise to trajectories which are well different one from the other. Even if two persons follow the same spatial path, they do that at different times, leading the two trajectories to be separated when using a 3-D representation. This fact leads the trajectory dataset to be sparse. These heuristics find a natural mathematical formalization in probabilistic generative models, which are well known in literature, widely used in almost any scientific domain involving statistical computation and analysis. ICA [18] , [19] in particular is a generative model where a set of random variables, the observations, are supposed to be generated by a mixing process, starting from another set of statistical independent latent (unobservable) variables, the sources, by means of an unknown mixing matrix . This model can be described by the following equation: (4) where represents the observations, the sources, and is the mixing matrix. The basic hypothesis of the ICA model is the statistical independence of the latent variables. This property can be derived using an information-theoretic framework. We define the mutual information between scalar random variables as follows: where represents the differential entropy. The mutual information is equivalent to the Kullback-Leibler divergence between the joint density of and the product of the marginal densities of the . This measure is zero if and only if the variables are statistically independent. It is possible to show that constraining the to be uncorrelated and of unit variance, the mutual information is equal to (6) where is a constant and represents the negentropy, defined as
It is well known from information theory that Gaussian variables have the maximum entropy among all the variables with equal variance. We obtain that minimizing the mutual information is equivalent to maximize the negentropy, which actually means to maximize the non-gaussianity of the random variables [20] . So, the main assumption in ICA is the non-gaussianity of the source signals.
Geometrical Interpretation: ICA becomes interesting for our purposes when we consider its geometrical interpretation, compared to PCA. While the PCA solution is given by orthogonal axes representing the directions of maximum variance in the data, ICA can be seen as the nonorthogonal extension of PCA. In Fig. 5 , this property is illustrated (Fig. 5 is taken from [49] ). When the sources are sparse, ICA provides a better probabilistic model of the data than PCA, which better identifies where the data concentrate. The chosen solution is based on the high-order statistics of the data and represents a nonorthogonal rotation. As a consequence, this transformation can change the relative distances between points, affecting similarity and/or distance measures. For these reasons, it can be quite useful in classification and clustering problems. Fig. 1(b) and Fig. 2 . illustrate an example of trajectories projected in the ICA space.
The limitation of this representation resides in an ambiguity intrinsic in the ICA model. In (4), both and are unknown. We can change the order of the independent components keeping untouched the validity of the model. Therefore, the components are estimated up to a permutation matrix. When the ICA model is used, for example, as a dimensionality reduction method (by means of a previous PCA step, where a certain number of eigenvalues of the covariance matrix are kept) this does not change the results. On the contrary, in our case we use the ICA model to estimate a transformation matrix, changing the space where the data are represented. Permuting the order of the estimated components is the same as inverting the axis of the new representation system, changing the data representation itself. This fact leads to different clustering results. One solution can be to keep the ICA estimation that optimizes the clustering. In our specific case, having three independent components, the number of permutations is 3. As a consequence, it is possible to choose the order which maximizes the clustering performances. This ambiguity in the ICA model can seriously deteriorate the performances when such a model is applied to high dimensional datasets, where the number of permutations become huge.
Maximum of Cross-Correlation (MCC):
We introduce here the MCC representation. The idea is simply the realization that two identical trajectories are always equally far from a reference one. This simple fact is used here. We fix any trajectory of the dataset as the reference trajectory. We compute the similarity measure between two trajectories as the cross-correlation function between them. We can look at two trajectories of length and of length as two real two-dimensional (2-D) discrete signals, and write the cross-correlation function between them as (8) The two trajectories are represented by two matrices of size and , respectively, so the size of the full cross-correlation is . We show in Fig. 7 (a) the 3-D representation of the output where the axes represent the three columns of the cross-correlation. The new trajectory representation is obtained mapping each pair of trajectories with the maximum of their cross-correlation. The intuitive idea is that, independently from the chosen reference trajectory , the maximum of the crosscorrelation between two similar trajectories and with maps and into two close spatial points. In a similar way, two strongly different trajectories will be mapped into two farther spatial points. In Fig. 6 , a new set of 30 trajectories, manually tracked from ten pedestrians, is illustrated. The individuals are walking in 3 different groups composed by three, three, and four persons, respectively. Looking at Fig. 6 is easy to identify the three groups, but it is not easy at all to count the ten pedestrians.
Figs. 7 and 8 illustrate the 3-D MCC with all the 2-D projections.
This representation presents several advantages over the others. First, it can handle trajectories of different lengths, in a quite easy manner, being the cross-correlation operator independent on the number of points. Second, it allows to map a couple of trajectories into one 3-D point. This remains true for any dimensionality of the dataset and represents a drastic dimensionality reduction. Third, it allows to reduce the clustering problem to a much simpler spatial clustering, which can be handled, with a certain accuracy, by means of the simple Euclidean metric.
VI. DISTANCE/SIMILARITY MEASURES
Hausdorff Distance: The Hausdorff distance is a metric between nonempty compact point sets. Let and be two finite point sets. The Hausdorff distance is defined as follows: (9) where is the direct Hausdorff distance between and , defined as (10) where is defined as (11) It identifies the point that is farthest (using a prespecified norm , usually the Euclidean distance) from any point in and measures the distance from to its nearest neighbor in . Essentially, ranks each point in based on its distance from the nearest point in and then uses the largest ranked such point as the distance measure. Similarly, we can define . The Hausdorff distance is the maximum between the direct and inverse distances. As it is well known, this metric is very sensitive to outliers so smoothing operations or other kind of transformations, as for example the ICA representation, are usually performed before to compute the distance. On the other hand it has also some quite good properties. First, it represents a metric and not just a similarity. Second, we can easily apply this measure to sets of different sizes.
Longest Common Subsequence: Longest common subsequence (LCSS) is a similarity measure derived from the Levenshtein distance, also known as edit distance measure [50] . The edit distance is a measure of the similarity between two strings, given by the number of deletions, insertions, or substitutions required to transform one string into the other. In this spirit, and using the notation used in [31] , we use what the authors call the similarity measure. It does not extend to translations because in our case two parallel trajectories with similar shapes may represent two different individuals. Given two trajectories and , let Head(A) and Head(B) be two sequences defined as 
Definition 6.2:
Given two trajectories A and B and given and , the similarity measure is defined as follows: (12) The constant controls how far in time we can go in order to match a given point from one series to a point in the other time series. is the matching threshold. LCSS similarity has the very nice property of matching two sequences stretching them, without rearranging the order and allowing for some unmatched elements. This is not allowed for example using Euclidean distance or DTW, which require all the elements to be matched, including the outliers. For this reasons, LCSS is normally better in presence of outliers.
VII. GROUPING RULE
Our aim is to reduce the bias in the number of targets as estimated by the tracking system. We do not know a priori how many pedestrians are present in the scene. As a consequence, the hierarchical approach represents a natural way of grouping data over a variety of scales. We use agglomerative techniques. In this approach, trajectories are paired into binary clusters, the newly formed clusters are grouped into larger clusters until a hierarchical tree is created. The resulting tree can be analyzed at different scales, to find out different resulting data partitions. An agglomerative algorithm yields a dendrogram representing the nested groups of trajectories and the similarity levels at which the grouping changes. Given trajectories, the pairwise distance information is represented by a vector of length . The linking method we use to generate the hierarchical tree is based on the average distance measures. Let and two clusters of size and , respectively, and let be the th object in cluster . We have (13) where the averaged pair distance between all the object pairs in the two clusters is used. More details are reported in the next section.
VIII. RESULTS
We report in this section the quantitative results obtained by applying the different trajectory clustering procedures to different datasets. We have conducted two experiments, using globally four different datasets. The first experiment, reported in Section VIII-B, compares the clustering results obtained with time series and ICA representations, using the Hausdorff distance and the LCSS similarity measures. The second experiment in Section VIII-C compares the ICA representation with the MCC representation, using the Hausdorff distance and the Euclidean metric, respectively.
The trajectory data used in the experiments refer to two outdoor sequences. In both the scenarios, specific main pedestrian flows are imposed by the architecture of the scenes. The sketches of the layouts are reported in Fig. 9(a) and (b) . These spatial configurations justify the simplistic hypotheses discusses in Section IV, which are at the base of the first and second levels in the multilayer hierarchical framework, reported in Fig. 3 .
The results are compared defining two kind of errors. We call e1 the number of missed pedestrians, meaning that no clusters refer to an individual. We call the over-counted individuals, meaning those pedestrians having more than one resulting cluster over themselves. We do not consider as an error those clusters which refer to trajectories that are not placed on the pedestrian bodies. Such an error comes actually from the trajectory collection process (i.e., the tracking system) and cannot be corrected with the proposed clustering procedures.
A. Clustering Parameters
The cluster tree (dendrogram) generated by the hierarchical clustering algorithm proposes a data structure which can be observed at different scales. In Fig. 10 , we report an example, where the axes corresponds to the patterns that are linked together while the axes reports the distance between the patterns. The depth in the tree, corresponding to a certain cluster structure, is fixed through a cutoff threshold value. This value refers in our case to the inconsistency coefficient between the data and it characterizes each link in the cluster tree by comparing its length with the average length of other links at the same level of the hierarchy. The higher the value of this coefficient, the less similar the objects connected by the link. In our TABLE II  COPHENETIC CORRELATION COEFFICIENT FOR THE MCC REPRESENTATION  USING THE TWO DATASETS OF TEST 1 experiments, we use cutoff values in the range 0.7-1. We have verified by visual inspection that such a range assures the best tradeoff between the number of missed pedestrians and the accuracy of the clusters centroids over time, with respect to the available datasets.
Another set of parameters in the clustering procedure are related to the approach used to create the links between patterns. Depending on the way intermediate groups of patterns are merged or splitted, several possibilities are available (single, average, centroid, complete, ward) differing in the way they compare the objects who belong to the intermediate groups to be compared. Details about these methods can be found in [51] , [52] , and [45] . In order to choose a linking method, we use the cophenetic correlation coefficient. It is based on the cophenetic distance between two observations, represented in a dendrogram by the height of the link at which those two observations are first joined. That height is the distance between the two subclusters that are merged by that link. The cophenetic correlation for a cluster tree is defined as the linear correlation coefficient between the cophenetic distances obtained from the tree, and the original distances (or dissimilarities) used to construct the tree. Thus, it is a measure of how faithfully the tree represents the dissimilarities among observations, showing values close to 1 for high quality solutions [53] , [54] . We report in Table II the related values for the MCC representation using the two datasets of Section VIII-B. They show slightly better performances of the clustering algorithm when the average and centroid linking methods are used.
B. Test 1
In this first test, we compare the time series representation with the ICA representation. The Hausdorff distance and the LCSS similarities are used with both the representations. The aim of this experiment is to show that better results can be obtained using a more suitable data representation, which reduces the presence of outliers. Actually, also a metric as the Hausdorff one, extremely sensible to outliers, can perform well when it is used with an opportune data representation. Two sets of trajectories are used. The first one is composed by 30 trajectories [10] . The manually tracked points that generate our first data set are placed on ten different pedestrians, three for each of them, and are placed on the head, the body's center and on the middle of feet of the individuals. The selected ten pedestrians walk divided in groups of three, three, and four persons, respectively, as we can see in Fig. 11(a) . The goal is to correctly cluster the 30 trajectories in ten different groups. We show in Fig. 11(b) the trajectories. The results on the first dataset are summarized in Tables III  and IV. In Tables V and VI we report the results obtained using  the second dataset. Tables III-VI present how the ICA transformation improves the clustering. We can see it also in the respective results using the Hausdorff and LCSS metric/similarity. The differences of the respective results in the original space are removed in the ICA space, where the Hausdorff distance performs as well as the LCSS similarity measure. This is an implicit indication that the nonorthogonal rotation has reduced the presence of outliers in the trajectories, concentrating the data along the independent directions. We remark the same qualitative improvements for the second data set.
C. Test 2
The results illustrated in the previous section show that a suitable data representation can overcome the drawbacks related to a specific metric. As we have already said in Table V , the ICA representation presents some limitations, due to the nature of the ICA model itself. The independent components are defined up to a permutation matrix. This fact can create problems when we use such components to change the representation of our data. In this section we compare the ICA representation with the MCC. We use two different datasets, both of them obtained using the model-based tracker presented in [10] . The first one used in this experiment consists in 31 trajectories distributed Fig. 12(a) ]. The density of the targets in the scene is high. In particular, we note that the group of four pedestrians walking together [ Fig. 13(a) ] is highly overestimated by the detection/tracking algorithm. The numerical results are presented in Table VII . The clustering results on the trajectories are shown in Fig. 12(b) and (c) while visual examples are shown in Fig. 13(b) and (c) . The second dataset used in this experiment is strongly overestimated by the detection/tracking system. Eight pedestrians are present in the scene but the trajectories obtained are 43. We report in Table VIII the relative numerical results. The clustering results on the trajectories are shown in Fig. 14(b) and (c) while visual examples are shown in Fig. 15(b) and (c) . For both the datasets used in this test, the MCC representation performs better than ICA. Given the large overestimation of the number of targets, both the methods provide 0 missed pedestrians. However, the MCC approach shows a better capability in clustering those trajectories belonging to the same individual, resulting in a lower number of over-counted pedestrians.
IX. CONCLUSION
In this paper we have presented a comparative study of clustering methods for automatic counting of pedestrians in video sequences. The aim is to reduce the bias in the real number of targets present in the scene, as estimated by a general tracking system that overestimates the target number. We do not focus on the errors coming from the detection/tracking steps but rather we attempt to exploit the information provided by it. Allowing for redundance in the detection/tracking step (target overestimation) and correcting with trajectory clustering in a post-processing step, can reduce the problems coming from object detection in cluttered, real environments. At first, the datasets are analysed based on the length and starting point positions of the trajectories. On the resulting preclustered datasets, different data representations and distance/similarity measures have been used. More specifically, we first apply both the Hausdorff distance and LCSS similarity for the ICA and time series representations. The results presented in Section VIII-B show that the ICA space provides a more suitable representation with respect to the original space-time domain, reducing the presence of outliers. The second experiment presented in Section VIII-C shows that the maximum-of-cross-correlation mapping allows for better clustering results with respect to ICA, at a lower computational cost. The trajectory clustering problem is reduced to a simpler 3-D spatial clustering using the Euclidean metric. The clustering approach to count targets is independent from the algorithm used for tracking, given that it overestimates the number of targets.
Future improvements will consist in relax some of the empirical assumptions made here to analyse the scene under investigation, in order to obtain a more generalizable method.
