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Mechanical forces influence the dynamics of growing tissues. Computer simulations are employed
to study the importance of interfacial effects in tissue competition. It was speculated that me-
chanical pressure determines the competition, where the determining quantity is the homeostatic
pressure - the pressure where division and apoptosis balance; the tissue with the higher homeostatic
pressure overwhelms the other. Surprisingly, a weaker tissue can persist in stable coexistence with
a stronger tissue, if adhesion between them is small enough. An analytic continuum description
can quantitatively describe the underlying mechanism and reproduce the resulting pressures and
cell-number fractions. Computer simulations furthermore display a variety of coexisting structures,
ranging from spherical inclusions to a bicontinuous state.
Mechanical forces influence the growth of cells and tis-
sues in several ways [1–3]. This ranges from plants adapt-
ing their growth patterns to mechanical loads [4, 5], all
the way to tumor growth responding to mechanical forces
[6–8]. Cells have been shown to differentiate according to
substrate stiffness [9], and divide according to mechan-
ical stress and strain [10–16]. Spheroids of many cells,
grown in elastic gels [17–19] or shells [20, 21], or even
in suspension with osmotic stress [22–25], show strong
dependence of growth on the mechanical stress from the
embedding medium.
Given the evidence of mechanical stress on growth, it
seems clear that mechanics should also influence tissue
competition, such as the competition between different
mutants in the imaginal wing disk of drosophila [26, 27],
or clonal expansion in multistep cancerogenesis [28, 29].
Several theoretical studies suggested mechanics as the
underlying mechanism for both, competition [1] and size
determination [30] in the wing, and tumor growth [8, 31].
Growth is a change of volume and the conjugate force
to volume is pressure. It stands to reason that pressure
should influence growth. A tissue grown in a finite com-
partment exerts a certain pressure onto its surrounding.
When reaching a steady state - the homeostatic state -
this is the homeostatic pressure PH . Under an external
pressure P below this value, the tissue grows; whereas
it shrinks if the pressure is above it. This simple ap-
proach can be formulated as a linear expansion of the
bulk growth rate kb around the homeostatic pressure [31],
kb = κ(PH − P ) (1)
with the pressure response factor κ. This idea has been
developed to understand mechanical tissue comepetition
in general, and metastatic inefficiency in particular: It
was argued that metastases need to reach a critical size,
below which the Laplace pressure from the interfacial ten-
sion exeeds the homeostatic pressure difference, and the
metastasis disappears [31]. To study the role of pressure
on growth, experiments and computer simulations have
been developed to explore this effect in cell culture and
in silico [22–24, 32–34]. While confirming the general
assumption - that mechanical pressure reduces growth
- these experiments and simulations have led to another
important revelation. Tissues preferentially divide at the
surface, even to the extent that they die (on average) in
the bulk and sustain a finite size only by surface growth.
While consideration of nutrient transport may be nec-
cessary for quantitative description of some experiments
[35], mechanics alone already suffice.
In this work, we study the role of interfacial effects on
mechanical tissue competition by numerical simulations,
in particular the effect of adhesive interactions between
different tissues. We find that similar to free surfaces,
cells divide preferentially at the low-adhesive interface.
This interfacial growth in turn can stabilize coexistence
of two tissues with different homeostatic pressures.
Agent-based modelling of tissue growth has been very
successful in the recent years [36, 37]. We follow the
approach of Ref. [32] and model growing and dividing
cells by two point-like particles, which repel each other
with a growth force FGij =
G
(rij+r0)2
rˆ ij . Once a criti-
cal distance is reached, cells divide, and two new parti-
cles are inserted, starting the process anew. Apoptosis
is modeled by a constant rate of cell removal ka. Vol-
ume exclusion is maintained by a relatively soft repul-
sive force FVij = f0
(
R5PP
r5ij
− 1
)
rˆ ij , while adhesion be-
tween cells is modeled by a constant attractive force
FAij = −f1rˆ ij between all cells in range RPP. This
model results in pressure-dependent growth, in reason-
able agreement with experiments [22–24, 32–34]. For two
competing tissues A and B, parameters for each tissue
can be set independently. In this work, we only vary the
growth strength GA and GB , the self adhesion strengths,
fAA1 , f
BB
1 and the cross-adhesion strength f
AB
1 := fc.
See SI for further details and parameters.
To our great surprise, very small cross-adhesion
strengths fc between cells of different tissues (i.e. fc 
min(fAA1 , f
BB
1 )) result in fundamentally different out-
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Fig. 1. Snapshots of various structures of tissue coexis-
tence. (a) Spherical inclusion. (b) Cylindrical inclusion. (c)
Schwarz-P like bicontinuous structure. (d) Flat interface.
Other structures observed include perforated lamella, com-
binations (e.g. perforated lamellar together with a spheroid),
and inverted (e.g. inverse spheroid) structures.
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Fig. 2. Growth rate k∗ as a function of the distance from the
interface for the competition between two identical tissues
with fc = 0 for different box lengths L
∗
z.
comes of the tissue competition than predicted previously
[31]. Instead of one tissue overwhelming the other or the
existence of a critical size threshold explained above, we
observe stable coexistence in a variety of different struc-
tures depending on initial conditions (see Fig. 1). Even
for two identical tissues - just without cross-adhesion - a
single A cell in a host of B grows into a stable spheroid
occupying about a third of the volume. Similarly, a ran-
dom 1:2 mixture of stronger A cells in a host of B can
result in a stable 3:1 Schwarz-P bicontiuous structure.
In order to understand this puzzling behaviour and the
underlying physical mechanisms, we turn to a simpler
initial condition of a slab-like tissue arrangement and de-
velop an appropriate analytic model. Cells are confined
to a finite (periodic) compartment of size Lx × Ly × Lz.
All cells in the central half (Lz/4 < z < 3Lz/4) are type
B cells, all others type A. Large adhesion between cells
of the same tissue and no adhesion between cells of dif-
ferent tissues leads to a large surface tension, stabilizing
the flat interface. The division profile (see Fig. 2) re-
veals that cells divide more in a small region of width a
(about one or two cell layers) at the interface. In the bulk
of the tissue, the net growth is negative due to an ele-
vated pressure. These results motivate a two-rate growth
model [22–24, 32, 33]
∂tρ+∇ · (ρv) = kbρ+ ∆ksΘ(s− a)ρ, (2)
where ρ is the cellular density, Θ the Heavyside step func-
tion, s the distance to the nearest interface and v the
cell-velocity field. The additional growth at the inter-
face is modeled as a growth enhancement ∆ks near the
interface (less than a away).
Division and apoptosis events locally relax stress and
thus lead to a liquidification of the tissue on longer
timescales [38–40]. Indeed, experiments on tissue rheol-
ogy suggest liquid behaviour on long timescales [41–43],
while some experiments on drosophila wing discs suggest
that not all stress is relaxed by growth [44–46]. Our
model tissue clearly behaves as a liquid [38]. With the
low velocities and no external forcing, we can thus as-
sume a constant pressure across the system. This moti-
vates expanding kb as in Eq. (1), and similarly ∆ks '
∆k0s + ∆k
1
s (PH − P ). Under the assumption of constant
density and with an integration over the system, the time
evolution of the cell number fraction φ = NA/(NA +NB)
of type A cells reads
∂tφ = kbφ+ ∆ksφs, (3)
with the fraction φs of A type cells at the surface. Two
identical tissues (without cross-adhesion) then develop
two interfaces Lz/2 apart. Insertion of the linear expan-
sions in Eq. (3) then yields the pressure
P = PH +
4a∆k0s
(4a∆k1s + κLz)
, (4)
i.e. the additional growth at the interface elevates the
pressure above the homeostatic pressure, which in turn
causes the negative net growth rate in the bulk. We de-
termine the bulk parameters PH, κ from bulk simulations
as in Ref. [33], and the surface parameters a∆k0s , a∆k
1
s
by fitting Eq. (4) to a tissue with mirror boundary condi-
tions in one direction (see SI). As shown in Ref. [33], the
homeostatic pressure grows approximately linearly with
G, and decreases linearly with f1. κ is essentially inde-
pendent off f1, but decreases linearly withG. The surface
parameter ∆k0s is only weakly dependent on G, but grows
linearly with f1, while ∆k
1
s does not show a clear de-
pendence on tissue parameter (see SI). Representatively,
we show the pressure dependence on box length Lz for
two identical tissues without cross adhesion. With the
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Fig. 3. (a) Average pressure measured in competitions be-
tween two identical tissue (reference tissue, see SI) with zero
cross-adhesion fc = 0 in terms of the inverse box length L
∗
z.
Dashed purple line shows the prediction of the two-rate model
according to Eq. (4). (b) Solid cyan and red lines show the
time evolution of the cell number fractions φA/B for a compe-
tition as in (a), for a box length L∗z = 100. Dashed black line
shows the prediction given by Eq. (5) for both tissues.
parameters fixed, the theory reproduces the simulations
without further parameter adjustment (see Fig. 3(a)).
For identical tissues, the steady-state solution to Eq.
(3) is φ = 1/2 by symmetry. For the dynamics we obtain
φ(t) =
1
2
+ (φ0 − 1
2
)e−κ(P−PH)t, (5)
with the initial number fraction φ0. As shown in Fig.
3(b), Eq. (5) reproduces the simulation dynamics.
Next, we explore the competition between two different
tissues with a planar interface. We balance the pressures
on both sides of the interface and get
P = PAH +
2a∆k0As
(2a∆k1As + κ
ALA)
= PBH +
2a∆k0Bs
(2a∆k1Bs + κ
BLB)
,
(6)
where LB and LA(= Lz − LB) are the lengths occupied
by tissue A and B. Note that inserting LA,B < Lz in
Eq. (6) gives a lower bound for the pressure: The system
pressure is always larger than the homeostatic pressure
of the stronger tissue, plus a system-size-dependent con-
stant. Indeed, this lower bound describes the pressure
rather well. The stronger tissue occupies the larger part
of the system, and thus LA,B ≈ Lz. Thus the pressure is
almost constant for ∆PH < 0, and grows almost linearly
for ∆PH > 0 (see Fig. 4). The weaker tissue suports the
higher pressure by decreasing in size, and thus its apop-
totic volume, sustained by surface growth. For the sim-
ulated tissues, the parameter κ, ∆k0s and ∆k
1
s only show
small variations (see SI). We therefore assume them to
be the same for both tissues in order to obtain
φ =
1
2
+
2a∆k0s
κ(PBH − PAH )Lz
±
[(
2a∆k0s
κ(PBH − PAH )Lz
)2
+
(
1
2
+
2a∆k1s
κLz
)2] 12
.
(7)
Note that for ∆PH ≡ (PBH − PAH ) → 0, Eq. (7) repro-
duces φ = 1/2 as expected. Around ∆PH = 0, φ grows
linearly with ∆PH and then slows down (see Fig. 4). For
large differences in homeostatic pressure, the model pre-
dicts two interfaces less than 2a apart, thus violating its
assumptions, and consequently fails to predict the sim-
ulation results properly. Equations (6) and (7) are able
to reproduce simulation results fairly well without pa-
rameter adjustments (see Fig. 4) in a broad parameter
regime. Note that this also holds true for negative home-
ostatic bulk pressures, where indeed the system pressure
is positive, thanks to the surface growth (see Eq. (6)).
These results show that indeed the enhanced growth at
the interface lies at the heart of the coexistence of tissues
observed in our simulations. However, a flat interface is
not the only stable structure for two competing tissues.
Depending on initial conditions and parameters, a large
range of other structures can be found (see Fig. 1). These
different structures result in different surface-to-volume
ratios (and possibly other interfacial effects), changing
the steady-state volume fractions and pressures. We
present simulation results for these structures in Fig. 5.
Compared to flat interfaces, the number fraction φ of
tissues in spherical or cylindrical configuration is smaller,
with spheroids being smaller than cylinders. Note that
spheroids become unstable with growing homeostatic
pressure difference. They then turn into cylinders, which
again become unstable and turn into a slab-like structure,
which probably becomes unstable as well. Vice versa,
cylinders turn into spheroids if the difference in home-
ostatic pressure is very negative. The number fraction
of the bicontinuous phase is roughly the same as for flat
interfaces, but the bicontinuous phase is only stable in
a small regime of homeostatic pressure differences. For
larger differences in homeostatic pressure it turns into a
perforated lamella phase of the weaker tissue inside the
stronger tissue. In general, the number fraction φ of all
structures changes sigmoidally with homeostatic pressure
difference (see Fig. 1).
While all of these structures are very stable over time,
the question arises how stable they are when the interfa-
cial effects become smaller. We study this effect numeri-
cally, by observing the structures for two identical tissues
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Fig. 4. (a) Cell number fractions φ for various homeostatic
pressure differences PBH − PAH . Tissue B is fixed (reference
tissue) and the homeostatic pressure of tissue A is varied.
Symbols are simulation results while the solid lines are pre-
dictions by the two-rate model according to Eq. (7), using the
parameters of tissue B. Blue corresponds to positive homeo-
static pressure of tissue B and yellow to a negative one. (b)
Average pressure measured during the simulations shown in
(a) together with a plot of Eq. (6), using the parameter of
tissue B. Dashed lines are lower bounds from LA,B < Lz.
Boxsize L∗x = L
∗
y = 10;L
∗
z = 40
formed under zero cross-adhesion and continuously in-
crease the cross-adhesion fc to the value of self-adhesion
(i.e. fc = f
AA
1 = f
BB
1 ). Figure 6 shows that all struc-
tures remain almost unchanged up to a cross-adhesion
fc approximately two thirds of the self adhesion f1. For
higher fc only a mixed, sponge-like state remains.
In summary, the interface between two tissues plays
an important role in the competition between them. The
enhanced growth at the interface can stabilize coexisting
phases even when one tissue has a higher homeostatic
pressure. The coexisting phase appears in a variety of
different structures, ranging from a spherical inclusion
over a flat interface to a bicontinous phase.
Interesting future directions are interfacial dynamics,
roughness, and shapes, as previously explored for tissues
on substrates and without additional interfacial growth
[34, 47, 48]. Vice versa, it would be interesting to add
interfacial growth to tissues growing on substrates.
Finally, our results suggests a tentative explanation
for tumor heterogeneity and the abundance of occult
tumors: small symptom-free micro-tumors that are fre-
quently found in the human body [49]. For the theyroid,
it is indeed considered ’normal’ to find microscopic le-
sions [50]. Our results provide a mechanical explanation
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Fig. 5. Cell number fractions φ for different homeostatic pres-
sure differences ∆P ∗H and different structures, as indicated by
color. Circles correspond to a positive homeostatic pressure
of tissues B and squares to a negative one (same parameters
as in Fig. 4, except cubic box size L = 10). (b) Average
pressure measured in the simulations shown in (a)
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Fig. 6. Variation of cell number fraction φ with time with
increasing cross-adhesion fc/f1 = t
∗/240 between two iden-
tical tissues. Simulations are started from spherical (blue)
and cylindrical inclusions(green) of tissue A in B as well as
from flat interfaces (yellow) and a bicontinuous phase (red).
Solid lines are marking transition points after which the cor-
responding initial structure forms a three dimensional perco-
lated cluster. Cubic box size L = 10
how coexsistence of different tissues can be stable by sim-
ple mechanical effects. For example, a mutation might
downregulate cadherins - an important cellular adhesion
protein - as it often happens in tumors [51]. On the one
hand, this might reduce survival signaling [52], but the
lack of adhesion also favors our mechanism of coexistence,
even for weaker tissue growth.
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