In [4, p. 4481, L[z; P, y, , y..] 
In case of systems of equations, subsequently, L will denote the pertinent vectorial linear homogeneous operators and y function vectors; P will denote vectorialoperators whichare not necessarily linear and homogeneous and I'will denote a set of functions y which are admissibh for P. For classes of systems P[y] = 0, the existence of at most one solution y E I7 can bc reduced to the exclusion of nontrivial solutions z E Y of the linear problem L[z; P, yi, yJ = 0 where z L yi ~ yp and L[z; P, y, , y2] = P[y,] -~ P[y,]. The definition of the operators P and L is assumed to include boundary conditions which appear in the problem. The operator L[z; P, yi , y,] is always defined, though not necessarily uniquely, provided a Lipschitz condition is assumed in I' forPandy,,y,EY.
In [4, p. 4481, L[z; P, y, , y..] is given for the operator P of a system of quasilinear hyperbolic equations. According to well-known theorems, linear homogeneous systems L[z; P, y1 , yJ T 0 p assess only the trivial solution in the following cases: hyperbolic systems (e.g., [4, p. 445]), parabolic systems (e.g., [14, p. 26X]), systems of ordinary differential equations with initial conditions (e.g., [7] ), etc. The situation is more complicated if eigensolutions z + 0 of L[z; P, yr , ys] = 0 exist. Therefore, this paper applies predominantly to boundary value problems with ordinary or elliptic integro-differential equations. However, as for instance [12] shows, a boundary value problem with a system of parabolic differential equations may have elliptic properties provided the boundary conditions establish a relation between the end points of the interval of the parabolic variable. According to Theorem I, P[y] = 0 possesses at most one solution y, E Y if L[z; P, yr , yz] = 0 with yr , yz E Y possesses only the trivial solution as is true in particular if L is the operator of a problem of monotonic type; i.e., L[q; P, yr , ye] > 0 yields '1 > 0. Because of Theorem 2, an admissible operator P is the operator of a problem of monotonic type if this is true for L; for one differential equation L[u] + F(x, U) = 0 in G C R" with linear boundary conditions, this already has been shown in [2, p. 471. Here and subsequently, vectorial inequalities are to be taken by components. In Theorem 4, it is assumed that a class C* of operators P* can be generated from P by variation of data in P; the theorem expresses that the solution y of P[y] = 0 is stable, i.e., depends continuously on the data which are varied in the family P*.
According to [13] and [14] , L[z; P, yr , ya] is a parabolic or elliptic or ordinary operator of a problem of monotonic type provided (a) the system L is weakly coupled, i.e., in the line i of this system, there are no derivatives of zj with j # i; (b) the integro-differential operator Li is ordinary of first (or second) order or parabolic (or elliptic) of second order; in L,[z; Pi , y, , y,], boundary conditions are prescribed as follows: one "initial condition" for zi(x) if Li is of first order in G C R, one boundary condition for ai(x) at each end point of the interval G C [w if Li is a second order operator, boundary conditions for xi(x) to render Li well-posed if Li is parabolic or elliptic; (c) the coefficients in L are defined and satisfy certain inequalities and conditions on the quasimonotonic coupling of the lines of the operator L, which are defined subsequent to Theorem 2, and (d) in the domain G x Y of the operator P, there exists a test function v for every pair yr , y2 E Y with the properties v > 0 and L[v; P, yr , y.J > 0.
Condition (a) may require the rearrangement of the lines in the system L by use of linear combinations. The boundary conditions required by (b) in general preclude the replacement of a given system of integro-differential equations by a system of first (second) order unless G C R and the boundary conditions are suitable according to (b) . Th e inequalities in (c) mainly ensure that the operator L is parabolic or elliptic. As shown subsequently, an Suppose G C W is a bounded domain, i.e., G is compact. Unbounded domains G are admissible if points at infinity can be introduced so as to render G compact and to define an operator preserving the solution(s) in every point x E G. Required smoothness conditions on the boundary aG of G will be mentioned subsequently.
The most general case to be treated here is the following system of second order integro-differential equations which includes boundary conditions:
The integrals in (1) are of the Stieltjes-type and thus may include y(x) at individual points x E G. The fi(x, U, V, E, 2) are supposed to be weakly monotone decreasing in the matrix r for all admissible x, U, V, Z as defined in [14, pp. 181, 2561. Th ere ore, f elliptic or parabolic equations are special cases of (1). This weakly monotone decrease is also assumed for x E aG where, however, a2yi/ax, axk denotes only derivatives tangential to aG; i.e., second order derivatives are admissible for those x E aG where aG possesses suitable tangential spaces. Because of the unusual admission of second order derivatives in fi for x E aG, parabolic problems are tractable without special consideration of those parts of aG where the domain operator is valid. In the elliptic case, usually second order derivatives do not appear in the boundary operators. For x E aG, +,/ax, is assumed to represent the outer normal derivative a/&z, (e.g., [14, p. 2451) and fi in these points of aG is assumed to be weakly monotone increasing in V. The fi are assumed to satisfy a Lipschitz-condition in G with respect to y E Y and the derivatives of y. This completes the definition of the class of admissible operators which includes systems of integral equations and/or ordinary equations. Since the existence problem is not treated here, the assumptions on the smoothness of aG are sufficient.
Functions in the admissible class for P are required to be continuous in G and to possess continuous derivatives wherever derivatives appear in the problem. Weaker assumptions on the class of admissible functions are given in [14] .
If u and w are admissible for P, the operator Lrz; P, u, w] is defined as follows with zi = ui -wi , i = l(l)N: -
-fi (x~ twl 3 up 9.e.9 UN), 2 t a,
. fi (x, h , u2 ,..., ~~1, $y "'"i , jG K~(~, 5, u) dgj ' ax, 0.Q.
This linear homogeneous operator L has the structure qz; pi 9 u, WI
forxEaG, i= l(l)N, where condition (c) in the Introduction requires for i = l( l)N, m and k = l( 1)n that (a) ei 3 0, (p) the matrix with elements gimg for x E aG to admit second order derivatives only in tangential spaces of SG, and (y) the matrices with elements cimG andgimk: to be positive semidefinite.
The coefficients aij ,... in (3) depend on x, u, w and on derivatives of u and w:
The coefficients in (3) are not necessarily continuous; they exist provided the respective denominators in (2) are nonzero. Because of the assumed Lipschitzcondition, the coefficients in (3) are bounded at every x E G as u -+ w.
THE LINEAR OPERATOR L AS A PROBLEM OF MONOTONIC TYPE
With P and y as defined in (l), the following problem is considered:
Lb; p> Yl > YPI = 0, x E (7.
THEOREM 1. If fob P given and y1 3 yz with y1 , y, E Y the problem (5) possesses only the trivial solution z = 0, x E c, then y, and y2 cannot be solutions simultaneously of (1).
Proof. Contrary to the assumption yi + y2 , there follows y, -y2 = 0 from 0 = P[y,] -P[y,] = L[yy, -y2; P, yr , y2], and this completes the proof.
In order to deduce from this theorem the uniqueness of the solution y E Y of (l), it must be known for every pair of functions yi , y2 E Y that (5) possesses only the trivial solution z = 0 for x E G. For this, it is sufficient that L is the operator of a problem of monotonic type with admission of the equality sign in every inequality.
Collatz has introduced this property as follows: from the operator inequality Q 
The class C* is obtained from P by small variations of those data (coefficients) in f for which 1 P*[y]l < c. Following [4, p. 2271, stability is defined as the continuous dependency of y* on the data in P* for P* + P and thus Y* -y as e--f 0. For P* given, L*, L*, L* , and k* are defined corresponding to (3), (6), and (7). It will be assum:d: 4. Under the assumptions (a*) and (b*), the solution y E I7 of P[y] = 0, x E G is stable with respect to variations of data of P in the class C*.
Proof.
Because of (1) 
where y and P* are given and ] P*[y]] < E with E E R+. Corresponding to (6) and (7) 
If E --f 0 in 1 P*[y]/ < E for P* + P, it follows from (1 l)-( 13) that LX(E) + 0 is admissible, which completes the proof of Theorem 4.
EXAMPLE.
The boundary value problem 1) . (18) Since CX(C) + 0 is admissible together with E + 0, y* + y for P* + P in xc [-1, 11; i.e., the solution J of (15) 
ON THE ITERATIVE CONSTRUCTION OF A TEST FUNCTION
In this section, the operator P is restricted as follows: An iterative construction of a sequence of functions vtn) will be presented which after n steps yields a test function for L provided condition (35) given subsequently is satisfied. Here (5) with L belonging to P, can be represented by
The following eigenvalue problem is adjoined to (19): 
with A,, > 1. Then V* is a test function for (20).
If (21) is not true, the iterative method given subsequently for the construction of a test function may be employed. Prior to the presentation of this method, the auxiliary Theorems 5 and 6 will be given. Proof.
Since the 1 Q(X)] are continuous by assumption, the initial value problem x E (0, 11, Proof.
For h = 0, the solution of (27) is z+(x, 0) = -x2/2 + x/2 + 1 with v(x, 0) > 0 in x E [0, 11. A ccording to Theorem 5, the solution v(x, h) of (27) is a continuous function of x and X in the set HI since there is no eigenvalue with 1 h 1 < 1 h, 1. If there exist values vi(x, fi) = 0 with i E [0, / h, I), it follows from the continuity of v(x, h) in the compact set ((x, A): 0 < x z< 1, 0 < X < A} that there exists a smallest value $ for which v(x, A) > 0 for {(x, X): 0 < x < 1,0 < X < i}, v,(P, R) = 0, 653)
for a pair of numbers (i, a) and 2 E [O, 11. Because of (22) 
Since A, is not known a priori, h ('I) for ever-v n E N thus may have a value smaller than one. In practical applications, a sequence A(") will be constructed by use of a sequence v(~)(x, A(npl)) of test functions in {(s, A): 0 <I .x < I, 0 <: h < A("-l') instead of v(~~)(s, A). This has been carried out in the subsequent example.
By use of the iteration method (30) and Theorem 7, a sequence of lower bounds Xfr2), 71 E N, of the modulus of the eigenvalue A, of (20) may be constructed.
The sequences +)(x, A) and Xfn), n E N, can also be constructed for an eigenvalue problem with ordinary first order differential equations provided one boundary condition is given for each equation; in this case only the kernel G(x, LJ) has to be replaced. The construction of the sequences v(")(.r, A) and hen) for a system of elliptic differential equations is possible; however, the kernels in the equivalent system of integral equations in generalare not available explicitly. (37) 
