Abstract. This paper deals with the problem of characterizing those topological spaces which are homeomorphic to the prime spectra of MV-algebras or Abelian l-groups. As a first main result, we show (Theorem 5.15) that a topological space X is the prime spectrum of an MV-algebra if and only if:
Introduction
Abelian l-groups (abelian lattice ordered groups) are an important kind of algebraic structures; they find applications in functional analysis, economy, etc. see e.g. [1, 2, 3, 13, 14, 15, 31, 35, 37, 47] .
Since many years it has been understood that, in the study of algebraic structures, it is useful to attach topological invariants to the structures. As a first example, Stone duality (see [50] ) gives a correspondence between Boolean algebras and a well-known kind of topological spaces (Stone spaces, i.e. compact Hausdorff spaces with a basis of closed and open sets). The map realizing this duality is the prime spectrum map. One can ask something similar for abelian l-groups: which kind of topological spaces are prime spectra of abelian l-groups?
In the first sense, the Belluce lattice is an example of a general construction called reticulation, see for rings [48] and, for lattices, [45] . More generally, given a set S of primes of A, β S (A) is the quotient of A modulo lying in the same elements of S.
The usefulness of the Belluce lattice for our aims is witnessed by the following lemma: Lemma 1.1. (see [5] ) For every MV-algebra A, the prime spectra of β(A) and A are homeomorphic.
One can also note that a topological space X which is the spectrum of some abelian l-group is the spectrum of an abelian l-group with strong unit if and only if X is compact. So, if we understand the complexity of spectra of abelian lgroups, we have information also about spectra of abelian l-groups with strong unit or MV-algebras.
The order-theoretic variant of the spectrum problem for MV-algebras (regarding the structure of prime spectra as partial orders under inclusion) has been solved by Cignoli and Torrens in [21] as follows: Theorem 1.2. (see [21] ) A partially ordered set (X, ≤) is order isomorphic to the prime spectrum of an MV-algebra ordered by inclusion if and only if it is a spectral root system, that is:
• if x, y ≥ z then x ≤ y or y ≤ x; • if x < y then there are z, t such that x ≤ z < t ≤ y and there is no element between z and t.
Note also that for Boolean algebras prime ideals and maximal ideals coincide, whereas this is not the case for MV-algebras: actually maximal spectra of MValgebras are known: they are exactly compact Hausdorff topological spaces. In fact, it is not difficult to show that if X is a compact Hausdorff space, then X is homeomorphic to the maximal spectrum of the MV-algebra of all continuous functions from X to [0, 1] .
Another important spectrum problem is the one for commutative rings with unit. This problem has been solved in [36] from the topological point of view, and also from the order-theoretical point of view. In fact we have: Theorem 1.3. (see [36] ) A topological space X is homeomorphic to the prime spectrum of a commutative ring with unit if and only if X is compact and generalized spectral (see Section 2 for the definitions).
Moreover, the proof of [36] implies (according to [49] , where details on this issue are omitted) that a partially ordered set S is isomorphic to the prime spectrum of some commutative ring with unit if and only if S is an inverse limit of finite partially ordered sets in the category of partially ordered sets.
The spectrum problem for abelian l-groups (or MV-algebras) can also be formulated in terms of lattice theory, in the following sense: Theorem 1.4. (see [53] ) A topological space X is homeomorphic to the spectrum of an abelian l-group if and only if:
• X is generalized spectral, and • there is an abelian l-group G such that Id c (G) ∼ = K(X), where Id c (G) is the lattice of principal l-ideals of G, K(X) is the set of open compact sets of X ordered by inclusion, and ∼ = denotes lattice isomorphism.
Moreover, a topological space X is generalized spectral if and only if it is homeomorphic to the spectrum of a distributive lattice D with minimum. If this holds, then D ∼ = K(X).
Following [53] , we say that a lattice L is l-representable if there is an abelian l-group G such that Id c (G) ∼ = L, where Id c (G) is the lattice of principal l-ideals of G. So the previous theorem can be reformulated as follows: Theorem 1.5. A topological space X is homeomorphic to the spectrum of an abelian l-group if and only if K(X) is an l-representable lattice under union and intersection and X is homeomorphic to the spectrum of K(X).
People are looking since several years for a satisfactory topological characterization of spectra, see e.g. [29, 22] . Given the importance of the notion of l-representable lattice, in view of Theorem 1.5, we think it interesting to measure the logical complexity of the notion of l-representable lattice.
The logical approach to the spectrum problem has begun with [53] , where it is shown that l-representable lattices are not definable in first order logic (actually not even in L ∞,ω , the extension of first order logic with infinitary conjunctions and disjunctions).
On the other hand, [53] also shows that countable l-representable lattices are definable in first order logic: Theorem 1.6. (see [53] ) A countable lattice is l-representable if and only if it has a minimum 0 and is completely normal, that is, for every a, b there are x, y with a ∨ b = x ∨ b = y ∨ a and x ∧ y = 0. So, l-representability of countable lattices is definable by a first order sentence.
In this paper we give, in a sense, a solution of the problem. We show that a topological space is a prime spectrum of an MV-algebra if and only if it is spectral and its lattice of compact open sets is an epimorphic image of the lattice of cylinder polyhedra (i.e. zeros of McNaughton functions, see Section 2) of some hypercube (Theorem 5.15). We give also a monadic second order axiomatization of Belluce lattices of free MV-algebras in dimension 1 and 2. This can be compared e.g. with the "second order" solution proposed by Wehrung in [54] , although he himself says (personal communication) that this solution is not very informative. That is, it turns out that a topological space is the prime spectrum of an MV-algebra if and only if it is spectral and its lattice L of compact open sets is such that:
• either L is infinite and there is a lattice ordered group G with strong unit equipotent to L and a surjective function f : G → L such that f (x) ≤ f (y) if and only if every l-ideal of G containing x contains y, • or L is finite and for every a, b ∈ L there are x, y such that a ∨ x = b ∨ y = a ∨ b and x ∧ y = 0.
Note that both conditions above on L are expressible in second order logic. [54] proves also that no formula of infinitary first order logic characterizes the lattices of the compact open sets of the spectrum of an MV-algebra.
We also treat the problem of characterizing spectra of general lattice ordered Abelian groups, possibly without strong unit.
1.1. Related work. As a related work we can cite [11] , where one finds a study of lattices of subpolyhedra of a given polyhedron, in the framework of intuitionistic logic and Tarski-style completeness theorems for this logic. They prove that the lattice of open subpolyhedra of any compact polyhedron of R n is a locally finite Heyting algebra; by complementation, this implies that the lattice of closed subpolyhedra of R n is a locally finite co-Heyting algebra.
Our results on lattices of rational polyhedra can be seen as a particular case of these, with the technical difference that we consider rational polyhedra rather than usual (real) polyhedra. Another difference is that we focus on Lukasiewicz logic rather than intuitionistic logic, so our algebraic structures of interest are MV-algebras rather than Heyting algebras.
Our lattices (which form the class of Belluce lattices of free MV-algebras) are still locally finite co-Heyting algebras, both for rational polyhedra and for the infinite dimensional generalization (cylinder polyhedra) considered in this paper in section 3.
The key tool is the obvious rational variant of the Triangulation Lemma of [11] . Actually we push further in the study of these lattices, and we give an axiomatization of them in monadic second order logic. This makes us conjecture that Belluce lattices (the lattices dual to spectra of MV-algebras) are also axiomatizable in monadic second order logic.
1.2.
Structure of the paper. The paper is organized as follows. After a preliminary section 2, in section 3 we introduce a kind of geometrical object (cylinder polyhedron) which generalizes rational polyhedra in infinite dimension. In section 4 we consider spectra of relative subalgebras. In section 5, by exploiting the Belluce operation on MV-algebras defined in the introduction, we present our main theorem where we give a necessary and sufficient condition for a bounded distributive lattice to be isomorphic to the lattice of compact open sets of an MVspace (Theorem 5.15). In section 6 we extend the Belluce operation to abelian l-groups. In section 7 we axiomatize the Belluce lattice of the free MV-algebras of dimension 1 and 2 (the axioms for dimension 2 are collected in the appendix of the paper). In section 8 we give a categorial equivalence between the category of Belluce lattices of finitely presented MV-algebras and the category of lattices of rational subpolyhedra of a given rational polyhedron. In section 9 we introduce cylinder MV-algebras, the counterpart of cylinder polyhedra in the Marra-Spada duality between semisimple MV-algebras and compact Hausdorff spaces. In section 10 we generalize usual Lukasiewicz theories with finitely many axioms and variables to what we call limit theories (the terminology is introduced here) which have fintely many axioms but may have infinitely many variables. In section 11 we summarize our results and outline some possible applications of them.
Preliminaries
Recall from [18] that MV-algebras are algebraic structures (A, ⊕, ¬, 0, 1) where (A, ⊕, 0) is a commutative monoid, ¬¬x = x, 1 = ¬0, x ⊕ 1 = 1, and we have the Mangani axiom ¬(¬x ⊕ y) ⊕ y = ¬(¬y ⊕ x) ⊕ x.
Since MV-algebras form a variety, there are free MV-algebras. Let X be a set, finite or infinite. The free MV-algebra on X is the MV-algebra M X of McNaughton functions f from [0, 1] X to [0, 1], which are continuous functions and are piecewise affine, in the sense that there are affine functions g 1 , . . . , g l with integer coefficients, such that for every x ∈ [0, 1] X there is i with f (x) = g i (x).
If P ⊆ [0, 1] X , we denote by M X | P the MV-algebra of the restrictions of McNaughton functions to P .
Every MV-algebra is equipped with a natural lattice order, such that x ≤ y if and only if there is z with x ⊕ z = y. There is also a natural product xy = ¬(¬x ⊕ ¬y) (the Lukasiewicz product, usually denoted x ⊙ y).
An ideal of an MV-algebra A is a nonempty subset I of A closed under sum and closed downwards. I is called prime if x ∧ y ∈ I implies x ∈ I or y ∈ I. I is called principal if it is generated by one element. I is called primary if xy ∈ I implies x n ∈ I or y n ∈ I for some n.
The spectrum of A, denoted Spec(A), is the set of all prime ideals of A equipped with the topology generated by the opens U (a) = {P ∈ Spec(A)|a / ∈ P }, where a ranges over A. This topology is also called the Zariski topology.
Recall that a topological space X is called generalized spectral if it is sober (i.e., every irreducible closed set is the closure of a unique singleton) and the collection of all compact open subsets of X forms a basis of the topology of X, closed under intersections of any two members. If, in addition, X is compact, we say that it is spectral.
In the literature there is no completely satisfactory characterization of the spaces Spec(A), and we are interested in finding such a characterization. It is known that Spec(A) is always a spectral space, and this implies that the compact open subsets form a lattice. This remark allows one to pass from topology to lattice theory; this has the advantage that lattices are algebraic structures, suitable to first order logic, whereas topological spaces are higher order objects, too complicated to be studied with first order logic.
An MV-algebra is local if it has a unique maximal ideal. The radical of an MV-algebra is the intersection of its maximal ideals. An MV-algebra is perfect if it is generated by its radical.
Recall that an l-group is a group with a lattice order structure and such that x ≤ y implies x + z ≤ y + z. A strong unit of an l-group G is an element u such that for every x ∈ G there is n ∈ N such that x ≤ nu.
A fundamental tool in MV-algebra theory is Mundici equivalence between the category of MV-algebras and the category of Abelian l-groups with strong unit, see [42] .
In an l-group we can consider l-ideals, which are subgroups J such that if x ∈ J and |x| ≤ |y|, then y ∈ J (where |x| = x ∨ −x). An ideal J is prime again if x ∧ y ∈ J implies x ∈ J or y ∈ J. We can equip the set of prime ideals of an Abelian l-group G which the Zariski topology, and we obtain a space Spec(G) which will be generalized spectral, and it will be spectral if and only if G has a strong unit.
Cylinder (rational) polyhedra
Recall that a rational simplex in [0, 1] X , where X is a finite set, is the convex envelope of finitely many, affinely independent rational points. A rational polyhedron is a finite union of rational simplexes.
We introduce now a new notation, although the concept is not entirely new. Given any set X, let [0, 1] X be the set of functions from X to [0, 1]. We define
where Y is a finite subset of X and
Intuitively, a cylinder polyhedron is a kind of cartesian product of a rational polyhedron and a hypercube, up to a permutation of the variables.
When the set X is finite, cylinder polyhedra coincide with ordinary rational polyhedra.
If P ⊆ [0, 1] X is a cylinder polyhedron, we denote by Cpoly(P ) the lattice of all cylinder polyhedra P ′ ⊆ [0, 1] X included in P , partially ordered by inclusion.
We follow [11] but we consider the possibility of infinite dimension. It is natural to define a cylinder simplex as a set S ⊆ [0, 1] X such that S = {x ∈ [0, 1] X | x| Y ∈ S 0 }, where Y ⊆ X is finite and S 0 ⊆ [0, 1] Y is a rational simplex. Then we define a cylinder triangulation of a hypercube as a finite set of cylinder simplexes where the intersection of two is empty or is a face of both.
In [11] it is shown that the lattice of subpolyhedra of a polyhedron P is a locally finite co-Heyting algebra with respect to inclusion. In the same vein:
We continue with two lemmas.
Lemma 3.1. (Cylinder Triangulation Lemma) Given cylinder polyhedra
with P 1 , . . . , P m ⊆ P , there exists a cylinder triangulation Σ of P such that, for each i, the collection {σ ∈ Σ|σ ⊆ P i } is a triangulation of P i .
Proof. First we reduce to X finite. Then we divide each P i into a finite union of rational simplexes, and we can consider the rational polyhedral complex given by all possible intersections of simplexes. Every polyhedron of this complex is convex. Every convex polyhedron can be triangulated by induction on its dimension.
Lemma 3.2. Let Q ⊆ P be two cylinder polyhedra in [0, 1] X . Let Σ be a common cylinder triangulation of P and Q. Let C = cl(P \ Q) (the closure of P \ Q in the usual topology of [0, 1] X ). Then Σ triangulates C as well. In particular C is a cylinder polyhedron.
Proof. First we reduce to X finite and then use the proof of Lemma 3.2 of [11] . More explicitly, if X is finite we let Σ C = {σ ∈ Σ|σ ⊆ C}, Σ * = {σ ∈ Σ| there exists τ ∈ Σ \ Σ Q such that σ is a f ace of τ }, and we observe Σ C = Σ * and the support of these triangulations is C. Hence, C is a rational polyhedron. If X is infinite, then we can find Y ⊆ X finite and rational polyhedra P 0 , Q 0 ⊆ [0, 1] Y such that P = C X (P 0 ) and Q = C X (Q 0 ). Now we can apply the reasoning above to P 0 and Q 0 .
So we conclude:
Theorem 3.3. The lattice CP oly(P ) is a locally finite co-Heyting algebra with respect to inclusion, for every cylinder polyhedron P .
Proof. If C, D ∈ Cpoly(P ), then the co-implication C ← D in Cpoly(P ) is given by the closure of C \ D, which belongs to CP oly(P ) by the previous lemma.
To show that CP oly(P ) is locally finite one can give, for every finite set F of cylinder polyhedra, a common cylinder triangulation Σ of F (by the triangulation lemma) so that every element generated by F is triangulated by Σ, hence the elements generated by F are finitely many.
In order to study further the structure of P oly(P ) or Cpoly(P ), it is useful to restrict to rational points. In fact:
Lemma 3.4. Let P ⊆ [0, 1] X be a cylinder polyhedron. Two cylinder polyhedra in P oly(P ) or Cpoly(P ) are equal if and only if they have the same rational points. So, there is an isomorphism between P oly(P ) or Cpoly(P ) and a sublattice of the powerset of Q X .
Proof. Up to restricting to a finite subset of X we can suppose X finite. Then the result follows because if a finite system of linear inequalities (strict or non-strict) with rational coefficients has a real solution, then it has a rational solution.
Note a fundamental difference for P oly(P ) in finite dimension and Cpoly(P ) in infinite dimension: in the first case the lattice is atomic, whereas in the second case, the lattice is atomless. In fact, in the finite case, the atoms are the rational points of [0, 1] n (atomicity follows from the previous lemma). For the infinite case, let P ⊆ [0, 1] X be a cylinder polyhedron with X infinite; then P = {x ∈ [0, 1] X | x| Y ∈ P 0 }, where Y is finite and P 0 is a rational polyhedron. Let z ∈ X\Y ; then we have the polyhedron Q = {x ∈ [0, 1] X | x| Y ∈ P 0 ∧ x(z) = 1}. Then Q is a nonempty proper cylinder subpolyhedron of P .
3.1. Cylinder polyhedra as zerosets. We note that in [43] , page 19, Mundici uses a particular case of cylinder polyhedra (which he calls cylindrification of a polyhedron) to prove that Lukasiewicz logic enjoys the property of Craig interpolation. Another definition of cylindrification vaguely similar to ours is given in [44] , page 522. In the latter case, Σ l plays the role of a rational polyhedron in a finite dimension, and Σ ∞ l plays the role of a cylinder polyhedron (derived from Σ l by restriction) with fixed, countably infinite dimension.
The following proposition says that cylinder polyhedra are just a geometric characterization of zerosets:
• If X is finite, then rational polyhedra in [ 
. By the first item Zeroset(g) = P 0 is a rational polyhedron. So, x ∈ Zeroset(f ) if and only if x| Y ∈ P 0 , and Zeroset(f ) is a cylinder polyhedron.
Conversely, consider a cylinder polyhedron C X (P 0 ), where
Moreover x| Y ∈ P 0 if and only if x ∈ Zeroset(f ), hence C X (P 0 ) = Zeroset(f ). So, every cylinder polyhedron is the zeroset of a McNaughton function.
Since the models of a formula are the zerosets of its negation, we obtain:
• If X is a finite set of variables, then rational polyhedra in [0, 1] X coincide with models of formulas of Lukasiewicz logic over the variables in X.
• If X is infinite, then cylinder polyhedra in [0, 1] X coincide with models of formulas of Lukasiewicz logic over the variables in X.
Relative subalgebras
Let A be an MV-algebra. It is worth pointing out that for every a ∈ A, the subspace U (a) of Spec(A) is in turn a spectrum: in fact, U (a) = Spec(A|a), where A|a denotes the MV-algebra A relativized to a (see [7] , Theorem 8.1).
Moreover, the sets of the form U (a) are exactly the compact open subsets of Spec(A). Since Spec(A) is a spectral space, the compact open subsets of Spec(A) form a lattice under inclusion which is an important invariant of A.
Let X be a topological space such that X = Spec(A) for some MV-algebra A. Denote by K(X) the lattice of the compact open subsets of X. We have:
This map f is a surjective homomorphism of bounded lattices.
Note that the natural inclusion from K(C) to K(X) is an injective homomorphism of lattices, but not of bounded lattices (C goes to C itself which is not the top of K(X)).
The Belluce functor for MV-algebras (for Abelian l-groups see section 6)
The Belluce operation can be extended to MV-algebra morphisms f : A → B by letting β(f )(x) = β(f (x)). In this way, β is a covariant functor from the category M V of M V -algebras to the category BDL of bounded distributive lattices, see [6] . Proof. If A = M X , every element f of A is a McNaughton function on [0, 1] X , and there is a bijection ϕ sending β(f ) to Z(f ), the zeroset of f . In fact,
is equivalent to
by Wojcicki Theorem (see [39] , Lemma 4.5), where I(Z(f )) is the set of McNaughton functions which are zero on Z(f ). The latter implies
and since ZIZ = Z this implies
and again this implies 2 which is equivalent to 1. Summing up, 1 and 4 are equivalent and ϕ is a well defined contravariant lattice isomorphism between β(M X ) and the lattice of zeros of McNaughton functions in the set X of variables (or rational polyhedra when X is finite). Then the thesis follows from Proposition 3.5.
Corollary 5.4. β(M X ) is a locally finite co-Heyting algebra for every set X.
Proof. It follows from Theorem 3.3 and the previous lemma.
Now from [17] we obtain Proposition 5.5. If A is an MV-algebra, A = M X /I where I is any ideal, and X is any set, then β(A) ∼ = β(M X )/θ(β(I)), where θ(β(I)) is the congruence on the lattice β(M X ) induced by the ideal β(I). Namely β(f ), β(g) are in the relation θ(β(I)) if and only if there is j ∈ β(I) such that β(f ) ∩ j = β(g) ∩ j.
When I is principal, with a generator i, then β(f ), β(g) are in the relation θ(β(I)) if and only if
Note in particular what happens when A is semisimple. Then we have:
When I(C) is principal, then C itself is a cylinder polyhedron, and
By using the previous proposition we obtain the following characterization of Belluce lattices of MV-algebras:
A lattice L is the Belluce lattice of some MV-algebra if and only if there is a set X and a surjective lattice homomorphism
From [8] we obtain a related result: Proposition 5.8. Let A be an MV-algebra, L a distributive bounded lattice, and
Putting together the previous two results we obtain: Theorem 5.9. A lattice L is the Belluce lattice of some MV-algebra if and only if there is a set X and a set S of primes of M X such that L ∼ = β S (M X ).
We can also be more precise and consider lattices L such that |L| ≤ k, where k is any infinite cardinal. In fact:
Lemma 5.10. Let k be an infinite cardinal. Suppose |L| ≤ k and L = β(A) for some MV-algebra A. Then there is an MV-algebra A ′ such that |A ′ | ≤ k and L = β(A ′ ).
Proof. β(A) is the lattice of principal ideals of A. For every element i of β(A) let us choose a generator g i of i in A. Let A ′ be the subalgebra of A generated by the g i 's. Note that |A ′ | ≤ k. Let us show that the lattices β(A) and β(A ′ ) are isomorphic.
For every i ∈ β(A) let γ(i) = i ∩ A ′ . Note that γ(i) is the ideal generated by g i in A ′ , so γ(i) ∈ β(A ′ ) and γ : β(A) → β(A ′ ). Let us show that the function γ is an isomorphism of lattices.
Finally let us show that γ is surjective. Let i ′ be a principal ideal of A ′ . We must find i ∈ β(A) such that i ′ = i ∩ A ′ . Now suppose i ′ is generated by g ′ . Let i be the principal ideal generated by g ′ in A. Then i is generated by g i , which is in A ′ . So, g ′ ≤ ng i for some n. Moreover g i ∈ i, so g i ≤ ng ′ for some n. Suppose h ∈ i ∩ A ′ ; then h ≤ ng i for some n, hence h ≤ ng ′ for some n and h ∈ i ′ . So,
This means that γ is surjective. This characterization of countable Belluce lattices can be compared with the characterization of countable, l-representable lattices given in [53] .
By Proposition 5.3 we obtain also:
A lattice L is the Belluce lattice of some MV-algebra if and only if for some X there is a surjective lattice homomorphism
Hence, given two cylinder polyhedra p, q ∈ Cpoly([0, 1] X ), we have π(p) = π(q) if and only if there is a rational polyhedron r ∈ Ker(π) such that p ∩ r = q ∩ r. Note that Ker(π) is a filter.
In particular, if L is the Belluce lattice of some finitely presented MV-algebra, then X can be chosen to be finite, and the filter Ker(π) can be taken principal, say generated by a single polyhedron r, and then π(p) = π(q) if and only if p∩r = q∩r.
The following theorem appears in [53] (essentially Lemma 2.1, up to replacing ℓ-groups with MV-algebras, which is possible by Mundici equivalence):
Theorem 5.14. ([53] ) A topological space X is the spectrum of an MV-algebra if and only if X is spectral and the lattice K(X) of its compact open sets is the Belluce lattice of an MV-algebra.
This theorem allows one to move from the spectrum problem for MV-algebras to the problem of characterizing those lattices which are the Belluce lattices of some MV-algebra.
By combining Corollary 5.13 and Theorem 5.14 we obtain:
Theorem 5.15. A topological space X is the spectrum of an MV-algebra if and only if X is spectral and for some set Y there is a surjective lattice homomorphism
If X = Spec(A), then K(X) = β(A) and the map π is like in Theorem 5.7.
Moreover, by using the previous theorems plus Stone duality between bounded distributive lattices and spectral spaces (see [51] ), we obtain: Theorem 5.16. (Main theorem) A topological space X is the spectrum of an MV-algebra if and only if X is spectral and for some set Y there is an injective spectral map from X to the Stone dual of the lattice Cpoly([0, 1] Y ) op . Note that the latter space is homeomorphic to the spectrum of the free MV-algebra over the set Y .
5.1.
A commuting square. Let X be a set, Y be a finite subset of X. Recall that for every rational polyhedron
Theorem 5.17. Let I an ideal of M X and A = M X /I. Then there is a quotient map from β(M X ) to β(A) and the composite π • C X factors through the quotient of P oly([0, 1] Y ) modulo ∼ = I , where we say that P 0 , P 1 are congruent modulo I if C X (P 0 ), C X (P 1 ) are congruent modulo β(I).
So we have the commuting diagram
6. The case of l-groups and perfect MV-algebras Lemma 6.1. If I is an l-ideal of an l-group G and a / ∈ I, then there is a prime l-ideal P such that I ⊆ P and a / ∈ P .
Proof. The argument is similar to the one for MV-algebras. Suppose I ⊆ G is an ideal and a / ∈ I. Let P be a maximal ideal among those which contain I and do not contain a (P exists by Zorn Lemma). Suppose for an absurdity that P is not prime. Then there are x, y ∈ P such that x ∧ y ∈ P , x / ∈ P , y / ∈ P . By choice of P we have a ∈ id(P ∪ {x}) and a ∈ id(P ∪ ∧ y|) and the latter element belongs to P , so a ∈ P , which is a contradiction.
Corollary 6.2. Given two elements a, b of an l-group G the following are equivalent:
• a, b belong to the same prime l-ideals;
• a, b belong to the same l-ideals;
• a, b generate the same l-ideal.
By the previous corollary, Belluce lattices can be defined for l-groups exactly as we did for MV-algebras (either as lattices of principal ideals, or as quotients modulo lying in the same prime ideals).
In [6] , Prop. 25, there is a relation between the spectrum of an l-group and the spectrum of its Di Nola-Lettieri equivalent MV-algebra. In this section we make something similar for Belluce lattices.
We can say that an MV-algebra or lattice is local if it has a unique maximal ideal. Further an MV-algebra or bounded lattice is called perfect if it is generated by the intersection of its maximal ideals (although this notion seems to be more common in MV-algebras than in lattices). The perfect skeleton of an MV-algebra A is the largest perfect subalgebra of A, denoted P erf (A).
Lemma 6.3. If A is a local MV-algebra then β(A) ∼ = β(P erf (A)).

Proof. Let
ϕ is a lattice isomorphism.
Corollary 6.4. If A is a local MV-algebra then Spec(A) ∼ = Spec(P erf (A)).
Lemma 6.5. A is a local MV-algebra if and only if β(A) is a local lattice.
Proof. If A is local, then Rad(A) is the only maximal ideal of A, and β(Rad(A)) is the maximal ideal of β(A) (see [5] , Theorem 13).
Conversely, if β(A) is local and M is the largest ideal of β(A)
, then β −1 (M ) is the largest ideal of A and A is local (see [5] , Theorem 15). Theorem 6.6. Let L be a local Belluce lattice. Then L \ {1} is isomorphic to the Belluce lattice of an Abelian l-group G.
Conversely, if L is the Belluce lattice of an l-group G, then its one point compactification L ∪ {+∞} is a local Belluce lattice.
Proof. Let L be the Belluce lattice of a local MV-algebra. Then L = β(A) where A is perfect. Let G = ∆(A) be the Di Nola-Lettieri l-group corresponding to A (see [24] ). Then Spec(G) ∼ = Spec(A) \ {M }, where M is the unique maximal ideal of A. Then K(Spec(G)) ∼ = K(Spec(A)) \ {1} (see [6] 
. Again by [6] , ∆ −1 (G)) is a perfect MV-algebra with largest ideal M and we have Spec(G) ∪ {M } ∼ = Spec(∆ −1 (G)), so β(∆ −1 (G)) is the Belluce lattice of a local MV-algebra and
Corollary 6.7. Let X be a spectral space and K(X) the lattice of its compact open sets. The following are equivalent:
(1) X is the spectrum of some Abelian l-group; (2) X is homeomorphic to Spec(K(X)) and K(X)∪{∞} is the Belluce lattice of a local MV-algebra A, where ∞ > x for every x ∈ K(X).
Moreover A = M Y /J for some set Y , where J is a primary ideal of M Y , and
7. Logical characterizations 7.1. Logical characterization of the lattice of one dimensional rational polyhedra. The logical characterization by Wehrung of Belluce lattices (see Introduction) is given in second order logic, but not in monadic second order logic, which is a considerably weaker logic. For this reason, as an application of Theorem 5.15, we aim to describe Belluce lattices with monadic second order logic. In this and the following subsection we would like to axiomatize, in monadic second order logic, the lattices L n = P oly([0, 1] n ).
Consider the lattice L 1 = P oly([0, 1]). This lattice is considerably simpler to describe than the ones in higher dimension n > 1. So we exhibit an ad hoc axiomatization of L 1 .
Let us call an element x of L 1 connected if and only if it is not the disjoint union of two nonzero elements (note that x is connected in our sense if and only if the closure of x in R is connected). The connected sets are exactly the atoms and the intervals.
Note that connectedness is first order definable in L 1 . So, also the ternary relation of betweenness is definable: the atom x is between y and z if and only if every connected element which contains y, z contains x as well.
We note that the lattice L 1 has the following properties: Axiom 1) We have exactly two extremal atoms (0 and 1), where a point is extreme if and only if it is not the intersection of two nonatomic connected elements.
Axiom 2) For every extremal e, the binary relation "x is between e and y" is a total order on the atoms, dense in itself, with maximum and minimum. We note that the axioms 1)-3) of P oly([0, 1]) are expressed in first order logic, whereas 4) is expressed in monadic second order logic (in fact, the second formulation of 4) is an induction axiom, expressible in monadic second order logic). More complex monadic second order formulas seem to be necessary to characterize polyhedra in arbitrary dimension, finite or infinite.
Logical characterization of the lattice of rational subpolyhedra of
. We want to characterize the lattice L 2 in monadic second order logic.
First we axiomatize, up to isomorphism of partially ordered sets, the set K 2 ⊆ L 2 of rational convex polyhedra of [0, 1] 2 (partially ordered by inclusion) and then observe that L 2 is isomorphic to the lattice of finitely generated ideals of K 2 .
The idea of the axioms (listed in the Appendix) is that atoms of K 2 are the rational points of [0, 1] 2 , whereas segments are convex hulls of pairs of points, triangles are convex hulls of triples of points, etc. One considers the relations of congruence, parallelism, sum and submultiple between segments. An axiom in particular (the rationalilty axiom) implies that the ratio between any two parallel segments is rational. Another axiom (Thales axiom) implies that a segment can be always divided in any finite number k of equal parts, so by taking sum we realize every rational multiple of a segment (at least when the ratio is between 0 and 1). In this way we can attribute to each atom a pair of rational numbers which are its coordinates. Conversely there is a unique point with given rational coordinates. In this way we have a bijection between atoms and elements of (Q ∩ [0, 1]) 2 . Theorem 7.2. Any partially ordered set K ′ satisfying the axioms of the appendix is isomorphic to K 2 .
Proof. We can describe a isomorphism of K 2 with the lattice of rational convex subsets of the square [0, 1] 2 .
In fact, the idea is of giving 2 rational coordinates to each atom. To this aim, the i-th coordinate of P is given by the ratio between OP i and the i-th axis, where P i is the intersection between the i-th axis and the hyperplane parallel to the i-th coordinate hyperplane passing through P . Now we can send the point of coordinates (x 1 , x 2 ) in K 2 to the point with the same coordinates in Q 2 . This map respects the vector sum and the submultiple relation, so it is an isomorphism of unit cubes of rational vector spaces of dimension n, so any other K ′ satisfying the conditions above is isomorphic to the unit square of Q 2 , and by transitivity, K ′ is isomorphic to K 2 .
To pass from K 2 to L 2 we postulate: Axiom L1 Every element of L 2 is a finite union of elements of K 2 . Axiom L2 Two elements of L 2 including the same elements of K 2 are equal. This implies that L 2 is isomorphic to the lattice of finitely generated ideals of K 2 . This isomorphism is obtained by sending any P ∈ L 2 to the set of elements of K 2 below P . Now we have the main result of this subsection. Let us call 2-polyhedral lattice any lattice satisfying the axioms of appendix A.
Proof. L ′ is isomorphic to the lattice of finitely generated ideals of K ′ , L 2 is isomorphic to the lattice of finitely generated ideals of K 2 , and
7.3. Towards a monadic second order characterization of infinite Belluce lattices. In the previous subsection we described a monadic second order characterization of the lattice L 2 = P oly([0, 1] 2 ). We think that there is no problem to generalize the axiomatization to L n = P oly([0, 1] n ). Instead, when X is an infinite set, the lattice L X = Cpoly([0, 1] X ) seems more elusive. When X is finite, L X is atomic, whereas when X is infinite, L X is atomless. However we conjecture that one can give a monadic second order axiomatization of all lattices of the form L X (where X is any set) by choosing a subset of "pseudo-atoms" which play the role of atoms, and giving rational coordinates to them.
If the desired axiomatization exists, then Belluce lattices are characterized as epimorphic images of models of a certain monadic second order theory in the language of lattices. It is open whether Belluce lattices themselves can be axiomatized by a monadic second order theory.
We note that, for every set X, there is a natural, surjective lattice homomorphism h from L X to L X × L X . In fact, let β 1 be the natural "rescaling" lattice isomorphism from P oly[1/5, 2/5] to P oly[0, 1] and let β 2 be the natuarl "rescaling" lattice isomorphism from P oly[3/5, 4/5] to P oly[0, 1]. Let
where we identify X with 1 + Y and Y is a set of the same size as X minus one (or equal if X is infinite).
This kind of "pairing function" could be possibly used to move from the various "obvious" second order characterization of Belluce lattices to a monadic second order characterization, exactly like any bijective recursive function from N 2 to N allows one, in recursive function theory, to identify second order logic and monadic second order logic.
We note that, more generally, the existence of a pairing function is just a kind of "fractal" behavior, in the sense that the lattice contains several sublattices similar (in an informal sense) to itself; we think that fractality of Belluce lattices could be an interesting topic in itself, besides definability questions.
Finitely presented MV-algebras and polyhedral lattices
In this section we describe a categorial equivalence between the range of the Belluce functor restricted to finitely presented MV-algebras and a category of lattices associated to rational polyhedra.
In the finitely presented case, an MV algebra has the form A = M X /id(f ), where X is finite and id(f ) is the ideal generated by a function f . Then
so the lattice β(A) is β(M X ) modulo the ideal J(Zf ), where J(P ) is the filter of the rational polyhedra including P . From this we obtain: Proposition 8.1. Given a rational polyhedron P ⊆ [0, 1] X , with X finite, we have the isomorphism of lattices
where P oly(P ) is the lattice of rational polyhedra included in P .
Proof. Note that, for every rational polyhedron P , the congruence associated to J(P ) is the relation θ P such that Qθ P Q ′ if and only if Q ∩ P = Q ′ ∩ P . The congruence classes of θ P are in bijection with the rational polyhedra included in P .
It would be interesting to characterize explicitly the lattices of the form P oly(P ). For instance, they are never totally ordered, unless P is a point. So, no linearly ordered lattice L = {0, 1} can be the Belluce lattice of a finitely presented MValgebra A, because otherwise A should be both semisimple and linearly ordered, hence A would be simple and β(A) = {0, 1}. Moreover, the lattices P oly(P ) tend to have a kind of "fractal behavior": for instance, suppose P ⊆ [0, 1] is simply a rational segment in one dimension (whose subpolyhedra are finite unions of rational points and rational segments); then P contains properly another rational segment Q, and if we take a linear isomorphism from P onto Q, every subpolyhedron of P will correspond to a subpolyhedron of Q and conversely. So, P oly(P ) contains a copy of itself.
Finitely presented MV-algebras play a useful rôle because every MV-algebra is a colimit of finitely presented MV-algebras, and the functor β preserves colimits, see [23] , Theorem 10.
Let us call BLAT T the range of the functor β, and F P − BLAT T the range of the functor β restricted to the category of finitely presented MV-algebras. Note that:
• we can suppose that the functor β is injective on objects, and • the range of a functor which is injective on the objects of a category is still a category (in particular, morphisms are closed under composition; the other axioms of categories are easily satisfied).
Let us call P OLY the category where the objects are the lattices P oly(P ), where P is a rational polyhedron, and where a morphism f from P oly(P ) to P oly(Q) is obtained from a definable map ϕ : Q → P by taking the inverse image. Namely, given a subpolyhedron P ′ ⊆ P , we let f ϕ (P ′ ) = ϕ −1 (P ′ ).
Finally, let us call F P − Q the category of quotients of the Belluce lattices of free finitely generated MV-algebras modulo principal ideals, and Q the category of arbitrary quotients of the Belluce lattices of free MV-algebras. There is a natural bijection between the objects of F P − Q and F P − BLAT T , sending β(F )/β(I) to β(F/I), and a similar one between the objects of Q and BLAT T . In F P − Q the morphisms are induced from morphisms in F P − BLAT T , and in Q the morphisms are induced by morphisms in BLAT T . So we have: Lemma 8.2. The categories F P − Q and F P − BLAT T are equivalent. The categories Q and BLAT T are equivalent. Theorem 8.3. The category F P − BLAT T is equivalent to P OLY via a natural equivalence η.
Proof. On objects, the equivalence η is given by the canonical lattice isomorphism between β(M X | P ) and P oly(P ). On morphisms, if h : M X | P → M Y | Q is an MValgebra morphism between finitely presented MV-algebras, then h is the image in the Marra-Spada functor M S (see [39] ) of a Z-map ϕ h : Q → P , and the equivalence η sends β(h) to f ϕ h .
The operation η is really an equivalence. In fact, on arrows it is well defined, injective and surjective. Surjectivity follows directly from the definition of the category P OLY . For well-definedness and injectivity, it is enough to show that for every pair of Z-maps ϕ, ψ : Q → P , we have β(M S(ϕ)) = β(M S(ψ)) if and only if f ϕ = f ψ . Now suppose β(M S(ϕ)) = β(M S(ψ)). Then β(M S(ϕ))(a) = β(M S(ψ))(a) for every McNaughton function a : P → [0, 1]. By definition of β we have β(M S(ϕ)(a)) = β(M S (ψ)(a) ). By definition of the Marra-Spada functor, β(a • ϕ) = β(a • ψ). By Woicicki Theorem, Z(a • ϕ) = Z(a • ψ), where Z denotes the zeroset. So ϕ −1 (Z(a)) = ψ −1 (Z(a)) for every a. Since every subpolyhedron P ′ of P has the form Z(a), this means ϕ −1 (P ′ ) = ψ −1 (P ′ ) for every P ′ , that is, f ϕ = f ψ . The converse is analogous.
Cylinder MV-algebras and cylinder polyhedral lattices
In this section we somewhat generalize the results of the previous section from finitely presented MV-algebras to a class of MV-algebras, which we call cylinder MV-algebras. This class, it seems, has not received much attention in the literature. It is an intermediate class between finitely presented MV-algebras and semisimple MV-algebras.
Recall from [39] that a definable map between two sets
Let us call an MV-algebra cylinder MV-algebra if it has the form M X /id(f ), where X can be finite or infinite.
Note the following:
Lemma 9.1.
• every cylinder MV-algebra is semisimple; • in the Marra-Spada duality, cylinder MV-algebras correspond exactly to cylinder polyhedra.
Proof. For the first point, by Wojcicki Theorem we have
which is an MV-algebra of McNaughton functions over the set Z(f ), hence it is semisimple. For the second point, the Marra-Spada duality sends
and the latter is a cylinder MV-algebra by definition.
We note that Proposition 8.1 generalizes to the infinite dimensional case as follows:
Proposition 9.2. Given a cylinder polyhedron P ⊆ [0, 1] X , with X infinite, we have the isomorphism of lattices
where CP oly(P ) is the lattice of rational polyhedra included in P .
Proof. Note that, for every cylinder polyhedron P , the congruence associated to J(P ) is the relation θ P such that Qθ P Q ′ if and only if Q ∩ P = Q ′ ∩ P . The congruence classes of θ P are in bijection with the cylinder polyhedra included in P .
Let us call CF P − BLAT T the range of the Belluce functor restricted to cylinder MV-algebras. Let us call CP OLY the category whose objects are the lattices CP OLY (P ), where P is a cylinder polyhedron, and where a morphism from CP OLY (P ) to CP OLY (Q) is obtained by a definable map via the inverse image. In fact, note the following lemma: By the previous lemma, every definable map ϕ : Q → P , where Q, P are cylinder polyhedra, gives a lattice homomorphism f ϕ : CP OLY (P ) → CP OLY (Q) by f ϕ (P ′ ) = ϕ −1 (P ′ ).
Theorem 9.4. The categories CF P − BLAT T and CP OLY are equivalent via a natural equivalence η ′ .
Proof. η ′ is a natural generalization of the equivalence η of Theorem 8.3.
On objects, the equivalence η ′ is given by the canonical lattice isomorphism between β(M X | P ) and CP oly(P ) for every cylinder polyhedron P . On morphisms, if h : M X | P → M Y | Q is an MV-algebra morphism between cylinder MV-algebras, then h is the image in the Marra-Spada functor M S (see [39] ) of a Z-map ϕ h : Q → P , and the equivalence η ′ sends β(h) to f ϕ h .
The operation η ′ is really an equivalence, and the proof is analogous to the one for η in Theorem 8.3.
Cylinder polyhedra and diagrams of theories
Recall the definition of cylinder polyhedron. That is, given any set X, any finite subset Y ⊆ X and any rational polyhedron P ⊆ [0, 1] Y , we can consider the X-cylindrification of P :
We know from [43] that rational polyhedra P ⊆ [0, 1] Y , with Y finite, correspond to finite theories of Lukasiewicz logic in the set Y of variables. We associate to each cylinder polyhedron a diagram of finite theories as follows.
Consider X, Y, P as above. If Y ⊆ F ⊆ G ⊆ X, where F, G are finite, we have a natural, definable map γ F G (P ) : C G (P ) → C F (P ) given by restriction to F .
Moreover this map is an injective Z-map; we can consider the category CD of closed sets and definable maps, and in this category, the limit of the diagram (C F (P ), γ F G (P )) is C X (P ).
We recall the correspondence between finite theories and models in Lukasiewicz logic described in [43] . Finite theories depend always on the choice of a finite number of propositional variables (although this dependence is usually "tacitly understood", see e.g. [43] , page 171). The natural theory associated to a cylinder polyhedron, however, depends on an infinite number of variables, in general. So we have an extension of the usual M od−T heor duality (see [43] ) between rational polyhedra and finite theories to a duality between cylinder polyhedra and certain theories in an infinite number of variables.
Since C F (P ) and C G (P ) are rational polyhedra, the definable map γ F G (P ) gives also a corresponding map between their theories. The theory of C G (P ) may be called the G-expansion of the theory of C F (P ), where a G-tuple t verifies the G-expansion of the theory of C F (P ) if and only if t| F models the theory of C F (P ).
In order to formalize the ideas above in a result, we call limit theory (the terminology is ours, not to be confused with other notions in the literature) a theory with a finite number of axioms but over infinitely many variables. Then we have: Theorem 10.1. The correspondence between rational polyhedra and finite theories in Lukasiewicz logic extends to a correspondence between cylinder polyhedra and limit theories. If P ⊆ [0, 1] X is a cylinder polyhedron, then P = Zeroset(f ) where f is a McNaughton function from [0, 1] X to [0, 1], and the limit theory of P is the theory in the language X axiomatized by single axiom 1 − f .
Conclusions
The results presented in this paper can be useful in many situations. For instance, in [27] and [30] we have two sheaf representations of MV-algebras. The former is via sheaves of MV-chains over the prime spectrum, the second is via sheaves of local MV-algebras over the maximal spectrum. Both approaches have their advantages: MV-chains are relatively simple MV-algebras but prime spectra are not completely understood, whereas local MV-algebras are relatively complicated MV-algebras and maximal spectra are well known to be compact Hausdorff spaces, see [26] (see also [39] for a categorial presentation). We believe that our results could help in understanding sheaf representations of MV-algebras and their associated abelian unital l-groups. In fact, now we know an intrinsic description of Belluce lattices of MV-algebras, and this, via duality, may shed light on the topological properties of prime spectra of MV-algebras: if we achieve an intrinsic topological description of these spectra, then the result of [27] can be more sharply stated as a representation result of MV-algebras as global sections of sheaves on a well defined kind of topological spaces.
For a possible logical characterization of Belluce lattices we conjecture that Belluce lattices of free MV-algebras can be axiomatized in monadic second order logic. We do not know if there is such an axiomatization for arbitrary Belluce lattices.
Appendix: Axioms for K 2
We postulate the existence of sets Π ⊆ K 2 ⊆ L 2 and a point O (the origin) with the following properties.
Axiom A1 K 2 is a bounded atomic lattice.
Intuitively the infimum in K 2 is intersection, the supremum is the convex hull, and the atoms are the rational points.
Given two atoms A, B, we define the segment AB as the triple A, B, A ∨ B, where A ∨ B is the supremum of A and B in K 2 . So our segments are oriented. The same holds for triangles, etc.
With an abuse of language, when speaking about elements of K 2 , we sometimes identify AB with the element A ∨ B of K 2 , because we think this simplifies the notation and does not cause confusion.
Axiom A2 Every element of Π is the supremum in K 2 of four points A, B, C, D such that AB ∧ CD = AD ∧ BC = 0 and AD ∧ BC = 0.
Intuitively Π is the set of all parallelograms whose vertices are four points. When ABCD ∈ Π and AB ∧ CD = AD ∧ BC = 0 and AD ∧ BC = 0 we say that A, B, C, D is a Π-tuple.
Definition An extreme of an element u ∈ K 2 is a point of u which is not in the interior of any segment included in u.
Axiom A3 If ABCD ∈ Π then A, B, C, D are different and are the extremes of ABCD (so they are determined by ABCD).
Definition The segment AB is congruent to the segment CD (written AB = cCD) if and only if there are points E, F such that AB, EF and CD, EF are Π-tuples (this is a kind of congruence relation inspired by the axiomatization of real vector spaces in [34] ).
Note that the segment AB is not intended to coincide with the segment BA, despite in K 2 we have obviously A ∨ B = B ∨ A. In particular, the segment AB is not necessarily congruent to BA (they will be "anti-congruent").
Axiom A4 AB > CD if and only if there is a point E ∈ AB such that AE = cCD.
Axiom A5 any two parallel segments are comparable.
Axiom A6 comparability is irreflexive and transitive.
Definition A < B < C if B is an element of the segment AC different from A, C.
Definition AB is parallel to CD if there are points E, F, G, H such that A < E < F < B in the segment AB, C < G < H < D in the segment CD and EF = cGH.
Definition (segment sum) AB = CD + EF if there is a point G such that AG = cCD and GB = cEF .
Axiom A7 The segment sum, as a partial operation, is commutative and associative.
Axiom A8 Let AB, CD be two parallel segments. Then AB ∧ CD is empty, or a point, or a parallel segment.
Axiom A9 Let AB, CD non parallel segments. Then AB ∧ CD is empty or a point.
Axiom A10 Let AB and CD be parallel segments. Then the segment sum AB + CD exists if and only if there is a segment containing A ′ B ′ = cAB and C ′ D ′ = cCD, and A ′ B ′ ∧ C ′ D ′ is empty or a point.
Definition AB is a submultiple of CD if they are parallel and
• there is a set S of segments parallel to CD at most equal to CD, with AB ∈ S, and for every M N ∈ S different from CD, the sum M N + AB exists and is in S; • every set S as above contains CD.
Axiom A11 (rationality axiom) any two parallel segments have a common submultiple.
In other words, every segment is a rational multiple of any other segment parallel to it.
Definition Given three points A, B, X, we let A < X < B if X lies in the segment AB and is different from A, B.
Axiom A12 For every two points A, B, The binary relation A < X < Y < B is a total order between the inner points of AB. Axiom A15 Every segment AB can be divided in two congruent parts, that is, there is C ∈ AB such that AC = cCB.
The axiom implies divisibility in 2 k congruent parts for every integer k ≥ 2, by induction.
With the previous two axioms, we can divide any segment AB in k congruent parts for every integer k ≥ 3. In fact, one considers a triangle ABC, and subdivides BC in 2 k congruent segments; let B = P 1 < P 2 . . . < P 2 k +1 = C the extremes of these segments; then one can draw k lines parallel to P k A and passing through P 1 , . . . , P k respectively; the intersection of these lines with AB give k congruent segments by Thales axiom.
We define an affine line to be an element l ∈ K n , l = 0, 1 such that for every two points A, B ≤ s, if C is a third point and AB is parallel to BC, then C ≤ l.
Definition Two affine lines p, q are parallel if for every A, B ∈ p there are C, D ∈ q such that ABCD is a Π-tuple.
Axiom A16 Different parallel lines are disjoint, that is, their infimum is 0.
Axiom A17 there are 4 extreme points of the whole space (the maximal element of K 2 ).
Definition Two extremes of the whole space v, w are adjacent if no point of the segment vw is internal to a triangle.
Axiom A18 The supremum of O and one of the two extremes adjacent to O is a line, called coordinate line.
Axiom A19 n lines, each of them parallel to some different coordinate line, meet in a unique point.
Axiom A20 For every coordinate line H and a point A outside H there is a unique line H ′ parallel to H and passing through A.
Definition For i = 1, 2 let us define the i-th coordinate of a point A, written A i , to be the intersection of the i-th axis with the hyperplane parallel to the i-th hyperplane and passing through A, which exists and is unique by the previous axioms.
Axiom A21 (vector sum of points) For any two points A, B, if OA i +OB i exists for every i = 1, 2, then the vector sum of A and B exists, denoted by C = A+ v B, and is the unique point such that OC i = OA i + OB i . We also write A = C − v B. Axiom A24 Every element of K 2 is the supremum of a finite set of points.
Axiom A25 An element C of K 2 is the supremum of a set S of points if and only if every set T containing S and closed under segment (that is if A, B ∈ T then every point of AB is in T ) contains all points of C.
The previous axiom in a sense reduces the calculation of the convex hull of k points to an iterated calculation of the segment between two points. Axiom A26 Given two elements C, D of K 2 , we have C ≤ D if and only if every point below C is also below D.
From the axioms it follows that vector sum behaves well with respect to multiples and submultiples. In particular, for every rational t between 0 and 1 and for every points P, Q, R we have that P Q = tP R if and only if Q = tR + v (1 − t)P . Here is a sketch of proof: P Q = tP R ⇐⇒ OQ−OP = t(OR−OP ) ⇐⇒ OQ = OP +t(OR−OP ) ⇐⇒ OQ = OP +tOR−tOP ⇐⇒ OQ = OP +OtR−OtP ⇐⇒ OQ = OP +O(tR− v tP ) ⇐⇒ OQ = O(P + v tR − v tP ) = O(tR + v (1 − t)P ) ⇐⇒ Q = tR + v (1 − t)P .
Hence a point Q lies in the supremum in K 2 (intuitively the convex hull) of P and R if and only if there is t such that Q = tR + v (1 − t)P . This verification can be made with coordinates because a rational combination of points holds if and only if it holds on all coordinates.
Moreover, by induction on k, we can show that a point lies in the supremum of k points if and only if it is a convex combination of them, and again this may be checked by looking at the coordinates.
Finally, given two elements U, V of K 2 , in order to decide whether U ≤ V , one can first express U, V as suprema of two finite sets of points, say (A i ) i∈I , (B j ) j∈J , and then one checks if every A i is a convex combination of the B j .
