We show that sampling or interpolation formulas in reproducing kernel Hilbert spaces can be obtained by reproducing kernels whose dual systems form molecules, ensuring that the size profile of a function is fully reflected by the size profile of its sampled values. The main tool is a local holomorphic calculus for convolution-dominated operators, valid for groups with possibly non-polynomial growth. Applied to the matrix coefficients of a group representation, our methods improve on classical results on atomic decompositions and bridge a gap between abstract and concrete methods.
Introduction
One of the earliest examples of discretization of integral expansions concerns Calderón's reproducing formula: for an adequate ψ ∈ L 2 (R), f = satisfy growth estimates with respect to the parameters (b, a) as if they were given by (1.2) ; see [41] [42] [43] 51] . The notion of molecule stems from the theory of Hardy spaces [23, 24, 43, 87] and can also be considered in higher dimension and with respect to anisotropic dilations [8, 9, 11, 47] . For most applications, molecules are as good as atoms because they share similar representation and approximation properties.
The discretization of Calderón's formula (1.1) has a natural interpretation as a sampling problem: Let
be the affine group, with multiplication (b 0 , a 0 )(b 1 , a 1 ) = (b 0 + a 0 b 1 , a 0 a 1 ) and Haar measure dµ G (b, a) = da db/a 2 . Then G acts on the Hilbert space H = L 2 (R) by virtue of the representation π(b, a)f = a −1/2 · f (a −1 (· − b)), and Calderón's formula reads
, for all f ∈ H, (1.6) which means that the wavelet transform
is an isometry into a subspace of L 2 (G) [57, 58] . In terms of the wavelet transform, the discrete expansion (1.4) reads 8) or, equivalently,
and expresses the fact that the function W ψ f can be reconstructed from its samples taken along the subset Λ ⊂ G. The condition that {ψ λ : λ ∈ Λ} form a family of molecules can also be reformulated in terms of the wavelet transform, namely by requiring that there exist a well-localized envelope Φ ∈ L 1 (G) such that
, for all (b, a) ∈ G and λ ∈ Λ.
(1.10)
Precise decay conditions on Φ amount to diverse qualities of the set of molecules, such as number of derivatives, order of decay, and vanishing moments [51, 54, 61] . In light of (1.10), the molecule condition pertains to the locality of the sampling expansion (1.9), explaining its fundamental role in approximation theory: not only do the samples {W ψ f (λ) : λ ∈ Λ} characterize W ψ f , but the value W ψ f (b, a) can be approximated, up to a well-controlled error, by a finite subset of samples
Under suitable admissibility conditions, a general unitary group representation π : G H admits a reproducing formula (1.6) [46, 56] . Provided that the underlying vector ψ ∈ H is chosen adequately, the integral reproducing formula can be approximated by Riemann-like sums, yielding a discrete expansion of the form (1.8) . The theory of coorbit spaces [31, 32, 52] takes this approach further, showing that such discretizations extend to function spaces that are defined by imposing adequate decay and integrability conditions on the abstract wavelet transform (1.7). Besov and Triebel-Lizorkin spaces are, for example, coorbit spaces associated with the affine group (1.5), while the Schrödinger representation of the Heisenberg group leads to L p versions of Bargmann-Fock spaces [4] , and the action of SL(2, R) on the unit disk leads to weighted Bergman spaces [77] . See [52, Section 3.3] for these and other examples.
Coorbit theory revealed that the classical atomic decompositions of Besov-Triebel-Lizorkin, Bargmann-Fock, and Bergman spaces are all consequences of a single phenomenon: the action of a suitable group. The theory allowed to revisit classical atomic decompositions in an abstract and unified way, and also lead to new examples. Yet, as noted in the influential monograph [51, Introduction] , the discretization results in [31, 52] fall slightly short of fully re-deriving the classical ones. Indeed, while they show that any suitably admissible ψ ∈ H and any sufficiently dense set Λ ⊂ G provides an expansion as in (1.8) which is also convergent in coorbit spaces, the techniques in [31, 52] are not sufficient to deduce the more precise information on the corresponding dual elements { ψ λ : λ ∈ Λ} that concrete constructions do deliver. For example, when applied to Calderón's formula (1.1), coorbit theory does not produce an expansion (1.4) consisting of molecules (1.10), as, for example, [51, Theorem 1.5] does. The absence of an abstract notion of molecule was noted in [54] , where coorbit molecules are formally introduced and their basic properties are studied. The question remained open, however, whether atomic decompositions consisting of molecules can be obtained in full generality. In the present article, we answer this question in the affirmative. As an application of more general results, we sharpen the discretization techniques for integrable group representations, and bridge a gap between what is achievable with abstract and concrete methods.
1.1. Main results.
1.1.1. Sampling and frames in RKHS. The discretization techniques from [31, 52] have been adapted and extended to many different contexts. Most of these can be modeled by a reproducing kernel Hilbert space (RKHS) K ⊂ L 2 (G) of functions on a locally compact group G; see for instance [7, 17, 39, 70, 71] . As commonly done in the literature, we will assume that the reproducing kernel k : G × G → C, that is, the integral kernel representing the projection L 2 (G) → K, has off-diagonal decay:
for all x, y ∈ G, (1.11) where Φ belongs to a suitable class W w (G) of envelopes determined by w, a submultiplicative weight on G. A system of molecules {h λ : λ ∈ Λ} is a set of functions h λ ∈ K, which is indexed by a subset Λ ⊂ G, and which satisfies the enveloping estimate |h λ (x)| ≤ min Ψ(λ −1 x), Ψ(x −1 λ) , for all λ ∈ Λ and x ∈ G, (1.12) with Ψ ∈ W w (G); see Section 2.3. (This definition thus depends implicitly on the weight w.) Functional expansions associated with a (possibly projective) group representation fit this model by means of the isometric isomorphism provided by the abstract wavelet transform (1.7), since the range of the wavelet transform is a RKHS. The off-diagonal decay of the kernel amounts to suitable admissibility conditions, which are stronger than square-integrability; see for instance [17, 54] . Further examples are spaces of functions with finite rate of innovation [83, 85] .
We now present our main result concerning sampling in RKHS. For this result, we assume that the reproducing kernel k satisfies a certain off-diagonal decay condition (LOC), and a mild continuity requirement (WUC), both described in Section 3.1. Under these assumptions, we prove that sampling formulas can be implemented by molecules, as stated in the following theorem. Here, and below, k will always denote the reproducing kernel of K. Theorem 1.1. Let K ⊂ L 2 (G) be a reproducing kernel Hilbert space satisfying (LOC) and (WUC). Then there exists a compact unit neighborhood U ⊂ G such that, for any Λ ⊂ G satisfying G = λ∈Λ λU and sup x∈G #(Λ ∩ xU ) < ∞, there exists a set of molecules (h λ ) λ∈Λ in K such that
for all f ∈ K, (1.13) with unconditional convergence of the series in K.
In technical jargon, part of the statement of Theorem 1.1 is that the reproducing kernels k(·, λ) λ∈Λ form a frame for K-see Section 2.4. The novelty of our result is that it provides a dual frame (h λ ) λ∈Λ consisting of molecules. Moreover, the envelope for the molecules (h λ ) λ∈Λ (1.12) belongs to the same weight class W w (G) as the envelope for the kernel k (1.11). When applied to the RKHS associated with an integrable group representation, Theorem 1.1 supersedes the discretization results in [31, 52] by providing more precise information on the dual functions h λ ; see Section 7.
1.1.2. Interpolation and Riesz sequences. We also consider the dual problem of finding Riesz sequences of reproducing kernels, that is, families {k(·, λ) : λ ∈ Λ} indexed by a set Λ ⊂ G such that the following norm-equivalence holds:
When {k(·, λ) : λ ∈ Λ} is a Riesz sequence, Λ solves the following interpolation problem: given data a ∈ ℓ 2 (Λ), there exists a function f ∈ K such that
The novel information in our results concerns the so-called biorthogonal system (h λ ) λ∈Λ , characterized by
The biorthogonal system implements the coefficient functionals related to the Riesz sequence:
and also provides the interpolant
satisfying (1.14) .
In order to study Riesz sequences, we assume that the diagonal of the reproducing kernel k is bounded below; see Condition (BD) in Section 3.1. Under this assumption, we prove the following. Theorem 1.2. Let K ⊂ L 2 (G) be a reproducing kernel Hilbert space satisfying (BD) and (LOC). Then there exists a compact unit neighborhood K ⊂ G such that, for any Λ ⊂ G satisfying the separation condition
the kernels k(·, λ) λ∈Λ form a Riesz sequence in K whose biorthogonal system consists of molecules. In addition, under (1.16), there exists an orthonormal sequence (g λ ) λ∈Λ of molecules (which is not necessarily of the form g λ = k(·, λ)).
With respect to the interpolation problem (1.14), Theorem 1.2 implies that the interpolant defined in (1.15) reflects the size profile of the data a ∈ ℓ 2 (Λ). When applied to the RKHS associated with an integrable group representation, Theorem 1.2 improves on corresponding results from [32] by providing such qualitative information on the biorthogonal system; see Section 7.
1.1.3. The canonical dual frame. The dual frame {h λ : λ ∈ Λ} in (1.13) is in general only one of many systems yielding such an expansion. Among all dual systems, the one providing coefficients with minimal ℓ 2 -norm plays a distinguished role and is called the canonical dual frame; see Section 2.4. Under special conditions on the sampling set Λ, we show that in fact the canonical dual frame forms a system of molecules.
More precisely, to each U and Λ as in Theorem 1.1 we associate a certain measure of uniformity U (Λ; U ) ∈ [1, ∞]; see Definition 2.3 below. Uniform sets Λ such as lattices or quasi-lattices have uniformity U (Λ; U ) = 1 for suitable U . Given this notion of uniformity, our result regarding the localization of the canonical dual frame reads as follows: Theorem 1.3. Let K ⊂ L 2 (G) be a reproducing kernel Hilbert space satisfying (LOC) and (WUC). Then there exists a compact unit neighborhood U ⊂ G and an ε > 0 such that: for any Λ ⊂ G satisfying G = λ∈Λ λU , sup x∈G #(Λ∩ xU ) < ∞ and U (Λ; U ) ≤ 1+ ε, the kernels k(·, λ) λ∈Λ form a frame for K whose canonical dual frame consists of molecules.
The conditions of Theorem 1.3 are concretely satisfied whenever G has lattices, or quasilattices, of arbitrarily high density (or, equivalently, of arbitrarily small volume). Such special sets, however, do not always exists. Yet, we prove that the hypothesis of Theorem 1.3 can always be met, and, as an application, derive the following existence result. Theorem 1.4. Let K ⊂ L 2 (G) be a reproducing kernel Hilbert space satisfying (LOC) and (WUC). There exists a frame of reproducing kernels k(·, λ) λ∈Λ whose canonical dual frame consists of molecules. In addition, there exists a Parseval frame of molecules (f λ ) λ∈Λ for K; that is, a frame for K that coincides with its canonical dual frame.
For a Parseval frame (f λ ) λ∈Λ , we have f = λ∈Λ f, f λ f λ for all f ∈ K, which resembles an orthogonal expansion. Such systems are very useful for representing operators.
1.2.
Technical overview and related work.
for all x, y ∈ G, (1.17)
for a well-localized envelope function Φ ∈ L 1 (G); see for instance [6, 35, 86] . Although we do not use any specific results from the literature, we formulate many of the technical lemmas in terms of such operators. Crucially, we also consider convolution-dominated matrices whose entries are indexed by subsets of G that do not need to be subgroups. Such matrices provide an abstract analog of the almost diagonal matrices considered in [43] , while CD operators can be seen as an analog of the Cotlar-type operators of [51] .
Spectral invariance.
Certain algebras of convolution-dominated operators are spectrally invariant: this means that if a convolution-dominated operator in the class is invertible, then its inverse belongs to the same class of operators [5,33,34] 1 . A notable example of this phenomenon pertains to groups of polynomial growth, that is, groups G with a compact unit neighborhood U the Haar measure µ G of whose powers is dominated by a polynomial: µ G (U n ) n k [36, 62, 84, 91] . Convolution-domination is measured in terms of weighted L p -norms, and, under suitable assumptions on the weights, is preserved under inversion. The theory of localized frames [3, 53] exploits such results to conclude that the canonical dual frame of a frame of molecules is itself a frame of molecules. Thus, if spectral invariance tools are applicable, the subtleties in our results are mostly trivial.
Spectral invariance, however, might fail for groups not possessing polynomial growth; see [37, Section 5] and [92] for examples on the affine and free groups respectively. In the absence of spectral invariance, the theory of localized frames does not apply. For example, there are smooth and fast-decaying wavelets with several vanishing moments which yield a frame for L 2 (R), but do not admit a dual frame formed by molecules of a similar quality, and, indeed, do not lead to L p -expansions [89, 90] ; see also [69, Section 9 .2] and [88] . For certain particular wavelet construction schemes, or for specific wavelets, such as the Mexican hat, establishing the validity of L p -expansions is significantly more challenging than that of L 2 expansions [12-15].
1.2.3.
Local spectral invariance. The main technical tool used in this article is a substitute for the spectral invariance of algebras of convolution-dominated (CD) operators, which we call local spectral invariance. For a CD operator T acting on a RKHS K, we show that there is a tradeoff between the envelope Φ in (1.17), which we assume to belong to a certain weighted envelope class W w (G), and the spectral tightness of the operator-that is, its distance to the identity as an operator on K. When these two objects are adequately balanced, the holomorphic calculus maps T into a CD operator with envelope in the same class W w (G)-see Theorems 4.3 and 4.7. Local spectral invariance is then combined with a discretization argument that provides almost-tight frames of reproducing kernels, while keeping certain important qualities controlled; see Section (1.2.4) .
Our result on local spectral invariance of CD operators is inspired by classical off-diagonal estimates for matrices on Z and exponential weights [63, 76] 
for some C, α > 0, and if A is invertible as an operator on ℓ 2 (Z), then its inverse A −1 satisfies
for new constants C ′ , α ′ > 0. Several versions of this result have been exploited to construct wavelets [63, 65] and parabolic variants [55] . The class of matrices satisfying (1.18) is therefore not quite spectrally invariant, because the inverse matrix satisfies an off-diagonal decay condition with respect to a possibly smaller parameter α ′ . A close inspection of the arguments reveals the following trade-off: if C is kept fixed, the new decay exponent α ′ in (1.19) can be taken, not equal, but as close to α as desired, provided that the spectrum of A as an operator on ℓ 2 (Z) is sufficiently tight. Our work is also inspired by a similar trade-off principle for Calderón-Zygmund operators, introduced in [14, 67] , and which to some extent can be traced back to [51, Chapter 3] . Here, spectral tightness is balanced against the so-called Calderón-Zygmund constants of a singular kernel, which govern the off-diagonal decay of the wavelet representation of an operator. Combined with precise estimates for the specific wavelet, a sharp version of the trade-off principle led to a strong solution to the Mexican hat problem [14] .
1.2.4. Almost tight frames. One step in the proof of our results is to construct an almost tight sampling set for a RKHS K, that is, a subset Λ = Λ(ε) ⊂ G such that
with ε > 0 arbitrary. To obtain such a set Λ, we discretize the reproducing identity of K by Riemann-like sums as done by many others, including [2, 31, 39, 48, 52, 70, 71, 73] . Closest to our approach is [73] . Deviating from [31, 52] , we do not extend the discretization technique to Banach norms because that would not yield the quantitative consequences for dual systems that we are after. Furthermore, in contrast to [1, 70, 71, 83, 85, 85] we cannot rely on spectral invariance to obtain such consequences automatically. The crucial step in our discretization is that we derive (1.20) while carefully controlling the qualities that are relevant to exploit local spectral invariance.
1.2.5.
Smoothness of the reproducing kernel. The smoothness we assume on the reproducing kernel k is considerably weaker than in other works such as [39, 70, 71] , since it only involves the (squared) absolute values of the elements of K. Bargmann-Fock spaces of analytic functions on the plane are a case in point where this is relevant, since classical Bergman bounds provide estimates only for the absolute values of the functions in those RKHS; see Example 3.4. Stronger estimates, as required by many other works on RKHS, seem to be unavailable. Similarly, since we only impose such weak smoothness assumptions on reproducing kernels, our results are applicable to projective representations, where the presence of a cocycle may render stronger smoothness assumptions inadequate-see Remark 7.1.
1.2.6. Frequency covers. Many important expansions for functions on R d are produced in terms of lattice translates of a given family of generating functions; such systems are called generalized shift-invariant (GSI) systems [59, 80] . The generators usually have a well-defined frequency profile and the corresponding expansions are thus approximately local Fourier decompositions. The relevant function spaces are defined in terms of frequency covers and are called Besovtype and Triebel-Lizorkin-type spaces, in analogy to the model case of dyadic wavelets [93] . There are specific techniques to produce GSI frames for L 2 (R), most notably extensions of the so-called Walnut-Daubechies criterion [25, 95] ; see [64, 66] .
In [79] , we derived a variant of the Walnut-Daubechies criterion which is applicable to Besov-type spaces. Those results thus concern the extension of a Hilbert-space expansion to a wider range of function spaces, and are, in this respect, related to the problem solved in this article. The formal contexts of both contributions, however, are different. The results in [79] concern the Euclidean space and the Fourier transform, and the success of one specific method (the Walnut-Daubechies criterion) to produce expansions, without qualitative claims on the corresponding dual systems. In contrast, the present article concerns molecule properties of dual systems, and the strength of our approach is that it applies to RKHS on general groups.
Certain representations of affine-type groups G with general dilations induce covers of the Fourier domain and the associated coorbit spaces form Besov-type spaces [49, 50] . In those cases, we can further compare the present results to those in [79] . While the main results in [79] apply only to Besov-type spaces, the molecule conditions in this article lead also to expansions for Triebel-Lizorkin spaces (see [44] and Section 7) . Second, while the Walnut-Daubechies criterion investigated in [79] pertains to subsets of G with a certain algebraic structure, derived from the lattice translates used in GSI systems, the set Λ in Theorem 1.1 is completely general. Finally, our present results make no reference to the Walnut-Daubechies criterion.
1.2.7. Discretizing without off-diagonal decay. The off-diagonal decay of the reproducing kernel (1.11) is an essential assumption for our results, which establish the validity of comparable decay properties for discrete expansions (and, indeed, we show in Remark 4.10 that (1.11) is necessary for our results to hold). In the absence of off-diagonal decay, even the existence of discrete expansions, without claims on the quality of the dual systems, is non-trivial, and was recently established in [45, 72] ; see also [10] . In the same spirit, the existence of discrete frames in the orbit of a possibly non-square-integrable representation (in particular, non-integrable representation) of a solvable Lie group has recently been proved in [74, 75] , by means of a specific construction.
1.3. Structure of the article. Section 2 provides background on frames and Riesz sequences, and weights on groups, and presents the class of envelopes used to define convolutiondominated operators. Section 3 introduces reproducing kernel Hilbert spaces, systems of molecules, and the precise assumptions on the kernels required for our results. Section 4 contains the results on local spectral invariance. These are subsequently put to use in Sections 5 and 6, where the existence of dual frames or biorthogonal systems consisting of molecules is proved. Specifically, Theorems 1.1, 1.3, and 1.4 are proved in Section 5.4, while Theorem 1.2, restated as Theorem 6.2, is proved in Section 6.2. In Section 7 we explain how those results improve on classical coorbit theory. Several technical results are postponed to the appendix.
Preliminaries

2.1.
Notation. Let G be a σ-compact locally compact group with a left Haar measure µ G . Denote by ∆ : G → R + the modular function on G, where R + := (0, ∞). For z ∈ C and r > 0, we write B r (z) := {w ∈ C : |w − z| < r}. We also use the notation T := {z ∈ C : |z| = 1}.
Throughout the paper, the set Q ⊂ G will be a fixed symmetric, open, relatively compact neighborhood of the identity e ∈ G.
The left and right translate by y ∈ G of a function f :
Given an index set I and associated points λ i ∈ G, we refer to a collection Λ = (λ i ) i∈I as a family in G. Here, in contrast to a set, we allow for repetitions or multiplicities. We use notations like λ∈Λ c λ , λ∈Λ M λ , and #(Λ ∩ M ), which have to be interpreted as i∈I c λ i ,
Discrete sets and covers.
Let Λ be family in G and let U ⊂ G be a unit neighborhood.
disjoint cover associated to Λ and U . Covers of this type always exist:
Then there exists a countable disjoint cover (U λ ) λ∈Λ associated to Λ and U .
Proof. Since G is σ-compact and Λ is relatively separated, there exists an enumeration (λ n ) n∈N of Λ (where we allow λ n = λ m even if n = m). For n ∈ N, define U λn := λ n U \ n−1 m=1 λ m U . Then (U λn ) n∈N is a countable family satisfying the desired properties.
The family Λ is called separated if it is U -separated for some unit neighborhood U ⊂ G. Any separated set is relatively separated. For a separated and U -dense family, an associated disjoint cover can be chosen satisfying convenient additional properties; see [48, Section 3] .
Then there exists a V -separated and U -dense family Λ in G. For any such family Λ, there exists a family (U λ ) λ∈Λ such that G = · λ∈Λ U λ as a disjoint union and moreover the sets
Lastly, we formally define the notion of the uniformity of a family Λ.
More generally, any quasi-lattice Λ, that is, any U -separated and U -dense set, is U -admissible with U (Λ; U ) = 1. In contrast to a lattice, a quasi-lattice might exist in a non-unimodular group; see for instance [48 
A function w : G → (0, ∞) will be called an admissible weight, if w is measurable and submultiplicative, meaning that w(xy) ≤ w(x) w(y) for all x, y ∈ G, and if furthermore w ≥ 1. Given such a weight, we define f L 1
and equipped with the norm f Ww :
For technical reasons, we also use amalgam spaces that are only invariant under left or right translations and consist of merely measurable functions, namely
Equipped with the norms
We now collect several estimates. First, for
3)
The following estimates will be used repeatedly. The proof is deferred to the Appendix A.2.
The defining series is absolutely convergent µ G -a.e. on G.
For more on amalgam spaces, including the two-sided version, see [29, 40, 60, 78, 94 ].
Frames and Riesz sequences. Let H be a separable Hilbert space.
A countable family (g λ ) λ∈Λ of vectors g λ ∈ H is called a frame for H if there exist constants A, B > 0, called frame bounds, such that
A family (g λ ) λ∈Λ satisfying the upper frame bound in (2.6) is called a Bessel sequence in H. If (g λ ) λ∈Λ is a Bessel sequence with bound B > 0, then the associated coefficient operator
is well-defined and bounded, with C H→ℓ 2 (Λ) ≤ B 1/2 . Equivalently, the associated reconstruction operator
is well-defined and bounded. The Gramian and the frame operator of (g λ ) λ∈Λ are the operators 
In this case, both (g λ ) λ∈Λ and (h λ ) λ∈Λ form frames for H. If (g λ ) λ∈Λ is a frame for H with frame operator S , then (h λ ) λ∈Λ = (S −1 g λ ) λ∈Λ forms a dual frame of (g λ ) λ∈Λ , called the canonical dual frame.
For more on frames and Riesz sequences, the reader is referred to [22, 96] .
3. Molecules in reproducing kernel Hilbert spaces
By the Riesz representation theorem, this implies that
where k x (y) = k(y, x) = k(x, y). Throughout the paper, k will always denote the reproducing kernel of K. We next list three conditions on the reproducing kernel. These conditions are not assumed to hold throughout the paper; instead it will be explicitly mentioned in each theorem which conditions are assumed.
Kernel conditions. Let K ⊂ L 2 (G) be a RKHS with reproducing kernel k : G × G → C. Let w : G → (0, ∞) be a fixed admissible weight. We will consider the following kernel conditions:
(WUC) Weak uniform continuity: There exists a non-negative Θ ′ ∈ W w (G) such that, for all f ∈ K and x, y ∈ G:
The notion of a molecule in a reproducing kernel Hilbert space is defined as follows.
Definition 3.1. Let Λ be relatively separated in G, let K ⊂ L 2 (G) be a RKHS, and let w : G → (0, ∞) be an admissible weight. A family (g λ ) λ∈Λ of vectors g λ ∈ K is said to be a system of w-molecules if there exists a non-negative Φ ∈ W w (G) such that
3.2. Discussion on kernel conditions. In this subsection we will discuss the conditions (BD), (LOC), (WUC) and their relations. The following observation will often be useful.
The next lemma provides a condition that might be easier to verify than condition (WUC) in particular examples; see for instance Section 7.
Since we are only interested in the behavior as y −1 x → e, we may assume that y −1 x ∈ Q.
A direct calculation using this estimate, combined with the Cauchy-Schwarz inequality, gives
Similarly as above, since
Combing |k x (y)| = |k(y, x)| = |k(x, y)|, with (3.3) and (3.7), this yields
Consequently,
Combining the obtained inequalities gives
where the implied constant does not depend on f, x, y, but only on Θ.
For the "in addition" claim, suppose the kernel k :
for all x, y ∈ G with y −1 x ∈ U . Thus, if y −1 x ∈ U , then it follows by the localization estimate (3.3) and the Cauchy-Schwarz inequality that
The following example provides a setting in which condition (WUC) is satisfied, but the uniformity condition (3.6) might fail. 
in the sense of positive definite matrices (in particular, φ is a so-called plurisubharmonic function). The weighted Fock space of entire functions is
where dm denotes the Lebesgue measure. To fit our context, we renormalize the space as
. Kernel conditions (BD) and (WUC) amount to pointwise estimates for the so-called Bergman kernel and can be found in [68, Proposition 9] , [81, Section 3] , and [27] . Smoothness estimates such as the ones in Lemma 3.3 may fail; nevertheless, the kernel condition (WUC) is satisfied. This follows from classical smoothness estimates on absolute values (weighted Bergman bounds): 
for all x, y ∈ G. The following lemma provides some basic properties of localized kernels that will be used in the sequel. For completeness we provide a proof in Appendix A.3.
Lemma 4.2. Let K ⊂ L 2 (G) be a RKHS. Let H : G × G → C be a w-localized kernel in K for some admissible weight w : G → (0, ∞). Then the associated integral operator
2)
is well-defined and bounded for arbitrary p ∈ [1, ∞], with absolute convergence of the defining integral for all x ∈ G. Moreover, the following properties hold:
In particular, this implies 
4.2.
Local spectral invariance of integral operators. The following theorem provides a substitute for the spectral invariance of CD operators, that is still sufficient for our purposes. For arbitrary δ > 0, there is an ε = ε(Θ, Φ, δ, w) ∈ (0, δ) such that: If
then the operator φ(T H ) : K → K defined through the holomorphic functional calculus satisfies
Proof. Let δ > 0 and let β := Θ 2 L 2 be the upper bound in (3.2) provided by Lemma 3.2. Note that since H : G × G → C is w-localized in K, it follows by Lemma 4.2 that T H : K → K is well-defined and bounded. The proof will be split into several steps:
Step 2. (Representing φ(T H ) as a series). Let φ : B δ (1) → C be holomorphic. By assumption, id K − T H K→K ≤ ε < δ 2 , and hence σ(T H ) ⊂ B δ/2 (1). This implies that φ(T H ) : K → K is a well-defined bounded linear operator.
By expanding φ into a power series, we can write φ(z) = ∞ n=0 a n (z − 1) n for all z ∈ B δ (1) and a suitable sequence (a n ) n∈N 0 ⊂ C. The series representing φ convergences locally uniformly on B δ (1). Therefore,
with convergence in the operator norm. An application of the Cauchy-Hadamard formula gives δ ≤ lim sup n→∞ |a n | 1/n −1 . Thus, there is some N = N (φ, δ) ∈ N such that |a n | 1/n ≤ 2 δ for all n ≥ N . Consequently, there is
Step 3. (Integral representation of T H − id K ). By the reproducing formula (3.1), we have
Hence, T K = id K and therefore T H − id K = T H−K .
Step 4. (w-localization of K −H). Since T H−K K→K = T H −id K ≤ ε and k x L 2 ≤ β 1/2 for all x ∈ G by (3.2), it follows by the point-wise estimate (4.4) that
for all x, y ∈ G. On the other hand, as in Step 1,
for all x, y ∈ G. Step 5. (Estimating products of Φ ε and H − K). Define inductively
as well as
where the operation ⊙ is as defined in Lemma 4.2. This lemma also shows for arbitrary n ∈ N that (T H − id K ) n = T (H−K) •(n) , and that (H − K) •(n) is w-localized in K, which in particular means that
Also, by associativity of the convolution on L 1 (G), it follows by an induction argument that Φ * (n+1) ε = Φ * (n) ε * Φ ε for all n ∈ N. Furthermore, by induction on n ∈ N one can show that
(4.10)
Indeed, the case n = 1 is clear. For the induction step, we use the convolution relation
Finally, again by induction on n ∈ N, it follows that
Here, the base case n = 1 follows from Step 4 since Φ ε (x, y) = Φ ε (y, x). For the induction step, let x, y ∈ G. Then a change of variables, combined with the induction hypothesis, shows
A similar calculation gives
Using these estimates, (4.11) follows by induction.
Step 6. (Construction of the w-localized kernel H φ ). Consider the series ∞ n=1 a n Φ * (n) ε . Since ε ∈ (0, δ 2 ) was chosen such that Φ ε Ww ≤ δ 4 , it follows by (4.10) and (4.6) that
showing that the series ∞ n=1 a n Φ * (n) ε is norm-convergent in the Banach space W w (G) ֒→ C b (G).
. Note that the kernel H φ : G×G → C given by
is well-defined with the series converging absolutely, and
by (4.11) . Similar arguments also show that |H φ (y, x)| ≤ Φ(y −1 x), so that Φ ∈ W w (G) is an envelope for H φ ; see Equation (4.1).
To prove that H φ is w-localized in K, it remains to show H φ (·, y) ∈ K and H φ (x, ·) ∈ K for all x, y ∈ G. To see this, note that Φ ∈ W w ⊂ L 1 ∩ L ∞ ⊂ L 2 (G). In combination with (4.12) and the dominated convergence theorem, this implies that the series defining H φ (·, y) converges in L 2 (G). Since K ⊂ L 2 (G) is closed and since K(·, y) ∈ K and (H − K) •(n) (·, y) ∈ K (see Equation (4.9)), this implies H φ (·, y) ∈ K, as claimed. The proof of H φ (x, ·) ∈ K is similar.
Step 7. (Showing φ(T H ) = T H φ | K ). Let f ∈ K and x ∈ G be arbitrary. Then an application of the dominated convergence theorem (which is justified by the analogue of Equation (4.12) which shows that
where the last step used Equation (4.5). Thus 
4.3.
Convolution-dominated matrices. In this section we consider convolution-dominated matrices. Matrices of similar type have been studied in a variety of settings in the literature; see for instance [33, 34, 82, 84, 91] . Define the space
In case of Λ = Γ, we will simply write C w (Λ) := C w (Λ, Λ).
The following result collects some basic properties of convolution-dominated matrices. For completeness we provide a proof in Appendix A.4. 
4.4.
Local spectral invariance for matrices. The following result provides an analogue of Theorem 4.3 for convolution-dominated matrices. The proof strategy is similar, with the technical caveat that the index sets may not be subgroups of G. For arbitrary δ > 0, there exists ε = ε(Φ, R, δ, w) ∈ (0, δ) such that: If
then the operator φ(M ) : ℓ 2 (Λ) → ℓ 2 (Λ) defined through the holomorphic functional calculus is well-defined and its associated matrix satisfies φ(M ) ∈ C w (Λ).
Proof. Let M ∈ C w (Λ) with envelope Φ. The proof proceeds in four steps:
and define L := 4 δ C 1 > 0. As we just saw, there is k ∈ N ≥2/δ such that Ψ k Ww ≤ L −1 . Fix this choice of k for the remainder of the proof and set ε := k −1 , noting that ε ≤ δ/2 < δ and that indeed ε = ε(Φ, R, δ, w).
Step 2. (A series representation of φ(M )). We write φ(z) = ∞ n=0 a n (z − 1) n for all z ∈ B δ (1) and a suitable sequence (a n ) n∈N 0 ⊂ C, with the series converging locally uniformly on B δ (1). By assumption and by our choice of ε, we have M − id ℓ 2 (Λ) ℓ 2 (Λ)→ℓ 2 (Λ) ≤ ε ≤ δ/2, and hence σ(M ) ⊂ B δ/2 (1) ⊂ B δ (1). Thus,
with convergence of the series in the operator norm.
By the Cauchy-Hadamard formula, it follows that δ ≤ lim sup n→∞ |a n | 1/n −1 . Thus, there is N = N (φ, δ) ∈ N satisfying |a n | 1/n ≤ 2/δ for all n ≥ N , and hence a C φ = C φ (δ) > 0 such that |a n | ≤ C φ · (2/δ) n for all n ∈ N 0 . (4.17)
Step
Since by assumption M − id ℓ 2 (Λ) ℓ 2 (Λ)→ℓ 2 (Λ) ≤ ε = k −1 , we easily see |N λ,λ ′ | ≤ k −1 for all λ, λ ′ ∈ Λ. Furthermore, since Φ is an envelope for M ,
With the same arguments, we also see |N λ,λ ′ | ≤ Ψ(λ −1 λ ′ ). Overall, we have thus shown N ≺ Ψ k , and hence N Cw ≤ Ψ k Ww ≤ L −1 ; see Step 1.
Step 4. (Convergence of the series (4.16) in C w (Λ)). Recall that C 1 = max 1, 2R µ G (Q) and that Rel(Λ) ≤ R. Therefore, we see by Part (iv) of Proposition 4.6 and an easy induction that N n ∈ C w (Λ) with N n Cw ≤ C n 1 · N n Cw ≤ (C 1 /L) n = (δ/4) n for all n ∈ N. In view of the estimate (4.17) for the coefficients a n , this implies
By completeness of C w (Λ), this implies that the series T 0 := ∞ n=1 a n (M − id ℓ 2 (Λ) ) n converges in C w (Λ). Finally, note that 
Systems of molecules and convolution-dominated operators. This section provides several results on the relation between systems of molecules and convolution-dominated operators.
Lemma 4.8. Let K ⊂ L 2 (G) be a RKHS, let Λ be a relatively separated family in G, and let (g λ ) λ∈Λ be a system of w-molecules in K for some admissible weight w. Then (g λ ) λ∈Λ forms a Bessel sequence in K.
Proof. Let Ψ ∈ W w (G) be an envelope for (g λ ) λ∈Λ . Define Φ(x) := min{Ψ(x), Ψ(x −1 )} for x ∈ G, and note that |g λ (·)| ≤ L λ Φ and that Φ is continuous and satisfies Φ ∈ L 1 (G) and, moreover, Φ ∨ = Φ ∈ W L (G). Now, let a = (a λ ) λ∈Λ ∈ ℓ 2 (Λ) be finitely supported. Then, Lemma 2.4 shows λ∈Λ a λ g λ L 2 ≤ λ∈Λ |a λ | L λ Φ L 2 a ℓ 2 , where the implied constant only depends on Λ and Φ. This proves the claim. is well-defined (with absolute convergence of the series) and w-localized; that is, there
for all x, y ∈ G, (4.19) and H(·, y) ∈ K and H(x, ·) ∈ K for all x, y ∈ G.
for all λ ∈ Λ and some C > 0, then for the vectors g λ := τ Proof. (i) Let Φ ∈ W w (G) be an envelope for (g λ ) λ∈Λ . Since Φ is continuous, we can apply Equation (2.4) , which shows for all x, y ∈ G that H(x, y) , the localization estimate (4.19) follows, and we see that the series defining H converges absolutely.
To show that H(·, y) ∈ K for y ∈ G, first note as a consequence of Equation (2.5) that
showing that the series defining H(·, y) converges in L 2 (G). Since g λ ∈ K for all λ ∈ Λ, it follows that H(·, y) ∈ K for all y ∈ G. Hence, also H(x, ·) = H(·, x) ∈ K for all x ∈ G.
This proves the claim since H(y, x) = H(x, y).
(iii) A combination of Part (i) and Lemma 4.2 shows that T H | K : K → K is well-defined and bounded. Let f ∈ K and x ∈ G. Then, since H(x, ·) ∈ K for all x ∈ G, it follows that
for all x ∈ G, Remark 4.10 (Necessitity of (LOC)). If (h λ ) λ∈Λ is a dual frame for (g λ ) λ∈Λ , then
Thus, as in the proof of Part (i) of Lemma 4.9, if (g λ ) λ∈Λ and (h λ ) λ∈Λ are both systems of w-molecules, then it follows that k is w-localized.
The last result of this section will be useful in studying Riesz sequences of molecules. Lemma 4.11. Let K ⊂ L 2 (G) be a RKHS and let w : G → (0, ∞) be an admissible weight. Suppose (g λ ) λ∈Λ is a system of w-molecules with envelope Φ ∈ W w (G). Then the following assertions hold:
(i) The Gramian matrix G = g λ ′ , g λ λ,λ ′ ∈Λ associated to (g λ ) λ∈Λ satisfies Proof. (i) For arbitrary λ, λ ′ ∈ Λ, we have
The convolution relation (2.3) shows that Φ * Φ ∈ W w (G), and hence G ∈ C w (Λ).
(ii) Let Θ ∈ W w (G) be an envelope function for M . Let x ∈ G and γ ∈ Γ be arbitrary. Then,
3), the result follows.
Dual frames of molecules
This section is devoted to proving the existence of frames of reproducing kernels with dual systems that also form a system of molecules.
5.1.
Almost tight frames. The following result provides auxiliary frames that are almost tight. Note that condition (WUC) is assumed here. For every ε ∈ (0, 1), there exists a compact unit neighborhood U ⊂ G such that: If Λ is relatively separated and U -dense in G and (U λ ) λ∈Λ is a disjoint cover associated to Λ and U , then µ G (U λ ) 1/2 k λ λ∈Λ forms a frame for K with lower frame bound 1 − ε and upper frame bound 1 + ε.
Proof. Let ε ∈ (0, 1) be arbitrary. Let η : G → [0, ∞) and Θ ′ ∈ W w (G) be as provided by the weak uniform continuity property (3.4) . Since η(x) → 0 as x → e, we can choose a compact unit neighborhood U ⊂ Q ⊂ G such that η sup,U := sup x∈U η(x) ≤ ε/(1 + Θ ′ W L ). With this choice of U , let Λ and (U λ ) λ∈Λ be as in the statement of the lemma.
Fix f ∈ K and λ ∈ Λ. Since U λ ⊂ λU , it follows that λ −1 x ∈ U for x ∈ U λ . Thus, (3.4) yields
An application of the triangle inequality gives
and summing this inequality over λ ∈ Λ yields
To further estimate the right-hand side of (5.1), fix z ∈ G. For arbitrary y ∈ U λ ⊂ λU , it follows that λ −1 y ∈ U ⊂ Q = Q −1 and hence
Combining this with (5.1) yields f 2
, we thus see that
which is the desired lower bound. The upper bound follows similarly.
Dual frames of molecules.
Using the existence of almost tight frames provided by Lemma 5.1, we derive our main result regarding the existence of well-localized dual frames.
Theorem 5.2. Let K ⊂ L 2 (G) be a RKHS satisfying (LOC) and (WUC) for some admissible weight w : G → (0, ∞). There exists a compact unit neighborhood U ⊂ G such that, for any relatively separated and U -dense Λ in G, the following assertions hold:
(i) The system (k λ ) λ∈Λ is a frame for K and admits a dual frame (h λ ) λ∈Λ of w-molecules.
(ii) There exists a tight frame (g λ ) λ∈Λ for K which forms a family of w-molecules.
Proof. Let Θ ∈ W w (G) be as in (3.3) and set Φ := M Q Θ * M R Q Θ. By Theorem 4.3, we see that there exists ε = ε(Θ, w) ∈ (0, 1) such that if H : G × G → C is w-localized in K with envelope Φ and if T H − id K K→K ≤ ε, then there are kernels H 1 , H 2 : G × G → C that are w-localized in K and such that T −1
where the operators on the left-hand side are defined by the holomorphic functional calculus. Next, choose the compact unit neighborhood U ⊂ G as provided by Lemma 5.1 for this choice of ε, and let Λ be relatively separated and U -dense in G.
By Lemma 2.1, there is a disjoint cover (U λ ) λ∈Λ associated to Λ and U . Set τ λ := µ G (U λ ) for λ ∈ Λ. Since τ λ ≤ µ G (λU ) = µ G (U ) < ∞ for all λ ∈ Λ, and by (LOC), it follows that (τ 1/2 λ k λ ) λ∈Λ forms a system of w-molecules. Furthermore, Lemma 4.9 shows that the (pre)frame operator S : K → K associated to this family is an integral operator S = T H | K whose integral kernel H :
(ii) Note that part (iv) of Lemma 4.9 shows that (g λ ) λ∈Λ := S −1/2 (τ 1/2 λ k λ ) λ∈Λ is a family of w-molecules in K. By elementary frame theory, (g λ ) λ∈Λ forms a tight frame for K.
(i) Recall that (k λ ) λ∈Λ is a family of w-molecules, by (LOC). Thus Lemma 4.8 shows that (k λ ) λ∈Λ is a Bessel sequence in K, and hence so is the family (h λ ) λ∈Λ := S −1 (τ λ k λ ) λ∈Λ , since τ λ = µ G (U λ ) ≤ µ G (U ) < ∞ for all λ ∈ Λ. Furthermore, since S −1 = T H 1 | K for the w-localized kernel H 1 , Lemma 4.9 shows that (S −1 k λ ) λ∈Λ is a family of w-molecules. Since τ λ ≤ µ G (U ) for all λ ∈ Λ, this implies that (h λ ) λ∈Λ is a family of w-molecules as well. Since
for all f ∈ K, it follows that (k λ ) λ∈Λ and (h λ ) λ∈Λ form a pair of dual frames.
5.3.
Canonical dual frames of molecules. Our main result in this section is the following statement showing that if Λ is chosen such that U (Λ; U ) < 1 + ε for a sufficiently small unit neighborhood U ⊂ G and sufficiently small ε > 0, then the reproducing kernels (k λ ) λ∈Λ form a frame whose canonical dual frame again forms a system of molecules.
Theorem 5.3. Let K ⊂ L 2 (G) be a RKHS satisfying (LOC) and (WUC) for some admissible weight w : G → (0, ∞). There is a compact unit neighborhood U ⊂ G and an ε > 0 such that: If Λ is relatively separated and U -dense in G with uniformity U (Λ; U ) < 1 + ε, then (k λ ) λ∈Λ is a frame for K, and furthermore:
(i) The associated inverse frame operator S −1 : K → K coincides with an integral operator
The canonical dual frame (S −1 k λ ) λ∈Λ of (k λ ) λ∈Λ is a system of w-molecules in K.
Proof. Let U ⊂ G be a compact unit neighborhood and let Λ be relatively separated and Udense in G, with a disjoint cover (U λ ) λ∈Λ associated to Λ and U . Let (τ λ ) λ∈Λ ⊂ [0, ∞) satisfy τ λ ≤ 2 µ G (U λ ) for all λ ∈ Λ. By Theorem 4.3 and Lemma 4.9, there is ε = ε(w, Θ) ∈ (0, 1/8) such that if the (pre)-frame operator S : K → K of (τ 1/2 λ k λ ) λ∈Λ satisfies S − id K K→K ≤ 4ε, then τ 1/2 λ k λ λ∈Λ forms a frame for K whose inverse frame operator S −1 is an integral operator whose integral kernel is w-localized in K. In particular, the canonical dual frame of τ 1/2 λ k λ λ∈Λ forms a system of w-molecules. The remainder of the proof consists in constructing a suitable compact unit neighborhood U ⊂ G such that if Λ satisfies the assumptions of the theorem, then one can choose the disjoint cover (U λ ) λ∈Λ and τ ∈ (0, ∞) such that if we set τ λ = τ ∈ (0, ∞) for all λ ∈ Λ, then τ λ ≤ 2 µ G (U λ ) and S − id K K→K ≤ 4ε.
Lemma 5.1 yields a compact symmetric unit neighborhood U ⊂ Q such that, for any relatively separated and U -dense family Λ in G with disjoint cover (U λ ) λ∈Λ associated to Λ and U , the frame operator S 0 : K → K of µ G (U λ ) 1/2 · k λ λ∈Λ satisfies id K − S 0 K→K ≤ ε. Let Λ be relatively separated and U -dense in G with uniformity U (Λ; U ) < 1 + ε. Then, by definition, there is a cover G = · λ∈Λ U λ of measurable sets U λ ⊂ λU satisfying µ G (U λ )
Similarly, for arbitrary λ ∈ Λ, it holds that
for all f ∈ K. Since S − S 0 is Hermitian, this shows that S − S 0 K→K ≤ 2ε, and hence id K − S ≤ 3ε. By the choice of ε, this implies that the system (τ 1/2 k λ ) λ∈Λ forms a frame of w-molecules for K whose inverse frame operator S −1 is an integral operator whose integral kernel is w-localized in K. Since the frame operator S : K → K of (k λ ) λ∈Λ is given by S = τ −1 · S , this implies all properties stated in the theorem.
A family Λ in G satisfying the assumptions of the preceding theorem can always be chosen:
Lemma 5.4. Let U ⊂ G be an arbitrary unit neighborhood and let ε > 0. Then there is a relatively separated and U -dense set Λ with uniformity U (Λ; U ) < 1 + ε.
Proof. First, consider the special case that G is a discrete group, with counting measure µ G . Choose Λ = G and U λ := {λ} for λ ∈ Λ, noting that U λ ⊂ λU , since U contains the neutral element. Since G is discrete and Q ⊂ G is precompact, Q is finite. Thus, Λ is relatively
In the remainder of the proof, assume that G is non-discrete. Choose a compact symmetric unit-neighborhood V ⊂ G satisfying V V V V ⊂ U , and set W := V V . By Lemma 2.2, there is a set Λ 0 ⊂ G which is V -separated and W -dense and such that there is a partition
Then N λ ≥ N ≥ 10 for all λ ∈ Λ 0 . More precisely, it holds that
By iteratively applying Lemma A.1, it follows that for each λ ∈ Λ 0 there is a partition
λ : (λ, ℓ) ∈ I . In the following, we show that Λ satisfies the required properties.
To see that Λ is relatively separated, note that there are M ∈ N and y 1 , . . . , y M ∈ G such that Q W −1 ⊂ M t=1 y t Q, since Q is a unit-neighborhood and Q W −1 ⊂ G is relatively compact. Since x 
where the last step follows from the right-most inequality in (5.2) .
Note that G = · (λ,ℓ)∈I W (ℓ) λ , which in particular implies that the x
Lastly, note that, for arbitrary (λ, ℓ), (θ, k) ∈ I,
where the first inequality follows from (5.2). Since G = · (λ,ℓ)∈I W (ℓ) λ and W 
Dual Riesz sequences of molecules
This section provides a proof of the main results on Riesz sequences. 6.1. Almost orthogonal Riesz sequences. We start with the construction of an auxiliary system of molecules which forms an "almost orthogonal" Riesz sequence.
Lemma 6.1. Let K ⊂ L 2 (G) be a RKHS satisfying (BD) and (LOC) for some admissible weight w : G → (0, ∞). For every ε ∈ (0, 1), there exists a compact set K ⊂ G such that for each K-separated family Λ in G, the system ( k λ ) λ∈Λ consisting of normalized kernels k x := k x / k x L 2 forms a Riesz sequence in K with lower Riesz bound (1 − ε) 2 and upper Riesz bound (1 + ε) 2 .
Proof. Note that if Θ is replaced by Θ 0 (x) := min{Θ(x), Θ(x −1 )}, then (3.3) still holds. Hence, it may be assumed that the envelope Θ is symmetric. The proof proceeds in three steps:
Step 1 (Estimating k λ · 1 λK L 2 ). Since G is σ-compact, there is an increasing sequence (K n ) n∈N of compact sets K n ⊂ G such that G = n∈N K n . Since Θ ∈ L 2 (G) and 1 K c n · Θ → 0 pointwise as n → ∞ with |1 K c n · Θ| 2 ≤ |Θ| 2 ∈ L 1 (G), the dominated convergence theorem yields that there exists n 0 ∈ N such that 1 K c n 0 · Θ L 2 ≤ α 1/2 · ε/2, where α > 0 is as in (3.2) . The estimate |k λ (x)| ≤ Θ(λ −1 x) = L λ Θ(x) yields, for any λ ∈ G and any measurable set
Since ε < 1, it follows that
and hence 1 − ε 2 ≤ k λ · 1 λK L 2 ≤ 1 + ε 2 for λ ∈ G and K ⊂ G measurable with K ⊃ K n 0 .
Step 2 (Construction of a compact set K 0 ). Let (K n ) n∈N be the family from Step 1, and define K n := (K n Q) −1 . Note because of Θ = Θ ∨ that if
Step 3 (Completing the proof ). With K n 0 and K 0 as above, choose ϕ ∈ C c (G) with 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 on K 0 . Let K ′ 0 := supp ϕ and define K :
To estimate this further, note that since Λ is K-separated in G and K ⊃ Q = Q −1 , it follows that Rel(Λ) ≤ 1. Therefore, Equation (6.1) and Lemma 2.4 imply that
Hence,
On the other hand, since (λK) λ∈Λ is pairwise disjoint, the family (g λ ) λ∈Λ = ( k λ · 1 λK ) λ∈Λ is orthogonal. This, in combination with 1 − ε 2 ≤ k λ · 1 λK L 2 ≤ 1 + ε 2 from Step 1, yields
Combining the obtained estimates with the triangle inequality gives
for every finitely supported sequence c ∈ C Λ , as desired.
6.2. Biorthogonal systems of molecules. Using the auxiliary Riesz sequence constructed in the preceding subsection, we can now prove the existence of Riesz sequences whose biorthogonal system forms a family of molecules. Theorem 6.2. Let K ⊂ L 2 (G) be a RKHS satisfying (BD) and (LOC) for some admissible weight w : G → (0, ∞). There exists a compact unit neighborhood K ⊂ G such that, for every K-separated family Λ in G, the following assertions hold:
(i) The family (k λ ) λ∈Λ is a Riesz sequence in K, and its unique biorthogonal system (h λ ) λ∈Λ ⊂ span{k λ : λ ∈ Λ} is a family of w-molecules. (ii) There exists an orthonormal sequence (g λ ) λ∈Λ in span{k λ : λ ∈ Λ} consisting of wmolecules.
Proof. Let Φ := α −1 · (Θ * Θ) ∈ W w (G), where α and Θ are as in (3.2) and (3.3). Theorem 4.7 yields a constant ε = ε(α, Θ, w) ∈ (0, 1) such that for any M ∈ C w (Λ) with envelope Φ and satisfying M − id ℓ 2 (Λ) ℓ 2 →ℓ 2 ≤ ε, we have M −1 ∈ C w (Λ) and M −1/2 ∈ C w (Λ) as well. By use of Lemma 6.1, choose a compact set K ⊂ G such that K ⊃ Q and such that for every K-separated family Λ in G, the family ( k λ ) λ∈Λ of normalized kernels k λ := k λ / k λ L 2 is a Riesz sequence with lower Riesz bound (1 − ε 3 ) 2 and upper Riesz bound (1 + ε 3 ) 2 . Let Λ be K-separated in G. By Lemma 4.11 and because of k λ 2 L 2 ≥ α, the Gramian G ∈ B(ℓ 2 (Λ)) of the family ( k λ ) λ∈Λ satisfies G ∈ C w (Λ) with envelope Φ as defined above. Furthermore, the fact that ( k λ ) λ∈Λ has lower and upper Riesz bounds
By the choice of ε, this entails that G −1 ∈ C w (Λ) and G −1/2 ∈ C w (Λ).
(i) Note that also G −1 ∈ C w (Λ), where G −1 denotes the matrix obtained from G −1 by conjugating each entry. Using the notation of Lemma 4.11, define ( h λ ′ ) λ ′ ∈Λ := G −1 ( k λ ) λ∈Λ and h λ ′ := k λ ′ −1 L 2 · h λ ′ for λ ′ ∈ Λ. Since k λ 2 L 2 ≥ α and since (k λ ) λ∈Λ is a family of wmolecules by condition (LOC), we see that also ( k λ ) λ∈Λ is a family of w-molecules. Therefore, Lemma 4.11 shows that the same holds for the families ( h λ ) λ∈Λ and (h λ ) λ∈Λ . Furthermore, the series defining h λ ′ = λ∈Λ ( G −1 ) λ ′ ,λ k λ converges in L 2 (G) by (4.14) , which implies that h λ ′ ∈ span{k λ : λ ∈ Λ} and hence h λ ′ ∈ span{k λ : λ ∈ Λ} for all λ ′ ∈ Λ. To show that (h λ ) λ∈Λ is biorthogonal to (k λ ) λ∈Λ , we compute
which completes the proof of Part (i).
For (ii), similar arguments as in (i) show that the system (g λ ′ ) λ ′ ∈Λ = G −1/2 ( k λ ) λ∈Λ forms a system of w-molecules, and that g λ ′ ∈ span{k λ : λ ∈ Λ}. For brevity, let us set A := G , noting that A = A * and hence A −1/2 = (A −1/2 ) * as well, meaning (A −1/2 ) λ,γ = (A −1/2 ) γ,λ for all λ, γ ∈ Λ. Using this identity and that A θ,γ = k γ , k θ , a direct computation shows
for all λ, λ ′ ∈ Λ, since A and A −1/2 commute. Thus, (g λ ) λ∈Λ is an orthogonal family.
Theorem 1.2 of the introduction corresponds to Theorem 6.2.
Coorbit spaces associated to integrable group representations
The ingredients of coorbit theory are an irreducible, square-integrable unitary representation (π, H π ) of a locally compact group G on a Hilbert space H π , and a weight w : G → (0, ∞), which is admissible as defined in Section 2.3, and satisfies the symmetry condition w(x) = ∆(x −1 ) · w(x −1 ).
(7.1)
This symmetry condition guarantees that
w , which implies that the space W R w (G) as defined in the present paper coincides with the right-sided Wiener amalgam space W R w (G) as used in [31, 32, 52] . 2 For g ∈ H π , define V g :
The orthogonality relations for square-integrable representations [16, 28] yield the existence of a unique positive, densely defined operator C π : dom(C π ) → H π such that G f 1 , π(x)g 1 Hπ π(x)g 2 , f 2 Hπ dµ G (x) = C π g 2 , C π g 1 Hπ f 1 , f 2 Hπ (7.2) for all f 1 , f 2 ∈ H π and g 1 , g 2 ∈ dom(C π ). The domain of C π consists of the admissible vectors:
The discretization scheme from [31, 32, 52] provides a discrete version of (7.2). This discretization starts with a so-called better vector, that is, a non-zero vector g ∈ H π such that
w for any measurable f , thanks to the symmetry |V g g(x)| = |V g g(x −1 )|, and since M Q (f ∨ ) = (M R Q f ) ∨ , we see that V g g ∈ W L w (G) if and only if V g g ∈ W R w (G). Such better vectors always exist provided that (π, H π ) is w-integrable, that is, provided that a non-zero vector g ∈ H π with V g g ∈ L 1 w (G) exists; see [30, Lemma in Section 6.1]. We now show how our results recover and improve on those in [31, 32, 52] . 2 In these papers, the norm on W R w (G) is given by
Remark 7.1 (Extensions and generalizations.). The discretization results can also be applied to the case of representations (π, H π ) that are only square-integrable modulo a central subgroup, or, equivalently, to projective unitary representations as considered in [18, 21] . The phase function Γ : G × G → T appearing in Lemma 3.3 is particularly convenient to check the kernel conditions in this setting. In addition, the results can be applied to possibly reducible (π, H π ) and their associated coorbit spaces, see [19, 20] 
Proof. Since G is non-discrete, it follows by [26, Proposition 1.4.4 ] that µ G ({e}) = 0. This implies that µ G is atom free, since if A ⊂ G is an atom of µ G , then (since µ G is σ-finite), 0 < ε := µ(A) < ∞, and by outer regularity of µ G and since µ G ({e}) = 0, there is an open unit neighborhood U ⊂ G satisfying µ G (U ) ≤ ε/2. Since G is σ-compact, we have G = ∞ n=1 x n U for suitable (x n ) n∈N ⊂ G, and hence 0 < µ G (A ∩ x n U ) ≤ µ G (x n U ) ≤ ε/2 < µ(A) for some n ∈ N, which contradicts the fact that A is an atom of µ G . Now, Sierpinski's theorem implies the claim; see [97, Lemma α in Section 52].
A.2. Amalgam spaces. We first provide a proof that W L w embeds into L ∞ . Lemma A.2. There is a constant C > 0 satisfying f L ∞ ≤ C f W L ≤ C f W L w for each admissible weight w and measurable f : G → C.
Proof. Since w ≥ 1, it suffices to prove f L ∞ ≤ C f W L . Choose a symmetric open unit neighborhood P ⊂ G satisfying P P ⊂ Q. Since G is σ-compact, there is a countable family (x n ) n∈N ⊂ G satisfying G = ∞ n=1 x n P . For p ∈ P , we have x n P ⊂ x n pQ, so that f L ∞ (xnP ) ≤ f L ∞ (xnpQ) = M Q f (x n p). Averaging this over p ∈ P , we get f L ∞ (xnP ) ≤ 1 µ G (P ) P M Q f (x n p) dµ G (p) ≤ 1 µ G (P ) f W L . Since this holds for all n ∈ N, and G = ∞ n=1 x n P , this implies the claim for C = [µ G (P )] −1 .
We close this subsection with a proof of Lemma 2.4.
Proof of Lemma 2.4. To prove (2.4), fix x, y ∈ G and λ ∈ Λ. For arbitrary z ∈ λQ, we then have λ −1 z ∈ Q and z −1 λ ∈ Q −1 = Q. Therefore, λ −1 x = λ −1 zz −1 x ∈ Qz −1 x and y −1 λ = y −1 zz −1 λ ∈ y −1 zQ. Since Q is open and the envelopes Φ, Ψ are continuous, this implies Φ(λ −1 x) ≤ M R Q Φ(z −1 x), as well as Ψ(y −1 λ) ≤ M Q Ψ(y −1 z). Taking the product of these two inequalities, averaging over z ∈ λQ, and summing over λ ∈ Λ, we thus see
as claimed. Here, the second step is justified by the monotone convergence theorem and Equation (2.1), and the final step used the change of variables t = y −1 z. A similar argument proves (2.5). Lastly, if Φ is continuous, also Φ ∨ is continuous, so that Equation (2.5) applied to Φ ∨ shows λ∈Λ |Φ(λ −1 x)| = λ∈Λ |Φ ∨ (x −1 λ)| ≤ C Φ ∨ W L for C := Rel(Λ) µ G (Q) . Let c = (c λ ) λ∈Λ ∈ ℓ 2 (Λ).
By the Cauchy-Schwarz inequality and the preceding estimate, it follows as required that
This completes the proof.
A.3. Localized integral kernels. In this subsection, we provide a proof for Lemma 4.2.
Proof of Lemma 4.2. Let Φ ∈ W w (G) be an envelope for H.
We first show that T H f (x) ∈ C is well-defined for x ∈ G and f ∈ L p (G) and that T H : L p (G) → L p (G) is bounded. Since Φ is an envelope for H, we have |H(x, ·)| ≤ L x Φ. Since Φ ∈ W w (G) ⊂ L 1 (G) ∩ L ∞ (G) ⊂ L p ′ (G), it follows that L x Φ ∈ L p ′ (G), and hence H(x, ·) ∈ L p ′ (G), since H is measurable. Therefore, T H (x) = H(x, ·), f L p ′ ,L p ∈ C is welldefined, with absolute convergence of the defining integral. Finally, the boundedness of T H : L p (G) → L p (G) is an easy consequence of Schur's test; see [38, Theorem 6.18 ].
(i) Let f, g ∈ L 2 (G) be arbitrary. Note that where the last equality follows since H(·, y) ∈ K and g ⊥ K. Thus, T H f ∈ K.
(ii) Since H(·, t) ∈ K and H(x, ·) ∈ K, we see H(·, t), k x = H(x, t) and H(x, ·), k y = H(x, y). Thus, an application of Fubini's theorem (which is justified by (A.1)) gives Similarly, it follows that |H ⊙ L(y, x)| ≤ G Φ(y −1 z) Φ ′ (z −1 x) dµ G (z) = Φ * Φ ′ (y −1 x). Thus Ψ := Φ ′ * Φ + Φ * Φ ′ is an envelope for H ⊙ L, and Ψ ∈ W w (G) by (2.3) . The above calculation also shows that H ⊙ L(x, y) ∈ C is well-defined for all x, y ∈ G.
Note that H ⊙ L(·, y) = T H [L(·, y)] ∈ K by Part (i), since L(·, y) ∈ K ⊂ L 2 (G), and then |M λ,γ | ≤ Θ(λ −1 γ) ≤ Θ L ∞ ≤ Θ Ww . Thus, |M λ,γ | ≤ M Cw for all λ ∈ Λ and γ ∈ Γ, showing that if M = 0, then M = 0.
For the completeness, it suffices to show that if (M (n) ) n∈N satisfies ∞ n=1 M (n) Cw < ∞, then the series (ii) Let Φ ∈ W w (G) be an envelope for M = (M λ,γ ) λ∈Λ,γ∈Γ ∈ C w (Γ, Λ). Thanks to Equation (2.5), we see that
Since this holds for all envelopes Φ ∈ W w (G) for M , this proves (4.14).
(iii) This follows directly by combining Schur's test (see [38, Theorem 6.18] ) with Part (ii).
(iv) Choose non-negative Φ, Φ ′ ∈ W w (G) which satisfy M = (M ω,γ ) ω∈Ω,γ∈Γ ≺ Φ and N = (N γ,λ ) γ∈Γ,λ∈Λ ≺ Φ ′ . Then, Equation (2.4) shows for arbitrary ω ∈ Ω and λ ∈ Λ that
and similarly
The above calculations show that |(M N ) ω,λ | ≤ min{Ψ(λ −1 ω), Ψ(ω −1 λ)}. Equation (2.3) shows that Ψ ∈ W w (G), with Ψ Ww ≤ 2C · Φ ′ Ww · Φ Ww , Therefore, it follows that M N ≺ Ψ and M N ∈ C w (Λ, Ω), with M N Cw ≤ Ψ Ww . Since Φ, Φ ′ ∈ W w (G) with M ≺ Φ and N ≺ Φ ′ were chosen arbitrarily, the conclusion follows.
