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COMBINATORICS OF QUADRATIC SPACES
OVER FINITE FIELDS
SEMIN YOO
Abstract. We study various combinatorial properties of quadratic spaces (Fnq , Q) over finite fields
Fq where Q(x) = x21 + · · · + x
2
n and q is an odd prime power. First, we construct a new isometric
invariant of combinatorial type on (Fnq , Q) and then investigate possible quadratic subspaces of
(Fnq , Q). Second, we investigate the poset structure of nondegenerate subspaces of (F
n
q , Q) under
the inclusion order. The number of these subspaces behaves like the q-binomial coefficient and we
study its combinatorial properties.
1. Introduction and statements of results
1.1. For an odd prime power q, let us consider the n-dimensional vector space Fnq over the finite
field Fq. Since Fnq is a vector space over Fq, dimension is a useful invariant to classify its subspaces.
Furthermore, the number of k-dimensional subspaces of Fnq is the q-binomial coefficient
(n
k
)
q
which
plays an important role in combinatorics.
One of the surprising phenomenon about the q-binomial coefficient is the fact that there are the
q-analogues of the binomial coefficient. There is a well-known relationship between the binomial
coefficients and the q-binomial coefficients as follows:
Field with one element Fq (q-analogues)
object [n] = {1, 2, · · · , n} Fnq
subobject a k set in [n] a k-dimensional subspace of Fnq
bracket n the number of lines in Fnq
factorial n! [n]q!
poset Bn Ln(q)
group |Sn| = n! |GL(n, q)| = q
n(n−1)/2(q−1)n [n]q!
flag flags in [n] flags in Fnq
binomial coefficient
(n
k
)
= n!k!(n−k)! =
∣∣∣ SnSk×Sn−k
∣∣∣ (nk)q = [n]q![k]q![(n−k)]q! =
∣∣∣∣GL(n,q)(A C
0 B
) ∣∣∣∣
connection limq→1
(n
k
)
q
=
(n
k
)
Table 1. Example of Field with one element analogues.
It turns out that q-analogues appear in many mathematical areas not only combinatorics but
also in the study of special function, quantum group and so on.
In this paper, we add one more bit of structure called a quadratic form on Fnq . We consider the
quadratic form dotn on Fnq given by
dotn(x) := x
2
1 + · · ·+ x
2
n for any x = (x1, x2, ..., xn) in F
n
q .
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The main goal of this paper are to define a new isometric invariant of combinatorial type on
(Fnq ,dotn) and the dot-analogues of the q-binomial coefficients, and to study related combinatorics
listed in the last column of Table 2.
q-analogues dot-analogues
space Fnq (F
n
q ,dotn)
subspace a k-dimensional subspace of Fnq a dotk-subspace of dotn
bracket the number of lines in Fnq the number of spacelike lines in (F
n
q ,dotn)
factorial [n]q! [n]d!
poset Ln(q) En(q)
group |GL(n, q)| = qn(n−1)/2(q − 1)n [n]q! |O(n, q)| = 2
n [n]d!
flag flags in Fnq Euclidean flags in (F
n
q ,dotn)
binomial coefficient
(n
k
)
q
=
[n]q!
[k]q![(n−k)]q!
=
∣∣∣∣GL(n,q)(A C
0 B
) ∣∣∣∣ (nk)d = [n]d![k]d![(n−k)]d! =
∣∣∣ O(n,q)O(k,q)×O(n−k,q)
∣∣∣
Table 2. The q-analogues and the dot-analogues.
1.2. In Section 2, in order to derive a new isometric invariant of (Fnq ,dotn), we begin our discussions
in a more general setting.
Recall that in the theory of quadratic forms, any nondegenerate quadratic form Q(x) on a vector
space of dimension n over a finite field is equivalent to one of the following two:
dotn(x) = x
2
1 + · · · + x
2
n−1 + x
2
n or
λdotn(x) = x
2
1 + · · · + x
2
n−1 + λx
2
n for some nonsqaure λ in Fq.
We will call dotn the Euclidean form and call λdotn the Lorentzian form. When there is
no danger of confusion, we will let dotn and λdotn denote the quadratic spaces (Fnq ,dotn) and
(Fnq , λdotn) respectively.
In particular, there are three possible 1-dimensional quadratic subspaces in (Fnq ,dotn) up to
equivalence: (1) dot1, (2) λdot1, and the degenerate case (3) 0. Motivated by this, we define three
types of lines in quadratic space and give names to them following terminology used in Minkowski
geometry.
Definition 1. The type of a line l through the origin in (Fnq ,dotn) is spacelike if |l| is a square,
timelike if |l| is a nonsquare, and lightlike if |l| is 0. Here, we let |l| denote the value dotn(x) for
any nonzero x in l.
It is easy to check that the notion of line type is well-defined. We show that the number of lines
of each type is an intrinsic invariant of (Fnq ,dotn):
Theorem 2. Two quadratic subspaces are isometrically isomorphic in (Fnq , dotn) with the restricted
quadratic forms if and only if the number of lines of each type in the quadratic subspaces is the
same.
It is well-known that dimension and discriminant are useful and effective invariants of nondegener-
ate quadratic spaces over finite fields. However, they are not good enough to differentiate degenerate
quadratic spaces. Our invariant, the number of lines of each type, works well on (Fnq ,dotn) especially
when we want to distinguish even degenerate quadratic spaces as well as nondegenerate quadratic
spaces. Also, using these line types, we can give a new proof of Minkowski’s theorem on the size of
spheres over finite fields (Theorem 19).
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1.3. We also show which types of quadratic subspaces can be embedded in (Fnq ,dotn). Since there
are two types of nondegenerate quadratic spaces, we have the following 2k+1 possible k-dimensional
quadratic subspaces in (Fnq ,dotn) up to equivalence:
dotk, λdotk, dotk−1 ⊕ 0, λdotk−1 ⊕ 0, ... , 0
k.
For convenience, we denote them by T1, T2, · · · , T2k+1 in this order.
Theorem 3. Let n = 2k. In the Grassmannian Grq(k, dotn) over Fq, which is the set of k-
dimensional subspaces in dotn,
(1) If k is even then all 2k + 1 cases exist.
(2) If k is odd then all 2k + 1 cases exist except for a space of type T2k+1 when q ≡ 3 (mod 4).
Theorem 4. Let h < k. In the Grassmannian Grq(k, dotk+h),
(1) If h is odd and q ≡ 1 (mod 4) then there are exactly T1, T2, ..., T2h, T2h+1 types.
(2) If h is odd and q ≡ 3 (mod 4) then there are exactly T1, T2, ..., T2h, T2h+2 types.
(3) If h is even then we have exactly T1, T2, ..., T2h+1 types.
1.4. In [11], Stanley shows that the poset Ln(q) of all subspaces of Fnq under set-inclusion order is
rank symmetric, rank unimodal, and Sperner. Let us call a k-dimensional subspace W of dotn, a
dotk-subspace if W is isometrically isomorphic to dotk with the restricted quadratic form dotn|W .
In Section 3, we consider the poset of dotk-subspaces of the quadratic space (Fnq ,dotn) for 0 ≤ k ≤ n
under set-inclusion order, which we call the Euclidean poset and denote by En(q). We show that
the Euclidean poset En(q) is rank symmetric (Theorem 26), rank unimodal (Theorem 31), log-
concave (Theorem 32), and Sperner (Corollary 37). Furthermore, we find that the number of
dotk-subspaces in dotn is given by
|dotk,n| =
|dot1,n||dot1,n−1| · · · |dot1,n−k+1|
|dot1,k| · · · |dot1,1|
where dotk,n is a set of dotk-subspaces of dotn. Observing the similarity between this formula and
the one for the binomial coefficients, we define the dot-binomial coefficient:(
n
k
)
d
=
[n]d!
[k]d![(n− k)]d!
where [k]d = |dot1,k| and [n]d! =
∏n
k=1[k]d. Thus
(
n
k
)
d
is exactly the size of the Grassmannian
Grq(dotk,dotn) which is the set of dotk-subspaces in dotn. We investigate various combinatorial
properties of
(n
k
)
d
including the analogues of Pascal’s identity (Proposition 39 and Corollary 40)
and limq→1
(n
k
)
d
(Proposition 44). We also show that
(n
k
)
d
is a rational function in q.
1.5. By counting the number of flags of the Euclidean poset En(q), we compute the size of orthog-
onal groups over finite fields (Corollary 46) by
|O(n, q)| = 2n [n]d!,
and show that (
n
k
)
d
=
∣∣∣∣ O(n, q)O(k, q) ×O(n− k, q)
∣∣∣∣ .
in two different ways. Also, the Mo¨bius function µ of the Euclidean poset En(q) can be computed
using
(n
k
)
d
.
Theorem 5. Let V be a dotn space. Then we have
µ({0} , V ) = (−1)nbn
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where b0 = 1 and bn can be obtained recursively by the equation
(1)
n∑
k=0
(−1)kbk
(
n
k
)
d
= 0.
In Section 4, we also study the Lorentzian poset consisting of λdotk-subspaces of (Fnq ,dotn).
Acknowledgements. The author would like to express great gratitude to Jonathan Pakianathan
for helpful discussions and encouragements for this work.
2. Isometric invariant of combinatorial type of quadratic spaces over finite fields
In this section, we prove Theorem 2. We briefly remind the reader of some basic concepts of
quadratic forms that we will use later and mainly follow the expository papers [5] and [6]. Then
we count the number of lines of each type and these counts complete the proof of Theorem 2. In
the appendix, we (1) give a new proof of Minkowski’s theorem on counting the size of spheres over
finite fields and (2) discuss the existence of types of quadratic subspaces in (Fnq ,dotn).
2.1. Quadratic forms. Let V be a n-dimensional vector space over a field F with charF 6= 2.
A quadratic form Q on V is a function from V to F satisfying the following two conditions:
Q(cv) = c2Q(v) for any v ∈ V, c ∈ F and B(v,w) = 12(Q(v + w) − Q(v) − Q(w)) is bilinear. We
call B the bilinear form associated with Q and dimV the dimension of the quadratic form
Q. It is easy to check that B is symmetric. Once we fix a basis, quadratic forms can be expressed
by a unique matrix form. We call such a matrix M the matrix associated with Q in this basis.
Furthermore, there are canonical bijections among the following sets in a chosen basis:
• The set of homogeneous polynomials of degree 2, in n-variables.
• The set of quadratic forms on V .
• The set of symmetric bilinear forms on V .
• The set of symmetric n× n matrices over F .
We will use any of these definitions of quadratic forms as occasion demands.
Now we define a special class of quadratic forms, which forms the building blocks of all quadratic
forms. A quadratic form is called nondegenerate if a matrix representation of it is invertible. If its
determinant is zero, we call a quadratic form degenerate. For F -vector spaces V , quadratic forms
Q1, Q2 on V are equivalent if there is a linear isomorphism A : V −→ V such that Q2(Av) = Q1(v)
for any v in V . For example, the two quadratic forms Q(x, y) = x2 − y2 and Q′(x, y) = xy on R2
are equivalent.
A natural problem is to determine the classification of quadratic forms up to equivalence. We
restrict to finite fields and consider the classification of nondegenerate quadratic forms over finite
fields. Proofs can be found in [5] or [6].
Theorem 6 (Classfication 1). [6] Let Q be a nondegenerate quadratic form over a finite field Fq.
Then Q is equivalent to one of
x21 + · · ·+ x
2
n−1 + x
2
n or x
2
1 + · · · + x
2
n−1 + λx
2
n
for some nonsquare λ in Fq.
The discriminant d(Q) of Q is the coset of detM in F∗/F∗2 where M is a matrix associated
with Q. We have the following corollary directly by Theorem 6.
Corollary 7. Two nondegenerate quadratic forms over Fq are equivalent if and only if they have
the same dimension and same discriminant.
We state a second version of the classification of nondegenerate quadratic forms over Fq. Proofs
can be found in [5] or [6].
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Theorem 8 (Classification 2). [6] Let Q be a nondegenerate quadratic form over a finite field Fq.
Then Q is equivalent to one of
x1x2 + x3x4 + · · ·+ xn−3xn−2 +
{
xn−1xn, or
x2n−1 − λx
2
n,
if n is even for some nonsquare λ in Fq, and
x1x2 + x3x4 + · · · xn−4xn−3 + xn−2xn−1 +
{
x2n, or
λx2n,
if n is odd for some nonsquare λ in Fq.
We now consider a quadratic form with a space. A quadratic space (V,Q) is a vector space
equipped with a quadratic form Q on it. We call it nondegenerate when the underlying quadratic
form is nondegenerate. Two quadratic spaces (V1, Q1) and (V2, Q2) are called isometrically iso-
morphic if there is a linear isomorphism A : V1 −→ V2 such that Q2(Av) = Q1(v) for any v in
V1. We call the map A an isometry. When the map A is injective, we say A is an isometric
embedding. The category of quadratic spaces over K has as its objects quadratic spaces and
morphisms isometric embeddings between quadratic spaces. Let W be a vector subspace of V and
QW be the restriction of Q to W . One can check that the inclusion (W,QW ) in (V,Q) is an isomet-
ric embedding. Thus we say that (W,QW ) is a quadratic subspace of V . Moreover, given two
quadratic spaces (V1, Q1) and (V2, Q2), one can construct a new quadratic space (V1 ⊕ V2, QVq⊕V2)
with QV1⊕V2(v1, v2) := QV1(v1) +QV2(v2).
Let (V,Q) be a quadratic space and B be the bilinear form associated with Q. We say two
subspaces W1,W2 are orthogonal W1 ⊥ W2 if we have Q(w1 + w2) = Q(w1) + Q(w2) for any
w1 in W1 and w2 in W2, equivalently, B(w1, w2) = 0. Let W be a subspace of V . We define the
orthogonal complement
W⊥ = {v ∈ V | B(v,w) = 0 for any w ∈W} .
We state some useful facts about a nondegenerate quadratic space (V,Q). If W is a subspace
of V , then the following are equivalent: (1) W ∩ W⊥ = 0, (2) W is nondegenerate, (3) W⊥ is
nondegenerate, and (4) V = W ⊕W⊥. Moreover, one can show that dimW+dimW⊥ =dimV and
(W⊥)⊥ =W . Thus taking ⊥ is bijective.
We define special classes of nondegenerate quadratic spaces. Let (V,Q) be a nondegenerate
quadratic space. A vector space V is said to be isotropic if there exists a nonzero vector v in
V satisfying Q(v) = 0, and otherwise anisotropic. For example, an inner product space is an
anisotropic real quadratic space. Thus isotropic quadratic spaces behave differently than Euclidean
space over R. We call a subspace W of (V,Q) totally isotropic by convention if Q|W = 0. We
now define special nondegenerate quadratic spaces. The hyperbolic plane H is a 2-dimensional
quadratic space where the quadratic form is equivalent to x2 − y2(or xy). A quadratic space is
hyperbolic if it is isometrically isomorphic to a direct sum of hyperbolic planes.
It is well-known that there is an isometric embedding of the hyperbolic plane into V if V is an
isotropic space. That is how hyperbolic planes can be considered as building blocks in Theorem 8
since quadratic spaces over finite fields are isotropic if their dimensions are at least 3. The next
proposition is a kind of generalization. The proof may be found in [5].
Proposition 9. [5] Let (V,Q) be a nondegenerate quadratic space and U ⊂ V a totally isotropic
subspace with basis u1, · · · , um. Then there exists a totally isotropic subspace U
′, disjoint from U ,
with basis u′1, · · · .u
′
m such that B(ui, u
′
j) = δ(i, j). In particular, 〈U,U
′〉 ∼=
⊕m
i=1H.
Corollary 10. [5] Let W be a maximal totally isotropic subspace of a nondegenerate quadratic space
V . Then dimW ≤ 12dimV . Equality holds if and only if V is hyperbolic.
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We state the fundamental results in the algebraic theory of quadratic forms. There are two
equivalent statements of Witt’s result: one is Witt’s extension theorem and the other is Witt’s
cancellation theorem. We omit the proofs. They can be found in [5].
Theorem 11 (Witt’s cancellation theorem). [5] Let U1, U2, V1, V2 be quadratic spaces where V1 and
V2 are isometrically isomorphic. If U1 ⊕ V1 ∼= U2 ⊕ V2, then U1 ∼= U2.
Theorem 12 (Witt’s extension theorem). [5] Let X1 ∼= X2, X1 = U1⊕V1,X2 = U2⊕V2, f : V1 −→
V2 an isometry. Then there is an isomtery F : X1 −→ X2 such that F |V1 = f and F (U1) = U2.
We now introduce Minkowski’s work that counts the size of the spheres in Fnq . Let NK/F :
K −→ F denote the norm map of the unique degree 2 extension field K of F . The map NK/F is
a 2-dimensional quadratic form on K/F and it is defined as NK/F (x) = xx¯. In other words, it is
equivalent to x21−λx
2
2 where λ is a nonsquare. In Theorem 13, we use the classification of quadratic
forms over finite fields following Theorem 8.
Theorem 13. [9] Let (V,Q) be a nondegenerate quadratic space and SQr denote the sphere of radius
r in (V,Q). i.e., SQr = {x ∈ V | Q(x) = r}. If Q ∼= kH and n = 2k, then
|SQr | =
{
qn−1 − q
n−2
2 if r 6= 0
qn−1 + q
n
2 − q
n−2
2 if r = 0
If Q ∼= (k − 1)H⊕NK/F and n = 2k, then
|SQr | =
{
qn−1 + q
n−2
2 if r 6= 0
qn−1 − q
n
2 + q
n−2
2 if r = 0
If Q ∼= kH⊕ cx2 and n = 2k + 1, then
|SQr | =
{
qn−1 + q
n−1
2 sgn(r/c) if r 6= 0
qn−1 if r = 0
where sgn stands for the Legendre symbol and c is either 1 or a nonsquare. Note that the cases of
r = 0 contain 0 in their counts.
In [4], Casselman gives the proof of Theorem 13 by following Minkowski’s essay, which uses the
finite Fourier transform. Without Fourier theory, we give a self-contained proof using our line types
in the appendix.
2.2. The number of lines of each type on quadratic spaces over finite fields. Recall that
the number of k-dimensional subspaces is
(2)
(qn − 1)(qn − q) · · · (qn − qk−1)
(qk − 1)(qk − q) · · · (qk − qk−1)
.
In particular, the number of 1-dimensional subspaces is given by
(3)
qn − 1
q − 1
.
This formula helps us to obtain the number of lines of a given type when we already have the
number of lines of the other two types. We now want to derive a key property from the concept of
line types.
Example 14. In F33, there are 4 lines in a plane of F
3
3 by formula 3. There are also 13 planes in F
3
3
by formula 2. We describe all the 2-dimensional subspaces pi in F33 for i = 1, · · · , 13 using lines in
them and omit the zero vector in pi. Also, S denotes spacelike line, T denotes timelike line, and L
denotes lightlike line.
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Lines in 2-space Type of each line Type of 2-space
p1 {〈(1, 0, 0)〉 , 〈(0, 1, 1)〉 , 〈(1, 1, 1)〉 , 〈(1, 2, 2)〉} S, T, L,L λdot2
p2 {〈(1, 0, 0)〉 , 〈(0, 1, 2)〉 , 〈(1, 1, 2)〉 , 〈(1, 2, 1)〉} S, T, L,L λdot2
p3 {〈(0, 1, 0)〉 , 〈(1, 0, 1)〉 , 〈(1, 1, 1)〉 , 〈(1, 2, 1)〉} S, T, L,L λdot2
p4 {〈(0, 1, 0)〉 , 〈(1, 0, 2)〉 , 〈(1, 1, 2)〉 , 〈(1, 2, 2)〉} S, T, L,L λdot2
p5 {〈(0, 0, 1)〉 , 〈(1, 1, 0)〉 , 〈(1, 1, 1)〉 , 〈(1, 1, 2)〉} S, T, L,L λdot2
p6 {〈(0, 0, 1)〉 , 〈(1, 2, 0)〉 , 〈(1, 2, 1)〉 , 〈(1, 2, 2)〉} S, T, L,L λdot2
p7 {〈(1, 0, 0)〉 , 〈(0, 1, 0)〉 , 〈(1, 1, 0)〉 , 〈(1, 2, 0)〉} S, S, T, T dot2
p8 {〈(1, 0, 0)〉 , 〈(0, 0, 1)〉 , 〈(1, 0, 1)〉 , 〈(1, 0, 2)〉} S, S, T, T dot2
p9 {〈(0, 1, 0)〉 , 〈(0, 0, 1)〉 , 〈(0, 1, 1)〉 , 〈(0, 1, 2)〉} S, S, T, T dot2
p10 {〈(1, 0, 1)〉 , 〈(0, 1, 1)〉 , 〈(1, 1, 2)〉 , 〈(1, 2, 0)〉} T, T, L, T λdot1 ⊕ 0
p11 {〈(1, 0, 1)〉 , 〈(1, 1, 0)〉 , 〈(1, 2, 2)〉 , 〈(0, 1, 2)〉} T, T, L, T λdot1 ⊕ 0
p12 {〈(1, 1, 0)〉 , 〈(0, 1, 1)〉 , 〈(1, 2, 1)〉 , 〈(1, 0, 2)〉} T, T, L, T λdot1 ⊕ 0
p13 {〈(1, 1, 0)〉 , 〈(0, 1, 2)〉 , 〈(1, 2, 2)〉 , 〈(0, 2, 1)〉} T, T, L, T λdot1 ⊕ 0
Table 3. The description of all 2-dimensional subspaces of F33.
The phenomenon we can observe from Example 14 is following: If two quadratic subspaces are
isometrically isomorphic, then the number of lines of each type in them is the same and vice versa.
The direction of “only if” is easy to show since isometries do not change line types. However, the
“if” direction is tricky to prove. We prove it with the following strategy. First, we count how many
lines of each type exist in any dimension. Let us call the number of spacelike lines sk, timelike
lines tk, and lightlike lines lk in a k-dimensional subspace of (Fnq ,dotn). Second, we show that
non-isometrically isomorphic quadratic subspaces have different triples (sk, tk, lk). Following our
strategy, let us start to count the number of lines of each type in any dimension. We first state
basic facts about Fq without proofs.
Lemma 15. In a finite field Fq, we have
(1) −1 is a square if and only if q ≡ 1 (mod 4).
(2) −1 is a nonsquare if and only if q ≡ 3 (mod 4).
Theorem 16. In the n-dimensional quadratic space (Fnq , dotn), there is the following number of
lines of each type.
Spacelike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n = 4k + 3
qn−1+q
n−1
2
2
qn−1−q
n−1
2
2
n = 4k + 1 q
n−1+q
n−1
2
2
n = 4k + 2
qn−1−q
n−2
2
2
qn−1+q
n−2
2
2
n = 4k q
n−1−q
n−2
2
2
Table 4. The number of spacelike lines in dotn.
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Timelike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n = 4k + 3
qn−1−q
n−1
2
2
qn−1+q
n−1
2
2
n = 4k + 1 q
n−1−q
n−1
2
2
n = 4k + 2
qn−1−q
n−2
2
2
qn−1+q
n−2
2
2
n = 4k q
n−1−q
n−2
2
2
Table 5. The number of timelike lines in dotn.
Lightlike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n =odd qn−2 + qn−3 + · · ·+ 1
n = 4k + 2
q
n−2
2 + qn−2 + qn−3 + · · ·+ 1
(qn−2 + qn−3 + · · · + 1)− q
n−2
2
n = 4k (qn−2 + qn−3 + · · · + 1) + q
n−2
2
Table 6. The number of lightlike lines in dotn.
Proof. Let us count spacelike lines first. Any line always goes through the origin. Thus the number
of intersection points between a given line and a sphere is always two or zero if the radius is nonzero.
Thus the number of spacelike lines in dotn is
(the number of elements in a (n− 1)-dimensional unit-sphere)/2
since we can scale the radius if the radius is a square. Hence our goal follows from Theorem 13 once
one matches the conditions on Fnq with the correct quadratic type.
Let us consider the odd dimensional case dot2l+1 first. From the relation
H⊕H⊕ · · · ⊕H⊕ cdot1 = dot2l+1,
it follows that (−1)lc = 1 by comparing their discriminants since d(H) = −1. Thus we have
c = (−1)l. This implies that sgn(r/c) = sgn(r(−1)l) by the property of sgn(1/r) =sgn(r). Thus
sgn depends on whether l is odd or even. If q ≡ 1 (mod 4), then sgn(−1)l = 1 for any l since −1 is
a square. Since we are counting the spacelike lines, sgn(r) = 1. Therefore, the number of spaceslike
lines is
qn−1 + q
n−1
2 sgn(r/c)
2
=
qn−1 + q
n−1
2
2
.
If q ≡ 3 (mod 4) and n = 4k + 1, then the number of the spacelike lines is
qn−1 + q
n−1
2 sgn(r/c)
2
=
qn−1 + q
n−1
2
2
.
since sgn(−1)l = 1 where l = 2k. If q ≡ 3 (mod 4) and n = 4k + 3, then the number of spacelike
lines is
qn−1 + q
n−1
2 sgn(r/c)
2
=
qn−1 − q
n−1
2
2
.
since sgn(−1)l = −1 where l = 2k + 1. Similarly, one can easily obtain the number of spacelike
lines when n is even. For timelike lines, it is enough to replace sgn(r) = 1 with sgn(r) = −1. For
lightlike lines, we use the total lines in Fnq given by Equation 3 and then subtract the number of
spacelike lines and timelike lines. This completes the proof. 
Similarly, we can compute the number of lines of each type in the Lorentzian space (Fnq , λdotn).
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Theorem 17. In (Fnq , λdotn) where λ is a nonsquare, there is the following number of lines of each
type.
Spacelike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n = 4k + 3
qn−1−q
n−1
2
2
qn−1+q
n−1
2
2
n = 4k + 1 q
n−1−q
n−1
2
2
n = 4k + 2
qn−1+q
n−2
2
2
qn−1−q
n−2
2
2
n = 4k q
n−1+q
n−2
2
2
Table 7. The number of spacelike lines in λdotn.
Timelike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n = 4k + 3
qn−1+q
n−1
2
2
qn−1−q
n−1
2
2
n = 4k + 1 q
n−1+q
n−1
2
2
n = 4k + 2
qn−1+q
n−2
2
2
qn−1−q
n−2
2
2
n = 4k q
n−1+q
n−2
2
2
Table 8. The number of timelike lines in λdotn.
Lightlike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n =odd qn−2 + qn−3 + · · ·+ 1
n = 4k + 2
q
n−2
2 + qn−2 + qn−3 + · · ·+ 1
(qn−2 + qn−3 + · · · + 1) + q
n−2
2
n = 4k (qn−2 + qn−3 + · · · + 1)− q
n−2
2
Table 9. The number of lightlike lines in λdotn.
Proof. We follow the same proof as in Theorem 16. Let us consider the odd dimensional case and
spacelike line first. From the relation
H⊕H⊕ · · · ⊕H⊕ cdot1 = λdot2l+1,
by comparing discriminants, we obtain (−1)lc = λ. i.e., c = (−1)lλ. Thus we have
sgn(c) =
{
1 if l is odd and q ≡ 3 (mod 4)
−1 if l is even or q ≡ 1 (mod 4)
.
Since sgn(r/c) =sgn(rc) and sgn(r) = 1,
sgn(r/c) =
{
1 if l is odd and q ≡ 3 (mod 4)
−1 if l is even or q ≡ 1 (mod 4)
.
By using this observation and similar counts as the proof of Theorem 16, this completes the proof.

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We now consider the number of lines of each type in degenerate spaces. First, let us count the
number of spacelike lines in dotk ⊕ 0
n−k. We denote the number of spacelike lines in dotn by sn.
For a vector v in dotk ⊕ 0
n−k, we can write v = (v1, v2) with |v| = |v1| where v1 is a nonzero vector
in dotk and v2 is a vector in 0
n−k. Let us say a vector is spacelike if its norm is a square. Thus
the number of spacelike lines in dotk ⊕ 0
n−k is
(the number of the spacelike vectors in dotk)× q
n−k
q − 1
.
Since the number of spacelike vectors in dotk is sk × (q − 1), the number of spacelike lines in
dotk ⊕ 0
n−k is sk × q
n−k. Similarly, we can apply the same technique to count timelike lines in
degenerate spaces. As for lightlike lines, we use Equation 3 again. Therefore, we finally obtain how
many lines exist for each line type in any dimension with any quadratic type. Let us consider the
case when q ≡ 1 (mod 4) and n is odd. We omit the remaining cases. By Theorem 16, Theorem
17, and our discussion, we have the following number of lines of each type:
Spacelike Timelike Lightlike
dotn
qn−1+q
n−1
2
2
qn−1−q
n−1
2
2 q
n−2 + qn−3 + · · ·+ q + 1
λdotn
qn−1−q
n−1
2
2
qn−1+q
n−1
2
2 q
n−2 + qn−3 + · · ·+ q + 1
dotk ⊕ 0
n−k, k is odd q
n−1+q
2n−k−1
2
2
qn−1−q
2n−k−1
2
2 q
n−2 + qn−3 + · · ·+ q + 1
dotk ⊕ 0
n−k, k is even q
n−1−q
2n−k−2
2
2
qn−1−q
2n−k−2
2
2 q
n−2 + qn−3 + · · · + q + 1 + q
2n−k−2
2
λdotk ⊕ 0
n−k, k is odd q
n−1−q
2n−k−1
2
2
qn−1+q
2n−k−1
2
2 q
n−2 + qn−3 + · · ·+ q + 1
λdotk ⊕ 0
n−k, k is even q
n−1+q
2n−k−2
2
2
qn−1+q
2n−k−2
2
2 q
n−2 + qn−3 + · · · + q + 1− q
2n−k−2
2
0n 0 0 qn−1 + qn−2 + · · ·+ q + 1
Table 10. The number of spacelike, timelike, and lightlike lines in each quadratic
space when q ≡ 1 (mod 4) and n is odd.
One can check that the triples in each quadratic type are all distinct. Therefore, we conclude
Theorem 2. 
Example 18. Suppose that q ≡ 1 (mod 4) and n = 3. The number of spacelike, timelike, and
lightlike lines are given by the following:
Spacelike Timelike Lightlike
dot3
q2+q
2
q2−q
2 q + 1
λdot3
q2−q
2
q2+q
2 q + 1
dot2 ⊕ 0
q2−q
2
q2−q
2 2q + 1
λdot2 ⊕ 0
q2+q
2
q2+q
2 1
dot1 ⊕ 0
2 q2 0 q + 1
λdot1 ⊕ 0
2 0 q2 q + 1
03 0 0 q2 + q + 1
Table 11. The number of spacelike, timelike, and lightlike lines in each quadratic
spaces when q ≡ 1 (mod 4) and n = 3.
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2.3. Appendix: The size of spheres over finite fields. By the discussion in Theorem 16, we
replace Theorem 13 to the following theorem:
Theorem 19. In (Fnq , dotn), the size of the (n− 1)-sphere with the radius r is following:
Spacelike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n = 4l + 3
qn−1 + q
n−1
2
qn−1 − q
n−1
2
n = 4l + 1 qn−1 + q
n−1
2
n = 4l + 2
qn−1 − q
n−2
2
qn−1 + q
n−2
2
n = 4l qn−1 − q
n−2
2
Table 12. The size of the (n− 1)-sphere with a square radius r
Timelike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n = 4l + 3
qn−1 − q
n−1
2
qn−1 + q
n−1
2
n = 4l + 1 qn−1 − q
n−1
2
n = 4l + 2
qn−1 − q
n−2
2
qn−1 + q
n−2
2
n = 4l qn−1 − q
n−2
2
Table 13. The size of the (n− 1)-sphere with a nonsquare radius r
Lightlike q ≡ 1 (mod 4) q ≡ 3 (mod 4)
n is odd qn−1
n = 4l + 2
qn−1 + q
n
2 − q
n−2
2
qn−1 − q
n
2 + q
n−2
2
n = 4l qn−1 + q
n
2 − q
n−2
2
Table 14. The size of the (n− 1)-sphere with the zero radius r
We will prove Theorem 19 instead of Theorem 13. Let us denote S a square and N a nonsquare
in Fq. To prove Theorem 19, we need one more Lemma, which counts how many pairs (n, n+1) in
Fq are SS, SN,NS, and NN . For example, in F5, there is no SS pair, one SN pair (1, 2), one NS
pair (3, 4) and one NN pair (2, 3). In the following lemma, we do not consider the pairs (0, 1) and
(−1, 0).
Lemma 20. [7] Assume that n takes 1, 2, · · · , q− 2. The number of pairs (n, n+1) among sqaures
and nonsquares for each case is following:
q ≡ 1 (mod 4) q ≡ 3 (mod 4)
|SS| 14 (q − 5)
1
4(q − 3)
|SN | 14 (q − 1)
1
4(q + 1)
|NS| 14 (q − 1)
1
4(q − 3)
|NN | 14 (q − 1)
1
4(q − 3)
Table 15. The number of pairs for each case in Fq
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Proof. We first notice that the number of nonzero squares in Fq is (q−1)/2. Indeed, let us consider
the square function s : F∗q −→ F
∗
q given by x 7→ x
2. One can show that F∗q is a multiplicative group
and f is a group homomorphism map. Since the kernel of s consists of 1 and −1, |kerf | = 2. By
the 1st isomorphism theorem, |Imf | = |F∗q |/|kerf | = (q − 1)/2.
Thus we obtain the following 4 equations:
|SS|+ |SN | =
{
1
2(q − 3) if q ≡ 1 (mod 4)
1
2(q − 1) if q ≡ 3 (mod 4)
, |SS|+ |NS| =
1
2
(q − 3),
|SN |+ |NN | =
{
1
2(q − 1) if q ≡ 1 (mod 4)
1
2(q − 3) if q ≡ 3 (mod 4)
, |SN |+ |NN | =
1
2
(q − 1).
We will find one more relation between |SS|, |SN |, |NS|, and |NN | to solve simultaneous equations.
From the following equation(
n
q
)(
n+ 1
q
)
=
{
1 if (n, n+ 1) = SS,NN
−1 if (n, n+ 1) = SN,NS
where (k/q) is a Jacobi symbol, we obtain
|SS|+ |NN | − |SN | − |NS| =
∑
n∈Fq\{−1,0}
(
n(n+ 1)
q
)
.
Since any n has a reciprocal (mod q), denoted by m, it follows that n(n+1) ≡ n2(1 +m) (mod q).
Note that the Jacobi symbol is multicative. Thus we simplify the terms in the summation:(
n(n+ 1)
q
)
=
(
1 +m
q
)
Since n ∈ Fq \ {−1, 0}, m ∈ Fq \ {−1, 0}. Thus we have
|SS|+ |NN | − |SN | − |NS| =
∑
n∈Fq\{−1,0}
(
n(n+ 1)
q
)
=
∑
n∈Fq\{−1,0}
(
1 +m
q
)
.
Since the numbers of squares and nonsquares are same, this implies
(4) |SS|+ |NN | − |SN | − |NS| =
∑
m∈Fq\{−1,0}
(
1 +m
q
)
= −1 +
∑
m∈Fq
(
m
q
)
= −1.
By some computations, we can find |SS|, |NN |, |SN |, and |NS|. 
Proof of Theorem 19. We prove it by induction. Let n = 1. In (Fq,dot1), there is only one spacelike
line. Thus the size of 0-sphere with a square radius is 2. It is same as q1−1 + q
1−1
2 = 2. On the
other hand, there are no timelike lines. It is also same as q1−1 − q
1−1
2 = 0. For lightlike lines, there
is one lightline line 〈0〉, which is the same as q1−1 = 1.
Suppose that this statement is valid for k ≤ n. We will count the number of lines of types instead
of counting the size of spheres when the radius is nonzero. We prove the theorem when q ≡ 1 (mod
4), n is odd, and the radius is (1) a square and (2) zero. One can follow the same proof as those
cases.
Let u and vi be vectors satisfying
(1) u · u = 1, (2) vi · vj = 1 if i = j and (3) vi · vj = 0 if i 6= j for i, j = 1, · · · , n.
Then the form of a line u+ t1v1+ · · ·+ tnvn can consist of any line in Fn+1q \ span {ui | i = 1, · · · , n}
where ti in Fq for i = 1 · · · n. Thus let us observe the following:
(5) 〈u+ t1v1 + · · ·+ tnvn, u+ t1v1 + · · ·+ tnvn〉 = 1 + t
2
1 + · · ·+ t
2
n.
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When the right hand side is a square in Equation 5, then the number of solutions is the difference
between the number of spacelike lines in dotn+1 and dotn.
Suppose that q ≡ 1 (mod 4). We prove the case (1) first when the radius is a square. Let
an be the sequence of the number of spacelike lines in dotn. Notice that |SS| = (q − 5)/4 and
|NS| = (q − 1)/4 by Lemma 20. Together with the induction hypothesis if k is odd,
ak+1 − ak = |S
k−1
0 |+ |
∑
c2 6=0
t21 + · · ·+ t
2
k = c
2 − 1|
= |Sk−10 |+
∣∣∣∣∣∣∣∣∣
∑
c2 6=0,
c2−1=square
t21 + · · ·+ t
2
k = c
2 − 1
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣
∑
c2 6=0,
c2−1=nonsquare
t21 + · · ·+ t
2
k = c
2 − 1
∣∣∣∣∣∣∣∣∣
= qk−1 +
1
4
(q − 5)(qk−1 + q
k−1
2 ) +
1
4
(q − 1)(qk−1 − q
k−1
2 )
=
q − 1
2
qk−1 − q
k−1
2
where |Sk−10 | is the number of size of the (k−1)-sphere with the radius 0. Similarly, when k is even,
we obtain
ak+1 − ak =
q − 1
2
qk−1 −
q − 1
2
q
k−2
2 + q
k
2 .
We are now ready to find an+1 when n is odd:
an+1 − a1 =
n∑
k=1
(ak+1 − ak)
=
n∑
k=1,
k:odd
(ak+1 − ak) +
n∑
k=1,
k:even
(ak+1 − ak)
=
n∑
k=1,
k:odd
(
q − 1
2
qk−1 − q
k−1
2
)
+
n∑
k=1,
k:even
(
q − 1
2
qk−1 −
q − 1
2
q
k−2
2 + q
k
2
)
=
q − 1
2
(q2)
n+1
2 − 1
q2 − 1
−
q
n+1
2 − 1
q − 1
+ q
q − 1
2
(q2)
n−1
2 − 1
q2 − 1
−
q − 1
2
q
n−1
2 − 1
q − 1
+ q
q
n−1
2 − 1
q − 1
=
qn − q
n−1
2
2
− 1.
Since a1 = 1, we conclude that an+1 = (q
n − q
n−1
2 )/2. In other words, the number of solutions of
the n-sphere with a square radius is qn − q
n−1
2 .
We prove case (2) when the radius is zero. Let us count the size of a sphere with the radius zero.
Then we need to compute the number of solutions of the equation x21+ · · ·+x
2
n+1 = 0. Since we are
considering the case q ≡ 1 (mod 4), −c is a square where c is a square. By the induction hypothesis,
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we obtain
|Sn+10 | =
∑
xn+1
|Sn−x2n+1
|
= |Sn0 |+ 2
∑
c: sqaure
|Sn−c|
= |Sn0 |+ 2
(
q − 1
2
)
|Sn−c|
= |Sn0 |+ (q − 1)|S
n
−c|
= qn−1 + (q − 1)(qn−1 + q
n−1
2 )
= qn + q
n+1
2 − q
n−1
2 .
This completes the proof. 
2.4. Appendix: Existence of types of quadratic subspaces in (Fnq , Q). We prove which types
of quadratic spaces can be embedded in (Fnq ,dotn) by explicit construction. Our strategy is to find
an explicit basis generating each possible quadratic type. As for the cases that cannot exist, we
use a pigeonhole type argument. To achieve our goal, we introduce some basic facts in Fq from
elementary number theory without proof. Throughout this subsection, we will reserve the symbols
a, b, c, d, z, and w for the same elements of Fnq as occur in Proposition 21.
Proposition 21. In a finite field Fq,
(1) If q ≡ 1 (mod 4), there are nonzero elements a, b in Fq such that a2 + b2 = 0.
(2) For any nonsquare λ, there exist nonzero elements z, w in Fq such that z2 + w2 = λ.
(3) If q ≡ 3 (mod 4), there exist nonzero elements c, d in Fq such that c2 + d2 = −1.
2.4.1. Grq(1, dotn). Suppose that n = 2. When q ≡ 3 (mod 4), there do not exist nonzero elements
a, b satisfying a2 + b2 = 0. It they exist, we have (a/b)2 = −1 and then −1 is a square. This gives
a contradiction. Therefore, we have the following existence results:
• dot1 = 〈(1, 0)〉,
• λdot1 = 〈(z, w)〉,
• 0 = 〈(a, b)〉 if q ≡ 1 (mod 4),
• There do not exist totally isotropic subspaces (lightlike lines) if q ≡ 3 (mod 4).
where 〈v1, · · · , vn〉 means the set spanned by v1, · · · , vn. It suffices to check one vector to satisfy
the desired property. When n = 3, we only need to check when q ≡ 3 (mod 4) since we just need
to add the number of zeros to added tuples for other cases. If q ≡ 3 (mod 4), there do exist totally
isotropic subspaces since 0 = 〈(c, d, 1)〉. Since lines in F3q can be isometrically embedded in F
n
q where
n ≥ 3, then all 1-dimensional line types exist if n ≥ 3.
2.4.2. Grq(2, dotn). There are 5 possible 2-dimensional quadractic subspaces as follows:
(1) dot2 (2) λdot2 (3) dot1 ⊕ 0 (4) λdot1 ⊕ 0 (5) 0
2.
Suppose that n = 3. We prove that there are exactly 3 types of 2-dimensional quadratic subspaces.
LetW be a 2-dimensional subspace of F3q. Then there is a nonzero vector v in F
3
q such thatW = 〈v〉
⊥
unique up to scaling. Let us choose two vectors v1, v2 in F3q such that ‖v1‖ = ‖v2‖. Then there
exists an isometry A in O(3, q) such that A(〈v1〉) = 〈v2〉 by Witt’s extension theorem. Thus we
have
A(〈v1〉
⊥) = 〈v2〉
⊥ .
In other words, 〈v1〉
⊥ and 〈v2〉
⊥ are isometrically isomorphic as quadratic spaces. Therefore, as there
are 3 types of lines up to isometry, there are 3 types of planes in F3q up to isometry. Furthermore,
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this argument works for higher dimensional cases. If a k-dimensional quadratic subspace has l
numbers of types in (Fnq ,dotn), then there exist l numbers of types of (n−k)-dimensional quadratic
subspaces in Fnq , for 2k < n. Let us find which types of 2-dimensional subspaces exist in (F
3
q,dotn).
It suffices to find two orthogonal vectors satisfying the required line types.
Case I: q ≡ 1 (mod 4)
There exist dot2 = 〈(1, 0, 0), (0, 1, 0)〉, λdot2 = 〈(1, 0, 0), (0, z, w)〉 and dot1⊕0 = 〈(a, b, 0), (0, 0, 1)〉.
Case II: q ≡ 3 (mod 4)
There exist dot2 = 〈(1, 0, 0), (0, 1, 0)〉, λdot2 = 〈(1, 0, 0), (0, z, w)〉 and λdot1⊕0 = 〈(c, d, 1), (d,−c, 0)〉.
If n ≥ 4, all 5 possible cases exist. It is enough to show when n = 4.
Case I: q ≡ 1 (mod 4)
dot2 = 〈(1, 0, 0, 0), (0, 1, 0, 0)〉, λdot2 = 〈(1, 0, 0, 0), (0, z, w, 0)〉, dot1 ⊕ 0 = 〈(a, b, 0, 0), (0, 0, 1, 0)〉,
λdot1 ⊕ 0 = 〈(a, b, 0, 0), (0, 0, z, w)〉 and 0
4 = 〈(a, b, 0, 0), (0, 0, a, b)〉.
Case II: q ≡ 3 (mod 4)
dot2 = 〈(1, 0, 0, 0), (0, 1, 0, 0)〉, λdot2 = 〈(1, 0, 0, 0), (0, z, w, 0)〉, dot1 ⊕ 0 = 〈(1, 0, 0, 0), (0, c, d, 1)〉,
λdot1 ⊕ 0 = 〈(c, d, 1, 0), (d,−c, 0, 0)〉 and 0
2 = 〈(c, d, 1, 0), (d,−c, 0, 1)〉.
2.4.3. Grq(k, dotn). We generalize the existence of types of quadratic spaces for any dimension. We
prove Theorem 3 to handle the case when n is even.
Proof of Theorem 3. Case I: k is even.
Subcase I: q ≡ 1 (mod 4)
T1 = 〈(1, 0, · · · , 0), (0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
T2 = 〈(z, w, 0, · · · , 0), (0, 0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
T3 = 〈(a, b, 0, · · · , 0), (0, 0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
T4 = 〈(z, w, · · · , 0), (0, 0, 1, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
· · ·
T2k+1 = 〈(a, b, 0, · · · , 0), (0, 0, a, b, · · · , 0), · · · , (0, 0, · · · , a, b)〉
Subcase II: q ≡ 3 (mod 4)
T1 = 〈(1, 0, · · · , 0), (0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
T2 = 〈(z, w, 0, · · · , 0), (0, 0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
T3 = 〈(c, d, 1, 0, · · · , 0), (0, 0, 0, 1, 0 · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
T4 = 〈(c, d, 1, 0, · · · , 0), (d,−c, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)〉
· · ·
T2k+1 = 〈(c, d, 1, 0, · · · , 0), (d,−c, 0, 1, 0, · · · , 0), · · · , (0, 0, · · · , 0, c, d, 1, 0), (0, 0, · · · , 0, d,−c, 0, 1)〉
Case II: k is odd.
One can show these cases similarly as in the case of k even. However, when k is odd and q ≡ 3
(mod 4), because of oddness, it is not trivial whether a totally isotropic case exists or not since we
take 4 digits when we construct two orthogonal vectors of norm 0 in this case. We show that there
does not exist a k-dimensional totally isotropic subspace when q ≡ 3 (mod 4) and k is odd.
Suppose that there is a totally isotropic subspace W . By Proposition 9, there exists a totally
isotropic subspace W ′ such that W ⊕W ′ = Fnq = H⊕ · · · ⊕ H with k numbers of Hs. This implies
that the discriminant of H⊕· · ·⊕H is (−1)k = −1 since k is an odd number. Since −1 is a nonsquare
as q ≡ 3 (mod 4), it contradicts the fact that the discriminant of Fnq is 1, which is a square. 
Remark 22. Since we have more digits if n > 2k, all 2k+1 cases of quadratic types of k-dimensional
subspaces of (Fnq ,dotn) exist if k is odd and n > 2k. Thus one can apply the same technique as the
proof of Theorem 3.
By Remark 22, it suffices to prove the case of n < 2k. We finish the existence issue.
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Proof of Theorem 4. By Grq(dotk,dotn) = Grq(doth,dotn) and Remark 22, there are exactly 2h+1
possible types of quadratic k-dimensional subspaces of (Fk+hq ,dotk+h). The types T1, · · · , T2h of k-
dimensional subspaces can be easily constructed as before. Thus the number of types we need to
determine is only one.
Suppose that h is even and q ≡ 1 (mod 4). We construct a space of type T2h+1, which is
dotk−h ⊕ 0
h subspace. We take k − h times
(1, 0, · · · , 0), (0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)
and h times
(0, · · · , 0, a, b, 0, · · · , 0), · · · , (0, · · · , 0, a, b).
These vectors span the quadratic space dotk−h ⊕ 0
h.
Suppose that h is even and q ≡ 3 (mod 4). We construct a space of type T2h+1 again. We take
k − h times
(1, 0, · · · , 0), (0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0)
and h times
(0, · · · , 0, c, d, 1, 0, · · · , 0), (0, · · · , 0,−d, c, 0, 1, 0, · · · , 0), · · · , (0, · · · , 0, c, d, 1, 0), (0, · · · , 0,−d, c, 0, 1).
These vectors span the quadratic space dotk−h ⊕ 0
h.
One can show the case when h is odd and q ≡ 1 (mod 4) similarly to before. Let h be odd and
q ≡ 3 (mod 4). We construct a space of type T2h+2. We take k − h− 1 times
(1, 0, · · · , 0), (0, 1, 0, · · · , 0), · · · , (0, · · · , 0, 1, 0, · · · , 0), and
(0, · · · , 0, z, w, 0, · · · , 0)
where z lies in (k − h)th component, and h times
(0, · · · , 0,−d, c, 1, 0 · · · , 0), (0, · · · , 0, c, d, 1, 0 · · · , 0), · · · , (0, · · · , 0,−d, c, 0, 1, 0, · · · , 0)
where −d in the first vector lies in (k−h)th component and c in the second vector lies in (k−h+3)th
component. These vectors span λdotk−h ⊕ 0
h. 
The proof of Theorem 4 is constructive. Thus it can be used to construct any type of quadratic
subspaces of (Fnq ,dotn) when they exist.
3. The Euclidean posets
In this section, we study various combinatorial properties of the Euclidean poset and the dot-
binomial coefficients. Let us review some basic concepts of the theory of posets. We mainly follow
the book [10] written by Stanley.
3.1. Posets. Recall that a poset P is a finite set with a binary relation ≤ satisfying reflexivity,
antisymmetry and transitivity. There is a good way to represent small posets visually. The Hasse
diagram of a poset P is a planar drawing with elements of P as dots. If x < y, then y is above
x. We make an edge between x and y if x < y and no element z such that x < z < y. There is a
well-known example of poset. Let S = {1, 2, · · · , n} and P (S) be the collection of proper subsets
of S. If P = (P(S),≤) where A ≤ B ↔ A ⊆ B, then P is called a Boolean algebra of rank n and
denoted by Bn.
We now consider various properties of posets. Let pk be the size of kth level Pk of P . A graded
poset P of rank n is rank-symmetric if pk = pn−k for 0 ≤ k ≤ n, and is rank-unimodal if
p0 ≤ p1 ≤ · · · ≤ pj ≥ pj+1 ≥ pj+2 ≥ · · · ≥ pn for some j, 0 ≤ j ≤ n. An antichain in P is a subset
A of P such that no two elements are comparable. A graded poset P of rank n has the Sperner
property if
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max {|A| | A is an antichain of P} = max {|Pk| | 0 ≤ k ≤ n}
The motivation for the Sperner property comes from counting the largest antichain in a Boolean
algebra. The more history can be found in [10]. We want to find a condition when a graded poset
has the Sperner property. An order-matching from Pk to Pk+1 is a one-to-one function
µ : Pk −→ Pk+1 such that x < µ(x) for any x ∈ Pk
Since µ is one to one, we have pk ≤ pk+1. The converse is not true in general. Just because
pk ≤ pk+1 does not ensure an order matching exists. We also define an order-matching map from
Pk to Pk−1 similarly:
µ : Pk −→ Pk−1 such that µ(x) < x for any x ∈ Pk.
Now we give a condition when a graded poset has the Sperner property. The proof can be found in
[10].
Proposition 23. [10] Let P be a graded poset of rank n. Suppose there exists an integer 0 ≤ j ≤ n
and order-matchings
P0 → P1 → P2 → · · · → Pj ← Pj+1 ← Pj+2 ← · · · ← Pn.
Then P is rank-unimodal and Sperner.
To use Proposition 23, we need to construct an order-matching map. It is not always easy to find
such a map directly. Linear algebra helps us to ensure the existence of an order-matching map. Let
S be a set and RS denote the real vector space consisting of all formal real linear combinations of
elements of S. The next Lemma is useful to find an order-matching map. The proof can be found
in [10].
Lemma 24. [10] Suppose that there exists a linear transformation U : RPk → RPk+1 satisfying:
• U is one-to-one.
• For all s ∈ Pk, U(x) is a linear combination of elements y ∈ Pk+1 satisfying x < y. (We
call U an order-raising operator.)
Then there exists an order-matching µ : Pk −→ Pk+1.
Similarly, suppose there exists a linear transformation U : RPk −→ RPk+1 satisfying:
• U is onto.
• U is an order-raising operator.
Then there exists an order-matching µ : Pk+1 −→ Pk.
3.2. Rank symmetry, unimodality, log-concavity, and the Sperner property. We consider
a poset encoding type of subspaces of Fnq . Let us define a poset En(q) := (dotk,n,⊂) and we call it
the Euclidean poset. In the definition of the Euclidean poset En, we do not consider the empty
set to be a subspace, but we consider the zero space as the least element of the Euclidean poset.
Here is one simple example.
Example 25. Let us consider dotk subspaces in (F33,dot3). By Theorem 16, there are (3
2− 3)/2 =
3 spacelike lines. Since Grq(dot1,dot3) = Grq(dot2,dot3), there are 3 many dot2-subspaces of
(F33,dot3). Here is the Hasse diagram of E3(q).
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F33
P1 P2 P3
l1 l2 l3
0
where P1 = 〈(1, 0, 0), (0, 1, 0)〉 , P2 = 〈(1, 0, 0), (0, 0, 1)〉 , P3 = 〈(0, 1, 0), (0, 0, 1)〉 ,
l1 = 〈(1, 0, 0)〉 , l2 = 〈(0, 1, 0)〉 , l3 = 〈(0, 0, 1)〉
We introduce some terminologies first:
(1) dotk,n = the set of dotk-subspaces in dotn,
(2) dotλk,n = the set of λdotk-subspaces in dotn,
(3) dotk,λn = the set of dotk-subspaces in λdotn,
(4) dotλk,λn = the set of λdotk-subspaces in λdotn.
First of all, let us prove that En(q) is rank-symmetric.
Theorem 26. En(q) is rank-symmetric. i.e., |dotk,n| = |dotn−k,n|.
Proof. Notice that dotk,n⊕dotn−k,n=dotn=dotk,n⊕dot
⊥
k,n. By Witt’s cancellation theorem, we ob-
tain dot⊥k,n =dotn−k,n. Since taking ⊥ is bijective, the result holds. 
The next task is to prove that En(q) is rank-unimodal. We need the number |dotk,n|. Let us
consider one useful lemma to achieve this goal.
Lemma 27. For each k and n, the number of dotk-subspaces in dotn containing a spacelike line is
|dotk−1,n−1|.
Proof. By Witt’s extension theorem, the number of dotk-subspaces in dotn containing a spacelike
line is independent of which spacelike line is chosen. Let L be a spacelike line. Then we have the
following bijection map.
(dotk−1-subspaces in dotn/L) −→ (dotk-subspaces in dotn containing L)
WL 7→ L⊕W
It follows that this map is bijective by its definition. 
A (complete) flag is a maximal chain in a poset. We count flags in two different ways to obtain
the following crucial fact.
Theorem 28. For each n, we have
|dot1,k||dotk,n| = |dot1,n||dotk−1,n−1|.
Proof. We consider
|dot1,k| = the number of dotk-subspaces in a fixed dotn,
|dotk,n| = the number of dotk-subspaces in a fixed dotn,
|dot1,n| = the number of spacelike lines in a fixed dotn,
|dotk−1,n−1| = the number of dotk-subspaces containing a spacelike line in a fixed dotn.
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We count the number of flags in two different ways. First, choose a dotk-subspace, and then find a
dot1-subspace(spacelike line) inside it. One important remark is that all dotk-subspaces are same
as the abstract dotk-space by Witt’s extension theorem. The second way is firstly to choose dot1-
subspace, and pick dotk-subspace containing it. All dot1 are isometrically isomorphic. Hence we
conclude the result. 
Now we are ready to compute the formula for |dotk,n|. Inductively, we can compute it by using
Theorem 28 as follows.
• |dot2,n| =
|dot1,n||dot1,n−1|
|dot1,2|
.
• |dot3,n| =
|dot1,n||dot2,n−1|
|dot1,3|
=
|dot1,n|
|dot1,3|
|dot1,n−1||dot1,n−2|
|dot1,2|
=
|dot1,n||dot1,n−1||dot1,n−2|
|dot1,3||dot1,2|
.
Therefore, we have
(6) |dotk,n| =
|dot1,n||dot1,n−1| · · · |dot1,n−k+1|
|dot1,k| · · · |dot1,1|
.
Furthermore, it is natural to define the following.
Definition 29. For any n and k,
• [k]d := |dot1,k|,
• [n]d! := [n]d · · · [1]d,
•
(n
k
)
d
:= |dotk,n| =
[n!]d
[k!]d[(n−k)!]d
.
We call these dot-analogues. In particular, we call
(
n
k
)
d
the dot-binomial coefficients. We
adopt the convention that |dot1,0| := 1.
Lemma 30. For any k ≤ n, we have [k]d ≤ [k + 1]d.
Proof. It is clear that any spacelike line in dotk can be isometrically embedded in dotk+1 by inclusion.
Thus the number of spacelike lines in dotk is less than equal to the number of spacelike lines in
dotk+1. 
Theorem 31. En(q) is rank-unimodal. i.e., there is j such that(
n
0
)
d
≤
(
n
1
)
d
≤ · · · ≤
(
n
j
)
d
≥ · · · ≥
(
n
n
)
d
.
Proof. Let us consider the ratio:(n
k
)
d( n
k−1
)
d
=
|dotk,n|
|dotk−1,n|
=
|dot1,n−k+1|
|dot1,k|
≥ 1
if n− k+1 ≥ k by Lemma 30. This is equivalent to n+12 ≥ k. Also, it is less than 1 if n− k+1 ≤ k
by Lemma 30 again. i.e., n+12 ≤ k. If n is odd, then choose j = (n + 1)/2. If n is even, then we
only need to compare
(n
n
2
)
d
with
( n
n+2
2
)
d
. Since(
n
n+2
2
)
d
=
(
n
n−2
2
)
d
≤
(
n
n
2
)
d
,
we set j = n/2. It follows that En(q) is rank-unimodal. 
There is another way to show En(q) is rank-unimodal. A sequence a0, a1, · · · , an of real numbers
is called
• log-concave if a2k ≥ ak−1ak+1 for 1 ≤ k ≤ n− 1.
• unimodal if there is j such that a0 ≤ a1 ≤ · · · ≤ aj ≥ aj+1 ≥ · · · ≥ an.
We prove that the dot-binomial coefficients satisfy the condition of log-concavity.
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Theorem 32. The sequence (
n
0
)
d
,
(
n
1
)
d
, · · · ,
(
n
n
)
d
is log-concave.
Proof. What we need to show is (
n
k
)
d( n
k−1
)
d
≥
( n
k+1
)
d(n
k
)
d
.
This inequality reduces to
[n− k + 1]d
[k]d
≥
[n− k]d
[k + 1]d
.
Lemma 30 completes the proof. 
In general, there is a systemetic method for checking log-concavity, called Newton’s Theorem. It
can be found in Stanley’s book [10]. We introduce a useful theorem to check unimodality without
proof. A sequence a0, a1, · · · , an has no internal zeros if ai 6= 0 and ak 6= 0 for i < j < k, then
aj 6= 0.
Proposition 33. [10] Let α = (a0, a1, · · · , an) be a sequence of nonnegative real numbers with no
internal zeros. If α is log-concave, then α is unimodal.
Since the dot-binomial coefficients are a sequence of nonnegative real numbers with no internal
zeros satisfying the log-concavity, the dot-binomial coefficients are unimodal by Proposition 33.
Let (En(q))k be the kth level of En(q). To prove En(q) has the Sperner property, we need the
following two counts.
• the number of y ∈ (En(q))k+1 containing a fixed x ∈ (En(q))k.
• the number of x ∈ (En(q))k contained in a fixed y ∈ (En(q))k+1.
We compute the number of dotk+1-subspaces containing a fixed dotk-subspace by the following map
similar to the method used in Lemma 27.
(spacelike lines in dotn/W ) −→ (dotk+1-subspaces contained in dotn containing W )
LW 7→ L⊕W
where W is a dotk-subspace. It is |dot1,n−k|. We want to rewrite the number of dotk-subspaces in
a dotk+1-subspace. Following the proof of Theorem 28, we have
|dotk,k+1||dotk+1,n| = |dotk,n||dot1,n−k|.
In other words, (
k + 1
k
)
d
(
n
k + 1
)
d
=
(
n
k
)
d
(
n− k
1
)
d
.
We summarize
Corollary 34. For each n and k, we have
• The number of y ∈ (En(q))k+1 containing a fixed x ∈ (En(q))k is [n− k]d.
• The number of x ∈ (En(q))k contained in a fixed y ∈ (En(q))k+1 is
(nk)d(
n−k
1 )d
( nk+1)d
.
Let us apply Propostion 23 and Lemma 24 to the Euclidean poset En(q). We define Uk to be an
order-raising operator
Uk(x) =
∑
y∈(En(q))k+1
y>x
y
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for all x in (En(q))k. Since (En(q))k is a basis of R(En(q))k, Uk can be extended to a linear map
Uk : R(En(q))k −→ R(En(q))k−1 uniquely. By definition, Uk is order-raising. As a dual operator,
we similarly define operators Dk : R(En(q))k −→ R(En(q))k−1 by
Dk(y) =
∑
x∈(En(q))k−1
x<y
x
for any y in (En(q))k. Let [Uk], [Dk] be the matrices of Uk,Dk with respect of the bases (En(q))l
where l = k − 1, k, k + 1. There is an important observation that
[Dk] = [Uk−1]
t.
The next lemma gives some combinatorial properties of the Euclidean poset En(q).
Theorem 35. For each n, we have
Dk+1Uk − Uk−1Dk =
(
[n− k]d −
(n
k
)
d
(n−k
1
)
d(
n
k+1
)
d
)
Ik
and
UkDk+1 −Dk+2Uk+1 =
(( n
k+1
)
d
(n−k−1
1
)
d( n
k+2
)
d
− [n− k − 1]d
)
Ik.
Proof. First, let us find Dk+1Uk(x).
Dk+1Uk(x) = Dk+1

 ∑
y∈(En(q))k+1
x⊂y
y

 = ∑
y∈(En(q))k+1
x⊂y
∑
z∈(En(q))k
z⊂y
z.
Notice that for vector spaces V and W over a field F ,
• dimV+dimW=dim(V +W )+dim(V ∩W ),
• span(V ∪W ) = V +W .
Case 1. x, z ∈ (En(q))k such that dim(x ∩ z) < k − 1.
There is no y ∈ (En(q))k+1 such that x ⊂ y and z ⊂ y.
Case 2. x, z ∈ (En(q))k such that dim(x ∩ z) = k − 1.
There is only one y = span(x ∪ z) ∈ (En(q))k+1 such that x ⊂ y and z ⊂ y.
Case 3. x = z ∈ (En(q))k
y can be any element of (En(q))k+1 containing x. By Corollary 34, we obtain
Dk+1Uk(x) = [n− k]d x+
∑
z∈(En(q))k
dim(x∩z)=k−1
z.
Similary, we have
Uk−1Dk(x) =
(
n
k
)
d
(
n−k
1
)
d( n
k+1
)
d
x+
∑
z∈(En(q))k
dim(x∩z)=k−1
z
for x in (En(q))k. Thus the first result holds. The second result can be obtained by a similar
method. 
Theorem 36. Uk is ono-to-one if k ≤ j and onto if k ≥ j for some 0 ≤ j ≤ n.
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Proof. Since [Dk] = [Uk−1]
t, [Uk−1] [Dk] has nonnegative real eigenvalues. By Theorem 35, Uk is
ono-to-one if
[n− k]d −
(n
k
)
d
(n−k
1
)
d( n
k+1
)
d
> 0.
since the eigenvalues of Uk−1Dk are nonnegative. Thus Dk+1Uk is invertible. Therefore Uk is
one-to-one if
( n
k+1
)
d
>
(n
k
)
d
.
Similarly, Uk is onto if ( n
k+1
)
d
(n−k−1
1
)
d( n
k+2
)
d
− [n− k − 1]d > 0
because UkDk+1 is invertible by Theorem 35 again. Therefore Uk is onto if
(
n
k+1
)
d
>
(
n
k+2
)
d
. Since
En is rank-unimodal, there is an integer j such that(
n
1
)
d
≤
(
n
2
)
d
≤ · · · ≤
(
n
j
)
d
≥ · · · ≥
(
n
n− 1
)
d
This concludes the proof of Theorem 36. 
Corollary 37. En has the Sperner property.
Proof. Follows from Theorem 23, Corollary 24, and Theorem 36. 
Remark 38. The same technique was used to prove the Sperner property for the Boolean algebra
in [10] and the poset made by all subspaces of Fnq in [11].
3.3. Combinatorial properties of the dot-binomial coefficients. Here are the analogues of
Pascal identities.
Proposition 39. For 0 < k < n, we have
•
(
n
0
)
d
=
(
n
n
)
d
= 1,
•
(n
k
)
d
=
( n
n−k
)
d
,
•
(
n
k
)
d
=
(
n−1
k−1
)
d
+
[n]d−[k]d
[n−k]d
(
n−1
k
)
d
.
Proof. The first equality is easy and follows from |dot1,0| := 1. From Theorem 26,
(n
k
)
d
=
( n
n−k
)
d
holds. We prove the third equality.(
n
k
)
d
−
(
n− 1
k − 1
)
d
=
(
[n]d
[k]d
− 1
)(
n− 1
k − 1
)
d
=
[n]d − [k]d
[k]d
(
n− 1
k − 1
)
d
=
[n]d − [k]d
[k]d
[n− 1]d [n− 2]d · · · [n− k + 1]d
[1]d [2]d · · · [k − 1]d
=
[n]d − [k]d
[n− k]d
(
n− 1
k
)
d

Corollary 40. For 0 < k < n, we have(
n
k
)
d
=
(
n− 1
k
)
d
+
[n]d − [n− k]d
[k]d
(
n− 1
k − 1
)
d
.
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Proof. By Proposition 39, we obtain(
n
k
)
d
=
(
n
n− k
)
d
=
(
n− 1
n− k − 1
)
d
+
[n]d − [n− k]d
[k]d
(
n− 1
n− k
)
d
=
(
n− 1
k
)
d
+
[n]d − [n− k]d
[k]d
(
n− 1
k − 1
)
d
.

One can define the analogue of Pascal’s triangle by Proposition 39 or Corollary 40.
Example 41. Let q ≡ 1 (mod 4). Then we have an analogue of Pascal’s triangle with rows 0
through 4
n =0 1
n =1 1 1
n =2 1 q−12 1
n =3 1 q
2+q
2
q2+q
2 1
n =4 1 q
3−q
2
q2(q+1)2
2
q3−q
2 1
and (
4
2
)
d
=
q2 + q
2
+
[4]d − [2]d
[2]d
q2 + q
2
=
q2 + q
2
+
q3 − 2q + 1
q − 1
q2 + q
2
=
q2(q + 1)2
2
.
There is one more application of Proposition 39. Recall that the q-binomial coefficients are
polynomials in q. On the other hand, it is not true in general that dot-binomial coefficients are
always polynomials.
Proposition 42. The dot-binomial coefficient
(n
k
)
d
is rational in the indeterminate q.
Proof. We prove it by induction on n. We first extend the definition of
(n
k
)
d
for k > 0 and k > n
with
(
n
k
)
d
= 0. We also have
(
0
0
)
d
= 1 and as 0 and 1 are rational in q, the claim holds for n = 0.
Suppose that the dot-binomial coefficient
(h
k
)
d
is rational in q for h < n. Proposition 39 implies(n
k
)
d
=
(n−1
k−1
)
d
+
[n]d−[k]d
[n−k]d
(n−1
k
)
d
. Not only are
(n−1
k−1
)
d
and
(n−1
k
)
d
are in q by the induction hypothesis,
but
[n]d−[k]d
[n−k]d
is also rational in q by Theorem 16. Thus so is
(
n
k
)
d
. 
Example 43. Let us compute
(13
5
)
d
when q ≡ 1 (mod 4). Let us consider(
13
5
)
d
=
(q12 + q6)(q11 − q5)(q10 + q5)(q9 − q4)(q8 + q4)
2(q4 + q2)(q3 − q)(q2 + q)(q − 1)
=
q20(q6 + 1)(q6 − 1)(q5 + 1)(q5 − 1)(q4 + 1)
2(q2 + 1)(q2 − 1)(q + 1)(q − 1)
.
It is easy to check that
(
13
5
)
d
is not a polynomial in q.
Recall that
lim
q→1
(
n
k
)
q
=
(
n
k
)
.
We compute
(
n
k
)
d
when q → 1 analogously. We define the double factorials as follows:
n!! =
{
(n)(n− 2)(n − 4) · · · (4)(2) if n is even
(n)(n− 2)(n − 4) · · · (3)(1) if n is odd
.
24 SEMIN YOO
The double factorial binomial coefficient (DFBC) is defined as((n
k
))
=
n!!
k!!(n− k)!!
.
This is not an integer in general, but when n, k are even, it becomes the binomial coefficient
(n/2
k/2
)
.
For more information about DFBC, see [8]. We now state our theorem and omit the cases when
the dot-binomial coefficients are zero.
Proposition 44. Let q ≡ 1 (mod 4).
• If n, k are odd,
lim
q→1
(
n
k
)
d
=
((
n− 1
k − 1
))
=
(
(n− 1)/2
(k − 1)/2
)
.
• If n, k are even,
lim
q→1
(
n
k
)
d
=
((n
k
))
=
(
n/2
k/2
)
.
• If n is odd and k is even,
lim
q→1
(
n
k
)
d
=
((
n− 1
k
))
=
(
(n− 1)/2
k/2
)
.
Let q ≡ 3 (mod 4) and l, l′ be nonnegative integers.
• Let n = 4l.
– If k = 4l′,
lim
q→1
(
n
k
)
d
=
((n
k
))
=
(
n/2
k/2
)
.
• Let n = 4l + 1.
– If k = 4l′,
lim
q→1
(
n
k
)
d
=
((
n− 1
k
))
=
(
(n− 1)/2
k/2
)
.
– If k = 4l′ + 1,
lim
q→1
(
n
k
)
d
=
((
n− 1
k − 1
))
=
(
(n− 1)/2
(k − 1)/2
)
.
• Let n = 4l + 2.
– If k = 4l′,
lim
q→1
(
n
k
)
d
=
((
n− 2
k
))
=
(
(n− 2)/2
k/2
)
.
– If k = 4l′ + 1 and k = 4l′ + 3,
lim
q→1
(
n
k
)
d
=
((
n− 2
k − 1
))
=
(
(n− 2)/2
(k − 1)/2
)
.
– If k = 4l′ + 2,
lim
q→1
(
n
k
)
d
=
((
n− 2
k − 2
))
=
(
(n− 2)/2
(k − 2)/2
)
.
• Let n = 4l + 3.
– If k = 4l′,
lim
q→1
(
n
k
)
d
=
((
n− 1
k
))
=
(
(n− 1)/2
k/2
)
.
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– If k = 4l′ + 3,
lim
q→1
(
n
k
)
d
=
((
n− 1
k − 1
))
=
(
(n− 1)/2
(k − 1)/2
)
.
In any case, we obtain
lim
q→∞
(n
k
)
d(n
k
)
q
=
1
2
.
Proof. Suppose that q ≡ 1 (mod 4) and let n, k be odd. We omit the remaining cases. Recall that(
n
k
)
d
=
|dot1,n||dot1,n−1| · · · |dot1,n−k+1|
|dot1,k| · · · |dot1,1|
.
Thus, we compute
lim
q→1
(
n
k
)
d
= lim
q→1
(
qn−1 + q
n−1
2
qk−1 + q
k−1
2
·
qn−2 − q
n−3
2
qk−2 − q
k−3
2
·
qn−3 + q
n−3
2
qk−3 + q
k−3
2
· · · · ·
qn−k+1 − q
n−k
2
q − 1
·
qn−k + q
n−k
2
2
)
= lim
q→1
qn−1 + q
n−1
2
qk−1 + q
k−1
2
· lim
q→1
qn−2 − q
n−3
2
qk−2 − q
k−3
2
· lim
q→1
qn−3 + q
n−3
2
qk−3 + q
k−3
2
· · · · lim
q→1
qn−k+1 − q
n−k
2
q − 1
· lim
q→1
qn−k + q
n−k
2
2
= lim
q→1
qn−2 − q
n−3
2
qk−2 − q
k−3
2
· lim
q→1
qn−4 − q
n−5
2
qk−4 − q
k−5
2
· · · lim
q→1
qn−k+1 − q
n−k
2
q − 1
Let us consider the first term. We obtain
lim
q→1
qn−2 − q
n−3
2
qk−2 − q
k−3
2
= lim
q→1
qn−2−
k−3
2 − q
n−3
2
− k−3
2
qk−2−
k−3
2 − 1
=
n− 2− k−32 −
n−3
2 +
k−3
2
k − 2− k−32
=
n− 1
k − 1
Therefore, we have
lim
q→1
(
n
k
)
d
=
n− 1
k − 1
·
n− 3
k − 3
·
n− 5
k − 5
· · ·
n− k + 2
2
=
((
n− 1
k − 1
))
.
Similary, suppose that n is even and k is odd.
lim
q→1
(
n
k
)
d
= lim
q→1
(
qn−1 − q
n−2
2
qk−1 + q
k−1
2
·
qn−2 + q
n−2
2
qk−2 − q
k−3
2
·
qn−3 − q
n−4
2
qk−3 + q
k−3
2
· · ·
qn−k − q
n−k−1
2
2
)
= lim
q→1
qn−1 − q
n−2
2
qk−2 − q
k−3
2
· lim
q→1
qn−3 − q
n−4
2
qk−4 − q
k−5
2
· · · lim
q→1
qn−k − q
n−k−1
2
2
= 0.
Moreover, one can show that
lim
q→∞
(n
k
)
d(
n
k
)
q
=
1
2
by Equation 2, Theorem 16, Theorem 17, and Equation 6. 
Remark 45. Let us remind our reader of Table 1. In Proposition 44, all limits of the dot-binomial
coefficients are nonnegative integers. Thus one can define an analogue of this relationship to the
dot-analogues depending on Proposition 44. For example, if q ≡ 1 (mod 4) and n, k are odd, we
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can make the column on the set side by replacing n with (n− 1)/2 and k with (k− 1)/2. However,
it is not clear how this happens. Moreover, limq→1 [n]d is 0 or 1. One may ask whether there is an
analogue of the field with one element for the dot-binomial coefficient quantities.
3.4. The Euclidean flags and O(n,q). We call a flag in En(q) the Euclidean flag. A natural
question is how many flags are in En(q). First, there are [n]d many ways to choose the first line
in dotn. For the next step, we choose one more spacelike line in dotn−1 to make a dot2-subspace
including the chosen line. There are [n− 1]d ways to do so. From this process, the number of
Euclidean flags in En(q) is [n]d! = [n]d [n− 1]d · · · [1]d.
There is another way to find the number of the Euclidean flags in En(q). Euclidean flags are
bijective up to a factor of 2n with orthonormal basis e1, · · · , en as one can use
span(e1) ⊂ span(e1, e2) ⊂ · · · ⊂ span(e1, e2, · · · , en).
The only difference is that the flag is unchanged if we change ei to −ei for any i since there are two
antipodal vectors of norm 1 for each spacelike line. Thus the orthogonal group O(n, q) over a finite
field is bijective with orthonormal bases of dotn. Therefore we obtain
[n]d! = the number of the Euclidean flags
= the number of orthonormal bases up to ±
=
|O(n, q)|
2n
By this observation, we find a way to count the size of the orthonormal group O(n, q). The formula
is as follows:
|O(n, q)| = 2n [n]d!.
Corollary 46. For any n,
• If n is odd,
|O(n, q)| = 2q
n−1
2
n−3
2∏
k=0
(qn−1 − q2k).
• If n is even,
|O(n, q)| =


2
(
q
n
2 − 1
)∏n−2
2
k=1
(
qn − q2k
)
if q ≡ 1 (mod 4)
2
(
q
n
2 + (−1)
n+2
2
)∏n−2
2
k=1
(
qn − q2k
)
if q ≡ 3 (mod 4)
.
Let us discuss how to count the dot-binomial coefficients in other ways. By using the number of
the Euclidean flags, we obtain
(7)
(
n
k
)
d
=
[n]d!
[k]d! [n− k]d!
=
|O(n, q)|
|O(k, q)×O(n− k, q)|
·
2k · 2n−k
2n
=
∣∣∣∣ O(n, q)O(k, q)×O(n− k, q)
∣∣∣∣ .
On the other hand, the orthogonal group O(n, q) acts transitively on Grq(dotk,dotn) by Witt’s
extension theorem. Then the stabilizer of any element in Grq(dotk,dotn) is O(k, q) × O(n − k, q).
Hence there is an isomorphism between Grq(dotk,dotn) and
O(n,q)
O(k,q)×O(n−k,q) . Therefore, we have
another way to obtain Equation 7 by the theory of group actions.
3.5. The Mo¨bius function. We briefly remind the reader of the Mo¨bius function and mainly
follow [1] and [3]. Let X be a finite set. Given a finite poset P = (X,≤), the incidence algebra
of P is the set of all functions f : X ×X −→ R satisfying f(x, y) = 0 unless x ≤ y. In other words,
if x ≮ y and x 6= y, the outputs of elements of the incidence algebra are zero. For examples, there
are three useful elements of the incidence algebra that we will consider.
• The zero function is defined by 0(x, y) = 0.
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• The identity function is defined by
i(x, y) =
{
1 if x = y
0 if x 6= y
.
• The zeta function is defined by
ζ(x, y) =
{
1 if x ≤ y
0 if x 
 y
.
The incidence algebra has an algebra structure with addition and scalar product as usual pointwise,
and the multiplication is defined by
(f ∗ g)(x, y) =
∑
x≤z≤y
f(x, z)g(z, y).
It is called convolution of f and g. It is not true in general that every element of the incidence
algebra has an inverse element. However, if a poset P is finite and an element f of the incidence
algebra satisfies f(x, x) 6= 0 for any x ∈ P , then there is an inverse of f . For the proof of this
fact, see [1]. Since the zeta function ζ satisfies ζ(x, x) = 1 6= 0, there exists an inverse of the zeta
function, called the Mo¨bius function. Thus we have the relation
(8) µ ∗ ζ = ζ ∗ µ = i
The Mo¨bius function can be recursively written as
µ(x, y) =
{
1 if x = y
−
∑
x≤z<y µ(x, z) if x 6= y
by Equation 8. The Mo¨bius function has many applications in the study of combinatorics. For
example, the value of Mo¨bius function gives another proof of inclusion-exclusion theorem. See [1].
As examples, we can find the Mo¨bius functions of the Boolean algebra Bn and the poset Ln(q)
made by subspaces of Fnq . These two posets have the least element and a nice property, called the
homogeneity property: for any x, y with x ≤ y, there is an element z such that the interval
[x, y] is isomorphic to the interval [0, c] as posets where 0 is the least element of the poset. By these
properties, we have µ(x, y) = µ(0, c). This helps us to reduce the complexity of the computations
for Mo¨bius functions.
Theorem 47. The Mo¨bius functions of Bn and Ln(q) are the following:
(1) Given a subset X of {1, 2, · · · , n}, µ({0} ,X) = (−1)|X|,
(2) Given a n-dimensional subspace V of Fmq , µ({0} , V ) = (−1)
nq
n(n−1)
2 .
The proofs can be found in [1] or [3]. The key ideas are to use the binomial theorem and the
q-binomial theorem. In order to compute the Mo¨bius function of the Euclidean poset, we need the
right binomial theorem for the dot-analogues. However, there are some difficulties to obtain the
explicit formula for it, thus we just give an algorithm to compute. In Theorem 8, Equation 1 plays
a role of the binomial theorem and the q-binomial theorem. One more remark is that the Euclidean
poset also has the homogeneity property by quotient. In other words, for two dot subspaces U and
W with U ≤ W , the interval [U,W ] is isomorphic to the poset of W/U . Thus we can consider the
Mo¨bius function of the Euclidean poset as a one variable function.
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Proof of Theorem 8. We prove it by induction. If n = 0, then µ({0} , V ) = (−1)0b0 = 1. Suppose
that the statement is true for k < n. Then since there are
(
n
k
)
d
many dotk-subspaces, we obtain
µ({0} , V ) = −
∑
W<V
µ(W,V )
= −
(∑
W<V
(−1)dimW bdimW
)
= −
(
n−1∑
k=0
(−1)kbk
(
n
k
)
d
− (−1)nbn
)
= (−1)nbn
by the induction hypothesis and Equation 1. 
Example 48. Let us compute the Mo¨bius function for E3(q) if q ≡ 1 (mod 4). Recursively, by
Equation 1, Theorem 16 and Equation 6, we obtain
b1 = b0 = 1;
b2 = −1 +
(
2
1
)
d
= −1 +
q − 1
2
=
q − 3
2
;
b3 = 1−
((
3
1
)
d
+
(
3
2
)
d
)
+
(
2
1
)
d
(
3
2
)
d
= 1− (q2 + q) +
q3 − q
4
.
Therefore, we have µ({0} ,dot3) = (−1)
3b3 = −1 + (q
2 + q)− q
3−1
4 .
4. The Lorentzian posets
Let us consider the poset of λdotk-subspaces in (Fnq ,dotn). Denote the set of λdotk-subspaces
of dotn by dotλk,n. Then we construct a poset LOn(q) := (dotλk,n,⊂) and call it the Lorentzian
poset. We also do not consider the empty set to be a subspace, but we consider the zero space
as the least element and dotn as the maximal element of the Lorentzian poset. We ask the same
questions as for the Euclidean poset.
Theorem 49. LOn(q) is rank-symmetric. i.e., |dotλk,n| = |dotλ(n−k),n|.
Proof. Note that dotλk,n⊕dotλ(n−k),n=dotn=dotλk,n⊕dot
⊥
λk,n. By Witt’s cancellation theorem, we
obtain dot⊥λk,n =dotλ(n−k),n. Since taking ⊥ is bijective, the result holds. 
To show that LOn(q) is rank-unimodal, we need to count |dotλk,n|. For completeness, we sum-
marize all analogous binomial coefficients and omit details since the process is similar to before.(
n
k
)
d
= |dotk,n| =
|dot1,n||dot1,n−1| · · · |dot1,n−k+1|
|dot1,k| · · · |dot1,1|
,
(
λn
k
)
d
= |dotk,λn| =
|dot1,λn||dot1,λ(n−1)| · · · |dot1,λ(n−k+1)|
|dot1,k| · · · |dot1,1|
,(
n
λk
)
d
= |dotλk,n| =
|dotλ1,n|
|dotλ1,λk|
(
λ(n− 1)
k − 1
)
d
,(
λn
λk
)
d
= |dotλk,λn| =
|dotλ1,λn|
|dotλ1,λk|
(
n− 1
k − 1
)
d
.
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Theorem 50. LOn(q) is rank-unimodal. i.e., For n > 0, there is j such that(
n
λ1
)
d
≤
(
n
λ2
)
d
≤ · · · ≤
(
n
λj
)
d
≥ · · · ≥
(
n
λ(n− 1)
)
d
.
Proof. Let us look at the ratio:( n
λk
)
d(
n
λ(k−1)
)
d
=
|dotλk,n|
|dotλ(k−1),n|
=
|dotλ1,n|
|dotλ1,λk|
|dotλ1,n|
|dotλ1,λ(k−1)|
(λ(n−1)
k−1
)
d(λ(n−1)
k−2
)
d
=
|dotλ1,λ(k−1)|
|dotλ1,λk|
|dot1,λ(n−k+1)|
|dot1,k−1|
≥ 1
if n − k + 1 ≥ k. i.e., n+12 ≥ k. It suffices to check boundaries when k = (n + 1)/2. One can
compute that they are all 1. Also, it is easy to check that the ratio is less than 1 if n−k+1 ≤ k−1.
i.e., n+22 ≤ k. If n is odd, then we only need to compare
(
n
λn+1
2
)
d
with
(
n
λn+3
2
)
d
. Since LOn(q) is
rank-symmetric, (
n
λn+32
)
d
=
(
n
λn−32
)
d
≤
(
n
λn+12
)
d
.
Thus set j = (n + 1)/2. If n is even, it is enough to compare
( n
λn
2
)
d
with
( n
λn+2
2
)
d
. Again, since
LOn(q) is rank-symmetric, we obtain(
n
λn+22
)
d
=
(
n
λn−22
)
d
≤
(
n
λn2
)
d
.
Set j = n/2. It follows that LOn(q) is rank-unimodal. 
To prove LOn(q) has the Sperner property, we give the following corollary without proofs.
Corollary 51. For each n and k, we have
• The number of y ∈ (LOn(q))k+1 containing a fixed x ∈ (LOn(q))k is |dot1,λ(n−k)|.
• The number of x ∈ (LOn(q))k contained in a fixed y ∈ (LOn(q))k+1 is
|dotλk,n||dot1,λ(n−k)|
|dotλ(k+1),n|
.
The proof of the corollary below is similar to the case of the Euclidean poset.
Corollary 52. The Lorentzian poset has the Sperner property.
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