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SERRE’S PROPERTIES FOR QUADRATIC GENERATED DOMAINS FROM
GRAPHS
DREW J. LIPMAN AND MICHAEL A. BURR
Abstract. For any graph, one can construct a ring, called the edge ring, which is a quadratic-
monomial generated subring of the Laurent polynomial ring k[x±11 , . . . , x
±1
n ]. In fact, every quadratic
-monomial generated subring of this Laurent polynomial ring can be generated as an edge ring for
some graph. The combinatorial structure of the graph has been successfully applied to identify
and classify many important commutative algebraic properties of the corresponding edge ring.
In this paper, we classify Serre’s R1 condition for all quadratic-monomial generated subrings of
k[x±11 , . . . , x
±1
n ]. Moreover, we provide a minimal example of a graph whose corresponding edge
ring is not Cohen-Macaulay. This paper extends the work of Hibi and Ohsugi from the setting
subrings of polynomial rings to subrings of Laurent polynomial rings.
Key words and phrases: Edge Rings, Serre’sR1 Condition, Cohen-Macaulay, Quadratic-monomial
Generated Domains
1. Introduction
Hibi and Ohsugi [19] and Simis, Vasconcelos, and Villarreal [25] independently give a construction
of a ring k[G], called the edge ring1, from a graph G. In their work, k[G] is a quadratic-monomial
generated subring of the polynomial ring k[x1, . . . , xn] over a field k, where each edge of G corre-
sponds to a generator of k[G]. In [17], we generalized this construction to all quadratic-monomial
generated subrings of the the Laurent polynomial ring k[x±11 , . . . , x
±1
n ].
Since the edge ring is constructed from combinatorial data, the the edge ring has proved to be a
fruitful construction for studying commutative algebraic properties, see, e.g., [1,2,5,8,10–22,25,27,
28]. These papers use the interplay between the combinatorics and commutative algebra to classify
commutative algebraic properties for edge rings and use edge rings to easily construct rings which
are examples and non-examples for these properties. For example, in [19] and [25], the authors
gave a combinatorial characterization, called the odd cycle condition, of the normality of k[G] in
terms of G. Moreover, when k[G] is not a normal domain, they use the combinatorial data of
G to construct the normalization of k[G]. In [17], we extended their work to completely classify
the normality of all quadratic-monomial generated subrings of the Laurent polynomial ring. The
current paper continues this generalization by extending the work in [13] to all quadratic-monomial
generated Laurent polynomial rings.
In commutative algebra, the Rℓ and Sℓ conditions for a ring characterize many important prop-
erties, such as normality and Cohen-Macaulayness, see Section 2.3 and [3,9,23] for details. In [29],
Vitulli characterizes the Rℓ condition for semigroup rings, and, in [13], Hibi and Kattha¨n use this
characterization to characterize the R1 condition for edge rings. In this paper, we generalize their
Date: September 24, 2018.
Partially supported by a grant from the Simons Foundation (#282399 to Michael Burr) and NSF Grant CCF-
1527193.
1The edge ring is a different object than the edge ideal of a graph. The edge ring and edge ideal are generated by
the same elements, but one as a subring and the other as an ideal of k[x1, . . . , xn]. For more details on the edge ideal,
see, for example, [24,26] and the references included therein. It is also distinct from the edge algebra (sometimes also
called the edge ring), see, for example [6, 7] and the references included therein. There is another distinct concept
called the edge ring, see, for example [30].
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work and provide a complete characterization of the R1 condition for all quadratic-monomial gen-
erated domains in the Laurent polynomial ring k[x±11 , . . . , x
±1
n ]. This case is considerably more
complicated than the situation in the previous work because the negative powers allow exponents
to cancel. In addition, the conditions in [13] do not appear well-suited to generalizations; there-
fore, we reinterpret and these conditions in a way that can be suitably generalized. In order to
address these difficulties, we introduce new proofs; in particular, our proofs are more geometric and
combinatorial in nature than in the previous work. In addition, our generalization provides new
examples exhibiting a graph whose edge ring satisfies R1 and fails S2.
1.1. Main Results. Suppose that R is a quadratic-monomial generated subring of k[x±11 , . . . , x
±1
n ].
From R, we construct a mixed signed, directed graph G, i.e., the edges of G are either directed
or signed such that the edge ring k[G] associated to G equals R. For each edge e ∈ G, assign a
point ρ(e) ∈ Rn and define PG to be the convex hull of these points. Our first result characterizes
the subgraphs of G which correspond to facets of cone(PG). In particular, in Observation 3.4 and
Proposition 4.7, we prove that the codimension of cone(PG) is the number of bipartite components
of G.
Next, we define facet subgraphs in Definitions 4.8 and 3.6 and prove that
Propositions 3.8 and 4.9. Let G be a signed graph. F is a facet of cone(PG) if and only if there
exists a facet subgraph H such that cone(PH) = F .
Next, we use [13, Proposition 3.2], see Proposition 2.7 for a special case, to characterize whether
R satisfies R1 in terms of the facets of the cone of PG. Using this result, we develop a combinatorial
condition on whether k[G] satisfies R1.
Theorems 3.11 and 4.10. Let G be a graph. k[G] satisfies Serre’s R1 condition if and only if for
every facet subgraph H of G, H has at most one more component than G.
We use this characterization, along with the condition of normality from [17], in order to provide
an example of a graph whose edge ring satisfies R1, but not S2. This provides an example of an
edge ring which is not Cohen-Macaulay.
1.2. Outline of Paper. The remainder of this paper is organized as follows: In Section 2, we
provide the background and notation used throughout the paper. In Section 3, we compute the
dimension of the cone cone(PG) for the signed graph G, define facet subgraphs, and classify which
graphs G satisfy Serre’s R1 condition in terms of combinatorial data. In Section 4, we extend the
results of Sections 3 to all quadratic-monomial generated domains. Finally, we conclude in Section
5.
2. Background and Notation
In this section, we recall notation, definitions, and results from graph theory, semigroup theory,
and Serre’s conditions for use in this paper. Our notation for edge rings follows the notation of
Hibi and Ohsugi [19].
2.1. Graph Theory. One main object of study in this paper is a signed graph. We give the basic
definitions for a signed graph in this section.
Definition 2.1. A signed graph (G, sgn) is an undirected graph G = (V,E) and a sign function
sgn : E → {−1,+1} where sgn(e) denoted the sign of the edge e ∈ E. For notational convenience,
an edge ij with sgn(ij) = +1 or −1 is denoted +ij or −ij, respectively. We omit the sign when it
is understood from context.
Definition 2.2. Let G be a signed graph. H is a component of G if it is a maximal connected
subgraph. We say a component H is a bipartite component if the vertices of H can be partitioned
into two sets L and R so that all the edges of H have exactly one vertex in each of L and R.
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The construction of a ring from a graph proceeds by first constructing a semigroup from the
graph. We now define the map used in this construction.
Definition 2.3 (cf [19]). Let G be a signed graph with n vertices, possibly with loops, and without
multiple edges. Define a map ρ : E(G) → Rn as ρ(e) = sgn(e)(ei + ej) where e = +ij or e = −ij
is an edge of the graph. When e is a loop, i = j and ρ(ii) = 2 sgn(ii)ei. Let ρ(E(G)) be the image
of E(G) and define the edge polytope of G as PG : = conv(ρ(E(G))).
Observe that in [19], the authors do not consider signed graphs, and, hence, all edges e in G
have positive sign, i.e., ρ(e) = ei + ej .
2.2. Semigroups. The edge ring is constructed as a semigroup ring. In this section, we recall the
definition of affine semigroups and the edge ring. For more details, see, e.g., [3, 4].
Definition 2.4. An affine semigroup C is a finitely generated semigroup containing zero which,
for some n, is isomorphic to a subsemigroup of Zn. Over a field k, the affine semigroup ring k[C] of
C is the ring generated by the elements of {xc11 . . . x
cn
n : (c1, . . . , cn) ∈ C}. We often use multi-index
notation for clarify, where xc = xc11 . . . x
cn
n with c = (c1, . . . , cn).
For a set S ⊆ Zn, we observe the set Z+S, i.e., the set of all positive integral linear combinations
of the elements of S, is the smallest subsemigroup of Zn containing S. We define the cone of S to be
all positive combinations of the elements of S, i.e., cone(S) = R+S. Moreover, for a subsemigroup
C of Zn, we denote the smallest subgroup of Zn containing C by ZC. From these definitions, we
now describe the edge ring of a graph G.
Definition 2.5. Let G be a signed graph. The edge ring of G is the affine semigroup ring generated
by ρ(E(G)), i.e.,
k[G] : = k[Z+ρ(E(G))] = k[x
a]a∈ρ(E(G)).
2.3. Serre’s Conditions. In this section, we recall Serre’s conditions Rℓ and Sℓ for rings and some
of the applications of these conditions to commutative algebra. We also include a theorem of Hibi
and Kattha¨n [13, Theorem 3.2], based on a result of Vitulli [29, Theorem 2.7] which characterizes
the R1 condition for semigroup rings.
Definition 2.6. A finitely generated moduleM over a Noetherian ring R satisfies Serre’s condition
Sℓ if depth(Mp) ≥ min(ℓ,dimMp) for all p ∈ SpecR. A Noetherian ringR satisfies Serre’s condition
Rℓ if Rp is a regular local ring for all prime ideals p in R with dimRp ≤ ℓ
Serre’s conditions Rℓ and Sℓ characterize many interesting properties of rings, see, e.g., [3, 9, 23]
for details. For example, a ring is Cohen-Macaulay if and only if it satisfies Sℓ for all ℓ. Moreover,
a Noetherian ring is normal if and only if it satisfies R1 and S2, see, e.g., [9, Theorem 5.8.6].
Additionally, Hochester shows that if C is a normal semigroup and k is a field, then the semigroup
ring k[C] is Cohen-Macaulay, see, e.g., [3, Theorem 6.3.5(a)].
Serre’s Rℓ conditions can be combinatorially characterized for affine semigroup rings, see [29,
Theorem 2.7]. In this paper, we focus on the R1 condition. We collect the characterization of this
special case here:
Proposition 2.7 (see [13, Proposition 3.2]). Let C be an affine semigroup, k a field, and k[C] the
associated semigroup ring. k[C] satisfies Serre’s R1 condition if and only if for every facet F of
cone(C), we can find a supporting linear form σF and corresponding hyperplane HF which satisfies
the following:
• The form σF takes integral values on ZC,
• There exists x ∈ C so that σF (x) = 1, and
• The groups Z(C ∩ F ) and ZC ∩HF are equal.
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We recall that the facets of a cone are the proper faces with maximum dimension, and a support
form of a facet F is a function σF (x) = 〈v
∗, x〉 which is nonnegative on the cone and zero on the
facet. Using this result, Hibi and Kattha¨n combinatorially characterize the Serre’s R1 condition for
edge subrings of k[x1, . . . , xn], see [13, Theorem 2.1]. In this paper, we extend this characterization
to the more difficult case of all quadratic-monomial generated subrings of the Laurent polynomial
ring.
3. Serre’s R1 Condition for Signed Graphs
In this section, we first characterize the facets of cone(PG) in terms of subgraphs of the graph G.
Then, we apply Proposition 2.7 to characterize the graphs G for which the corresponding quadratic-
monomial subrings of k[x±11 , . . . , x
±
n ] whose generators are of the form (xixj)
±1 satisfy R1. In order
to study the facets, the first step is to compute the dimension of cone(PG).
3.1. Dimension of cone(PG). In this section, we compute the dimension of the cone generated by
the edge polytope PG by constructing a collection of independent hyperplanes which contain the
polytope. In particular, the codimension of cone(PG) is the dimension of the space of hyperplanes
of the form {x ∈ Rn : 〈v∗, x〉 = 0} containing the cone. Here, v∗ is a dual vector in the dual vector
space (Rn)∗. It is often useful to view v∗ as a set of vertex weights for G, i.e., if the hyperplane
{w : 〈v∗, w〉 = 0} contains ρ(E), then, for all ij ∈ E, (v∗)i + (v
∗)j = 0. For notational convenience,
we write dual vectors in terms of the standard dual basis, that is v∗ =
∑
i λie
∗
i where {e
∗
i } is the
basis dual to {ei}.
Suppose G is a signed graph and H is a bipartite component of H. Let V (H) = L ∪ R be
the bipartition of H, then we write e∗L =
∑
i∈L e
∗
i and e
∗
R =
∑
j∈R e
∗
j for the dual characteristic
vectors for L and R. With this notation, every edge ij in H has 〈e∗L, ρ(ij)〉 = 〈e
∗
R, ρ(ij)〉 = sgn(ij).
Hence, 〈e∗L − e
∗
R, ρ(ij)〉 = 0 for every edge in G. If G has multiple bipartite components, then we
observe that the supports of the hyperplanes for distinct bipartite components are disjoint, so the
hyperplanes are independent.
Definition 3.1. Let G be a signed graph. We write BiComp(G) for the number of bipartite
components of G.
Since the supports for the hyperplanes for disjoint bipartite components are disjoint and these
hyperplanes contain PG, we observe that there are at least BiComp(G) independent hyperplanes
that contain PG.
Example 3.2. Let G be the graph in Figure 1, i.e., G has vertex set {1, 2, 3, 4, 5, 6} and edge set
{+12,−23,+34,+45,−56,+16}. This is a bipartite graph with bipartition {1, 3, 5} and {2, 4, 6}.
Hence PG is contained in the hyperplane defined by 〈(e
∗
1 + e
∗
3 + e
∗
5)− (e
∗
2 + e
∗
4 + e
∗
6), x〉 = 0.
1
2 3
4
56
+
−
+
+
−
+
Figure 1. The signed graph G where PG is contained in a hyperplane due to the
biparition. The hyperplane corresponding to the bipartition is 〈(e∗1+e
∗
3+e
∗
5)− (e
∗
2+
e∗4 + e
∗
6), x〉 = 0, thus, dim cone(PG) = 6− 1 = 5.
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Lemma 3.3. Let G be a signed graph with bipartite components G1, G2, . . . , Gk, and associated
dual vectors e∗L1 − e
∗
R1
, . . . , e∗Lk − e
∗
Rk
. Suppose PG is contained within the hyperplane defined by
〈v∗, x〉 = 0. Then, v∗ is a linear combination of e∗L1 − e
∗
R1
, . . . , e∗Lk − e
∗
Rk
.
Proof. The claim is trivial when v∗ = 0; we assume, therefore, that v∗ 6= 0. Suppose, first, that G is
a connected graph. Observe that, for all edges ij, 〈v∗, ρ(ij)〉 = sgn(ij) ((v∗)i + (v
∗)j) = 0; it follows
that, (v∗)i = −(v
∗)j . Since v
∗ 6= 0, there is some i such that (v∗)i = c 6= 0. From connectivity
and the observation that neighboring vertices have opposite signs, it follows that for all vertices j,
(v∗)j = ±c. Define L to be the set of vertices whose weight is c and R to be the set of vertices
whose weight is −c. L and R form a partition of G and they cannot contain any edges because the
signs of the endpoints of an edge have opposite signs. Therefore, L and R form the bipartition of
G and v∗ = c(e∗L − e
∗
R). For a disconnected graph, by applying this argument to each component,
it follows that v∗ is a linear combination of these dual vectors. 
We have shown that the dual vectors e∗Li − e
∗
Ri
form a basis for those hyperplanes containing
cone(PG). Therefore, we can compute the dimension of cone(PG) as follows:
Observation 3.4. Let G be a signed graph on n vertices, then
dim cone(PG) = n− BiComp(G).
Example 3.5. Let G be the graph from Example 3.5. Observe thatG is a connected bipartite graph
with n = 6 and BiComp(G) = 1. Thus, by Observation 3.4, dim cone(PG) = n− BiComp(G) = 5.
3.2. Serre’s R1 Condition for k[G]. In this section, we apply Proposition 2.7 to characterize
the signed graphs G for which k[G] satisfies R1. Since the characterization in Proposition 2.7 is
in terms of facets of cone(PG), we begin by characterizing the facets of cone(PG). By the basic
theory of convex cones, see, e.g., [4], every proper face of cone(PG) is given by the intersection of
the cone with a supporting hyperplane H. Moreover, H∩ cone(PG) is a cone whose generators are
the generators of cone(PG) in H. In particular, the set of edges e ∈ G such that ρ(e) ∈ H form
a subgraph H of G such that H ∩ cone(PG) = cone(PH). In this section, we characterize those
subgraphs H of G such that cone(PH) is a facet of cone(PG).
We begin by noting the necessary, but not sufficient fact from Observation 3.4 that, for a subgraph
H to determine a facet of cone(PG), H must have exactly one more bipartite component than G,
i.e., BiComp(H) = BiComp(G) + 1.
Definition 3.6. Let G be a signed graph. A subgraph H of G is a facet subgraph if H satisfies the
following properties:
(1) H has exactly one more bipartite component than G and
(2) For any bipartite component H ′ of H which is not a component of G, there is a bipartition
H ′ = L ∪R such that every edge e ∈ G \H is of one of the following forms:
• e is a positive edge incident to L, but not R or
• e is a negative edge incident to R, but not L.
Remark 3.7. The characterization for these subgraphs in [13] is based upon independent sets of
vertices. Since all graph edges in [13] have positive sign and G is connected, the independent subset
corresponds to one of L or R. However, the notion of independence is not fine enough to distinguish
the case of a signed graph because there are two types of incident edges.
Our goal is to show that the facet subgraphs are exactly those subgraphs where cone(PH) is a
facet of cone(PG).
Proposition 3.8. Let G be a signed graph. F is a facet of cone(PG) if and only if there exists a
facet subgraph H such that cone(PH) = F .
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Proof. Suppose first that H is a facet subgraph. Since H has one additional bipartite component
than G, we know that dimcone(PH) = dim cone(PG) − 1. Therefore, it is enough to show that
cone(PH) is a face of cone(PG). Let H
′ be a bipartite component of H which is not a component
of G. Let H ′ = L ∪ R be as in the definition of a facet subgraph, and consider e∗L − e
∗
R. By
the discussion in Section 3.1, we know that the hyperplane H = {x ∈ Rn : 〈e∗L − e
∗
R, x〉 = 0}
contains cone(PH). On the other hand, for any edge e ∈ G \ H, we see, by analyzing the cases
in the definition of a facet subgraph, that 〈e∗L − e
∗
R, ρ(e)〉 = 1, 2. Therefore, H is a supporting
hyperplane, and the set of edges e such that ρ(e) ∈ H is the same as the set of edges of H. Hence
cone(PH) = H ∩ cone(PG).
For the other direction, let H be a supporting hyperplane for cone(PG) and F = H ∩ cone(PG)
be a facet of cone(PG). Then, there is a dual vector v
∗ such that H = {x ∈ Rn : 〈v∗, x〉 = 0} and
〈v∗, x〉 ≥ 0 for all x ∈ cone(PG). Let H be the subgraph of G consisting of all edges e ∈ G satisfying
〈v∗, ρ(e)〉 = 0. By the theory of cones, we know that F = cone(PH). We show that H is a facet
subgraph. Since dimF = dim cone(PG) − 1, it follows, from Observation 3.4, that H has exactly
one more bipartite component than G. Therefore, it is enough to check the second condition. Let
H ′ be any bipartite component of H which is not a component of G. Moreover, let H ′ = L ∪R be
any bipartition of H ′.
Let G1, . . . , Gk be the bipartite components of G with corresponding bipartite characteristic
vectors e∗L1 − e
∗
R1
, . . . e∗Lk − e
∗
Rk
. From Section 3.1, we know that these vectors are independent and
their corresponding hyperplanes contain cone(PG), so they also contain cone(PH). Now, consider
e∗L − e
∗
R corresponding to H
′. By Section 3.1, we see that the hyperplane corresponding to this
vector contains cone(PH). We can see that this vector is not a linear combination of the bipartite
characteristic vectors above as follows: Since H ′ is not a component of G, there is some edge
e ∈ G\H incident to H ′. Since the hyperplanes corresponding to the dual vectors e∗Li−e
∗
Ri
contain
PG for all i, it follows that 〈e
∗
Li
− e∗Ri , ρ(e)〉 = 0. On the other hand, if only one endpoint of e is
incident to H ′, then 〈e∗L − e
∗
R, ρ(e)〉 = ±1 6= 0, or if both endpoints are in L or both are in R, then
〈e∗L − e
∗
R, ρ(e)〉 = ±2 6= 0. In each of these cases, we see that since 〈e
∗
L − e
∗
R, ρ(e)〉 6= 0, e
∗
L − e
∗
R
cannot be a combination of the bipartite characteristic vectors as they would give a value of 0.
We now show that the remaining case, i.e., where one endpoint is in L and the other is in R is
impossible. Suppose that e = ij with i ∈ L and j ∈ R. By replicating the proof of Lemma 3.3, we
see that (v∗)i = −(v
∗)j, so 〈v
∗, ρ(e)〉 = (v∗)i + (v
∗)j = 0. Therefore, e ∈ H, a contradiction.
By considering dimensions, we see that the intersection of the hyperplanes determined by e∗L1 −
e∗R1 , . . . e
∗
Lk
− e∗Rk and e
∗
L − e
∗
R must be the the subspace containing cone(PH). Therefore, v
∗ can
be written as a linear combination of these vectors. Moreover, the coefficient of e∗L − e
∗
R must be
nonzero since otherwise v∗ would contain all of cone(PG). By reversing L and R, if necessary, we
may assume that the coefficient of e∗L − e
∗
R is positive. Therefore, for all x in the span of PG,
〈v∗, x〉 > 0 if and only if 〈e∗L − e
∗
R, x〉 > 0.
We now check the second property for a facet subgraph. Suppose that e ∈ G \ H. Therefore,
〈v∗, ρ(e)〉 > 0, so 〈e∗L − e
∗
R, ρ(e)〉 > 0. If sgn(e) = +1, then either both endpoints of e are in L, or
one is in L and the other is not in H ′. Similarly, when sgn(e) = −1, either both endpoints of e
are in R or one is in R and the other is not in H ′. Therefore, since H ′ was arbitrary, the second
condition in the definition of a facet subgraph holds, and H is a facet subgraph. 
In a less formal way, we can describe the construction of facet subgraphs from G:
Observation 3.9. There are two ways to increase the number of bipartite components in the trans-
formation from G to the subgraph H: either we remove enough edges from a bipartite component
of G so that it splits into two components or we remove enough edges from a non-bipartite compo-
nent of G so that it splits into a bipartite component and any number of non-bipartite components.
The second condition of the definition of a facet subgraph implies that exactly one component of
G is changed in a facet subgraph since every removed edge must be incident to a component of H.
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Moreover, if G1 is a component of G that splits into two nonempty components H1 and H2, with
H1 bipartite, then G1 is bipartite if and only if H2 is bipartite.
We observe that the support form 〈e∗L− e
∗
R, x〉 is integral on Zρ(E) since its value on every edge
is 0, 1, or 2. Let H ′ be as in the definition of a facet subgraph. If there exists an edge e ∈ G\H such
that exactly one endpoint of e is incident to H ′, then 〈e∗L − e
∗
R, ρ(e)〉 = 1, as needed in Proposition
2.7. On the other hand, if every edge e ∈ G \ H has both endpoints in H ′, then the values of
the support form 〈e∗L − e
∗
R, x〉 are 0 and 2, so the support form
1
2〈e
∗
L − e
∗
R, x〉 satisfies the first two
conditions of Proposition 2.7. We now consider the third condition from Proposition 2.7. We begin
with the following lemma, which characterizes the integer latices used in the third condition of the
proposition.
Lemma 3.10. Suppose that G is a connected signed graph with n vertices. Let a ∈ Zn. Then
a ∈ Zρ(E(G)) if and only if the one of the following conditions hold:
• G is not bipartite and ∑
i∈G
ai ∈ 2Z. (1)
• G = L ∪R is a bipartition of G and∑
i∈L
ai =
∑
j∈R
aj. (2)
Proof. Assume first that G is not bipartite. Since, for every edge e of G,
∑
i∈V (G) ρ(e)i = ±2, the
forward direction of the first case is proved. For the other direction, let i and j be any pair of vertices
in G. Since G is connected and G is not bipartite, there are walks {i = i0, i1, . . . , im = j} and {i =
j0, j1, . . . , jk = j} of odd and even length, respectively. By choosing integer weights bℓ = ±1 along
the odd walk, we can make bℓ sgn(iℓ−1iℓ) alternate in sign with b1 sgn(ii1) = 1 = bm sgn(im−1j). In
this case,
∑
bℓρ(iℓ−1iℓ) = ei + ej . Similarly, we can choose integer weights cℓ = ±1 along the even
walk, we can make cℓ sgn(jℓ−1jℓ) alternate in sign with c1 sgn(ij1) = 1 and ck sgn(jk−1j) = −1. In
this case,
∑
bℓρ(iℓ−1iℓ) = ei − ej. Since every vector a ∈ Z
n whose coordinates sum to an even
number is an integral linear combination of ei + ej and ei − ej , for various i and j, the equivalence
holds.
Assume now that G is bipartite. To prove the forward direction, since every edge e ∈ G is incident
to a vertex in both L and R, the given equality holds for those edges, and, hence, for their linear
combinations. For the other direction, let i ∈ L and j ∈ R be any pair of vertices. Then, there is
an odd length path {i = i0, i1, . . . , im = j} in G from i to j. By choosing integer weights bℓ = ±1
along this walk, we can make bℓ sgn(iℓ−1iℓ) alternate in sign with b1 sgn(ii1) = 1 = bm sgn(im−1j).
In this case,
∑
bℓρ(iℓ−1iℓ) = ei + ej . Since every vector a ∈ Z
n which satisfies the given equality
can be written as an integral linear combination of ei + ej , for various i and j, the equivalence
holds. 
We observe that for a graph with multiple components, the latices in the third condition in
Proposition 2.7 are the direct sums of the lattices for each component. Therefore, Lemma 3.10 can
be applied to a graph component-by-component. We use this approach to prove the condition for
a signed graph to satisfy Serre’s R1 condition.
Theorem 3.11. Let G be a signed graph. k[G] satisfies Serre’s R1 condition if and only if every
facet subgraph H of G satisfies the following inequality:
Comp(H) ≤ Comp(G) + 1.
Proof. We use the conditions in Proposition 2.7 to justify Serre’s R1 condition. By the discussion
above, we have seen that for any facet subgraph H of G, there is a linear form satisfying the first
two conditions of Proposition 2.7, so we focus on the third condition.
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Suppose, first, that Comp(H) > Comp(G) + 1. In this case, there are more non-bipartite
components in H than in G. Hence, there are two non-bipartite components H1 and H2 in H
which are in the same (non-bipartite) component of G. Let i ∈ H1 and j ∈ H2. By Lemma 3.10,
we know that ei + ej ∈ Zρ(E(G)). Moreover, ei + ej is in the supporting hyperplane for F since
〈e∗L−e
∗
R, ei+ej〉 = 0 as i, j 6∈ L∪R from Proposition 3.8. However, ei+ej is not in Zρ(E(H)) since
i and j are in distinct components. More precisely, ei and ej would each need to be in Zρ(E(H)),
which contradicts Lemma 3.10. Hence, G fails the conditions in Proposition 2.7, and, thus, does
not satisfy Serre’s R1 condition.
Suppose, now, that Comp(H) ≤ Comp(G) + 1. Since H has at least as many components as G,
H has either the same number of components of G or one more component. Let H1 be a bipartite
component of H which is not a component of G, and let G1 be the component of G containing H1.
By Observation 3.9, we know that only component G1 of G is changed in the construction of H.
Therefore, we reduce to the case where G is connected, i.e., G = G1 and H is the corresponding
subgraph of G1. In what follows, we assume that G has m vertices.
Since H1 is bipartite, let H1 = L1 ∪ R1 be a bipartition of H1. We recall, from the proof
of Proposition 3.8, that the facet cone(PH) is formed by the intersection of cone(PG) with the
hyperplane H = {x ∈ Rm : 〈e∗L1 − e
∗
R1
, x〉 = 0}. Let a ∈ Zρ(E(G)) ∩H ⊆ Zm. In order to confirm
the third condition of Proposition 2.7, we must show that a ∈ Zρ(E(H)). Since a ∈ H, we know
that ∑
i∈L1
ai =
∑
j∈R1
aj (3)
since the weights on L1 and R1 must balance for the inner product above to vanish. By Lemma
3.10, this equality implies that for the bipartite graph H1,∑
i∈H1
aiei ∈ Zρ(E(H1)) ⊆ Zρ(E(H)).
Therefore, our goal is to show that the remaining portion of a is also in Zρ(E(H)), i.e., we must
show that
a′ := a−
∑
i∈H1
aiei ∈ Zρ(E(H2)). (4)
By appealing to Observation 3.9, we consider three cases: If Comp(H) = Comp(G), then G and
H1 have the same vertices and a
′ is zero. If Comp(H) = Comp(G) + 1, then H consists of two
components, let H2 be the complementary component to H1. We observe that the expression in
Equation (4) can be rewritten as
a′ =
∑
j∈H2
ajej .
We now proceed by considering two cases, depending on whether G is bipartite or not.
Assume, first, that G is bipartite, then there is a bipartition G = L∪R so that L1 = L∩H1 and
R1 = R ∩H1. Moreover, since G is bipartite, it follows that H2 is also bipartite. Let L2 = L ∩H2
and R2 = R ∩H2 form a bipartition of H2. By Lemma 3.10, since G is bipartite, it follows that∑
i∈L
ai =
∑
j∈R
aj .
By appealing to Equation (3), it follows that
∑
i∈L2
ai =
∑
j∈R2
aj .
By Lemma 3.10, since H2 is bipartite, a
′ ∈ Zρ(E(H2)).
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On the other hand, if G is not bipartite, then H2 is not bipartite because otherwise H has too
many bipartite components. In this case, by Lemma 3.10,∑
j∈H2
aj
is even. By Lemma 3.10, since H2 is not bipartite, this implies that a
′ ∈ Zρ(E(H2)).
Since, in either case, we find that Zρ(E(G)) ∩ H = Zρ(E(H1)) ⊕ Zρ(E(H2)) and the third
condition of Proposition 2.7 holds. Therefore, k[G] satisfies the conditions in Proposition 2.7, and,
thus, satisfies Serre’s R1 condition. 
4. Serre’s R1 Condition for Mixed Signed, Directed Graphs
In Section 3, we provided a combinatorial characterization of Serre’s R1 condition for signed
graphs. This provides a characterization for all quadratic-monomial generated rings where the
generators are of the form xixj or x
−1
i x
−1
j . This section contains the main results of this paper,
where we extend the characterization to all quadratic-monomial generated domains, i.e., we allow
generators of the form x−1i xj. We follow the approach of [17] for reducing the general case to the
case of signed graphs. We begin by briefly reviewing this reduction.
4.1. Mixed Signed, Directed Graphs. In [17], we observe that the combinatorial object that
corresponds to a monomial of the form x−1i xj is a directed edge. Therefore, we define mixed signed,
directed graphs as follows:
Definition 4.1. A mixed signed, directed graph is a pair G = (V,E) of vertices, V , and edges, E,
where E consists of a set of signed edges and directed edges between distinct vertex pairs. As for
signed graphs, we denote positive and negative edges between i and j as +ij and −ij, respectively.
A directed edge from i to j is denoted (i, j).
Note that, for any vertex i, there may be positive and negative loops at i denoted +ii and −ii
respectively, but not directed loops (since directed loops correspond to the indentity). Also, for a
pair i and j of distinct vertices, any subset of the four possible edges +ij,−ij, (i, j), and (j, i) can
be edges in G. We now recall the definitions pertaining to edge rings in this case:
Definition 4.2. Let G be a mixed signed, directed graph with n vertices, possibly with loops, and
multiple edges. Define ρ : E(G)→ Rn as ρ(e) = sgn(e)(ei+ej) ∈ R
n when e = sgn(ij)ij is a signed
edge of the graph and as ρ(e) = ej − ei when e = (i, j) is a directed edge of the graph.
The edge polytope and corresponding semigroups and edge rings are defined in analogously to
the definitions in Section 2.2. In [17], we showed how to construct a signed graph from a mixed
signed, directed graph as follows:
Definition 4.3. Let G be a mixed signed, directed graph. The augmented signed graph G˜ of G is
a signed graph where each directed edge (i, j) in G is replaced by a vertex t(i,j) and a pair of edges
−it(i,j) and +t(i,j)j. The new vertex t(i,j), adjacent to only i and j, is called an artificial vertex.
Suppose that G is a mixed signed, directed graph with n vertices and m artificial vertices. We
use the set {e˜1, . . . , e˜n, e˜t1 , . . . , e˜tm} as the basis of the codomain of the map ρ : E(G˜)→ R
n+m to
distinguish it from the basis {e1, . . . , en} for the codomain of ρ : E(G)→ R
n. Using this definition,
we extend the definitions for components and bipartite components to mixed signed directed graphs.
Definition 4.4. Let G be a mixed signed, directed graph. A subgraphH is a component or bipartite
component of G if H˜ is a component or bipartite component of the augmented signed graph G˜,
respectively.
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We note that H is a component of G if and only if the underlying (undirected and unsigned)
graph of H is a component of the underlying graph of G. However, this equivalence cannot be
generalized to bipartite components due to artificial vertices.
We study the properties of a mixed signed, directed graph by studying the corresponding prop-
erties on its augmented signed graph. For example, if one considers only integral edge weights case
in the proof of [17, Lemma 6], we achieve the following result:
Corollary 4.5. Let G be a mixed signed, directed graph with augmented signed graph G˜. Consider
k[G] as a subring of k[x±11 , . . . , x
±1
n , t
±1
1 , . . . , t
±1
m ]. Let k(G) denote the field of fractions of k[G].
Then k(G˜) ∩ k(x1, . . . , xn) = k(G).
4.2. Serre’s R1 condition for k[G]. In this section, we generalize the results from Section 3 to
apply to mixed signed, directed graphs. In particular, this allows us to provide conditions for which
quadratic-monomial generated rings have Serre’s R1 condition in terms of structural properties of
the graph G. Throughout this section, we let π : G˜ → G be the projection map that ignores the
artificial vertices.
Corollary 4.6. Let G be a mixed signed, directed graph and suppose that PG is contained within
the hyperplane defined by 〈v∗, x〉 = 0. Let G˜ be the augmented signed graph for G. Suppose that
G˜ has bipartite components G˜1, . . . , G˜r in G˜ with associated dual vectors e˜
∗
L1
− e˜∗R1 , . . . , e˜
∗
Lr
− e˜∗Rr .
Then v∗ is a linear combination of e∗
π(L1)
− e∗
π(R1)
, . . . , e∗
π(Lr)
− e∗
π(Rr)
.
Proof. Observe that for each directed edge (i, j) ∈ E(G), (v∗)i = (v
∗)j since ρ(i, j) = ej − ei. Let
v˜∗ be the dual vector
v˜∗ =
∑
i∈G
(v∗)ie˜
∗
i −
∑
(i,j)∈E(G)
(v∗)ie˜
∗
t(i,j)
.
We observe that, by construction, for non-artificial vertices i, (v˜∗)i = (v
∗)i. Moreover, the hyper-
plane defined by 〈v˜∗, y〉 = 0 contains P
G˜
since every edge in both G and G˜ is in the hyperplane
by the definition of v∗, and, for every edge with an artificial vertex as an endpoint, the values of
v˜∗ cancel at the endpoints. By Lemma 3.3, we know that v˜∗ is a linear combination of the dual
vectors e˜∗L1 − e˜
∗
R1
, . . . , e˜∗Lr − e˜
∗
Rr
. Therefore, by restricting our attention to non-artificial vertices,
the result follows. 
Since our interest is in facets of cone(PG), we must compute the dimension of this cone. In
particular, using Corollary 4.6, we get the following formula:
Proposition 4.7. Let G be a mixed signed, directed graph on n vertices, then
dim cone(PG) = n− BiComp(G).
Proof. The proof mirrors the computation for Observation 3.4. We observe that the dual vectors
in Corollary 4.6 are spanning; moreover, they are independent because the dual vectors of the form
e∗
π(L) − e
∗
π(R) have disjoint support. Therefore, the vectors in Corollary 4.6 form a basis for the set
of hyperplanes containing cone(PG). 
We now extend the definition of facet subgraphs to mixed signed, directed graphs.
Definition 4.8. Let G be a mixed signed, directed graph. A subgraph H of G is a facet subgraph
if H satisfies the following properties:
(1) H has exactly one more bipartite component than G and
(2) For any bipartite component H ′ of H which is not a component of G, there is a bipartition
H˜ ′ = L˜ ∪ R˜ such that every edge e ∈ G \H is one of the following forms: Let L = π(L˜)
and π(R˜), i.e., L is the set of nonartificial vertices of L˜ in H ′ and similarly for R.
• e is a positive edge incident to L, but not R,
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• e is a negative edge incident to R, but not L,
• e = (i, j) is a directed edge such that j ∈ L, but i 6∈ L, or
• e = (i, j) is a directed edge such that i ∈ R, but j 6∈ R.
Observe that, due to artificial vertices, L and R do not form a bipartition of H ′. In particular,
both endpoints of directed edges are in the same set. As in the case of signed graphs, facet subgraphs
characterize the facets of cone(PG).
Proposition 4.9. Let G be a mixed signed, directed graph. F is a facet of cone(PG) iff there
exists a facet subgraph H such that cone(PH) = F .
Proof. The proof is similar to the proof of Proposition 3.8, so we leave most of the details to the
interested reader. If H is a facet subgraph, then it has a bipartite component H ′. Let H ′ = L∪R be
as in the definition of a facet subgraph. In this case, the hyperplaneH = {x ∈ Rn : 〈e∗L−e
∗
R, x〉 = 0}
is a supporting hyperplane for cone(PG) by Corollary 4.6, cone(PH) = H ∩ cone(PG), and for any
edge e ∈ G \H, 〈e∗L − e
∗
R, ρ(e)〉 = 1, 2.
For the other direction, let H be a supporting hyperplane for cone(PG) and F = H ∩ cone(PG)
be a facet of cone(PG). Then, there is a dual vector v
∗ such that H = {x ∈ Rn : 〈v∗, x〉 = 0} and
〈v∗, x〉 ≥ 0 for all x ∈ cone(PG). Let H be the subgraph of G consisting of those edges e ∈ G
so that ρ(e) ∈ H. Then, by following the proof of Proposition 3.8, it follows that, by reversing R
and L, if necessary, for all x in the span of PG, 〈v
∗, x〉 > 0 if and only if 〈e∗L − e
∗
R, x〉 > 0. By a
case-by-case analysis, we conclude that the only possible edges in G \H are the ones of the form
above. 
We observe that if H is a facet subgraph and H ′ is a bipartite subgraph of H which is not a
component of G, then let H ′ = L ∪ R be as in the definition of a facet subgraph. Then, for each
e ∈ G, 〈e∗L − e
∗
R, ρ(e)〉 = 0, 1, 2 and every edge e ∈ G \ H has a positive value. If there is an
edge taking on the value 1, then 〈e∗L − e
∗
R, x〉 is the support form needed in Proposition 2.7, and,
otherwise, 12 〈e
∗
L − e
∗
R, x〉 is the desired support form. Therefore, as above, we focus on the third
condition in Proposition 2.7.
Theorem 4.10. Let G be a mixed signed, directed graph. k[G] satisfies Serre’s R1 condition if
and only if every facet subgraph H of G satisfies the following inequality:
Comp(H) ≤ Comp(G) + 1.
Proof. The proof is similar to the proof of Theorem 3.11, so we leave some of the details to the
interested reader. We have already seen that for any facet subgraph H of G, there is a linear form
satisfying the first two conditions of Proposition 2.7, so we focus on the third condition.
Suppose that Comp(H) > Comp(G) + 1 and let H1 and H2 be two non-bipartite components
in the same (non-bipartite) component G1 of G. Let i ∈ H1 and j ∈ H2. Then, e˜i + e˜j ∈
Zρ(E(G˜)) by Lemma 3.10. Then, by Corollary 4.5, since e˜i + e˜j corresponds to the monomial
xixj ∈ k(G˜) ∩ k(x1, . . . , xn), ei + ej ∈ Zρ(E(G)). For this element to be in Zρ(E(H)), both ei
and ej would each need to be in Zρ(E(H)), but neither of these are in Zρ(E(H˜)) by Lemma 3.10.
Hence, G fails the conditions in Proposition 2.7, and, thus, does not satisfy Serre’s R1 condition.
Suppose now that Comp(H) ≤ Comp(G)+1. By following the proof of Theorem 3.11, we choose
H1 and G1 as above, i.e., H1 is a bipartite component of H which is not a component of G and
G1 is the component of G containing H1. As above, we restrict our attention to the case where G
consists of a single component, i.e., G = G1. In what follows, we assume that G has m vertices and
m′ directed edges.
Since H1 is bipartite, let H1 = L1 ∪ R1 be a partition of H1 coming from a bipartition of
the augmented graph H˜1 = L˜1 ∪ R˜1. We recall, from the proof of Proposition 4.9, that the
facet cone(PH) is formed by the intersection of cone(PG) with the hyperplane H = {x ∈ R
m :
〈e∗L1 − e
∗
R1
, x〉 = 0}.
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Let a ∈ Zρ(E(G)) ∩ H ⊆ Zm, and define a˜ ∈ Zm+m
′
where (a˜)i = ai for i ∈ G and (a˜)ti = 0 for
artificial vertices. By Corollary 4.5, a˜ ∈ Zρ(E(G˜)) since a and a˜ correspond to the same element in
k(G). In order to confirm the third condition of Proposition 2.7, we must show that a ∈ Zρ(E(H)),
or, equivalently, by Corollary 4.5, that a˜ ∈ Zρ(E(H˜)). Since a ∈ H, we know that
∑
i∈L1
ai =
∑
j∈R1
aj (5)
since the weights on L1 and R1 must balance for the inner product above to vanish. Moreover,
since all artificial vertices have weight zero, Equation (5) implies that
∑
i∈L˜1
a˜i =
∑
j∈R˜1
a˜j .
Since H˜1 is bipartite, by Lemma 3.10,∑
i∈H˜1
a˜ie˜i ∈ Zρ(E(H˜1)).
Since the weights on the artificial vertices are zero, by Corollary 4.5, it follows that
∑
i∈H1
aiei ∈ Zρ(E(H1)) ⊆ Zρ(E(H)).
Therefore, our goal is to show that the remaining part of a is also in Zρ(E(H)), i.e., we must show
that
a′ := a−
∑
i∈H1
aiei ∈ Zρ(E(H2)). (6)
We define a˜′ by extending a′ to Zρ(E(G)) as above.
By adapting Observation 3.9 to the mixed signed, directed case, we consider three cases: If
Comp(H) = Comp(G), then G and H1 have the same vertices and a
′ is zero. If Comp(H) =
Comp(G)+1, then H consists of two components, let H2 be the complementary component to H1.
We observe that the expression in Equation (6) can be rewritten as
a′ =
∑
j∈H2
ajej .
We now proceed by considering two cases, depending on whether G is bipartite or not.
Assume, first, that G1 is bipartite, then there is a partition G = L∪R coming from a bipartition
of the augmented graph G˜ = L˜ ∪ R˜ so that L1 = L ∩ H1 and R1 = R ∩ H1. Moreover, since G
is bipartite, it follows that H2 is bipartite. Let L2 = L ∩ H2 and R2 = R ∩ H2 be a partition of
H2 coming from a bipartition L˜2 = L˜ ∩ H˜2 and R˜2 = R˜ ∩ H˜2 of H˜2. By Lemma 3.10, since G˜ is
bipartite, it follows that ∑
i∈L˜
a˜i =
∑
j∈R˜
a˜j .
By appealing to Equation (5), it follows that
∑
i∈L˜2
a˜i =
∑
j∈R˜2
a˜j .
Since H2 is bipartite, by Lemma 3.10 we can conclude that a˜
′ ∈ Zρ(E(H˜2)). Since the weights on
the artificial vertices are zero, by Corollary 4.5, it follows that a′ ∈ Zρ(E(H2)).
SERRE’S PROPERTIES FOR QUADRATIC GENERATED DOMAINS FROM GRAPHS 13
On the other hand, if G is not bipartite, then H2 is not bipartite since otherwise H has too many
bipartite components. Since G˜ is not bipartite, by Lemma 3.10,
∑
j∈H˜2
a˜j
is even. By Lemma 3.10, since H˜2 is not bipartite, this implies that a˜
′ ∈ Zρ(E(H˜2)). Since the
weights on the artificial vertices are zero, by Corollary 4.5, it follows that a′ ∈ Zρ(E(H2)).
Since, in either case, we find that Zρ(E(G)) ∩ H = Zρ(E(H1)) ⊕ Zρ(E(H2)) and the third
condition of Proposition2.7 holds. Therefore, k[G] satisfies the conditions in Proposition 2.7, and,
thus, satisfies Serre’s R1 condition. 
We end this section with a direct corollary of the theorem.
Corollary 4.11. Let G be a mixed signed, directed graph. k[G] satisfies Serre’s R1 condition if
and only if k[G˜] satisfies Serre’s R1 condition.
4.3. Example. Recall, from Section 2.3, that (1) a ring is Cohen-Macaulay if and only if it satisfies
Sℓ for all ℓ, (2) a Noetherian ring is normal if and only if it satisfies R1 and S2, and (3) normal
semigroup rings over a field are Cohen-Macaulay. Using these facts, we have the following direct
observation which allows us to combinatorially construct rings which are not Cohen-Macaulay.
Observation 4.12. Suppose that G is a mixed signed, directed graph such that k[G] is not normal,
but satisfies R1. Then, k[G] must fail S2, so it cannot be Cohen-Macaulay.
Before providing an example, we recall the following result from [17], which characterizes, com-
binatorially which mixed signed, directed graphs have normal edge rings.
Proposition 4.13 (see [17, Theorem 5]). Let G be a mixed signed, directed graph. k[G] is normal if
and only if G satisfies the generalized odd cycle condition, i.e., for any two disjoint cycles, each with
an odd number of signed edges, between them there is either no path or a generalized alternating
path.
Example 4.14. Consider the signed graph G in Figure 2, i.e., G has vertex set {1, 2, 3, 4} and
edge set {+11,−12,+13, (2, 3),−24,+34,+44}, . Se observe that k[G] is not normal since there is
not a generalized alternating path between the loops at 1 and 4. On the other hand, we see that
k[G] satisfies Serre’s R1 condition as follows:
Suppose that H is a facet subgraph of G such that Comp(H) > Comp(G) + 1. Since G has one
component and G is not bipartite, then H must have exactly one bipartite component and at least
two non-bipartite components. Since there are only two cycles with an odd number of signed edges,
i.e., the loops at 1 and 4, these two vertices must be in the two non-bipartite components. If 2 is the
new bipartite component, then 1 and 4 are in the same component as 3 connects them. Similarly, if
3 is the new bipartite component, then 1 and 4 are connected via 2. Therefore, both 2 and 3 must
be in the bipartite component. Since 2 has negative incident edges, 2 ∈ R, and, similarly, 3 ∈ L.
However, the edge (2, 3) implies that both 2 and 3 are both in L˜ or R˜ in H˜. This contradicts the
definition of a facet subgraph. Thus, there are no facet subgraphs failing the inequality given in
Theorem 4.10, and k[G] satisfies Serre’s R1 condition. Therefore, by observation 4.12, it follows
that k[G] must fail S2, and, hence is not Cohen-Macaulay.
Remark 4.15. The graph in Example 4.14 is a minimal example of an edge ring which satisfies
R1 and not S2 in the following sense: Any graph which has fewer vertices either fails R1 or its edge
ring is normal and so the edge ring satisfies S2.
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Figure 2. The edge ring for this mixed signed, directed graph satisfies R1, but
it fails to be normal. Therefore, the edge ring fails condition S2. Thus, this is an
example of a graph whose edge ring is not Cohen-Macaulay, by Observation 4.12.
5. Conclusion
In this paper, we have extended the characterization of Serre’s R1 condition for edge rings
presented by Hibi and Kattha¨n [13] to arbitrary mixed signed, directed graphs. This results in
an explicit complete characterization of Serre’s R1 condition for quadratic-monomial generated
polynomial rings in terms of the combinatorial properties of the associated graphs. The proofs
presented in this paper are new and have additional subtleties than in [13] due to the possibility
of cancellation between terms. This characterization of R1 allows us to provide an example of a
quadratically generated polynomial ring which is not Cohen-Macaulay.
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