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ABSTRACT 
The context of this work is to develop, adapt and integrate 
augmented reality related tools to enhance the emotion involved 
in cultural performances. Part of the work was dedicated to 
augmenting a stage in a live performance, with dance as an 
application case. In this paper, we present a milestone of this 
work, an augmented dance show that brings together several tools 
and technologies that were developed over the project's lifetime. 
This is the result of mixing an artistic process with scientific 
research and development. This augmented show brings to stage 
issues from the research fields of Human-Machine Interaction 
(HMI) and Augmented Reality (AR). Virtual elements are added 
on stage (visual and audio) and the dancer is able to interact with 
them in real-time, using different interaction techniques. The 
originality of this work is threefold. Firstly, we propose a set of 
movement-based interaction techniques that can be used 
independently on stage or in another context. In this set, some 
techniques are direct, while others go through a high level of 
abstraction. Namely, we performed movement-based emotion 
recognition on the dancer, and used the recognized emotions to 
generate emotional music pieces and emotional poses for a 
humanoid robot. Secondly, those interaction techniques rely on 
various interconnected systems that can be reassembled. We 
hence propose an integrated, interactive system for augmenting a 
live performance, a context where system failure is not tolerated. 
The final system can be adapted following the artist's preferences. 
Finally, those systems were validated through an on field 
experiment - the show itself - after which we gathered and 
analyzed the feedback from both the audience and the 
choreographer. 
Keywords: Augmented reality, augmented dance, emotion 
recognition, interaction for performing arts. 
Index Terms:! "#$#% [Computer Applications]: Arts and 
Humanities – Arts, fine and performing; H.5.2 [Information 
Systems]: Information interfaces and presentation—User Interface 
1 INTRODUCTION 
 The results presented in this article were realized within the 
CARE (Cultural Experience: Augmented Reality and Emotion) 
project. CARE brought together seven academic and industrial 
partners in order to develop, adapt and integrate augmented reality 
related tools to enhance the emotion produced in cultural 
performances. The project was built around two application cases: 
augmenting a museum (the Natural History Museum of Toulouse, 
France) and augmenting a dance show (with the French National 
Choreographic Centre Malandain Ballet Biarritz). This second 
case gathered research in various fields around a single 
applicative goal: to augment a live dance show by adding virtual 
elements (visual as well as audio ones) to the stage and give 
performers new ways of interacting with those virtual elements. 
Augmented Reality (AR) can be divided in two types. See-
through AR can be performed using handheld or headworn 
devices. Space AR uses projective displays. We place ourselves in 
the latter case. The dancer is tracked and can interact with virtual 
elements projected on stage. In our case, the virtual elements are 
projected for the audience, while the performer is the one that 
interacts with them.  In this paper, we present the various 
interaction techniques that we developed and how we integrated 
them with augmented reality tools and techniques in order to 
create a full system for an interactive augmented live dance show. 
In this paper we focus on the overall system and the interactions 
that were proposed to the choreographer. The system can be 
considered as an assembly of modules developed by the various 
partners involved. The assembly of those modules allowed us to 
create various interactions and augmentations, using the artistic 
proposal as a guideline, and finally create a system to use in a real 
augmented show entitled “CARE Project: staging of a research 
process”. This show was choreographed and performed by Gaël 
Domenger from Malandain Ballet Biarritz, and was presented 
twice, in front of a live audience, on march 4th, 2011 in the Casino 
de Biarritz. The artistic proposal of the show was to portray the 
process that led to the development of the technologies and tools 
that were used on stage. It consisted of two parts: a danced 
conference, where the project coordinator presented the project 
and the dancer illustrated the speech (figure 1.a); and an 
augmented show, where the technologies were staged in an 
aesthetic way (figure 1.b). A short video of the show and a movie 
are available online at [36]. 
 The contribution presented in this paper is the result of the 
collaboration of researchers and industrials from four different 
areas: human-computer interaction, sound and music modeling, 
augmented reality, and arts. In human-computer interaction, we 
have a special interest in interaction design theory, movement-
based interaction, and especially in movement-based emotion 












Figure 1: Scene examples from the two parts of the show. 
recognition. Within the context of augmented dance, our interest 
is to recognize the emotions the dancer expresses, and translate 
them into various output modalities. In music modeling, our 
interest was to define a set of high-level perceptive parameters 
that could easily be mapped to emotional concepts and then drive 
a real-time generative music system from emotion recognition. In 
augmented reality, we focused on the issues of creating a system 
for augmenting a large space, meaning capturing and tracking the 
dancer and develop a physical setup able to add virtual 
augmentations over the whole stage. For artists, combining those 
fields unveiled a brand new field of exploration for improvisation 
in dance, where the dancer could manipulate the sound and the 
visuals and use them for improvisation at the same time. 
The combination of those various interests led us to design and 
develop various interactions for the context of augmented reality 
on stage that we present in this paper. 
 
We therefore developed five modules that could be combined 
together to create interactions and augmentations. The first one is 
motion tracking, i.e. being able to know the exact conformation of 
the dancer's body on stage in real time, and his position on stage. 
The second one is a system performing movement analysis for 
recognizing emotions, which can extract movement characteristics 
and the emotions that the dancer portrays through his movement. 
The third one is a musical generator that creates emotional pieces 
from a given emotion. The fourth one is a system that makes a 
humanoid robot take an emotionally-expressive pose, from a 
given emotion. Finally, the fifth one is the physical and software 
setup to display augmentations on stage. The assembly of these 
different systems allowed us to develop several movement-based 
interactions. Two of them are direct, such as the direct 
manipulation of virtual elements by the dancer, and the animation 
of an avatar that copies the dancer's movements. Two of them go 
through a high level of abstraction: movements from the dancer 
are translated into emotions, which are used to generate emotional 
pieces of music and poses for the humanoid robot. The 
interactions we designed are achieved by the combination of those 
different modules. The set up of the show allowed us to test those 
interactions in a real-life context. 
An originality of our work is that every module was designed to 
work in real-time. Emotion recognition, music generation, 3D 
elements animation or generation, and the robot animation run 
simultaneously in real-time, for being used in an improvised 
dance. We also introduced the position of the "augmented reality 
engineer", whose role is to monitor and sometimes control the 
augmentations, as the light or sound technicians monitor and 
control the lighting and sound. 
We will first review some related work to highlight the originality 
of our work regarding each element and then regarding the set up 
of augmented shows. We will then proceed to define the various 
interactions (input and output) that we propose. To implement 
those interactions, we developed several independent and reusable 
modules that we will present in the following section. We will 
then review the proposed interactions from a technical point of 
view. Finally, we will present the show that allowed us to test 
those interactions and the feedback we received from the audience 
and the choreographer, before presenting our conclusions. 
2 STATE OF THE ART 
For the scope of augmenting a dance show, we naturally 
focused on movement-based interaction. Movement is the natural 
language of dance, which we sought to expand using augmented 
reality techniques. 
2.1 Designing movement-based interaction for 
performance 
Designing interaction for the context of a live performance falls 
out of the traditional design spaces. Interactions in performances 
can be taskless, and should bear aesthetics of their own to better 
engage the performer and the audience. Petersen [25], for 
example, suggests the addition of the aesthetic perspective in user-
centered design: an aesthetic interaction seeks to challenge and 
intrigue the user to encourage improvisation. The BodyBug [24] is 
an applicative example of an aesthetic interaction. This device 
was designed in order to explore movement as an interaction, and 
especially the movement qualities that can be drawn from modern 
dance. 
These works consider the aesthetics of an interaction relatively 
to the user. In our case, interaction is indeed performed by the 
artist, but also perceived by the audience. Interactions on stage 
should hence be considered in an artistic way and be coherent 
with the choreography. As such, we consider an interaction on 
stage as a whole, ranging from input to output. As such, designing 
movement-based interaction for dance involves three main issues. 
The first one is related to the input: what movements should be 
captured and how? This issue encompasses the extent of the 
capture (e.g. position and orientation on stage, a single limb, the 
whole body), the measures that are used (e.g. rotation or position 
information), and the technology to obtain those measures (e.g. 
motion capture suit, video-based techniques [4], or gyroscopic 
sensors [20]). 
The second issue is the interaction language used to manipulate 
the output. This language can be direct (e.g. direct use of the 
hand's position to manipulate a virtual object) or expressive. In the 
latter case, the system extracts movement qualities that are then 
used to manipulate the output. In particular, Laban's Theory of 
Effort [13] is a grounding work for many existing systems relying 
on expressive interaction. For example, A light touch [1] is an 
artistic installation where movement qualities from the user 
(breathing, expanding and reducing) impact the behavior of a light 
output. Expressive interaction can be extended to emotional 
interaction, where movement characteristics and qualities are 
further analyzed to extract the emotion conveyed by the dancer. 
The Infomus Lab in Genoa conducted extensive work on the 
subject [4] [29]. 
The third issue is the output modality and the technical and 
artistic choices that are made in output generation or 
manipulation.  
These issues closely relate to Latulipe et al.'s design dimensions 
for creating interactive dances [20]. In our methodology however, 
we also view the interaction language as a design dimension to 
consider. 
 
The interactions presented in this paper cover different design 
choices. Namely, the show and its underlying technical system 
feature both direct and expressive interaction languages, and 
several output modalities (e.g. music generation and 3D 
manipulation). To be able to implement those interactions, our 
primary goal was to be able to capture the dancer's movement and 
position on stage. 
2.2 Capturing movement 
Many interactions for the stage involve capturing at least part of 
the performer’s movement (e.g. his position on the stage). 
Traditional means of tracking a person's movement include video-
based techniques or the use of more expensive motion tracking 
devices. Video-tracking systems are not adapted to the stage as 
they usually rely on controlled lighting; a typical show on stage 
involves different lights or moving light spots that render these 
technologies unusable. Welch et al. published a review of the 
different motion tracking techniques [32]. Although from 2002, 
this review is of great help to better choose the motion capture 
technology suited to our context. 
For capturing a dancer's movement on stage we chose the MVN 
motion capture suit from XSens [35]. This suit features 
magnetometers, gyroscopes and accelerometers, making the 
motion capture resistant to lighting conditions and occlusions. 
2.3 Emotion recognition and movement-based 
emotion recognition 
Affective computing involves decoding emotions expressed or 
felt by a user (emotion recognition) and generating emotional 
feedback to the user, for example through animating virtual 
characters or generating emotional pieces of music. Both fields 
must rely on a theoretical background on emotions. There are 
many definitions and representations of emotions in the field of 
psychology, but few of them are actually used in computer 
science. The systems and the interactions described here rely on 
the two preponderant representations. Our emotion recognition 
system, called eMotion, and the humanoid robot pose generator 
were built around Ekman's six basic emotions [11]. The music 
generation system, called MuZICO, relies on a two-dimensional 
plane of emotions [27]: emotions are then characterized by their 
valence (pleasant – unpleasant) and their arousal (high – low), 
those two characteristics being the axes of the 2D plane. As such, 
a translation from discrete representation to continuous 
representation was developed to successfully connect eMotion 
and MuZICO. 
Emotion recognition can be divided in three consecutive steps: 
monitoring the subject (through his facial expression, voice, 
movements or physiological reactions), extract cues of emotional 
expression (e.g. a smile, a raise of the eyebrows) to finally infer 
an emotion. There is a large literature about bodily expression of 
emotions. In psychology, humanly-perceived cues are identified 
and validated as conveying emotional information. For instance, 
De Meijer [9] adopted a top-down approach to identify and 
validate, through human evaluations of actor performances, 
affect-expressive movement cues such as trunk curvature, position 
of hands or velocity of a movement. Wallbott [30] conducted a 
bottom-up study to identify typical movement characteristics for 
the following emotions: elated joy, happiness, sadness, despair, 
fear, terror, cold anger, hot anger, disgust, contempt, shame, guilt, 
pride, and boredom. Coulson [6] worked on affective cues in 
static body postures. In computer science, the Infomus lab created 
systems able to recognize emotions from movements. Using 
video-analysis techniques, they identified a set of movement 
characteristics to be extracted from video sequences. Their work 
was applied in particular to dance; the system could classify dance 
sequences into four emotions [4] [29]. 
2.4 Expressive pose generation 
There are multiple ways to augment a dance performance with 
affective displays. In two preliminary performances, we 
augmented the dance performance with a virtual character that 
expresses emotions with its facial expressions using the MARC 
platform [7]. In a second experiment, we were willing to 1) use an 
embodied device in the real world with which the dancer could 
play with, and 2) use bodily expressions of emotions so as to be 
symmetrical with the dancer. Using a robot that could take 
expressive poses allowed fulfilling those two goals. 
There is a large literature on expressive robots. Most of the 
work, however, relates to the face (e.g. [26], [22]), as facial 
expressions are the most direct channel for conveying emotions. 
Those robots are usually designed to be close enough so that 
humans can "read their faces". In our case, were the audience sat 
far from the robot, exaggerated body movements were necessary 
to better convey the emotions. Using human body movements to 
directly generate the robot's movements is an explored issue 
[2][17]. However, more studies remains to be done to explore the 
potential of affective interaction between a dancer and a 
humanoid robot during a real-time performance. 
2.5 Music generation from emotions 
Generating music directly from gestures or from emotions are 
two different problems. Some systems are instrument-oriented 
whereas others are more generative. In our approach we use an 
instrument-oriented paradigm to process movement 
characteristics, and a generative paradigm to generate the musical 
flows from emotions. In the instrument-oriented paradigm, 
various works can be cited about gestural control of electronic 
music: for example, A. Tanaka [28] exploited muscular signals 
thanks to B. Knapp's Bio-muse system [18] to play music in real-
time. Serge de Laubier proposed the meta-instrument [8], a 
general-purpose gestural controller that involves the full body and 
can be used as a real musical instrument. In the generative 
paradigm, a famous example of music generator is Omax [10], an 
IRCAM software using Markov chains to generate melodies 
(which has become a standard technique in generative music), 
allowing the interaction with a performer. Eduardo R. Miranda 
[23] set up a brain-computer interface for generating music, which 
is not far from emotion analysis. 
It is established that composed musical structures, as well as 
actual performance, influence the perceived emotions [12]. 
Several empirical studies have focused on which emotions can be 
expressed by music and which musical factors contribute to the 
perceived emotional expression. Most of these studies focused 
especially on Western classical music. A review of articles about 
analysis of music features and their effects on the perceived 
emotion has been published in [21], providing rules related both 
to composition and performance for eliciting a particular emotion. 
Similar experiments in music generation led by emotion have 
been conducted before [31]. Our main contribution regarding 
these articles is that we rely on the valence emotional dimension 
(as well as the arousal dimension) to generate music. Dimensional 
approaches for affective computing have recently gained some 
interest [39].  In addition, this music is generated in real-time, and 
we rely on both expressive movement characteristics and emotion 
recognition for generating sound and music. 
2.6 Augmented & interactive shows 
We seek to explore the potential of using AR in the context of a 
ballet dance show to better convey the choreographer's message 
and suggest innovative artistic situations. Several augmented 
shows were conducted since about fifteen years ago. The 
evolution of technologies and systems in the field of AR allowed 
performance artists to use them as tools for their performances. 
First, The Plane [33] unified dance, theatre and computer media in 
a duo between a dancer and his own image. With more interactive 
features, Hand-Drawn Spaces [14] presented a 3D choreography 
of hand-drawn graphics, where the real dancer’s movements were 
captured and applied to virtual characters. Such interaction 
coupled with real time computing were achieved in ”The Jew of 
Malta” [34] where virtual buildings architecture cuts and virtual 
costumes were generated, in real time, depending on the music 
and the opera singer’s position on the stage. More recently, 
Latulipe et al. conducted the Dance.Draw project, producing three 
different pieces over the course of the project. "A Mischief of mus 
musculus" features projected geometrical shapes linked to the 
dancers' motion. "Whispering to Ophiuchus" combined interactive 
and pre-programmed visuals. Finally, "Bodies/Antibodies" was a 
restaging of a modern choreography, adding biological-themed 
visuals linked to gyroscopes and accelerometers on the dancer's 
body [19]. 
The use of augmented reality in arts in general (and performing 
arts in particular), and the design of interaction techniques for this 
context has witnessed a rising interest in the past few years, as 
shown by the appearance of various interest groups and special 
tracks in major human-machine interaction and augmented reality 
conferences (e.g. the digital arts community in CHI or the Arts, 
Media and Humanities program at ISMAR 2012). 
3 SYSTEM ELEMENTS 
The overall setup used for the show is composed of several 
interconnected modules, each fulfilling a particular function. The 
combination of those modules allowed giving birth to various 
interactions for the stage. 
3.1 Capturing movement 
The motion tracking system we selected (the MVN motion 
capture suit [35], see figure 2.a) is based on 16 inertial motion 
trackers positioned on the most important body joints. The body 
model is a biomechanical model composed of 23 segments. 
Sensors allow for absolute orientation of each segment, while 
positions are extrapolated from each inertial sensor. The position 
and orientation values are available in real-time. Such a 
technology allows a fast calibration of the system that fits the 
dancer's requirements. The two main drawbacks are the sensitivity 
to ferromagnetic objects that we may encounter on a stage floor, 
and the position drift.  
Furthermore, a specific issue that we encounter with motion 
capture integrated within an augmented reality application is the 
need of a precise calibration to ensure a good correspondence 
between the motion tracking coordinate system and the stage 
coordinate system. It required making our own calibration system, 
in which we equipped the dancer with an IR LED footstrap to 
overcome the position drift problem. An IR camera with tracking 
algorithm has been developed to provide the position of the 
dancer on the stage. It compensates the drift each second by 
assuming that the foot is on the floor. 
We also developed a vision-based system as an application case 
for previous research in video objects extraction and tracking. 
This allowed us to explore video-based emotion recognition from 
movement as well (although this second use of the system will not 
be covered in this paper). The vision system involves five 
different steps. Acquisition was performed using a static firewire 
digital camera (Point Grey Dragonfly 2 DR2-HICOL) at 30 
frames per second and a resolution of 640x480 pixels. The system 
is then calibrated by clicking in the video on four markers on the 
stage whose coordinates in the real world were preliminary 
measured. This step allows mapping each pixel in the video on its 
corresponding location on the stage ground and vice-versa, by 
computing the two homographies between the stage ground and 
the camera’s image plane. The stage ground itself is linked to the 
MVN frame. While running, the vision system performs an 
extraction of the spatio-temporal segmentation of the dancer. The 
aim is to extract the region of interest (the dancer) in the video. It 
is based on a background removal algorithm which computes the 
difference between the current image and a background reference 
image updated over time [3]. We used a Kalman filter [15] with a 
pseudo 2D constant speed model to track the center of gravity of 
the dancer. This absolute coordinate of the dancer's basin is used 
as a reference to recompute the MVN coordinates: the vision 
system acts as a proxy that receives the MVN coordinates, 
reprocesses the position of each segment according to the detected 
basin position, and sends the corrected skeleton over the network. 
3.2 eMotion : recognizing emotions from movements 
One of the goals of the CARE project was to use emotions as a 
parameter for generating and manipulating audio or visual 
elements. Our target was to recognize the emotions that the dancer 
expresses through his movement. For the sake of the show 
presented here, we did not try to recognize the emotions that the 
dancer was actually feeling (which can be very different from 
what he expresses), nor did we analyze the spectators' emotional 
responses to the show. Our computer-based gestural emotion 
recognition system relies on 3 modules. The Capture module has 
the role of acquiring data, the Analysis module has the role of 
extracting gestural and postural emotional cues, and the 
Interpretation module has the role of interpreting them as an 
emotion. From an architecture point of view, the eMotion 
software is a component-based system; each atomic operation 
(data acquisition from a sensor, extraction of a feature, 
interpretation from a set of features) is embedded in a 
pluggable/unpluggable communicative component which allows 
easy modifications of the system. We did not focus on identifying 
new expressive movement cues for emotion recognition but 
instead considered characteristics proposed by de Meijer [9]. 
eMotion was developed in C++/Qt, and is fully described in [37]. 
eMotion features a graphical interface (see figure 2.b). 
As explained above, the dancer wears the XSens MVN motion 
capture suit. The coordinates of each of these segments are 
refreshed and sent through the network at a frequency of 10 Hz. 
From the flow of coordinates, the eMotion software computes five 
movement characteristics: trunk curvature (bowed or stretched), 
arms positions (expanded or folded), vertical and sagittal 
directions of the movement, and velocity of the basin. In 
DeMeijer's work [9] those movement characteristics are used to 
generate movement sequences that are classified by human 
evaluators within a discrete set of emotions. A statistical analysis 
allowed isolating each movement characteristic and its weight in 
the attribution of each emotion. We directly transposed these 
weights in a weight matrix within our Interpretation module, 
where each line corresponds to a movement characteristic and 
each column correspond to an emotion. Taking the movement 
characteristics as an input, the interpretation module chooses the 
maximum sum of each weighted movement characteristics over 
each of the six basic emotions defined by Ekman [11]: joy, fear, 
anger, sadness, disgust, and surprise. We focused on these 
emotions as their bodily expressions are already documented in 
the literature. At each frame, the eMotion software delivers an 
emotion label through the network as well as movement 
characteristics such as the speed vectors of the basin, hands and 
feet. 
For example, in a movement where the dancer folds himself 
from a standing position to a kneeling position with his head on 
his knees: if the movement is initiated by the head, the trunk and 
shoulders drop, then the knees bend. The body coordinates are 
analyzed each tenth of second. To know whether the trunk is 
stretched or bowed, eMotion computes the center of curvature of 
the spine. If this center is in the back, the trunk is stretched; if it is 
in the front, the trunk is bowed. In this manner, eMotion extracts 
the characteristics of the folding movement: the trunk is bowed, 
arms are closed, movement is slow, downward, and without a 
sagittal direction. The weights corresponding for each value and 
each emotions are summed for each emotion (i.e. the weight 
matrix columns are summed). The maximum sum is elected as the 
recognized emotion. 
 
(a) The motion capture suit. 
 
(b) The eMotion software. 
 
 
A key point of this system is that it relies on robust emotion 
theories and experimental work from the field of psychology 
[9][11]. The second one is that it functions in real-time. Each 
tenth of second, movement characteristics are computed and an 
emotion is interpreted, to better react to the dance improvisation. 
This provides a challenging issue as many relevant emotional cues 
are detected over longer periods of time. It also impairs the 
efficiency of recognition of quick emotional expressions; for 
example surprise or disgust are well recognized during the short 
time of their expression, but not always taken into account by 
subsequent treatments due to their brevity. Our system delivers 
both the recognized emotions and the expressive movement 
characteristics that led to this recognition; subsequent systems can 
rely on both outputs. Finally, the extracted movement 
characteristics are generic and not specific movements from the 
dance vocabulary. 
3.3 Generating poses for a humanoid robot 
Generating movement in robots from a user's movement is a 
well-studied issue. In our case however, we propose an interaction 
that goes through a higher level of abstraction: emotions are 
extracted from the dancer's body expressions, and those extracted 
emotions act as triggers to generate the robot's poses. We selected 
the NAO humanoid robot as a display device [38]. Nao features 
several libraries that allow defining movements and postures, and 
its design is suitable for the stage. Several questions arise when 
using such an augmented modality for a performance: which 
posture should be displayed for which emotion? Should the robot 
express a given emotion always with the same posture? What if 
the system detects several times the same emotion from the 
dancer? The artistic goal was to have a physical, human-like, and 
expressive device to serve as a counterpart to the dancer. The 
robot took typical poses for each emotion, delivering a purely 
emotional expression to the audience. 
The pose generation module is constituted of two separate sub-
modules. The main sub-module is the NaoDriver sub-module. It 
takes an emotion label within the basic emotions set (anger, joy, 
sadness, fear, disgust and surprise) as an input. A set of poses was 
coded for each emotional state. The emotional poses were taken 
from [16]. At the reception of an emotion label, the NaoDriver 
randomly chooses a pose in the corresponding set, and sends it to 
the robot. The second sub-module (called EmoState) is an adapter. 
As the eMotion software sends a continuous stream of analyzed 
emotions, its role is to smoothe that input over time and pick the 
more recognized emotional state to send to the NaoDriver. As 
such, emotion data from eMotion is first sent to EmoState, which 
then sends an emotion label to NaoDriver every 30 seconds. 
These modules were successfully tested and tuned during a 
preliminary interactive session with a dancer on March 29th, 2010 
(figure 3.a). 
The small size of the Nao robot, its limited battery capacity and 
the risk that it might fall during the performance made it difficult 
to use for the real performance show. As such, we replaced the 
real robot with small video sequences representing Nao shifting 
positions for the live show. The video sequences were triggered 
by the emotion recognized from the dancer's movements. (figure 
3.b). 
3.4 MuZICO: generating music from emotions 
The music generation was performed with the goal of 
highlighting the emotions expressed by the dancer, and 
reinforcing the impact of those emotions on the audience. We 
were led to the creation of such software by former research by 
Jean-Louis Di-Santo [5] towards the formalization of perceptual 
parameters describing electroacoustic music. The model that arose 
from this study mainly described sonic properties rather than 
musical ones, but the interesting part was the perceptual point of 
view. When we started generating more tonal music, we needed 
this perceptual approach to be able to control the generator 
intuitively. The field of emotions was the best start we could find 
to work at a higher level than tonality, rhythmic signature and 
other purely musical concepts. 
The music generator was developed as a set of pureData 
patches. PureData was chosen as it already has most of the 
features we need built-in as integrated libraries, and it is easily 
expandable by creating libraries of abstractions and/or writing 
new external objects in C or C++. The audio part of the software 
was designed to be as versatile as possible, including beatboxes, 
chords players, melodies players, texture generators, soundscapes 
players and audio effects. 
The software can be decomposed in two sets of modules. The 
first set contains the modules for musical rules generation. The 
rules created by the modules within this set are then fed to the 
other set, which regroups sound producing modules. MuZICO 
uses the valence-arousal (2D) continuous space of emotions as an 
input. As such, it features a translator that transforms emotion 
labels produced by the eMotion software into coordinates in this 
2D space. Each musical rules generation module takes the 
coordinate along one axis (valence or arousal) to generate musical 
 
(a) G. Domenger in training 
with the Nao robot. 
 
(b) Use of dynamically 
triggered videos. 
Figure 2: Capturing the movement (a) and recognizing 
emotions (b) 
Figure 3: Using the Nao robot as a counterpart for the 
dancer. 
rules. For example, arousal is translated through rythmicity, 
whereas the valence coordinate of an emotion will be translated 
into a set of musical scales. Sound producing modules take the 
musical rules as inputs to produce the final piece of music. 
MuZICO and its interaction with eMotion is fully described in 
[5]. 
3.5 Setting up an augmented reality system for the 
stage 
We chose the 3DVIA Virtools software to edit the 3D world 
and its behavior. This software supports the main features we 
needed to realize an augmented reality setup. The first 
requirement was to have a collocated correspondence between the 
real and the virtual worlds. We also quickly had a system that 
supported stereoscopy, 3D video streams and generated the 
matching point of view for a specific seat in the theater. The 
behavioral aspect of the software gave us a strong flexibility to 
support the creativity of the dancer. Thanks to the editor part of 
the software, the dancer could see the 3D world he would later on 
be engaged with. 3D therefore provides the necessary common 
material to begin the discussion between the dancer and the 
"augmented reality engineer" during the many repetitions. We 
also added a component that binds input data from Moven Studio, 
eMotion and the 2D emotion space over the network. 
With augmented reality and monoscopic rendering, we are only 
able to give the illusion to bring 3D content behind the screen. In 
the final part of the show, we implemented 3D stereoscopic 
rendering with projection on the backwall. Such techniques give 
us the capability to bring the 3D models out of the screen. It gives 
the spectator, who then wears 3D stereoscopic glasses, the 
impression that the dancer and the 3D content evolve in the same 
volume. The one constraint however is that the projection is made 
for one point of view in the theater, implying that the further the 
spectator is from this ideal viewpoint, the more disturbed the 3D 
scene will be. Today technologies are not capable to handle such a 
feature (it would require having as many stereo viewpoints as 
spectators), but our experiments will help us to define guidelines 
for optimal 3D scene creation. Great care also had to be taken 
during the live representation to avoid occlusion of the 3D content 
by the dancer, which may really disturb the spectators’ depth 
perception.  
To further take advantage of those capabilities during the show, 
we implemented a basic interaction technique that consisted in 
attaching the position of a 3d model to the hand of the dancer. To 
overcome the occlusion problem, we created a vertical offset 
between the hand of the dancer and the 3D model. The 3D model 
therefore appeared 1.5 meter above the dancer. 
4 CREATING INTERACTIONS FOR MULTIMODAL RENDERING 
As seen in section 2.1, in our context, there are three main 
issues for creating interaction combined with artistic choices: 
capturing the movement, defining the interaction language, and 
designing the output modalities.  
First of all, we conceptualized the augmented ballet with the 
choreographer (figure 4 is an example of preliminary drawing). 
We stated that the gradual progress of the dancer, and more 
generally of a person in the virtual space, is the discovery of 
oneself through the machine. Through his explorations, the dancer 
realizes that he can find emotion and experiences in such a binary 
world. The question of the nature of the emotion arises: is it the 
emotion that the dancer feels, or the one that he expresses? The 
dancer might not at all feel the emotions he expresses and vice-
versa. Is it the emotion that the audience feels while watching the 
show? In this show, we focused on the emotion the dancer was 
expressing, to better communicate it through music and visuals. 
Psychologists see the feeling as a component of the emotion [40] 
What about the other components, such as motor expression, and 
the neurophysiologic processes? 
We then elaborated the scenic environment. In its common 
representation, the computer world has an orderly, smooth, clear 
and clean aspect. The virtual world is a blank sheet for the 
imagination of the fruitful creator, where everything that is done 
can be undone. We built the scenic space as a blank and empty 
space, considering the dancer as an experimental subject. The 
augmented reality engineer was positioned on the stage just next 
to the dancer, between art and science: the two fields were merged 
into a single one. Figure 4 is an exploratory drawing illustrating 
this concept, which conducted to the staging of the augmented 
ballet. 
Designing interactions for performing arts involves taking into 
account their artistic impact. On the other hand, the artist's 
proposal can be based on the proposed interactions: in this case, 
the artist seeks to show the work behind the results. The dancer 
exposes the technology both as a process and as a result, which 
heavily engages the audience. In the show “CARE project: staging 
of the research process”, we deployed five main interactions. Two 
were direct interactions. The dancer manipulated a virtual cube 
attached to his right hand, and avatars copied his movements. Two 
were indirect. The dancer's expressed emotions were recognized, 
and used to generate sound, music, and expressive poses in a 
humanoid robot. Finally, a last direct interaction was staged, 
where the dancer generated 3D ribbons from his hands (see Figure 
2). This particular interaction proved very interesting, as it gave to 
the audience the illusion to superpose the action and perception 
spaces of the dancer: thanks to stereoscopy, the 3D ribbons 
seemed to appear out of the dancer hands. This superposition of 
action and perception spaces were just in appearance though; as 
the stereoscopy was calculated to appear from the audience point 
of view, the dancer had to watch the back screen to follow the 
evolution of the ribbons. From the dancer’s point of view, the 
action and perception spaces were separated. 
Figure 4: Drawing of a scene of the augmented show. The rightest drawing pictures the scene shown in figure 1.b. © Elodie Decarsin 
5 SETTING UP THE SHOW: ASSEMBLING THE PIECES 
 In March 2011, we presented at the Casino de Biarritz an 
augmented dance show: “CARE project, staging of a research 
process”. The show was composed of two parts. The first part was 
a danced conference. The project coordinator presented the CARE 
project and its different findings, from the theoretical ones to its 
concrete applications. This presentation was accompanied by 
demonstrative applications and videos, and a dancer improvised a 
choreography on the sound of the presenters voice. The dancer 
also included demonstration of both software and hardware 
developed during the project within his dance. The second part 
was an augmented dance show showing the research process that 
had been undergone both by scientists and artists in the preceding 
years. It was itself divided in seven parts, showing the gradual 
improvements and findings. 
5.1 Artistic proposal: choice of augmentations 
The "scenario" of the ballet involved a dive from the real and 
organic world to the virtual and synthetic world as the show went 
on, before brutally reversing to reality at the end of the show. As 
such, visual augmentations were more and more prevalent as the 
show went on. For the audio part, we defined a musical line where 
instruments were added along the show and where sounds 
gradually translated from organic sounds to more synthetic ones. 
A documentary of the show is available online at [36]. 
5.1.1 Description of the show 
The first part of the show took the form of a danced conference 
explaining the project. In this conference we demonstrated the 
various interaction techniques that were developed during the 
CARE project. In particular, due to the size of the robot, we 
decided to include the dancer-robot interaction in this first part. 
As the robot was too small for the stage, we used a video media: 
the dancer's expressed emotions were captured, smoothed with the 
EmoState sub-module, and instead of directly animating the robot 
on stage, a video of the corresponding pose was dynamically 
selected and played on stage, allowing the audience to clearly see 
the robot's movements (as shown in figure 3.b). 
The second part of the show took the form of an augmented 
dance improvisation (see figure 5). In a first part, the dancer 
performed without any augmentation. In the second part, the only 
augmentation to appear on stage was a virtual shadow (figure 5.a). 
This allowed the dancer to play with his real shadow (from spot 
lights) and the virtual shadow (which was voluntarily incoherent 
with the direction of the spot lights). The third part of the show 
was announced by the appearance of a virtual set in the 
background that extended the real stage. The dancer could then 
play with virtual elements on stage: moving a virtual cube and 
dancing with virtual avatars (figures 5.b and 5.c). Avatars were 
either animated in real-time from the dancer's movement or 
playing pre-recorded movements. After this gradation, all 
augmentations were shut off again (figure 5.d). The final part of 
the show portrayed the future works of the project, where the 
dancer could generate 3D ribbons from his hands (figure 5.e). 
5.1.2 Theater light technician and augmented reality setup 
Because the light technicians and the augmented reality 
engineer's works both deal with the light brightness, it was 
necessary and very important that they took each other into 
account. Compared to a theater spotlight, video projectors are 
often less luminous. In our case we chose to have spotlights at 
both side of the stage that would highlight the dancer. Video-
projection displayed the assets with which the dancer interacted 
during the show. 
In this setup, we introduce the augmented reality engineer, who 
controls the transitions between the different parts of the show. 
This new actor in the show production has to be synchronized 
with all the other existing theatre technicians (light and sound). 
5.2 Physical setup and element connections 
The core of our setup was composed of four modules: the 
motion capture module to capture the dancer’s movements, the 
eMotion software for extracting movement characteristics and 
emotions, MuZICO for generating music and sounds, and Virtools 
for displaying and organizing the different visual augmentations. 
The system was composed of three PCs on a network (see figure 
6). The first PC gathered the MVN motion capture application and 
the eMotion software. This PC sent three kinds of data over the 
network: motion capture data from the MVN studio application, 
movement characteristics (e.g. trunk curvature, arms expansion) 
and emotions from the eMotion software. The second PC featured 
the interactive virtual world. It received the motion capture data 
and the recognized emotions. The visual output was then derived 
to two video-projectors. This set of two video-projectors allowed 
to project on both the back and the floor of the stage. The third PC 
received movement characteristics and emotions. It featured the 
music generation program that used recognized emotions as an 
input to create adequate pieces of music. Specific sounds were 
also played when receiving some movement characteristics. 
5.3 Feedback from the dancer/choreographer 
The artist with whom we collaborated during this project is 
both a choreographer and the dancer that performed during the 
show. As a long-term user of the technologies we developed, his 
feedback is highly relevant from a qualitative aspect. The 
performer was asked several questions about the interaction, both 
from a dancer and a choreographer point of view. As the show 
was improvised, the choreography was quite high-level and 
 
 
(a) Scene 2: The dancer, 
with a real (bottom) and 
virtual (up) shadows. 
 
 
(b) Scenes 3-4-5: 









(d) Scene 6: Switching 




(e) Scene 7: Generation in 
real time of 3D ribbons from 
dancer"s hands. 
 
Figure 5: Illustration of the different scenes in the augmented show. 
mainly consisted in cutting the show into several parts, and 
defining improvisation guidelines for each part. As the performer 
highly contributed to the development of the eMotion software 
and its use over time, no question was asked on this part of the 
system. The questionnaire mixed rated questions (e.g. "Do you 
take the equipment into account when improvising? 1-not at all, 
10-completely") and open questions (e.g. "How do you approach 
the musical interaction, where you movement and expressed 
emotions generates the music?"). The performer was asked to 
freely comment on rated questions as well. Questions were about 
the equipment, the interactions ("Do simple interactions allow for 
better creativity?"), and the augmentations ("How did you take the 
visual augmentations into account?"). 
As a choreographer, the technology set on stage (motion 
capture suit, emotion recognition, music generation and visual 
augmentations) did not restrain creativity but rather oriented it by 
setting a set of constraints, which could be played with. Music 
generation was not really a decisive point for the choreography; it 
was more important from the dancer's point of view, as a support 
for improvisation. 
As a dancer (sentences within quotation marks are translations 
from the performer's answers), it appeared that even if the motion 
capture suit was indeed a disturbance (7/10, 10 being "extremely 
disturbing"), the constraints it gave also "acted as original 
guidelines for improvisation, which then leant towards expressing 
the relationship between dance and technologies". As such the 
dancer saw the suit "rather as a source for improvisation than as a 
disturbance" ("Do you take the equipment into account when 
improvising? How?"). The performer felt he had only an 
imprecise control over the generated sounds and music (6/10, 10 
being "complete control"). However, he heavily used it as a basis 
for improvisation ("Did you take the generated music into account 
for improvising?" 9/10, 10 being "extensive use of the generated 
music for improvisation"). Immobility was particularly 
interesting, "as it triggered silence, and allowed creating subtle 
sounds with subtle movements. The generated sounds were a 
feedback of which emotion was recognized by the system, giving 
[the performer] cues about his interaction with the emotion 
recognition system". The performer could identify which sounds 
were related to his gestures and which sounds were related to the 
emotion he was portraying, allowing him to play with both. 
As for visual augmentations, the dancer was really taking into 
account the visual augmentations for improvising (9/10, 10 being 
“create a full relationship with the visuals”), as the visuals 
"provided a feedback from the systems". In particular, the dancer 
heavily relied on the relationship that he created between the 
virtual avatars and himself (9/10). Virtual avatars were either 
copying the dancer’s movements or replaying pre-recorded 
choreographies. Each dancer having some personal movement 
subtleties, the virtual avatars were a copy of the real dancer.  This 
particular interaction gave the dancer an opportunity "to improvise 
a choreography portraying the impacts that the proposed 
technology could have on [his] own movement, playing with the 
technological issues to better show the limitations of [our] setup". 
Simpler interactions (moving the cube and the 3D ribbons) also 
held a great creative potential (8/10, 10 being “great creative 
potential) as their simplicity did not overpower the choreography. 
As such, they allowed "setting the dance as the primary message, 
only supplementing it with effects to be played with". 
5.4 The performer's point of view 
Gaël Domenger, choreographer and dancer in the show, 
provided his insights about the show: 
The first time I got to work, as a dancer, with new technologies 
and motion capture, was in the years 2000 and 2001 on a project 
call “STAMINA”, conducted by the choreographer Bianca Van 
Dillen in Holland. STAMINA was about an observation of the 
involvement of the skeleton in the movement. The CARE project 
was the occasion to bring back the reflection from STAMINA; it 
also challenged me and forced me to go deeper in my questioning 
Figure 6: The physical setup for the show. 
about dance and new technologies, and to come back on my 
practice of dance with an analytical eye. The questions about 
emotion and movement pushed me to go far back to the 
fundamentals of dance and question myself on what "interaction" 
meant in this new frame of work and research. It has been the 
occasion for me to discover that scientists had a similar thirst to 
mine about exploring and experimenting and dig out from their 
mind new ideas and new concepts. I chose to develop, on my side, 
new techniques of improvisation based on observations of the 
relation that my movement was establishing with space and time 
and an analysis of my breathing while I was dancing. When 
projection and music got in, to interact with me, I forced myself to 
stay focus on the line I drew during that first period of research. 
The work I did to raise awareness about my breathing while I was 
dancing and use it as a tool to express emotion through motion 
gave interesting results when music got out of my movements with 
the help of motion capture. Then again I had to stay focus and not 
let the music lead me out from the path of expressing emotion 
strictly with my movement. Interacting with the robot “Nao” 
helped me a lot to understand the state of the research we were in 
and understand the necessity for me to draw a line of research 
that strictly concerned dance and emotion and let technology have 
its own reaction without trying to adapt to it, but instead give 
clear and true impulse motivated only by my emotions. 
5.5 Feedback from the audience 
The second representation of the show was presented in front of 
an audience of about 120 people. As the show was a premiere for 
most of the scientists involved, we focused on the show setup and 
could not conduct a full validation process with the audience. We 
did, however, gather some feedback through the form of 
questionnaires that were distributed at the beginning of the show 
and informal interviews in order to obtain guidelines and lead 
hypotheses for future works. The questionnaires were meant to be 
filled out quickly, with three open questions: "What did you like?" 
what did you not like?" and "what improvements would you bring 
to the show?". We collected 97 questionnaires. From these 
feedbacks we realized some points and drew some hypotheses to 
be verified in future works. For a non-researcher, it is quite 
difficult to apprehend the scientific world. The show presented the 
CARE project scientific results in a both artistic and playful way; 
scientists were directly in front of the audience, which the 
audience appreciated. People enjoyed the "magical aspect" of the 
show, which kept them involved. The audience enjoyed the 
augmentations and the use of various technologies in a show. It 
also appreciated seeing the technology itself and not only its 
results. Visuals were favored over the generated music. Direct 
interactions were preferred, especially the 3D ribbons projected in 
stereoscopy (the audience wore stereoscopy glasses). The 
audience hence had a very strong interest in following this 
collaboration between art and science; this interest went further, 
as it sparkled reaction from medias in the form of articles and an 
interview on local television. 
It appears from those feedbacks that direct interactions were more 
widely favored. Moving a cube by attaching it to the dancer's right 
hand is a straightforward interaction, understood by everyone. 
Such simple interactions can still be very interesting from an 
artistic point of view: their simplicity does not overpower the role 
of the choreography, and they merge in a smoother way in the 
artistic proposal. Our hypotheses are that "innovative and 
magical" interpretation by the audience is not correlated with the 
directness of an interaction, but rather with its staging. Simpler, 
direct interactions allow the audience to focus on the artistic 
output. 
6 CONCLUSION AND FUTURE WORKS 
In this paper, we presented five interactions used in augmenting 
an improvised dance show. The system that allows those 
interactions is composed of several interconnected modules. This 
system was used to produce an augmented piece entitled "CARE 
project: staging of a research process " is both a performance and 
a demonstration that aims at presenting, in an aesthetic way, the 
interactions presented in this paper. 
Feedback from the dancer and choreographer was extremely 
positive. The generated music and sounds, and the manipulation 
of the visual augmentations had three roles. It was a feedback for 
the emotional recognition of the dancer's expression; a new 
channel for improvisation, since the dancer could experiment with 
the sounds and visuals by using his body; and a basis for the 
movement. Far from restraining the creativity, the different kinds 
of interaction (direct or expressive) have different strengths and 
weaknesses. In particular, interactions based on emotion 
recognition proved difficult to perceive for the audience, who did 
not react as much as with direct interactions. This has led us to 
realize that producing an augmented show raises the difficulty of 
staging the technologies: the audience must be given the freedom 
to interpret what is rendered on stage, should it be visual or audio. 
Validating an augmented show, and assessing how the 
technology is perceived by the audience and their impact on the 
audience is another critical issue. Questionnaires have some 
limitations and may be hard to manage in an uncontrolled 
environment, where the audience is eager to leave once the show 
is over. This issue has been tackled by Latulipe et al. [20]. 
Future works involve focus on this issue. Producing an 
augmented show gathering so many technological elements 
proved difficult but rewarding. The experience gained will help us 
in the production of future shows, for which we will be able to 
focus more on the validation issues. 
Our current works involve designing new interactions for 
augmenting a stage. The feedback from both the audience and the 
choreographer led us to focus on simple, direct interaction, as they 
work better when presented to an audience. Moreover, they are 
more easily apprehended by the artists, who can concentrate on 
artistic exploration. In particular, we are now working on 3D 
painting on stage. The success of the generation of 3D ribbons 
from the hand of the dancer led us to develop a system where the 
dancer can generate 3D surfaces with his hands. The 
choreography hence mixes with painting on stage in a 3D space. 
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