We start our discussion by considering a simple constraint structure, and then move on to a more complex case. In Section II, we consider the situation in which the only information available to the market designer is about hard constraints. That is, upper-bound constraints are imposed on certain subsets of hospitals.
In that model, we analyze properties of two stability concepts that take constraints into account.
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is imposed is often associated with a certain stakeholder. For example, in the Japanese medical match, constraints are imposed on prefectures, and each prefecture has its own association of doctors. In Section III, we consider the situation where the designer has information about each region's preferencescalled "regional preferences"-over the allocations of doctors among the hospitals in it.
I. Preliminary Definitions
Let there be a finite set of doctors D and a finite set of hospitals H. Each doctor d has a strict preference relation d over H ∪ {∅}, where ∅ denotes the outside option. Each hospital h has a strict preference relation h over 2 D . We denote by = ( i ) i∈D∪H the preference profile of all doctors and hospitals.
Each hospital h ∈ H is endowed with a (physical) capacity q h , which is a nonnegative integer. We assume that preferences of each hospital h are responsive with capacity q h (Roth, 1985) throughout the paper.
A matching µ is a mapping that satisfies and (iii) for any d ∈ D and h ∈ H, µ d = h if and only if d ∈ µ h . That is, a matching simply specifies which doctor is assigned to which hospital (if any).
A matching µ is individually rational if
3 That is, no agent is matched with an unacceptable partner and each hospital's capacity is respected.
Given matching µ, a pair (d, h) of a doctor and a hospital is called a blocking pair if
In words, a blocking pair is a pair of a doctor and a hospital who want to be matched with each other (possibly rejecting their partners in the prescribed matching) rather than following the proposed matching.
II. Model without Regional Preferences
Regions. A collection R ⊆ 2 H \ {∅} is called a set of regions. Assume H ∈ R and {h} ∈ R for all h ∈ H. Each region r ∈ R is endowed with a nonnegative integer κ r called a regional cap. We denote by κ = (κ r ) r∈R the profile of regional caps across all regions in R. A matching is feasible if |µ r | ≤ κ r for all r ∈ R, where µ r = ∪ h∈r µ h . In other words, feasibility requires that the regional cap for every region is satisfied.
Strong and Weak Stability. The standard definition of stability without regional caps requires individual rationality and the absence of blocking pairs. With regional caps, however, there are cases in which every feasible and individually rational matching admits a blocking pair. For this reason, we allow for the presence of some blocking pairs. To keep the spirit of stability, however, we require certain kinds of blocking pairs not to exist.
A pair of a doctor d and a hospital h is infeasible if moving d to h while keeping other parts of the matching unchanged leads to a violation of a regional cap. To the extent that regional caps encode what matchings are allowed in a given situation, blocking pairs violating a regional cap do not have as much normative support as others. For this reason, our stability concept allows for infeasible blocking pairs to remain.
Formally, given a matching µ, denote by µ d→h the matching such that µ
Definition 1. A matching µ is strongly stable if it is feasible, individually rational, and
We say that (d, h) is weakly infeasible at µ ifμ is infeasible whereμ is a matching such thatμ d = µ d for all d ∈ D and one more (hypothetical) doctor is added to h. Results. The first result pertains to the existence. Although strong stability may be a natural desideratum for a practitioner, the following theorem limits the use of strong stability, while leaving a hope for weak stability.
Theorem 1 (Kamada and Kojima (2016b) ).
(1) There does not necessarily exist a strongly stable matching.
(2) There exists a weakly stable matching.
Kamada and Kojima (2016b) prove a stronger claim than part (1) of the above theorem. Specifically, a strongly stable matching is guaranteed to exist if and only if the regional constraint is trivial, meaning that any region (with a strictly positive cap) contains only one hospital.
The next theorem provides a justification for weak stability.
Theorem 2 (Kamada and Kojima (2016b) ).
(1) A weakly stable matching is constrained efficient.
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(2) A matching is weakly stable if and only if it is individually rational, feasible, nonwasteful, and satisfies the no-justifiedenvy property.
5

III. Model with Regional Preferences
We now consider the situation in which the market designer is subject not only to regional caps, but also to a governmental goal regarding allocation of doctors. We use such a governmental goal to define a stability concept that is weaker than strong stability so that existence still holds under certain conditions, but stronger than weak stability which implies that all the desirable properties 4 Constrained efficiency means that there is no feasible matching µ such that µ i i µ i for all i ∈ D ∪ H and µ i i µ i for some i ∈ D ∪ H.
5 The last two conditions are defined in Kamada and Kojima (2016b) . stated in part (2) of Theorem 2 still hold.
Regional Structure. Let S ⊂ R be a partition of r. We call S a largest partition of r if there exists no other partition S ⊂ R of r such that r ∈ S implies r ⊆ r for some r ∈ S . Let LP(r) denote the collection of largest partitions of r (note that there can be more than one largest partition of a given region r). For r ∈ R and S ∈ LP(r), we refer to each element of S as a subregion of r with respect to S. A set of regions R is a hierarchy if r, r ∈ R implies r ⊆ r or r ⊆ r or r∩r = ∅.
Regional Preferences. When a given region is faced with applications by more doctors than the regional cap, the region has to allocate limited seats among its subregions. We consider the situation in which regions have policy goals in terms of doctor allocations, and formalize such policy goals using the concept of "regional preferences."
For each r ∈ R that is not a singleton set and S ∈ LP(r), a regional preference for r, denoted r,S , is a weak ordering over W r,S := {w = (w r ) r ∈S |w r ∈ Z + for every r ∈ S}. Vectors such as w are interpreted to be supplies of acceptable doctors to the subregions of region r, but they only specify how many acceptable doctors apply to hospitals in each subregion and provide no information as to who these doctors are. We denote by the profile ( r,S ) r∈R,S∈LP(r) . We assume that the regional preferences r,S satisfy w r,S w and w r,S w if w w. This condition formalizes the idea that region r prefers to fill as many positions in its subregions as possible.
Given r,S , a functioñ
is an associated quasi choice rule ifCh r,S (w; t) ∈ arg max r,S {w |w ≤ w, r ∈S w r ≤ t} for any non-negative integer vector w = (w r ) r ∈S and non-negative integer t. Intuitively,Ch r,S (w, t) is a best vector of numbers of doctors allocated to subregions of r given a vector of numbers w under the constraint that the sum of the numbers of doctors cannot exceed the quota t.
We say that r,S is substitutable if there exists an associated quasi choice ruleCh r,S that satisfies w ≤ w , t ≥ t ⇒Ch r,S (w; t) ≥Ch r,S (w ; t ) ∧ w.
Throughout our analysis, we assume that r,S is substitutable for any r ∈ R and S ∈ LP(r).
Stability. For R ⊆ R, we say that µ is Pareto superior to µ for R if (|µ r |) r ∈S r,S (|µ r |) r ∈S for all (r, S) where r ∈ R and S ∈ LP(r), with at least one of the relations holding strictly. We say that a pair (d, h) is illegitimate at µ if there exists r ∈ R with |µ r | = κ r such that µ d→h is not Pareto superior to µ for {r ∈ R | µ d , h ∈ r and r ⊆ r}.
Definition 3. A matching µ is stable if it is feasible, individually rational, and if (d, h) is a blocking pair then d h d for all doctors d ∈ µ h and (d, h) is either infeasible or illegitimate at µ.
A doctor-hospital pair is illegitimate if the movement of doctor d to h does not lead to a Pareto superior distribution of doctors for a certain set of regions.We require any region r in this set to satisfy two conditions. First, r has to contain both hospitals µ d (the original hospital for d) and h, as this corresponds to the case in which r has a stake in the distributions of doctors involving these hospitals. Second, the region r should be currently "constrained." That is, it is a subset of some region r whose regional cap is full in the present matching: It is in such a case that the region r should ration the distribution of doctors among its subregions, each of which needs to ration the distribution among its subregions, and so forth, thus indirectly constraining the number of doctors that can be matched in r .
Practically, moving a doctor from one hospital to another involves administrative tasks on the part of relevant regions, hence disallowing only those blocking pairs that Pareto-improve the relevant regions is, in our view, the most plausible notion in our environment. 6 An alternative notion of illegitimacy may be to regard a doctor-hospital pair as illegitimate if moving them leads to a Pareto inferior distribution of doctors for the set of regions that we consider here. As detailed in Kamada and Kojima It is straightforward from the definition of stability that strong stability implies stability, and stability implies weak stability. Kamada and Kojima (2016b) further show the following.
Proposition 1 (Kamada and Kojima (2016b) ).
(1) A matching is strongly stable if and only if it is stable for all possible regional preferences.
(2) A matching is weakly stable if and only if it is stable under some regional preference profile.
Mechanism. Fixing (κ, ), a mechanism is defined as a mapping from preference profits to matchings. Stability and strategy-proofness for doctors of a mechanism are defined in the standard manner.
Theorem 3 (Kamada and Kojima (2016a) ). Fix D with |D| ≥ 2, H, and a set of regions R. The following statements are equivalent.
(1) R is a hierarchy.
(2) For each (κ, ), there exists a mechanism that is stable and strategy-proof for doctors.
The theorem identifies the conditions on the markets for which we can find a mechanism that is stable and strategy-proof for doctors. Since our proof for the assertion that statement (1) implies statement (2) is constructive, for those markets in which constraints are a hierarchy, the theorem tells us that we can directly use the mechanism we construct. Also, for those markets in which constraints do not form a hierarchy, the theorem shows that there is no hope of adopting a mechanism that is stable and strategy-proof for doctors.
IV. Discussions
Matching with constraints is a new topic in market design. As such, many aspects of it are waiting to be investigated. One open question is whether there is a mechanism that is weakly stable and strategyproof for doctors. Although an affirmative answer follows from Theorem 3 under hierarchical constraints, the answer to this question is unknown for a more general class of constraints.
7
Another possible direction of research is to study more general feasibility constraints. Kamada and Kojima (2016b) allow for a broader class of upper-bound constraints than those presented here also study that class of constraints). This class of constraints, however, excludes lowerbound (floor) constraints, which are studied by Ehlers et al. (2014) , Goto et al. (2016a) , and Fragiadakis and Troyan (2016) , among others. Investigating possible connections between those papers and ours await future research.
Finally, it will be interesting to study the connection between our model of matching with constraints and other related models. They include matching where the choices of individual hospitals are subject to constraints, such as Roth (1991) , Abdulkadiroglu and Sönmez (2003) , Hafalir, Yenmez and Yildirim (2013) , Westkamp (2013) , Sönmez (2013) , and Kominers and Sönmez (2016) . Biro et al. (2010) consider a constrained matching market with additional assumptions on preferences. Budish et al. (2013) study object allocation under hierarchical constraints. Technically, Kamada and Kojima (2016a) provide a method to make a connection between matching with constraints and matching with contracts (Hatfield and Milgrom, 2005; Hatfield and Kominers, 2012) , and similar techniques can be employed to reproduce results in some of the papers cited above. 8 However, a general theory that provides a unified understanding of various types of constraints is still open.
