Routing of packets in mobile ad-hoc networks with a large number of nodes or with high mobility is a very difficult task and current routing protocols do not really scale well with these scenarios. The Beacon-Less Routing Algorithm (BLR) presented in this paper is a routing protocol that makes use of location information to reduce routing overhead. However, unlike other position-based routing protocols, BLR does not require nodes to periodically broadcast Hello-messages (called beaconing), and thus avoids drawbacks such as extensive use of scarce battery-power, interferences with regular data transmission, and performance degradation. BLR selects a forwarding node in a distributed manner among all its neighboring nodes with having information neither about their positions nor even about their existence. Data packets are broadcasted and the protocol takes care that just one of the receiving nodes forwards the packet. Optimized forwarding is achieved by applying a concept of Dynamic Forwarding Delay (DFD). Consequently, the node which computes the shortest forwarding delay relays the packet first. This forwarding is detected by the other nodes and suppresses them to relay the same packet any further. Analytical results and simulation experiments indicate that BLR provides efficient and robust routing in highly dynamic mobile ad-hoc networks.
Introduction
A wireless mobile ad-hoc network operates without any centralized administration and does not rely on any fixed infrastructure. Instead the network is completely self-organizing and the communication is maintained on a peer-to-peer basis between the mobile hosts. If two hosts that wish to communicate are not within range, other intermediate nodes act as relay stations.
Due to the mobility of the nodes, changes to the network topology may be frequent and unpredictable. Furthermore, nodes may suddenly be switched on/off, causing new links to appear and established links to vanish. Routing in such a dynamic environment is a difficult task and has been subject of extensive research over the past years. Several routing protocols have been defined within MANET [1] working group of IETF * The work presented in this paper was supported (in part) by the National Competence Center in Research on Mobile Information and Communication Systems (NCCR-MICS), a center supported by the Swiss National Science Foundation under grant number 5005-67322. such as AODV [2] , DSR [3] , TORA [4] , DSDV [5] , TBRPF [6] , OLSR [7] , ZRP [8] , FSR [9] , LAND-MAR [10] . These protocols either use a kind of flooding to detect routes on-demand or proactively maintain routing information at each node. Generally, they are considered not to scale in networks with more than several hundred nodes. Unlike these topology-based routing protocols which do not make use of location information, position-based (also called geometric or directional routing) protocols try to optimize routing by making use of geographical information available at each node (GFG [11] , GPSR [12] , LAR [13] , TRR [14] , AFR [15] , EASE [16] , DREAM [17] ). Every node is aware of its own position and is notified of its neighbors' positions through the exchange of beacons (small packets broadcasted by the neighbors to announce their position). Additionally, a node is able to determine the location of the destination through a location management scheme.
This additional position-information allows improving routing significantly and, thus, increases the network scalability in terms of network size, mobility, and traffic. Position-based routing is likely one of the enablers for large-scale mobile ad-hoc networks, where the number of nodes can potentially reach several thousands as considered in the Terminodes project [18] . (Even though, it was shown in [19] that the per node capacity tends to zero as the number of nodes goes to infinity for certain network and traffic models.)
The Beacon-Less Routing algorithm (BLR) described in this paper performs routing in a distributed manner without information about neighboring nodes. If a node has a packet to send, it broadcasts the packet and every neighboring node receives it. The protocol takes care that just one of these nodes relays the packet. This is accomplished by computing a Dynamic Forwarding Delay (DFD) at each node depending on its position relative to the previous and the destination node. The node located at the "optimal" position introduces the shortest delay and thus transmits the packet first. Other nodes recognize the occurrence of the relaying and cancel their scheduled transmission of the same packet. Avoiding periodical transmission of beacons provides many advantages, such as conserving scarce battery power and avoiding interferences with regular data transmission. To ensure that all nodes detect the forwarding, only nodes within a certain area apply DFD and take part in the contention to forward the packet.
The remainder of this paper is organized as follows. First, an overview of existing positionbased routing protocols is given. The routing algorithm BLR is introduced in section 3 and also some variations and optimizations are discussed. In section 4, the basic greedy algorithm is evaluated analytically. Performance and behavior of BLR are evaluated in section 5 through simulations and compared to other position-based routing algorithms. Finally, section 6 and 7 conclude this paper.
Related Work
Most of the position-based routing algorithms do not require the establishment of any route prior to data transmission. A packet can be sent in a greedy manner to any intermediate node into the direction of its destination, making almost stateless routing feasible. (Exceptions are LAR [13] and DREAM [17] where location information is used in order to reduce flooding for finding a route to the destination.) Nodes neither have to maintain installed routes nor to store routing tables. Position-based routing protocols proposed in the literature mainly differ in the way they select the next hop among the neighboring nodes and in the recovery strategy in case the greedy forwarding fails. (Overviews can be found in [20] , [21] .) A further advantage is that position-based routing naturally supports geocasting ( [22] , [23] , [24] ).
The first position-based routing protocols (MFR [25] , NFP [26] , RPM [27] ) were already proposed in the 1980s for packet radio networks and were lately rediscovered for mobile ad-hoc networks. These approaches are based on the notion of the term progress p. Progress is defined as the projection of the distance traveled over the last hop from P to any node A onto the line from P to the final destination D. MFR [25] was introduced trying to minimize the number of hops by selecting the node with the largest progress from the neighbors (A in Fig. 1 ). Under the assumption that nodes are able to adjust their transmission power, NFP was proposed in [26] in order to minimize the interference with other nodes and the overall power consumption by transmitting to the nearest node with forward progress (B in Fig. 1 ). In [28] , an approach very similar to MFR is introduced where the packet is forwarded to the nearest node among the neighboring nodes, which are closer to the destination. The basic greedy algorithms described above are inherently loop-free, but may fail to find a path even if there exists one, e.g. in the case a packet gets stuck at a node that does not have a neighbor closer to the destination or with forward progress.
Compass routing algorithms were introduced in [29] where the forwarding decision in based on the angles between nodes. A packet is forwarded to the neighboring node minimizing the angle between itself, the previous node, and the destination (e.g. B in Fig. 1 ). Randomized compass [29] or greedy compass [30] are further variations of With compass algorithms, a packet can not get stuck anymore, but they do only guarantee loop-freedom for certain kind of network graphs.
GFG [11] , GPSR [12] , AFR [15] and GRA [31] try to overcome these drawbacks by applying greedy loop-free forwarding combined with a recovery strategy if a packet gets stuck.
In all these position-based routing approaches, the minimum information a node must have to make useful routing decisions is its position (provided by GPS, Galileo, etc.), the position of its neighbors (through beaconing), and the final destination's location (e.g. VHR [32] , GLS [33] , [34] ).
The drawbacks of beaconing can be broadly classified in two categories. The first category comprises drawbacks referring to energy consumption of beaconing on a physical level. Beaconing is the proactive component of positionbased routing and thus occurs independently of actual data traffic. It uses scares battery-power for transmitting, receiving, and processing of beacons and also disturbs sleep cycles of nodes. (It was shown ( [35] , [36] ) that the ratio of sending/receiving/idle listening is in the order of 2/1.5/1 for actual WaveLAN cards, i.e. substantial energy may only be saved in sleep modes. Even though the additional cost of transmitting beacons is almost negligible, beaconing nevertheless interrupts sleep cycles.) The second category consists of drawbacks on the MAC-and networklayer. First, due to the periodical broadcast of beacons, collisions with data packets are likely to occur. Second, the routing algorithm operates on the topology as perceived through the position-information provided by beacons. However, this information may be outdated or inconsistent causing the algorithms to take suboptimal decisions. For example, a node (i.e. the routing protocol) chooses a node as next hop from its neighbor table even though this node has meanwhile left its transmission range. Even in the absence of any movement, a neighboring node may only be reachable every once a while because of time-varying transmission ranges due to changing SINR (Signal to Interference and Noise Ratio). In both cases, the MAC-layer is unable to deliver the packet. Depending on the implementation, the MAC-layer tries to retransmit the packet several times after a time-out (e.g. the default value is 7 times in 802.11) and only now notifies the network layer of the failed forwarding. The network layer is then responsible to select another next hop. Preliminary results (not shown in this paper) obtained by simulations show that these effects cause a strong degradation of the performance of the network in terms of delay and packet-delivery ratio.
Lately, a new class of position-based routing algorithms were introduced (BLR [37] † , CBF [38] , IGF [39] ) that avoid having beacons transmitted periodically and, hence, eliminating the belonging drawbacks. The mechanism that allows selecting one neighbor as next hop in a completely distributed manner without having knowledge of the neighboring nodes is achieved in all the papers by applying the concept of DFD. They mainly differ in the investigated aspects. In CBF [38] and IGF [39] , the focus is on the integration of the routing protocol with the MAC-layer, namely the IEEE 802.11 protocol. [37] discusses several optimizations to the basic greedy scheme and also derives analytical properties and limitations of this new class of protocols.
The main drawbacks of these protocols are that greedy forwarding can be applied less often than in other position-based algorithms due to restrictions on the position of the next node. Some † The paper is an earlier version of the present paper advantages of beacon-less algorithms are lost in case a recovery procedure needs to be initiated. Therefore, these algorithms perform best in dense networks where they operate in greedy mode most of the time.
3. The BLR Protocol (Beacon-Less Routing)
Assumptions
Nodes are aware of their own position by means of GPS, Galileo, or any other positioning service [40] . GPS and Galileo allow nodes to determine their longitude, latitude, and altitude depending on the number of satellites in the lineof-sight. (For reasons of simplicity, the altitude of nodes is not considered in this paper.) Furthermore, there is a mechanism which enables the source to detect accurately enough the destination node's position ( [32] , [33] , [34] ). But, opposed to "conventional" position-based routing algorithms described in section 2, no beaconing mechanism is used to provide nodes with topological information about their neighbors.
Furthermore, there are two system-wide parameters, which are known by all the nodes. M ax delay indicates the maximum delay a packet can experience per hop, and a maximum transmission radius r. The network is modeled with the unit disk graph where nodes may communicate directly if their distance is smaller than the fixed r. As a consequence, all links are bidirectional and antennas are omnidirectional.
Basic Principle
If a source node has a data packet to send, it first determines the position of the destination and stores these geographical coordinates along with its own current position in the header of the packet. All intermediate nodes just replace the previous node's position by their current position in the header before forwarding the packet. Since a node does not possess knowledge of neighboring nodes, it broadcasts the packet to all neighboring nodes. Upon the reception of a packet, the only available information an intermediate node has is its own position and the position of the previous and the destination node, extracted from the packet header. Thus, a node can easily derive if it is located within a specific area relative to the previous transmitting node.
Nodes located within this forwarding area apply Dynamic Forwarding Delay (DFD) prior to relaying the packet, whereas nodes outside this area drop the received packet. The value of the DFD [0, M ax Delay] depends on the relative position coordinates of current, previous, and destination node. Eventually, the node which computed the shortest DFD forwards the packet first. Every node in the forwarding area detects the further relaying of the packet and cancels its scheduled transmission of the same packet. Furthermore, passive acknowledgments are used (cp. [41] ). The previous transmitting node also detects the further relaying of the packet and thus concludes that it was successfully received by another node. Thereby, acknowledgments on the MAC-layer can be avoided. (For example in IEEE 802.11, there are even no acknowledgments provided for broadcast packets.)
The algorithm continues until the destination is reached. The only node that has to send an acknowledgement is the destination node since it does not relay the packet any further. To cope with position inaccuracies of the destination position, an adapted and restricted reactive protocol based on AODV [2] is applied in the vicinity of the destination (see section 3.6).
Forwarding Areas
Forwarding areas are relative to the relaying node and may be basically of any shape provided that all nodes within the area are within each others transmission range. (This requirement may be dropped in cases where packet duplication is desired to increase redundancy and resilience.) An infinite number of areas fulfill this requirement. However, the forwarding area should be large in order to increase the probability of finding a node within the area. Furthermore, another objective of the area is to favor nodes that are located near the border of the transmission range, which enables large progress per transmission and thus reduces the number of hops to the destination.
In Fig. 2 , three possible areas are depicted, namely a sector, a Reuleaux triangle and a cir-cle, which all fulfill the condition of mutual possible reception for nodes located within these areas. For the sector and the Reuleaux triangle this is achieved by an apex angle of 60 , which limits the distance of two arbitrarily placed nodes to the transmission range r. The circle just has a diameter of r. The numbers in Fig. 2 indicate the ratio covered with the corresponding forwarding area to the overall transmission area. We will see in section 4 that this value and as well as the shape of the area have a strong impact on the behavior of the algorithm. 
Delay Functions
The function that computes DFD timer values of individual nodes may apply different forwarding policies. Each node within the forwarding area first determines different parameters, such as its progress p towards the destination with respect to the last hop and its distance d from the line S−D (cf. Fig. 1 ). From these values the node derives the DFD value Add delay in the interval [0, M ax delay].
Three different delay functions are described below. The function in (1) implements basically MFR [25] . A node with less progress introduces a larger delay than a node with more progress. Consequently, the node with the most progress within the forwarding area forwards the packet at first in order to minimize the number of hops to the destination.
The function in (2) implements a slightly modified NFP [26] . NFP is not directly applicable since a node does not know which neighbor is the nearest. The node with the least progress introduces the shortest delay and forwards the packet. The objective is to reduce energy consumption and increase the number of possible simultaneous transmissions which increases the overall capacity of the network as show in [26] . Instead of these basic functions, more advanced DFD functions are possible that not only take into account the progress of a node but as well the distance to the previous node. If progress is used as the only parameter, nodes located far away from the direct line S − D to the destination may be favored over a node with only little less progress but in almost straight direction towards the destination. Furthermore, it was shown in [42] that exponentially distributed random timers can further reduce the number of responses compared to uniformly distributed timers. In (3), these observations are combined to a more advanced DFD function.
In Fig. 3 , the additional delay introduced by (3) for all nodes with forward progress is depicted. Nodes close to the previous node introduce a short delay, whereas nodes located farther away compute a higher DFD timer.
Unicast Packets
Broadcasting of all data packets has several drawbacks. First, broadcast packets need to be passed to the protocol stack at each receiving node and cannot be dropped at the network interface card. Furthermore, data packets are broadcasted at full transmission power, even in case the forwarding node is located very close. Therefore, the possible interference range is increased and inhibits other simultaneous transmissions in the vicinity. These two facts are a major source of energy consumption. Furthermore, broadcast packets are transmitted at 2 Mbps while unicast packets may be transmitted at 11 Mbps using IEEE 802.11b. In order to circumvent these drawbacks, an option in BLR is not to broadcast all data packet, but to transmit most of the packets via unicast with adjusted transmission power.
After a node has detected through passive acknowledgment the successful reception of the transmitted packet, it is aware of the forwarding node's position. Thus, the node may adjust its transmission power and send the subsequent packets via unicast to the node which relayed the broadcast packet. Due to the mobility of the nodes, a node located at a better position towards the destination may enter into the node's transmission range. In order to be able to detect this new node, a packet is broadcasted at full power again after a certain time called Beacon Interval. After broadcasting a packet at full power, new neighboring nodes may be detected. However, this restriction applies as well for "conventional" beaconing mechanisms, where a node located at a better position can only be detected after it announces its position by broadcasting a beacon. Hence, an optimized routing path is determined after the beacon interval.
Packets transmitted via unicast are forwarded immediately without introducing an additional delay. Furthermore, unicast packets are explicitly acknowledged on the MAC-layer. In case a node is no longer able to deliver packets via unicast because, e.g., because the downstream node was switched off, it transmits the next packet again in broadcast mode to detect other nodes towards the destination. Similarly, if a node detects its downstream node to be moving out of its transmission range, a packet is transmitted at full power even before Beacon Interval in order to avoid unnecessary interruptions of links with ongoing data transmissions. Velocity and direction of movement are stored in the packet to estimate time of link break.
In order to reduce the delay in case the addressed unicast node is not reachable anymore, which would cause time-outs and retransmissions, nodes may operate in promiscuous mode, i.e. they process as well unicast packets which are not destined for them. All nodes located in the forwarding area, which detect that a unicast packet was not acknowledged or relayed within a certain time, assume that the unicast delivery failed and apply DFD as usual. There is a trade-off with energy consumption, since operating nodes in promiscuous mode consumes a lot of battery power too.
Aggregation of Paths
In order to be able to take advantage from transmitting unicast data packets, different paths through one node are aggregated. For that, each node keeps a table of all neighboring nodes and their respective positions which it gathered from overheard packets and passive acknowledgements. A node may forward a packet via unicast instead of broadcasting as soon it is aware of any neighbor that is closer to the final destination. This can possibly lead to a very suboptimal path since packets may be routed to distant nodes with little progress even if there are nodes located at much better positions. Another possibility to route the packet more directly towards the destination is to allow a node to transmit a packet only via unicast if the known neighbor is already located in the forwarding area for that packet.
Backup Mode
A node which does not detect through passive acknowledgement a forwarding of data packets within M ax delay assumes an empty forwarding area with no nodes. A recovery strategy is defined to deal with this situation. The node broadcasts a short request and all neighboring nodes reply with a packet indicating their positions. If a node located closer to the destination replies, this node is chosen as the next hop. Otherwise the actual node extracts a planar subgraph (e.g. Gabriel Graph) for its neighborhood and forwards the packet via unicast according to the right-hand rule (see e.g. AFR [15] ). The extraction of the planar subgraph is necessary in order to prevent packets to enter a loop (actually this only applies for static networks). The position where the basic mode failed is stored in the packet header. As soon as the packet arrives at a node located closer to the destination than where it entered the backup mode, it switches back to the basic greedy forwarding again.
Reactive Local Routing (RLR)
In order to cope with inaccurate location information, a reactive local routing algorithm (RLR) is applied in the vicinity of the destination. The reason for using a reactive protocol instead of a proactive as proposed in Terminodes Routing [14] is that proactive protocols require to transmit a list of neighbors in the beacons. Especially in dense networks and with high transmission ranges, the number of neighbors can be large and hence significantly increase the size of the beacons.
RLR is initiated in case a node, other than the final destination node, which is within transmission range r of the destination coordinates, receives the packet and has no closer neighbor. RLR is a restricted and adapted version of the standard AODV protocol [2] . The node broadcasts six RREQs (Route Requests) for the final destination node with the destination coordinates of these RREQs in six directions separated by 60 and at twice the transmission range from the original destination coordinates. Thereby, the flooding and the propagation of the RREQs is limited. The destination node receives or at least overhears the RREQ and responds with a RREP (Route Reply). After the establishment of the path to the destination, all subsequent packets are routed directly over this route. Especially if a node has a large number of neighbors, much less packets are transmitted with RLR as opposed to sending one RREQ with a limited TTL field, which would yield at least as many transmissions as there are nodes in the x-hop neighborhood.
Node Density
Obviously, the BLR algorithm works best if it can operate most of the time in basic mode, i.e. if there is a rather high node density between the source and destination such that at least one node is located within the forwarding area. (The same applies as well for most of the other position-based routing protocols, where greedy forwarding fails in case that there is no neighboring node closer to the destination, i.e. just the forwarding area is larger.) This is often not the case due to obstacles or unpopulated areas in-between. However, some algorithms (e.g. TRR [14] , MABR [43] ) try to provide a path from the source to the destination, probably not along the line of sight but with some detours, such that the node density is always high along this determined path. The packets are not directly routed to the position of the destination node, but to (perhaps several) intermediate coordinates. Packets are only routed between these intermediate geographical coordinates in a greedy manner. Therefore, BLR may be advantageously integrated with these algorithms. In section 4, we will consider the impact of the node density, and also the transmission range r, on the algorithm analytically and through simulations.
Practical Considerations
The strong assumptions of the unit-disc graph model with bidirectional links and disc-like transmission areas may not hold if real physical propagation patterns and radio devices are considered. Unidirectional links are likely to exsist due to unequal SINR at the transmitting and receiving nodes. Transmission areas are highly asymmetrical due to obstacles between nodes and again due to unequal SINR, among others. Furthermore, these influences may not be static but vary over time. Because of these reasons, it is possible that a node within the forwarding area does not detect the relaying of a packet by another node. Basically, one more copy of a packet is created for each node within the forwarding area which does not detect the subsequent relaying by a next node, including the previous transmitting node. However, BLR does not introduce any additional delay since if any node in the forwarding area does receive a packet, it is forwarded almost immediately. This is unlike in traditional position-based routing protocols with beacons where the current physical conditions have a strong impact on the delay due to the outdated or inconsistent neighbor tables as discussed in section 2.
Some packets may be transmitted via unicast at 11 Mbps and others are broadcasted at 2 Mbps. It has to be taken into account that the neighbors, which receive these packets, are not the same due to the shorter transmission range at higher data rates. Therefore, if DFD timers are computed using delay function (1) such that distant nodes relay the packet first, unicast packets likely have to be transmitted at 2 Mbps as well. This problem is mitigated by applying DFD with delay function (2) such that always a close node is chosen as next hop. Conventional position-based routing protocols with beacons suffer from a similar effect since they apply forwarding strategies trying to reduce the number of hops. Beacons are broadcasted and, thus, are received at distant nodes which likely are not reachable by unicast packets at higher data rates.
Analytical Results

Expected Number of Hops before Basic Mode Fails
We consider a multi-hop ad-hoc network where nodes are distributed according to a twodimensional homogenous Poisson point process, i.e. the number of nodes in a region is a random variable X depending only on the volume of the region. If n is the node density within the network (in number of nodes per square kilometer), then the probability that there are exactly k nodes appearing in a forwarding area of size A F (r), depending on the transmission range r, is given by
This immediately yields the probability p that at least one node is located within the forwarding area.
Furthermore, let Y be a random variable which indicates the number of hops before the algorithms fails in greedy mode, i.e. where no node is located within the forwarding area and a recovery strategy has to be applied. Y has a geometrical distribution with
where k is the number of successful hops. With (5), the corresponding expected value for the number of successful hops E(Y ) is given by
In a next step we analyze the impact of the size of the forwarding areas (i.e. sector, Reuleaux triangle, and circle) on the number of successful hops E(Y ). In Fig. 4 , the expected number of hops in greedy mode with a transmission range of 250 m is depicted as a function of the node density (in nodes per square kilometer). Even though the sizes of the forwarding areas do not vary much, it has nevertheless a strong impact on the number of hops. With n = 80, the number of successful hops with the circle as forwarding area is about twice and five times as high as for the Reuleaux triangle and sector, respectively. The absolute and relative difference between the three forwarding areas is even increasing for denser networks. In Fig. 5 , the number of expected successful hops E(Y ) is shown on a logarithmic y-axis depending on the node density n and transmission radius r for the sector as forwarding area. It can be observed that the transmission range has a major influence. For small transmission ranges of 100 m, the greedy mode fails only after a few hops even for high The results are similar to the observation made in [44] where the connectivity of a wireless network depending on the node density was considered. The network stays disconnected for node densities below a certain threshold and almost gets completely connected for values over that threshold.
Expected Progress in a Sector
In order to be able to calculate, e.g. the average delay per hop introduced by the algorithm, not only the Poisson distribution of the number of nodes of (4) has to be taken into account, but also the distribution of the location of the "best" node; that is, the node that computes the shortest DFD. This is due to the fact that if the number of nodes within the forwarding area is larger than 1, only the node with the minimum introduced additional delay relays the packet any further.
Since all forwarding areas are symmetrical along the line in the direction of the destination, we may consider only the upper half and assume that the transmission range is scaled to 1 without loss of generality. (cp. Fig. 6 ) Figure 6 . Normalized Forwarding Areas (For simplicity reasons and due to lack of space, we explicitly derive here only the functions for the sector and the delay function (1). See [45] for a more detailed derivation and additional results.)
The density function for the progress X of one node located within the sector is given by f (x) which describes the border of the forwarding area as depicted in Fig. 6 .
By integration, this yields the distribution function F X .
Only the node with the most progress relays the packet. Therefore, we are interested in the distribution of the maximum function of independent and identically distributed (referred to as i.i.d.) random variables X i (i ≤ n), where the density function of each X i is given by F X (t).
The distribution of the maximum of i.i.d. random variables X i with (i ≤ n) is calculated as follows.
The expected value E(Z) for a random variable Z and its distribution function F Z is given by
Together with (6) and (7), this yields for the expected progress per hop
The corresponding functions for the other forwarding areas are calculated analogously. In Fig. 7 , the expected progress E(max i≤n X i ) is shown depending on the number of nodes located in the forwarding area. As expected the progress of the sector is higher than for the Reuleaux triangle and the circle since the center of gravity is located farther away from the previous node. However, the different sizes of the forwarding areas are not taken into account. From (4) and (8), we obtain the following function for the expected progress P which takes into account the node density n. In Fig. 8 , the expected progress P is shown as a function of the number of neighbors of a node, which is directly related to the overall node density and the transmission range r. The progress is almost the same for all forwarding areas, independent of the actual number of neighbors. Therefore we may conclude that the best choice for the forwarding area is the circle since it gives about the same progress per hop as the other two forwarding areas, independent of the actual node density, and at the same time gives by far the highest number of successful hops before the greedy mode fails (cp. Fig. 4 ).
Performance Considerations
In this section, the concept of beacon-less routing is verified through simulations. We compare the performance of BLR to the well-know GPSR [12] and LAR1 [13] protocols. The protocols are implemented in QualNet [46] , a discreteevent network simulator that includes detailed models for wireless networking. The following scenarios are configured for the performance evaluation. 200 nodes are randomly placed over a 600 x 3000 m flat terrain where the simulation lasts for 900 seconds. The rectangular shape of the simulation area is chosen to obtain longer paths, i.e. a higher average hop count. The random waypoint mobility model is applied where the speed of the nodes is randomly chosen between 1 and 40 m/s. (cp. [47] ). There is one CBR (Constant Bit Rate) source which generates two 64 Byte UDP packets each second. The source and destination node of the CBR flow are randomly chosen among all 200 nodes. The traffic starts at 180 s, after the network has reached a stable average mobility, and ends at 880 s such that all emitted packets arrive at the destination. On the MAC-layer, standard 802.11 DCF is applied with a nominal bit rate of 2 Mbps for broadcast and as well for unicast packets. The low traffic scenario was chosen in order to prevent congestion and reduce probability of packet collision to isolate the effects of mobility and performance of routing. The physical parameters of the antenna such as transmission power, antenna gain, and receiver sensitivity are set to obtain a nominal transmission range of 450 m.
The implementation of GPSR follows closely the specification as given in [12] such as support for MAC-layer failure feedback, interface queue traversal, and promiscuous use of the network interface. The beacon interval is set to 1.5 s and accordingly the time-out interval to 4.5 · 1.5 s = 6.75 s after which a node is deleted from the neighborhood table if no beacon is received.
The implementation of the BLR is limited currently to the basic greedy mode, i.e. all the packets are broadcasted and there is no recovery strategy in case no node is located in the forwarding area, and packets are simply dropped. In order to obtain nevertheless comparable results, we use a rather high node density (111 nodes per square kilometer.) such that BLR is able to operate (almost) only in greedy mode. The M ax Delay is set to 40 ms. Furthermore, the circle with radius r is applied as forwarding area and the additional delay at each node is determined through (1). In Fig. 9 , the packet delivery ratio is shown for the three different protocols. The values for GPSR and LAR1 increase for lower mobility, but remain in general much lower than for BLR. BLR is able to deliver more than 99% of the packets independent of the mobility, since it does neither have to discover and maintain routes nor to maintain a neighbor table that may be outdated and inconsistent. The results in Fig. 10 show the average end-toend delay. Especially for high mobility scenarios, GPSR and LAR1 fail to delivery packets within reasonable time. For LAR1 this is caused by very frequent route breaks. A node along the path returns a route error message if the next hop on the route is broken, which causes the source to reinitiate route discovery for the destination and consequently delays the delivery of the data packets further. In Fig. 11 , the number of generated route error messages is shown with more than 100 route discoveries for high mobility scenarios.
The delay of GPSR is mainly due to the outdated neighbor tables. The routing protocol selects a next hop in its neighbor table and the MAC-layer tries to deliver the packet to this node. However, if this node is not reachable anymore, the MAC-layer sends a failure notification back to the network layer and the routing protocol selects another next hop. However since GPSR selects nodes that are very distant, these nodes likely have left the transmission area. In our simulations, GPSR had to select several times a next hop until finally the MAC-layer was able to deliver the packets. In Fig. 11 , the numbers of RTS retransmissions due to CTS time-out are depicted. The curve is similar to the curve of the route error messages in LAR1 and both are approximately proportional to the end-to-end delay of the corresponding routing protocol.
These drawbacks vanish as nodes get less mobile and GPSR and as well LAR1 even perform slightly better than BLR for static networks, since data packets are delayed at each node in BLR. The advantage of BLR in terms of end-to-end delay is that the performance is basically independent of the mobility. Packets are delivered after approximately 30 ms even for high mobility in our simulations. It is worth noting that the end-to-end delay of BLR is even less than the M ax Delay set to 40 ms for one hop. Due to the high node density, the probability is high that there is always a node with a large progress within the forwarding area which computes a DFD much shorter than M ax Delay. 
Conclusion
Conventional position-based routing protocol suffer from several drawbacks caused by the proactive broadcasting of beacon-messages, such as outdated neighbor tables and control packet transmissions which degrade network performance. The BLR routing protocol described in this paper avoids any beaconing mechanism, i.e. nodes do not need knowledge about their neighborhood. Packets are broadcasted and the next hop is chosen in a completely distributed way by introducing a Dynamic Propagation Delay at each receiving node depending on its relative position in the forwarding area. Some limitations and fundamental properties of BLR are derived which demonstrate that network performance is highly dependent on node density and transmission range. In high node density networks or with large transmission ranges, BLR is capable of operating in greedy mode for a long time. However, since BLR operates on the actual topology and is completely stateless, the performance is almost independent of node mobility. Analytical results are supported by simulations which show a superior performance of BLR compared to GPSR and LAR1.
Outlook
In future works, we will extend the current implementation of the BLR protocol with options and variations discussed in this paper (backup mode, unicast packets, different forwarding areas and delay functions, etc.) in order to investigate and demonstrate different scenarios such as low node density and high traffic volume. A further direction of research is the use of directional antennas. Directional antennas seem to be well suited for BLR since only a part of the actual transmission range is used to find a next hop, namely the forwarding area. Currently, 802.11 DCF is the most widely used MAC-protocol for ad-hoc networks. The overhead introduced with the RTS-CTS-DATA-ACK dialog renders several advantages provided by BLR useless. Therefore we plan to investigate MAC-protocols adapted to our routing protocol. Multiple access schemes (e.g. CDMA) could be exploited to increase the performance and capacity of the network.
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