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1. INTRODUCTION 
Let U(X, y) be a real-valued function defined in some rectangular neigh- 
bourhood V of the origin in Rz. The derivative of u with respect to x is 
denoted by u, and the derivative of u with respect to y by uy . The mixed 
derivative with respect to x and y is denoted by uXy . These derivatives are 
supposed to exist and to be continuous together with u. The function 
f(X,Y?%Y%7 3 x ) is bounded and continuous in V x R3. 
We look at the problem of finding a u as above such that 
%c?l = f (% Y> u, % ) a, u(0, y) = u(x, 0) = 0, (x,y) E v. (1.1) 
If f is Lipschitz continuous in the z-variables then it is a classical result 
that the solution of (1.1) exists and is unique. See the proof by E. Picard in 
Darboux [2] or the proof in Kamke [6]. 
If f is independent of x2 and za then it follows that (1.1) has at least one 
solution u, Monte1 [9]. 
Leehey [8] and Hartman and Wintner [4], h ave proved that if f is Lipschitz 
continuous in aa and Z, then it follows that (1.1) has at least one solution. 
Sharper results have been obtained by Alexiewiecz and Orlicz [I], who 
weakened the hypothesis of continuity off to some extent. Walter [Z2] kept 
the hypothesis of continuity but substituted the Lipschitz continuity in z2 
and z3 by a weaker condition. Recently Santagati [II], has proved existence 
theorems that covers all such theorems mentioned above. He also treats data 
given in a more general way. A generalization of the classical result with 
Lipschitz continuity in all z-variables can be found in Persson [IO]. See 
Theorem 2 in [ZO] or Theorem 1 in Section 3 of this paper. Note that there 
is no hypothesis that f is bounded. Also note that the proof applies equally 
well to a bounded rectangular region as to all of Rn. Theorem 3 in [IO] 
is a generalization of the Monte1 theorem in [9]. See also Theorem 2 in 
Section 3 below. 
In [S] and [4] it has been pointed out that there is no uniqueness in general 
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in the theorem by hlontel mentioned above. In [4] it is also proved that mere 
continuity off in (1.1) is not enough to guarantee the existence of a solution 
of (1.1). 
The present aim is to generalize the result in Leehey [8], and in Hartman 
and Winter [4] mentioned above. Bv doing so we restrict ourselves to con- 
tinuous functions with Lipschitz conditions on some variables. The generaliz- 
ation is contained in Theorem 3 in section 3. 
A part of the first rather long proof of Theorem 3 used a generalization 
of the majorization used in Walter [12]. For that part Professor I,. G&ding 
suggested a more dirct procedure. However it included iteration of nonzero 
data. The proof was still rather cumbersome to write down and to justify in 
the general case. The situation suggested that some exponential majorization 
analogous to that used in [IO] might remove the local nature of the Girding 
procedure. Thus it turned out that the proof could bc made considerably 
shorter by a proper exponential majorization. This variant will be presented 
in Section 3. The rest of the proof uses Theorem 2 in [IO] and the technique 
used in the proof of Theorem 3 in [IO]. 
For further details concerning (1 .I) the reader is referred to Diaz [3], 
Walter [12], and Santagati [II], and to the references given in these papers. 
A special case of Theorem 1 below is treated by Kovai: [7]. He treats the 
case n =z 2, /3 = (t, t). 
The notation and some definitions used in Section 3 are introduced in 
Section 2. Section 3 contains Theorems 1, 2, and 3 together with the proof 
of Theorem 3. 
2. PRELIMINARIES 
Let x = (x1 ,..., x,) E R” and x = (zl ,..., zN) E CN. By 01 = (0~~ ,..., c+J 
we denote a multi-index with non-negative integers as components. If  
D, = D = (a/ax, ,..., a/ax,), then we write Da = (a/ax,p ... (a/ax,p. 
We also write xa = x1”’ .** x;ln, 1 x j = 1 x1 / -t ... + / xn 1, IX! = ol,! .*a an!, 
and 
DEFINITION. Let u(x) be a complex-valued function defined in all Rn, and 
let /3 be a multi-index. If all derivatives DLyu, a: ,( ,B, exist and are continuous 
together with u itself, then we say that u belongs to the function class C(p, R”). 
DEFINITION. Let u E C@, Rn). We define u = 0(x6) by 
u = 0(x0) o D&(x) = 0, xj = 0, 0 < k -=c A, 1 <j<?Z. 
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DEFINITION. The function f  (x, Z) is a complex-valued continuous function 
de$ned in all Rn x CN. If to every compact subset K C Rn there exists a constant 
M such that 
1 f  (x, x) -f (x, x’)\ < M I x - Z’ !, x E Ix-, 2ECN, z’ E CN, 
then zce say that f  belongs to the function class CL(0, R” x CN). Here we have let 
/ x - z’ j == 1 z1 - 2; / + -.+ + I zy - 2; i. 
3. THEOREMS FOR GENERAL GOURSAT PROBLEMS 
We start by restating Theorem 2 in [IO]. 
THEOREM I. Letf belong to CL(0, Rn x CN), and let /3 and ah-, I < k < N, 
be multi-indices such that 
2 < A ak f P, l<k<N. 
Then it follows that the problem 
Da, = f(x, Da% ,..., D”lNu), u = 0(x0). 
has a unique solution u E C(/3, Rn). 
Theorem 3 in [ZO] is reformulated in the following way. 
THEOREM 2. Let f  (x, Z) be a continuous complex-valued function defined 
in Rn x CN. The .function f  is supposed to have compact support in Rn x CN. 
The multi-indices &, 1 < k ,< N, are restricted by 
q” -=c Pj , 1 <j,<n, 1 < Iz < N. 
It follows that the problem 
D”u = f(x, D& ,..., DaNu), u = 0(x0), 
has at least one solution u E C(p, Rn). 
The proof of theorem 2 is a part of the proof of Theorem 3 in [IO], so it 
will not be repeated here. A comparison between Theorems 1 and 2 above 
and the corresponding literature for the special case n = 2, ,5 = (l,l), 
suggests that the following theorem is true. 
THEOREM 3. Let f (x, Z) be a complex-valued function dejned in Rn x CN 
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having compact support. There exist an integer N’, 1 < N’ < N, and a 
constant M > 0 such that 
ifcx> ‘% P...> zN’ 9 xN’+l F...Y zN) -.& ‘% ,...Y %A” , zN’+l I...> xN)i 
N 
<M c /z,--z,i, (x,zl ,..., xN’,zN’+1 ,..., .+)ERn x CN, 
k=N’+l 
( 
- 
x, 21 )...) ZN’ ) ZN’+l ,..., zN) E RN x CN. 
(3.1) 
Let p and uk, 1 < k < N, be multi-indices such that 
ffjk -=c Pj 1 1 < .i < n, 1 < k < N’, (3.2) 
and also such that 
ak < B, P * ak, l<k<N. (3.3) 
It follows that the Goursat problem 
Deu = f  (x, Da% ,..., De”u), u = O(xB), (3.4) 
has at least one solution u E Cf$, Rn). 
Proof of Theorem 3. As in the proof of Theorem 2 ,f is regularized as 
a function defined in Rn+2N. See Hijrmander [5], p. 3, and [ZO]. We get 
infinitely differentiable functions f c such that 
f”(x, 4 = jf(x -Y, z - z’)g,(y, 2’) dy dz’. (3.5) 
The functions g, are infinitely differentiable nonnegative functions with 
compact support. They are also such that 
i 
g,(y, z’) dy dz’ = 1, E > 0. 
The functionsff tends to f  uniformly in all Rn x CN when E tends to zero. 
It follows from (3.5) and from (3.1) that 
Iff(x, % ,***, xN’ , xN’+1 ,.‘., ‘+) -ft(x, 21 ,.‘., x,‘$’ , TN’+1 ,..., TN)\ 
< I If(x -yy,+ -x;,*.~,zN -z;) 
- f(x - y, x1 - z; ,..., zhr - &)I g.(y, z’) dy dz’ 
%k - zk 1 
1s 
gdy, 4 dy dz’ = M C 1 zk - & /* 
N’<k<N 
(3.6) 
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The functions fE are infinitely differentiable with compact support. 
Therefore they must form a subset of CL(0, R” x P’). Theorem 1 now says 
that there is a unique function u” E C(,8, Rn) such that 
Dbf = f c(x, D+ ,..., DaNu’), UC = 0(x6). (3.7) 
We now define 
fm =f"-'9 and u, = urn-l. 
The Arzela theorem will be applied to the sequence (D%+J~. We shall pick 
out a subsequence that converges to a function V. It will follow that the 
function u determined by Dh = U, u = 0(x0) is a solution of (3.4). The 
main difficulty is to prove that (Dhm)F is equicontinuous. So we are now 
going to prove this. 
There is a constant K such that 
I D%n(~>I < SUP I.h&, 4 < SUP If (x, 41 e K Giff Rn. 
Let negative powers of D denote integration. It follows from above and 
from u, = 0(x0), that to every R > 0 there exists a new constant K such 
that 
) D-qDh,(x)l < K, 7 < /I, I x j < R, m = 1, 2, 3 ,... . (3.8) 
We now choose a fixed R such that / x 1 3 R implies that DRUB = 0, 
m = 1, 2, 3 ,... . This is possible since f has compact support. See (3.5), 
and [5], p. 3. As a first step we shall prove that the set 
P%n , m = 1, 2, 3 ,..,, oci k < PI, 1 < k G N) 
is equicontinuous in the x,-variable. Let Q = & - &I’” - 1, and Q = ,?$ - ajk, 
2 \cj 6 n. It follows from (3.3) that 7 > 0. Let (xi , 2”) E Rn and (x; , x”) E Rn. 
From (3.8) we may now conclude that 
I D”“u,(x~ , x”) - D$&; , x”)[ 
Xl < Is D-n D@u,Jt, , x”) dt, - 0 s 21 D-” Db,(t, , x”) dt, 0 
x1 
-IS. 
- D-” Db&l , x”) dt, 
21 
< Kl x1 - x; I, 1(x,, x”>l < R, 1(x; 9 x”)l < R. (3.9) 
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By (3.9) it is now proved that the set under consideration is equicontinuous 
and also that the functions of the set are Lipschitz continuous with the same 
Lipschitz constant. 1Ve shall need that information in the following. 
If  0111; T /3i , then (3.2) implies that N’ < k 5.; A’. For such a k we let 
rlk = ,!I - 01~~. We write somewhat symbolically 
Here x”(t”)j = xj if Q’ = 0. If  qjA f  0 there is one or more integrations 
in the jth variable. This is symbolically denoted by ~“(t”)~ = tj . 
Let x”(P) = y” for a moment. Then we obtain 
This difference is rewritten as a sum of differences. Dots denote those 
variables which have the same value in the two terms of each difference. 
B = f,((x, , y”),...) -f,((x; 9 Y”),-) 
+,',(., mLm(xl , y") ,...) -f,(., @y&; , Y”),...) 
+ *** +f,( . ..) D44m(X1 , y”)) -f,(..., naNy&; , Y”b 
It follows from the uniform continuity off and from (3.5) that there exists 
a function d’(6) 3 0, 6 >, 0 such that d’(6) tends to zero when 6 tends to zero, 
and such that 
If&, 2) -fm( y, z’)I < d’(S), 1(x - y, z - z’)I < s, m = 1, 2, 3 )... . 
This combined with (3.9) and (3.6) gives 
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Let d(6) = d’(6) + Nd’(K8). We rewrite (3.10) as 
-+ M c 1 j”” (DBu,(xl , x”(t”)) - D%Jx; , x”(t”))) dt” I. (3.11) 
,$o O,nk 
Let j xw 1 = 1 x2 1 + *a- + / x, 1. We define 
Combination of (3.12) with (3.11) when / x1 - xi 1 < 6 gives 
1 B I < d(S) + M c 1 1”” d,(S) e2MNlz”(t”‘l dt” /. 
,go 0.2 
Note that for L > 0 
1 Jr: &L & 1 = L-1(&3I - e”) <L-l .&Id. 
This is the fundamental property of exponential majofization. Combined 
with the fact that 7” f  0 this now gives 
and 
1 B I < d(S) + M&(S) c (2MN)-InkI ePMNi2”l, 
7&O 
1 B / < d(S) + 2-1d,(S)e2MN12”1. 
In other words, it is now proved that 
I B Ie-2MNIz”J < d(S)e-2MN11”l + 2-l&(S) < d(S) + 2-U,(S). 
So it follows from (3.12) that 
4#) < d(S) + 2-%(~) 0 4n(S) G 249 m = 1, 2,... . 
Let 
d;(s) = sup I D&,(x1 , x”) - D%Jx; , x”)I. 
IV& 
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Thus it is proved that 
d’ (6) < ezMNR d,(S) < 2ezMNR d(S), nz m = 1, 2,... . 
It follows that (Dflum)~ is uniformly equicontinuous in x1 . But we may as 
well prove that this is true for every xi , 1 < j .< n. From that we conclude 
that (DkllL)T is equicontinuous. This together with (3.9) shows that we 
may apply the Arzela theorem. Let v  be the continuous limit of a uniformly 
convergent subsequence of (D$,,)~. It will be proved that the function u 
determined by 
Deu = v, u = qxq, 
is a solution of (3.4). 
We may assume that the subsequence above is identical with the sequence 
(DeuJ~ itself. It then follows that the sequence (Daum)y converges uniformly 
to D”u, when nr tends to infinity, if 1 x / < R and if 01 < ,R. 
It is now easy to prove that u is a solution of (3.4). In order to prove this 
we write 
Deu - f(x, Da%,..., D%) 
= Deu - D%, + f,Jx, D&, ,..., DuNurn) -f(x, D+,, ,..., DENurn) 
+ f(x, Dalum ,..., 0”“~~) - f(x, Da% ,..., D+L). 
D%, tends to Deu uniformly in R”. The function f is uniformly continuous 
in R” x CM. The sequence (D”kum)p converges uniformly to Da”u, 1 x 1 < R, 
1 < k < N. The sequence (f,,JT tends uniformly to f in R” x CN. This 
shows that the right member of the identity tends to zero when m tends to 
infinity. Then u must be a solution for 1 x 1 < R. Rut u is a solution in all 
R” since R can be chosen arbitrarily great. It is obvious that u E C@, R”). 
The proof of Theorem 3 is finished. 
Note added in proof. For another generalization of Theorem 2 see 
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