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Abstract
In the phenomenological description of the nuclear interaction an important role is traditionally played by the exchange of a scalar I = 0 meson,
the sigma, of mass 500–600 MeV, which however is not seen clearly in the particle spectrum and which has a very ambiguous status in QCD.
I show that a remarkably simple and reasonably controlled combination of ingredients can reproduce the features of this part of the nuclear force.
The use of chiral perturbation theory calculations for two pion exchange supplemented by the Omnes function for pion rescattering suffices to
reproduce the magnitude and shape of the exchange of a supposed σ particle. I also attempt to relate this description to the contact interaction that
enters more modern descriptions of the internucleon interaction.
© 2006 Elsevier B.V. Open access under CC BY license.When describing QCD to non-physicists, we generally say
that it is the theory that accounts for nuclear binding. However,
in practice our understanding of the precise way that QCD leads
to nuclear bound states is still not good. Nuclear binding is most
commonly described by an internucleon potential which can be
parameterized by the exchange of mesons [1–3]. A key feature
is that there is an attractive component to the central potential
with an intermediate range. This component is often parameter-
ized by the exchange of a scalar isoscalar meson, the sigma, of
mass around 500–600 MeV. While other exchanges in the po-
tential are correlated with clear resonances seen in the particle
spectrum, the sigma is a puzzle. It is not seen in the usual way
in the spectrum and, after 40 years of debate, does not have a
clear interpretation in terms of the quarks and gluons of QCD.1
It is unfortunate that this ingredient in the signature effect of the
strong interactions has such an ambiguous status.
The expectation is that the sigma represents, in some way,
the exchange of two pions. The quantum numbers certainly are
correct for this. Sophisticated attempts that construct the po-
E-mail address: donoghue@physics.umass.edu (J.F. Donoghue).
1 A discussion of the status of the sigma which is very much in the spirit of
the present work can be found in [4]. A careful recent analysis of ππ scattering
describing the sigma as a pole on second sheet, quite far from the real axis, is
found in [5].0370-2693 © 2006 Elsevier B.V.
doi:10.1016/j.physletb.2006.10.033
Open access under CC BY license.tential from scattering data (e.g. [6]) have two pions as the
lightest intermediate state. However, while phenomenologically
useful, these are not able to answer the question of the funda-
mental nature of the central interaction. Modern descriptions
of the internucleon interaction use chiral perturbation theory to
calculate two pion exchange at low energy [7–11]. This descrip-
tion appears to provide a good description of the longest range
part of the internucleon force and can be used to describe this
component of nucleon–nucleon scattering. However, the chiral
amplitude does not produce a potential in agreement with that
expected for sigma exchange. As shown in Fig. 8 of Ref. [8], the
resulting potential grows too strong at moderate distances. This
problem is readily traceable to the fact that the chiral ampli-
tudes grow monotonically with the energy and hence get very
large at moderate energies. In this Letter I add a simple and
well-motivated addition to the chiral description, i.e. the Omnes
function describing pion rescattering. We will see that this will
produce an interaction remarkably close in structure to the ex-
change of a 600 MeV sigma meson. It is clear that a sigma
resonance is not the driving feature of this calculation, yet the
needed properties of sigma exchange are reproduced.2
2 A few other attempts to describe the nuclear interaction without a sigma are
seen in [12].
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effective field theory in which the nuclear interaction is treated
not by potentials but by contact interactions—delta function
interactions [7,13]. At low energy (recall that the energy typ-
ical of nuclear binding is 10 MeV/nucleon) the result of the
exchange of a heavy particle can be described by a local in-
teraction. Mathematically, this is consistent with the potential
description because, as the mass m gets large, the Yukawa po-
tential forms a representation of a delta function. Physically,
this follows from the uncertainty principle, as the exchange of
a heavy particle has a short range. Nonlocality, to the extent it
is needed, can then be described by contact derivative interac-
tions. This development greatly increases the generality of the
description of nuclei, as it reduces multiple potentials with dif-
ferent functional forms to a small number of constants giving
the strengths of the contact interactions. After discussing the
potential treatment, I will also attempt to make contact with
this effective field theory description.
As the primary tool, I will use the dispersion relation derived
by Cottingham, Vinh Mau and others [6]. For textbook reviews,
see [1,2]. The scattering amplitude for two nucleons obeys an
unsubtracted t-channel dispersion relation.
(1)M(s, t) = 1
π
∞∫
4m2π
dμ2
ImM(s,μ2)
μ2 − t − i .
The imaginary part of this amplitude is connected to the on-
shell amplitudes in the crossed channel NN¯ → NN¯ with the
important intermediate state being that of two pions. The over-
all amplitude is decomposed into partial waves described by
their spin and isospin quantum numbers. The greatest interest
in this Letter will be on the scalar–isoscalar (J = 0, I = 0)
channel. By taking the nonrelativistic limit and ignoring the en-
ergy dependence in the S channel, one can define a momentum
space potential that depends only on the momentum transfer
q2. For the scalar isoscalar central potential, let us define the
corresponding spectral function
(2)ρS(μ) = ImMS(q = iμ).
In terms of this imaginary part the potential is defined by the
dispersion relation
VS
(
q2
)= 2
π
∞∫
2mπ
dμμ
ρS(μ)
μ2 + q2 ,
(3)VS(r) = 12π2r
∞∫
2mπ
dμμe−μrρS(μ).
Because ρS describes physical on-shell intermediate states, this
formalism provides a well defined tool either for the analysis of
nucleon scattering or for theoretical attempts to describe the nu-
clear interaction. Much recent work (see [8–11] and references
therein) has used this formalism to match to chiral descriptions.
At low energy these spectral functions can be rigorously
calculated in chiral perturbation theory. The imaginary part
of the Feynman diagrams describe the physical intermediateFig. 1. Two pion exchange diagrams which arise in chiral perturbation theory.
states and generate the spectral function ρS . These can be cal-
culated either through the direct calculation of the Feynman
diagram, or by appropriately multiplying together the relevant
on-shell πN → πN scattering diagrams [14]. For the diagrams
of Fig. 1a, b, c these imaginary parts are [8,9]
ρ
a,b
S (μ) =
3g2A
64F 4π
[
4c1m2π + c3
(
μ2 − 2m2π
)]
(4)× (μ
2 − 2m2π )
μ
θ(μ − 2mπ),
ρcS(μ) = −
3
32πF 4π
√
1 − 4m
2
π
μ2
θ(μ − 2mπ)
×
([
4c1m2π +
c2
6
(
μ2 − 4m2π
)+ c3(μ2 − 2m2π )
]2
(5)+ c
2
2
45
(
μ2 − 4m2π
)2)
.
Here c1, c2, c3 are parameters that describe the NNππ
vertex—these have been measured in pion nucleon interactions
[8,9,11,15,16]. I will address the box and crossed box diagrams
below. These spectral functions are valid in the low energy
regime only, and one observes that they grow monotonically
with the energy.
However, there is another ingredient which necessarily en-
ters. In the description of the ππ system, unitarity requires the
inclusion of ππ rescattering. For a single elastic partial wave,
unitarity of the S matrix and analyticity require a unique form
of the solution, given originally by Omnes [17]. The amplitudes
in the elastic region are described by a polynomial in the energy
times the Omnes function
(6)Ω(μ) = exp
[
μ2
π
∫
ds
s
δ(s)
s − μ2
]
.
Here δ is the ππ scattering phase shift, in our case for the I = 0,
J = 0 channel. Chiral perturbation theory is consistent with this
order by order in the energy expansion. Following Ref. [18], it
is known how to match this general description to the results of
chiral perturbation theory by appropriately identifying the poly-
nomial. The elastic region in this channel extends effectively up
to energies of 1000 MeV.
In practice there has been good success at using the lowest
order chiral amplitudes, supplemented by the Omnes function.
J.F. Donoghue / Physics Letters B 643 (2006) 165–170 167Fig. 2. The left graph gives the pion phaseshifts that are the input into the Onmes function, while the right figure shows the real part and the absolute square of the
Omnes function.
Fig. 3. The left figure shows the our results for the spectral function ρ(μ)/μ as well as the individual components of diagram 1 a, b, c. The right figure shows the
coordinate space potential rV (r). There are actually two curves in the figure on the right. One is the result of this calculation and the second is that of a narrow 600
MeV sigma, with normalization chosen to match. The curves cannot be distinguished.An example which is close to the present problem is γ γ → ππ
in the S wave. Here the lowest order calculation results in
an amplitude which also grows monotonically and which vi-
olates unitarity near 600 MeV [19]. However, the addition of
the Omnes function [20] tames this runaway growth. When
the Omnes function and the lowest order amplitude are com-
bined the result is in close agreement with both experiment and
with a two loop chiral calculation up to energies beyond 700
MeV [21]. This procedure is equally rigorous as the usual chiral
method at low energies. At higher energies, it can be adapted or-
der by order. The Omnes function captures some of the features
that would emerge if chiral perturbation theory were applied at
higher order—it captures a subset of diagrams that relate to uni-
tarization. While a full description clearly requires a complete
set of higher order calculations, the Omnes method can be use-
ful in those cases where pion rescattering is strong. In practice,
it is most important when the ππ system is in an S-wave.
I will adopt the Omnes solution matched to the leading order
chiral result, and will explore possible modifications below. The
description of the spectral function then becomes
(7)ρS(μ) = ρa,bS ReΩ(μ) + ρcS
∣∣Ω(μ)∣∣2.
The phase shifts can be analyzed in chiral perturbation the-
ory in combination with experiment, with the definitive treat-ment of Colangelo et al. (CGL) [22]. Their result for the I = 0,
J = 0 phase shift is shown in Fig. 2, along with the resulting
Omnes functions.3 Note that there is no sigma resonance vis-
ible in the phase shift near 500–600 MeV. A resonance in the
elastic region is manifest by the phase shift passing through 90
degrees, which certainly does not happen near the sigma mass.
If one explores the complex plane there is a pole on the second
sheet very far from the real axis [5]. However, the resonance
in not the driving force in the description of the ππ amplitude
at these energies. Instead, the chiral amplitude can be parame-
terized by a few low energy constants, which in turn are more
determined by the ρ(770) than by the sigma [23].
With these ingredients, we can display the result for the
scalar interaction. In Fig. 3, I show the result for ρ, along with
the individual contributions of the diagrams of Fig. 1. If we
had a pure sigma exchange this would be a delta function at
the mass of the σ , or a Breit–Wigner shape corresponding to a
narrow resonance. One could be forgiven for seeing this result
3 In producing the Omnes function, I had to extend the phase shifts above the
μ = 850 MeV endpoint of the CGL analysis in order that the principle value
part of the Omnes function integral be well behaved near the upper end. I have
explored several smooth extensions, with residual effects at the few percent
level.
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dependent modifications as described in the text.
as a very broad resonance, even though no resonance exists in
the formalism. The coordinate space potential is also shown in
Fig. 3. Also shown for comparison is the potential of an infi-
nitely narrow 600 MeV scalar with a normalization chosen to
match. In practice these are hard to differentiate because the
curves are nearly identical. The simple description of Eq. (5)
reproduces closely the spatial variation of the sigma potential.
This says that these results have a range which is capable of the
describing the intermediate range attraction in the central po-
tential which is needed for nuclear binding. The strength of the
interaction will be addressed below.
One can address the robustness of this result by considering
possible higher order modifications of the basic representation.
The NNππ interaction has been described by the lowest order
chiral Lagrangian. There are also energy dependent modifica-
tions to these low order results. In particular, when studying
on-shell vertices such as those that go into the spectral func-
tion we most often find form factors that depend on the energy.
It would be reasonable to expect that the NNππ interaction
would be modified by a form factor such as
(8)c3 → c3
(μ2 + m2)n .
Indeed, there is theoretical expectation that this should occur.
A study of the ingredients of this coupling [24] suggests that
55–70% of c3 arises from integrating out Δ exchange in the t-
channel. The Δ propagator then leads to an energy dependence
of the vertex. Following the techniques of [14], it is straight-
forward to incorporate the Δ propagator into these diagrams.4 I
have explored the effects of form factors and the Δ propagator.
While these influence the magnitude appreciably, as described
below, there is not a qualitative change in the shape of the spec-
tral function. For example, taking the extreme case that all of
c3 arises through Δ exchange in the t-channel, the modifica-
tion of spectral functions is shown in Fig. 4. While the relative
contribution of the two types of diagram changes slightly, the
energy variation and spatial variation are remarkably similar to
4 The formulas of Section III of [14] apply directly with the modification τ =
(t +2m2Δ −2m2N −2m2π )/2
√
t − 4m2π ξmN whenever there is a Δ propagator.Fig. 5. The strength of the scalar interaction as a function of the parameter c3.
the original case. The use of a pure monopole or a dipole form
factor does not change this conclusion.
Let me address the strength of the interaction by considering
the integral of the spectral function through the energy region
under consideration,
(9)Gs = 2
π
0.8 GeV∫
2mπ
dμ
μ
ρS(μ).
This is just the integral of the curves shown in Figs. 3a, 4. In
potential models with the exchange of a narrow sigma, this has
the value
(10)Gσs =
g2σ
m2σ
,
which numerically is often given as GσS = 300–450 MeV−2
[3,13].The result depend most sensitively on the parameter
c3, which is not perfectly known. The phenomenological ex-
traction of c3 from πN and NN data has a large error bar,
c3 = −4.7+1.2−1.0 GeV−2 [8,11,15,16]. However, when using an
Omnes representation, it is likely that this constraint is on
the product c3Ω(2mπ), in which case the value would be
c3 = −3.7+1.0−0.8 GeV−2. (The other parameter choices used were
c1 = −0.64 GeV−2 and c2 = 3.3 GeV−2, although these have
only a small impact on the results.) The result for GS as a func-
tion of c3 is shown in Fig. 5. There is rough agreement for the
required range of magnitudes of GS for the allowed values of c3
[7]. Here the use of a form factor does make a difference. With
the inclusion of the effect of the Δ propagator, the result is 20%
smaller. If we use a straight monopole formfactor with a mass
m = 800 MeV the value of GS is 40% smaller than without it
for a given value of c3. These examples show the model depen-
dence of the higher order effects. At present understanding the
differences may be accounted for by adjusting the value of c3.
These uncertainties in the appropriate values of c3 and GS keep
us from using the magnitude of the potential as a precise test of
the method.
Now consider the effective field theory description of the in-
teraction. In a Wilsonian effective field theory treatment, one
treats the light degrees of freedom (pions in this case) dynami-
cally up to a scale Λ. This means that we consider tree and loop
diagrams with energies below this scale. Physics beyond this
J.F. Donoghue / Physics Letters B 643 (2006) 165–170 169scale is treated by a contact interaction, i.e. Gs(Λ)—a local in-
teraction that parameterized the residual physics from energies
above Λ. Epelbaum, Glöckle and Meißner (EGM) [10] have
implemented such a treatment using the chiral amplitudes with-
out the Omnes function in the spectral function with an energy
cutoff. The ideal use of the present calculation would be to use
the Omnes description in a treatment like EGM. The Omnes
description appears to be a better representation of the long dis-
tance physics than just using the bare chiral amplitudes. There
is no loss of rigor in adding the Omnes function to the chi-
ral predictions at low energy as long as the matching is done
correctly. In addition, the Omnes function tames the runaway
growth of the bare chiral amplitudes. However, at higher ener-
gies, the present procedure is clearly not rigorous and there is
inherently some uncertainty in the dynamical calculation, as we
have demonstrated above. The contact interaction arising from
the chiral Lagrangian would serve to correct any flaw in the dy-
namical calculation in order to fully agree with reality. To the
extent that this dynamical calculation is a good one, the residual
contact interaction would be small. Indeed, from the agreement
seen above for the rough magnitude and shape of the potential,
it plausible that the residual contact interaction could be neg-
ligible compared to the primary dynamical effect of two pion
exchange.5
However, the EGM approach is not the standard effective
field theory treatment. More commonly, the usual pion ex-
change diagrams, Fig. 1d, e, are treated dynamically, but those
of Fig. 1a, b, c are not explicitly considered. This is the case
when dimensional regularization is used rather than an energy
cutoff, because the former diagrams are finite and the latter are
divergent when treated at any given order in the energy expan-
sion. The effects of these diagrams are then included in the
contact interaction. This contact interaction is given by the mo-
mentum space potential at zero momentum
(11)Gefts = V (q = 0) =
2
π
∞∫
2mπ
dμ
μ
ρS(μ).
To the extent that significant contributions do not come from
energies above the end of our calculation (800 MeV), our cal-
culation then provides an estimate of the strength of the contact
interaction in the scalar–isoscalar channel.
In order to assess this result it is perhaps easiest to com-
pare with Ref. [26] (EMGE). These authors have considered
the extraction of the effective field theory coefficients from the
data, including the effects of regularizing the calculations. They
have also compared to the phenomenology of integrating over
the potential or integrating out bosonic resonances. For poten-
tials with a sigma effect, their results for this channel amounts
to Gefts = g2σ /m2σ plus smaller corrections from higher scalar
resonances. While again the rather large uncertainties in the
magnitude of the present calculation make it any precise con-
clusions possible, it then appears that the magnitude discussed
above is also roughly appropriate for the effective field theory
5 This is further discussed in [25].description. Note that present effective field theory treatments
can differ in how the contact interaction is treated. In some ap-
plications, such as [13], the contact interaction can be directly
used without further modifications. In others, such as [7], a
smearing or renormalization of the contact interaction is im-
plemented to deal with divergences in that calculation. In such
situations, the appropriate renormalized value may be different
and a matching of that calculation to the spectral description
would be needed to compare the values.6
Potentials can have different meanings in different contexts
[27], and in different calculational schemes there can be dif-
ferent values of the contact interaction [28]. Therefore let me
specify more fully the scheme of the present calculation. In the
chiral treatment, one keeps pion exchange as an explicit degree
of freedom while treating the shorter range interactions as con-
tact terms. The NNπ vertex is the one in the usual baryon chiral
Lagrangian. In such a treatment, we should treat the box and
crossed-box diagrams of Fig. 1 dynamically, and they should
therefore not be included into the contact interaction. For this
reason I did not include these diagrams in the calculation of
the integrand ρS(μ)/μ whose integral gives the strength of the
contact interaction. In frameworks other than the one consid-
ered here, it might be appropriate to include some of the box
and/or crossed-box diagrams into the description of the contact
interaction. However, it seems that for the scalar central poten-
tial the iteration of the one pion interaction is a numerically
small compared to the irreducible two pion/sigma contribution,
for example see [8] and Fig. 3.15 of Ref. [2]. With slight modi-
fications, then, it appears that the present calculation could also
be adapted to other frameworks.
Chiral perturbation theory plus the Omnes function give a
quite simple description of the scalar central potential, with a
result very similar to the exchange of a conventional sigma par-
ticle. However the physics important in this calculation is not
a sigma resonance, but rather only chiral amplitudes and the
Omnes function. This description appears to be robust, being
qualitatively unchanged by the addition of higher order inter-
actions. Besides elucidating a long standing puzzle, these re-
sults are useful because we have a reasonable control over all
the main ingredients, the chiral amplitudes and the ππ phase
shifts. The connection of the nuclear interaction to QCD be-
comes more under control.
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