We apply open-source calculations (RdTools) to performance data from more than 500 photovoltaic systems in the United States to quantify photovoltaic energy-yield degradation rates. We find that the residential systems considered in this study tended to show more system energy-yield degradation than the nonresidential systems considered here. Within the nonresidential systems, we find differences in the degradation rates associated with module technology-namely, that systems built with interdigitated-back-contact module technology tended to show slower degradation than conventional silicon or silicon heterojunction modules. We also find that in older nonresidential systems, degradation proceeded more rapidly later in system life. Within the residential systems considered here, we find that those exposed to more shade tended to show more rapid energy-yield degradation. Finally, considering both residential and nonresidential systems, we observe that higher operating temperature is correlated with more rapid degradation. The fleet-scale analysis demonstrated here highlights the importance of using a robust scalable analysis to consider large numbers of systems in order to identify factors associated with degradation risk.
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I. INTRODUCTION
C HANGES in the energy output of photovoltaic (PV) systems over time have important implications to the economics and value proposition of solar PV systems. PV systems are generally expected to be in service for 20-30 years or more. As PV modules and other system components age, they may degrade or fail, which reduces the energy yield from the system and, thus, the system's economic value. Improving the widelyaccepted quantification of risk associated with such degradation . We hope that RdTools will support a more consistent PV data analysis across academia and industry. In this work, we present an application of RdTools to more than 500 PV systems, both residential and nonresidential (i.e., commercial and utility) in the United States, and investigate associated trends and differences. The analysis presented here (and enabled by RdTools) is focused on the analysis of historical time series of PV system energy production. An important distinction is the difference between PV module degradation and energy-yield degradation. The prevailing understanding is that the degradation of modules occurs at approximately −0.5%/year, and that energyyield degradation proceeds faster in systems [8] , [9] . System energy-yield degradation includes factors that directly affect the modules and the dc subsystem, such as potential-induced degradation, cracked cells, failed diodes, and changes in the module series resistance. However, energy-yield degradation also includes other factors, for example, foliage growth, unmitigated soiling, inverter degradation, and balance-of-systems deterioration. Although the functions provided in RdTools can be used to investigate the module or energy-yield degradation, the focus of this study is the latter: energy-yield degradation or changes in the operational losses of the entire system over time.
We first describe the calculation methods, including references to, and explanations of, the open-source functions available in RdTools. We then discuss the differences between the residential and nonresidential populations and consider the sources of variation within the populations, including temperature, shade, module technology, and system age.
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II. METHODS
A. Data Sources
We analyzed time-series energy production data from 503 fixed-tilt PV systems in 41 different U.S. states. The data were from three sources. One source comprised 387 residential systems. The other two sources comprised 116 larger scale (e.g., commercial or utility) systems. For many of the nonresidential systems, the dataset contained time series for multiple subarrays. The total number of subarrays analyzed in the nonresidential population was 247. The total number of residential and nonresidential subarrays included in the analysis is 634. In this study, we treat the subarrays independently to capture intrasystem variability in larger systems and use the term "subarray" to mean either subarrays within a single system or an entire system when subarray data were not available. The residential and one nonresidential dataset contained subhourly energy production time series (5-15-min frequency). The other nonresidential dataset contained hourly energy production values. The residential systems tended to be newer, with the average system age of 3.9 years compared with a nonresidential average system age of 7.9 years.
Metadata about each subarray are also required for the degradation analysis described in the following and include location (latitude and longitude) and array orientation (azimuth and tilt). For all but 92 of the 634 subarrays included in the analysis, array orientation was available. For the remaining systems, it was inferred from information about the mounting system. We also inferred the module technology as standard crystalline silicon (Si), silicon heterojunction (SHJ), or interdigitated back contact (IBC) from information about the module model where available. We were able to infer module technology information for 326 residential systems and 239 nonresidential subarrays. Others are excluded from analysis regarding module technology.
After the degradation analysis described in the following, we considered the sample of confidence intervals for all systems. We excluded systems from analysis if their 95% confidence intervals were large outliers, defined as above the upper Tukey fence, given in the following expression, where Q i is the ith quartile [11] :
The above system and subarray quantities represent the number of datasets included after this outlier test was applied. In addition to time-series PV production data, weather data are required to model expected PV energy production as part of the degradation analysis. For each location we considered, we used weather data from The Weather Company cleaned historical dataset (based on the Climate Forecast System Reanalysis [12] , [13] ), which provided hourly data including intervalaverage diffuse horizontal irradiance (DHI) and direct normal irradiance (DNI), as well as hourly instantaneous hourly temperature and wind speed.
B. Degradation Analysis
The primary workflow supported by RdTools, and used here is structured around four steps.
1) Normalize realized PV energy to modeled energy.
2) Filter anomalies (minimal filtering is applied in this study). 3) Aggregate performance index (PI). 4) Calculate degradation rate.
1) Normalize Energy Yield to a Model:
The first step in the analysis is to calculate a PI time series as the ratio of the observed energy yield to that predicted by a basic model. Generally, the PI is the ratio of the expected energy yield to the modeled energy yield given weather conditions. There are subtleties with frequency, the underlying model, and the use of power or energy that are treated in depth in [14] . In this step, we use an energy PI calculated at the frequency of the underlying data. Because it takes into account solar resource and temperature, the PI metric removes much of the seasonality associated with PV energy production. To achieve this, some basic processing is first done on the weather data to realize a meaningful PV model. The weather data contain hourly average DHI and DNI, but instantaneous temperature and wind speed. We estimate the average temperature and wind speed as the right-labeled moving mean with a window size of two points. We also calculate the solar position for the given location using pvlib-python implementation of the National Renewable Energy Laboratory solar position algorithm [15] - [17] . Because the irradiance values are averages for right-labeled intervals, the solar position for each timestamp is calculated for the time halfway through each preceding interval.
The solar zenith (θ z ), DHI, and DNI are used to calculate the global horizontal irradiance (GHI) according to
The three irradiance components are then used along with array orientation to calculate plane-of-array irradiance using an isotropic diffuse-sky model and ground albedo of 0.25. We calculated the beam, sky, and ground contributions to plane-of-array irradiance with the beam_component(), isotropic(), and grounddiffuse() functions available in the pvlib.irradiance submodule of pvlib-python [15] , [16] , [18] , [19] . The PV cell temperature is modeled using the Sandia Array Performance Model with the coefficients for glass/cell/polymer modules mounted with an insulated back [20] . All systems were modeled this way to represent roof-mounted standardconstruction Si modules. Roof-mounted systems were the most common systems in this study. We note that the choice of a different temperature model may reduce seasonality in the normalized energy time series for open-rack-mounted systems, but that the year-on-year degradation analysis described below is robust against seasonality [6] , [21] ; therefore, it is not necessary to fine-tune the thermal model for each system. We used the pvlib-python implementation of the Sandia Array Performance Model cell temperature model: pvlib.pvsystem.sapm_celltemp() [15] , [16] , [20] .
The time series of plane-of-array irradiance (E POA ), cell temperature (T cell ), and site energy time series are used as inputs in the RdTools function rdtools.normalize_ with_pvwatts(). This function requires a reference irradiance (G 0 ), the cell temperature (T 0 ), and the power temperature coefficient (γ), which are taken as 1000 W/m 2 , 25
• C, and −0.004, respectively. The function also requires an estimate of system nameplate power rating, which we take as the 95th percentile of the observed power for the subarray. This nameplate value is ultimately normalized out in the degradation calculation; it is merely for convenience of having PI values near 1.
rdtools.normalize_with_pvwatts() uses a simple temperature and irradiance correction model (which also forms the basis for PVWatts [22] ) to calculate expected energy according to
The normalization function is designed to automatically handle different frequencies in weather data and PV energy data. This is relevant in the present application that includes hourly weather data and subhourly PV production data. The function always returns the normalized PI at the frequency of the PV energy data, downsampling (via accumulation) or upsampling (via interpolation) the irradiance and modeled power.
2) Filter: The next step is to remove anomalous data from the normalized PI time series. We applied three filters. The first simply removes any points that are less than or equal to zero. We also filtered for unphysical cell temperature outside the range from −50 to 100
• C and plane-of-array irradiance outside the range of 200-1200 W/m 2 . The irradiance filter eliminates points with strong angle-of-incidence effects and those not well modeled by (3) . Regarding the low irradiance limit, the logarithmic behavior of voltage causes the linear model of (3) to break down at low irradiance. Below approximately 200 W/m 2 , the error in this model becomes large [23] . The cell temperature and irradiance filters were implemented with the rdtools.tcell_filter() and rdtools.poa_filter() functions. To carry out those calculations, we interpolated the cell temperature and plane-of-array irradiance time series onto the timestamps of the (downsampled) normalized PI time series.
We note that RdTools contains two filters not implemented in the present analysis: a clear-sky filter and a clipping filter (to remove points affected by high dc-ac ratio). The clear-sky filter is useful when paired with a clear-sky irradiance model to avoid problems with drifting/recalibrated on-site irradiance sensors [24] . We are not using on-site irradiance sensors; therefore, the clear-sky method was not needed. The clipping filter is used to exclude points affected by inverter clipping. This is useful when studying module degradation. We are studying energy-yield degradation; therefore, it is more appropriate to include points affected by clipping in the analysis because clipping affects the overall energy-yield degradation rate.
However, we point out that neglecting clipping in our analysis introduces a source of uncertainty. If climatic changes occur year to year that change the fraction of time that clipping occurs, this will cause error in the year-on-year degradation rates. This is mitigated somewhat in longer datasets. In analyses where detailed weather data and system metadata are available, explicit treatment of clipping provides a pathway to further reduced uncertainty.
3) Aggregate: The third step in the analysis is to aggregate the irradiance-weighted filtered PI to a lower frequency to enable the final year-on-year degradation analysis. In this work, we aggregate daily. The irradiance-weighted PI is calculated from the filtered time series of PI and insolation according to
where PI i and Q i are the normalized PI and associated insolation, respectively, and the sum is taken over the duration of aggregation-in this study, one day. The aggregation is implemented with the rdtoos.aggregation_insol() function.
4) Degradation Calculations:
The final step is to use a year-on-year analysis to estimate energy-yield degradation. This method is implemented in rdtools.degradation_ year_on_year(). The method and its benefits have been previously described [6] , [21] , but we briefly summarize them here. All pairs of plane-of-array-insolation-weighted performance indices ( PI POA ) separated by exactly one year are compared to calculate a sample of year-on-year point-to-point degradation rates. The median of this population is understood to be an estimate of true degradation. A confidence interval (in this study, a 95% confidence interval) is then calculated for the median with a 10 000-sample bootstrap [25] . This captures uncertainty from scatter in the PI POA time series. Prior to calculation, the PI POA are renormalized to their median value in the first year of operation to eliminate bias from poor model calibration. In this study, we also consider changes in degradation over time; therefore, we saved the time series of point-to-point year-on-year degradation values to enable subsequent reanalysis of subsets of data for each subarray.
RdTools provides two other degradation functions: linear regression and a seasonal decomposition. However, we choose the year-on-year method because it is robust to outliers and to remaining seasonality. These advantages have been treated in more detail previously [6] , [21] , but we consider them here briefly. It is robust to outliers because it is based around a median statistic. It is robust to seasonality because it is only considering PI POA values from the same day of the year, subject to the same seasonality. The method's robustness to seasonality relaxes requirements on the accuracy of the model applied in step 1. Additionally, the method is focused on changes over time; therefore, the accuracy of the model is not as important as in a capacity test application, for example. Fig. 1 . CDFs for the rate of change in system energy yield of both the residential (red, lighter) and nonresidential (blue, darker) subarrays. Negative rates of change indicate degradation. In addition, the individual 95% confidence intervals of each point on the CDF are plotted as horizontal lines, which illustrate generally larger individual confidence intervals for the residential subarrays. Residential systems tended to show more rapid declines in system output than nonresidential systems. The median and a rate of change of −1%/year are indicated by dashed lines.
III. RESULTS AND DISCUSSION
A. Residential vs. Nonresidential Systems
We first consider differences between the residential and nonresidential populations as a whole. A comparison of cumulative distribution functions (CDFs) for our samples of the two populations is shown in Fig. 1 . In addition to the CDFs themselves, we also plot the 95% confidence interval for all the subarrays in the sample at its associated location on the CDF. This enables us to simultaneously visualize the distribution as a whole, as well as the underlying individual subarray uncertainties. We emphasize that the individual point confidence intervals are not representative of a confidence interval on the CDF itself. In fact, we find that with a Monte Carlo resampling technique that accounts for the confidence intervals on each point, the CDF for the sample does not change substantially (see Appendix). A comparison of the sample median and the p-value from a two-sided Mann-Whitney U test is also shown in Table I , along with additional comparisons for scenarios considered in the following.
In this analysis, we note fairly large individual subarray confidence intervals. This is due to the use of hourly weather data from an outside source and lack of detail in the model of step 1 (for example, by not using module-specific temperature coefficients). However, taken as a whole, the sample of hundreds of systems still enables fleet-scale conclusions. For detailed case studies, it would be appropriate to fine-tune the model used in step 1 and seek higher frequency site-based weather data to realize a more precise degradation estimate for a given site or subarray. Some systems have a positive median rate of change, suggesting improvement over time. However, the confidence intervals for these systems generally include zero. We also note that there may be differences in data quality between the residential and nonresidential datasets contributing to generally larger confidence intervals in the residential sample.
We observe that the residential systems tend to show, overall, more rapid degradation than the nonresidential systems, with both a lower median rate of change and a longer tail toward negative values. This is consistent with previous work focused on degradation of system energy yield in residential systems [26] . However, it is also important to note that there are a substantial number of residential systems in the sample that are performing well. 29% of residential systems showed a median rate of change slower than −0.5%/year, compared with 38% of nonresidential systems.
Given differences in technology make-up, shading conditions, and system age (considered in more detail below) between the residential and nonresidential samples, we also made a more limited comparison between the residential and nonresidential systems. We excluded SHJ and IBC module technologies and residential systems with moderate to high shade. Shade assessment was not available for the nonresidential systems, but it is reasonable to expect that residential systems are generally subjected to more shade from trees and structures than larger scale installations. Finally, we considered year-on-year slopes from only the first three years of system operation. If there were less than 365 valid year-on-year slopes contained in the first three years of operation, the systems were excluded from this part of the analysis. The results are summarized in the second line of Table I , and they show that a significant difference remains between the residential and nonresidential samples. This suggests that differences in system age, technology, or shade cannot explain the differences observed between the residential and nonresidential samples.
B. Cell Technology
There was a diversity of silicon-based module technology in the nonresidential sample. Fig. 2 shows CDFs of the three different technologies identified in the study: standard mono-or poly-crystalline silicon (Si), IBC, and SHJ. We observe that the IBC-based subarrays degraded slower than those of the other two technologies. This comparison is also summarized in Table I . The median system age for subarrays of all three technologies was between 9.2 and 9.8 years. Thus, it is unlikely that difference in system age can account for the observed difference. We have used cell technology to differentiate subsets of the data, but it is important to recognize that there are many co-correlated variables, including manufacturer and module construction. Thus, we do not draw a causal link between cell technology and degradation rate.
C. System Age
The sample of nonresidential systems tended to be older than those in the residential sample. This enables an analysis of energy-yield degradation evolution over time. For this part of the analysis, we considered only nonresidential systems with more than nine years of service and data. This subset consisted of 142 subarrays at 76 unique sites. The systems in the residential dataset were not old enough to enable a similar analysis. We divided the time series of year-on-year values found in step 4 into three-year segments and recomputed the median and confidence interval for each three-year interval on each subarray. Fig. 2 . CDFs and the associated individual subarray 95% confidence intervals for nonresidential subarrays or different cell technology from lightest to darkest: SHJ, Si, and IBC. IBC subarrays tended to show slower declines in system output than the other technologies. Fig. 3 . CDFs and the associated individual subarray 95% confidence intervals for the rate of change observed in three-year periods for the same set of nonresidential subarrays with more than 9 years of service. Earlier periods are plotted in lighter colors. The median and a rate of change of −1%/year are indicated by dashed lines. We observe more rapid declines in system output in years 7-9 than in years 1-3 or 4-6.
We excluded systems for which there were not at least 365 valid year-on-year comparisons within each of the three-year periods.
The results of this analysis are shown in Fig. 3 and summarized in Table I . They show a significant difference between the degradation rate in years 7-9, compared with the earlier intervals. This indicates that these systems tended to show increased energy-yield degradation later in life. Because this is a relatively small sample of only 76 unique sites, the result may not be general. However, it does show that it is important to understand how energy output of a system changes over time. It also highlights the need for more advanced analyses that can properly quantify nonlinear system or module degradation [27] . 
D. Shade
The residential systems included metadata classifying shade as none, low, medium, or high. A comparison between those in the none or low categories and those in the medium or high categories is shown in Fig. 4 and summarized in Table I . We observe more rapid energy-yield degradation in systems with more shade. There are several potential explanations for why shade would be associated with more rapid degradation in energy output. One is that partially shaded systems will tend to have more shade-induced hot spots, which could lead to stress and degradation in the modules. Another, which may be especially relevant for rooftop residential installations, is growth of foliage over the system lifetime. If nearby trees cause shade, those trees are likely to grow over time and increase the shading losses in the system. This highlights an important distinction between energy-yield degradation (the focus of this study) and pure module degradation. Generally, reductions in system output over time can be caused by factors other than module degradation, such as accumulated soiling, increased shading, and power electronics failures.
E. Temperature
Finally, we considered differences in operating temperature. The mean cell temperature for each system was calculated from the T cell time series used in step 1 of the degradation analysis. A two-dimensional histogram of median rate of change versus mean cell temperature for conventional Si subarrays from both the residential and nonresidential samples is shown in Fig. 5 . We observe that higher temperature tended to be associated with more rapid energy-yield degradation. This is supported by the results of a Kendall tau test, which gave a p-value of 8.8 ×10 −6 , enabling us to reject the null hypothesis that the variables are uncorrelated with high confidence. This result is unsurprising considering previous reports [7] of more rapid degradation in hotter climates and the prevailing scientific understanding of degradation in PV modules that higher temperatures generally tend to accelerate degradation mechanisms [28] - [30] . However, our results represent important support for this understanding borne out in real systems at scale, analyzed in a consistent and scalable way.
It is also important to note that there are many confounding factors and co-correlated variables. For example, even among roof-mounted systems, there are variations in the mounting system and proximity to the roof that would affect the operating temperature in the same climate. These details are not captured in the temperature model used in this study. Another example of a complicating factor is that systems in sunnier climates run hotter but also get more ultraviolet radiation. We also acknowledge that the lack of detail in the temperature models used here adds uncertainty to this temperature analysis. Therefore, based on the present results alone, we must not conclude that there is a causal link between temperature and degradation.
IV. CONCLUSION
We applied robust and scalable energy-yield degradation analysis enabled by the open-source library RdTools to 634 subarrays from 503 PV systems. We observed more rapid degradation in the residential system dataset than in the large-scale system datasets. This difference persisted when we limited the comparison based on technology, system age, and shade, suggesting that these factors do not fully account for the observed differences. It is important to acknowledge that differences in quality of installation and of component handling may contribute to differences observed between nonresidential and residential systems due to differences in installers between the different sectors.
The energy-yield degradation rates observed here were substantially faster than the 0.5%/year decrease often quoted. It is important to distinguish between module degradation (for which the 0.5%/year value is most relevant) and energy-yield degradation (or changes in operational losses over time), which is captured in this study. More factors-for example, foliage growth and unmitigated soiling-can affect the overall system losses. In this study, outages are excluded from the analysis; thus, system downtime is not included in the degradation quantification. Wholistic self-consistent quantification of energyproduction shortfall remains an important area of research.
We also undertook a more detailed analysis of factors affecting the energy-yield degradation. We observed slower degradation in IBC-based subarrays within the nonresidential datasets, indicating that different technologies may perform differently over long time periods. This highlights the importance of understanding legacy field data for different technologies.
Considering just residential systems, we found that those exposed to higher amounts of shade tended to display more rapid degradation in system output. We suggest that this could be due to foliage growth increasing shading over time, but we cannot rule out on the basis of this large-scale (rather than detailoriented) study that it is also due in part to module degradation from shade-induced hot spots.
Within a subset of older systems in the nonresidential datasets, there tended to be more rapid degradation in the later years of system life. This finding has important implications for PV system financials because most economic models assume a linear decline in system output over the entire system lifetime. Our findings on system age are based on only 76 unique sites; therefore, caution must be exercised in generalizing our results. Instead, the finding highlights the need for continued research of such nonlinear trends. An improved understanding of such factors will ultimately improve the fidelity of financial models.
Accurate accounting for expected losses over the life of a PV system is important in determining the economics of PV systems. The robust and scalable analysis presented here demonstrates the types of fleet-scale patterns that can emerge to elucidate factors associated with higher risk of energy-yield degradation. Continued work to apply consistent analysis to the ever-expanding PV fleet will ultimately improve the industry's ability to accurately assess and plan for risk.
APPENDIX
To understand the influence of individual-site confidence intervals on the underlying CDF, we carried out Monte Carlo simulations. For each of 1 million repetitions, we drew a random subarray (with replacement) from the sample of systems in a given population (nonresidential or residential). We then drew a random rate of change from a uniform distribution spanning the 95% confidence interval for that subarray. The result is a million points randomly resampled from within all of the confidence intervals in our sample. Fig. 6 shows the CDF of those Monte Carlo samples overlaid with the original sample CDFs from Fig. 1 . We note there is some smoothing near the shoulders, but, otherwise, the distributions are very similar to the sample distributions. This illustrates the point that fleet-scale analyses can tolerate moderate uncertainty for each system, but that taken as a whole, the sample of hundred (or more) systems still contains valuable and statistically significant information. 
