This report provides an overview of the Hyper-X research vehicle Monte Carlo analysis conducted with the six-degree-of-freedom simulation. The methodology and model uncertainties used for the Monte Carlo analysis are presented as permitted. In addition, the process used to select hardware validation test cases from the Monte Carlo data is described. The preflight Monte Carlo analysis indicated that the X-43A control system was robust to the preflight uncertainties and provided the Hyper-X project an important indication that the vehicle would likely be successful in accomplishing the mission objectives. The X-43A inflight performance is compared to the preflight Monte Carlo predictions and shown to exceed the Monte Carlo bounds in several instances. Possible modeling shortfalls are presented that may account for these discrepancies. The flight control laws and guidance algorithms were robust enough as a result of the preflight Monte Carlo analysis that the unexpected in-flight performance did not have undue consequences. Modeling and Monte Carlo analysis lessons learned are presented.
I. Introduction
efore the initial flight-testing of a new aircraft, there is always some uncertainty as to how the vehicle will actually perform. These uncertainties increase when the vehicle is a unique aircraft flying in a seldom-explored flight regime. One such unique vehicle is the X-43A, which was the first unmanned vehicle to fly at hypersonic speeds with a scramjet engine. A Monte Carlo analysis was conducted to predict and bound the performance of the X-43A, hereafter referred to as the Hyper-X research vehicle (HXRV). Monte Carlo analysis is a useful and commonly used technique to assess system performance to predicted parameter variations by means of a stochastic process. The analysis consists of independent and random variations of all applicable model inputs and parameters within the estimated uncertainty bounds. Random combinations of input uncertainties can produce different, and potentially worse, results than deterministically varying a single uncertainty or set of uncertainties. Monte Carlo analysis consists of making multiple simulation runs, with each run containing a unique set of parameter variations, and analyzing the results. A close examination of these simulation runs provides insight into the system performance and characteristics. Monte Carlo analysis forces the flight control laws and guidance algorithms to be robust to a large range of uncertainties. Stress testing past the modeled uncertainty range can provide an assessment of the vehicle robustness to the unknown unknowns present in every flight research program. This type of analysis is particularly useful for unmanned vehicles where there is no pilot in the loop acting as an adaptive controller.
The purpose of this report is to provide an overview of the HXRV Monte Carlo analysis tools, present the uncertainties used as part of the Monte Carlo analysis (as permitted), and discuss the results of the Monte Carlo analysis. In addition, limited comparisons between simulation and flight data are presented with an emphasis placed on highlighting modeling shortfalls. The selection process for the subset of runs used during hardware validation testing is described, and lessons learned and observations concerning the Monte Carlo analysis are presented. 4 laws, guidance, and scramjet controller 7 was a part of this assessment. The Monte Carlo objectives were achieved by conducting many thousands of simulation runs, with each run having a random combination of modeling uncertainties. To gain a greater understanding of the relationships between the dispersions and their effects on the trajectory, data were correlated to determine combinations of factors that most influenced the performance of the aircraft. A secondary objective consisted of using the uncertainty analysis data to find a limited set of runs that could be used for thorough validation testing of the flight hardware and software systems.
A. The Hyper-X Research Vehicle Monte Carlo Analysis Tool (MCAT)
A Monte Carlo analysis tool (MCAT) was developed to stress the vehicle system with predicted uncertainties. The HXRV MCAT tests the vehicle performance in the presence of random and unique sets of input parameter uncertainties. The MCAT consists of a set of Matlab ® M-files that are used as controlling scripts to drive the nonlinear simulation with various dispersions, analyze the results, save the data, and plot the data for further analysis. Matlab ® M-files are used to automate the process of generating the thousands of simulation scripts.
An execution of the MCAT consists of a large number of simulation runs with the first run being nominal and the rest containing different combinations of uncertainties.
Manipulation and storage of the Monte Carlo results presented numerous challenges. Several gigabytes of data were produced by each set of simulation runs. The analysis tools run in the Matlab ® workspace were incapable of handling a complete Monte Carlo dataset. The large amount of data resulted in the partitioning of the Monte Carlo data into multiple .mat files. A separate .mat file was generated for each simulation output variable and this file contained data from all of the simulation runs. To minimize the amount of data stored from a Monte Carlo analysis, trade-offs were made between the rate at which the data were saved and the number of signals saved for short-term and long-term storage. The parameters of greatest interest were saved at 100 Hz during the engine experiment phase. During other phases of the simulated missions, data were saved at 10 Hz. Relatively slowly-varying parameters, such as altitude, Mach, latitude, and longitude were stored at 1 Hz. Table 1 shows the Monte Carlo parameters saved at each rate. Parameters of greatest interest were retained indefinitely, whereas less important data was deleted after a week to allow storage space for the next set of Monte Carlo results. Figure 3 is a flowchart graphically representing the stochastic MCAT process. The inputs of each simulation run, including the desired uncertainties, are defined in an input file that is called a simulation input script. The MCAT generates the simulation input scripts and details the number of simulation runs. The MCAT then uses the simulation input scripts to run the simulation in a batch mode a number of times specified by the MCAT and saves a subset of the simulation parameters that are recorded for later analysis. The simulation input scripts were deleted after each Monte Carlo run to save space. The simulation output data of each of these saved parameters are collected from each simulation run into separate matrices (one for each parameter). The data matrices are then stored for future analysis and plotting.
For the MCAT, every input parameter that is varied has an uncertainty expressed in terms of a probability density function. The probability density functions for each input parameter are expressed in terms of its distribution type (uniform or Gaussian), a mean, and a standard deviation. The vast majority of the simulation input parameters are varied independently. Several parameters, such as the moments of inertia, were checked for consistency. If a parameter was found to be inconsistent with the other parameters with which it is correlated, the value was thrown out and recast until a consistent value was found. The input parameter values are based upon their particular probability density functions. They are selected within the ± 3 sigma bounds for each run with either a uniform or Gaussian distribution (the distributions are specified by the user in the MCAT). If a distribution is Gaussian, the 3 sigma bounds encompass 99.87 percent of the possible values of the uncertain parameter. The uncertainties associated with a parameter were provided by each discipline responsible for that portion of the model (i.e. aerodynamics, propulsion, flight control, etc.). 7 As a part of each Monte Carlo analysis, summary statistics were extracted from the dataset and placed in a Monte Carlo report. A temporary 100 Hz dataset was created to extract the statistical information from the highest simulation data rate available. The temporary dataset was deleted after the statistics had been gathered. A number of statistics, including the maximum and minimum values, were recorded for certain parameters during particular flight phases. In addition, the run number associated with each maxima or minima was recorded. Table 2 shows a sample page from the Monte Carlo report. This report was examined and compared to previous reports to determine if any unusual cases or events had been generated in the latest set of Monte Carlo runs. Effective use of these summary statistics helped to reduce the long-term data storage requirements and identify runs of interest. The simulation scripts for each Monte Carlo analysis could be easily regenerated. This allowed for a simulation run to be repeated and more data acquired if, at a later date, a review of the summary or lower rate data indicated an item of interest.
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In preparation for the second Mach 7 flight attempt, 1600 Monte Carlo simulation runs were conducted with the latest models and software as part of the final analysis. Many thousands of Monte Carlo simulation runs had been conducted prior to the generation of the final dataset as the analysis had been run continuously as the simulation models had been refined and the vehicle software matured. The number of simulation runs used for the final analysis was determined by examining the statistics of notable parameters, such as the maximum value for filtered normal acceleration, seen in Fig. 4 . The asymptotic trend of the parameters showed that there would be little expected change in the output of the Monte Carlo analysis when performing more than 1600 runs.
IV. Simulation Description
The Hyper-X program developed a high-fidelity 6-DOF nonlinear simulation model of the HXRV. The HXRV simulation does not model the HXLV and was usually initialized to the separation conditions from the HXLV. A separate 6-DOF simulation was developed to model the HXLV, and is beyond the scope of this report. A simplified model of the separation dynamics is included in the HXRV simulation. A separate, more detailed simulation, known as SepSim, was developed to fully model the HXRV separation from the HXLV and is beyond the scope of this report. The HXRV simulation was based on the standard DFRC simulation architecture 8 and contained detailed models that included the vehicle aerodynamics, mass properties, atmospheric, and wind models. Vehicle subsystems modeled in the simulation included the flight control system, actuator, engine and fuel systems, the inertial navigation system (INS), and the flush airdata sensing (FADS) system. The flight management unit (FMU) software models consisted of guidance, navigation, and flight control systems, in addition to the propulsion system control. Since most of the components in the research vehicle were single-string (not fault redundant), no failure modes were modeled in the simulation. The majority of the simulation core source code and models are written in Fortran 77 with several of the models consisting of autocode generated from Simulink ® (The MathWorks, Natick, Massachusetts) models. The simulation graphical user interface is written in C programming language.
The simulation can be run in either a real-time mode or a non-real-time batch mode. The batch mode operation is faster than real-time and was used for most engineering analysis including Monte Carlo analysis. The real-time mode was used only when the simulation was connected to ground test hardware. The base simulation frame rate is 200 Hz. Vehicle models and simulation routines are called at the appropriate multiples or submultiples of the base frame rate. Numerical integration of the simulation state information is performed using a second-order fixed-step Runge-Kutta algorithm optimized for fast execution. Oblate-Earth, 6-DOF equations of motion are employed. The simulation employs a command line interface along with a scripting capability. The scripting capability allowed for the simulation execution of script files containing multiple commands that had been strung together. The MCAT made extensive use of the simulation scripting capability to generate a unique simulation setup script for each Monte Carlo simulation run. Nearly every variable in the simulation is capable of being recorded in an external data file. The selection of output signals was done through the script files.
V. Model Uncertainties
The Monte Carlo analysis consisted of applying uncertainties to the simulation vehicle models. A total of 286 model uncertainties were used as a part of the final analysis for the second and third flights of the HXRV. The uncertainty distributions for each model were estimated using measurement error buildup, test data spread, or engineering judgment. The model uncertainties were generally developed by the engineering discipline team responsible for producing the model. These model uncertainties could be grouped in the following categories: separation condition, mass properties, control surface actuator performance, HXRV aerodynamics, separation aerodynamics, separation piston performance, FADS, atmosphere, winds, HXRV sensors, engine performance, and propulsion system performance. Uniform uncertainty distributions, described by their minimum and maximum values, were generally used as they produced the most conservative results. Uniform distributions were used for separation conditions, engine performance, winds, and inertial navigation system (INS) errors. To describe each Gaussian distribution, four numbers were used: mean, standard deviation (1-sigma), minimum, and maximum. The minimum and maximum numbers were used to limit the dispersions to better match their intended distributions and to maintain a 3-sigma limit on the applied uncertainties. The Matlab ® rand or randn function was used to generate a random number with either a uniform or Gaussian distribution for each uncertainty. These random numbers were then linearly mapped to the model uncertainty distribution to generate a model uncertainty parameter for input to the simulation.
An overview of the Monte Carlo uncertainties is presented in Table 3 . A detailed discussion of each area follows, with details presented where the data is not proprietary, sensitive, or otherwise restricted in distribution.
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The HXRV simulation was initialized at the point of separation from the HXLV for the Monte Carlo analysis. The flight conditions used to initialize the HXRV simulation were derived from the project requirements document and the HXLV Monte Carlo simulation results. The HXLV Monte Carlo results generally fell within specified bounds. When a specific project requirement existed, that bound was used to determine the mean and ± 3 sigma bounds for a particular condition since the requirement was more conservative than the HXLV Monte Carlo results. When no preexisting project requirement existed, the output of the HXLV Monte Carlo simulation was used. Table 4 details the separation conditions and uncertainties used to initialize the HXRV simulation for the Monte Carlo analysis.
The mass properties uncertainty model was developed by the HXRV structures team and is largely based on the accuracy of the test data. The vehicle weight, center of gravity, and principle moments of inertia were measured on the ground and adjusted for the final flight configuration. Measurement uncertainties and engineering judgment were used to determine the appropriate uncertainties. The mass property uncertainty values are presented in Table 4 .
The HXRV control surface actuator models are discussed in detail in Ref. 9 . A high-fidelity, proprietary model of the HXRV control surface actuators was provided by the manufacturer, Moog (New York) and updated by the HXRV guidance, navigation, and control (GNC) team, which also developed an uncertainty model for the actuator model. This high-fidelity model was used for the HXRV Monte Carlo analysis for Flights 2 and 3. The HXRV GNC team also developed a simplified second-order model that approximated the actuator performance. This simplified model was used for Monte Carlo analysis prior to the first flight attempt and these model uncertainties are presented in Table 4 . In general, the simplified actuator uncertainty model is more conservative than the high-fidelity model.
The HXRV vehicle aerodynamics model was developed from wind tunnel testing and computational fluid dynamics (CFD). 10 The aerodynamic uncertainty model was developed based on the wind tunnel testing and CFD results. 11 In addition, work done in developing the X-33 uncertainty model 12 Table 4 . Aerodynamic coefficient biases were used, but are not presented as they were not formulated in terms of a percent. The magnitude of the aerodynamic coefficient biases is generally small relative to the coefficients.
A simplified separation aerodynamics model was developed which applied delta force and moment increments to the free-flight HXRV aerodynamic coefficients to approximate the aerodynamic interactions expected to occur during the separation event. This model is known as the Sep Delta model. Uncertainties on these delta increments were developed and incorporated into the Monte Carlo analysis. The Sep Delta model was derived from SepSim analysis. A detailed presentation of the Sep Delta model along with its uncertainties is beyond the scope of this report. The principle purpose of the Sep Delta model in the HXRV Monte Carlo simulation was to replicate the spread in flight conditions the vehicle could be expected to encounter after the separation event. A detailed discussion of the SepSim analysis and results is contained in Ref. 13 .
Two pistons were used to push the HXRV away from the HXLV during the separation event. A piston force model was developed, along with uncertainties, primarily from test data. A piston performance model was implemented in the HXRV simulation, in addition to SepSim. A detailed discussion of the piston performance model and uncertainties is beyond the scope of this report.
A flush airdata sensing (FADS) system was employed on the HXRV. 14 The FADS system provided an angle of attack estimate that was blended with the inertial measurement following the engine test during the Mach 7 flight. The FADS system was only used real-time during the unpowered descent portion of the Mach 7 flight. The FADS performance uncertainties were examined by introducing uncertainties in the simulated pressure port measurements. There are three components to the FADS pressure port uncertainties. White noise was added to each frame as a uniformly-distributed number continuously varying from -1 to 1. There was also an uncertainty in the pressure coefficient at each port, which was a function of Mach and alpha. Finally, a PPT (pressure port transducer) measurement uncertainty was added as a normally-distributed number between -1 and 1. For the Monte Carlo analysis, uncertainties were applied only to the pressure ports used as part of the angle of attack estimation algorithm. Table 4 details the FADS uncertainties.
The HXRV simulation contains a separate atmosphere model for each month. This model was developed by the DFRC meteorological group and tailored for the expected HXRV engine test location. The model is derived from Global Reference Atmospheric Model (GRAM-95) data. 15 The atmosphere model used by the HXRV onboard software is constant during a Monte Carlo run and is set to the expected flight month. Atmospheric uncertainties are modeled by choosing a uniform random month for the atmosphere model in the nonlinear simulation. By randomly 7 varying the simulation atmosphere model between the 12 available models, adequate uncertainty was applied to the HXRV onboard software relative to the simulated values.
North-South, East-West, and vertical wind components are independently varied every 10,000 ft. North-South and East-West wind data was provided by the DFRC meteorology group. Vertical wind mean data is from GRAM-95, and also varies by altitude and month. Because of sparse statistical data for vertical winds over the ocean, a worst-case 3 sigma value of 10 ft/s was used. Table 4 provides sample wind uncertainties.
A high-fidelity sensor model, including uncertainties, was developed to model the performance of the INS contained in the H-764 Honeywell flight control computer (Honeywell, Inc., Minneapolis, Minnesota). The INS package is capable of utilizing global positioning system (GPS) updates to aid the position and attitude solution, but the HXRV used the pure inertial solution throughout its mission, so GPS performance was not included in the sensor model. Information used to develop the high-fidelity sensor model is proprietary and therefore, the model details are not presented here.
The HXRV simulation contains an engine database that approximates the steady-state scramjet engine thrust and moments, hereafter referred to as performance. 16 The simulation engine database consists of maximum and minimum values as a function of flight condition and fuel-to-air ratio. Engine performance is varied for each run by setting an engine performance parameter that selects a point between the minimum and maximum values in the database. Uniformly distributed values between 0 and 1 were used to vary the engine performance. The engine performance parameter was set at the beginning of a Monte Carlo simulation run and not varied thereafter. A value of 0.5 corresponds to the midpoint of the maximum and minimum values and is considered the nominal engine performance.
Uncertainties in the HXRV scramjet fuel system performance were modeled in the Monte Carlo analysis. Uncertainty in the fuel flow, igniter flow, and airflow were also modeled.
Most of the applied uncertainties were independent of each other; however, some reasonableness checks were performed on correlated parameters. These included angle of attack, pitch attitude, and flight path angle, as well as altitude, velocity, and dynamic pressure. Moments of inertia were also evaluated to ensure that the sum of two principle axes would be greater than the third axis.
In addition, the HXRV simulation random number seed was set by the Monte Carlo tool. The random number seed is used to initialize the random functions in the HXRV simulation that apply noise to the sensors and FADS pressure measurements. This explicit setting of the random number seed allowed for repeatability of a single Monte Carlo run.
VI. Mission and Trajectory Sensitivity Analysis
Key relationships between uncertainties and performance were determined using a sensitivity study. In general, the project was most interested in determining the uncertainty combinations that would produce the maximum or minimum of a particular metric. For example, one metric was the vehicle positive acceleration caused by the scramjet engine operation. As a result, the maximum and minimum positive acceleration values were of interest along with any key uncertainties influencing the value.
Performance metrics were unique to the various mission segments. The following were some of the metrics that were tracked during the separation event and parameter identification maneuvers: surface command rates and positions, vehicle attitude rates and angles, and normal acceleration. The most important performance metrics were the engine-on flight conditions: primarily angle of attack, Mach number, and dynamic pressure. These metrics were used to provide the scramjet team with the expected flight conditions for their own detailed, off-nominal analysis of the scramjet performance. The robustness of the guidance algorithm to off-nominal engagements was assessed by examining the impact of off-nominal headings when the algorithm was engaged. Over the rest of the descent to the ocean, surface commands and positions, altitude error, vehicle attitude, and flight condition were tracked. The vehicle orientation, velocity, splashdown point, aim point error, and time aloft were then determined at the end of each run. This final information was used to evaluate the performance of the guidance routine and to develop a splash point boundary for range clearance.
Maximums and minimums of these parameters of interest were drawn on scatter plots versus each model uncertainty input for a set of Monte Carlo runs to determine the uncertainty parameters to which the vehicle performance was most sensitive. An obvious example is seen in Fig. 5 , which shows how increasing the drag (axial force aerodynamic coefficient) decreases the distance traveled.
The HXRV was found to be sensitive to a model uncertainty if it caused the vehicle to reach a maximum or minimum limit of some parameter of interest, such as angle of attack, normal acceleration, or control surface deflection. In addition, if the vehicle exhibited an undesirable behavior, such as a pitch or roll oscillation, the cause(s) were noted as parameters of interest. Before the first flight attempt, a ranked list was formed of the model uncertainties to which the HXRV performance metrics and trajectory were most sensitive. Stress testing was conducted with combinations of these parameters being set at or beyond their minimum or maximum expected values. This testing resulted in a handful of cases that stressed the vehicle performance at varying points throughout the mission. These limited numbers of cases could be run quicker than a full Monte Carlo analysis to assess vehicle performance, while still stressing the vehicle software and performance. These stress tests were used to quickly examine design changes to the flight control laws and guidance algorithm. In addition, the stress test analysis partially accounted for the unknown unknowns present in every flight research program by examining the vehicle performance with what are believed to be unrealistic model uncertainties. These tests provided an assessment of the vehicle robustness in excess of that which is expected to be required.
VII. Validation Testing
Two types of flight hardware and software validation tests were performed: hardware-in-the-loop (HIL) and aircraft-in-the-loop (AIL) tests. 17 The purpose of HIL testing was to validate the hardware and software performance of the flight control computer, which is a portion of the flight management unit (FMU). For HIL testing, the FMU was connected to the simulation. Simulated inertial sensor data was provided to the FMU by the simulation. The flight software running on the FMU generated control surface commands and propulsion control valve commands that were in turn fed to the simulation. The number of test cases run in the HIL environment was limited because of the test complexity and time involved. The AIL tests were similar to the HIL tests but also included the vehicle flight actuator controller and actuators as part of the test configuration. The AIL testing placed flight hardware at risk, so an even more limited number of test cases were chosen for this type of testing.
Taking these factors into consideration, a small set of runs was chosen for validation testing from the thousands of Monte Carlo runs. Approximately 20 runs were performed using the HIL setup, and less than 5 runs were conducted as a part of AIL testing. The runs chosen for HIL and AIL testing were chosen from a Monte Carlo dataset by finding the minimum number of runs that bounded some desired aspect of the mission. For example, Fig. 6 shows the 5 cases found that bounded 90 percent of the altitude profiles from 1600 Monte Carlo cases. In general, the HIL cases were chosen to bound the flight conditions seen in the Monte Carlo analysis and the AIL cases were chosen to stress some aspect of the control surface actuators such as response to a large step change, maximum/minimum deflection, or high levels of surface motion. An automated tool was developed that selected the minimum number of cases that met the desired criteria. Table 5 shows the criteria the tool maximized or minimized during a given mission segment. The tool worked its way through the Monte Carlo dataset and selected a run for HIL testing if it was 90 percent of the way to a specified bound. Cases exceeding the 90 percent threshold for multiple specifications were ranked higher and the highest ranked cases were chosen for HIL analysis. Flight results are presented for the time period after the separation event. The HXRV simulation only roughly approximates the separation event and this time period is fully modeled in detail by the HXRV separation simulation.
VIII. Flight Data Comparisons to Preflight Monte Carlo Results

A. The Mach 7 Mission
For the Mach 7 flight, the in-flight performance, when compared to Monte Carlo predictions, indicates that the analysis was fairly accurate at predicting actual flight performance and bounds. Notable differences between the Monte Carlo predictions and the in-flight performance are discussed. Figure 7 displays the inertial angle of attack during the scramjet test. In Figs. 7-15 , flight data is compared to a nominal simulation run started at the in-flight separation point. Monte Carlo data is represented on Fig. 7 by the gray bands that show the bounds for 66 percent of the runs, 95 percent of the runs, and the minimum and maximum values.
The cowl-open transient prior to the engine test resulted in the vehicle nose pitching up, whereas the nominal and Monte Carlo preflight analysis predicted a nose-down transient as shown in Fig. 7 . The inaccurate prediction of the direction of the cowl-open transient was likely caused by an incorrect understanding of the unsteady aerodynamics caused by the cowl door opening.
The inertial angle-of-attack response during the engine test is compared with the preflight Monte Carlo results in Fig. 7 . During the engine test, the HXRV maintained the engine test conditions well within the requirements of ± 0.5° angle of attack. The inertial angle of attack fell outside the Monte Carlo bounds for a few seconds during the engine test as the igniter was removed from the fueling profile. This event is an example of the difficulties in modeling the complexities of the scramjet operation, as it was not covered by the Monte Carlo preflight predictions. The HXRV simulation contains a simplified engine model that is essentially a table lookup based on flight condition and therefore, does not fully model the dynamics of scramjet operation.
Following the scramjet experiment, the HXRV increased the angle of attack to arrest the buildup in dynamic pressure and heating. During the recovery maneuver, the HXRV experienced small amplitude angle of attack oscillations at a frequency of approximately 0.65 Hz as shown in Fig. 8 . The preflight Monte Carlo predictions did not include any cases with sustained oscillations during the recovery maneuver. The cause of the oscillations is not fully understood. After the recovery maneuver, the vehicle transitioned to the descent mode.
The vehicle maintained controlled flight and performed well during the descent. Figure 8 also shows that the inertial angle of attack was within the preflight predictions during the descent portion of the mission. The large changes in angle of attack during the descent are caused by preprogrammed PID maneuvers, which were preformed at integer Mach numbers. Figure 9 shows that the flight altitude profile was close to the nominal simulation results and was well within the Monte Carlo predictions. The bank angle was within Monte Carlo predictions throughout the descent except for a deviation late in the descent, seen in Fig. 10 . At that point, the HXRV banked approximately 30° left wing down. The cause of this upset has not been conclusively determined, but the upset might have been caused by winds or unmodeled transonic aerodynamics. The impact location was well within the preflight prediction as shown in Fig. 11 . Figure 12 shows the HXRV ground track following separation from the HXLV overlaid on the preflight Monte Carlo predictions. The California coastline is included in Fig. 12 for approximate scale and orientation.
B. The Mach 10 Mission
The HXRV generally flew within the Monte Carlo bounds for the Mach 10 flight, with several notable exceptions. 19 Figure 13 shows the in-flight angle-of-attack performance during the engine test. A slight pitch up, instead of a pitch down (as predicted by the nominal simulation), occurred when the cowl door opened. This pitch up occurred in both the Mach 7 and Mach 10 missions. Before the Mach 10 flight, the engine database uncertainties were increased to account for the discrepancy seen in the Mach 7 flight. As a result, the in-flight angle-of-attack performance when the cowl door opened fell within the Monte Carlo predictions for the Mach 10 flight.
The expected longitudinal upsets, when the engine was turned on and off, were within the Monte Carlo predictions. During the remainder of the engine test, the HXRV maintained the required angle of attack. As seen in the Mach 7 flight, the inertial angle of attack fell outside of the Monte Carlo bounds during the engine test as the igniter was removed from the fueling profile. Figure 14 shows that during the engine test, the AMW deflections were near the Monte Carlo bounds, which is believed to result from an inaccurate prediction of the nominal Cmo (pitching moment at zero degree angle of attack) by the aerodynamic and engine databases. This discrepancy indicates that a larger Cmo uncertainty might have been appropriate.
Following the engine test, the HXRV successfully closed the engine cowl door and pulled to the desired angle of attack as part of the recovery maneuver. After approximately 10 s, the HXRV began to slowly rock approximately ± 10° about the commanded bank angle, and the rocking grew to as much as ± 20° about the command when guidance started maneuvering the vehicle in the direction of the aim point. During the same time period, the internal engine pressures indicated that air had started to flow through the engine, resulting in a pressure increase on the aft underbody of the vehicle, which pushed the nose down. The HXRV responded by commanding the elevators to move to a more negative deflection to bring the nose back up. Figure 15 , which shows the left AMW deflection from flight compared to the Monte Carlo data, illustrates the primary effect of air flowing through the engine. The AMW deflection was outside of the Monte Carlo bounds at high Mach numbers. Another event of note during this time period was a step change in the elevator command of several degrees to counter a longitudinal disturbance. This disturbance is believed to have been caused by a venting in the fuel system and the spontaneous ignition of igniter in the engine during this process. The internal engine pressures dropped shortly before the Mach 8 PID maneuver, and the HXRV flew generally as predicted from Mach 8 and below. The AMW deflections continued to be outside of the Monte Carlo bounds until approximately Mach 5 when they started to track the nominal preflight predictions. Unexpected airflow through the engine and the unexpected spontaneous fuel ignition during the venting process are examples of phenomena that were not anticipated and thus not modeled as part of the Monte Carlo analysis. It is not known if the AMW deflections at the higher Mach numbers were outside the Monte Carlo bounds solely because of air flowing through the engine or if a mismatch in the predicted aerodynamics is also a cause. The HXRV flew as predicted during the rest of the descent after about Mach 5.
IX. Observations and Lessons Learned
It is fairly obvious that a vehicle simulation is only as good as the models of which it is composed. It is also obvious that a Monte Carlo analysis is only as good as the uncertainties used. In the case of the HXRV, some sets of uncertainties were known better than others. For example, the mass properties of the vehicle were measured directly and therefore were very well known with the uncertainty being largely driven by measurement accuracy. On the other hand, the HXRV was the first airframe-integrated scramjet-powered vehicle operated in flight. As a result, there was greater uncertainty in the aerodynamics, cowl motion transients, and engine operation because of the limited flight experience with this class of vehicle and the limited amount and applicability of wind tunnel testing. These models carried correspondingly larger uncertainties and, based on flight results, possibly should have carried larger uncertainties.
The aerodynamic and engine performance uncertainties used in the HXRV simulation were primarily applied as a scalar to the vehicle forces and moments. The flight data indicated inaccurate predictions in the vehicle Cmo in several instances; therefore an improvement to the HXRV aerodynamic uncertainty model would have been the addition of larger biases to the total vehicle forces and moments.
Monte Carlo analysis is very useful for predicting vehicle performance in the presence of known uncertainties. If, however, the uncertainties are believed to be conservative, it can provide a false sense of security and the perception that the vehicle will be robust to anything that could happen. Monte Carlo analysis also cannot account for unknown unknowns. The HXRV Mach 7 and Mach 10 missions experienced several events that were not anticipated and hence not modeled in the simulation. The unexpected pitch-up when the cowl door opened and the oscillations that occurred during the recovery maneuver during the Mach 7 mission are excellent examples of unanticipated events not modeled by the simulation and therefore not a part of the Monte Carlo analysis. The HXRV GNC team attempted to account for these unknown unknowns by maintaining conservative uncertainty bounds, primarily using uniform uncertainty distributions to produce a larger number of cases at the "corners," and performing stress tests past the uncertainty bounds. Although the exact uncertainties and unknown unknowns were not captured within the Monte Carlo bounds, the system was robust enough to account for them without catastrophic consequences.
The Monte Carlo analysis tools turned out to be fairly complicated. Keeping track of the hundreds of model uncertainties and the interactions between the Matlab ® -based tools and the simulation turned out to be a straightforward, but involved process. The simulation models and uncertainties evolved greatly between the initial Monte Carlo capability developed for Flight 1 and that used for Flight 3. It is extremely important that any Monte Carlo analysis tool be straightforward to use and easily modifiable, especially when the tool is projected to be in use for many years.
The Monte Carlo analysis tools were not under configuration control until late in the project. This lack of configuration control was not a serious problem since modifications to the tool were typically done by only one or two people working closely together, however, the HXRV simulation was under configuration control from the beginning. It became desirable to place the tool under configuration control later in the program since it was used for an important preflight analysis. The majority of the uncertainty values were contained in the Matlab ® scripts, which were a part of the Monte Carlo analysis tools, however, a number of the uncertainty values were contained in the 11 HXRV simulation and a random number was input from the tools to set the uncertainty in the simulation. There would have been several advantages in placing the uncertainties in the HXRV simulation. First, all of the uncertainties would have been in the same tool and been under configuration control from the beginning. Second, the Matlab ® scripts that generated each simulation run could have been much simpler if they had only to generate a set of random numbers for input to the simulation. An alternative approach would have been to incorporate all of the Monte Carlo run generation capabilities in the HXRV simulation. The main drawback to either of these approaches is that the simulation would have grown even more complex and potentially difficult to modify. The decision to place the Monte Carlo uncertainties and capabilities in the vehicle simulation is one that is specific to each project and depends on the complexity of both the simulation and the desired Monte Carlo analysis.
X. Conclusion
An overview of the Hyper-X research vehicle Monte Carlo analysis tools, model uncertainties, and analysis was presented. The methodology for selecting hardware validation test cases from the Monte Carlo data was described. The results of the preflight Monte Carlo analysis were compared with flight data, with an emphasis placed on highlighting modeling shortfalls. Modeling and Monte Carlo analysis lessons learned were presented. The preflight Monte Carlo analysis indicated that the X-43A control system was robust to the preflight uncertainties and provided the Hyper-X project an important indication that the vehicle would likely be successful in accomplishing the mission objectives. The X-43A accomplished all of the objectives during the two successful flights, however, the actual inflight performance was not entirely captured within the Monte Carlo bounds. The X-43A flight control laws and guidance algorithms were robust enough as a result of the preflight Monte Carlo analysis, to ensure that the vehicle was able to handle the unexpected without undue consequences. 12 19 Baumann, E., Bahm, C., Strovers, B., and Beck, R., "The X-43A Mach 10 Mission Guidance and Control Updates, Rationale, and Flight Test Results," NASA/ TM-2007 TM- -214610, 2007 . Available from the former chief engineer, X-43 Project. Table 1 . Monte Carlo parameters saved at 1, 10, and 
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