Research on multicasting in single-hop WDM networks has so far focused on networks based on the Passive Star Coupler (PSC), a broadcast device. It has been shown that the multicasting performance is improved by partitioning multicast transmissions into multiple multicast copies. However, the channel bottleneck of the PSC, which does not allow for spatial wavelength reuse, restricts the multicast performance. In this paper we investigate multicasting in a single-hop WDM network that is based on an Arrayed-Waveguide Grating (AWG), a wavelength routing device that allows for spatial wavelength reuse. In our network optical multicasting is enabled by wavelength-insensitive splitters that are attached to the AWG output ports. Multicasts are partitioned among the splitters and each multicast copy is routed to a different splitter by sending it on a different wavelength. We demonstrate that the spatial wavelength resuse in our network significantly improves the throughput-delay performance for multicast traffic. By means of analysis and simulations we also demonstrate that for a typical mix of unicast and multicast traffic the throughput-delay performance is dramatically increased by transmitting multicast packets concurrently with control information in the reservation MAC protocol of our AWG based network.
I. INTRODUCTION
Metropolitan area (metro) WDM networks connect local access networks to the WDM backbone network. With the increasing speeds in access networks due to new technologies, such as Gigabit Ethernet, xDSL, and cable modems, and the deployment of very high-speed backbone networks, metro networks are emerging as a bottleneck in the Internet. This bottleneck -commonly referred to as metro-gap -calls for the development of novel network architectures and protocols for metro WDM networks [1] . Indeed, several recent reserach efforts address the metro-gap, see for instance [2] , [3] , [4] , [5] , [6] , [7] . These efforts are primarily directed at unicast (i.e., point-to-point) traffic. Multi-destination (i.e., point-to-multipoint) traffic, however, is expected to account for a significant portion of the load on metro networks. This splitters, the transmitter has to send the multicast data packet twice.
Note that each transmitter (receiver) has to be tunable over at least one FSR (consisting of wavelengths. As demonstrated in this paper, due to the extensive reuse of wavelengths and concurrent transmissions, our network achieves good performance for realistic tuning ranges, e.g.,
As depicted in Fig. 1 , a broadband light source signal, e.g., light emitting diode (LED), is fed into the upper AWG input port in addition to the four wavelengths. The broadband signal is spectrally sliced by the AWG such that a slice of the original signal (albeit attenuated) is routed to each receiver, irrespective at which splitter it is located. The broadband light source is used for the periodic broadcasting of control traffic (reservation requests for data packets) in our AWG based network. Our MAC protocol (see Section IV) ensures that each receiver is periodically tuned to one of the control traffic slices to avoid receiver collisions for the control traffic. (A receiver collision, also known as destination conflict, occurs when a source node sends on one wavelength and the destination node's receiver is tuned to another wavelength.) Using the control information each node acquires and maintains global knowledge. This knowledge is used for distributed scheduling without explicit acknowledgements, which results in improved channel utilization and decreased delay. 
A. Multicasting with Spatial Wavelength Reuse
As opposed to the PSC, the AWG allows for spatial wavelength reuse at all ports. Fig. 2 illustrates that all four wavelengths and an additional broadband signal can be applied at both combiners simultaneously without resulting in collisions at the splitter output ports. Generally, with a , and partitions a multicast into smaller subgroups. This tradeoff between spatial wavelength reuse, using multiple FSRs, and efficient multicasting with partitioning is further investigated in Section V of this paper.
B. Multicasting Concurrently with Control
For increased efficiency the control traffic is transmitted using spreading techniques [32] , as discussed in more detail shortly. The spreading allows for the simultaneous transmission of control traffic and data traffic. The spreaded transmission of the control traffic in conjunction with the periodic tuning of the receivers to the control traffic slices provides opportunities for efficient multicasting. As studied in detail in Section VI transmitting multicast data traffic simultaneously with control traffic is one of the key techniques for efficiently accommodating a typical mix of unicast and multicast traffic in the AWG based network.
III. AWG BASED NETWORK ARCHITECTURE primarily on the architectural features relevant for multicasting and refer the interested reader for more details to [31] , where the network is studied for unicast transmissions.) There are to the network via two fibers. Every node uses one fiber for transmission and the other fiber for reception.
The network and node architecture is depicted in more detail in Fig. 4 . The network is based on a
AWG. A wavelength-insensitive 4 5 combiner is attached to each AWG input port and a wavelengthinsensitive 6 4 splitter is attached to each AWG output port. The network thus connects
nodes. Each node contains a laser diode (LD) and a photodiode (PD) for data transmission and reception, respectively. Both LD and PD are tunable over 9 @ ¦ wavelengths. Fast tunable transmitters have been proven to be feasible in a cost-effective manner in [4] . Similarly, electro-optic tunable filters (EOTFs) are promising candidates for realizing fast tunable receivers which are expected not to be significantly more expensive than their fixed-tuned counterparts. Using tunable receivers not only improves the network efficiency and performance by means of load balancing over all wavelengths [33] but also enables efficient multicasting since all intended receivers can be tuned to the corresponding wavelength the multicast packet is transmitted on (which is the main topic of this paper). In addition, each node uses a broadband light source, e.g., an off-the-shelf light emitting diode (LED), for broadcasting control packets. The broadband LED signal (10-100 nm) is spectrally sliced such that all receivers obtain the control information. The signaling is done in-band, i.e., LED and LD signals overlap spectrally. In order to distinguish data and control information we employ direct sequence spread spectrum techniques; at the transmitting part the control information is spread before externally modulating the LED (for a feasibility study of this concept the interested reader is referred to [32] ). At the receiving part the control information is retrieved by despreading a part of the incoming signal. By using multiple spreading codes, several nodes could transmit their control packets at the same time, leading to code division multiple access (CDMA). In this work we employ only one single code, just to enable the simultaneous transmission of data and control signals.
This keeps the computational overhead at the nodes low, thus ensuring network scalability [34] .
IV. MAC PROTOCOL
In this section, we discuss the Medium Access Control (MAC) protocol, which controls the access of the tunable transceivers to the shared wavelengths. The timing structure of our MAC protocol is schematically shown in slots. The slot length is equal to the transmission time of a control packet (which is discussed shortly). The transceiver tuning time is assumed to be negligible, which is a realistic assumption for electro-optic transceivers with a tuning time of a few nanoseconds (and a small tuning range, e.g.,
A. Timing Structure
. Each frame is partitioned into the first
, slots (shaded region) and the remaining
slots. In the first G slots, control packets are transmitted and all nodes tune their receivers to one of the corresponding LED slices (channels) in order to obtain the control information. In each frame within a cycle, the nodes attached to a different AWG input port send their control packets.
Specifically, all nodes attached to AWG input port T (via a common combiner) send their control packets in frame Fig. 5 ). Hence, after ¦ frames (one cycle) all nodes have equally had the opportunity to send their control packets, ensuring fairness. To make the entire system scalable, the G slots are not fixed assigned. Instead, control packets are sent on a contention basis using a modified version of slotted ALOHA (we deploy a version of reservation ALOHA (R-ALOHA), for details please refer to [31] ). Control packets arrive at the receivers after the one-way end-to-end propagation delay (i.e., half the round-trip time).
In the last During this time interval, data packets from any AWG input port can be received, thus allowing for data packet transmissions with spatial wavelength reuse (provided the data packet is no longer than
B. Control Packet Transmission
If a node has no data packet in its buffer the LED and LD remain idle. When a data packet arrives at
, node ¡ 's LED broadcasts a control packet in one of the G slots of the frame allocated to the AWG input port that node ¡ is attached to. The slot is chosen randomly according to a uniform distribution. A control packet consists of four fields, namely, destination address, length and type of the corresponding data packet, and forward error correction (FEC) code. In the case of a unicast packet the destination address is the address of the (single) destination node. In the case of a multicast packet the destination address might consist of 2 bits where each bit represents a specific destination node (and a bit is set to one if the corresponding node belongs to the multicast group, otherwise the bit is set to 0), or several bits denoting the corresponding multicast group. As illustrated in Fig. 6 , the data packet can be of variable size
, where a denotes the length in slots. The type field contains one bit and is used to enable packet and circuit switching. While we focus on packet-switched unicasting and multicasting in this paper, our protocol extends to circuit-switching in a straightforward fashion; see [31] for a discussion on the circuit switching aspects of our protocol. The FEC is used by the receiver to correct rare sporadic bit errors in the control packet or to detect a control packet collision.
C. Control Packet Reception and Data Packet Scheduling
Every node collects all control packets by tuning its receiver to one of the corresponding channels during the first Successful control packets are put in a distributed queue at each node.
All nodes process the control packets successfully received in the first G slots of a frame by executing the same first-come-first-served and first-fit scheduling algorithm. We adopt this simple greedy scheduling algorithm since in high-speed networks arbitration algorithms need to be of low complexity [16] . The data packets are scheduled in the first possible slots on the lowest available wavelength. A multicast packet
, destination splitters is scheduled f times (each time for transmission on a different wavelength to a different subgroup of nodes). Note that these multiple transmissions require only one single control packet, resulting in a decreased signaling overhead [35] .
As discussed in more detail in Sections V and VI, we consider two different variations of the first-comefirst-served-first-fit scheduling algorithm. For the multicast-only traffic scenario considered in Section V, multicast packets from nodes attached to AWG input port frames of the cycle.
In the unicast and multicast traffic mix scenario considered in Section VI, multicast packets from nodes attached to AWG input port . To see this, note that in the adopted timing structure a given node can send a packet of length frames of a given cycle according to the adopted first-come-first-served-first-fit scheduling discipline.
We consider the following commonly studied performance metrics:
Mean transmitter throughput defined as the mean number of transmitting nodes in steady state. Mean receiver throughput defined as the mean number of receiving nodes in steady state.
Mean multicast throughput
Mean delay defined as the average time in frames from the generation of a packet until the completion of the multicast transmission.
For the simulations in this section the network parameters are set to the following default values:
Number of nodes
, the transceiver tuning range , number of slots per frame
, number of reservation slots per frame
, and scheduling window size of 64 frames. (The scheduling window is set to 64 frames to ensure a fair comparison of the considered network configurations with ¦ = 2, 4, and 8, of which the ¦ = 8 configuration requires the largest scheduling window of 8 cycles which translates into 64 frames.)
The propagation delay is assumed to be no larger than one frame. (The propagation delay is assumed to be no larger than one frame since in the PSC based network there is no cyclic timing structure as opposed to the AWG based one. In the PSC based network each node is assumed to be able to (re)transmit a control packet in every frame.) We assume that all nodes are equidistant from the central AWG (PSC), which is achieved in practice with standard low-loss fiber delay lines. The mean arrival rate denotes the probability that an idle node generates a multicast packet at the end of a frame. 
and a PSC based single-hop WDM network. For a fair comparison in both networks each node is equipped with the same pair of one tunable transmitter and one tunable receiver for data transmission. In the PSC based network, control is broadcast by using the inherent broadcast nature of the PSC. Each node is equipped with an additional transceiver fixed-tuned to a separate wavelength. Thus, in the PSC based network there are nine wavelengths, eight for data and one for control transmission. Nodes ready to (re)transmit control packets are allowed to randomly
reservation slots in each frame (of length
slots, using the same retransmission
as in the AWG based counterpart). network where the latter one is assumed to operate without partitioning (the case where the PSC supports logical partitioning is discussed shortly). This is because due to its wavelength-routing nature the AWG provides (physical) partitioning such that nodes ready to send multicast packets are more likely to find free destination receivers for transmitting the corresponding multicast packets. Note that for all
the AWG provides the same transmitter throughput of eight. This is due to the fact that with a fixed transceiver tuning range of
the number of available wavelength channels is limited such that additional transmissions cannot take place even though the corresponding destination receivers might be free. Hence, this figure confirms that partitioning can cause a channel bottleneck in the network. This channel bottleneck can be alleviated by spatial wavelength reuse, as discussed shortly. However, the physical AWG degree ¦ has an impact on the receiver throughput, as depicted in Fig. 7 . While a § 3 § AWG yields a larger receiver throughput than the PSC, for
we observe the opposite. This is due to the channel bottleneck caused by partitioning. To see this, recall that for
the number of transmitting nodes is equal to the maximum number of available wavelength channels. For increasing Note that compared to Fig. 7 the maximum transmitter throughput of the AWG based network without spatial wavelength reuse is smaller than eight, since frames are not fully utilized due to the smaller packet size of
slots. We observe that by allowing for spatial wavelength reuse the transmitter throughputdelay performance of all ¦ r ¦ AWG based networks is significantly improved with
nodes cannot fully capitalize on the increased number of available wavelength channels.
This is because with two partitions multicast copies destined to the same splitter are likely to experience receiver conflicts since on average each multicast copy is destined to more receivers for
. As a result, there are many destination conflicting multicast transmissions resulting in a modest transmitter throughput. AWG based network provides the smallest delay and the largest transmitter throughput which is more than twice that of a PSC based network, which operates with two partitions but does not allow for spatial wavelength reuse. Figs. 10 and 11 show that spatial wavelength reuse also significantly improves the receiver and multicast throughput-delay performance of AWG based single-hop networks. Again,
is not a good choice to achieve an acceptable network performance. Whereas,
exhibit about the same receiver and multicast throughput-delay performance improvement. In terms of multicast throughput, i.e., the mean rate of multicast completions, it is advisable to set
. That is, with
the transmitter throughput is rather small (see Fig. 9 ) but each transmitted multicast copy is received by more intended destinations attached to the same splitter translating into an increased receiver throughput (see Fig. 10 ) and fewer required transmissions of a given multicast packet. Note that in terms of receiver and multicast throughput a § y § AWG based single-hop network outperforms its PSC based counterpart by approximately 8 g where the latter one deploys the same partitioning but is unable to provide spatial wavelength reuse. 
VI. MULTICASTING SIMULTANEOUSLY WITH CONTROL
Up to this point we have considered only multicast packet traffic, i.e., each packet was destined to a random number of
nodes and we have examined the interplay between partitioning and spatial wavelength reuse. In contrast, in this section we analyze the transmission of a typical unicast and multicast traffic mix over the AWG based network. In this traffic mix a certain portion of the traffic is unicast while the remaining traffic is multicast. We focus on the interplay between unicast with spatial wavelength reuse and multicast concurrently with control traffic; we do not consider partitioning in this section. The motivation for this study is as follows. The results of the preceding section demonstrate that spatial wavelength reuse is beneficial for transmitting multicast traffic. Spatial wavelength reuse is not possible during the reservation phase, i.e., the first G slots of every frame when the control packets are transmitted. Thus, the reservation phase prevents the full exploitation of spatial wavelength reuse.
Now consider the transmission of a typical mix of unicast and multicast traffic. For unicast traffic the wavelength channels are the primary bottleneck and receiver availability is typically not a problem; hence spatial wavelength reuse (which alleviates the channel bottleneck) brings dramatic benefit for unicast traffic [2] . Multicast traffic also benefits from spatial wavelength reuse, but typically receiver availability is its primary bottleneck. This suggests to schedule
multicast packets in the frame with the reservation phase, during which all receivers are tuned to a slice carrying the spreaded control traffic, thus alleviating the receiver availability problem, and
unicast packets in the remaining frames where they can exploit spatial wavelength reuse. In this section we develop an analytical model to study the interplay between unicast and multicast traffic. We examine how spatial wavelength reuse and multicasting concurrently with control improve the overall throughput-delay performance of the AWG based network.
A. System and Traffic Model
We conduct an asymptotic analysis, which is exact in the asymptotic limit 4 9 and gives good accuracy for finite 4 , as verified by simulations. Throughout our analysis we assume that the propagation delay is no larger than one cycle, which is reasonable for metro networks. All nodes are equidistant from the AWG. We let the mean arrival rate denote the probability that an idle node at AWG input port ). Additionally, a packet is either a unicast packet (destined to one node) or a multicast packet (destined to all nodes attached to one splitter). A unicast packet is destined to any of the 2 nodes (including the sending node, for simplicity) with equal probability @ y 2
. A multicast packet is destined to any of the ¦ splitters (including the splitter that the sending node is attached to) with equal probability @ y ¦
. As a shorthand we refer to the four packet types (long, multicast), (long, unicast), (short, multicast), and (short, unicast)
with the tuples
, and
denote the probabilities that a newly generated packet is of type
. If a control packet fails (either in the control packet contention or the data packet scheduling) the type of the corresponding data packet is not changed in our model, i.e., the packet type is persistent. However, we do assume non-persistency [36] for the destination in our model, i.e., a new random destination (node or splitter) is drawn for each attempt to transmit a control packet.
Now consider the nodes attached to a given (fixed) AWG input port
. These nodes send their control packets in frame T of a given cycle. We refer to the nodes that at the beginning of frame T hold an old packet, that is, a control packet that has failed in control packet contention or data packet scheduling, as "backlogged". We refer to all the other nodes as "idle". Let be a random variable denoting the number of idle nodes at AWG input port
denote the probabilities that a given node at port T is to send a control packet corresponding to a data packet of type
since long multicast packets are more difficult to schedule than the other packet types and thus require more retransmissions (of control packets).
B. Analysis of Control Packet Contention
First, we calculate the probability that a given control slot out of the available it contains exactly one control packet corresponding to a newly generated data packet (from one of the idle nodes) and no control packet from the backlogged nodes, or
it contains exactly one control packet from a backlogged node and no control packet from an idle node. Hence,
where we assume that the number of control packets from idle nodes is independent of the number of control packets from backlogged nodes, which as our simulations indicate is reasonable.
Recall from our traffic model in Section VI-A that each packet is destined to any one of the ¦ AWG output ports with equal probability @ y @ ¦
. Thus, the number of control packets corresponding to
originate from a given AWG input port
are successful in the control packet contention of frame T (of a given cycle), and (
, are distributed according to the binomial distributions
, respectively.
C. Analysis of Packet Scheduling
We now proceed to calculate the numbers of successfully scheduled packets. Recall that the numbers of packets to be considered for the schedule from a given AWG input port to a given AWG output port are distributed according to the binomial distributions given at the end of the preceding section. Let
, and « h be random variables denoting the number of packets of type
originate from a given AWG input port ) are successfully scheduled within the scheduling window of one cycle. We
, and g u « h x as functions of
, and (which in turn is a function of as given in Eqn. (1)).
The two critical resources (constraints) for the data packet scheduling are
the wavelength channels on the AWG, and
the tunable receiver at each of the nodes. Recall from Section IV that data packets are scheduled so as to avoid channel collisions (i.e., two or more packets being transmitted on the same wavelength channel at the same time) and receiver collisions (i.e., two or more packets being destined to the same receiver at the same time).
1) Channel Constraint:
First, we examine the wavelength channel constraint. Consider the scheduling of packets from a given (fixed) AWG input port Clearly,
We have considered the scheduling of one packet type in isolation so far. To complete our model we need to consider the scheduling of combinations of the different packet types as well as the receiver collisions. Note that receiver collisions due to multicast packets of a give type ( and VI-C.4.
2) Receiver Constraint:
In our analytical model of the data packet scheduling we account for receiver collisions due to multicast packets. We allow multicast packets to be scheduled from the nodes at a given AWG input port . We note that throughout our analysis we ignore receiver collisions due to unicast packets, i.e., when scheduling a unicast packet we do not verify whether there is already another unicast packet (from the same AWG input port or a different input port) destined to the same destination port at the same time. Our simulations in [2] as well as in Section VI-E of this paper account for receiver collisions due to unicast packets and demonstrate that this simplification gives very accurate results.
Recall from Section IV that the nodes at AWG input port Note that we assume here that the propagation delay is less than one cycle. Also, note that in case . Now, consider the scheduling of data packets from the nodes at the other AWG input ports . We let
denote the steady state probability that columns are occupied. We will evaluate the steady state distribution
, from a Markov chain model developed in Section VI-C.5.
For the scheduling of the multicast packets from port We now establish schedulability conditions to verify whether a given scheduling pattern is feasible. The first schedulability condition is
Clearly, when we have scanned ¡ control slots we cannot have scheduled more than ¡ packets.
The second schedulability condition is
We refer to a scheduling pattern
that satisfies the first schedulability condition (Eqn. (5)) and one out of the schedulability conditions (6), (7), (8) as feasible. Let
denote the probability that the scheduling pattern
arises. For all feasible scheduling patterns we calculate
with the recursion
where
is feasible, i.e., satisfies (5) and (6) d } otherwise.
(10)
is feasible, i.e., satisfies (5) and (7) d } h otherwise.
is feasible, i.e., satisfies (5) and (8) 
is feasible, i.e., satisfies (5) and either (6), (7), or (8) d h otherwise.
We initialize this recursion with
otherwise, and note that all undefined
(e.g., those with negative
, or § ) are set to zero.
4) Scheduling with
Occupied Columns: We assume throughout this section that
If this condition is not satisfied, the analysis of the scheduling with occupied columns becomes more complicated since the specific order of the scheduling of the packets from the considered port 
This condition accounts for the receiver collisions due to We let
is feasible, i.e., satisfies (5) and (7)
is feasible, i.e., satisfies (5) and (15) d r otherwise.
is feasible, i.e., satisfies (5) and either (7) or (15) d r h otherwise.
otherwise, and note that all
) are set to zero.
5) Markov Chain Model for Number of Occupied Columns
In this section we derive the steady state probabilities
, that columns in the scheduling window of the considered port
, are already occupied by the other ports
, when port T begins its data packet scheduling. Towards this end we construct an irreducible, positive recurrent
Markov chain with the states
The Markov chain makes state transitions in every frame. Specifically, we interpret as the number of occupied columns in the scheduling window of port T 6 , that is, upon the state transition the considered scheduling window moves one frame into the future. are given by
To see this, note that as we make the state transition from the scheduling window of port Next, we calculate the probabilities
. First, we consider these probabilities for
. We have for
For ê 6 $ s we have
Next we consider the probabilities with H ¡ H R Ç
Furthermore, we have for 
With the calculated state transition probabilities
, we find the steady state
, as the solution to
6) Expected Numbers of Scheduled Packets:
We obtain the expected number of scheduled packets as
This is because u new packets are generated in each cycle by the nodes attached to a given AWG input port. With probability @ y @ ¦ each of the generated packets is destined to a given (fixed) AWG output port (splitter). On the other hand, g u « x
packets are scheduled (and transmitted) on average from a given AWG input port to a given AWG output port in one cycle; in equilibrium as many new packets must be generated.
The other four equilibrium conditions are
These hold because in equilibrium the mean number of scheduled packets of a given type from a given AWG input port to a given AWG output port in one cycle (LHS in the equations) is equal to the number of newly generated packets of this type in one cycle (RHS in the equations).
The first equilibrium condition (33) and any three of the four conditions (34), (35), (36) , and (37), along
give a system of five linear independent equations which can be solved by standard numerical techniques for the five unknowns
. These are then used to calculate the expected numbers of scheduled packets from a given AWG input port to a given AWG output port per cycle g u
Note that in the considered scenario where all receivers of a multicast are located at one random splitter the mean aggregate multicast throughput (multicast completions per frame) is equal to the mean aggregate transmitter throughput.
The mean receiver throughput The mean delay in the analytical network model is defined as the average time in cycles from the generation of the control packet corresponding to a data packet until the successful scheduling of the data packet. Following the arguments in [2] we obtain
E. Numerical Results
In this section, we conduct numerical investigations of the interaction between unicast and multicast traffic. This investigation quantifies the benefits of multicasting concurrently with reservation control traffic in conjunction with unicast with spatial wavelength reuse. The default network parameters are set as follows: Number of nodes
, number of available wavelengths at each AWG port
slots, number of reservation slots per frame
, retransmission probability
. We have also conducted extensive simulations of a more realistic network in order to verify the accuracy of the analytical model. As opposed to the analysis, in the simulation a given node cannot transmit unicast packets to itself. Furthermore, in the simulation not only the packet type (length, unicast or multicast) but also the destination of a given unicast or multicast packet are not renewed, i.e., are persistent, when retransmitting the corresponding control packet (recall that the analysis assumes that the type of the packet is persistent while the destination is nonpersistent). In addition, the simulation takes all receiver conflicts into account, i.e., a given unicast or multicast packet is not scheduled if the receiver(s)
of the intended destination(s) is (are) busy. Each simulation was run for " X W slots including a warm-up phase of " slots. Using the method of batch means we calculated the 98% confidence intervals for the performance metrics, which were always smaller than 4% of the corresponding sample means. 
of multicast packets. In all cases, the fraction of short data packets is
. Accordingly, the fraction of long data packets is
. The AWG degree is set to
Hence, the number of used FSRs is F $ ! § , the frame size equals
slots, and short packets are = 160 slots long. If the fraction of multicast packets is equal to g all packets are unicast and transmitter throughput is identical to receiver throughput. As shown in Fig. 13 , increasing the fraction of multicast packets from g up to s g results in a dramatically larger receiver throughput and a slightly smaller transmitter throughput. This is due to the fact that with an increasing fraction of multicast packets more receivers are used, resulting in a larger receiver throughput. On the other hand, the transmitter throughput is slightly decreased since nodes are less likely to find free receivers, leading to a smaller number of transmissions and thereby smaller transmitter throughput. Note that analysis and simulation results match very well at low traffic loads. At medium to high loads, on the other hand, the analysis provides a slightly larger receiver throughput than the simulation. This is due to the assumed nonpersistency of destination in the analysis. As opposed to the simulation, in the analysis unsuccessful control packets renew the destination of the corresponding multicast packets. Consequently, in the analysis previously conflicting multicast packets are less likely to collide again and can be successfully scheduled resulting in an increased receiver throughput. Overall the results clearly illustrate that scheduling multicast packets concurrently with reservation control in each frame significantly improves the receiver utilization.
Fig. 14 depicts the mean delay (in cycles) for different fractions
of multicast packets. As expected, with increasing arrival rate the mean delay grows due to more channel and receiver collisions. Moreover, with an increasing fraction of multicast traffic the mean delay becomes larger. Again, this is because with increasing multicast traffic the receiver utilization is higher, resulting in more unsuccessful reservation requests and retransmissions. Note that the analysis yields smaller delay values than the simulation. This is because of two reasons. First, due to the destination nonpersistency in the analysis, control packets are more likely to be successful and have to be retransmitted fewer times resulting in a smaller delay. Second, the definitions of packet delay are slightly different for simulation and analysis. In the simulation the packet delay is defined as the time interval between packet generation and end of packet transmission. In the analysis the packet delay is defined as the time interval between packet generation and the time when the packet is successfully scheduled but not yet transmitted.
In Figs. 15 through 17 we set the AWG degree to
, the fraction of long data packets to
. Long packets are of the data packets are unicast, i.e.,
of the data packets are multicast, i.e.,
. The multicast packets can be either only short, both short and long, or only long.
Specifically, we consider different ratios
, and nodes ready to send short multicast packets are more likely to find free receivers which translates into an increased transmitter throughput. However, increasing the number of short multicast packets leads to a decreased receiver throughput, as depicted in Fig. 16 . Thus, there is a tradeoff between channel and receiver utilization. Again, analysis and simulation results match very well at low traffic loads. However, at medium to high loads the analysis and simulation results exhibit some discrepancy. While we observe that the discrepancy is not that large for the case of " 8 p g
short multicast packets, the mismatch is more pronounced if the amount of long multicast packets is increased. This is again due to the destination nonpersistency assumption made in the analysis which resolves the destination conflicts as opposed to the simulation resulting in a larger mean aggregate receiver throughput. . We observe that with an increasing number of short multicast packets the mean delay is decreased. This is because in the presence of fewer long multicast packets, receivers are more likely to be free. As a consequence, more data packets are scheduled resulting in fewer retransmissions of control packets and decreased delay.
VII. CONCLUSIONS
We have investigated multicasting in an AWG based single-hop WDM network. In the considered network wavelength-insensitive splitters are attached to each AWG output port, allowing for efficient optical multicasting. For multicast traffic we have re-confirmed that the partitioning of multicast groups alleviates the receiver conflicts but creates a channel bottleneck. We have demonstrated that the spatial wavelength reuse in the AWG based network effectively mitigates the channel bottleneck. For typical multicast traffic the AWG based network achieves more than twice the transmitter throughput and roughly 30% larger receiver and multicast throughput compared to the widely studied single-hop networks based on the PSC, which is a broadcast-and-select device that does not allow for spatial wavelength reuse.
For a typical mix of unicast and multicast traffic we have examined the interplay between multicast transmissions concurrently with spreaded control traffic and unicast transmissions with spatial wavelength reuse. A reservation MAC protocol with a periodic reservation phase is employed in the AWG based network to dynamically allocate wavelengths and receivers, thereby completely avoiding collisions of data packets. During the reservation phase all receivers are tuned to spectrum slices carrying the spreaded control traffic. We found that multicast transmissions concurrently with the spreaded control traffic effectively exploit the tuning of the receivers to the control slices, resulting in significantly increased receiver utilization. In addition, exploiting the spatial wavelength reuse for unicast traffic -which typically faces a severe channel bottleneck, but no receiver conflicts -results in an overall improved throughput-delay performance.
APPENDIX
In this appendix we analyze the packet scheduling with . Now suppose that for a given scheduling window of a given port we 
