Abstract. The regular problem for solutions of the nonlinear functional differential equations with a nonlinear hemicontinuous and coercive operator A and a nonlinear term
Introduction.
Let H and V be two real separable Hilbert spaces such that V is a dense subspace of H. Let the operator A be given a single-valued operator, which is hemicontinuous and coercive from V to V * . Here V * stands for the dual space of V . 2) where the nonlinear mapping f is a Lipschitz continuous from R × V into H. Equation (1.2) is caused by the following nonlinear variational inequality problem:
dx(t) dt + Ax(t) + ∂φ x(t) f t, x(t) + h(t), 0 < t ≤ T ,
x(0) = x 0 ,(1.
dx(t) dt + Ax(t),x(t) − z + φ x(t) − φ(z) ≤ f t, x(t) + h(t), x(t) − z , a.e., 0 < t ≤ T , z ∈ V ,
x(0) = x 0 .
(1.3)
If A is a linear continuous symmetric operator from V into V * and satisfies the coercive condition, then equation (1.2) , which is called the linear parabolic variational inequality, is extensively studied in Barbu [5, Sec. 4.3.2] (also see [4, Sec. 4.3.1] 
where · * is the norm of the element of V * .
Remark 2.1. If an operator A 0 is bounded linear from V to V * and generates an analytic semigroup, then it is easily seen that
Therefore, in terms of the intermediate theory we can see that
where (V , V * ) 1/2,2 denotes the real interpolation space between V and V * .
We note that nonlinear operator A is said to be hemicontinuous on V if
where "w-lim" indicates the weak convergence on V . Let A : V → V * be given a single valued and hemicontinuous from V to V * such that
for every u, v ∈ V , where ω 2 ∈ and ω 1 ,ω 3 are some positive constants. Here, we note that if A(0) = 0 we need the following assumption:
It is also known that A+ω 2 I is maximal monotone and R(A+ω 2 I) = V * where R(A+ ω 2 I) is the range of A + ω 2 I and I is the identity operator. First, let us be concerned with the following perturbation of subdifferential operator:
To prove the regularity for the nonlinear equation (1.2) without the nonlinear term f (·,x) we apply the method in [5, Sec. 4.3.2] .
which satisfies
where C 1 is a constant and
Proof. Substituting v(t) = e ω 2 t x(t) we can rewrite (2.7) as follows:
(2.10)
Then the regular problem for (2.7) is equivalent to that for (2.10). Consider the oper- 
) by x − x 0 and using (2.5) and the maximal monotonicity of ∂φ it holds
for every real number c, so using Gronwall's inequality, the inequality (2.12) implies that
for some positive constant C 1 , that is,
Hence we have proved (2.9). Let
Then there exist sequences
be the solution of (2.7) with initial value x 0n and with h n instead of h. Since ∂φ is monotone, we have
for every real number c. Therefore, if we choose ω 1 − (c/2) then by integrating over [0,T ] and using Gronwall's inequality it follows that 
and, therefore,
Thus, the proof is complete. 
Proof. From (2.7) and (2.23) it follows that
Hence, by virtue of (2.15) we have that
Nonlinear integrodifferential equation. Let f : [0,T ] ×
V → H be a nonlinear mapping satisfying the following variational evolution inequality:
for a positive constant L. 
Furthermore, there exists a constant C 2 such that
is continuous.
Proof. Let y ∈ L 2 (0,T ; V ). Then from (3.1), f ·,y(·) ∈ L 2 (0,T ; H). Thus, by virtue of Proposition 2.1 we know that the problem dx(t) dt + Ax(t) + ∂φ x(t) f t, y(t) + h(t), 0 < t ≤ T ,
x(0) = x 0 (3.5) has a unique solution x y ∈ L 2 (0
,T ; V )∩C [0,T ]; H
, where x y is the solution of (3.5).
Let us choose a constant c > 0 such that
and let us fix T 0 > 0 so that
Let x i ,i = 1, 2, be the solution of (3.5) corresponding to y i . Then, by the monotonicity of ∂φ, it follows that
and hence, using the assumption (2.5), we have that
for every c > 0 and by integrating (3.9) over (0,T 0 ) we have
and by Gronwall's inequality,
Thus, from (3.1) it follows that 
Then, since
(t) − y(t) + Ax(t) − Ay(t) + ∂φ x(t) − ∂φ(y(t)) f t, x(t) + h(t),
multiplying by x(t) − y(t) and using the monotonicity of ∂φ, we obtain
t, x(t) + h(t) * x(t) − y(t) . (3.16)
Therefore, putting
and hence
for some positive constant C 2 . Since condition (3.7) is independent of the initial values, the solution of (1.2) 
) and x i be the solution of (1.2) with (x 0i ,h i ) in place of
(3.20)
If ω 1 − c/2 > 0, we can choose a constant c 1 > 0 so that
, where T 1 < T and as seen in the first part of the proof, it follows that
(3.23)
Putting
we have
, and let x n and x be the solutions of (1.2) with (x 0n ,h n ) and (x 0 ,h), respectively. Then, by virtue of (3.25) and (3.20), we see that
Therefore the same argument shows that x n → x in
Repeating this process, we conclude that
If ∂φ satisfies the growth condition (2.23) as is seen in Corollary 2.1, we can obtain the following result. 
Example.
Let Ω be a region in an n-dimensional Euclidean space R n with boundary 
where 1 ≤ p < ∞ and 
where ξ = (ξ α ; |α| ≤ m).
(2) For every (ξ, η) ∈ R N × R N and for almost every u ∈ Ω the following condition holds: 
