A widely used estimation method in estimating regression model parameters is the ordinary least square (OLS) that minimizes the sum of the error squares. In addition to the ease of computing, OLS is a good unbiased estimator as long as the error component assumption ( ) in the given model is met.
Introduction

Literature Review
Regression Analysis Model
Regression analysis is used to see whether there is a relationship between independent variables ( ) and the dependent variable ( ). If there is relation between variables (x) and variables (y) it can be seen whether the rise or fall value of the variable (x) will cause the rise of the value of variable (y) or vice versa. The linear regression model can generally be written as follows 
Robust MM-Estimator
According of freedom 1.
Results and Discussion
In this research, the data used is simulation data generated using software SAS 9.2. The application ofrobust MM method in estimating parameters β using simulation data for different sample sizes on three types of outliers, as follows:
1. Determining the parameters for the population and . In this case it is set that and j = 0,1. 
Analysis Method
1. Generating the simulated data and choosing random samples of n = 20, n = 60, and n = 120 with 0% of the outlier proportion, 20% and 45% respectively on dependent variables, on independent variables, and on independent variable and dependent variables.
2. Conducting parameter estimation using least squares method (OLS). 
Overcoming the Existence of Extreme Outlier Databy Using Robust MM Method Based on The Objective Function of Tukey bisquare
h. Testing whether the independent variable (x) has a significant influence on the dependent variable (y) using the wald test.
6. Performing parameter estimation using robust MM method.
a. Estimating the first β that is using robust S method.
b. Calculating the error value . 
Parameter Estimation
Before performing the parameter estimation, the outlier identification was performed on simulation data for three sample numbers and three different outlier types along with data without outliers to ensure that the data obtained was in accordance with the objectives of the study.
(to be continued on p. 029.) 
Overcoming the Existence of Extreme Outlier
Robust MM Method
The parameter estimation procedure of the robust MM method is as follows.
1. Estimating the first β that is using the robust S method to obtain a breakdown point of 50%.
2. Calculating the residual value .
3. Calculating the value 4. Calculating the value 5. Calculating the weighted value (W_i) using Tukey's bisquare weighing function with tuning constant value = 4.69 to obtain 95% efficiency.
6. Calculating using least weighted square based on weighting value .
7. Repeating the steps 2-6 until the convergent value is obtained.
8. Testing whether the independent variable (x) has a significant influence on the dependent variable (y) using the wald test.
The application of robust MM method in estimating parameter β using simulation data for different sample sizes on three types of outliers, can be seen in Table 1 . 
Overcoming the Existence of Extreme Outlier
Summary
Conclusion
Based on the research result, the conclusion is taken as follows: 
Suggestion
Further research can be conducted by comparing several robust methods, both the subject discussed in this study and other robust methods in situations where the error is not normally distributed (uniform distribution, t distribution, and so on).
