Abstract-The error probability of maximal ratio combiners (MRC's) in a correlated Nakagami environment with an arbitrary branch covariance matrix is not available in the literature although some work has been done for two special cases with constant and exponential correlations. Correlation structures of this type, though of theroetical interest, may not match to practical situations, even for an antenna array of a totally symmetrical configuration. In this paper, we tackle the general problem by virtue of characteristic functions, avoiding the difficulty of explicitly obtaining the probability density function (PDF) for the signal-to-noise ratio (SNR) at the MRC output. We derive a simple closed-form solution for arbitrarily correlated channels with an integral fading parameter and a solution in the form of a one-fold integral for a fading parameter of nonintegral values. Simple algorithms have also been developed for their efficient implementation. The formulas are then used to analyze two possible antenna configurations for a base station, ending up with some findings of interest to system design.
I. INTRODUCTION

M
ULTIPATH fading is a main obstacle for cellular radio to achieve reliable communication; an effective means to combat multipath fading is diversity combining, which relies on a simple principle. Namely, if a number of well-separated antennas are used to receive the same signal, it is unlikely that all received signals fade at the same time. Recently, diverisity reception through a Nakagami channel has captured the attention of many researchers [1] - [7] for several reasons. First, Nakagami distribution has a relatively simple analytical form, making it attractive in performance analysis. The more important feature, however, is its flexibility in that it can be used to account for both severe and weak fading and includes the classical Rayleigh fading as a special case. Finally, the acceptance of Nakagami model lies in its physical justification. Usually, statisitical models describe the large-sample behavior of a fading mechanism without going to the details of the black box. However, recent research [8] investigates into the physical propagation mode of mobile communication channels and ends up with Nakagami distribution.
The early study of the error performance of diversity combining systems in a Nakagami environment was concentrated on some simple cases, assuming independent branch signals [6] , [7] . This implies that the antennas must be separated at least 50 wavelengths so that their correlation is negligible. In the real world, correlation between two antennas used in a base station is typically 0.7 or even higher due to the space limitation. The research focus was therefore gradually shifted to diversity systems with correlated Nakagami distribution in the subsequent study [1] - [3] . The crucial issue is to determine the probability density function (PDF) of the signal-to-noise ratio (SNR) at the combiner's output, which is the sum of a number of correlated gamma variables. This problem, stand-alone, is a difficult issue in mathematics. Accordingly, [1] and [2] deal only with dual-branch combiners. Maximal ratio combiners (MRC's) with multiple correlated Nakagami channels were recently tackled by Aalo [3] . The state-of-art is that only a couple of closed-form PDF's of relevance to diversity reception, are available in the literature for the power sum of multiple correlated Nakagami variables. They are the exact and approximate PDF's corresponding to an antenna array with constant cross correlation and with exponential correlation, respectively. These two PDF's were used in [3] , leading to many interesting results for MRC's with different modulation schemes. Though useful in mathematics and some situations in engineering, the assumption of constant or exponential correlation generally does not match to the practical environment in mobile communications. One may expect that an antenna array with a totally symmetrical triangular configuartion would have a constant correlation. This is not true since the signal incident angle also has impact on the branch correlation, and it is never symmetrical to all three broadsides of a triangle [14] . On the contrary, the assumption of exponential correlation is somewhat close to the situation in a linear array, but it requires the antennas to be placed unevenly. Clearly, engineering practice calls for performance formulas to account for widespread covariance structures in a Nakagami environment.
In this paper, we will provide such general solutions to MRC's. We identify two situations for which different strategies will be used. In the first case, we assume that the fading parameter is an integer and show that for an arbitrary branch covariance matrix, the PDF of the SNR at the combiner's output can always be reprsented as finite summation of gamma distributions. This finite sum is then used to obtain the error probability in a simple closed form. In the second case, we tackle MRC's with a nonintegral fading parameter following the method of characteristic function. The remainder of the paper is organized as follows. We briefly describe the system model and some necessary background for correlated Nakagami distribution in Section II. Performance analysis for integral and nonintegral fading parameters is conducted in Sections III and IV, respectively. Section V illustrates the theory by applying it to the evaluation of two antenna configurations commonly used in base stations. Section VI finishes the paper with concluding remarks.
II. SYSTEM MODELS
Consider a maximal rario combining system of order L, as illustrated in Fig. 1 . The signal received at the th antenna over the symbol duration can be written as (1) where , is the carrier frequency, and the information signal depending on the transmitted symbol The influence of the th fading channel is characterized by its channel gain which, in a complex form, is given by (2) with denoting its phase and its amplitude. Certainly, is a Nakagami variable. We define the channel gain vector for the subsequent use. The faded signal is further corrupted by the Gaussian thermal noise with mean zero and variance Namely
From the signal model given in (1), we obtain the instantaneous signal-to-noise ratio at the th branch as (4) The diversity system performs cophasing, maximal ratio combining and coherent demodulation; the combiner output is then given by (5) The positive sign is taken when bit one is transmitted and the negative sign is taken for bit zero. For coherent binary phaseshift keying (PSK), the signal space is one-dimensional (1-D) and is the projection of the noise onto the base function and hence has the same statistical properties as the latter. It follows that the combiner output SNR is (6) For orthogonal binary frequency-shift keying (FSK), the only difference is that the signal space is two-dimensional (2-D) and thereby the noise variance is twice that of binary PSK.
For Nakagami fading, is a gamma-distributed variate. The output SNR is thus the sum of -correlated gamma variables. To characterize , we need some background knowledge. Correlated gamma variables are usually defined by their joint characteristic function (CF) [9] , [10] . Let denote the covariance matrix of the SNR vector and define as Then, the joint CF of the instantaneous SNR is given by [12] ( 7) where the fading parameter is assumed to be identical for all faded paths and is the positive definite matrix determined by the branch covariance matrix Derivation of the relation between the two matrices is straightforward [11] . Let us briefly outline the process and results for the subsequent use. Denote and Using the rules (10.16) and (10.19-10.21) for derivatives involving matrices [13] , we can show that (8) with denoting the th entry of The first equation implies that the average SNR at the th branch equals times the th entry of the matrix Scaling the matrix by a factor does not change its correlation structure but does change the average SNR for each branch. Thus, for a given average SNR, we can always achieve the desired SNR simply by approprate scaling. With the symmetrical property of in mind, the entry of the covariance matrix of is obtained as (9) Hence, is related to the branch covariance matrix by (10) It is clear that the matrix is uniquely defined by the covariance matrix of
Return to the CF of the output SNR, Replacing in (7) with we obtain the CF of (11) This is an important relation in our subsequent analysis.
III. INTEGRAL FADING PARAMETER For binary PSK, an erroneous decision occurs if bit one (phase zero) is transmitted but
Given channel gain vector , is distributed as
Consequently, we can express the conditional error probability error (13) where for BPSK and for coherent BFSK. Hence (14) where signifies the PDF of The calculation of depends on the value of We have two cases: integral and nonintegral Two situations have different methods to handle. The following derivation will focus on BPSK since the performance of coherent BFSK can be easily obtained from its BPSK counterpart by reducing the the SNR by half.
A. Error Probability
Let us begin with partial expression of the CF of the total SNR, We rewrite (15) Here again, stand for the eigenvalues of For correlated branch outputs, we assume, without loss of generality, that all these eigenvalues are distinct. We may thus express (15) as a partial sum (16) where the coefficients for can be determined by (17) and for (18) Each term in (16) corresponds to a Gamma distribution. Accordingly, the PDF of can be considered as the linear combination of the distributions of independent gamma variables. Specifically, the PDF corresponding to the CF is (19) and, hence, the variable has the same distribution as (20) We next invoke the results of ( [15] (25) while the remaining formulas still apply.
B. Calculation of
As shown above, coefficients in the partial sum representation for involve the calculation of higher order differentiation of a product function. Differentiation of this type is often accounted in communications engineering and in the past, they are suggested to be evaluated manually. However, such manual calculation is very time consuming and even prohibitive, especially when the order is large. It is therefore desirable to derive an algorithm, which can be performed recursively for any order using a computer. To this end, let us denote
The difficulty in determining higher order derivatives of lies in the functional form of as a product. Such an obstacle can be circumvented if we can convert to a form of summation. We therefore consider its logarithm. Note the first derivative of takes the form of a product, as shown by [11] (27) For higher order derivatives with we may invoke the formula (14) of ( [13] , p. 230), yielding (28) where the derivative with order zero simply represents the original function. The derivatives of the logarithm of is easy to obtain. Using the method of deduction, it follows that (29)
Note that the derivative of order depends only on lower order derivatives, up to th. In the other words, (28) and (29) constitute a recursive algorithm for higher order derivative calculation. An -file program, called , is provided in Appendix A for the implementation of the algorithm using matlab. To determine the coefficients set and make it global, assign values to and and then call the -file program using the following syntax:
Although the algorithm was derived in the context of cellular mobile communication in a Nakagami environment, it can be easily adapted to obtain higher order derivatives of complex functions, as accounted in many other communication problems.
IV. NONINTEGRAL FADING PARAMETER
The method described in the previous section exploited the fact that for an integral fading parameter, the CF of the test variable can be expressed as a partial sum. This idea is obviously not applied to the case involving a nonintegral fading parameter. Therefore, we have to take a different approach.
Let us begin with (14) . Note the PDF can be expressed as the inverse Fourier transform of its CF. Thus, inserting (15) into (14), we obtain (30)
We recognize that the second integral on the last line is the Fourier transform of and can be evaluated using formula (9) Fig. 2 for a triangular antenna array. As regard to array configurations, we have more to say in Section V. As shown by the curves, the integrand is always a smoothed function of the integration variable, in spite of the value of SNR. The nonzero value of the integrand appears around the origin, and an increase in SNR tends to narrow down the pulse width of the waveform. Such integration can accurately be evaluated by using the method of piecewise Gaussian quadrature. The observation suggests that it suffices to calculate the integral over a finite interval, say We take three steps. First, partition the interval nonuniformly into a number of subintervals such that smaller is assigned with a smaller subinterval width. Second, use the method of Gaussian quadrature to determine the the integral for each subinterval. Finally, add them to obtain the result. We suggest using the ten-point quadrature. To choose abscissas and weight factors for Gaussian integration, reader is referred to ( [19] , pp.
916-919).
It is interesting to examine the accuracy and the computational efficiency of the integration method introduced in this section. To this end, the Gaussian quadrature method is employed to determine the error performance of three diversity systems with a triangular array and linear arrays of three and five antennas, respectively. The antenna configuations will be described in detail in the next section. The results are shown in Fig. 3 , in which the curves obtained using the closed-form formula (23), labeled with , are also included for comparison. We have chosen an integral fading parameter so that both formulas are applicable. The curves obtained using the numerical method coincide with the exact results obtained from the closed-form formula in all the cases, demonstrating the high accuracy of the formula (32). Recall that the two formulas were dereived by taking completely different approaches, but now they end up with the same results. This fact verifies, at least in one way, the correctness of our theoretical analysis. Numerical calculation was performed on a 386 computer of 33 MHz. Each curve obtained by the numerical method contains 31 SNR points. The partitioning of integration interval we used, in an -file format, was [0 : 0.05 : 0.5, 0.5 : 0.1 : 1, 1.2 : 0.4 : 6, 6 : 20, 20 : 5 : 60]. The central processing unit (CPU) time required to obtain curves and were 68.27, 68.05, and 77.89 s, respectively. Thus, on average, the CPU time for each SNR point is about 2.3 s. We observe that as the diversity order increases from three to five, the CPU time increases only by 14.5%. We can therefore conclude that the formula (32) can be implemented accurately and efficiently using a personal computer.
Though derived for binary transmission, the performance formulas presented in this paper can be directly applied to QPSK systems. They can also be applied to -DQPSK cel- lular systems with coherent detection. During the 1980's it was believed that the differential demodulation might be required for relatively high Doppler shift, fast faded mobile cellular applications. During the 1990's, however, it was discovered that the delay-spread immunity and the carrier-to-interference ratio of coherent systems are considerably more robust than those of differentially demodulated systems. As a consequence, manufacturing companies have been implementing coherent (not differentially coherent) demodulators ( [16] , p. 156).
V. DIVERSITY RECEPTION IN BASE STATION
As an illustration of the theory, we study some feasible diversity systems in a base station. Two kinds of antenna configurations will be conisdered here, due to their relative ease of installation. They are uniform linear and triangular arrays, as sketched in Fig. 4 . The correlation matrix of an antenna array depends not only on the array configuration but also on the incident angle of the incoming signal. Different parameter affects the correlation in a different way. Branch correlation depends on the antenna height and antenna separation through their ratio [14] . For a given antenna array, correlation between two antennas varies with the signal incident angle. It reaches its maximum value when the signal comes from the endfire direction and reduces gradually as the signal direction moves toward the broadside.
Suppose now that an antenna array is used to receive signals from a mobile unit operating at 850 MHz. The signal suffers from Nakagami fading. As a typical value, we assume that the antenna is 100 ft in height. A signal at 850 MHz implies that its wavelength is m, or 1.16 ft. For both linear and triangular arrays, any two adjacent antennas are assumed to have equal separation, denoted here by
The two array configurations are illustrated in Fig. 4 . To be representative of practical operational conditions with a linear array, we assume that signals impinge upon the array at 45 relative to the broadside of the array. For a triangular array, we assume that signals come from the broadside of the line linking antennas A and B (refer to Fig. 4) . Then, the incident angles to AC and to BC are both equal to 60 We therefore expect that the correlation between antennas A and C (or between B and C) is higher than that between A and B, regardless of their equal separation.
We first study the influence of the fading parameter on the error performance using linear and triangular arrays, both having three antennas and with antenna spacing ft. This separation is close to the practical number used in the real world [14] . With this parameter setting, we can determine the correlation matrix of an antenna array using the empirical curves of Lee ([14] , p. 203). The covariance matrix for the triangular array, in a normalized form, is given by (37) and for the linear array, it is given by (38)
Here for simplicity, we have assumed that all branches have the same average SNR. We then determine from and scaling it by a scaling factor (SNR/m) so that we can write SNR
where denotes the matrix with its entries equal to the square root of the corresponding entries of Note the correlation matrix of the linear array has a Toeplitz structure whereas that of the triangular array does not. In the previous study [3] , antenna array with equal cross correlation was considered. From the above discussion, we see that such a statistical structure is hardly achieved even for an antenna array with a completely symmetrical configuration. The incident angle breaks down the parity.
The results for linear and triangular arrays are graphed in Fig. 5(a) and (b) , respectively. As expected, the error performance improves with increased fading parameter since small corresponds to severe fading. In particular, corresponds to the situation of Rayleigh fading. Since is not a linear function of , we do not expect a uniform change of with This becomes evident in the curves. We also see that the linear array has a better performance than the triangular array, at the cost of a larger array dimension.
We next study the way the diversity order affects the performance. We consider two linear array, both of five antennas. The only difference is the antenna spacing, one with ft and the other with ft. The fading environment is featured by Suppose, again, the signal incident angle is
The correlation matrices can be determined as for [11] . The corrleation matrices for and can all be obtained from the matrices shown above. The results are shown in Fig. 6 . From the curves, we see that increase of the diversity order is a powerful means to improve the system performance over fading channels. The improvement is more significant when an appropriately large separation, , is utilized.
The use of a large diversity order to improve the system immunity to multipath fading, however, is often restricted by the system complexity. It is therefore interesting to see how the error perofrmance is affected by the antenna separation. The variation of system error performance with antenna separation is shown in Fig. 7 for different array structures; these structures include dual antennas, a linear array of three antennas and a triangular array. Here again, was used. Increase in the antenna separation reduces the correlation between antennas, thus a better diversity performance. Some observations can be made: 1) there is little room for performance improvement for a dual-antenna array and 2) an increase in significantly improves the performance of the three-antenna array, no matter they are configured on a line or as a triangle. The improvement is significant when increases from to and Further increase of the separation is rewarded by a little improvement. This suggests that an appropriate antenna separation should be such that the correlation falls into the range from 0.6 to 0.65. In Fig. 7(a) , two linear threeantenna arrays are included for comparison; their performance is indicated by the dash-dotted curves. The curves with labels a and b correspond to the array with the aperture equal to and , respectively. Comparing them with the curves for the dual-antenna array with the same aperture, we see that increasing the diversity order is more effective. Taking both system complexity and antenna dimension into account, the best choice would be the triangular array with antenna separation ranging from to (i.e., 8.12-11.6 ft). The results shown above are all for BPSK systems. A comparison between BPSK and coherent BFSK are illustrated in Fig. 8 for a triangular array with spacing
The cases of and are considered. Three-dB difference is observed between the PSK and FSK schemes.
VI. CONCLUSION
In this paper, we have examined the error performance of MRC diversity systems over Nakagami channels with an arbitrary covariance matrix. We tackled the problem following two different strategies, depending on the values of the fading parameter . For an integral , we expressed the CF of the test variable into a partial sum, resulting in a simple formula in closed form. A recursive algorithm has been developed for calculating the coefficients for the partial sum. For of a nonintegral value, we employed the method of characteristic function and obtained a formula in the form of one-fold integration, which can be efficiently calculated using piecewise Gaussian quadrature.
The formulas were then used to study two types of diversity schemes that can be used in a base station, one with linear antenna arrays and the other with triangular arrays. Computer results reveal that increase of the diversity order can significantly improve the error performance, but is subject to the space limitation. Properly increasing the antenna separation can also help to improve the performance. However, when the correlation reaches 0.6, further increasing the separation will basically trade array dimension for a little improvenment. As an overall consideration, the triangular array with adjacent separation ranging from seven to ten wavelengths is the best candidate for practical application. 
