Several scientific forecasting models for presidential elections have been suggested. However, most of these models are based on traditional statistics approaches. Since the system is linguistic, vague, and dynamic in nature, the traditional rigorous mathematical approaches are inappropriate for the modeling of this kind of humanistic system. This paper presents a combined neural fuzzy approach, namely a fuzzy adaptive network, to model and forecast the problem of a presidential election. The fuzzy adaptive network, which is ideally suited for the modeling of vaguely defined humanistic systems, combines the advantages of the representation ability of fuzzy sets and the learning ability of a neural network. To illustrate the approach, experiments were carried out by first formulating the problem, then training the network, and, finally, predicting the election results based on the trained network. The experimental results show that a fuzzy adaptive network is an ideal approach for the modeling and forecasting of national presidential elections.
Introduction
Forecasting American national elections, especially presidential elections, is of great interest. A variety of predictive models for these forecasts have been proposed. Among them, statistical methods and regression are the principal tools used. In general, economic conditions and public opinion surveys are used to build the models for predicting the election outcome. Campbell and coworkers [1] [2] [3] , Lewis-Beck and coworkers [4] [5] [6] [7] [8] are some typical contributions on presidential election forecasting from political scientists. Fair [9] [10] [11] , an economist also developed models based on economic variables.
However, the election systems are inherently vague and cannot be expressed easily in precise numbers. The vagueness is both in the values of the variables and in which variable is important and thus should be considered. For example, public opinion surveys and economic conditions are frequently expressed linguistically as "very important, important, not important" or "very good, good, not good". These linguistic expressions cannot be converted into precise numbers without loss of some of the original meanings.
Forecasting presidential elections
Although election forecasting outside political science has a long history, systematic election forecasting by political scientists began in the late 1970s. Over the past two decades, political scientists and economists have developed a variety of models for predicting presidential elections. Some of these models attempted to forecast the popular votes; other models attempted to predict the popular votes in each state, and then combine these state results to predict the national electoral votes [18] .
Sigelman [19] analyzed the connection between presidential approval rating and subsequent election results. LewisBeck and Rice [4, 5] adapted an approval rating and economic performance model proposed by Tufte [20] to forecast both congressional and presidential elections. Abramowitz [21] amended Lewis-Beck and Rice's model and appended a "time of change" variable. Campbell and Wink [3] built a model around the trial-heat poll question and economic conditions. Campbell [2] constructed a model to predict the presidential vote in the individual states based on the trial-heat polls, economic indicators, and several state-level variables. Lewis-Beck and Rice [6] amended their initial model by adding indicators from the presidential primaries and prior congressional elections.
In addition to the interest in the political science field, Fair [9] [10] [11] , an economist, also developed a national timeseries model. Economic conditions and incumbency were the essential parts of this model, while the public opinion was not included. After the 1992 election, all the established presidential models were updated to include the case of the 1992 election. Lewis-Beck and Tien [7] substantially revised the Lewis-Beck and Rice model. Two variables, midterm seat change in the House and presidential support in the primaries, were dropped; a third variable, the public's sense of national peace and prosperity was added to the model.
A number of new models were also developed. These models were collected in the book edited by Campbell and Garand [1] . For example, Holbrook [22] formulated a model based on the Abramowitz model. Wlezien and Erikson [23] developed a model based on presidential approval ratings and the cumulative index of leading economic indicators. Lockerbie [24] proposed a model using both objective and poll-based indicators of the economy and a "time of a change" variable. Norpoth [25] built a model that includes the votes in the prior two presidential elections, the candidate's primary strength, and two indicators of economic conditions.
Many factors influence the election model. The problem is which factor is important and should be included in the model. Some of the important factors considered in the literature are summarized in the following.
First, there is the argument that voters respond to the past, which leads to the influence of the retrospective economic evaluations in the model. Obviously, voters who perceive an improvement in national economic conditions are more likely to support the incumbent candidate; while voters who see a deteriorating economic condition are likely to view the incumbent's performance negatively. Thus, a plausible assumption can be made that the change of the national economic conditions tends to determine the election outcome.
Various economic variables can be used to measure the changing conditions of the economy. For instance, Abramowitz [18] , Campbell [26] , Fair [11] , Lewis-Beck and Tien [7] , and Norpoth [25] used gross national product change as the principal economic predictor. Other economic indicators, such as per capita income growth, personal disposable income, inflation rate, and unemployment rate etc. have also been proposed.
Another important factor is the public opinion. Some measures of public opinion such as the presidential approval rating, performance in early primaries [25] , the actual trial-heat poll results from around Labor Day [26] , and the presidential popularity [7, 22] are usually included in the models.
Various other factors have been suggested to include in the election model. For example, the amount of time a particular party is in the White House [21, 22, 24] can also influence the election outcome. Campbell and Garand [1] summarized the predictor variables used in some of the election models (see Table 1 ).
Fuzzy adaptive network
Cheng and Lee [12] proposed the architecture of fuzzy adaptive network (FAN), which essentially is a fuzzy inference system employing the neural network learning technique. In this section, FAN is briefly summarized. More detailed discussions can be found in the literature [12] .
Architecture of fuzzy adaptive network
A fuzzy inference system basically consists of three conceptual components: a rule base, which contains a set of fuzzy if-then rules; a database, which defines the membership functions used in the fuzzy rules; and a reasoning mechanism, which performs the inference procedure based on the rules and a given condition to derive a reasonable output [12, 13] . Various fuzzy inference systems can be constructed depending on the fuzzy if-then rules and the aggregation procedure. FAN is a network representation of the Takagi and Sugeno fuzzy inference model [27] . The network provides a comprehensive visualization and adaptability system by retaining both the representation ability of fuzzy systems and the learning ability of a neural network.
FAN is a five-layered feed-forward network, as shown in Fig. 1 . Each node in FAN performs a particular mode function on the incoming signals, which is characterized by a set of parameters. In order to reflect different adaptive capabilities, the nodes are represented by circles and squares. Circle nodes represent fixed nodes without parameters, while square nodes are adaptive nodes with parameters to be adjusted. The functions and equations used in each layer are summarized in the following.
Layer 1: Nodes in layer 1 are adaptive nodes. The output of node k is defined as:
, for h j = 1, . . . , n j , and j = 1, . . . , p
where, x j is the input to this node; F j, h j is the hth fuzzy set associated with the input x j ; µ F j,h j is the membership function defined for F j,h j , and n j is the number of fuzzy sets for each particular x j . The membership function adopted here is a Gaussian function, parameterized by a parameter set (v j,h j , σ j,h j ), with the form:
Layer 2: Nodes in layer 2 perform the fuzzy aggregation for the premise part of fuzzy if-then rules using the fuzzy AND operation and output the product, w l , of their incoming signals. The notation Λ l represents a fuzzy AND operator. The number of nodes is equal to the number of combinations in choosing one node from each subgroup in layer 1, which is equal to the number of fuzzy if-then rules. The output from this layer is:
Layer 3: Nodes in layer 3 are fixed nodes, which normalize the outputs of layer 2. The output from this layer is:
Layer 4: Nodes in this layer are adaptive nodes. Each node, denoted as Y l , performs the following function for the consequence part of the fuzzy if-then rule.
where consequence parameters c l j are symmetric triangular fuzzy numbers. Layer 5: The single node in this layer is a fixed node, which performs the function of overall aggregation of all the fuzzy if-then rules from layer 4. The output signal of this node is:
Learning algorithms
FAN is a powerful approximation tool for fuzzy systems, whose objective is to infer an association between specific input-output pairs. These input-output pairs are usually referred to as training data that characterizes the system to be identified. The training procedure is actually a sequence of adjusting the parameters in the network, including both consequence and premise parameters.
Performance measure. The performance of FAN is usually measured by the difference between the desired output and actual output, called the error measure. The error measure is defined as the least square difference between the desired output Y i and the estimated output from the networkŶ i , where both Y i andŶ i are assumed as symmetric triangular fuzzy numbers for computational simplicity. Therefore, Y i = (y i , e i ) and, where y i andŷ i are the modes of fuzzy numbers Y i andŶ i respectively, and correspondingly, e i andê i are their spreads.
Also, the consequence parameters c l j are assumed as the symmetric triangular fuzzy numbers as: Hence the overall least squared error is:
where N is the number of observations of the training data. In the above error measure equation, E is calculated based on fuzzy numbers. FAN employed the fuzzy ranking method developed by Chang and Lee [28] . This fuzzy ranking approach is based on the concept of overall existence.
Learning algorithms. FAN uses two sets of adaptive parameters: the premise parameters and the consequence parameters. Consequently, the learning process includes the learning of both sets of parameters.
The premise parameter set,
. . , {v p,np , σ p,np }}, represents the fuzzy partitions used in the fuzzy rules. The learning of these parameters is achieved by the use of back-propagation. The error obtained in layer 5 is back-propagated to layer 1. A gradient descent method is applied to update the premise parameters based on the error function given as follows:
The back-propagation approach is essentially a gradient descent method. The equations can be obtained by differentiation. The interested readers can consult the literature [12] .
The consequence parameter set, {c where, i = 1, . . . , N is the number of pairs of the training dataset; α ∈ (0, 1] is the α-cut, indicating the user's confidence on the data collected. Thus, the FAN learning algorithm can be summarized as follows, more details can be found in Cheng and Lee [12] .
Learning algorithm of FAN begin epoch = 0; set α value; initialize subjectively premise parameter set {v k , σ k } k=1,...,n ; while termination condition not satisfied do begin identify the consequence parameter set {c l j } by solving LP problem; evaluate the error measure; calculate back propagated errors; update premise parameter set {v k , σ k } with the back propagated errors; epoch = epoch + 1; end end.
Fuzzy adaptive network for presidential election
To illustrate the proposed approach, both the model and the data obtained by Lewis-Beck and Tien [7] were used. This model is a retrospective-prospective political economy model. According to Lewis-Beck and Tien, GNP change, presidential popularity and peace and prosperity are the dominant factors. Thus, the output (response) variable is y= percent of the two-party popular vote received by the incumbent party; and the input variables are G= percent change (non-annualized) of GNP in dollars from the fourth quarter of the year before election to the second quarter of the election year;
P= Gallup approval rating of the president, taken on July 1 before election; F= peace and prosperity index obtained by adding the percentage of two-party respondents who favored the incumbent party on keeping America out of war and the country prosperous (Gallup questions).
The values of the three input variables, G, P and F are obtained either from survey or from estimates based on current conditions. Thus, they are usually expressed linguistically. These linguistic numbers cannot be changed into precise numbers easily. Furthermore, it is impossible to retain the original meaning after conversion to precise numbers. The advantage of FAN is that these linguistic numbers can be used directly. Suppose the original survey used three levels, like, "low, medium, high" and the linguistic values for the three input variables can be expressed as (low 1 , medium 1 , high 1 ), (low 2 , medium 2 , high 2 ) and (low 3 , medium 3 , high 3 ) for the variables G, P, F respectively, then a 27 rule fuzzy inference system is obtained. These inference rules are:
G is low 1 and P is low 2 and F is low 3 → y = y 1 = c 1 0
G is low 1 and P is low 2 and F is medium
G is low 1 and P is low 2 and F is high 3 → y = y 3 = c 3 0
G is low 1 and P is medium 2 and F is low 3 → y = y 4 = c 4 0
G is low 1 and P is medium 2 and F is medium 3 → y = y 5 = c 5 0
G is low 1 and P is medium 2 and F is high 3 → y = y 6 = c 6 0 + c 6 1 G + c 6 2 P + c 6 3 F R 7 :
G is low 1 and P is high 2 and F is low 3 → y = y 7 = c 7 0 + c 7 1 G + c 7 2 P + c 7 3 F R 8 :
G is low 1 and P is high 2 and F is medium 3 → y = y 8 = c 8 0
G is low 1 and P is high 2 and F is high 3 → y = y 9 = c 9 0 + c 9 1 G + c 9 2 P + c 9 3 F R 10 : G is medium 1 and P is low 2 and F is low 3 → y = y 10 = c 10 0 + c 10 1 G + c 10 2 P + c 10 3 F R 11 : G is medium 1 and P is low 2 and F is medium 3 → y = y 11 = c 11 0 + c 11 1 G + c 11 2 P + c 11 3 F R 12 : G is medium 1 and P is low 2 16 : G is medium 1 and P is high 2 and F is low 3 → y = y 16 = c 16 0 + c 16 1 G + c 16 2 P + c 16 3 F R 17 : G is medium 1 and P is high 2 and F is medium 3 → y = y 17 = c 17 0 + c 17 1 G + c 17 2 P + c 17 3 F R 18 : G is medium 1 and P is high 2 and F is high 3 → y = y 18 = c 18 0 + c 18 1 G + c 18 2 P + c 18 3 F R 19 : G is high 1 and P is low 2 and F is low 3 → y = y 19 = c G is high 1 and P is low 2 and F is high 3 → y = y 21 = c 21 0 + c 21 1 G + c 21 2 P + c 21 3 F R 22 : G is high 1 and P is medium 2 and F is low 3 → y = y 22 = c 22 0 + c 22 1 G + c 22 2 P + c 22 3 F R 23 : G is high 1 and P is medium 2 and F is medium 3 → y = y 23 = c 23 0 + c 23 1 G + c 23 2 P + c 23 3 F R 24 : G is high 1 and P is medium 2 and F is high 3 → y = y 24 = c 24 0 + c 24 1 G + c 24 2 P + c 24 3 F R 25 : G is high 1 and P is high 2 and F is low 3 → y = y 25 = c 25 0 + c 25 1 G + c 25 2 P + c 25 3 F R 26 : G is high 1 and P is high 2 and F is medium 3 → y = y 26 = c 26 0 + c 26 1 G + c 26 2 P + c 26 3 F R 27 : G is high 1 and P is high 2 and F is high 3 → y = y 27 = c 27 0 + c 27 1 G + c 27 2 P + c 27 3 F. Let the nine linguistic values (low 1 , medium 1 , high 1 ), (low 2 , medium 2 , high 2 ) and (low 3 , medium 3 , high 3 ) be represented by the Gaussian fuzzy numbers F 1 , F 2 , . . ., and F 9 , respectively, then the nine membership functions can be expressed as
where σ is the mean or medium and v represents the variance. In order to start the learning process, some initial estimates of the variables are needed. The initial values of the premise parameters {v k , σ k } k=1,2,...,9 for the Gaussian membership functions can be estimated approximately. The actual median of the variable is assumed as the center of the corresponding linguistic values medium i , i = 1, 2, 3; the extremes of the observed range are assumed as the center of corresponding linguistic values low i and high i , i = 1, 2, 3, respectively. All of them are rounded to integers as shown in the "initial approximate values" columns in Table 2 .
Experimental results
Use the fuzzy adaptive network shown in Fig. 1 and the above fuzzy inference system, experiments were carried out for forecasting presidential elections. To train the network, the data obtained by Lewis-Beck and Tien [7] were used. The electoral outcome was used as the mode or the center of the desired output. To obtain the spreads, uniform distribution with (0, 36) was assumed, where 36 is the variance of desired output.
The convergence behavior during training is plotted in Fig. 2 . For this particular run, the error increases quickly during the first few epochs and then converges rapidly to 0.003 after only nine epochs. The error is obtained by the use of Eq. (7).
After training, the network is used to predict the election outcome. These predicted outcomes, or the outputs from the trained network of FAN are compared with the desired outputs in Table 3 . The initial and final values of the premise parameters {v k , σ k } k=1,2,...,9 are summarized in Table 2 . The Gaussian membership functions for the premise parameters before and after training are shown in Fig. 3 . As we can see, the difference in values between the desired and the FAN network outputs are very small.
Discussions
There are at least three basic problems in the modeling and representation of the election system on the modern computer based on traditional approaches, namely, linguistic representation, the interactions between the various variables or parameters, and the vagueness of the boundary. The first problem results from the fact that most of the variables such as public surveys or economic conditions are represented linguistically and thus it is difficult and inappropriate to use precise numbers as required by modern computers. The second problem is caused by the complexity and our lack of understanding of the problem. The third problem is due to the dynamic nature of the system and as a result there exist many "moving variables", or variables which are important only under certain conditions. Thus it is difficult to decide which variable is more important and should be included in the model. One example is the fact that "national security" was the most important factor in the 2004 election. However, this factor was not as important in the 2000 election. The fuzzy adaptive network overcomes the first two problems due to the linguistic representation ability of fuzzy sets and the learning ability of a neural network. In fact, even the third problem can be partially overcome by FAN if the number of factors is not too large. This is because of the learning ability, by the use of which and with the continuous supply of new data FAN can update the model and thus can follow the dynamics of the system.
Another advantage of the FAN network is the ability to control the granularity. For example, only three levels of granularity, low, medium and high are used for the premise parameters in the example. If more detailed data are available, or more accurate results are desired, more granularity can be used.
In this paper, only a fairly simple system is solved to illustrate the approach. FAN network is ideally suited for modeling of humanistic systems where the system is usually vague and difficult to define. This network integrates the characteristics of tolerance for imprecision, uncertainty and vagueness of fuzzy logic and the adaptability of neural networks. Finally, although the discussion of the approach in this paper is confined to the case of national presidential elections, the approach is obviously ideally suited for modeling other elections such as the congressional elections and other political systems.
