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THE MORSE AND MASLOV INDICES FOR SCHRO¨DINGER
OPERATORS
YURI LATUSHKIN, ALIM SUKHTAYEV, AND SELIM SUKHTAIEV
Abstract. We study the spectrum of Schro¨dinger operators with matrix val-
ued potentials utilizing tools from infinite dimensional symplectic geometry.
Using the spaces of abstract boundary values, we derive relations between the
Morse and Maslov indices for a family of operators on a Hilbert space obtained
by perturbing a given self-adjoint operator by a smooth family of bounded
self-adjoint operators. The abstract results are applied to the Schro¨dinger op-
erators with quasi-periodic, Dirichlet and Neumann boundary conditions. In
particular, we derive an analogue of the Morse-Smale Index Theorem for the
multidimensional Schro¨dinger operators with periodic potentials. For quasi
convex domains in Rn we recast the results connecting the Morse and Maslov
indices using the Dirichlet and Neumann traces on the boundary of the domain.
1. Introduction
The classical Morse Index Theorem relates the Morse index (the number of
negative eigenvalues counting the multiplicities) of the one-dimensional Schro¨dinger
operator L = −∂2D,[0,1] + V in L
2([0, 1]) with a real valued potential V and the
Dirichlet boundary conditions, and the total dimension of the null spaces of the
restrictions Lt = −∂2D,[0,t] + V of L in L
2([0, t]), see, e.g., [M, Section 15]:
Mor(L) =
∑
t∈[0,1)
dim(ker(Lt)). (1.1)
This foundational result was developed and generalized in many important direc-
tions, in particular, for the case of periodic boundary conditions [B, CZ, CD, D].
A point t ∈ [0, 1] is called conjugate, or a crossing, if the null space of the re-
striction Lt = −∂2D,[0,t] + V of L in L
2([0, t]) is nontrivial. The right-hand side of
(1.1) therefore can be viewed as the Maslov index (the number of the conjugate
points counting the multiplicities) of a certain path in the space of Lagrangian
planes (among many important contributions on the Arnold-Keller-Malsov index
we mention [A, A67, A85, CLM, G, F, RS93, RS95]).
The celebrated multidimensional Morse-Smale Index Theorem [S] gives relation
(1.1) between the Morse and Maslov indices for elliptic differential operators L
on a multidimensional manifold with the Dirichlet boundary conditions and their
restrictions Lt on a family of submanifolds. This result is related to many important
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advances in the study of the Maslov index, and we refer to [BW, DJ, Sw, SW, U] and
the bibliography therein. While the Dirichlet and some other separated boundary
conditions have been studied in detail, the multidimensional periodic case is not
well understood. Although there is a tremendous literature on the spectrum of the
periodic Schro¨dinger operator (see, e.g., the bibliography in [Ka]), so far a link to
its topologic description via the Maslov index appears to be missing, and is supplied
in this paper.
The main objective of the current paper is to prove a version of the Morse-
Smale Index Theorem for the multidimensional differential operators with periodic
and quasi-periodic boundary conditions. Recently, relations between the Morse
and Maslov indices have been extensively studied in [DJ] and [JLM, CJLS, CJM],
see also [CB, CDB6, CDB9, CDB]. A commonly used method for elliptic oper-
ators on multidimensional domains Ω ⊂ Rn is to construct a differentiable loop
of Lagrangian planes in the symplectic Hilbert space H1/2(∂Ω) ×H−1/2(∂Ω) and
examine the intersections of this loop with a fixed plane, which is determined by
the type of boundary conditions under consideration. The path in the space of
Lagrangian planes is constructed by taking boundary traces of the weak solutions
of the respective homogeneous equations.
In the current paper we take a different path. We do not use the weak solutions
but instead, using a functional analysis approach to the Maslov index developed
in [BF], we consider yet another symplectic Hilbert space, the space of abstract
boundary values. This helps us to avoid taking the Dirichlet and Neumann traces
of H1(Ω) functions, and therefore eleminates many of the technical difficulties en-
countered in [CJLS, CJM, DJ]. In particular, we do not need to show that the loop
in the space of Lagrangian planes is differentiable as this fact comes for free from
the abstract theory in [BF].
Let A be a symmetric operator in a Hilbert space H. The quotient space
dom(A∗)/ dom(A) has a natural symplectic structure; it is called in [BF] the space of
abstract boundary values, and we let γ denote the natural projection from dom(A∗)
into this space. Let AD be a self-adjoint extension of A with the domain D ⊂ H.
We assume that AD has compact resolvent. Let Vt : [0, 1] → B(H) be a differen-
tiable family of bounded self-adjoint operators satisfying certain hypotheses listed
below in Theorem 2.5 (i). The main abstract result of the current paper is con-
cerned with counting the number of the unstable eigenvalues of AD+Vt, that is, the
Morse index of this operator, Mor(AD + Vt) := #
{
λk < 0
∣∣λk ∈ Spec(AD + Vt)}.
We recast the existence of a non-trivial solution of the eigenvalue problem
A∗u+ Vtu = λu, u ∈ D, (1.2)
in terms of the conjugate points (or crossings), i.e., the points t ∈ [0, 1] where an
associated path of Lagrangian subspaces in the space of abstract boundary values
intersects the train of γ(D) (the set of the subspaces in dom(A∗)/ dom(A) with a
nontrivial intersection with γ(D)).
Let Γ = ∪4j=1Γj be the boundary of the square [λ∞, 0]× [τ, 1] for some (small)
τ > 0 and λ∞ < 0 (with large |λ∞|), parametrized by a segment Σ ⊂ R as described
below in (2.10)-(2.13), see Figure 1. Denoting Ws := Vt(s) − λ(s)IH for s ∈ Σ, we
notice that problem (1.2) with λ = λ(s) and t = t(s) has a nontrivial solution if and
only if γ (ker (A∗ +Ws)) ∩ γ (D) 6= {0}. The points s ∈ Σ or t = t(s) where this
happens are called conjugate points; they are shown in Figure 1 as black circles.
Each conjugate point is assigned certain signature (or multiplicity) equals to the
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Figure 1.
signature of a finite dimensional (Maslov) crossing form, see Definition 2.1 below.
The Maslov index Mas(Υ(s)
∣∣
s∈Σ
, γ(D)) of the path Υ : Σ 7→ γ(ker(A∗ + Ws))
is defined as the number of the conjugate points counting their signatures, see
definition (2.2) below. Using homotopy invariance of the Maslov index we conclude
that the total number of the conjugate points on Γ counting their signatures is
equal to zero. Using this and analyzing sign definiteness of the crossing forms, we
prove the following general formulas:
Mor(AD + Vτ )−Mor(AD + V1) = Mas(γ(ker(A
∗) + Vt)
∣∣
τ≤t≤1
, γ(D)), (1.3)
Mor(AD + Vτ )−Mor(AD + V1) =
∑
τ<t≤1
dim
(
ker(AD + Vt)
)
, (1.4)
Mor(AD + Vτ )−Mor(AD + V1) = −
∑
τ≤t<1
dim
(
ker(AD + Vt)
)
, (1.5)
where formula (1.4), respectively, (1.5) holds provided dVtdt is positive, respectively,
negative definite).
Our main application of the general formulas (1.3)–(1.5) is a relation between the
Morse and Maslov indices for the multidimensional Schro¨dinger operator with pe-
riodic matrix valued potential and ~θ-periodic boundary conditions (the one dimen-
sional case was treated in [JLM] by a different method). Let V ∈ C1(Rn,Rm×m)
be a periodic function with the basic period cell
Q := {t1a1 + · · ·+ tnan| 0 ≤ tj ≤ 1, j ∈ {1, . . . , n}},
and assume that V (x) = V (x)⊤, x ∈ Q. For a given vector ~θ ∈ [0, 1)n, we consider
the Laplace operator −∆~θ in L
2(Q,Cm) equipped with the ~θ-periodic boundary
conditions
u(x+aj) = e
2πiθju(x),
∂u
∂~ν
(x+aj) = e
2πiθj ∂u
∂~ν
(x) for a. a. x ∈ ∂Q0j , j ∈ {1, . . . , n},
where ∂Q0j =
{
t1a1+· · ·+tnan ∈ Q
∣∣tj = 0} is the “left” j-th face of Q (the rigorous
definition of −∆~θ is given in Theorem 3.7 below). Shrinking x 7→ y = tx for x ∈ Q
produces the set tQ = {y = tx
∣∣x ∈ Q} for each t ∈ (0, 1]. Considering the operator
−∆~θ,t + VtQ(y) in L
2(tQ;Cm) with VtQ = V
∣∣
tQ
and rescaling it back to Q, we
obtain a family of operators −∆~θ + t
2V (tx) in L2(Q;Cm). Applying the abstract
result in (1.3) with AD = −∆~θ and Vt = t
2V (tx), we arrive at a formula relating
the Morse index of the operator −∆~θ + V and the Maslov index of a flow the set
of Lagrangian subspaces in the space of abstract boundary values, see Theorems
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3.12 and 3.14. In addition, we give a fairly explicit formulas for the Maslov crossing
forms in term of the potential, see Theorems 3.16 and 3.18. In turn, the relation
between the Morse and Maslov indices implies the following versions of the Morse-
Smale Index Theorem: If min Spec
(
2tV (tx) + t2∇V (tx)x
)
> 0 for each t ∈ (0, 1]
and almost all x ∈ Q then
Mor
(
−∆~θ + V
)
=
0, if
~θ 6= 0,
Mor
(
V (0)
)
−
∑
τ<t≤1
dim
(
ker(−∆0,t + VtQ)
)
, if ~θ = 0, V (0) is invertible,
if min Spec
(
2tV (tx) + t2∇V (tx)x
)
< 0 then
Mor
(
−∆~θ + V
)
=

∑
τ≤t<1
dim
(
ker(−∆~θ,t + VtQ)
)
, if ~θ 6= 0,
Mor
(
V (0)
)
+
∑
τ≤t<1
dim
(
ker(−∆0,t + VtQ)
)
, if ~θ = 0, V (0) is invertible.
We also apply the abstract formulas (1.3)–(1.5) to derive analogous results for the
Schro¨dinger operator in L2(Ω) for a domain Ω ⊂ Rn with Dirichlet and Neumann
boundary conditions. This derivation is substantially easier than in [DJ] or [CJLS],
although we were not able to achieve the generality of [CJLS] since for the more
general Neumann type boundary conditions considered in [CJLS] one needs the
spaces of abstract boundary values with t-dependent dom(A), cf. [SW].
Up to this point in our discussion the Morse index of the differential operators on
Ω ⊂ Rn was computed via the Maslov index of a path of Lagrangian subspaces in the
symplectic space of abstract boundary values. The next natural question is how to
transfer the information from the space of abstract boundary values into the bound-
ary space of functions (or distributions) on the actual boundary ∂Ω of the domain.
In the current paper we answer this question for a quite general class of quasi-
convex domains. We choose (N1/2(∂Ω))∗ ×N1/2(∂Ω) as the boundary space; here
N1/2(∂Ω) is defined in (A.5) and satisfies N1/2(∂Ω) = H1/2(∂Ω) when ∂Ω is suffi-
ciently smooth. We construct a symplectomorphism between the space of abstract
boundary values and the boundary space. Using the abstract formulas (1.3)–(1.5)
we characterize the Morse index of the Shro¨dinger operator via the Maslov index
of a path of Lagrangian planes in the boundary space (N1/2(∂Ω))∗ × N1/2(∂Ω).
Although in spirit this result is close to the similar formulas from [CJLS], it is not
the same as in the current paper we use different from [CJLS] trace operators.
Notations. We denote by In and 0n the n × n identity and zero matrix. We
let ⊤ denote transposition. For an n × m matrix A = (aij)
n,m
i=1,j=1 and a k × ℓ
matrix B = (bij)
k,ℓ
i=1,j=1, we denote by A ⊗ B the Kronecker product, that is, the
nk ×mℓ matrix composed of k × ℓ blocks aijB, i = 1, . . . n, j = 1, . . .m. We let
J = Im ⊗
[
0 −1
1 0
]
. For a given function V : Rn → Rm×m we denote
Vt(x) := t
2V (tx), VR(x) := V (x)⊗ I2, Vt,R(x) := t
2V (tx)⊗ I2, x ∈ R
n, t ∈ R.
We let (· , ·)X denote the scalar product in a Hilbert space X . The Banach spaces
of bounded and compact linear operators on X are denoted by B(X ) and B∞(X ),
respectively. The spectrum of an operator A is denoted by Spec(A). In addition,
#(M) abbreviates the cardinality of the set M . We denote by L2(Q;R) the (real)
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space of the real-valued functions and by L2(Q, dnx) = L2(Q;C) the (complex)
space of the complex-valued L2-functions. Similarly, we use notations H2(Q;R)
and H20 (Q;R) for the spaces of the real-valued functions from the corresponding
Sobolev spaces, while H2(Q;Rm) and H20 (Q;R
m) denote the respective spaces of
the vector valued functions.
2. Abstract results
2.1. Definition of the Maslov index. In this section we derive our main abstract
result relating the Morse and Maslov indices of a family of self-adjoint operators.
To begin, we recall basic definitions, see [BF, CJLS, F] for more details. Let H
be a real Hilbert space with the inner product (·, ·)H and ωH : H × H → R be a
bilinear, skew-symmetric, bounded, non-degenerate form. There exists an operator
J ∈ B(H), J2 = −IH, J t = −J , such that ωH(u, v) = (Ju, v)H for all u, v ∈ H,
where J t is the operator adjoint to J in (H, (·, ·)H). For a given subspace X ⊂ H
we denote X 0 :=
{
u ∈ H
∣∣ ωH(u, v) = 0 for all v ∈ H} and say that X is isotropic
if X ⊂ X 0, coisotropic if X 0 ⊂ X and Lagrangian if X = X 0. The Lagrangian-
Grassmannian is the set Λ(H) of the Lagrangian subspaces of H, equipped with
the metric d(X ,Y) := ‖PX − PY‖B(H), where PX is the orthogonal projection onto
X . A pair of subspaces (X ,Y) is called Fredholm if dim(X ∩ Y) < +∞ and X +Y
is closed and codim(X + Y) < +∞. For a fixed Lagrangian subspace X we denote
FΛ(X ) :=
{
Y ∈ Λ(X )
∣∣ (X ,Y) is a Fredholm pair}, the set FΛ(X ), equipped with
metric d is called the Fredholm-Lagrangian-Grassmannian of X .
For any Lagrangian subspace X , one has (X )⊥ = JX and thus for each u ∈ H
there exist u1, u2 ∈ X , such that u = u1 + Ju2. For a given complex number
α + iβ we define (α + iβ)u := αu1 − βu2 + J(αu2 + βu1). We equip H with
this multiplication by complex numbers and the standard addition and denote the
obtained this way vector space by HJ . Note, that HJ does not depend on the choice
of the Lagrangian subspace X [F]. The vector space HJ becomes a Hilbert space
when equipped with the inner product (u, v)J := (u, v)H − iωH(u, v), u, v ∈ HJ .
For a given Lagrangian subspace X , we define the Souriau map as
SX : FΛ(X )→ B(HJ), SX (Y) := (IHJ − 2PY)(2PX − IHJ ), (2.1)
and recall from [F, Propositions 2.46, 2.52] that
SX (Y) ∈ U(HJ ) is a unitary operator and SX (Y) + IHJ is Fredholm operator,
dimR(X ∩ Y) = dimC ker(SX (Y) + IHJ ).
We consider a continuous path Υ with values in FΛ(X ), i.e. Υ ∈ C([a, b], FΛ(X )),
and the corresponding path υ : t 7→ SX (Υ(t)) in U(HJ ). The Maslov index of Υ is
defined as the spectral flow of the family υ through the point −1 which could be
only an isolated point in Spec(υ(t)) since the operators υ(t) + IB(HJ ) are Fredholm
and the spectrum of the unitary operators υ(t) belong to the unite circle. It follows
that there exists a partition a = t0 < t1 < · · · < tN = b and positive numbers
εj ∈ (0, π), such that ei(π+εj) 6∈ Spec(υ(t)) for each 1 ≤ j ≤ N . We define
k(t, ε) :=
∑
0≤θ≤ε
ker(υ(t)− ei(π+θ)) and introduce the Maslov index as follows:
Mas(Υ,X ) :=
N∑
j=1
(k(tj , εj)− k(tj−1, εj)) , (2.2)
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see [F, Definition 3.2]. By [F, Proposition 3.3] the number Mas(Υ,X ) is well defined,
that is, it is independent on the choice of the partition tj and εj .
We will now recall how to compute the Maslov index via crossing forms. Assume
that Υ ∈ C1([a, b], FΛ(X )) and let t∗ ∈ [a, b]. By [CJLS, Lemma 3.8] there exists
a neighbourhood Σ0 of t∗ and a C
1(Σ0,B(Υ(t∗),Υ(t∗)
⊥)) family Rt, such that
Υ(t) = {u + Rtu
∣∣u ∈ Υ(t∗)}, for t ∈ Σ0. We will use the following terminology
from [F, Definition 3.20].
Definition 2.1. Let X be a Lagrangian subspace and Υ ∈ C1([a, b], FΛ(X )).
(i) We call t∗ ∈ [a, b] a conjugate point or crossing if Υ(t∗) ∩ X 6= {0}.
(ii) The finite dimentional form
Qt∗,X (u, v) :=
d
dt
ωH(u,Rtv)
∣∣
t=t∗
= ωH(u, R˙t=t∗v), for u, v ∈ Υ(t∗) ∩ X ,
is called the crossing form at the crossing t∗.
(iii) The crossing t∗ is called regular if the form Qt∗,X is non-degenerate, positive
if Qt∗,X is positive definite, and negative if Qt∗,X is negative definite.
Theorem 2.2 ([F], Corollary 3.25). If t∗ is a regular crossing of a C
1([0, 1], FΛ(X ))
path Υ then there exists δ > 0 such that
(i) Mas(Υ|t−t∗|<δ,X ) = signQt∗,X , if t∗ ∈ (0, 1),
(ii) Mas(Υ0≤t≤δ,X ) = −n−(Qt∗,X ), if t∗ = 0,
(iii) Mas(Υ1−δ≤t≤1,X ) = n+(Qt∗,X ), if t∗ = 1.
2.2. The symplectic space of abstract boundary values. Let A be a densely
defined, closed, symmetric operator in H, i.e. A : dom(A) ⊂ H → H, and
(Ax, y)H = (x,Ay)H for all x, y ∈ dom(A), so that A ⊂ A
∗. We denote Dmax :=
dom(A∗) and Dmin := dom(A). Since both A and A∗ are closed linear opera-
tors, the vector spaces Dmax and Dmin equipped with the A∗-graph inner prod-
ucts are complete. We set DGmax :=
(
Dmax, (·, ·)G
)
and DGmin :=
(
Dmin, (·, ·)G
)
,
where (x, y)G = (x, y)H + (A
∗x,A∗y)H for x, y ∈ Dmax. The quotient space(
DGmax/D
G
min, ||| · |||
)
equipped with norm |||γ(x)||| := inf
{
‖x + y‖H
∣∣ y ∈ Dmin}
is a Banach space; here and below γ is the natural projection, that is,
γ : DGmax → D
G
max/D
G
min, γ(x) = [x], (2.3)
where [x] ∈ DGmax/D
G
min is the class corresponding to the vector x ∈ D
G
max. Next,
we consider the Hilbert space
B := (Dmin)
⊥,(·,·)G = {y ∈ DGmax
∣∣(x, y)G = 0 for all x ∈ DGmin}
equipped with the A∗-graph scalar product (·, ·)G and introduce the isometry i ∈
B(DGmax/D
G
min, B) between these two spaces by letting i : γ(x) 7→ PBx, where PB ∈
B(DGmax) is the orthogonal projector onto B. Obviously, iγ(x) does not depend on
a particular representative of the class γ(x) = [x], moreover, |||γ(x)||| = ‖PBx‖G .
The map i induces an inner product on Dmax/Dmin that agrees with the norm |||·|||.
We introduce the real Hilbert space HA by letting
HA := (D
G
max/D
G
min, 〈·, ·〉), where 〈γ(x), γ(y)〉 := (iγ(x), iγ(y))G . (2.4)
The Hilbert space HA is called the space of abstract boundary values. It has a
natural symplectic form
ω : HA ×HA → R, ω(γ(x), γ(y)) := (A
∗x, y)H − (x,A
∗y)H. (2.5)
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The spaceHA is described in [BF], where it is shown that the form ω is bounded and
non-degenerate. As pointed out in [BF], the space of abstract boundary values of
a given symmetric operator contains information about its self-adjoint extensions.
In particular, it is shown that a symmetric extension AD of the operator A with
the domain D is self-adjoint if and only if the abstract traces γ(x) of vectors x from
the domain D of the extension form a Lagrangian subspace.
Theorem 2.3 ([BF]). (i) A symmetric extension AD of A is self-adjoint if and
only if γ(D) is a Lagrangian subspace of the space HA of abstract boundary values.
(ii) Let AD be a self-adjoint and Fredholm extension of A. Then γ
(
ker(A∗)
)
is a Lagrangian subspace of the space HA of abstract boundary values, moreover,
γ
(
ker(A∗)
)
∈ FΛ(γ(D)).
(iii) Let V ∈ C1([0, 1],B(H)) be a differentiable path of bounded, self-adjoint
operators. If the self-adjoint extension AD of the symmetric operator A has compact
resolvent and ker
(
A∗ + Vt
)
∩ Dmin = {0} for all t ∈ [0, 1], then the mapping
ΥA : t 7→ γ
(
ker(A∗+Vt)
)
belongs to C1([0, 1], FΛ(γ(D))). Also, if V is continuous,
then so is ΥA.
Remark 2.4. Assuming hypotheses of Theorem 2.3 (iii), there exists a family of
orthogonal projections P : t 7→ Pt ∈ B(DGmax), such that ran(Pt) = ker(A
∗+Vt) for
all t ∈ [0, 1] and P ∈ C1
(
[0, 1],B(DGmax)
)
. Moreover, according to [CJLS, Remark
3.5], [DK, Section IV.1], [F, Remark 6.11] for a given t0 ∈ [0, 1] there exists a
smooth family of boundedly invertible operators U : t 7→ Ut ∈ B(DGmax) such that
UtPt0 = PtUt for all t near t0.
We are now ready to present our first principal result.
Theorem 2.5. (i) Let A be a symmetric operator in a real Hilbert space H and AD
be its self-adjoint extension with the domain D ⊂ H. Let V ∈ C1([0, 1],B(H)) be
a differentiable path of bounded, self-adjoint operators in H. Assume that AD has
compact resolvent, and there exists λ∞ < 0, such that ker
(
AD + Vt − λ
)
= {0} for
all t ∈ [0, 1] and λ < λ∞, and ker
(
A∗ + Vt − λ
)
∩Dmin = {0} for all t ∈ [0, 1], λ ∈
[λ∞, 0]. Then for each τ ∈ (0, 1)
Mor(AD + Vτ )−Mor(AD + V1) = Mas(γ(ker(A
∗) + Vt)
∣∣
τ≤t≤1
, γ(D)). (2.6)
(ii) If, in addition to the assumptions in (i), for some τ ∈ (0, 1) and all t∗ ∈ [τ, 1]
such that ker
(
AD + Vt∗
)
6= {0} the restriction of the operator V˙t(t∗) :=
dVt
dt
∣∣
t=t∗
to
the finite dimensional space ker
(
AD + Vt∗
)
is positive definite then
Mor(AD + Vτ )−Mor(AD + V1) =
∑
τ<t≤1
dim
(
ker(AD + Vt)
)
. (2.7)
(iii) If, in addition to the assumptions in (i), for some τ ∈ (0, 1) and all t∗ ∈ [τ, 1]
such that ker
(
AD + Vt∗
)
6= {0} the restriction of the operator V˙t(t∗) :=
dVt
dt
∣∣
t=t∗
to
the finite dimensional space ker
(
AD + Vt∗
)
is negative definite then
Mor(AD + Vτ )−Mor(AD + V1) = −
∑
τ≤t<1
dim
(
ker(AD + Vt)
)
. (2.8)
We will split the proof in several steps. We notice that Vt(AD − λ)−1 ∈ B∞(H)
for λ ∈ C \ Spec(AD), that is, Vt is a relatively compact perturbation of AD, and
thus AD + Vt has purely discrete spectrum. For a fixed τ ∈ (0, 1] we introduce the
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following one parameter family of bounded self-adjoint operators Ws in H and fix
a parametrization Σ = ∪4j=1Σj → Γ = ∪
4
j=1Γj , s 7→ (t(s), λ(s)) of the square in
Figure 1:
Ws := Vt(s) − λ(s)IH, s ∈ Σ = ∪
4
j=1Σj , (2.9)
where
λ(s) = s, t(s) = τ, s ∈ Σ1 := [λ∞, 0], (2.10)
λ(s) = 0, t(s) = s+ τ, s ∈ Σ2 := [0, 1− τ ], (2.11)
λ(s) = −s+ 1− τ, t(s) = 1, s ∈ Σ3 := [1− τ, 1− τ − λ∞], (2.12)
λ(s) = λ∞, t(s) = −s+ 2− τ − λ∞, (2.13)
s ∈ Σ4 := [1− τ − λ∞, 2(1− τ)− λ∞].
As in Theorem 2.3 (iii), we consider the continuous path ΥA of Lagrangian sub-
spaces in the symplectic Hilbert space HA of abstract boundary values, correspond-
ing to symmetric operator A, that is, the path ΥA : s 7→ γ
(
ker(A∗ +Ws)
)
, and
observe that ΥA
∣∣
Σi
∈ C1(Σi, FΛ(γ(D))), 1 ≤ i ≤ 4.
Lemma 2.6. Under the assumptions in Theorem 2.5 (i) one has
Mas(ΥA
∣∣
Σ1
, γ(D)) = −Mor(AD + Vτ ). (2.14)
Proof. The proof of this lemma relies on the computations made in the proof of
Theorem 5.1 in [BF], specifically, see formula (5.3) in [BF].
Let s∗ ∈ (λ∞, 0) be a conjugate point, i.e. Ks∗ := ΥA(s∗) ∩ γ(D) 6= {0}. By
Lemma A.12 there exists a small neighbourhood Σs∗ ⊂ (λ∞, 0) of s∗ and a family
(s+ s∗) 7→ B(s+s∗) in C
1
(
Σs∗ ,B(ΥA(s∗),ΥA(s∗)
⊥)
)
, Bs∗ = 0H, such that ΥA(s) =
{[u]+Bs+s∗ [u]
∣∣[u] ∈ ΥA(s∗)} for all (s+ s∗) ∈ Σs∗ . Let us fix u0 ∈ ker (A∗+Ws∗)
with Ws from (2.9) and consider the family [u0]s := [u0] + B(s+s∗)[u0] with small
|s|. Since
ker
(
A∗ +W(s+s∗)
)
∩ Dmin = ker
(
A∗ + Vτ − (s+ s∗)IH
)
∩ Dmin = {0},
for small |s|, there exists a unique us ∈ ker
(
A∗ +W(s+s∗)
)
such that [us] = [u0]s.
Next, using (2.5) and (2.10) we calculate:
ω([u0], B(s+s∗)[u0]) =
(
A∗u0, us − u0
)
H
−
(
u0, A
∗(us − u0)
)
H
=
(
(A∗ +Ws∗)u0, us − u0
)
H
−
(
u0, (A
∗ +Ws∗)(us − u0)
)
H
=−
(
u0, (A
∗ +Ws∗)us
)
H
= −
(
u0, (A
∗ +W(s+s∗))us
)
H
−
(
u0, (Ws∗ −W(s+s∗))us
)
H
= −
(
u0, sus
)
H
. (2.15)
Assuming, for a moment, that the mapping s 7→ us is continuous, we proceed by
evaluating the crossing form
Qs∗,γ(D)([u0], [u0]) :=
d
ds
ω([u0], B(s+s∗)[u0])
∣∣
s=0
= lim
s→0
ω([u0], B(s+s∗)[u0])
s
= lim
s→0
−
(
u0, sus
)
H
s
= −‖u0‖
2
H.
By Theorem 2.2 (i) we therefore have
Mas
(
ΥA
∣∣
Σs∗
, γ(D)
)
= sign Qs∗,γ(D) = − dim
(
ΥA(s∗) ∩ γ(D)
)
= − dimker
(
AD + Vτ − s∗
)
. (2.16)
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Formula (2.16) holds for all crossings s∗ ∈ Σ1, thus, using (2.10),
Mas
(
ΥA
∣∣
Σ1
)
=
∑
λ∞<s<0:
ΥA(s)∩γ(D) 6={0}
sign Qs,γ(D) + n+(Q0,γ(D))
= −
∑
λ∞<s<0
dim ker
(
AD + Vτ − s
)
= −Mor(AD + Vτ ), (2.17)
since Q0,γ(D) is negative definite and thus n+(Q0,γ(D)) = 0, while (2.17) follows
from the absence of eigenvalues less than λ∞, which is guaranteed by the assumption
ker
(
AD + Vt − λ
)
= {0} for all t ∈ [0, 1] and λ < λ∞.
To complete the proof we need to show the continuity of s 7→ us at s = 0.
In fact, we will show that this map is continuously differentiable. Let us denote
Ns := ker
(
A∗+W(s∗+s)
)
. Since for all (s+s∗) ∈ Σ one hasNs∩Dmin = {0}, for each
class [x] ∈ γ
(
Ns
)
there exists a unique representative xker ∈ Ns, so that [xker] = [x]
and the mapping Ts : γ
(
Ns
)
→ Ns, [x] 7→ xker is well defined and Tsγ
∣∣
Ns
=
IdNs , γ
∣∣
Ns
Ts = Idγ(Ns). Then one has us = Ts
(
IHA + B(s+s∗)
)
[u0] with B(s+s∗)
defined in the beginning of the proof of the lemma. The differentiability of the
function s 7→ us will be shown once we can proof the differentiability of the family
of bounded operators s 7→
(
IHA +B(s+s∗)
)−1
T−1s . Here |s| is sufficiently small, so
that
(
IHA +B(s+s∗)
)−1
is well defined and bounded, while the boundedness of T−1s
follows using the opening mapping theorem. Since the function s 7→
(
IHA+B(s+s∗)
)
is differentiable, the differentiability of the function s 7→
(
IHA +B(s+s∗)
)−1
follows
and it remains to prove differentiability of the function s 7→ T−1s . Recall that T
−1
s =
γ
∣∣
Ns
. Employing Remark 2.4, one obtains T−1s = γ
∣∣
Ns
= γUsPNs∗U
−1
s , where PNs
is the orthogonal projection onto Ns in the space D
G
max. Thus the function s 7→ T
−1
s
is differentiable, implying the desired property of the map s 7→ us. 
Similarly, one can show the monotonicity of the Maslov index on Σ3 and prove
the following result.
Lemma 2.7. Under the assumptions in Theorem 2.5 (i) one has
Mas(ΥA
∣∣
Σ3
, γ(D)) = Mor(AD + V1). (2.18)
Proof. As in Lemma 2.6. 
Lemma 2.8. Under the assumptions in Theorem 2.5 (i) one has
Mas(ΥA
∣∣
Σ4
, γ(D)) = 0. (2.19)
Proof. If s∗ ∈ Σ4 is a crossing, then ΥA(s∗) ∩ γ(D) 6= {0}, implying by (2.13) that
ker
(
AD + V−s+2−τ−λ∞ − λ∞
)
6= {0}, s ∈ Σ4. By the assumption the kernel is
trivial, therefore there are no crossings on Σ4 and Mas(ΥA|Σ4 , γ(D)) = 0. 
Lemma 2.9. Under the assumptions in Theorem 2.5 (i),(ii) one has
Mas(ΥA|Σ2 , γ(D)) =
∑
τ<t≤1
dim
(
ker(AD + Vt)
)
. (2.20)
Proof. Let s∗ ∈ [0, 1 − τ ] be a conjugate point, i.e. Ks∗ := ΥA(s∗) ∩ γ(D) 6= {0}.
Then by Lemma A.12 there exists a small neighbourhood Σs∗ ⊂ [0, 1 − τ ] of s∗
and a family (s+ s∗) 7→ B(s+s∗) in C
1
(
Σs∗ ,B(ΥA(s∗),ΥA(s∗)
⊥)
)
, Bs∗ = 0H, such
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that ΥA(s) = {[u] + B(s+s∗)[u]
∣∣[u] ∈ ΥA(s∗)} for all (s + s∗) ∈ Σs∗ . Let us fix
u0 ∈ ker
(
A∗ +Ws∗
)
and consider the family [u0]s := [u0] +B(s+s∗)[u0] with small
|s|. Since ker
(
A∗ +W(s+s∗)
)
∩Dmin = ker
(
A∗ + Vτ+s∗+s
)
∩Dmin = {0}, for small
|s| there exists a unique us ∈ ker
(
A∗ +W(s+s∗)
)
such that [us] = [u0]s. Next,
ω([u0], B(s+s∗)[u0]) =
(
A∗u0, us − u0
)
H
−
(
u0, A
∗(us − u0)
)
H
=
(
(A∗ +Ws∗)u0, us − u0
)
H
−
(
u0, (A
∗ +Ws∗)(us − u0)
)
H
=−
(
u0, (A
∗ +Ws∗)us
)
H
= −
(
u0, (A
∗ +W(s+s∗))us
)
H
−
(
u0, (Ws∗ −W(s+s∗))us
)
H
=
(
u0, (Vτ+s∗+s − Vτ+s∗)us
)
H
.
Since the mapping s 7→ us is continuous (this can be shown by the same arguments
as in the proof of Lemma 2.6), we proceed by evaluating the crossing form:
Qs∗,γ(D)([u0], [u0]) :=
d
ds
ω([u0], B(s+s∗)[u0])
∣∣
s=0
= lim
s→0
ω([u0], B(s+s∗)[u0])
s
= lim
s→0
(
u0, ,
(Vτ+s∗+s − Vτ+s∗)us
s
)
H
=
(
u0, V˙τ+s∗u0
)
H
> 0.
By Theorem 2.2 (i) we then have
Mas
(
ΥA
∣∣
Σs∗
, γ(D)
)
= sign Qs∗,γ(D) = dim
(
ΥA(s∗) ∩ γ(D)
)
= dimker
(
AD + Vτ+s∗
)
. (2.21)
Formula (2.21) holds for all crossings s∗ ∈ Σ2, thus
Mas
(
ΥA
∣∣
Σ2
)
=
∑
0<s<1−τ :
ΥA(s)∩γ(D) 6={0}
sign Qs,γ(D) + n+(Q1−τ,γ(D))− n−(Q0,γ(D))
=
∑
0<s≤1−τ
dim ker
(
AD + Vτ+s
)
, (2.22)
where n−(Q0,γ(D)) = 0, since Q0,γ(D) is positive definite, and n+(Q1−τ,γ(D)) =
dimker
(
AD + V1
)
, since Q1,γ(D) is positive definite. 
A similar argument gives the following result.
Lemma 2.10. Under the assumptions in Theorem 2.5 (i),(iii) one has
Mas(ΥA
∣∣
Σ2
, γ(D)) = −
∑
τ≤t<1
dim
(
ker(AD + Vt)
)
. (2.23)
Proof of Theorem 2.5. We recall that the Maslov index is additive under catenation
[BF, Theorem 3.6(a)], so that
Mas(ΥA, γ(D)) = Mas(ΥA
∣∣
Σ1
, γ(D)) +Mas(ΥA
∣∣
Σ2
, γ(D))
+Mas(ΥA
∣∣
Σ3
, γ(D)) +Mas(ΥA
∣∣
Σ4
, γ(D)).
Moreover, Mas(ΥAγ(D)) = 0 since the Maslov index is homotopy invariant [BF,
Theorem 3.6(b)], so that we arrive at the identity
Mas(ΥA
∣∣
Σ1
, γ(D)) +Mas(ΥA
∣∣
Σ2
, γ(D))
+Mas(ΥA
∣∣
Σ3
, γ(D)) +Mas(ΥA
∣∣
Σ4
, γ(D)) = 0.
(2.24)
We are ready to prove assertions (i) – (iii) in Theorem 2.5.
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(i) Equalities (2.24), (2.14), (2.18) and (2.19) yield
Mas(ΥA
∣∣
Σ2
, γ(D)) =−Mas(ΥA
∣∣
Σ1
, γ(D))−Mas(ΥA
∣∣
Σ3
, γ(D))
−Mas(ΥA
∣∣
Σ4
, γ(D)) = Mor(AD + Vτ )−Mor(AD + V1),
and imply (2.6).
(ii) Equalities (2.24), (2.14), (2.18), (2.19) and(2.20) yield (2.7).
(iii) Equalities (2.24), (2.14), (2.18), (2.19) and(2.23) yield (2.8). 
Corollary 2.11. (i) If the assumptions in Theorem 2.5 (i) and (ii) hold, then the
function τ 7→ Mor
(
AD + Vτ
)
is non-increasing for τ ∈ (0, 1].
(ii) If the assumptions in Theorem 2.5 (i) and (iii) hold, then the function τ 7→
Mor
(
AD + Vτ
)
is non-decreasing for τ ∈ (0, 1].
Proof. Since the right hand sides of (2.7) and (2.8) are sign definite, assertions (i)
and (ii) follow from (2.7) and (2.8). 
3. Applications
3.1. Schro¨dinger operator with ~θ periodic boundary conditions. Given n
linearly independent vectors {a1, . . . an} ⊂ Rn, we consider the lattice L and the
dual lattice L′,
L := {k1a1 + · · ·+ knan| kj ∈ Z, j ∈ {1, . . . , n}}, (3.1)
L′ := {k1b1 + · · ·+ knbn| bj · ai = 2πδij , kj ∈ Z, i, j ∈ {1, . . . , n}},
and the unit cell Q and the dual unit cell Q′,
Q := {t1a1 + · · ·+ tnan| 0 ≤ tj ≤ 1, j ∈ {1, . . . , n}},
Q′ := {t1b1 + · · ·+ tnbn|bj · ai = 2πδij , 0 ≤ tj ≤ 1, i, j ∈ {1, . . . , n}}.
The faces ∂Qsj of the unit cell Q (so that ∂Q = ∪
1
s=0 ∪
n
j=1 ∂Q
s
j) are denoted by
∂Qsj := {t1a1 + · · ·+ tnan ∈ Q
∣∣ tj = s}, j ∈ {1, . . . , n}, s ∈ {0, 1}.
The n-tuple {a1, . . . an} ⊂ Rn is uniquely associated with an n×n matrix A by the
condition Aaj = 2πej, where {ej}1≤j≤n is the standard basis in R
n. Furthermore,
the equalities A⊤ei · aj = ei · Aaj = 2πei · ej = 2πδij , i, j ∈ {1, . . . , n} imply
bj = A
⊤ej . For a given vector ~θ := (θ1, . . . , θn) ∈ [0, 1)n, the matrix A just defined,
and k ∈ Zn we denote
ck(x) := |Q|
−1 cos
(
A⊤(~θ − k) · x
)
, sk(x) := |Q|
−1 sin
(
A⊤(~θ − k) · x
)
,
ζk(x) := e
iA⊤(~θ−k)·x, x ∈ Q.
We now briefly recall basic properties of the Dirichlet and Neumann trace oper-
ators, see [GM10] and references therein for more details. The Dirichlet boundary
trace operator γ0D : C(Q) → C(∂Q), γ
0
Du := u|∂Q is extended by continuity to
a bounded operator γD ∈ B
(
H2(Q;R2m), L2(∂Q;R2m)
)
and called the Dirichlet
trace operator. The traces of functions from H2(Q;R2m) have higher regularity
but this is not significant for our purposes. Recalling that ∂Q = ∪1s=0∪
n
j=1 ∂Q
s
j , we
define the Dirichlet trace operators corresponding to each face of Q, that is, we let
γD,∂Qsj : H
2(Q;R2m)→ L2(∂Q
s
j ,R
2m),
γD,∂Qsj (u) := (γDu)|∂Qsj , 1 ≤ j ≤ n, s ∈ {0, 1}.
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It follows that γD,∂Qsj ∈ B
(
H2(Q;R2m), L2(∂Qsj ;R
2m)
)
for 1 ≤ j ≤ n and s ∈
{0, 1}. We denote
∇u := [∇u1, · · · ,∇u2m]
⊤ ∈ R2m×n, 〈∇u(x),∇v(x)〉R2m :=
2m∑
i=1
(∇ui(x),∇vi(x))Rn
for given u = (ui)
2m
i=1, v = (vi)
2m
i=1 ∈ H
2(Q;R2m). The Neumann trace is given by
γN,∂Qsj : H
2(Q;R2m)→ L2(∂Qsj ;R
2m),
γN,∂Qsj (u) :=
(
γD(∇u)
−→ν
)∣∣
∂Qsj
, 1 ≤ j ≤ n, s ∈ {0, 1},
where ~ν is the outward pointing normal unit vector to ∂Q. The inclusion γN,∂Qsj ∈
B
(
H2(Q;R2m), L2(∂Qsj ;R
2m×n)
)
holds for all 1 ≤ j ≤ n, s ∈ {0, 1}. For each
u ∈ H2(Q;R2m) we denote
usj := γD,∂Qsj (u), ∂ju
s := γN,∂Qsj (u), 1 ≤ j ≤ n, s ∈ {0, 1}. (3.2)
Our next objective is to discuss the Laplace operator satisfying ~θ-periodic
boundary conditions u(x + aj) = e
2πiθju(x), ∂u∂~ν (x + aj) = e
2πiθj ∂u
∂~ν (x) for all
x ∈ ∂Q0j , 1 ≤ j ≤ n. Since these conditions are complex, we will have to dis-
tinguish between the Laplace operator acting in the real and complex spaces (see
Theorems 3.1 and 3.7 respectively). We begin with the real case.
The Laplace operator −∆ : C∞0 (Q;R) → C
∞
0 (Q;R) considered in L
2(Q;R) is
closable. The closure of this operator is denoted by −∆min and is given by
dom(−∆min) = H
2(Q;R), −∆minu = −∆u, (3.3)
in the sense on distributions; the adjoint operator −∆max is defined by
dom(−∆max) := {u ∈ L
2(Q;R)| ∆u ∈ L2(Q;R)}, −∆maxu := −∆u,
so that one has −∆max = (−∆min)∗ and −∆min = (−∆max)∗. The direct sum of
2m copies of the operator −∆min is denoted again by −∆min := ⊕2mj=1(−∆min),
similarly −∆max := ⊕2mj=1(−∆max).
Given a vector ~θ = (θ1, . . . , θn) ∈ (0, 1]n, we will now describe the Laplace
operator with the real valued version of the ~θ-periodic boundary conditions. Let us
introduce the following matrices Mj and the weighted translation operators Mj:
Mj := Im ⊗
[
cos 2πθj − sin 2πθj
sin 2πθj cos 2πθj
]
, 1 ≤ j ≤ n, (3.4)
Mj ∈ B(L
2(∂Q0j ;R
2m), L2(∂Q1j ;R
2m)),
(Mju)(x) = Mju(x− aj) for a.a. x ∈ ∂Q
1
j , 1 ≤ j ≤ n. (3.5)
Observe that Mj is an isometric isomorphism for each 1 ≤ j ≤ n:
(Mju,Mjv)L2(∂Q1j ;R2m) = (u, v)L2(∂Q0j ;R2m),
where we usedM⊤j Mj = I2m. The following result describes the Laplacian with the
~θ-periodic boundary conditions acting on the space of real vector valued functions.
We recall notations (3.2) and (3.5).
Theorem 3.1. The ~θ-periodic real Laplace operator −∆~θ,R defined by
−∆~θ,R : dom(−∆~θ,R) ⊂ L
2(Q;R2m)→ L2(Q;R2m),
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dom(−∆~θ,R) :=
{
u ∈ H2(Q;R2m)
∣∣∣ u1j =Mju0j , ∂ju1 = −Mj∂ju0, 1 ≤ j ≤ n },
−∆~θ,Ru := −∆u, u ∈ dom(−∆~θ,R),
is self-adjoint, moreover, −∆min ⊂ −∆~θ,R ⊂ −∆max. In addition, the operator
−∆~θ,R has compact resolvent, in particular, it has purely discrete spectrum. Finally,
Spec(−∆~θ,R) =
{
‖A⊤(~θ − k)‖2
Rn
}
k∈Zn
.
The proof of this theorem relies on several auxiliary results. We begin with a
simple abstract lemma.
Lemma 3.2. Let H be separable Hilbert space (complex or real) with the inner
product (·, ·)H and corresponding norm ‖ · ‖H. Consider a linear operator S such
that (Sx, y)H = (x, Sy)H for all x, y ∈ domS. Assume that there exists a complete
orthonormal sequence {φk}∞k=1 of eigenvectors of S. Then S is essentially self-
adjoint, i.e. S = S∗. Let φk be the eigenvector corresponding to the eigenvalue λk.
Then
dom(S) =
{
f ∈ H :
∞∑
k=1
λ2k
∣∣(f, φk)H|2 <∞}, (3.6)
and for each f ∈ dom (S) we have
Sf =
∞∑
k=1
λk(f, φk)Hφk. (3.7)
Finally, if lim
k→+∞
|λk| = +∞, then S has compact resolvent and Spec(S) =
Specd(S) = {λk}k∈N.
Proof. In order to show that S is closable we pick a sequence of vectors {fk}
∞
k=1 ⊂
dom(S) such that lim
k→∞
fk = 0 and lim
k→∞
Sfk = g, for some g ∈ H. For each l ∈ N
the following chain of equalities holds
(g, φl)H =
(
lim
k→∞
Sfk, φl
)
H
= lim
k→∞
(
Sfk, φl
)
H
= lim
k→∞
(fk, Sφl)H =
(
lim
k→∞
fk, Sφl
)
H
= 0,
thus g = 0. Next we prove (3.6). Pick a vector f ∈ dom (S¯), by definition of S¯
there exists {fk}
∞
k=1 ⊂ domS such that lim
k→∞
fk = f and lim
k→∞
Sfk = S¯f. By
(S¯f, φl)H =
(
lim
k→∞
Sfk, φl
)
H
= lim
k→∞
(Sfk, φl)H =
= lim
k→∞
(fk, Sφl)H = λl
(
lim
k→∞
fk, φl
)
H
= λl(g, φl)H, l ∈ N (3.8)
and Parseval’s equality one obtains
‖S¯f‖2H =
∞∑
n=1
|(S¯f, φn)H|
2 =
∞∑
n=1
λ2n|(f, φn)H|
2. (3.9)
Since ‖S¯f‖2H < ∞, the right hand side of (3.9) is finite, therefore,”⊆” in (3.6) is
shown. To show the opposite inclusion, let f be such that
∞∑
n=1
λ2n|(f, φn)H|
2 < ∞
and set fk :=
k∑
r=1
(f, φr)Hφr. Then fk ∈ domS and lim
k→∞
fk = f , also Sfk =
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k∑
r=1
λn(f, φr)Hφr and the sequence {Sfk}
∞
k=1 converges. This proves the inclusion
“⊇” in (3.6) and also yields (3.7). Let a ∈ R\ Spec(S), then
(S − a)−1f =
∞∑
k=1
(λk − a)
−1(f, ϕk)Hϕk, for f ∈ H.
Finally, the inclusion (S − a)−1 ∈ B∞(H) follows since lim
k→∞
(λk − a)−1 = 0. 
We prove that the eigenfunctions of the Laplacian form an orthonormal basis.
Lemma 3.3. For each vector ~θ := (θ1, . . . , θn) ∈ [0, 1)n, the sequence of functions{
|Q|−1eiA
⊤(~θ−k)·x
}
k∈Zn
is orthonormal basis in L2(Q;C).
Proof. Suppose that f ∈ L2(Q;C) is orthogonal to each function from the sequence.
For all k ∈ Zn, change of variables y = (2π)−1Ax yields
0 =
∫
Q
f(x)eiA
⊤(~θ−k)·xdnx =
∫
Q
f(x)ei(
~θ−k)·Axdnx
=
(2π)n
| detA|
∫
[0,1]n
f(2πA−1y)e2πi
~θ·ye−2πik·ydny.
Thus, f(2πA−1y)e2πi
~θ·y = 0 a.e. in [0, 1]n, implying f(x) = 0 a.e. in Q. 
A function φ : Rn → C is called ~θ−periodic, if φ(x + aj) = e
2πiθjφ(x) for all
x ∈ Q, 1 ≤ j ≤ n. The equalities A⊤(~θ − k) · aj = (~θ − k) ·Aaj = 2π(~θ − k) · ej =
2π(θj − kj), k ∈ Z
n, 1 ≤ j ≤ n yield
|Q|−1eiA
⊤(~θ−k)·(x+aj) = e2πiθj |Q|−1eiA
⊤(~θ−k)·x, 1 ≤ j ≤ n,
moreover, for each vector v ∈ Rn,
v · ∇
(
|Q|−1eiA
⊤(~θ−k)·(x+aj)
)
= e2πiθjv · ∇
(
|Q|−1eiA
⊤(~θ−k)·x
)
, 1 ≤ j ≤ n.
Thus, we observe that the functions |Q|−1eiA
⊤(~θ−k)·x and v·∇
(
|Q|−1eiA
⊤(~θ−k)·x
)
are
~θ-periodic. Also, we recall the notation ck(x) := |Q|−1Re eiA
⊤(~θ−k)·x and sk(x) :=
|Q|−1 Im eiA
⊤(~θ−k)·x.
Lemma 3.4. The sequence
((
ck(x), sk(x)
)⊤
,
(
− sk(x), ck(x)
)⊤)
k∈Zn
is an or-
thonormal basis of L2(Q;R2).
Proof. If (f, g)⊤ is orthogonal to each element of the sequence, then
0 =
∫
Q
(ck(x)f(x) + sk(x)g(x)) d
nx = Re
∫
Q
(ck(x) + isk(x)(f(x) − ig(x)) d
nx
= Re
(
eiA
⊤(~θ−k)·x, f(x) + ig(x)
)
L2(Q,dnx)
,
0 =
∫
Q
(sk(x)f(x) − ck(x)g(x)) d
nx = Im
∫
Q
(ck(x) + isk(x))(f(x) − ig(x)) d
nx
= Im
(
eiA
⊤(~θ−k)·x, f(x) + ig(x)
)
L2(Q,dnx)
.
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Thus, we conclude that (eiA
⊤(~θ−k)·x, f(x)+ig(x))L2(Q,dnx) = 0 for all k ∈ Z
n. Since
{eiA
⊤(~θ−k)·x}k∈Zn is an orthonormal basis in L2(Q, dnx) by Lemma 3.3, we conclude
that f(x) = g(x) = 0 a.e. in Q. 
For k ∈ Zn and 1 ≤ l ≤ m we denote
φk,l(x) := (0, · · · , ck(x), sk(x), · · · , 0)
⊤, (3.10)
ψk,l(x) := (0, · · · ,−sk(x), ck(x), · · · , 0)
⊤, (3.11)
where the nonzero terms are located at the positions 2l− 1 and 2l.
Corollary 3.5. The sequence {φk,j , ψk,j}k∈Zn, 1≤j≤n is an orthonormal basis in
L2(Q;R2m).
Proof. Apply Lemma 3.4. 
Next, we introduce the operator T whose closure is the ~θ-periodic Laplacian.
Lemma 3.6. The operator
T : dom(T ) ⊂ L2(Q;R2m)→ L2(Q;R2m),
dom(T ) :=
{
c1φk,l + c2ψk,l + c3η
∣∣∣
ci ∈ R, η ∈ C
∞
0 (Q;R
2m), k ∈ Zn, 1 ≤ l ≤ m, 1 ≤ i ≤ 3
}
,
T u := −∆maxu, u ∈ dom(T )
is densely defined, the equality (Tu, v)L2(Q;R)2m = (u, T v)L2(Q;R)2m holds for all
u, v ∈ dom(T ); moreover, for each k ∈ Zn and 1 ≤ l ≤ m the functions φk,l(x) and
ψk,l(x) are the eigenfunctions of T corresponding to the eigenvalues ‖A
⊤(k−~θ)‖2
Rn
.
Proof. The operator T is densely defined, since C∞0 (Q;R
2m) ⊂ dom(T ).
For u, v ∈ dom(T ), integrating by parts twice
(Tu, v)(L2(Q;R))2m = (−∆maxu, v)(L2(Q;R))2m =
∫
Q
(−∆u, v)R2md
nx
= −
∫
∂Q
((∇u)−→ν , v)R2md
n−1x+
∫
Q
〈∇u,∇v〉R2md
nx =
∫
Q
〈∇u,∇v〉R2md
nx
= (u, T v)(L2(Q;R))2m , (3.12)
yields (Tu, v)L2(Q;R)2m = (u, T v)L2(Q;R)2m . Indeed, in order to prove the equality∫
∂Q
(∇u)−→ν , v)R2md
n−1x = 0, we notice that Mjw0j = w
1
j and −Mj∂jw
0 = ∂jw
1 for
all w ∈ dom(T ) and 1 ≤ j ≤ n. Since Mj is an isometry for all 1 ≤ j ≤ n, we have∫
∂Q
((∇u)−→ν , v)R2md
n−1x =
n∑
j=1
( ∫
∂Q1j
(∂ju
1(x), v1j (x))R2md
n−1x
+
∫
∂Q0j
(∂ju
0(x), v0j (x))R2md
n−1x
)
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=
n∑
j=1
( ∫
∂Q1j
(−(Mj∂ju
0)(x), (Mjv
0
j )(x))R2md
n−1x
+
∫
∂Q0j
(∂ju
0(x), v0j (x))R2md
n−1x
)
=
n∑
j=1
( ∫
∂Q0j
(−∂ju
0(x), v0j (x))R2md
n−1x+
∫
∂Q0j
(∂ju
0(x), v0j (x))R2md
n−1x
)
= 0.
A straightforward differentiating yields
−∆maxφk,l(x) = ‖A
⊤(~θ − k)‖2Rnφk,l(x), −∆maxψk,l(x) = ‖A
⊤(~θ − k)‖2Rnψk,l(x)
for all x ∈ Q, k ∈ Zn, 1 ≤ l ≤ m, and the last assertion in the lemma. 
Proof of Theorem 3.1. The operator T from Lemma 3.6 satisfies assumptions of
Lemma 3.2, therefore it is essentially self-adjoint. We claim that dom(T ) ⊂
H2(Q;R2m). To prove this inclusion, we recall that dom(T ) is equal to the clo-
sure of dom(T ) with respect to the graph norm of T . By Poincare’s inequality
there exist positive constants c1(m,n,Q), c2(m,n,Q) such that the inequalities
c1(m,n,Q)‖ϕ‖
2
(H2(Q;R2m)) ≤ ‖ϕ‖
2
(L2(Q;R2m)) + ‖ −∆max,2mϕ‖
2
(L2(Q;R2m))
≤ c2(m,n,Q)‖ϕ‖
2
(H2(Q;R2m))
hold for all ϕ ∈ dom(T ), thus the graph norm of the operator T is equivalent
to H2(Q;R2m)-norm. Since dom(T ) ⊂ H2(Q;R2m), its closure with respect to
H2(Q;R2m)-norm is still a subset ofH2(Q;R2m), i.e. dom(T ) ⊂ H2(Q;R2m). Since
−∆min ⊂ T ⊂ T and T is self-adjoint, one has −∆min ⊂ T ⊂ (−∆min)∗ = −∆max.
Next, we claim that T = −∆θ,R; assuming this claim we observe that Lemma 3.2
with T = S and Lemma 3.6 imply all statements of Theorem 3.1.
Starting the proof of the claim, let us prove T ⊂ −∆θ,R. Indeed, we ob-
serve that T ⊂ −∆max and −∆θ,R ⊂ −∆max, therefore it is enough to prove
the inclusion dom(T ) ⊂ dom(−∆θ,R). Since dom(T ) ⊂ H2(Q;R2m), it re-
mains to show that functions from dom(T ) satisfy the ~θ-periodic boundary con-
ditions. The latter follows from the continuity of the Dirichlet and Neumann
trace operators. Indeed, recalling notation (3.5), for each h ∈ dom(T ) one has
h1j = Mjh
0
j , ∂jh
1 = −Mj∂jh0, 1 ≤ j ≤ n. For each f ∈ dom(T ), there
exists a sequence hr ∈ dom(T ), such that f = lim
r→∞
hr in H
2(Q;R2m). Fi-
nally, Mj ∈ B(L2(∂Q
0
j ; R
2m), L2(∂Q1j ;R
2m)) implies f1j = Mjf
0
j , ∂jf
1 =
−Mj∂jf0, 1 ≤ j ≤ n, and yields the required inclusion dom(T ) ⊂ dom(−∆~θ,R).
Since −∆θ,R is symmetric (this follows from integration by parts), T ⊂ −∆θ,R and
T is self-adjoint, we conclude that T = −∆θ,R. 
We will now discuss the Laplace operator acting on the space of complex valued
functions. Analogously to Theorem 3.1, one defines the ~θ-periodic Laplacian acting
on the complex Hilbert space L2(Q;Cm). We adopt the same notations γD, γN for
the Dirichlet and Neumann traces of complex valued functions and use notation
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(3.2). Also, for the complex case, we introduce the translation operators Mj as
follows, cf. (3.5):
Mj ∈ B(L
2(∂Q0j ;C
m), L2(∂Q1j ;C
m)),
(Mju)(x) = e
2πiθju(x− aj) for a.a. x ∈ ∂Q
1
j , 1 ≤ j ≤ n. (3.13)
Theorem 3.7. The linear operator
−∆~θ : dom(−∆~θ) ⊂ L
2(Q;Cm)→ L2(Q;Cm),
dom(−∆~θ) :=
{
u ∈ H2(Q;Cm)
∣∣∣ u1j = Mju0j , ∂ju1 = −Mj∂ju0, 1 ≤ j ≤ n },
−∆~θu := −∆u, u ∈ dom(−∆~θ)
is self-adjoint, moreover −∆min ⊂ −∆~θ ⊂ −∆max. In addition, the operator
−∆~θ has compact resolvent, in particular, it has purely discrete spectrum. Finally,
Spec(−∆~θ) =
{
‖A⊤(~θ − k)‖2
Rn
}
k∈Zn
.
Proof. This follows from Lemmas 3.2 and 3.3 and arguments similar to the proof
of Theorem 3.1. 
Next, we prove a simple proposition relating the spectra and the real and complex
dimensions of the kernels of the Schro¨dinger operators acting in the spaces of real
and complex valued functions. For a given V : Q → Rm×m and t ∈ R, we recall
the notation Vt,R(x) := t
2V (tx) ⊗ I2, VR(x) := V (x) ⊗ I2, and Vt(x) := t2V (tx).
We also denote J :=
[
0 −1
1 0
]
, J = Im ⊗ J .
Proposition 3.8. Let V ∈ L∞(Q;Rm×m) be a function whose values are symmet-
ric matrices with real valued entries. Then Spec
(
−∆~θ+V
)
= Spec
(
−∆~θ,R+VR
)
.
Moreover, for all real λ we have
dimR ker
(
−∆~θ,R + VR − λ
)
= 2dimC ker
(
−∆~θ + V − λ
)
. (3.14)
Proof. Since the functions V ∈ L∞(Q;Rm×m) and VR ∈ L∞(Q;R2m×2m) take val-
ues in the set of symmetric matrices, by Theorems 3.1 and 3.7 the operators−∆~θ+V
and −∆~θ,R+VR are self-adjoint with the domains dom(−∆~θ) and dom(−∆~θ,R) cor-
respondingly as bounded perturbations of −∆~θ and −∆~θ,R.
Starting the proof of (3.14), we introduce the maps C, C−1 between the real and
complex finite dimentional spaces ker
(
−∆~θ,R + VR − λ
)
and ker
(
−∆~θ + V − λ
)
:
C : ker
(
−∆~θ,R + VR − λ
)
→ ker
(
−∆~θ + V − λ
)
, (3.15)
C : u = (u1, u2, . . . , u2m−1, u2m) 7→ (u1 + iu2, . . . , u2m−1 + iu2m). (3.16)
C−1 : v = (v1, . . . , vm) 7→ (Re v1, Im v2, . . . ,Re vm, Im vm). (3.17)
By the definition of C, C−1 we have:
Cu = 0 if and only if u = 0, (3.18)
iCu = CJ u, JMj = MjJ , for each 1 ≤ j ≤ n. (3.19)
To prove the inequality “≤” in (3.14), we notice that u ∈ ker
(
− ∆~θ,R + VR − λ
)
if and only if J u ∈ ker
(
− ∆~θ,R + VR − λ
)
since J commutes with −∆~θ,R and
VR. In addition, u,J u are linearly independent over R. Iterating, we construct
the basis u1, u2, . . . , uκ,J u1,J u2, . . . ,J uκ , where 2κ is the dimension of the real
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vector space ker
(
−∆~θ,R + VR − λ
)
. We claim that Cu1, Cu2, . . . , Cuκ are linearly
independent over C. Indeed, if αk, βk ∈ R and
0 =
κ∑
k=1
(αk + iβk)Cuk = C
( κ∑
k=1
(αk + J βk)uk
)
(3.20)
then αk = βk = 0 by (3.18) and (3.19), and we have the desired inequality. To
prove the inequality ”≥” in (3.14), we choose a basis v1, . . . , vκ, where κ is the
dimension of the complex vector space ker
(
−∆~θ + V − λ
)
. For the set of vectors
C−1v1, . . . , C−1vκ,J C−1v1, . . . ,JC−1vκ and any real µ1, . . . , µ2κ if
0 =
κ∑
j=1
(
µjC
−1vj + µκ+jJC
−1vj
)
= C−1
( κ∑
j=1
(
µj + iµκ+j
)
vj
)
. (3.21)
then µj = µκ+j = 0 which implies the inequality and concludes the proof. 
In the sequel we will impose the following assumptions on the potential V .
Hypothesis 3.9. Let V : Q → Rm×m be such that V (x)⊤ = V (x) for almost all
x ∈ Q. We will impose the following assumptions:
(i) V ∈ L∞(Q;Rm×m),
(ii) V ∈ C1(Q;Rm×m),
(iii) V ∈ C1(Q;Rm×m) and min Spec
(
2tV (tx) + t2∇V (tx)x
)
> 0 for each
t ∈ (0, 1] and almost all x ∈ Q,
(iv) V ∈ C1(Q;Rm×m) and min Spec
(
2tV (tx) + t2∇V (tx)x
)
< 0 for each
t ∈ (0, 1] and almost all x ∈ Q,
(v) the matrix V (0) is invertible.
In all cases we denote ‖V ‖L∞(Q) := sup
x∈Q
‖V (x)‖Rm×m . Aslo, we denote
λ∞ := − sup
t∈[0,1]
‖Vt,R‖L∞(Q) − 1.
The following simple spectral results are used below.
Lemma 3.10. Assume Hypothesis 3.9 (i). Then
Spec
(
−∆~θ,R + Vt,R
)
∩ (−∞, λ∞) = ∅, (3.22)
for all t ∈ [0, 1]. In particular,
ker
(
−∆~θ,R + Vt,R − λ
)
= {0}, (3.23)
for all t ∈ [0, 1], λ < λ∞. Moreover, if ~θ 6= 0 then
Spec
(
−∆~θ,R + Vt,R
)
∩ (−∞, 0] = ∅ for all t ∈ (0, t0]
provided t0 is sufficiently small.
(3.24)
Proof. By [K, Theorem V.4.10] we have
dist
(
Spec(−∆~θ,R), Spec(−∆~θ,R + Vt,R)
)
≤ sup
t∈[0,1]
‖Vt,R‖L∞(Q). (3.25)
The inclusion Spec(−∆~θ,R) ⊂ [0,∞) and (3.25) imply (3.22) and thus (3.23). We
recall that Spec(−∆~θ,R) =
{
‖A⊤(~θ − k)‖2
Rn
}
k∈Zn
by Theorem 3.1. Assume ~θ 6= 0.
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Then there exists a positive δ, such that min
(
Spec(−∆~θ,R)
)
≥ δ > 0 since A⊤ is
invertible. Next, we observe that
‖Vt,R‖L∞(Q) = t
2‖V (tx)⊗ I2‖L∞(Q)
≤ t2‖V (x)⊗ I2‖L∞(Q) ≤
δ
2
, for t <
( δ
2‖V (x)⊗ I2‖L∞(Q)
) 1
2
. (3.26)
By (3.26), (3.25) and Spec
(
− ∆~θ,R
)
⊂ [δ,+∞) we have Spec
(
− ∆~θ,R + Vt,R
)
⊂[
δ/2,+∞
)
, which infers (3.24). 
Lemma 3.11. Let V0 be a symmetric m×m matrix with real entries and α ∈ R.
Then
Spec
(
α(−∆~θ) + V0
)
=
{
αλk + µl
∣∣∣λk = ‖A⊤(~θ − k)‖2Rn , k ∈ Zn,
µl ∈ Spec (V0) , 1 ≤ l ≤ m
}
(3.27)
Proof. We temporally denote by −∆
(1)
~θ
the ~θ-periodic Laplacian acting in L2(Q;C).
Since L2(Q;Cm) = L2(Q;C) ⊗ Cm, the tensor product of the spaces, we observe
that α(−∆~θ) = α(−∆
(1)
~θ
) ⊗ Im and note that V0 is understood as IL2(Q;C) ⊗ V0.
Then, by the abstract result in [RS, Theorem VII.33 (b)], we have
Spec
(
α(−∆~θ) + V0
)
= Spec
(
α(−∆
(1)
~θ
)
)
+ Spec(V0). (3.28)
Combining (3.28) and Spec(−∆
(1)
~θ
) =
{
‖A⊤(~θ − k)‖2
Rn
}
k∈Zn
, we derive (3.27). 
We will now apply Theorem 2.5 to compute the Morse index for the Schro¨dinger
operator with quasi-periodic boundary conditions (when ~θ 6= 0). The resulting
formula contains the Maslov index of a path in the space of abstract boundary
values that corresponds to the right vertical side of the rectangle Γ in Figure 1. In
addition, we will express the Morse index via the sum of dimensions of the kernels
of the Schro¨dinger operators −∆~θ,t+VtQ obtained by shrinking the unit cell Q. To
define these operators, for a given t ∈ (0, 1], we set tQ := {y ∈ Rn
∣∣y = tx, x ∈ Q}
and VtQ := V
∣∣
tQ
, and consider the rescaled ~θ-periodic real Laplacian
−∆~θ,R,t : dom(−∆~θ,R,t) ⊂ L
2(tQ;R2m)→ L2(tQ;R2m),
dom(−∆~θ,R,t) :=
{
u ∈ H2(tQ;R2m)
∣∣∣ u1j =Mj,tu0j ,
∂ju
1 = −Mj,t∂ju
0, 1 ≤ j ≤ n
}
,
−∆~θ,R,tu := −∆u, u ∈ dom(−∆~θ,R,t),
whereMj,t, t ∈ (0, 1], 1 ≤ j ≤ n is the weighted translation operator corresponding
to the Dirichlet and Neumann traces for the unit cell tQ, cf. (3.5). The operator
−∆θ,R,t is self-adjoint and has compact resolvent. The corresponding complex
rescaled ~θ-periodic Laplacianis is defined as follows
−∆~θ,t : dom(−∆~θ,t) ⊂ L
2(tQ;Cm)→ L2(tQ;Cm),
dom(−∆~θ,t) :=
{
u ∈ H2(tQ;Cm)
∣∣∣ u1j = Mj,tu0j , ∂ju1 = −Mj,t∂ju0, 1 ≤ j ≤ n },
−∆~θ,tu := −∆u, u ∈ dom(−∆~θ,t),
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where Mj,t, t ∈ (0, 1], 1 ≤ j ≤ n is a weighted translation operator corresponding
to the Dirichlet and Neumann traces for the unit cell tQ, cf. (3.13). The operator
−∆θ,t is self-adjoint and has compact resolvent.
Recall that γ : dom(−∆max) → dom(−∆max)/ dom(−∆min) is the natural pro-
jection. Let X~θ := γ(dom(−∆~θ,R)).
Theorem 3.12. Assume Hypothesis 3.9 (ii) and that ~θ 6= 0. Then the Morse index
of the operator −∆~θ + V and the Maslov index of the path Υ : [τ, 1] → FΛ
(
X~θ
)
defined by t 7→ γ
(
ker(−∆max + Vt,R)
)
for all t ∈ [τ, 1] with τ ∈ (0, 1] sufficiently
small are related as follows:
2MorC
(
−∆~θ + V
)
= −Mas
(
Υ,X~θ
)
. (3.29)
Moreover, if Hypothesis 3.9 (iii) holds then
MorC
(
−∆~θ + V
)
= 0, (3.30)
if Hypothesss 3.9 (iv) holds then
MorC
(
−∆~θ + V
)
=
∑
τ≤t<1
dimC
(
ker(−∆~θ,t + VtQ)
)
. (3.31)
Furthermore, if n = 1 then equality (3.31) holds assuming that V (x) is a negative
definite matrix for all x ∈ Q.
Proof. Theorem 3.1 and Theorem A.11 imply that the assumptions of Theorem 2.5
are fulfilled with A := −∆min, AD := −∆θ,R and Vt := Vt,R. Thus, for sufficiently
small τ > 0 we obtain
MorR(−∆~θ,R + Vτ,R)−MorR(−∆~θ,R + V1,R)
= Mas(γ(ker(−∆max + Vt,R))|τ≤t≤1,X~θ). (3.32)
By (3.24) we have
MorR(−∆θ,R + Vτ,R) = 0. (3.33)
It follows from Proposition 3.8 that
MorR(−∆θ,R + Vτ,R) = 2MorC(−∆θ + Vτ ), (3.34)
MorR(−∆θ,R + V1,R) = 2MorC(−∆θ + V ), (3.35)
and thus (3.29) holds. If Hypothesis 3.9 (iii) holds, then the family of operators of
multiplication by Vt,R(x) satisfies the assumptions of Theorem 2.5 (ii), implying
Mas
(
Υ,X~θ
)
=
∑
τ<t≤1
dimR
(
ker(−∆θ,R + Vt,R)
)
, (3.36)
MorC
(
−∆~θ + V
)
= −
1
2
∑
τ<t≤1
dimR
(
ker(−∆~θ,R + Vt,R)
)
. (3.37)
Since the left hand side of (3.37) is non-negative and the right hand side is non-
positive we derive (3.30).
Similarly, assuming Hypothesis 3.9 (iii) we obtain
MorC
(
−∆~θ + V
)
=
1
2
∑
τ<t≤1
dimR
(
ker(−∆~θ,R + Vt,R)
)
(3.38)
=
∑
τ≤t<1
dimC
(
ker(−∆~θ + Vt)
)
. (3.39)
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Let t∗ ∈ [τ, 1) be a crossing, i.e.
dimR
(
ker(−∆~θ,R + Vt∗,R)
)
= 2dimC
(
ker(−∆~θ + Vt∗)
)
6= 0,
that is, there exists 0 6= u ∈ H2(Q;Cm) such that{
−∆u(x) + t2∗V (t∗x)u(x) = 0, in L
2(Q;Cm),
u1j = Mju
0
j , ∂ju
1 = −Mj∂ju0, 1 ≤ j ≤ n.
(3.40)
Changing variables y := t∗x, one obtains the equivalent boundary value problem{
−∆u(y) + Vt∗Q(y)u(y) = 0, in L
2(t∗Q,C
m),
u1j = Mj,t∗u
0
j , ∂ju
1 = −Mj,t∗∂ju
0, 1 ≤ j ≤ n,
(3.41)
and derives the inequality dimC
(
ker(−∆~θ + Vt∗)
)
≤ dimC
(
ker(−∆~θ,t + VtQ)
)
.
Conversely, the change of variables x := t−1∗ y in (3.41) implies (3.40) and
dimC
(
ker(−∆θ,t + VtQ)
)
≤ dimC
(
ker(−∆θ + Vt∗)
)
and, thus, (3.31) holds.
The last assertion in the theorem follows from Theorem 3.18 proved below. 
We are now in the position to apply Theorem 2.5 to compute the Morse index
of the periodic Schro¨dinger operator (i.e., when ~θ = 0). The resulting formula
contains the Maslov index of the flow corresponding to the right vertical side of the
rectangle Γ in Figure 1 and, in addition, a term corresponding to the to the lower
horizontal part of the rectangle. We begin with a computation of the Morse index
of the operator corresponding lower horizontal part in Figure 1.
Proposition 3.13. Assume ~θ = 0, Hypothesis 3.9 (i) and that V is continuous at
0, and the matrix V (0) is invertible. Then for a sufficiently small τ ∈ (0, 1) one
has
(i) 0 6∈ Spec
(
−∆0,R + Vτ,R
)
, (3.42)
(ii) MorR
(
−∆0,R + Vτ,R
)
= 2Mor
(
V (0)
)
. (3.43)
Proof. By Propositiom 3.8, proving assertions (3.42), (3.43) is equivalent to showing
similar results for the complex periodic Shro¨dinger operator, that is, to show that
(i′) 0 6∈ Spec
(
−∆0 + Vτ
)
,
(ii′) MorC
(
−∆0 + Vτ
)
= Mor
(
V (0)
)
.
Moreover, since 0 6∈ Spec
(
−∆0 + Vτ
)
if and only if 0 6∈ Spec
(
τ−2(−∆0) + τ
−2Vτ
)
and Mor
(
τ−2(−∆0) + τ
−2Vτ
)
= Mor
(
− ∆0 + Vτ
)
for τ ∈ (0, 1), it is enough to
show
(i′′) 0 6∈ Spec
(
τ−2(−∆0) + τ
−2Vτ
)
, (3.44)
(ii′′) MorC
(
τ−2(−∆0) + τ
−2Vτ
)
= Mor
(
V (0)
)
, (3.45)
for some τ ∈ (0, 1).
By [K, Theorem V.4.10] and the assumption on continuity of V we infer
dist
(
Spec(τ−2(−∆0) + τ
−2Vτ ), Spec(τ
−2(−∆0) + V (0))
)
≤ ‖V (τx) − V (0)‖L∞(Q) → 0, as τ → 0. (3.46)
By Lemma 3.11 with α = τ−2 and V0 = V (0) we have
Spec
(
τ−2(−∆0) + V (0)
)
=
{
τ−2λk + µj
∣∣∣λk = ‖A⊤k‖2Rn , k ∈ Zn, (3.47)
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µj ∈ Spec (V (0)) , 1 ≤ j ≤ m
}
.
Since V (0) is invertible, there exists δ > 0, such that the eigenvalues {µ1, · · · , µm} =
Spec
(
V (0)
)
can be ordered as follows,
−‖V (0)‖Rm×m ≤ µ1 ≤ · · · ≤ µMor(V (0)) < −δ
< 0 < δ < µMor(V (0))+1 ≤ · · · ≤ µm ≤ ‖V (0)‖Rm×m . (3.48)
By (3.47) and (3.48) for 0 < τ < 2πmin
{
‖ATk‖δ−1/2
∣∣k ∈ Zn \ {0}} one has
Spec
(
τ−2(−∆0) + V (0)
)
⊂
[
− ‖V (0)‖Rm×m − δ,−δ
]
∪
[
δ,+∞
)
. (3.49)
In addition, for a positive τ0 < 2πmin
{
‖ATk‖δ−1/2
∣∣k ∈ Zn \ {0}} so small that
‖V (τx) − V (0)‖L∞(Q) < δ/2 for all τ < τ0, from (3.46) and (3.49) one obtains
Spec
(
τ−2(−∆0) + τ
−2Vτ
)
⊂
[
− ‖V (0)‖Rm×m − δ/2,−δ/2
]
∪
[
δ/2,+∞
)
, (3.50)
implying (3.44) and (3.42).
Next, let us consider the Riesz projections defined as
Pτ :=
1
2πi
∮
C
(
z − τ−2(−∆0)− τ
−2Vτ
)−1
dz, τ ∈ (0, τ0], (3.51)
P 0τ :=
1
2πi
∮
C
(
z − τ−2(−∆0)− V (0)
)−1
dz, τ ∈ (0, τ0], (3.52)
where the contour C is the rectangle with the vertices at the points ±iδ and
−‖V (0)‖Rm×m − δ ± iδ. Observe that for all τ ∈ (0, τ0] and z ∈ C we have
‖(z − τ−2(−∆0)− τ
−2Vτ
)−1
‖B(L2(Q;Cm))
≤
(
dist
(
z, Spec(τ−2(−∆0)− τ
−2Vτ )
))−1
(3.53)
≤
(
dist
(
C, Spec(τ−2(−∆0)− τ
−2Vτ )
))−1
≤ 2/δ,
and similarly
‖(z − τ−2(−∆0)− V (0)
)−1
‖B(L2(Q;Cm)) ≤ 2/δ. (3.54)
Then
Pτ − P
0
τ =
1
2πi
∮
C
(
z − τ−2(−∆0)−τ
−2Vτ
)−1(
τ−2Vτ − V (0)
)
× (z − τ−2(−∆0)− V (0)
)−1
dz. (3.55)
From the continuity assumption on V and (3.53), (3.54), (3.55) we obtain
lim
τ→0
‖Pτ − P
0
τ ‖B(L2(Q;Cm)) = 0. (3.56)
To prove (3.43), we claim that
c0 := sup
{
Mor
(
τ−2(−∆0) + τ
−2Vτ
)∣∣ τ ∈ (0, τ0]} < +∞. (3.57)
Assuming the claim, we note that trPτ = dim ran(Pτ ) = Mor(τ
−2(−∆0) + τ−2Vτ )
and trP 0τ = Mor(V (0)). Next, using the claim, we estimate
| trPτ − trP
0
τ | = | tr(Pτ − P
0
τ )|
≤
(
dim ran(Pτ ) + dim ran(P
0
τ )
)
‖Pτ − P
0
τ ‖B(L2(Q;Cm))
≤
(
c0 +Mor(V (0))
)
‖Pτ − P
0
τ ‖B(L2(Q;Cm)) → 0, as τ → 0. (3.58)
PERIODIC SCHRO¨DINGER OPERATORS 23
Since the functions τ 7→ trPτ and τ 7→ trP 0τ take integer values we conclude that
trPτ = trP
0
τ for all sufficiently small τ ∈ (0, 1), implying the desired equality
Mor(τ−2(−∆0) + τ−2Vτ ) = Mor(V (0)).
We conclude the proof by showing claim (3.57). Fix any τ ∈ (0, τ0]. First, since
2MorC
(
τ−2(−∆0) + τ
−2Vτ
)
= 2MorC
(
−∆0 + Vτ
)
= MorR
(
−∆0,R + Vτ,R
)
,
it is enough to show that sup
{
MorR
(
−∆0,R + Vτ,R
)∣∣τ ∈ (0, τ0]} < +∞. Second,
(3.50) and Proposition 3.8 imply
0 6∈ Spec
(
−∆0,R + Vτ,R
)
for all τ ∈ (0, τ0]. (3.59)
Theorem 3.1, Lemma 3.10 and Theorem A.11 imply the assumptions of Theorem
2.5 with AD = −∆0,R and Vt = Vt,R. Using Theorem 2.5 we therefore infer
MorR(−∆0,R + Vτ,R)−MorR(−∆0,R + V1,R)
= Mas(γ(ker(−∆max) + Vt,R)|τ≤t≤1, γ(dom(−∆0,R))). (3.60)
By (3.59), the path t 7→ γ(ker(−∆max) + Vt,R)|τ≤t≤1 does not have any crossings
on the interval t ∈ (0, τ0], thus
Mas(γ(ker(−∆max) + Vt,R)|τ≤t≤1, γ(dom(−∆0,R)))
= Mas(γ(ker(−∆max) + Vt,R)|τ0≤t≤1, γ(dom(−∆0,R))) (3.61)
for all τ ≤ τ0. Finally, (3.60) and (3.61) imply
MorR(−∆0,R + Vτ,R) = MorR(−∆0,R + V1,R)
+Mas(γ(ker(−∆max) + Vt,R)|τ0≤t≤1, γ(dom(−∆0,R))), (3.62)
and (3.57) follows from (3.62). 
We are ready to formulate our principal result for the periodic case.
Theorem 3.14. Assume Hypotheses 3.9 (ii), (v) and that ~θ = 0. Then the Morse
index of the operator −∆0+V and the Maslov index of the path Υ : [τ, 1]→ FΛ
(
X0
)
defined by t 7→ γ
(
ker
(
−∆max + Vt,R
))
for all t ∈ [τ, 1] with τ ∈ (0, 1] sufficiently
small are related as follows:
2MorC
(
−∆0 + V
)
− 2Mor
(
V (0)
)
= −Mas
(
Υ,X0
)
. (3.63)
Moreover, if Hypotheses 3.9 (iii),(v) hold then
MorC
(
−∆0 + V
)
−Mor
(
V (0)
)
= −
∑
τ<t≤1
dimC
(
ker(−∆0,t + VtQ)
)
, (3.64)
if Hypotheses 3.9 (iv),(v) hold then
MorC
(
−∆0 + V
)
−Mor
(
V (0)
)
=
∑
τ≤t<1
dimC
(
ker(−∆0,t + VtQ)
)
. (3.65)
Proof. Employing (3.43) and Theorem 2.5, one repeats the proof of Theorem 3.12
and derives assertions (3.63), (3.64) and (3.65). 
Remark 3.15. In fact, equalities (3.30) and (3.64) (correspondingly, (3.31) and
(3.65)) hold assuming that Hypothesis 3.9 (iii) is replaced by the following weaker
assumption: V ∈ C1(Q;Rm×m) and min Spec
(
2tV (tx) + t2∇V (tx)x
)
> 0 (cor-
respondingly min Spec
(
2tV (tx) + t2∇V (tx)x
)
< 0) for each conjugate point
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t∗ ∈ (0, 1]. In other words, it is enough to assume that operator of multiplica-
tion by 2t∗V (t∗x) + t
2
∗∇V (t∗x)x is positive (correspondingly negative) definite on
the finite dimensional space ker
(
−∆~θ + Vt∗
)
, for those t∗ where it is non-trivial.
The computation of the Maslov index in the space of boundary values looks
rather abstract. The next theorem contains a fairly explicit formula for the Maslov
form at crossings in terms of the potential V . This computation is of independent
interest and is used in Theorem 3.18.
Theorem 3.16. Assume Hypothesis 3.9 (ii). Then for uR := (u1, . . . , u2m) ∈
ker(−∆~θ,R + Vt∗,R(x)) one has
Qt∗,X~θ([uR], [uR]) =
∫
Q
(
uR(x),
∂(Vt,R)
∂t
∣∣∣
t=t∗
uR(x)
)
R2m
dnx (3.66)
= t∗Re
∫
∂Q
(x, ~ν)Rn
(
u(x), V (t∗x)u(x)
)
Cm
dn−1x
+ t−1∗
∫
∂Q
(x, ~ν)Rn‖∇u(x)‖
2
Cnd
n−1x− 2t−1∗ Re
∫
∂Q
(
∇u(x)x,∇u(x)~ν
)
Cm
dn−1x,
where u(x) = (u1(x) + iu2(x), . . . , u2m−1(x) + iu2m(x)) ∈ Cm.
Proof. The calculation of the form in Lemma 2.9 yields the first equality in (3.66).
In order to show the second equality, we notice that u ∈ ker(−∆~θ + t
2
∗V (t∗)), i.e.
u ∈ dom(−∆~θ) and −∆u(x) + t
2
∗V (t∗x)u(x) = 0, a.e. x ∈ Q, that is
t−2∗ ∆u(x/t∗) = V (x)u(x/t∗), a.e x ∈ t∗Q, (3.67)
and, since u satisfies the ~θ-periodic boundary conditions we have∫
∂Q
(
u(x),∇u(x)~ν
)
Cm
dn−1x = 0. (3.68)
We will denote by ∇V (x)x the m ×m matrix {(∇Vkl(x))x}1≤k,l≤m, and will use
notation div(V (x)x) for {div(Vkl(x)x)}1≤k,l≤m. Then we have∫
Q
(
u(x),
(
2t∗V (t∗x) + t
2
∗∇V (t∗x)x
)
u(x)
)
Cm
dx
= t1−n∗
∫
t∗Q
(
u
( y
t∗
)
, (2V (y) +∇V (y)y)u
( y
t∗
))
Cm
dny
= t1−n∗ (2− n)
∫
t∗Q
(
u
( y
t∗
)
, V (y)u
( y
t∗
))
Cm
dny
+ t1−n∗
∫
t∗Q
(
u
( y
t∗
)
, div(V (y)y)u
( y
t∗
))
Cm
dny =: t1−n∗ (I + II). (3.69)
Using (3.67) one obtains, by Green’s formula and (3.68), the equality
I =
2− n
t2∗
∫
t∗Q
(
u
( y
t∗
)
,∆u
( y
t∗
))
Cm
dny = (2− n)tn−2∗
∫
Q
(
u(x),∆u(x)
)
Cm
dn
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= (2− n)tn−2∗
( ∫
∂Q
(
u(x),∇u(x)~ν
)
Cm
dn−1x−
∫
Q
(
∇u(x),∇u(x)
)
Cm
dnx
)
= (n− 2)tn−2∗
∫
Q
(
∇u(x),∇u(x)
)
Cm
dnx. (3.70)
Similarly, using the divergence theorem, (3.67) and Green’s formula, we compute:
II =
∑
1≤k,l≤m
∫
t∗Q
uk
( y
t∗
)
ul
( y
t∗
)
div(Vkl(y)y)d
ny
= tn∗
( ∫
∂Q
(x, ~ν)Rn
(
u(x), V (t∗x)u(x)
)
Cm
dn−1x
− 2Re
∫
Q
(
∇u(x)x, V (t∗x)u(x)
)
Cm
dnx
)
= tn∗
( ∫
∂Q
(x, ~ν)Rn
(
u(x), V (t∗x)u(x)
)
Cm
dn−1x
− 2t−2∗ Re
∫
Q
(
∇u(x)x,∆u(x)
)
Cm
dnx
)
(3.71)
= tn∗
( ∫
∂Q
(x, ~ν)Rn
(
u(x), V (t∗x)u(x)
)
Cm
dn−1x
− 2t−2∗ Re
∫
∂Q
(
∇u(x)x,∇u(x)~ν
)
Cm
dn−1x
+ 2t−2∗ Re
m∑
i=1
∫
Q
(
∇(∇ui(x)x),∇ui(x)
)
Cn
dnx
)
= tn∗
( ∫
∂Q
(x, ~ν)Rn
(
u(x), V (t∗x)u(x)
)
Cm
dn−1x
− 2t−2∗ Re
∫
∂Q
(
∇u(x)x,∇u(x)~ν
)
Cm
dn−1x
+ t−2∗
m∑
i=1
∫
Q
x∇(‖∇ui(x)‖
2
Cn) + 2‖∇ui(x)‖
2
Cn d
nx
)
= (3.72)
= tn∗
( ∫
∂Q
(x, ~ν)Rn
(
u(x), V (t∗x)u(x)
)
Cm
dn−1x
+ 2t−2∗ Re
∫
∂Q
(
∇u(x)x,∇u(x)~ν
)
Cm
dn−1x+ (2− n)t−2∗
m∑
i=1
∫
Q
‖∇ui(x)‖
2
Cn d
nx
+ t−2∗
m∑
i=1
∫
∂Q
(x, ~ν)Rn‖∇ui(x)‖
2
Cnd
n−1x
)
. (3.73)
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In (3.72) we used the relation
∇(∇v (x)x)∇v(x) +∇(∇v (x)x)∇v(x) = x∇(|∇v(x)|2) + 2|∇v(x)|2,
for all v ∈ H2(Q). Combining (3.70) and (3.73) with∫
Q
(
uR(x),
∂(Vt,R(x))
∂t
∣∣∣
t=t∗
uR(x)
)
R2m
dnx
= Re
∫
Q
(
u(x),
∂(Vt(x))
∂t
∣∣∣
t=t∗
u(x)
)
Cm
dnx, (3.74)
one obtains (3.66). 
Remark 3.17. Assuming the hypotheses in Theorem 3.16, and that the vectors
aj from (3.1) satisfy (ai, aj)Rn = 0 for i 6= j, one has
Qt∗,X~θ([uR], [uR]) =
∫
Q
(
uR(x),
∂(Vt,R(x))
∂t
∣∣∣
t=t∗
uR(x)
)
R2m
dnx (3.75)
= t∗
n∑
k=1
Re
∫
∂Q0k
(x, ~ν)Rn
(
u(x), V (t∗x) + V (t∗(x+ ak))u(x)
)
Cm
dn−1x
+ t−1∗
∫
∂Q
(x, ~ν)Rn
m∑
i=1
‖∇ui(x)‖
2
Rnd
n−1x− 2t−1∗ Re
∫
∂Q
(
∇u(x)x,∇u(x)~ν
)
Cm
dn−1x.
In the one dimensional case we recover a result from [JLM].
Theorem 3.18. Assume Hypothesis 3.9 (ii) and that n = 1. Suppose that t∗
is a crossing. If the matrix V (t∗a1) is negative definite, then for all uR :=
(u1, . . . , u2m) ∈ ker
((
− d
2
dx2
)
~θ,R
+ Vt∗,R
)
one has
Qt∗,X~θ([uR], [uR]) =
∫
Q
(
uR(x),
∂(Vt,R(x))
∂t
∣∣
t=t∗
uR(x)
)
R2m
dx < 0. (3.76)
That is, the crossings of the path t 7→ γ
(
ker
(
−∂2x
)
max
+Vt,R
)
as t ∈ [τ, 1] with any
τ > 0, are negative. Therefore, assertion (3.31) holds if ~θ 6= 0, and (3.65) holds if
~θ = 0 and V (0) is invertible.
Proof. By (3.66) with n = 1 we have∫
Q
(
uR(x),
∂(Vt,R(x))
∂t
∣∣∣
t=t∗
uR(x)
)
2m
dx
= t∗Re
(
u(t∗a1), V (t∗a1)u(t∗a1)
)
Cm
− t−1∗
m∑
i=1
|u′i(t∗a1)|
2 < 0.
The rest follows from Theorems 3.12 and 3.14. 
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3.2. Schro¨dinger operators with Dirichlet and Neumann boundary con-
ditions. As yet another application of the abstract results from Section 2, in this
subsection we give an alternative proof of the celebrated Morse-Smale Index Theo-
rem, and its analogue for the Neumann boundary conditions recently discussed in
[CJLS]. Let −∆D,Ω denote the Dirichlet Laplacian.
Theorem 3.19. Let Ω be open bounded star-shaped Lipschitz domain in Rn
and assume that V ∈ C1(Rn,Rm×m) and V (x) = V (x)⊤, x ∈ Ω. Denote
XD = γ(dom
(
−∆D,Ω)
)
. Then the Morse index of the Schro¨dinger operator with
the Dirichlet boundary conditions,
LDu := −∆D,Ωu+ V u,
dom(−∆D,Ω) = {u ∈ H
1(Ω,Cm)
∣∣∆ ∈ L2(Ω,Cm), γDu = 0 in H1/2(Ω,Cm)},
and, for τ ∈ (0, 1] sufficiently small, the Maslov index of the path Υ : [τ, 1] →
FΛ(XD), defined by t 7→ γ
(
ker
(
− ∆max + Vt,R
))
for all t ∈ [τ, 1] are related as
follows:
2MorC
(
−∆D,Ω + V
)
= −Mas
(
Υ,XD
)
. (3.77)
If, in addition, Ω has C1,r-boundary for some 1/2 < r < 1 and n ≥ 2 then
MorC
(
−∆D,Ω + V
)
=
∑
τ≤t<1
dimC
(
ker(−∆D,Ω + t
2V (tx))
)
. (3.78)
Proof. Theorem 2.5 (i) with A := −∆min andAD := −∆D,Ω imply (3.77). Theorem
2.5 (iii) together with Corollary 5.7 in [CJLS] imply (3.78). 
Similar proofs work for the Neumann Laplacian −∆N,Ω.
Theorem 3.20. Let Ω be an open bounded star-shaped Lipschitz domain in Rn
and assume that V ∈ C1(Rn,Rm×m) and V (x) = V (x)⊤, x ∈ Ω. Assume that the
matrix V (0) is invertible and denote XN = γ(dom
(
− ∆N,Ω)
)
. Then the Morse
index of the Schro¨dinger operator with the Neumann boundary conditions,
LNu := −∆N,Ωu+ V u,
dom(−∆N,Ω) = {u ∈ H
1(Ω,Cm)
∣∣∆ ∈ L2(Ω,Cm), γNu = 0 in H−1/2(Ω,Cm)},
and, for τ ∈ (0, 1] sufficiently small, the Maslov index of the path Υ : [τ, 1] →
FΛ(XN ) defined by t 7→ γ
(
ker
(
− ∆max + Vt,R
))
for all t ∈ [τ, 1] are related as
follows:
2MorC
(
−∆N,Ω + V
)
= −Mas
(
Υ,XN
)
+ 2Mor(M(0)).
Moreover, if min Spec
(
2tV (tx) + t2∇V (tx)x
)
> 0 for each t ∈ (0, 1] and almost all
x ∈ Ω, then for a sufficiently small τ > 0 one has
MorC
(
−∆N,Ω + V
)
= −
∑
τ<t≤1
dimC
(
ker(−∆N,Ω + t
2V (tx))
)
+Mor(M(0)),
while if min Spec
(
2tV (tx)+t2∇V (tx)x
)
< 0 for each t ∈ (0, 1] and almost all x ∈ Ω
then for a sufficiently small τ > 0 one has
MorC
(
−∆N,Ω + V
)
=
∑
τ≤t<1
dimC
(
ker(−∆N,Ω + t
2V (tx))
)
+Mor(M(0)).
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4. The symplectomorphism between the space of abstract boundary
values and
(
N1/2(∂Ω)
)∗
×N1/2(∂Ω)
In the previous section we related the Morse index of a differential operator on a
multidimensional domain in Rn and the Maslov index of a path taking values in the
set of Lagrangian subspaces of a rather sophisticated space of abstract boundary
values. In this section, we show how to reformulate Theorems 3.12, 3.14 and 3.19
using the Maslov index of yet another natural path taking values in the set of
Lagrangian subspaces of the real symplectic Hilbert space H =
(
N1/2(∂Ω)
)∗
×
N1/2(∂Ω) of functions on the actual boundary of the domain. We collected some
preliminary information used in this section in Appendix A.
Hypothesis 4.1. Let n ∈ N, n ≥ 2, and assume that Ω ⊂ Rn is a quasi-convex
domain.
We refer to [GM10, Definition 8.9] for the definition of quasi-convex domains and
recall from [GM10, Section 8] that Ω is quasi-convex provided each point x ∈ ∂Ω
has a neighbourhood Ωx in Ω which is almost convex and has some additional
Fourier multiplier property MH
1/2
δ , see [GM10, Definition 8.1]. For instance, con-
vex domains or domains with the local exterior ball conditions are almost convex,
square Dini domains are MH
1/2
δ , and C
1,r domains with r > 1/2 are quasi-convex.
Following [GM10] we consider the Dirichlet trace operator γ̂D and the normalized
Neumann trace τ
N
, see the definitions and notations introduced in Appendix A.
Proposition 4.2. Assume Hypothesis 4.1. Then the operator
T : dom(−∆max)→
(
N1/2(∂Ω)
)∗
×N1/2(∂Ω), (4.1)
Tu := (γ̂Du, τNu) (4.2)
is bounded when the space {u ∈ L2(Ω)|∆u ∈ L2(Ω)} = dom(−∆max) is equipped
with the natural graph norm ‖u‖gr(−∆) := ‖u‖L2(Ω) + ‖∆u‖L2(Ω). Moreover, this
operator is onto, and
ker(T ) = H20 (Ω) = {u ∈ L2(Ω) : ∆u ∈ L2(Ω), γ̂Du = 0, γ̂Nu = 0}. (4.3)
Proof. The fact that T is bounded follows from the definitions of the trace maps γ̂D
and τN (see Appendix A, Lemma A.3, Theorem A.10). Invoking Theorem A.9, one
establishes the second equality in (4.3), to show the first equality we recall (A.22),
that is
ker(τ
N
) = H20 (Ω)+˙{u ∈ L
2(Ω), −∆u = 0}. (4.4)
Also, since 0 /∈ Spec(−∆D,Ω), one has
ker(γ̂D) ∩ {u ∈ L
2(Ω), −∆u = 0} = {0}, (4.5)
and moreover,
H20 (Ω) ⊂ ker(γ̂D). (4.6)
Then ker(T ) = ker(τ
N
) ∩ ker(γ̂D) and (4.4), (4.5), (4.6) imply ker(T ) = H20 (Ω).
Next, we prove that T is onto. Fix a vector (g, f) ∈
(
N1/2(∂Ω)
)∗
× N1/2(∂Ω).
Since τ
N
is surjective by Theorem A.10 (moreover, (A.21) holds) there exists u0 ∈
H2(Ω) ∩ H10 (Ω), such that τNu0 = f . By [GM10, Theorem 10.4], the boundary
value problem
−∆u = 0, u ∈ L2(Ω), γ̂Du = g on ∂Ω, (4.7)
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has a unique solution v0. Employing v0 ∈ ker(τN ), by formula (4.4) one obtains
T (u0 + v0) = (τN (u0 + v0), γ̂D(u0 + v0)) = (τN (u0), γ̂D(v0)) = (f, g) (4.8)
since γ̂D(u0) = γD (u0) = 0 by formula (A.9). 
Definition 4.3. Assume Hypothesis 4.1 and introduce the symplectic Hilbert space
H equipped with the standard inner product and the symplectic form
ωH : H× H→ R, H :=
(
N1/2(∂Ω)
)∗
×N1/2(∂Ω), (4.9)
ωH((u1, v1), (u2, v2)) := N1/2(∂Ω)〈v2, u1〉(N1/2(∂Ω))∗ −N1/2(∂Ω) 〈v1, u2〉(N1/2(∂Ω))∗ .
Definition 4.4. Assume Hypothesis 4.1 and introduce the symplectic Hilbert space
H∆ equipped with the standard inner product and the symplectic form
ωH∆ : H∆ ×H∆ → R, H∆ := dom(−∆max)/ dom(−∆min),
ωH∆([u], [v]) := (−∆maxu, v)L2(Ω) − (u,−∆maxv)L2(Ω). (4.10)
Next, using the trace map T from (4.1), (4.2), we introduce a map TH as follows
TH : dom(TH) = H∆ → H, TH([u]) = T (u). (4.11)
Theorem 4.5. Assume Hypothesis 4.1. Then the linear operator TH
TH : H∆ → H, TH[u] := Tu, (4.12)
is a bounded isomorphism, and thus boundedly invertible; moreover
ωH(TH[u], TH[v]) = ωH∆([u], [v]) (4.13)
for all u, v ∈ H∆.
Proof. The operator TH is well-defined, since by Theorem A.9 for all u1, u2 ∈ [u],
one has u1 − u2 ∈ dom(−∆min) = H
2
0 (Ω), thus TH(u1 − u2) = 0. Let [u] ∈ H∆ and
choose a representative u1 ∈ [u], such that ‖[u]‖H∆ = ‖u1‖gr(−∆). Then
‖TH[u]‖H = ‖Tu‖H = ‖Tu1‖H ≤ C‖u1‖gr(−∆) = C‖[u]‖H∆ , (4.14)
where C > 0 is the norm of operator T from Proposition 4.2. The operator TH
is bijective, since T is onto and ker(T ) = H20 (Ω) = dom(−∆min) by Proposition
4.2. The open mapping theorem guarantees that T−1
H
is bounded. Finally, (4.13)
follows from (4.9), (4.10) and Green’s formula (A.23). 
We are now ready to formulate a version of Theorem 2.3 with the symplec-
tic structure being defined on the space of functions on the boundary of the do-
main Ω. We continue to denote the natural projection by γ : dom(−∆max) →
dom(−∆max)/ dom(−∆min), γ(u) := [u], and use T for the trace operator from
Proposition 4.2.
Theorem 4.6. Assume Hypothesis 4.1 and that t → Vt is in C1(Σ, L∞(Ω)). Let
−∆D be a self-adjoint extension of −∆min with some domain D ⊂ L2(Ω, dnx), and
assume that −∆D has compact resolvent. Then
(i) T (D) is a Lagrangian subspace in H,
(ii) T (Kλ,t) ∈ FΛ(T (D)) for all (λ, t) ∈ R× [0, 1], where Kλ,t := ker(−∆max +
Vt − λ),
(iii) the map Υ∆ defined by s 7→ T
(
ker(−∆max + Vt(s) − λ(s)
)
belongs to
C1(Σj , FΛ(T (D))), where we use parametrization (2.10)–(2.13).
(iv) Also, if V (·) ∈ C(Σ, L∞(Ω)), then so is Υ∆.
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Proof. Invoking Theorem A.11, one applies Theorem 2.3 with A = −∆min, AD =
−∆D, obtaining γ(Kλ,t) ∈ FΛ(γ(D)). To show (i) and (ii) we observe that T (D) =
TH(γ(D)), T (Kλ,t) = TH(γ(Kλ,t)), and recall that TH is a symplectomorphism.
To prove (iii), we need to construct a smooth family of orthogonal projec-
tions PHs ∈ B(H) onto ran(P
H
s ) = T
(
ker(−∆max + Vt(s) − λ(s)
)
. By Theorem
2.3 there exists a family of smooth orthogonal projections Ps ∈ B(H∆) onto
ran(Ps) = γ
(
ker(−∆max + Vt(s) − λ(s))
)
. We shall show that the family of projec-
tions P˜Hs := TH◦Ps ◦T
−1
H
∈ B(H) (not necessarily orthogonal) has desired property.
Let u ∈ ran(P˜Hs ), then P˜
H
s u = u or THPsT
−1
H
u = u that is PsT
−1
H
u = T−1
H
u,
therefore, by (4.12), T−1
H
u ∈ ran(Ps) = γ
(
ker(−∆max + Vt(s) − λ(s))
)
imply-
ing u ∈ T
(
ker(−∆max + Vt(s) − λ(s))
))
. Similarly one shows the inclusion
ran(PHs ) ⊃ T
(
ker(−∆max+ Vt(s) − λ(s)
)
. Hence, P˜Hs ∈ B(H) is a smooth family of
projections onto T
(
ker(−∆max + Vt(s) − λ(s))
)
. Proceeding as in [CJLS, Remark
3.4] using the family of smooth projections P˜Hs , we construct a family of smooth
orthogonal projections PHs ∈ B(H) onto ran(P
H
s ) = T
(
ker(−∆max + Vt(s) − λ(s))
)
.
(iv) similar to (iii). 
We are now ready to establish a relation between the Morse index of the
Shro¨dinger operator with the quasi-periodic, Dirichlet and Neumann boundary con-
ditions and the Maslov index of the paths with values in the set of the Lagrangian
subspaces of H. Next, we reformulate Theorems 3.12(i), 3.14(i) and 3.19 in terms of
the Lagrangian paths of the (weak) traces of the solutions from the real symplectic
Hilbert space H. Denote XH~θ := T (dom(−∆~θ,R)).
Theorem 4.7. Assume Hypothesis 3.9 (ii) and that ~θ 6= 0. Then the Morse index
of the operator −∆~θ + V and the Maslov index of the path ΥH : [τ, 1] → FΛ
(
XH~θ
)
defined by t 7→ T
(
ker(−∆max + Vt,R)
)
for all t ∈ [τ, 1] with τ ∈ (0, 1] sufficiently
small are related as follows:
2MorC
(
−∆~θ+V
)
=
{
Mas
(
Υ,XH~θ
)
if ~θ 6= 0,
−Mas
(
Υ,XH0
)
+ 2Mor(V (0)) if ~θ = 0, V (0) is invertible.
Theorem 4.8. Let Ω be an open bounded star-shaped Lipschitz domain in Rn
centered at zero, and assume that V ∈ C1(Rn,Rm×m) and V (x) = V (x)⊤, x ∈ Ω.
Denote XHD = T (dom
(
−∆D,Ω)
)
. Then the Morse index of the Schro¨dinger operator
with the Dirichlet boundary conditions and, for τ ∈ (0, 1] sufficiently small, the
Maslov index of the path ΥH : [τ, 1]→ FΛ(X
H
D ), defined by t 7→ T
(
ker
(
−∆max +
Vt,R
))
for all t ∈ [τ, 1], are related as follows:
2MorC
(
−∆D,Ω + V
)
= −Mas
(
Υ,XHD
)
.
Assume, in addition, that the matrix V (0) is invertible. Denote XHN = T (dom
(
−
∆N,Ω)
)
. Then the Morse index of the Schro¨dinger operator with the Neumann
boundary conditions and, for τ ∈ (0, 1] sufficiently small, the Maslov index of the
path ΥH : [τ, 1]→ FΛ(X
H
N ), defined by t 7→ T
(
ker
(
−∆max+Vt,R
))
for all t ∈ [τ, 1],
are related as follows:
2MorC
(
−∆N,Ω + V
)
= −Mas
(
Υ,XHN
)
+ 2Mor(V (0)).
To conclude this section we would like to compare the Lagrangian subspaces
used in [CJLS] and the ones defined in Theorem 4.6. This comparison shows that
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although the results in [CJLS] and in the current paper are in the same spirit,
neither of them follow from the other. For simplicity, we will assume that ∂Ω is
C1,r with r > 1/2, so that N1/2(∂Ω) = H1/2(∂Ω) and (N1/2(∂Ω))∗ = H−1/2(∂Ω).
Let Vt ∈ L∞(Ω) and consider two sets,
Kλ,t = {u ∈ H
1(Ω) | −∆u+ Vtu− λu = 0 in H
−1(Ω)},
Kλ,t = ker(−∆max + Vt − λ)
= {u ∈ L2(Ω) | −∆u+ Vtu− λu = 0 in sence of distributions}.
Lemma 4.9. Assume that Vt ∈ L∞(Ω). Then Kλ,t ⊂ Kλ,t.
Proof. Let u ∈ Kλ,t, i.e. u ∈ H1(Ω) and (∇u,∇v)L2(Ω) = ((λ−Vt)u, v)L2(Ω) for any
v ∈ H10 (Ω). In particular, (∇u,∇φ)L2(Ω) = ((λ− Vt)u, φ)L2(Ω) for any φ ∈ C
∞
0 (Ω).
Applying Green’s formula, we arrive at
(u,−∆φ)L2(Ω) = (∇u,∇φ)L2(Ω) = ((λ− Vt)u, φ)L2(Ω) for any φ ∈ C
∞
0 (Ω). (4.15)
Hence, u ∈ Kλ,t. 
We are ready to compare the subspaces used in [CJLS] and in Theorem 4.6.
Indeed, the subspaces from [CJLS] are of the type tr(Kλ,t), where
dom(tr) = D := {u ∈ H1(Ω)
∣∣∆u ∈ L2(Ω) in H−1(Ω)}
and the map tr is defined by
tr : D → H1/2(∂Ω)×H−1/2(∂Ω), tru = (γ
D
u, γ˜Nu). (4.16)
Here, γN is the weak Neumann trace defined in (A.4). First, we notice that the
operators T and tr do not agree even on the intersection of their domains. Secondly,
in general T (Kλ,t) is not a Lagrangian subspace in H. We shall show this in case
Vt = 0 and λ = 0, in fact we are claiming that T (K0,t) doesn’t not obey maximality
assumption. By Lemma 4.9, T (K0,t) ⊂ T (K0,t), moreover T (K0,t) is Lagrangian
in H, thus statement is proved, provided the inclusion is strict. Recall that γD
and γ̂D agree on H
1(Ω), thus γ̂D(K0,t) = γD(K0,t) ⊂ H1/2(∂Ω), on the other hand
γ̂D(K0,t) = H
−1/2(∂Ω), so that sets of the first coordinates of T (K0,t) and T (K0,t)
are not equal, hence the inclusion is strict. This concludes the proof of the fact
that the subspaces in [CJLS] and in Theorem 4.6 are indeed different.
Appendix A. Dirichlet and Neumann trace operators
In this appendix we recall several definitions and facts about various types of
Dirichlet and Neumann trace operators recently discussed in [GM10] and [GM08].
Hypothesis A.1. Let n ∈ N, n ≥ 2, and assume that Ω ⊂ Rn is a bounded
Lipschitz domain.
First, we define the strong trace operators. Let us introduce the boundary trace
operator γ0
D
(the Dirichlet trace) by
γ0
D
: C0(Ω)→ C0(∂Ω), γ0
D
u = u|∂Ω. (A.1)
By the standard trace theorem, see, e.g., [T, Proposition 4.4.5], there exists a
bounded, surjective Dirichlet trace operator
γD : H
s(Ω)→ Hs−1/2(∂Ω) →֒ L2(∂Ω), 1/2 < s < 3/2. (A.2)
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Furthermore, the map has a bounded right inverse, i.e., given any f ∈ Hs−1/2(∂Ω)
there exists u ∈ Hs(Ω) such that γ
D
u = f and ‖u‖Hs(Ω) ≤ C‖f‖Hs−1/2(∂Ω).
Next, retaining Hypothesis A.1, we introduce the Neumann trace operator γ
N
γ
N
= ν · γ
D
∇ : Hs+1(Ω)→ L2(∂Ω), 1/2 < s < 3/2, (A.3)
where ν denotes the outward pointing normal unit vector to ∂Ω. Furthermore, one
can introduce the weak Neumann trace operator γ˜N by
γ˜N : {u ∈ H
s+1/2(Ω) |∆u ∈ Hs0(Ω)} → Hs−1(∂Ω), s ∈ (0, 1), s0 > −1/2. (A.4)
Assuming Hypothesis A.1, we now introduce the space
N1/2(∂Ω) := {g ∈ L2(∂Ω) | gνj ∈ H
1/2(∂Ω), 1 ≤ j ≤ n}, (A.5)
where the νj ’s are the components of ν. We equip this space with the natural norm
‖g‖N1/2(∂Ω) :=
n∑
j=1
‖gνj‖H1/2(∂Ω), (A.6)
and note that N1/2(∂Ω) = H1/2(∂Ω) provided Ω is a C1,r domain with r > 1/2,
[GM10, Lemma 6.2]
Lemma A.2 ([GM10], Lemma 6.3). Assume Hypothesis A.1. Then the Neumann
trace operator γ
N
considered in the context
γ
N
: H2(Ω) ∩H10 (Ω)→ N
1/2(∂Ω), (A.7)
is well-defined, linear, bounded, onto, and with a linear, bounded right-inverse. In
addition, the null space of γ
N
in (A.7) is H20 (Ω), the closure of C
∞
0 (Ω) in H
2(Ω).
Lemma A.3 ([GM10], Theorem 6.4). Assume Hypothesis A.1. Then there exists
a unique linear, bounded operator
γ̂D : {u ∈ L
2(Ω) |∆u ∈ L2(Ω)} → (N1/2(∂Ω))∗, (A.8)
which is compatable with the Dirichlet trace, introduced in (A.2) and further ex-
tended in [GM10, Lemma 3.1], in the sense that for each s ≥ 1/2 one has
γ̂Du = γDu for every u ∈ H
s(Ω)with ∆u ∈ L2(Ω). (A.9)
Furthermore, this extension of the Dirichlet trace operator has dense range and
allows for the following integration by parts formula
N1/2(∂Ω)〈γNw, γ̂Du〉(N1/2(∂Ω))∗ = (∆w, u)L2(Ω) − (w,∆u)L2(Ω), (A.10)
valid for every u ∈ L2(Ω) with ∆u ∈ L2(Ω) and every w ∈ H2(Ω) ∩H10 (Ω).
Assuming Hypothesis A.1 we define the space
N3/2(∂Ω) := {g ∈ H1(∂Ω) | ∇tang ∈ (H
1/2(∂Ω))n}, (A.11)
equipped with the natural norm ‖g‖N3/2(∂Ω) := ‖g‖L2(∂Ω)+‖∇tang‖H1/2(∂Ω)n . Here,
the tangential gradient operator ∇tan : H
1(∂Ω) 7→ L2(∂Ω)n is defined as
f 7→
( n∑
k=1
νk
∂f
∂τk,l
)n
l=1
,
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and ∂∂τk,l is the tangential derivative, the bounded operator between H
s(∂Ω) and
Hs−1(∂Ω), 0 ≤ s ≤ 1, that extends the operator
∂
∂τk,l
: ψ 7→ νk(∂lψ)
∣∣
∂Ω
− νl(∂kψ)
∣∣
∂Ω
,
originally defined for C1 function ψ in a neighbourhood of ∂Ω. Also, N3/2(∂Ω) =
H3/2(∂Ω) provided Ω is a C1,r domain with r > 1/2, [GM10, Lemma 6.8].
Lemma A.4 ([GM10], Lemma 6.9). Assume Hypothesis A.1. Then the Dirichlet
trace operator γD considered in the context
γ
D
: {u ∈ H2(Ω) | γ
N
u = 0} → N3/2(∂Ω), (A.12)
is well-defined, linear, bounded, onto, and with a linear, bounded right-inverse. In
addition, the null space of γ
D
in (A.12) is H20 (Ω).
Lemma A.5 ([GM10], Theorem 6.10). Assume Hypothesis A.1. Then there exists
a unique linear, bounded operator
γ̂N : {u ∈ L
2(Ω) |∆u ∈ L2(Ω)} → (N3/2(∂Ω))∗, (A.13)
which is compatable with the Neumann trace, introduced in (A.3) and further ex-
tended in [GM10, (3.14)], in the sense that for each s ≥ 3/2 one has
γ̂Nu = γ˜Nu for every u ∈ H
s(Ω)with ∆u ∈ L2(Ω). (A.14)
Furthermore, this extension of the Neumann trace operator has dense range and
allows for the following integration by parts formula
N3/2(∂Ω)〈γDw, γ̂Nu〉(N3/2(∂Ω))∗ = (w,∆u)L2(Ω) − (∆w, u)L2(Ω), (A.15)
valid for every u ∈ L2(Ω) with ∆u ∈ L2(Ω) and every w ∈ H2(Ω) with γ
N
w = 0.
Assuming Hypothesis A.1, we define, as in [GM10, Lemma 7.1.],
−∆max : dom(−∆max) ⊂ L
2(Ω)→ L2(Ω),
dom(−∆max) =
{
u ∈ L2(Ω)
∣∣ ∆u ∈ L2(Ω)},
−∆maxu = −∆u, (in the sence of distribudtions).
Theorem A.6 ([GM10]). Assume Hypothesis A.1. Then the maximal Laplacian
−∆max is a closed, densely defined operator for which
H20 (Ω) ⊆ dom((−∆max)
∗) =
{
u ∈ L2(Ω)| ∆u ∈ L2(Ω), γ̂D(u) = 0, γ̂N (u) = 0
}
.
We also define the minimal operator by
dom(−∆min) = H
2
0 (Ω), −∆minu = −∆u. (A.16)
Theorem A.7 ([GM10], Corollary 7.2). Assume Hypothesis A.1. Then the mini-
mal Laplacian is a densely defined, symmetric operator which satisfies
−∆min ⊆ (−∆max)
∗, −∆max ⊆ (−∆min)
∗. (A.17)
Hypothesis A.8. Let n ∈ N, n ≥ 2, and assume that Ω ⊂ Rn is a quasi-convex
domain (see [GM10, Definition 8.9]).
Theorem A.9 ([GM10], Theorem 8.14). Assume Hypothesis A.8. Then
dom(−∆min) = H
2
0 (Ω) = {u ∈ L
2(Ω)| ∆u ∈ L2(Ω), γ̂D(u) = 0, γ̂N (u) = 0},
−∆min = (−∆max)
∗, −∆max = (−∆min)
∗.
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A nice additional feature of the quasi-convex domains is that the trace operators
are onto, see [GM10, Theorem 10.2, 10.6].
Assuming Hypothesis 4.1, we introduce the Dirichet-to-Neumann map MD,N
associated with −∆ on Ω as follows
MD,N : (N
1/2(∂Ω))∗ → (N3/2(∂Ω))∗ : f 7→ −γ̂N(uD), (A.18)
where uD is the unique solution of boundary value problem
−∆u = 0 in Ω, u ∈ L2(Ω), γ̂Du = f in ∂Ω. (A.19)
Following [GM10, Section 12], we consider the regularized Neumann trace oper-
ator on quasi-convex domains.
Theorem A.10 ([GM10], Theorem 12.1). Assume Hypothesis 4.1. Then the map
τ
N
: {u ∈ L2(Ω)|∆u ∈ L2(Ω)} → N1/2(∂Ω), τ
N
u := γ̂Nu+MD,N(γ̂Du), (A.20)
is well-defined, linear, and bounded when the space
{u ∈ L2(Ω)|∆u ∈ L2(Ω)} = dom(−∆max)
is equipped with the natural graph norm u 7→ ‖u‖L2(Ω)+ ‖∆u‖L2(Ω). Moreover, this
operator is onto. In fact,
τ
N
(H2(Ω) ∩H10 (Ω)) = N
1/2(∂Ω). (A.21)
Also, the null space of the map τ
N
is given by
ker(τ
N
) = H20 (Ω)+˙{u ∈ L
2(Ω), −∆u = 0}. (A.22)
Finally, the following Green formula holds for every u, v ∈ dom(−∆max),
(−∆u, v)L2(Ω) − (u,−∆v)L2(Ω)
= −N1/2(∂Ω)〈τNu, γ̂Dv〉(N1/2(∂Ω))∗ + N1/2(∂Ω)〈τN v, γ̂Du〉(N1/2(∂Ω))∗ . (A.23)
The following result can be found, for example, in [BR, Proposition 2.5].
Theorem A.11. Let Ω be an open bounded star-shaped Lipschitz domain in Rn
and let L = −∆+ V with a potential V ∈ L∞(Ω). If u ∈ H1(Ω) is a weak solution
of the Schro¨dinger equation Lu = 0 that satisfies γDu = 0 and γNu = 0 then u = 0.
Lemma A.12 ([CJLS], Lemma 3.8). Let {Ps}s∈Σ be a family of orthogonal pro-
jections on a Hilbert space H such that the function s 7→ Ps is in C1(Σ;B(H)) for
some Σ = [a, b] ⊆ R. Then for any s0 ∈ Σ there exists a neighborhood Σ0 in Σ
containing s0 and a family of operators {Bs} from ran(Ps0 ) into ker(Ps0) such that
the function s 7→ Bs is in C1(Σ0;B(ran(Ps0), ker(Ps0 ))) and for all s ∈ Σ0, using
the decomposition H = ran(Ps0)⊕ ker(Ps0), we have
ran(Ps) = Graph(Bs) = {q +Bsq : q ∈ ran(Ps0 )}. (A.24)
Moreover, Bs → 0 in B(ran(Ps0 ), ker(Ps0)) as s→ s0.
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