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ABSTRACT 
The concept of a G-function has been introduced by Nowosad and Hoffman: it 
gives an appropriate setting for many generalizations of the Gerschgorin Circle 
Theorem. In this paper we establish several equivalent conditions for a minimal 
continuous G-function and for a minimal G-function, and give characterizations of 
such minimal functions. We show that a convolution of two minimal G-functions 
is seldom minimal. Finally, we establish new results concerning the patterns of 
dependence of G-functions. 
1. INTRODUCTION 
The concept of a G-function has been introduced by Nowosad and 
Hoffman; it gives an appropriate setting for many generalizations of the 
Gerschgorin Circle Theorem. In this paper we establish several equivalent 
conditions for a minimal continuous G-function and for a minimal G- 
function, and give characterizations of such minimal functions. We show 
that a convolution of two minimal G-functions is seldom minimal. Finally, 
we establish new results concerning the patterns of dependence of G- 
functions. 
2. NOTATION AND PRELIMINARY RESULTS 
Let Cn*n denote the set of all n x n complex matrices. Let 8,, n >, 2, 
be the collection of all functions f = (fl,. . . , f,) such that for each i = 
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1, 2,. . . , n, fi: C”,” + R,, i.e., 00 > ft(A) > 0 for any A E@s~, and fi 
depends only on the moduli of the off-diagonal entries of the matrices, 
i.e., if B = (t~~,~) and A = (LZ~,?) are in C”*” with Ib,,jl = ~u,,~J for all 
i,j=1,2 )...) n, i f i, then fi(B) = fi(A). We begin with (cf. Hoffman 
[2], Hoffman and Varga [3], and Nowosad [5, 61) 
DEFINITION 1. We say f E 9% is a G-function if, for each A = (a,,j) E 
Cnsn satisfying 
(u~,~I >fJA), i-l,2 ,..., n, (2.1) 
A is nonsingular. 
Equivalently, f E Pn is a G-function if, for every A = (u~,~) E@~, 
every eigenvalue of A lies in the union of the n disks 
A, = {zgc: 12 - +c.kl <f,(A)}> K=l,2 ,..., n. (2.2) 
We will denote by 9, the set of G-functions in 9,. 
As examples, if 
~0) eJ$r IQ& %(A) =,$r l%ilt i=l,2 )..., 92, (2.3) 
j#i j+i 
then Y = (r,, . . ., Y,) and c = (cr.. . . , c,) are G-functions. More generally, 
if x = (Xl,. . .) x,)~ is any column vector in C” with positive components, 
written x > 0, and 
then rx = (yIz,. . . , Y,“) and P = (cr2,. . , c,“) are G-functions. 
The study of G-functions is closely related to the study of M-matricesr, 
as is shown by the following proposition, which follows easily from the 
initial work in this area by Ostrowski [7], as well as a result of Fan [l]. 
For notation, if f E 8, and if A = (LZ~,~) E W”, then .,&(A) = (R~,~) E Cn,” 
is the matrix whose elements are defined by 
ori,i = - /a,,j( for all i # j, ai.i = fi(A), i,j= 1,2,. . .) n. (2.5) 
1 B = (a, J E R”*“, k > 1, is a (possibly singular) M-matrix if and only if bi,i< 0 
for all i # i, ‘and for any d = (d,, . . . , dk) T E C” with d > 0, B + diag(d,, . , d,) is 
nonsingular. If B is an irreducible M-matrix, then B + diag(d,, . . . , dk) is nonsingular 
foranyd>Owithd#O. 
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PROPOSITION 1. Let f G 8,. Then f E gn if and only if &f(A) is a 
(possibly singular) M-matrix for every A E C”*“. Thus, if f E 9n and if 
A E Cnsn is irreducible, there exists an x E C” with x > 0 (depending on A) 
such that 
fi(A) 3 r,“(A)> i=l,2,...,n; (2.6) 
when &f(A) is singular, equality holds for all i = 1, 2,. . . , n, i.e., 
fi(A) = r?(A), i-l,2 ,..., n. (2.7) 
It follows from Eq. (2.6) that if f e Y, and A E C”,” is irreducible, then 
fi(A) > 0, i = 1, 2,. ., n. Note also that the vector x of Eq. (2.7) is the 
unique (up to scalar factors) eigenvector associated with the zero eigenvalue 
of the irreducible matrix &Yf(A). 
We shall say that f E 9, is continuous if, for each i = 1, 2,. . ., n, fi 
is continuous on all of 03”. The set of continuous f E 8, and 5??n will be 
denoted by .!Yne and Z?‘n~, respectively. Since the set of irreducible n x n 
matrices is dense in @I”, it is clear that if f E 9, is continuous, it is 
completely determined by its action on the irreducible matrices. 
PROPOSITION 2. Let f E .Ync. Suihpose that for every irreducible A E C”*” 
which satisfies Eq. (2.1), A is nonsingular. Then, f E pnc. 
Proof. Let A be any reducible matrix in Cnsn which satisfies Eq. (2.1). 
We must show that A = (a,,j) is nonsingular. For 8 > 0, define A(E) = 
[aJ&)] EC~~~ by 
- lai,$[ if i #i and ai,j # 0; 
a,,j(e) = - F 
/ 
if ifi and a,,j = 0; 
ja,,i( if i = j. 
(2.8) 
For F > 0 sufficiently small, it is clear from (2.1) and the continuity of 
f, that A(E) satisfies (2.1), and is irreducible as well. Thus, by hypothesis, 
A(s) is nonsingular, and A(E) is evidently a nonsingular M-matrix. But, 
because the entries ai,j of A satisfy 
la,,il d jai,j(E) I for all i #i, lai,ij = ai,i(e), i,i = 1,2,. . . , n, (2.9) 
and because A(E) is a nonsingular M-matrix, then it follows (cf. Ostrowski 
[7]) that jdet Al > det A(F) > 0, i.e., A is nonsingular. Q.E.D. 
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3. THE CONVEX STRUCTURE OF 9, AND 3%’ 
We first define a partial order on Ypn. If f and g are in gn, we write 
f >g if fJA) 3g,(A), i-l,2 )...) 92, all A 6 C”a”. (3.1) 
It is clear from Proposition 1 that if f E 8, and g E gn, with f > g, then 
also f E gn. 
Next we state a theorem of Hoffman [2]; we shall in Sec. 4 prove a 
slight extension (Theorem 3), and use our proof to obtain other results. 
THEOREM 1. If f and g are in %%, and 0 < u < 1, then h, defined by 
h,(A) = f,“(A)&“(A), i-l,2 ,..., n, all A E Cnsn, (3.2) 
is also in Fn. 
We shall call the G-function h, defined by Eq. (3.2), the cr-convolution 
of f and g. As has been noted by Hoffman, it follows from Theorem 1 
that 9% and 9YnC are convex sets. To see this, given f and g in gn and 
0 < a < 1, define k = (k,, . . , k,) E gpn by 
k,(A) = afi(A) + (1 - +,(A), i = 1,2,. .,n, all AczCnln. (3.3) 
By the generalized arithmetic-geometric mean inequality, k > h. Since 
h E Yn, we have k E Yn, i.e., 9n is convex. Obviously if f and g are in 
59,,c, so are h and k, and Ync is also convex. 
We next define 
p4, = (ln f = (In fb. . . , ln fn): f = (fl.. . . , f,) E g,}, (3.4) 
and ,ItPnc analogously; note that the In fi may assume the value - co. 
Hoffman’s result may be restated as: Zpn is convex (and, hence, so is 
2?lC). 
Suppose f and g are in Yn, with f 3 g. Then, for any A gCnan, f 
determines larger eigenvalue inclusion regions [cf. Eq. (2.2)] than g, and 
is thus, in a sense, uninteresting. We may cull out such uninteresting 
G-functions with the following 
DEFINITION 2. Let f E gn. 
(i) f is minimal in gn (or minimal) if, for every g E 9n for which 
g < f, we have g = f; 
(ii) if f E gmc, i.e., if f is also continuous, then f is minimal in gnc 
c (or minimal continuoz6) if, for every g E 9 nc for which g < f, we haveg = f. 
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The minimal elements of the convex sets 8, and gnc are in fact the 
extreme points of 9’,L and gnc. [An extreme point f of a convex set C is 
such that if / = ocg + (1 - a)h, where 0 < a < 1 and g, h E C, then f = 
g = h (cf. [9, p. 162]).] Suppose fe Yn is not minimal; then there exists 
g E Yn, g < f. g # f. If we define h = 2f - g, then h > f, h E gn, and 
f = $g + Qh is not extreme in 9,. On the other hand, if f E 9, is not 
extreme in 9,, then f = xg + (1 - a)h, where 0 < a < 1, g, h E gn, and 
g#h.Sinceg#h,thereisanAEC n,n for which, for some i, g,(A) f h,(A). 
For this A and this i, we have 
g,“(A)ht-“(A) < agi(A) + (1 - a&(A) = fi(A). (35) 
Thus, we have gOlhlpa < ag + (1 - a)h = f, and gahl-a # f, so that f is 
not minimal in gfL. The same arguments apply to YnC. 
4. MINIMAL CONTINUOUS G-FUNCTIONS 
It follows from Eq. (2.6) of Proposition 1 that, for a G-function f which 
is minimal in ?Jn, we must have f(A) = r”(A) for each irreducible A EWE, 
where the vector x > 0 depends on A. We will show in this section that 
this property holds for any f which is minimal in @Ync, and in fact is 
equivalent to minimality in gnc. In the succeeding section, we find a 
generalization of this property, to include reducible matrices, which is 
equivalent to minimality in ??%. 
Let 9,c, n 3 2, denote the collection of all functions g = (gr,. . . , gn), 
where, for each i = 1, 2,. . , n, gi is defined, positive, and continuous on 
the set of irreducible matrices in Cn,n, and depends only on the moduli 
of offdiagonal entries. For g E Ync, we define @ = (yr”, . . . , y,g) E 9%~ by 
Yig(A) = g$,l$l lai,jlgj(A)P i = 1,2,. . . , n, (4.1) 
2 
i#i 
for each irreducible A EC~~~. 
THEOREM 2. Let f E 3%~. Then the following aye equivalent: 
(i) f is minimal in FYSc ;
(ii) f is an extreme point of the convex set <9Ync; 
(ii’) (n > 2) In f is an extreme point of the convex set 9,~; 
(iii) for every A E Wn, the matrix &f(A) is singular; 
(iii’) for every A ~Cn.fi, there exists a B E Cn*n with 
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lb,,?] = Ju,,~/ for all i # i, Jb,,ij = !&I), i, j = 1, 2,. . ., n, (4.2) 
/or which B singular; 
(iv) for every irreducible A E C”,“, there exists an x EC” with x > 0 
(depending on A) for which 
fi(A) = r?(A), i = 1, 2,. .) n; (4.3) 
(iv’) there exists a g E 4nc such that, for every irreducible A eCnsn, 
fi(A) = y?(A), i = 1,2,. . , n. (4.4) 
Remark. Because f is continuous, conditions (iii) and (iii’) could be 
restricted to matrices A EC”*” which are irreducible. 
Proof. That (i) and (ii) are equivalent has already been proved. That 
(i) implies (ii’) for n > 2 will be proved later in this section. To prove 
that (ii’) implies (i) for all n > 2, assume that f is not minimal in gne. 
Thus, there exist a g E Snc with g < f and a matrix A” such that gj(A) < 
fj(Al) for some i, 1 < i < n. By continuity, we may assume that A is 
irreducible. Next, regarding /? as a point in the nonnegative hyperoctant 
of R~tn(n-l), it is clear again from continuity that we can redefine g E gnC 
so that g < f, but with g - f, except on an &-neighborhood of A. For E 
sufficiently small, this s-neighborhood of A contains only irreducible 
matrices. Thus, f and g differ on the irreducible matrix A, but are identical 
on any reducible A E Cn,“. We can now define h E Bnc by 
Ifi = g,(,4), i = 1, 2,. . . , n, if A eCnsn is reducible, 
hi(A) = \fi2(A)gi-l(A), i = 1,2,. . . , n, if A EC~S~ is irreducible. (4’5) 
For irreducible A E Cn*%, it follows from Proposition 1 that, for all i = 
1, 2,. . , n, gi(A) > 0, hi(A) is defined, and hi(A) = f,2(A)gZ-1(A) 3 fJA). 
Thus, actually h E Ync. Now it is easy to see that In f = 4 In g + 4 In h, 
so that In f is not extreme in gnc. 
That (iii) implies (iii’) is obvious. Conversely, since f E Ye,, then from 
Proposition 1, &f(A) is an M-matrix for any A ~03~. But, for all B 
satisfying Eq. (4.2), it follows (cf. [7]) that /det BI > det ,@(A) >, 0. 
Clearly, (iii’) implies (iii), and (iii) and (iii’) are thus equivalent. 
That (iii) implies (iv) follows from Proposition 1. To show the converse, 
chose any irreducible A EC”*“, and define X = diag(x,, . . . , x,) for any 
x > 0 in C”. Assuming (iv), if e = (1, 1,. . . , 1) T, then Eq. (4.3) becomes 
df(A)Xe = 0, which implies that df(A)X and &f(A) are singular. By 
our remark, this is sufficient to imply (iii). 
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We next show that (if is equivalent to (iii). Suppose (i) does not hold, 
and that g E Ync is such that g < f, g # f. There then exists an A E Wn 
and an integer j with 1 < j < M, for which 
g,(A) < /i(A)> i = 1, 2,. . . ) n, and g,(A) < f&4). (4.6) 
Since f and g are both continuous, we may assume that A is irreducible. 
Since .,@(A) is, using Proposition 1, an irreducible M-matrix, the in- 
equalities of Eq. (4.6) give us that d’f(A) is nonsingular, and (iii) does 
not hold, i.e., (iii) implies (i). 
For any f E 3’,“, we can construct a g E gaC with g < f by defining 
g,(A) for every A E Wn as 
g,(A) s ii(A) - A(A), i=l,2 ,..., c-s, (4.7) 
where A(A) is the minimal nonnegative real eigenvalue of the M-matrix 
df(A) (cf. [7]). Now, suppose (iii) does not hold, i.e., &f(A) is nonsingular 
for some A E C”,“. For this A, l(A) > 0, and g,(A) < fi(A) for all i = 
1, 2,. . , n, i.e., f is not minimal in 9YnC. Hence, (i) implies (iii). 
Suppose that (iv) holds. The vector x > 0 of Eq. (4.3) is, as we noted 
after Proposition 1, the unique (up to scalar multiples) eigenvector for the 
null eigenvalue of &f(A). It can be shown that, with proper normalization 
(e.g., choose xi = 1 for all irreducible A EC?*“), the vector x = g(A), 
defined for all irreducible A EC”,“, depends continuously on the moduli 
of the off-diagonal entries of A. Thus, g E $,“, @ is defined by Eq. (4.1), 
and, for all irreducible A cc”,“, Eq. (4.3) becomes Eq. (4.4), i.e., (iv’) 
holds. That (iv’) implies (iv) is obvious. Q.E.D. 
In general, for g E ,anc, we cannot extend either g or 10 to all of @an. 
We shall discuss this further in Sec. 6. Note that in order to show that 
fE3?CC is not minimal in gnc it is sufficient by Theorem 2 to show that 
&f(A) is nonsingular for some A ECY,~. 
COROLLARY. For any x l Cn with x > 0, rx and cx are minimal 
continuozks G-functions. 
Another general example of a minimal continuous G-function is as 
follows. Given any A = (a,,j) EC n-R, let p(A) be the maximal eigenvalue of 
the n x n nonnegative matrix g(A) = ()ai,jl - 6,.jja,,il), and define 
/(A) = [f,(A),. ., ,+=(A)] by ii(A) G p(A) for all i = 1, 2,. . ., n. It is 
seen from (iii) of Theorem 2 that f is minimal in 9Ync, and the associated 
g(A) = [g,(A),.. .,gn(A)l f rom Eq. (4.4) is, for any irreducible A eCnsn, 
104 DAVID H. CARLSON AND RICHARD S. VARGA 
just a (normalized) positive eigenvector of 9(A) corresponding to the 
eigenvalue p(A). As our last example, it can be verified that g = (gi, g,, ga), 
defined on irreducible A 6C3,3 by 
g,(A) = 
is an element of 43c. 
given by 
la1,2/ i- /als31T g2(A) se,(A) SE 1, 
In this case @(A), for each irreducible A gC3s3, is 
and f E Y3c, defined by the same rule, is clearly a minimal element of Y3c. 
In contrast with the G-functions 7” and cs (with x E Cn, x > 0) and the 
above example, f, is not homogeneous [cf. Eq. (7.7)]. 
We give next the generalization of Theorem 1 promised in Section 3. 
For notation, if A = (u,,~) E@,~, then Aa = (/u~,~\~) for any cc 3 0. 
THEOREM 3. If f and g we in gm, and 0 < u, ,0 < 1, then h defined by 
hi(A) = fia(AB/a)g.l-= [ALWl-“) z IT i= 1,2,. . .,fi, all AE Cn,“, (4.8) 
is also in gn. 
Remark. We call h, defined by Eq. (4.8), the (a, P)-cowolution of f 
and g. When f = Y and g = c [cf. Eq. (2.3)], the theorem reduces to a 
result of Ostrowski [8]. When 0: = /l, we have Theorem 1. Our proof 
here is for f, g E LYnc ; the general proof can be similarly established using 
Corollary 2 to Theorem 6. 
Proof. For f, g E <gnc, it is clear that h E Y,C. Thus, from Proposition 2, 
it is sufficient to prove that for any irreducible A EC~*~ satisfying 
/ai,/ > hi(A), i = 1, 2,. . , n, (4.9) 
A is nonsingular. Choose an irreducible A eCnsn; by Proposition 1, 
,df(A B/a) and As [A (1-4)/(1-a)] are irreducible M-matrices, so that there 
exist x, y E Cn, x > 0, y > 0, such that 
fi(ABla) b ?%I lai.jlBY%/%) ; gi[A(l-fl)I(l-*)] 3 2 jai,jl(l-4)l(1-a)(yj/y~), 
j=l 
j#Z j+i 
i= l,...,n. (4.10) 
As 0 < t( < 1, the above inequalities and Holder’s inequality give 
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>, i lai,ji(Xj”(_ljl-a/Xiqyil-a) = jg lai,~l(zj/zi) = ‘i”CAJJ (4.11) 
j=l 
.lfi j+i 
where 
z = (Zl, . . , Z,)T is in C” with z. s x or~r.lma > 0 ? 71 for i=1,2 ,..., n. 
(4.12) 
Thus, if A satisfies Eq. (4.9), then 
/LZ,,~/ > k,(A) = f<a(Afl’a)gil-a jA’l-fi”(l-“)] 3 riz(A), i = 1, 2,. . _, n. 
(4.13) 
But since Y” = (I*, , Y,~) E Yn, A is evidently nonsingular. Q.E.D. 
The results in this paper grew out of our attempts to answer the 
following question. If f and g are minimal in gP/, and 0 < M < 1, is JL, the 
a-convolution of f and g [cf. Eq. (3.2)], necessarily also minimal in gnc? 
For n = 2 it is easy to verify that the answer is yes. The negative answer 
to this question for n > 2 is contained in our next theorem. 
THEOREM 4. For n > 2, no (CC, ,!?-convolzttion with 0 < a, jl < 1 of 
distinct (if tl = /?) minimal elements of 5~3~~ is minimal ilz gnc. 
Proof. Consider first the case when a > 2, 0 < u = b < 1, and f 
and g are distinct G-functions, minimal in gnc. Since f and g are distinct, 
there exists an A EC?.~ and an integer i, 1 6 i < n, for which fi(A) # 
g,(A). By the continuity of f and g, we may assume that A has all nonzero 
offdiagonal entries (and is thus irreducible). Following now the proof of 
Theorem 3, the assumption that f and g are minimal continuous gives us, 
from (iv) of Theorem 2, that equality must hold throughout in Eq. (4.10) 
for all i = 1, 2,. . . , n. 
If F, were minimal continuous, we would have, analogously, that 
equality holds throughout for all i in Eq. (4.11) in the application of 
Holder’s inequality. Hence, the vectors (for this case M = p) 
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are proportional for all i. Using the fact that A has all nonzero offdiagonal 
entries, for n > 2 this proportionality can only occur when the positive 
vectors x and y in C” are proportional. This, however, implies that 
f&4) = r,“(A) = r,“(A) = g,(A), i=l,2 ,..., n, (4.15) 
which contradicts the assumption that f and g differ on A. Thus, for the 
case CI = p and distinct minimal continuous f and g, the (a, &convolution 
of Eq. (4.8), i.e., the a-convolution of f and g, is not minimal continuous. 
We consider now the case when n > 2 and cx # p with 0 < t( < 1, 
0 < b < 1. If Jz were minimal continuous, we would again necessarily 
have that equality holds throughout for all i in Eq. (4.11) in the application 
of Holder’s inequality, for each A EC~~~ with nonzero offdiagonal entries. 
Hence, the vectors 
(lai,jlfl’a~j/~i)r=l and (jui,3/(1-li)‘(1-a)y~/y~)~=~ 
jzz j#i 
(4.16) 
are proportional for all i. Because B # K, these proportionalities imply 
that all the products nT_i la L,Oil, for any cyclic permutation 0 on 
{I, 2,. . ., IZ}, are equal. But, it is clear that there is an A EC~,~ with 
nonzero offdiagonal entries for which these products are not all equal. Thus, 
when M. # p, the (CX, &convolution of Eq. (4.8) is not minimal continuous. 
Q.E.D. 
We can now complete the proof of Theorem 2. We must show that, 
for n > 2, (i) implies (ii’). Suppose In f is not extreme in ,EPnC; there exist 
6 < tl < 1, g, h E gnc, g f F, such that In f = CC In g + (1 - x)ln h. This 
means that f = gaPa E 9n~. If both g and h are minimal in Zinc, Theorem 
4 tells us that f is not minimal in gnc; on the other hand, if either of g 
and kt is not minimal in 9Ync, clearly neither is f. Thus (i) implies (ii’). 
As we have just seen, Theorem 4 gives us that (K. fi)-convolutions, 
with 0 < cc, /3 < 1, of distinct (if cx = B) minimal continuous G-generating 
families in 9% are not minimal. Quite the same negative result can be 
deduced for the new G-functions of Nowosad [B]. To describe Nowosad’s 
result, let $ be any monotonic norm on Cn-l, and let !P be its conjugate 
(or polar) norm, i.e., for x = (xs,. . . , x,,) and y = (y2,. . . , yn) in F-l, 
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For these norms, one has the generalized Holder inequality (cf. [4, p. 431) 
I ’ 
2 XiYr ’ < 4(x) * WY). (4.17) 
Using the notation again that A” = (lai,?la) if A = (ui,?) EC”,~ for 
0 < SC < 1, we next let (A), denote the ith row of A with its diagonal 
entry deleted; thus, (A), can be regarded as a vector in C-l. Then, 
Nowosad [S] proved that f defined by 
f&4) = $ [(A”)i] * !P[(AT)i’-*I, i = 1, 2,. . , n, (4.18) 
is in yTLc for any u with 0 < (I. ,( 1. We shall give a proof of this, and 
show, for any 0 < c( < 1, that f is not minimal continuous for 1% > 2. 
For A irreducible in Cn,“, it can be shown (cf. [6, Lemma 4.31) for 
each cx with 0 < CI < 1, that there is a positive diagonal matrix D = 
diag(d,, . . , d,) E Cnsn such that 
$;(Aa)i] = $( iD-l(Aa)“D]i), i-l,2 )..., %, (4.19) 
or equivalently, 
4~rWYil = +{I(Aa)TDli)> i=1,2 )..., 72. (4.19’) 
For the vector d E@, d > 0, consider the minimal continuous G-function 
cd defined by Eq. (2.4). We can write this, from Eq. (4.17), as 
< $b( [D-l@ TDli)!q(A Tji1--a), i = 1, 2,. . , n. 
Thus, from Eqs. (4.18) and (4.19), 
c/(A) < +i(A%l . W(AV-"l = f&l), i=l,Z ,..., n, (4.20) 
from which it is clear that f, as defined in Eq. (4.18), is in gnc. 
Our interest once again is in showing a negative analogue of Theorem 4 
for the G-function of Eq. (4.18). 
THEOREM 5. For n > 2, no f E 2FEc, defined by Eg. (4.18) with 0 < 
tc < 1, is minivnal in gnc. 
Proof. For n > 2, choose any positive vectors x = (x,, . , x,) and 
Y = (Y%. . . r Yn) in V-l which are not dual vectors, i.e., inequality holds 
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in Eq. (4.17). Because Eq. (4.19’) h IS omogeneous in D = diag(d,, . . , d,), 
we can set d, = 1. Now, for 0 < a < 1, set 
lUj,Jdj = xj, l%, /i-a = 3’], /a1,# = xi, j=2,...,n. (4.21) 
These equations determine positive d,, . . . , d,, and nonzero offdiagonal 
entries /LZ,,~/ and lai,rl, i = 2,. . , n. Then, simply set all remaining 
entries of the matrix A = (a,,$) E C”*” to zero. Because the nondiagonal 
entries in the first row and column of A are nonzero, then A is irreducible. 
Next, because we are using the non-dual vectors x and y in Cn--l, then by 
construction, inequality holds for i = 1 in Eq. (4.20), while all the equations 
of Eq. (4.19’) are valid. In other words, since cld(A) < /i(A), then cd ,( f 
with cd # f. Thus, f is not minimal in Y,,“. Q.E.D. 
5. MINIMAL G-FUNCTIONS 
To characterize minimal (not necessarily continuous) G-functions, we 
first need some auxiliary results from elementary graph theory. Given any 
reducible A E@!~, it is well-known (cf. [lo, p. 461) that there is a permuta- 
tion matrix P E CF.“, and a positive integer m, 2 < m ,< n, such that 
PAPTZ 1.i 21. I(, if;], (5.1) 
where each square submatrix A,,,, k = I, 2,. . . , m, is either irreducible, 
or a 1 x 1 null matrix. The form Eq. (5.1) gives rise to a partitioning of 
(1, 2,. . , n} into m disjoint nonempty sets S, = S,(A), corresponding to 
the distinct connected components of the directed graph for A. The 
subsets S, do not depend on the choice of the permutation matrix P which 
is used to obtain the from Eq. (5.1). For i = 1, 2,. . , n, let (i) denote the 
subset S, containing i, and let /(;)I d enote the cardinality of (i), i.e., the 
number of distinct elements in (i). Next, we define, from Eq. (5.1), 
A, = Prdiag(ki,,,. ., A,,,)P; (5.2) 
in essence, A, is obtained by setting to zero all offdiagonal blocks in the 
block-triangular matrix of Eq. (5.1). If -4 ~~~~~ is irreducible, we define 
A, = A and (i) = (1, 2,. . . , PZ> for all i = 1, 2,. . , n. 
We remark that if A EC”~~ is reducible, it follows from Eq. (5.1) that, 
for any f E P’,, 
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PAf(AR)PT - diag[&&(A), . . , J&~(A)], (5.3) 
where each J&(A) is either a square irreducible matrix with nonpositive 
offdiagonal elements, or a 1 x 1 null matrix. If A EC”~~ is irreducible, 
we define, in analogy with Eq. (5.1), m = 1, and set 
&@(A) = &&&4). (5.3’) 
If f F gn, then, by Proposition 1, Af(A), PAf(A)Pr, and all the J&(A) 
are M-matrices. 
We now define, for each x EC” with x > 0, 
(we take qiZ(A) = e,“(A) = 0 if (i> = {i}). It is easy to see that r”z = 
(fix:,. . . , +,“) and !? = (erx,. . . , tnx) are in 9,‘ and that F < I” and ex < cx. 
The functions F,” and eiZ are, however, not continuous; if? = (1, I)Tfand 
1 1 
A,= t I’ 
[ I 
we have ?,“(A,) = eZe(At) = 1 for all t > 0, and yet lie(Ao) = &“(A,) = 0. 
Let g E 8,, such that, for every A E Cnnn, 
g,(A) > 0 whenever i(i)/ > 1. (5.5) 
We define 80 = (Pig,. . . , +,Q) E g’, by 
(and ?iQ(A) = 0 if j(i>j = l), for every A E Cnsn. 
We can now characterize the minimal elements of 3n. 
THEOREM 6. LetfE:Y,. Then the following aye equivalent: 
(i) f is minimal in ?!?n ; 
(ii) f is alz extreme point of gn; 
(iii) for every A E@,~, d:,k(A) [cf. Eq. (5.3)] is a singular M-matrix 
for each k = 1, 2,. . ., m; 
(iv) for every A EWE, there exists an XEC” with x > 0 (depending on 
A) such that 
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fJA) = r”iZ(A), i= l,Z,...,n; (5.7) 
(iv’) there exists a go Pn such that, for every A EC”*~, Eq. (5.5) holds, 
and 
fi(A) = +<“(A), i=l,Z ,..., n. (5.8) 
Proof. We have already shown that (i) and (ii) are equivalent. We 
first show that (i) is equivalent with (iii) by contraposition. Suppose (i) 
does not hold. Then, there exists g E 9, with g < f, g f f, Consequently, 
there exist an A EC~~~ and an integer i, 1 < i < n, for which Eq. (4.6) 
holds. Suppose i E Sk. From Proposition 1, dz,k(A) is an irreducible 
(or 1 x 1 null) M-matrix. Using Eq. (4.6), as in the proof of Theorem 2, 
we see that J&(A) is nonsingular, and (iii) does not hold, i.e., (iii) implies 
(i). 
For any f E 3?&, we construct a g E Y%, for which g < f, by defining, 
for each A gCnsn, 
g,(A) = fi(A) - b(A)> i=l,2 ,..., 12, (5.9) 
where i E S, and &(A) is the minimal nonnegative real eigenvalue of the 
M-matrix &&4). Now, suppose that (iii) does not hold. Then, there 
exists an A EWE for which some J&k(A) is nonsingular. Consequently, 
g # f, and (i) is violated, i.e., (i) implies (iii), and thus, (i) is equivalent 
with (iii). 
We next show that (iii) is equivalent with (ii). Assume (iii); then 
&k,k(A) is either an irreducible singular M-matrix, or a 1 x 1 null matrix 
for each k = 1 9 , Y, . . ) -yY. Thus, if jS,J denotes the number of elements 
in S,, there exists a x(“) with IS,1 positive components such that 
M:&4)x’k) = 0, i.e., 
(5.10) 
The components of the @) form a vector x EC” with x > 0, for which 
Eq. (5.7) holds; i.e., (iii) implies (iv). 
Assume next that (iv) holds. For each k, k = 1, 2,. . ., m, let X(lc) be 
an ISkI x ISkI p osi ive t diagonal matrix with diagonal entries xi, i E Sk. 
If e(k) is the IS,/-tuple whose components are all unity, then Eq. (5.7) 
implies that Jfk,JA)X(“)ecL) = 0; hence -&,,(A)X(“) and .&+(A) are 
singular. As this holds for all k, k = 1, 2, _ . , m, then (iv) implies (iii). 
That (iv) and (iv’) are equivalent is clear. Q.E.D. 
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COROLLARY 1. Let f be minimal in Yn, and assume that each fi is 
monotone, i.e., if A, 3 E Cn*” and (a,,i[ < lb,,j/ for all i # j, i, j = 1, 2,. . . , n, 
thelz fi(A) < fi(B) for all i = 1, 2,. . ., n. Then fi(A) = f,(AJ for all 
i = 1, 2,. . . , n, and all A E Cnsn. 
COROLLARY 2. Let f E gn. Then for each A E Cnrn, there exists a vector 
x E C’” with x > 0 for which 
f,(A) 3 +?(A), i=l,2 ,..., n. (5.11) 
Proof. For the G-function f E 9Yn, let g E gn be defined by Eq. (5.9). 
Because the matrices J&(A) are by construction singular for all k = 
1, 2,. , m and all A E Cnsn, then g is from Theorem 6 minimal in 9,, with 
g < f. But as g,(A) = i,“(A) from (iv) of Theorem 6, and g < f, then 
Eq. (5.11) follows. Q.E.D. 
COROLLARY 3. Let g E 3,. Then Ep. (5.5) holds for every A E C”,“. 
If g is minimal in gRr then also, for every A E Cnsn, g,(A) = 0 whenever 
I(i)1 = 1. 
COROLLARY 4. For any x E Cn with x > 0, Bx and P are minimal 
G-functions. 
6. GENERALIZATION TO THE EXTENDED REAL NUMBERS 
In Theorem 2, we have shown that, if f is minimal in gne, then there 
exists a g E Ync such that f(A) = fg(A) for every irreducible A E @tn. 
We cannot, however, given an arbitrary g E 4,“, always find a continuous 
extension of yg to all of Cnsn ; for an example, let n = 2, and define, on 
irreducible A E C292, 
g(A) = (ladJ la2.J2). 
Then g f 4ac, and 
(6.1) 
which clearly has no continuous extension to all of C2v2. If g E 912c has 
a continuous extension S E Pnc for which g,(A) > 0, all i = 1, 2,. . . , n, 
all A E Cn*“, then 19 has a continuous extension YE, defined by (4.1) for all 
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A E C",". The question of finding (interesting and useful) necessary and 
sufficient conditions on g E Ync so that such a continuous extension exists 
remains however open. 
One could consider G-functions in the following extended setting. Let 
s,, n > 2, be the collection of functions f = (jr, fz,. . , f,) such that for 
eachi= 1,2,..., n, + bo > f,(A) >, 0 for every A E W”, and fi depends 
only on moduli of offdiagonal entries. Then f E 3% is an extended G-func- 
tion if, whenever f(A) is finite, Eq. (2.1) implies that A is nonsingular. 
(Note that when any fi(A) is not finite, the union of the n disks A, [cf. 
Eq. (2.2)] is the entire complex plane C.) In this setting, we could extend 
+‘, defined in Eq. (6.1), to all of C a2 in a natural way, and obtain an 
extended G-fztnction. 
We shall say that f E 3, is continuous if f is continuous (and hence 
finite) at every irreducible A E Ws, and if, for every reducible A E C”,“, 
f,(A) = BEA fi(B), i= 1,2,...,?2 (6.2) 
B irreducible 
(i.e., f is actually upper semicontinuous at every reducible A E W”). 
With this definition, Proposition 2 still holds (i.e., if A is reducible, f(A) 
is finite, and la,,1 > fJA), i = 1, 2,. . , n, then A is nonsingular). 
Now if g E Ync, rg E 9,“, we can define a continuous extension f of 
rg using Eq. (6.2) for all reducible A E C ns*. Then f is a continuous extended 
G-function, which is minimal among such functions. Conversely, if f is a 
minimal continuous extended G-function, then there exists a g E 9,c such 
that f = yg on irreducible A E C**“. 
One final remark. If x = ~(0) E C” with x > 0, then, for every A E C”,” 
which has a nonzero offdiagonal entry in each row, we can define 
&,(A) = y [r&l)(A)1 (A), 
If also A is irreducible and primitive (cf. 
see (cf. [lo, p. 441) that 
m = 1,2,. . . (6.3) 
[lo, p. 35]), it is not difficult to 
em&)@) = p(A), i=l,2 ,..., m, (6.4) 
where p(A) is the maximal eigenvalue of the nonnegative matrix ii?(A) = 
(l~~,~l - 6i,j(ai,i(). This “limiting function,” as we have seen in Sec. 4, 
does extend to a continuous G-function on Cn*“. 
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7, MINIMAL G-FUNCTIONS WITH SMALL DOMAINS OF DEPENDENCE 
For any f = (fl,. . . , f,) E 9,, we say [3] that fk depends on the ordered 
pair of positive integers (i, j) where i # j and 1 < i, j < n, if there exist 
A = (u& ECn*n and B = (l~~,~) GCY,~ such that luk,rl = IbJc,rl for all 
k f 1 with (k, 1) # (i, i), for which fk(A) # fk(B). We then define 
D(fJ = ((i, j): 1 <i, j <n and fk depends on (i, j)) (7.1) 
as the domain of dependence of fk. With this notation, we now prove the 
following proposition.2 
PROPOSITION 3. Let f E gn. For each ordered pair (i, j) with 1 < i, j < 
PZ and i # j, there exists a positive integer k with 1 < k < n such that 
(6 i) E 4fk). 
Proof. We consider the ordered pair (i, j) with 1 < i, j < n and 
i # j. Suppose (i, j) 4 II for all k = 1, 2,. . ., n. Then, for any A E@*~, 
each fk(A) is independent of ai,j. It would then be possible to find a 
nonsingular irreducible M-matrix B = (b,,,) E R*s” with 
lb,,,/ > f,(B) for all 1 = 1,2,. . ., n. 
Without affecting these inequalities, we could decrease the element - (bi,jl 
until B becomes singular, contradicting that f is a G-function. Q.E.D. 
Most well-known G-functions (cf. [Z]) have 
D(f,zJ = {(k, I): 1 <I < n, I # k} (7.2) 
for k = 1, 2,. . ., n, or 
D(fJ=((Z,k): l<L<n, l#k) (7.3) 
for k = 1, 2,. . ., n, or are obtained by convolution from functions in 9, 
with such domains of dependence. Among these, the row and column 
sums r5 and cx have always played a central position in Gerschgorin-type 
arguments for matrices. The next surprising result gives yet another 
reason for this. 
2 After submitting this paper, we learned that Proposition 3 xvas independently 
included in a talk by A. J. Hoffman at a Conference on Graph Theory at St. John 
University in the summer of 1970. 
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THEOREM 7. Let f be milzimal in 9,~. If Ep. (7.2) is valid for one 
$artic&ar k, and if 
( i 
kD( fJ and D(fk) are disjoint, (7.4) 
l#k 
then Eq. (7.2) is valid for all k, k = 1, 2,. . . , n, and there exists an x EC?’ 
with x > 0 (independent of A) such that f = rx. Similarly, if Eq. (7.3) is 
valid for one particular k, and if Eq. (7.4) is valid, then Eq. (7.3) is valid for 
all k, k = 1, 2,. . ., n, and there exists an x EV with x > 0 (independent 
of A) such that f = cx. 
Proof. Assume that f is minimal in 9Jnc, that Eq. (7.2) is valid for 
k = 1, and that Eq. (7.4) holds for k = 1. Then, from Theorem 2, &f(A) 
is a singular M-matrix for each A ~0,“. For any irreducible A = 
(a,,j) ECn*n with all nonzero offdiagonal entries, there is a unique normal- 
izedx = (1, xs,. ., qJT in C” with x > 0 such that &+(A)% = 0, and thus 
flc(A) = $ jgI ja,,jjxj for all k = 1,2,. . . , n. 
j#k 
Let B EW-~,~-~ be the principal submatrix of df(A) obtained by 
deleting the first row and first column from -&f(A). It is easily seen 
(cf. [lo, p. 301) that B must be nonsingular. Since df(A)x = 0 can be 
written as the pair of equations 
B. (x2,. . ., x,jT - (la2,1/,. . , la,,ll)T = 0; f,(A) -j$zja&j = 0, (7.5) 
then as B is nonsingular, the vector (xa, . , . , x,)T E P-l can be express- 
ed simply as 
(xz,. . I %J T = B-l(la2,,l,. , ., /a,,l/)T. (7.6) 
But from Eq. (7.4), the f,(A) for j = 2,. . ., n, and hence B-l, are all 
independent of [a1.2 I,. . ., [a,,,]. Thus, from Eq. (7.6), the components of 
x = (1, xg,. . .) .x,)T are independent of /a,,,\, . . , /a,,,(. This means that 
if we now vary the matrix A only in the components /a1,2),. . . , la,,,/, 
keeping A irreducible, the second equation of (7.5) remains valid where 
35,. . ., x, are fixed, i.e., 
f,(A) =j$z lal&j = r?(A). 
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Hence, from the continuity of fi, the above expression must be valid for 
all A ECnsn. 
Next, suppose that x,(A),. . ., x,(A) can vary when A varies over the 
matrices for which (n,?)#O, i=2 ,..., n, j==l,..., n, i#j> and for 
which the first row of A has the explicit form ek = (0, 0,. . , 1, 0,. . . , 0), 
k = 2,. . , n. Because /,(A) = r,“(A) from the second equation of (7.5), 
we have in this case that f,(A) = x,(A). On the other hand, since fi can, 
by hypothesis, depend only on ((1, I): 2 < 1 ,( n>, while xk, from Eq. (7.6), 
is independent of the first row of A, then f,(A) = xk. Hence x2,. . , x, 
from Eq. (7.6) are fixed for all A EC?*~. It thus follows that Eq. (7.2) is 
valid for all k = 1, 2,. . ., n, and f = Y”, where x is independent of A. The 
proof of the rest of the theorem is similar. Q.E.D. 
In the rest of this section, we make specific use of the main result of 
Hoffman and Varga [3], which we state below as Theorem 8. For notation, 
we say that f E 9, is homogeneous (of degree unity) if, for every 1 > 0 and 
every A E Cnpn, 
f,cW) = J-f@), k = 1, 2, _ . . , n, (7.7) 
and we say that f is bounded on bounded sets if, for all A = (a,,J ECF,~ 
with jai,jl < c for all i, j = 1, 2,. ., n with i # j, there exist positive 
constants Mk(c) such that 
flc(A) d M,(c)> k=l,2 ,..., n. (7.8) 
THEOREM 8. Let D,, D,,..., D, be subsets of the set of all ordered pairs 
of positive integers (i, j), with 1 < i, j < n, and i # j. Then, there exists an 
f in 9n, with f homogeneous and bounded on bounded sets, satisfying 
D, = Wfd, k=l,2 ,..., n, (7.9) 
if and only if, for every subset S C (1, 2,. . . , n> with 1.51 3 2, for every cyclic 
permutation a of S and for every nonempty subset T c S, 
/{i: igS and {(i,ai))~p=D~)/> IT/. (7.10) 
With Theorem 8, we establish 
PROPOSITION 4. Let f E 3n with f homogeneous and bounded on bounded 
sets. Then 
lD(f,)j>n- 1 for k-l,2 ,..., n. (7.11) 
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Proof. Let k be a fixed positive integer with 1 < k < n. If Sj = 
{k, j) for any i with 1 < i < n and i # k, then ISj/ = 2. Next, let 
T z {k) C Sj. Applying Eq. (7.10) of Theorem 8, it is clear that either 
(k, i) or (i, k) is in D(fA). Thus, letting i run from 1 to n, i f k, D(f3 must 
contain at least n - 1 distinct ordered pairs, i.e., ID( > n - 1, which 
establishes Eq. (7.11). Q.E.D. 
We note that, as we saw at the end of Sec. 4, there are non-homogeneous 
continuous G-functions for which (7.11) does not hold. 
THEOREM 9. Let f E 9n for which f is homogeneozts and bounded on 
bounded sets, and for which 
jD(f3j = n - 1 for k = 1, 2,. . , 72. (7.12) 
If (1, 2) E D(fl), then Eq. (7.2) holds foY all k = 1, 2,. . ., n. Otherwise, 
(2, 1) E D(fl), and Eq. (7.3) holds for all k = 1, 2,. . ., n. 
Proof. From Proposition 3 and from the assumption of Eq. (7.12), it 
is clear that the n(n - 1) ordered pairs of integers (i, j) with i # j and 
1 < i, j < n, must be distributed among the D(flc)‘s in such a way so that 
the D(fk)‘s are pairwise disjoint. 
First, consider the set D(fl). A s in the proof of Proposition 4, if S E 
(1, i) for any 2 < J’ < n and if T = (1) C S, then Eq. (7.10) of Theorem 8 
gives us that either (1, j) or (j, 1) is in D(fl) for each j = 2,. . ., n. In 
particular, either (1, 2) or (2, 1) . IS in D(fl). Assume (1, 2) E D(fl). Then, 
(2, 1) $ D(fl); otherwise ID( > n - 1. For n > 2, consider S, = 
{I, 2, I) with I = 3,. . ., n, and T = (1) C S,. For the particular cyclic 
permutation cr of S, defined by 01 = 1, a2 = 1, al = 2, it follows from 
Eq. (7.10) that at least one of the pairs (1, I), (2, I), and (I, 2) is in D(fl), 
i.e., (1, I) or (I, 2) is in D(fl). Because (D(fl)[ = n - 1 and because (1, i) 
or (i, 1) must be in D(fl) for each j = 2,. . . , n, then (I, 2) 6 D(fl) for any 
I? = 3,. , ., n, so that (1, I) E D(fl) for each I = 3,. . ., n. Thus, D(fl) = 
((1, j): j = 2,3,. ., n}, the special case k = 1 of Eq. (7.2). In a similar 
way, one establishes the general results of Eqs. (7.2) and (7.3). Q.E.D. 
By the methods of [2], we can construct continuous, nonhomogeneous 
G-functions, satisfying Eq. (7.12), for which the conclusion of Theorem 9 
does not hold. 
The authorsgratefully acknowledge many helpful comments and suggestions 
from Dr. Alan J. Hoffman. In particular, at the Fourth Gatlinburg Symfio- 
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sium on Numerica Algebra in 1969, Dr. Hoffman posed the question on 
whether convolutions of minimal continuous G-functions were minimal, and 
this study was in fact inspired by his question. 
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