In this paper, we propose a new random volatility model, where the volatility has a deterministic term structure modified by a scalar random variable. Closedform approximation is derived for European option price using higher order Greeks with respect to volatility. We show that the calibration of our model is often more than two orders of magnitude faster than the calibration of commonly used stochastic volatility models. such as the Heston model or Bates model.
Introduction
The central assumption of the celebrated Black-Scholes formula for European option pricing is that the volatility of the underlying asset is constant [4] . This is known to be untrue in practice. The observed prices of liquid options on the same underlying, for a given set of maturities and strikes, imply differ-ent volatilities under Black-Scholes formulation. Modelling the future evolution of the volatility of the underlying asset, which is consistent with the observed option prices, is obviously essential to price illiquid securities on the same underlying asset. The topic of suitable volatility models which provide a consistent match with the observed prices has resulted in extensive literature over the past few decades.
There are two broad classes of volatility models: local volatility models and stochastic volatility models. Note that this is a rather imprecise taxonomy, but it will be sufficient for our purpose. The former class of models does not have an additional source of uncertainty (apart from the sources of uncertainty in the underlying) incorporated in the volatility model and the volatility is assumed to be a deterministic function of the current underlying price and time. Examples of this type of models include the models proposed by Dupire [9] , Derman and Kani [7] and Alexander [1] . In contrast, stochastic volatility models include an extra source (or sources) of randomness and provide more flexibility in modelling the dynamics of volatility surface. Significant models in this class, with an emphasis on option pricing, include those proposed by Hull and White [12] , Merton [15] , Heston [11] , Bates [3] , Kou [14] , Duffie et al [8] and Carr et al [6] .
Bakshi et al [2] have compared a variety of stochastic volatility models in terms of their pricing and hedging performance. Heston as well as Bates model yields semi-closed form solutions in terms of Fourier transform of European option price and are hence amenable to relatively easy calibration to market data.
Gatheral [10] and Javaheri [13] provide comprehensive reviews of development of volatility models.
In this work, we propose a new method for modelling the volatility as implied by option prices. In our model, volatility is represented as a deterministic function of time, with its level being a random variable on positive support. The proposed volatility model offers the following benefits:
• It provides a very simple approximate pricing function for calibrating the model from option price data. In the experiments performed, we demon-strate that the proposed model requires only around 1% of the computational time as the Heston model or the Bates model for calibration, on the same hardware.
• In fifteen different data sets tested for three different indices and using two different methods of measuring the pricing error, the proposed model is shown to be extremely competitive in terms of accuracy with the popular existing stochastic volatility models.
• When calibrated from the same data-set, the proposed model also yields prices for path-dependent payoffs which are in the same range as the Heston model and Bates model. This is important since the prices of illiquid payoffs are non-unique under stochastic volatility and any new model which gives significantly different prices from the established models is unlikely to be accepted by the industrial community.
• When calibrated from the same data-set and using the same numerical method, the proposed model yields option price sensitivity parameters which are very close to those found for the Heston model, for most datasets. Option sensitivities (or Greeks) are important for risk monitoring and hedging purposes and our experiments show that hedging using our model is unlikely to provide significantly different results than hedging using the Heston model.
Note that, apart from Bates model and Heston model, several other analytically tractable options exist for modelling volatility (as mentioned earlier). Our purpose is simply to establish that our new model yields accuracy comparable to some of the popular existing models, while being significantly easier to calibrate, and easier to simulate from, than those models. Hence we have restricted our benchmark comparison to the two aforementioned models.
The rest of the paper is organized as follows. In the next section, we will briefly outline the two main stochastic volatility models to which our model will later be compared. In section 3, we will present our new model. Section 
Heston model and Bates (SVJ) model
We will first outline the formulae for pricing European options using Heston and Bates (SVJ) models, since we will later use these two models as benchmarks.
All the subsequent discussion is in a (non-unique) equivalent martingale measure and we will omit explicit mention of measure for simplicity. For Heston model, the asset price dynamics is assumed to be governed by:
where r is the risk-free rate, W 1 t and W 1 t are standard Wiener processes with a given correlation < W 1 t , W 2 t >= ρ and ρ, σ v , θ, v 0 ,v are known constants. The price of European call option with strike price K is given by:
where S t is a spot price at time t, T is a the expiration time and P j , j = 1, 2 are called the pseudo-probabilities:
Bates in [3] proposed adding a compound Poisson process in the underlying for the above model, which leads to a modification of (1):
where J t is Poisson process with a known jump intensity λ p , α, β are known constants and ǫ ∼ N (0, 1). The process J t is uncorrelated with W i t , (i = 1, 2). The volatility dynamics is described by equation (2) . The solution for price of a European call option is given by modifying the characteristic function in the Heston model above:
While both these models have proved popular and are known to provide good fits to option prices, they have a few shortcomings. Some of these are discussed in [16] . In particular, it was shown that Heston model usually fails to fit to a short term market skew while the SVJ model usually fails to fit an inverse yield curve. In addition, the option price is given through a fairly involved numerical integral with several parameters, which presents significant difficulties in calibration.
High order Moments based Stochastic Volatility model
We will now introduce the basic idea of our model. Recall that, by definition, European call option is a right to buy an asset at maturity time T for a strike price K. For a non-divident paying stock, its price at time t is given by discounted expectation of terminal pay-off:
Under Black-Scholes framework with constant volatility, this discounted expected value is given by
where r is the constant risk-free rate, σ is the volatility, N (x) is the standard normal cumulative distribution function and τ = T − t is the time to maturity.
The derivation of Black-Scholes price also assumes that short-selling as well as trading in continuous time is possible. One of the simplest frameworks to introduce a stochastic component in the volatility is to consider a Hull-White type model of the asset price process [12] :
where W 1 t and W 2 t are uncorrelated Wiener processes and f 1 , f 2 are smooth functions bounded by linear growth such as v t remains non-negative almost surely. [12] shows that the price of European vanilla call option at time 0, for a time to maturity τ can be derived as expectation of Black-Scholes price with respect to the variance rate:
where C BS (x) denotes Black-Scholes price evaluated at variance x. The above formula is independent of the exact process followed by v t (under normal assumptions about t− continuity and uniqueness). Denoting the variance rate 1 τ τ 0 v t dt byV τ and assuming that the moments in question exist, we can expand the right hand side of (8) around E(V τ ) in Taylor series as
where the partial derivatives are evaluated at E(V τ ). Our aim is to construct a process for v t for which the right hand side of the above equation is easy to evaluate (for a reasonably large M ), while remaining sufficiently flexible to fit the observed option prices. Note that truncating after the first term will mean that prices of options with all strikes for a fixed time to maturity should be the same, which is obviously nonsense. This illustrates the need for non-zero higher moments forV τ (and hence the need for randomness in volatility) in an intuitively simple fashion.
Without loss of generality, let t = 0 be the current time and let t 0 > 0 be an arbitrary time which is less than the shortest time to maturity of any derivative product which we want to price using our model. We will allow the diffusion term in the volatility process of (7) to be non-zero only within [0, t 0 ). This will allow us to use a single random variable, rather than an evolving random process, to model the randomness in volatility when pricing securities at time t = 0, whose payoffs are beyond t 0 . Note that option pricing models are always used for pricing securities with finite, rather than infinitesimal, time to maturity.
Further, t 0 itself does not appear in the pricing formulae (only an integrated variance term does, as we shall see) and can be assumed to be arbitrarily small.
Next, we assume that v t in (7) is governed by the following, specific stochastic process:
where µ t is a positive deterministic and integrable function, γ t is a positive deterministic function which is piecewise continuous, with γ t = 0, t > t 0 and
where ζ t is a log-normal process with unit mean and a constant variance for t > t 0 . In particular,
We will henceforth assume that t > t 0 holds. Let k = Var(ζ t ). Then the third and the forth centered moments of ζ t , m 3 and m 4 respectively, can be expressed as:
We will parameterize the standard deviation k of the lognormal random variable ζ t directly, with no reference to γ t or t 0 . Finally, we parameterize
whereσ 0 ,σ 1 ,σ 2 , λ are scalar parameters. This gives our variance model param-
Along with (6), (13) completely specifies our pricing model within the chosen pricing measure, which is implicitly specified by the data used for calibration.
We will call our model as high order Moments-based Stochastic Volatility (MSV) model, since it is based on the use of higher order moments of the aforementioned random variable. With this definition of v t , we havē
where Q τ is a deterministic function. As we can see in the equation (14) 
where C BS and its partial derivatives are evaluated atV τ = Q τ . These partial derivatives for a European call option can be evaluated as:
with
Similar expressions can easily be derived for an approximation to the price of a European put option.
We can now re-write the first four moments ofV as the following:
Equations ( A few remarks on this model are in order.
• In empirical experiments which follow in the next section, we found that a third or a fifth order Taylor series approximation, in place of the fourth order approximation used here, makes very little difference. However, using k = 0 leads to very poor fits on calibration, again indicating that randomness is necessary to model the volatility dynamics adequately.
• There is zero correlation between the sources of randomness in the un- 
Methodology
To calibrate and validate the models (Heston model, Bates model and our MSV model), we randomly separated the option prices with proportion 80 and 20 percent for in-sample and out-of-sample model evaluation respectively, within each of the fifteen data-sets. Changing this proportion to 90% − 10% or 70% − 30% does not make any qualitative difference to the results. The in-sample data was used for calibration as well as validation and the out-of-sample data was used for validation only. For calibration, we solve the following minimization problem for each of the three models:
where Θ is the vector of parameters, 
where N is the number of data points. These two error metrics and the computation time will be reported for all the data-sets.
2. Since we are treating Heston and SVJ models as 'benchmark' models, one expects that any new, sensible model calibrated from the same data-set as one of these models will yield similar prices for illiquid or non-traded payoffs. We test whether this is the case for our model by pricing downand-out-call barrier options for a range of strikes, barriers and expiration, using the three models calibrated from the same data-set. We repeat the experiments with floating strike, arithmetic average Asian calls. Note that in both these cases, there are no 'true' or unique prices and we are simply expecting the models calibrated from the same data to yield similar prices for illiquid securities.
3. Finally, one also expects the models calibrated from the same data to yield similar option price sensitivity parameters, which are crucial in risk monitoring and hedging purposes. This fact is tested by numerically calculating ∆ = ∂C ∂S and Γ = ∂∆ ∂S for options for each of the models, over all the data sets.
The next subsection and the accompanying tables and figures in the Appendix provide representative results to support our arguments.
Results
The application of out model to the real market data is now discussed.
As mentioned above, we consider three different sets of results: the accuracy in matching the traded option prices, comparison of illiquid option prices via simulation and comparison of the sensitivity parameters via numerical approximation. cases. This supports our modest claim that our model is very competitive in terms of accuracy with our benchmark models. The other important set of numbers is the calibration times. As the tables 1-5 show, MSV can be calibrated within 1.25 seconds in all the fifteen cases, while the lowest calibration time for the other two models is 41.32 seconds. In summary, tables 1-5 indicate that we can obtain a very good fit to option prices with our model at a fraction of the calibration cost, as compared to some of the existing popular models.
• Next, we compared the three models for prices of illiquid options, when calibrated from the same data set. Table 6 outlines the prices obtained for down and out barrier call options, priced using each of three models calibrated from the 1st November 2012 DAX and FTSE options data-set.
It may be recalled that down-and-out call barrier option with strike K and barrier B has a payoff max(S T − K, 0) at expiration time T unless S t < B at any point between t = 0 and t = T , in which case the option ceases to exist. Two choices of barriers and strikes for DAX and one choice for FTSE are considered for demonstrating performance. We simulated the option prices using Euler discretisation for all the models with 10000 steps for each sample path and with 10000 sample paths. The obtained prices and confidence intervals (denoted as CI) for various values of expiration times T , interest rates r, barriers and strike prices are reported in table 6.
As can be seen, the prices given by our model are within 10% (in the worst case) of either Heston price or SVJ price. As there is no unique option price in this case, our aim is simply to establish that our model gives believable prices, which are not too far from those given by benchmark models. Moreover, the prices by Heston and SVJ models can themselves differ by 10% or more. It should also be noted that simulation using our model is computationally somewhat cheaper than that with either of the other two models.
We also priced floating strike, arithmetic average Asian call options with the three models, calibrated from the 1st November 2012 data-sets (for all the three indices). This generally illiquid option has a payoff max(0, S T − S av ) at expiration, where S av represents the time average of the underlying price between t = 0 and t = T , T being the expiration. In this case as well, we simulated the option prices using Euler discretisation, 10000 steps for each sample path and 10000 sample paths. The results are reported in table 7, along with 95% confidence intervals. As can be seen, the prices obtained by our model are close to those obtained by SVJ model.
Similar experiments were performed with other data-sets with the same qualitative conclusions; hence results are omitted for brevity.
• As a final measure of performance, we compare the three models in terms of the sensitivity parameters delta and gamma for the options. We compare these parameters over all the fifteen data-sets. For all the models, approximate values of these parameters are obtained using a central difference approximation scheme as follows:
where C(x) indicates option price evaluated at the price of underlying equal to x, S is the price of the underlying and δ is a small increment.
While more sophisticated methods to calculate these parameters exist (and it is trivial to find these analytically for our model by differentiation), our purpose is to compare whether the values given by our method are in the same range as the values given by the other two methods. A selection of results is presented in figures 1-3. The remaining results are qualitatively similar, and are omitted for brevity. Note that the apparent periodicity is simply a result of the same set of strikes being repeated for different expirations. For FTSE and S & P data-sets, the sensitivity parameter estimates from MSV tends to be close to one of the other two models, except at short maturities. The deviation of MSV delta and gamma from those given by the other two models is the highest for 25 July 2013 DAX data set. This is also the only data-set when the RMSE and MRAE errors for MSV model are the worst among the three models; please see table   3 . Gamma values of all the three models at short maturities vary quite significantly and it is not immediately obvious which values should serve as benchmark values.
It is also worth mentioning that we did not find any evidence whether MSV model performs consistently better or consistently worse at short or long time maturities, or for in-the-money or out-of-the money options.
Conclusion and future research
The contribution of this paper are threefold. First and the main contri- Note that it is conceptually straightforward to use a semi-parametric model, by using a piecewise linear γ t in (10) which is non-zero for t > t 0 , to match the observed option prices even more accurately. The use of such semi-parametric models with piecewise constant volatilty parameters is quite common in financial modelling, e.g. it is used in calibrating a LIBOR forward model to observed caplet prices (see [5] and references therein, for example). Exploring calibration of such model as well as experiments with derivatives in other markets such as currencies is the topic of current research. 
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