Abstract. Gyrokinetic simulations of fusion plasmas give extensive information in 5D on turbulence and transport. This paper highlights a few of these challenging physics in global, flux driven simulations using experimental inputs from Tore Supra shot TS45511. The electrostatic gyrokinetic code GYSELA is used for these simulations. The 3D structure of avalanches indicate that these structures propagate radially at localised toroidal angles and then expand along the field line at sound speed to form the filaments. Analysing the poloidal mode structure of the potential fluctuations (at a given toroidal location), one finds that the low modes m = 0 and m = 1 exhibit a global structure; the magnitude of the m = 0 mode is much larger than that of the m = 1 mode. The shear layers of the corrugation structures are thus found to be dominated by the m = 0 contribution, that are comparable to that of the zonal flows. This global mode seems to localise the m = 2 mode but has little effect on the localisation of the higher mode numbers. However when analysing the pulsation of the latter modes one finds that all modes exhibit a similar phase velocity, comparable to the local zonal flow velocity. The consequent dispersion like relation between the modes pulsation and the mode numbers provides a means to measure the zonal flow. Temperature fluctuations and the turbulent heat flux are localised between the corrugation structures. Temperature fluctuations are found to exhibit two scales, small fluctuations that are localised by the corrugation shear layers, and appear to bounce back and forth radially, and large fluctuations, also readily observed on the flux, which are associated to the disruption of the corrugations. The radial ballistic velocity of both avalanche events if of the order of 0.5ρ * c0 where ρ * = ρ0/a, a being the tokamak minor radius and ρ0 being the characteristic Larmor radius, ρ0 = c0/Ω0. c0 is the reference ion thermal velocity and Ω0 = qiB0/mi the reference ion Larmor frequency for the characteristic amplitude of the magnetic field B0, qi and mi being respectively the ion charge and mass. The electric drift velocity is also found to exhibit a poloidal pattern, with maximum amplitude of the fluctuations either in the top or in the bottom regions of the machine depending on the sign of the zonal flow shear. This effect is found to be correlated to the stopping capability of the corrugation structures. The neoclassical properties stemming from the trapped particle drifts lead to large distortion of the distribution function. As expected, these prevail at the outer part of the simulation region despite the large collisionality. The distribution function fluctuations appear to be aligned along the v = constant lines at constant poloidal angle. A specific symmetry is observed regarding the interplay of turbulence with the trapped-passing region. 
Introduction
Magnetic fusion devices aim at confining high temperature plasmas,thermal energy in the range of 10keV , and at relatively low density, in the range of 10 20 m −3 [1] . These plasmas exhibit a low collisionality so that the correct representation of plasma as a continuous medium is the one particle distribution function. The evolution of the latter is then governed by the Vlasov equation. It is found that the limitation in plasma confinement by the large magnetic field is due to turbulence which is observed to be characterised by scales of the order of the ion Larmor radius and frequencies significantly lower than the Larmor gyration frequency [2] .
In such a framework, one readily finds that the asymptotic limits of quasineutrality and independence of the distribution function on the Larmor gyration angle of the particle motion. The former condition, via the equality of the ion and electron density, yields a Poisson like equation determining the electric potential in the case of electrostatic turbulence. The latter condition allows one to perform gyro-averages, averages on the Larmor gyration motion, leading to the gyrokinetic framework in 5-D [3] , since the gyration angle is not relevant, hence 3-D for the physical space, 1-D for the velocity parallel to the magnetic field and 1-D for the magnetic moment µ, the invariant conjugate to the gyro-angle [3] . Consistently, the Vlasov equation is then modified and the gyrokinetic equation is considered where the transverse motion is governed by drift velocities [3] .
We consider here ion heat transport governed by the so-called Ion Temperature Gradient (ITG) turbulence with adiabatic electrons and in the electrostatic limit. The nonlinear gyrokinetic evolution equation is solved with the GYSELA code [4] with no scale separation, hence for the full distribution function and the geometry of a full or a large fraction of the toroidal annulus (in contrast to flux tube geometries). A symmetry condition on the distribution function, hence with zero heat flux, is used at the inner boundary. The outer boundary condition is a thermal bath with a Maxwellian distribution at given temperature. Towards the inner boundary a heat source is implemented. A constant heat flux is thus imposed to the system [5] . In statistical steady state the mean heat outflux at the outer boundary balances the heat source. With these conditions, the plasma temperature profile evolves freely. Conversely, the adiabatic electron response enforces a constant density gradient [2] .
A remarkable feature of these flux-driven simulation is the self-organisation of the turbulence that couples all available scales from the size of the device, typically the minor radius of the torus a, to the size of the turbulent cells, of the order of the ion Larmor radius ρ i . An outstanding issue is that of turbulence self regulation with on the one hand long range radial transport [6] [7] [8] [9] and on the other hand zonal flows [10] . These combine in a selfconsistent way to determine the level of turbulent transport. Ion energy confinement, as addressed in this paper, is then characterised by the mean ion temperature gradient that can be achieved for a given mean heat flux.
The large scale transport events exhibit several features of avalanches as addressed in Self-Organised Criticality [11] . They have been reported in fluid turbulence modelling [6, 8, 12] as well as gyrokinetics modelling [5, [13] [14] [15] [16] . The amount of data generated by the flux driven, "full-torus", 5-D gyrokinetic codes is so large that only a fraction is actually stored. A more complex analysis of the data, combining various subsets of data, in then required to address the transport properties at microscopic and mesoscopic scales. This is the case when addressing the local features of avalanche transport. Flux surface averages have enabled one to identify these large transport events on the basis of their localisation in radius and time. The issue of their localisation on a flux surface, hence poloidally and toroidally is important to resolve the conjunction of ballooned transport and micro-turbulence filaments. Conversely, transport barriers are understood as long lived structures, homogeneous on a magnetic surface and in some cases evolving on macro time scales radially. Their actual properties at micro and meso scales remains to be determined. The present analysis of self-generated micro-barriers is a first step in that direction.
In this paper we address therefore key aspects of the kinetic turbulence self-organisation. In Section 2 we present the equations implemented in the code GYSELA. The simulation conditions are based on the Tore Supra shot TS45511 presented in Section 3. The dynamics of the poloidal modes of the electric potential, computed at given toroidal position, are presented in Section 4. They indicate that the large mode numbers are convected by the flow of the m = 0 mode akin to the zonal flow. We then analyse the avalanche transport. A first point is the localisation on the magnetic surfaces, Section 5. In Section 6, we investigate the interplay between avalanche transport and micro-barriers, also named corrugations [16] . Finally we analyse the impact of small electrostatic fluctuations and the dynamics governed by trapped particle drifts on the distribution function, Section 7, Discussion and Conclusion, Section 8, close the paper.
Gyrokinetic equations in the GYSELA code
A large class of micro instabilities in fusion devices can be described in the gyrokinetic formalism, hence assuming that the characteristic frequencies are much smaller than the ion Larmor frequency. The gyro-angle can then be averaged out and its associated action, the magnetic moment µ is a constant of motion. In this framework, and in the electrostatic limit, the evolution of the distribution function of the guiding centres takes the following form:
where X is the 4D phase space position of the guiding centre X = (x, v ), x being the position in space and v the velocity parallel to the magnetic field B. The guiding centre trajectory dX/dt is defined as:
In these expressions the potential U J is the gyro-averaged electrostatic potential, φ J = J 0 U , where the operator J 0 is the gyro-angle averaging operator. As a consequence the potential φ J is 4D field depending on space as φ and also on the magnetic moment µ. Finally, one defines the Jacobian J = B * · b = B * where b = B/B and:
In this equation J is the plasma current. The term depending on J , yields in most cases a small correction. All equations and quantities can readily be normalised. The characteristic space scale is chosen to be the reference Larmor radius ρ 0 = c 0 /Ω 0 , Ω 0 being the reference ion cyclotron frequency with characteristic magnitude of the magnetic field B 0 , Ω 0 = q i B 0 /m i , q i and m i being respectively the ion charge and mass. The time scale is chosen to be a/c 0 = 1/(ρ * Ω 0 ), where a is the plasma minor radius and c 0 = T 0 /m i . T 0 is the reference ion temperature. The parameter ρ * is defined as the ratio ρ * = ρ 0 /a.
In equation (1), C, S and D are respectively the collision operator [17, 18] , the source term [19, 20] and the diffusion term introduced in the buffer regions at the inner and outer minor radius that define the radial extent of the simulation domain.
Given the scales of interest, the system is closed with the quasineutrality condition. When considering adiabatic electrons, the latter can take the form:
where U = U fs +Ũ and n = n +ñ, the averaged labelled fs is a flux surface average that stems from the electron adiabatic response which is restricted to a field line. The density n is defined in terms of the distribution function F and the gyro-angle averaging operator J 0 :
The GYSELA equations must be completed with the magnetic equilibrium. We consider an axisymmetric equilibrium with concentric and circular magnetic surfaces, that are close enough to the actual magnetic equilibrium of the chosen Tore Supra reference shot, hence:
The parameter q(r) is the safety factor that depends on the plasma current profile in the Tokamak and is related to the field line pitch, namely the variation of the angle ϕ with respect to θ along the field lines:
, Fig. 1 . Profiles used in the simulation, left hand side density n and initial temperature Ti, right hand side safety factor q and collisionality ν * .
Since the chosen angles are not magnetic coordinates, one obtains the local field line pitch depending on both r and θ since R = R 0 + r cos(θ).
Parameters and main features of the simulations
In this Section we analyse the simulation input for a plasma comparable to Tore Supra shot TS45511, but for devices larger ρ * , namely ρ * = 1/150 and ρ * = 1/300 while the Tore Supra shot is characterised by ρ * ≈ 1/450. Profiles close to experimental ones from Tore Supra have been used, in particular ν * that weighs the normalised collision term Fig. 1 , the safety factor q, the density profile, which is constant in time (given the assumption of adiabatic electrons), and the initial ion temperature profile. The safety factor, close to one towards the core increases monotonically to r/a = 1 where it reaches a relatively large value, q a ≈ 4. The ion-ion collision frequency ν i,i is determined by:
where 0 is the free space permittivity, Log(Λ) ≈ 17 is the Coulomb logarithm and v 2 thi = T i /m i is the ion thermal velocity. The dimensionless control parameter for the collisionality is defined as ν * = q R 0 ν i,i / v thi ε 3/2 :
In this expression ε is the inverse aspect ratio: ε = r/R 0 . The collisionality profile can then be determined, Fig. 1 . The collisionaliy is rather large with values from 0.2 to 0.4 in the inner simulation region and a decade increase towards the outer boundary. In the following, we mainly analyse the dynamics of the plasma considering the normalised electric potential φ, φ = eU/T 0 .
To complete the simulation characteristics the ion heating source profile and the radial diffusion profiles in the buffer regions is shown on Fig. 2 . The buffer regions are localised at the inner and the outer radial boundaries. The source term is broad, typically from r/a = 0.15 to r/a ≈ 0.4.
Two simulations are used is this paper with different ρ * values, 1/ρ * = 150 and 1/ρ * = 300 . In both simulations, the same set of experimental data is used. Only the major radius R 0 and the minor radius a are changed at fixed aspect ration A = R 0 /a. As a consequence, the growth rate of the ITG mode of the order of 1/τ = c 0 /(qR 0 ) = c 0 /(aqA) is also changed with τ 300 /τ 150 = 2. However, τ c 0 /a = qA is unchanged. For the mid-radius safety factor q ≈ 1.6 one obtains τ = 5.3 (a/c 0 )
4 Interplay between large and small scales of the electric potential
Large scale flow pattern
In this Section we use data from a ρ * = 1/300 case. Simulation parameters are summarised in table 1, profiles are presented in Section 3.
We concentrate here on data from a poloidal plane, (r, θ) plane, at ϕ = 0. We can then have information on poloidal modes and their radial structure. Note that these correspond to modes in terms of the geometrical angle and not of a magnetic angle. Moreover, this data does not allow one to discriminate between the toroidal mode numbers. Despite these drawbacks, the complex pattern in time and radius of the E ×B flow allows one investigating the intricate self-organised interplay between modes at different scales. Regarding the specific m = 0 mode, we have checked when the data is available that E r (θ, ϕ = 0) θ averaged over θ hence the m = 0 mode of the radial electric field is nearly identical to E r (θ, ϕ) f s , namely the flux surface averaged radial electric field. On the basis of this result we shall consider in the following that the m = 0 mode at given ϕ can be regarded as a convenient proxy for the actual zonal flow.
Let us first consider the small mode numbers, in particular m = 0 that yields < φ > θ , Fig. 3 . One finds that this mode is global hence with large scale variation both in time and radially, Fig. 3 left hand side. The radial variation determines the E × B flow in the poloidal direction. The time-trace at two radial locations, Fig. 3 right hand side, indicates that the simulation has not reached steady state conditions since the amplitude of the mode is increasing linearly.
One also notices relaxation events, either a burst with a rapid increase of the m = 0 mode amplitude followed by a slower decay or the inverse pattern with a sharp drop of the amplitude and a slower recovery. The amplitude of these bursts appears to increase over most of the profile from the outer towards the inner radius. In order to investigate the radial structure of this burst we determine the local minima and maxima of the time traces at each radial position, which allows one to determine the rise time of the burst. For the large event in the vicinity of time 4000 a/c 0 one finds that the rise time from the local minimum of the time trace to the local maximum is typically of 9.6 a/c 0 with a small radial variation. This value is comparable to the magnitude of the characteristic ITG growth time, τ , see Section 3.
For the chosen burst, one finds that the local minimum of the mode amplitude prior to the burst occurs at the same time at all radial positions within the uncertainty of the resolution time of the diagnostic, ≤ τ diag = 240 ρ * a/c 0 = 0.8 a/c 0 . The local maximum of the time trace is then first reached for the time trace at r = 224 ρ 0 . Towards the inner and outer radius compared to r = 224 ρ 0 , one observes a delay to reach the maximum. At r = 124 ρ 0 this time delay is 1.2 a/c 0 . For r < 124 ρ 0 the burst structure is difficult to identify. Towards the outer radius, the maximum is reached with a delay of 2.8 a/c 0 at r = 294 ρ 0 . The maximum of the pulse thus appears to originate from r = 224 ρ 0 and to propagate inward at velocity 53 ρ * c 0 and outward at velocity 20 ρ * c 0 . These velocities appear to be rather high compared to the drift velocity magnitude (ρ * c 0 ) and thus appear to reflect some global response of the mode structure. This behaviour is reminiscent of the "gong-mode" [21, 22] , an MHD event occurring in conjunction to sawteeth, although characteristics of the modes seem to be altogether different.
It is to be noted that such an analysis applied to the local minimum would yield a propagation velocity of the order of c 0 , namely the propagation over the whole minor radius over a time comparable to the diagnostic time scale, ≈ a/c 0 . However, the minimum is very soft and therefore difficult to relate to the burst occurrence. A trigger remains to be determined for such bursts. As noticeable on the time traces, Fig. 3 right hand side, these do not appear to govern a strong change in the overall evolution of the mode.
The m = 1 mode will likely exhibit toroidal variation that cannot be addressed here. However, except for the n = 0 toroidal mode none of these modes will have specific radial localisation due to resonances. In that respect it is similar to the m = 0 mode. However, its analysis yields rather different results. First the mode amplitude is two orders of magnitude smaller. Second, see Fig. 4 left hand side, one finds a zero line of the amplitude that splits the profile of the mode in two regions. This indicates that the radial mode structure is dipolar unlike the m = 0 mode. As for m = 0, the mode structure is global. The time traces, Fig. 4 right hand side, appear to be closer to steady state and do not exhibit large bursts. Finally, one can notice structures that are localised in the radial direction with meso-scale duration.
The analysis of the two global modes m = 0 and m = 1 allows one to determine the large scale flows. Given the amplitude of the two modes φ m=0 and φ m=1 and their similar radial scales, one finds that the main large scale poloidal velocity component is v Eθ = ρ 0 ∂ r φ m=0 , where the average is a poloidal average. As explained above, we will consider this velocity as a proxy for the zonal flow v Z . The latter is found to exhibit a rather complex amplitude and sign reversal pattern [23] , see in amplitude, with local minima and maxima will govern shearing effects, see Section 6, while the change in sign will lead to changes of the sign of the slope of apparent dispersion relations, a feature that is outstanding from that perspective, see Section 4.2.
For this simulation, one finds zonal flow reversal at several radial locations. However, on the overall, the radial profile evolves slowly and the flow pattern is characterised by a negative flow at the inner boundary, followed by a rather sharp transition to a positive flow. Around midradius a more complex pattern is observed, Fig. 5 right hand side, mainly with negative flow. Finally towards the outer radius there is a large region with positive flow.
Apparent dispersion relation
One can also observe the modulation of the mode amplitude in time that is readily associated with oscillations of the phase of the mode. Reconstructing the latter and analysing its dependence on time, one can determine the pulsation of each mode, Ω m (t, r). As an example a contour plot of Ω 32 (t, r) is shown on Fig. 6 : left hand side.
Given the pulsation of the various modes, one can readily determine the phase velocity of the modes defined by v m (t, r) = Ω m (t, r)/k m where the wave vector is defined as k m = m/a. One finds that these phase velocities have the same order of magnitude and exhibit the same large scale features regarding their radial profiles, see Fig. 6 : right hand side. It si important to stress that the phase velocity is thus quite comparable for mode numbers ranging from 16 to 128. Furthermore, the radial profile of the zonal flow velocity v Z is found to compare reasonably well with the phase velocity of the modes, Fig. 6 : right hand side. The correlation between the zonal flow and the phase velocity v m (t, r), as exemplified on Fig. 6 : right hand side, is not a one to one relation. Indeed, only the major trend is recovered and at smaller scales, significant departure between the phase velocities of the various modes and the zonal flow is observed.
In particular, one readily notices that the profile as well as the trace of v m (t, r) exhibit strong peaks. These appear to be actually governed by sudden acceleration and deceleration of the phase of the modes, an effect that is under investigation. The difference between the phase velocity and the zonal flow changes sign along the radial profile, Fig. 6 : right hand side, and is not therefore governed by as a simple shift due to a constant velocity difference.
A robust feature in the analysis appears to be the linear dependence of the mode pulsation Ω m (t, r) on the mode number m, Fig. 7 . This leads to a presentation of the data in the form of a pseudo-dispersion relation as has been reported in KSTAR experiments [24] . For the sake of comparison we introduce the apparent pulsation Ω Em = k m < v Eθ > due to the Doppler shift governed by the zonal flow. One finds that in both cases shown on Fig. 7 , the pulsation associated to the Doppler shift tends to overestimate the actual mode pulsation. However, this situation is not generic and at other times and radial positions one can obtain an underestimate Fig. 6 : right hand side. Consequently, it is difficult to relate the difference between these pulsations, namely the intrinsic mode pulsation, to the density diamagnetic frequency [5] as found in the linear analysis [5] .
An important output of the analysis in terms of a dispersion relation, as done in Fig. 7 , is to provide in fact an estimate of the zonal flow, resolved in time and radial position. The striking aspect reported in the experimental investigation, namely the reversal of the slope of the apparent dispersion relation, would then indicate a reversal of the zonal flow.
Structure of the electric potential along the field line
In this Section we analyse the ρ * = 1/150 case. The simulation parameters are summarised in table 2.
The time trace of the maximum and minimum fluctuations of the electrostatic potential δφ at a given radius are shown on Fig. 8 . These exhibit first a sharp rise corresponding to the linear growth stage of the ITG instability, from tc 0 /a ≈ 60 up to tc 0 /a ≈ 80. Following the first burst of turbulent activity, the system undergoes a cyclic , Fig. 7 . Dispersion-like relationship between the mode pulsation Ωm(t, r) and the mode number m at a given radial location r = 135ρ0, and time, t = 2148a/c0; left hand side, and t = 3200a/c0. Table 2 . Main parameters of the ρ * = 1/150 simulation, profiles from Tore Supra shot TS45511, GYSELA SVN version 606 behaviour with alternate periods of strong and weak turbulence activity.
These features are readily recovered when analysing the time trace of the root mean square (r.m.s) of the electrostatic potential fluctuations Fig. 8 . After a transient time during which the initial perturbation reorganises according to its projection on the stable and unstable modes, the instability is found to grow exponentially with a characteristic time scale of 3.2 a/c s . The latter can be compared to the typical parallel transit time, τ = (qR 0 /a) a/c s that governs the reversal of the curvature drift, and therefore the charge separation generating the electrostatic potential of ITG modes. For q ≈ 1.6 and the given value of R 0 /a, table 2, one obtains τ ≈ 5.3 a/c s . Fig. 9 . Magnitude of the electrostatic potential in the plane of a magnetic surface (θ, φ). The potential is normalised by its root mean square (rms). The computed data on a half torus is duplicated 3 ≈ 2q times in the toroidal direction, hence taking account of the actual magnetic geometry, to give a clearer picture of the parallel structure of the filaments.
The order of magnitude of the observed rise time of the electrostatic fluctuations corresponds therefore to that of the transit time τ . Conversely, the subsequent modulations are much slower, 645 a/c s for the decay of the first turbulence burst, 760 a/c s for the rise an decay time of the first modulation. An intermediate time scale is thus found to govern the behaviour of the turbulence when the system is weakly driven out of equilibrium.
Electric potential structure on a magnetic surface
The runs of full-f and global gyrokinetic codes generate too much data to store all the outputs. In practice, only a small fraction of the information is available for analysis. The flux surface average of the heat flux exhibits an intermittent like behaviour with ballistic transport events. These events have the same signature as that observed in fluid codes that we refer to as avalanches. In a loose way, these are reminiscent of SOC avalanches [11, 15] . By considering the (θ, ϕ) plane at mid radius, r = 86 ρ 0 , we investigate how localised can these avalanches be in the toroidal direction. Indeed, the latter have been identified in fluid simulations, but assuming a flute mode symmetry [8, 25] , as well as in gyrokinetic simulations [5, 15, 26] , but generally considering flux surface averaged quantities. A critical issue in this process is to identify within the evolving structure of the electric potential, events that are effectively correlated to avalanches. To that end, we assume that the largest deviation of the electric potential in terms of rms are associated to large avalanches that puncture the given magnetic surface. A threshold at twice the rms value is used here to detect the avalanche dynamics in the electric potential on a given magnetic surface.
The 2D plot of the normalised electrostatic potential, Fig. 9 , allows one to analyse its structure. First one finds that it tends to a dipolar structure with filaments alter- nating signs. These filaments are in first approximation aligned on the field lines with parallel extent typically of order 1/ρ * compared to the transverse scales in agreement with the drift-scaling. They are found to exhibit a finite parallel extent, hence with clear departure from flute structures characterised by k = 0. Note that at r = 86 ρ 0 , q ≈ 1.6 so that 1.5 turns toroidally are necessary for one turn in θ, as readily observed on Fig. 9 . While the magnetic equilibrium and the drive of ITG turbulence is up-down symmetric, one finds that at the time of the snapshot there is loss of up-down symmetry. Indeed, the dipolar structure with minima and maxima departing by typically 1 rms are localised above θ = 0, hence the low field midplane. Below the low field mid plane the structures have smaller negative amplitude and near zero positive amplitude, see Fig. 10 left hand side. This symmetry loss appears to be related to zonal flows. This point will be addressed in Section 6. Comparing the low field θ = 0 and the high field midplane θ = π, Fig. 10 right hand side, the dipolar structures are smoothed out leading to a structure with longer toroidal wave length.
Expansion and retraction of the electric potential burst
With a threshold method we then identify the events such that φ/rms(φ) ≥ 2. We present here the evolution, time step after time step, of the profile of φ interpolated along the line of maximum amplitude of the structure. The lack of resolution in the θ-direction introduces some short scale sawtoothing that is irrelevant (the localisation of the maximum amplitude is not interpolated). Furthermore,this poor resolution does not allow one to easily determine a departure between the field line direction and the line of maximum amplitude of the electric potential. However, this method allows one to follow the growth and decay of a large structure (strong deviation in terms of rms) and in particular analyse its expansion in the parallel direction Fig. 11 . For the sake of simplicity in this representation, the toroidal angle ϕ is used as curvilinear abscissa along the field line. On the left hand side of Fig. 11 are plotted successive parallel profiles of the electric potential during the decay of such a burst. One finds that the characteristic time scale of these bust events is of the order of 5.4 a/c 0 , hence comparable to τ . The structure is observed to retract mainly from the right hand side ϕ/(2π) ≈ 0.955 at δt = 0 towards the left hand side (decreasing values of ϕ), ϕ/(2π) ≈ 0.775 at δt = 3 a/c 0 the point at ϕ ≈ π, φ/rms(φ) ≈ 1.5 being approximately a fixed point. Neglecting the poloidal component of the velocity with respect to the toroidal component (error of the order of 0.5 (q * R 0 /a) 2 ), one thus finds that the front retraction velocity is ≈ 1.04 c 0 .
Performing a similar analysis for the growth of another burst, Fig. 11 right hand side, one finds that it lasts ≈ 4.2 a/c 0 , the expansion being near symmetric towards the positive and negative values of ϕ and starting from ≈ 0.8 (2 π) where the electric potential increases above the threshold value. One finds that the maximum expansion of the burst along ϕ reaches 0.86 (2 π), hence yielding a front velocity of ≈ 1.06 c 0 . Note that one can also observe a fixed point during this growth at ϕ ≈ π and φ/rms(φ) ≈ 1.7.
For the two structures, one finds that the maximum extent along ϕ is δϕ ≈ 0.8 π which corresponds to δθ = δϕ/q ≈ 0.5 π hence ± 45°with respect to the midplane. This is in relatively close agreement with the analysis of the ballooned structure of the ion heat flux analysed in GYSELA [26] . Interestingly this value also matches experimental results for the SOL transport in L-mode [27] [28] [29] .
Although it appears reasonable to consider that such bursts result from an avalanche breaking through a magnetic surface at a localised toroidal position and then expanding along the field line to create a filamentary structure, one must still assess the correlation of such bursts of the electric potential structure with that of the heat flux. A 3D analysis is also necessary to discriminate between such a mechanism and radial motions of filaments with constant extent and bulging across the magnetic surface.
6 Interplay between zonal flow shear layers and avalanche heat transport
In this Section we use data from the ρ * = 1/300 case. Simulation parameters are summarised in table 1, profiles are presented in Section 3.
The target of this section is to identify avalanches [6, 8, 13, 25] and investigate their interplay with the corrugation structures [14, 16, 30] . As already underlined, the output from the large gyrokinetic simulation is not complete. Our present analysis is mainly restricted to the dynamics in the poloidal plane at ϕ = 0.
In the study of the self organised transport, they are several aspects to take in account,(i) the identification of structures or patterns, and consequently a first analysis of the underlying process that governs the self organisation of the system, (ii) the evolution and propagation in space of the structures, (iii) the mechanisms driving relaxation events and (iv) the interplay between the various structures.
We focus our attention on the latter aspect. In fact, since the corrugations (also called staircases) are defined as micro-barriers combining organised shear layers and a local increase of the temperature gradient [16] , a straightforward issue is then to analyse the response of avalanches, namely the most efficient radial transport mechanism, to the micro-barrier. An interesting issue is to understand why some avalanches are able to destroy the micro-barrier while others are just dumped away? And consequently, is there evidence of a threshold effect that governs the disruption of micro-barriers and therefore level off their favourable impact on confinement?
Zonal flow shear layers
In Section 4, the zonal flow pattern of the simulation 1/ρ * = 300 is investigated in detail. The radial profile of the zonal flows is characterised by a series of minima and maxima and includes flow reversal [9] . This flow pattern determines the regions where the shear |ρ 0 ∂ r v z | is strong and can modify the radial transport properties [10] . On Fig. 12 left hand side, one can observe shear regions where the zonal flow reverses. One can also see that the large shear values are not restricted to these specific locations, Fig. 12 left hand side (note that only the shear values larger than 0.25 are plotted). In the mid-radius region, one can notice that the shear maxima generate patterns , as mentioned in [9, 25, 31] . In particular, one can notice pairs of high zonal flow shear regions, localised radially and evolving on meso-scale times Fig. 12 right hand side.
These form a structure of small barriers that have been shown to govern a local increase of the radial temperature gradient, so called corrugations, and leading to a stair case like temperature profile [17] . For the sake of convenience, we shall refer to such a pattern as a corrugation. A close-up view of such a structure is plotted on Fig. 13 , left hand side. One can readily notice that the corrugation pattern shifts radially (while the safety factor profile is fixed) and exhibits modulations at high frequency and even disruptions, namely transient loss of the pattern before it re-appears in a neighbouring radial location Fig. 13 , left hand side. Evidence of this behaviour is found on Fig. 13 , right hand side, where the maximum of the zonal flow shear in a radial window closely matches the maximum of the zonal flow shear from two different radial coordinates. This is consistent with a movement of the pattern between these two neighbouring radial locations during the chosen time window. One can also clearly notice on these time traces that the corrugation exhibits several time scales in its evolution pattern, the radial displacement corresponding to both rapid steps on short time scales and gradual shift on the long time scales. Scale separation that would allow one to proceed to time averages can then only be achieved on the basis of an efficient pattern recognition process (which is beyond the scope of this analysis).
When increasing the poloidal mode number from m = 0, which yields a poloidal flow comparable to the zonal flow, to m = 2 and higher mode numbers, one can observe two features. For m = 1 and m = 2 the mode structure exhibits a correlation with the large shear regions of the zonal flows, Fig. 14: left hand side. This pattern is also characterised by a slow evolution in contrast to the higher mode numbers. Beyond m = 2, the mode amplitude pattern is characterised by higher frequency events and rather homogeneous radial profiles, see Fig. 14: right hand side.
On the latter figure, the black dots correspond to local maxima of the zonal flow shear. One can observe that they are two regimes that exhibit a strong correlation between these dots and the large amplitude of the m = 63 mode. When the dots exhibit the long lived corrugation structure, they appear to bound regions with rather homogeneous amplitude of the m = 63 mode. Conversely, when the dots are more oriented along outward ballistic trajectories, they can be localised at the same location as the maxima of the m = 63 mode amplitude. It seems therefore that the shearing effect tend to confine the fluctuations in the case of the corrugation pattern, and, when such a pattern does not exist, can be transported with a ballistic motion comparable to that of an avalanche.
Definition of micro-barriers
Determining the effect of the transport barrier on the temperature field T i is not straightforward since the latter is evolving throughout the simulation. This is readily observed on Fig. 15 left hand side. In the radial interval of interest one finds that the temperature increases by 50%. Although the variation during the time window used in the following, typically from tc 0 /a = 3600 to tc 0 /a = 4100 appears to be small, Fig. 15 Let us compare the total heat flux through a magnetic surface rQ tot to its neoclassical contribution rQ neo and the turbulent one rQ turb . In the radial window of interest, one finds that the total heat flux is approximately constant while both the neoclassical and turbulent heat flux exhibit oscillations that compensate each other when computing the total flux. One thus finds that when the turbulent flux is depressed, the neoclassical flux increases. When analysing such a behaviour in the framework of diffusive transport, one finds:
where α is the fraction of the heat flux due to turbulent transport. In such an expression, ones assumes χ turb and χ neo invariant and given such that χ turb χ neo . In quasi steady state conditions with fixed density, < Q tot > /n is constant and (αχ turb + (1 − α)χ neo ) ∂ r < T > is also constant. Let us define the temperature gradients ∇ r T turb and ∇ r T neo required respectively for α = 1 and α = 0 for this given total flux, one then obtains:
One then has |∇ r T turb | |∇ r T neo | and more generally |∇ r T turb | ≤ |∂ r T | ≤ |∇ r T neo |. A large temperature gradient is thus associated to a weak turbulence limit (α ≈ 0) and conversely a weak temperature gradient is associated to large turbulent transport (α ≈ 1). Given < Q turb > /n = −αχ turb ∂ r T one also finds:
Large turbulent transport, α ≈ 1 then leads to a small temperature gradient and < Q turb >/< Q tot > ≈ 1 while weak turbulent transport, α ≈ 0, the case of improved confinement governed by a transport barrier, leads to a large temperature gradient and < Q turb >/< Q tot > ≈ 0 We thus define a transport barrier to be the region, localised radially but extending over the whole flux surface, characterised by a strong drop of the radial turbulent flux [31] , namely when:
The figure of merit for the barrier R B is more general than the introduction based on diffusive transport and can readily be generalised to a turbulent flux Q turb governed by thermal convection due to the E × B drift velocity, Eq.( 3a). Then Q tot is the total radial heat flux (also averaged on a magnetic surface), hence the sum of turbulent and neoclassical heat flux, namely the flux governed by the curvature drift Eq.( 3b).
In Fig. 16 we can see that the width of the transport barrier is fluctuating in time. Two large turbulent bursts are observed to break through the barrier, the first between time tc 0 /a 3500 and 3700 and the second between 4000 and 4200. Two radial intervals, one upstream from the barrier, ∆r u , the other downstream ∆r d are used to compare the radial and poloidal components of the E × B velocity in order to understand how the avalanches are impacted by the barrier and vice-versa [31] .
When comparing the location of the regions where R B ≤ 0.3, defined as the corrugation structures, and the location of the maxima of the zonal flow shear, Fig. 16 , one finds that there is a common trend but not a perfect match. It seems that the corrugation structure includes two shear layers that are located on the side of the regions where R B ≤ 0.3 (dark regions on Fig. 16 ). The corrugation thus seems to be more redily associated to a maximum or a minimum of the zonal flow velocity, the latter In order to investigate the temperature fluctuations, we have to define a reference temperature without using a mean value since the temperature profile is evolving steadily, and since the fluctuations we want to analyse are small. We fit the profile at time tc 0 /a = 1600 as a linear function of the smooth temperature profile used as initial condition. We then use the fact that the temperature profile evolves linearly with time (in a first approximation) to define a reference temperature T ref (t, r). The temperature variation is then defined as δT i (t, r) = T i (t, r) − T ref (t, r). It includes both the fluctuations and a systematic deviation due to the approximate fit of T ref (t, r) . The evolution of the profile of δT i prior and just after time tc 0 /a ≈ 4100, Fig. 18 , is found to exhibit dynamics at small scale, typically the radial distance between two corrugations of the order of 20 ρ 0 and lasting some 40a/c0, and larger scales and magnitude such as that governing the disruption of the corrugation structure at tc 0 /a ≈ 4100, that lasts about 100 a/c0 and extends over 40ρ 0 . These events appear to be essentially ballistic with a similar velocity ranging from 0.4 ρ * c 0 to 0.5 ρ * c 0 . One can also observe that the small events are constrained by the corrugation structures and appear to bounce back and forth between the shear layers. Regarding the temperature variation δT i , one can also observe that it tends to peak just prior or at the inner most shear layer of a zonal flow extremum and to be depleted in the vicinity of its outer shear layer, Fig. 18 . When analysing the profile of the temperature variation, Fig. 17 right hand side, and comparing it to the profile of the zonal flow shear, including a threshold effect with a non zero scale offset, one finds that the apparent correlation observed on the contour plot is far more difficult to assess.
The various observations of the corrugation structure allow one to draw some general features. First, one must consider that the two shear layers in the vicinity of an extremum of the zonal flow velocity are part of the same structure. These two layers are found to isolate regions of minimum turbulent heat flux and consequently of maximum neoclassical heat flux. The temperature variation appears to reflect this property with peaking prior or at the first shear layer and depletion close to the second shear layer, hence indicating an enhanced gradient between the two shear layers. The difficulty in drawing the correlation between shear layers and transport underlines three aspects of this physics:
-the non linear aspect, the threshold procedure being but one means to highlight it, -the local features that govern the interaction are levelledoff when considering flux surface averages of the heat flux and temperature field, -the shear layers that we analyse are not simple objects, they exhibit strong fluctuations in time and space and their continuity even at small time and space scales is questionable, -the issue of scale separation, which together with geometrical features, is the backbone of separation of the electrostatic potential into shear layers on the one hand and avalanches on the other hand does not seem to hold when addressing their interaction.
Trigger mechanism for micro-barrier reorganisation
Peaks of the temperature variation δT i yield a means to investigate the dynamics of the corrugations, Fig. 18 and Fig. 19 . One finds that the peaks, such as that at r ≈ 145ρ 0 and time 4023a/c 0 , Fig. 19 left hand side, develop while the points at both radial sides hardly vary. Conversely, the avalanche that coincides with the collapse of the corrugation at time tc 0 /a ≈ 4100 clearly exhibits a radial shift of the peak, Fig. 19 right hand side. The analysis of the position of this peak allows one to capture the inward displacement prior to a reflection and the large outward ballistic motion. Following the position of the maximum in time then provides the velocity of this avalanche which is found to agree with the value given previously 0.5 ρ * c 0 .
This two-fold description of the evolution of the temperature variation could be related to two different heat transport mechanisms. On the one hand, the avalanche associated to the disruption of the corrugation could exhibit a flux surface symmetry comparable to that of the corrugation. The flux averaged transport event would then appear as being large. On the other hand, the local peaking , Fig. 19 . Variation δTi of the ion temperature; left hand side, profiles of δTi at two characteristic times and comparison the gradient of the reference temperature at that time, right hand side zoom of the profiles of δTi during the propagation of the avalanche associated to the disruption of a corrugation structure.
could be related to the stopping capability of the corrugation of avalanches that are localised on the flux surface. These would govern a gradual increase of δT i via parallel transport. When averaged on the flux surface these avalanches would interfere to produce a weak background heat flux. e The temperature variation also provides an estimate of the fluctuation level, Fig. 19 . One finds that T i is of the order of 1.5 10 −2 T 0 leading toT i /T i of the order of 1 %. SinceT i is rather homogeneous in the domain of interest, one thus finds thatT i /T i increases towards the edge like 1/T i . This fluctuation level is estimated for the flux surface averaged temperature, so that local events can have much large magnitude.
When considering the existence of strong peaks of the temperature variation δT i , there is a possibility of temperature gradient inversion. On Fig. 19 left hand side the linear temperature profile associated to the typical gradient is indicated. The latter is comparable to the largest gradients developed in the peaks of δT i . One thus finds that in the region where δT i is increasing, it can balance the global temperature gradient and lead to a region with a flat temperature profile. In the other region, where δT i is decreasing, it can double the temperature gradient.
Poloidal distribution of the electric drift velocity patterns
The available flux averaged quantities such as the ion heat flux or the temperature field do not give precise information on the location of the structures and consequently on the mechanisms that drive the self organisation. Of particular interest is the avalanche transport across the micro-barriers and the occurrence of radially localised corrugation disruptions that also govern the reorganisation of the corrugation pattern. The most detailed information we have is that of the electric potential. However, the correlation between this field and actual avalanches is not straightforward. Indeed, the electric field determines the channel followed by the avalanches but only the correlation between such channels and the temperature field fluctuations determines the actual avalanche is terms of ballistic heat flux transport events.
Given the electric potential field, they are two means to investigate avalanche signatures, one is to track regions with rapid evolution of the structure, as in Section 5, the other is to track patterns that are correlated to avalanche transport such as large magnitude radial ExB velocity, and in the case of avalanche shearing to large magnitude poloidal ExB velocity as well as large Reynold stress. In particular, one might expect that barrier disruptions depend on the amplitude of the radial velocity of the avalanches. Indeed, the latter could be a criterion determining the probability for an avalanche to cross the micro-barrier, the larger the radial velocity, the less time the avalanche experiences the shearing effect and the more likely it will burn through the barrier. Furthermore one can expect a decrease of the radial convection velocity across the micro-barrier, avalanche slowing down effect. However, this simple mechanism does not appear to match the simulation evidence:
-the maximum radial velocity in the region prior to a micro-barrier is not correlated to the disruptive features of the micro-barrier, -the radial velocity does not always decrease after a transport barrier, It thus appears that the magnitude of the radial velocity is not the appropriate criteria to determine the avalanches that will trigger a disruption of the corrugation structure. Conversely, the Reynolds stress is found to be more sensitive in identifying disruptive bursts. However, a correlation appears to be rather complex and difficult to assess.
We investigate here the distribution of the radial and poloidal velocity along θ averaged on a radial interval ∆r u upstream (towards the heat source) of the observed barrier. From Fig. 20 we notice that the large values of the poloidal velocity are not homogeneously distributed in the θ-plane. Depending on the time interval, the large magnitude velocity fluctuations are mostly localised either above or below the low-field-side midplane, hence they do not exhibit top-down symmetry. Regarding the radial velocity, one finds that the distribution of the largest values is more symmetric, hence with top-down symmetry, and thus centred towards θ ≈ 0.
Tracking the location of the maximum values of the poloidal velocity in the θ-plane we obtain the pattern displayed on Fig. 21 . One can identify on this plot structures that are localised radially and that last on mesotime scales. These structures are reminiscent of those of the zonal flow, Fig. 5 . Comparing the profile of this structure with the zonal flow shear (averaged on a time window ranging from 3900 to 4000 a/c 0 ), Fig. 22 , one finds that these two fields are modulated with opposite signs. Furthermore, one finds that the poloidal location of the maxima exhibit a rather square shaped modulation. This suggest a transition between two patterns with opposite poloidal locations.
Up-down asymmetry of the stopping capability of the micro-barriers
Given the up-down asymmetry of the poloidal electric drift velocity of the fluctuations, we can reconsider the effect of corrugations on avalanches when taking into account the poloidal location. The disruption phenomena would then not only be due to the velocity amplitude of avalanches but would also depend on the localisation of the interaction between the two structures in the poloidal plane.
In Ref. [31] , the stopping capability of a barrier is assumed to be governed by the slowing down of the radial motion. When addressing this issue, we find that the be- haviour of the radial drift velocity depends on the location in the poloidal plane, fig.23 . More precisely, we observe that the radial velocity decreases at the barrier location when the interaction in poloidally localised in the upper region 0 ≤ θ ≤ π. Conversely, there is no noticeable effect when the interaction is localised in the lower region so that π ≤ θ ≤ 2 π. Furthermore, when plotting the amplitude of the radial velocity fluctuations in a contour plot of radial profiles versus time, Fig. 24 , left hand side panel)), one cannot identify a clear cut effect of the transport barrier (at the dashed vertical lines) unlike the strong effect on the turbulent heat flux Fig. 16 and Fig. 17 . However, when splitting the data into the upper and lower regions, we find that the corrugation exhibits a moderate stopping capability whenever π ≤ θ ≤ 2 π, hence in the lower region, middle panel of Fig. 24 , and a stronger one for 0 ≤ θ ≤ π, in the upper region, right hand side panel of Fig. 24 .
Provided one considers that the large magnitude of the fluctuations of the radial and poloidal electric drift velocities occur at the avalanche location, one can build the following picture:
-the maximum poloidal velocity is localised in regions with maximum zonal flow shear, which suggests a maximum stretching of the avalanche structure at the shear layers, in agreement with the standard image of shear layers. -the region with maximum stretching appears to flip from up above the midplane on the low field side θ/π ≈ 1/4, to down, below the miplane on the low field side θ/π ≈ −1/4. This suggests a dependence of the localisation with the sign of the zonal flow and a moderate effect of the magnetic shear. -the times with efficient stretching correspond to times with effective stopping capability of the micro-barriers for avalanches interacting with the barrier at the poloidal location of maximum avalanche stretching.
Depending on the sign of the zonal flow, the avalanches, which are born on the low field side in the region [−π/4, π/4], drift poloidally. The maximum stopping capability of the micro-barriers occurs where the poloidal stretching is maximum and the outward radial velocity minimum. The clear impact of this process on heat turbulent transport is in agreement with the dominant role of avalanches in the heat transport process. The latter is found to be regulated by the self generated micro-barriers. It is also found to be localised poloidally and toroidally.
Dynamics of marginally trapped & passing particles and their impact on the distribution function
The analysis of the GYSELA simulations presented in the previous Sections only use the first moments of the distribution, namely the density used to determine the electric field Eqs.(5a, 5b) and the temperature that also yields the heat flux. We are interested here in completing the description of this physics by considering specific signatures of the kinetic framework. The particle trajectories (2a, 2b) that are explicitly used in the Vlasov equation (1) can be associated to the Hamiltonian H eq :
The variation of the amplitude of the magnetic field in the phase space then governs the separation of particles between trapped and passing depending on the occurrence of a sign reversal of v along the particle trajectories: if v = 0 ∀ θ ∈ [0, 2π], along the trajectory, the particle is "passing", conversely for "trapped particles" v = 0 at two points of the trajectory. With the approximation of the magnitude of the magnetic field in Eq.(15b), the system is equivalent to that of the pendulum. Provided the tokamak axisymmetry is preserved, the toroidal angular momentum is an invariant. Using this constraint one can readily show that any change in v is associated to a radial displacement. For trapped particles, the reversal of v then governs a radial excursion of the trajectory leading to the idea of "banana shape orbits". The typical width of these orbits is δ b ≈ ρ i q/ ( ), where ρ i is the ion Larmor radius related to µ, q is the safety factor Eq.(7) and = a/R 0 the inverse aspect ratio. This feature underlines the departure from the reference pendulum model since v is not an invariant of the system when the perturbation µB = 0.
In a first approximation, trapped particles thus exhibit a parallel bounce motion between two turning points together with a δ b variation of its radial position. To complete this description, it can also be shown that trapped particles exhibit a slow frequency drift of their toroidal location [32] . Furthermore, close to the boundary between trapped and passing, the trapped particles exhibit an in- version of this drift frequency [32] . Finally, trapped particles have a negligible contribution to the current as well as to the plasma momentum due to the averaging out by the bounce motion. Provided the collision mean free path is large compared to the size of the trapped orbits, the properties of the trapped particles remain unchanged while the passing particle exhibit a poloidal rotation proportional to the radial temperature gradient. A matching layer then builds-up in the distribution function at the trapped-passing boundary [17] .
When the axisymmetry of the trajectories is broken by turbulence, the topological separation between passing and trapped particles can be expected to be modified. However the electrostatic energy to be added in the Hamiltonian Eq.(15a) is of order ρ * . The turbulence will therefore mostly modify the particle trajectories that remain in phase with the perturbation. The stagnation point of the trapped particle, θ = π, v = 0, that corresponds to the hyperbolic or X-point of the pendulum phase space, will thus be most sensitive to low frequency perturbations. The latter can then modify the distribution function in particular in the vicinity of the trapped-passing matching layer.
Let us first consider the distribution function in θ, v planes where at lowest order approximation one expects to recover the pendulum phase portrait, the island pattern. Since the width of trapped region scales like (µ B 0 /T 0 ) 1/2 , we first consider µ = 6.5T 0 /B 0 , a rather large value. Similarly, one selects a radial position such that ≈ 0.246 is also large ( ≤ 0.30). As zero order, one recovers the expected island structure, Fig. 25 . The changes with respect to the latter seem to be localised at v ≤ 0. In particular, one readily observes a pattern with a dip in the vicinity of the upper separatrix and an enhanced probability density above the X-point. This pattern exhibits a weak dependence on the toroidal angle ϕ and can be thus considered as axisymmetric. This first order modification of the island pattern appears to decrease with magnetic moment µ, Fig. 26 . This distortion of the distribution function in phase-space (v , θ) is also quite clear when analysing the distribution as a function of v for different values of µ, Fig. 26 . Since the E × B drift velocity does not depend on the particle energy while the vertical drift does Eq.(3b), one can consider that this structure is governed by neoclassical effects.
As already stressed, this neoclassical effect is less stringent at lower µ and at reduced aspect ratio, hence smaller radius, Fig. 27 . This allows one to properly locate the separatrix between the passing and trapped particles, Fig. 27 . Using this data one can then consider the fluctuations of the distribution function, Fig. 28 . These are defined as the difference between the toroidally averaged distribution function < f > ϕ as plotted on Fig. 27 and the actual distribution function at ϕ = 0. One can notice that the fluctuations are localised in θ and elongated in v . There seems to be little difference between the trapped and passing particles, but for two regions where the fluctuations appear to be damped, along the separatrix v > 0, θ < 0 and v < 0, θ > 0, Fig. 28 . A closer look also indicates that the fluctuations of the distribution function is these regions are slightly distorted when compared to the two other regions where the fluctuations are well aligned along the v = constant vertical lines.
Discussion and conclusion
The simulation effort to recover the flat top conditions of Tore Supra shot TS45511 with the flux driven and global code GYSELA has led us to investigate a parameter space that appears to stand rather close to marginality, leading to a slow transient. The latter is characterised by self organisation and in particular by micro-barriers that tend to slow the evolution. The long simulations times in this regime offer an opportunity to investigate the self-organisation of structures from typically one Larmor radius ≈ ρ 0 to the full radius of the simulation region ≈ 250 ρ 0 . With respect to time, the shortest time that is available in the output data, the diagnostic time t diag appears to be too long to resolve some of the events, while the longest time, that is required to reach the steady state is not yet reached. This leads to a range of characteristic times from ≤ t diag ≈ 0.8 a/c 0 up to ≥ 7200 a/c 0 . The corresponding amount of data in 5D cannot be stored and we have been led to analyse these simulations using existing diagnostics, the most detailed being the electric potential in 2D + time at given toroidal position. We have also considered flux-averaged fields such as the ion temperature of the heat flux. The full 5D distribution function that we have analysed in Section 7 is only available at a couple of given times (restart conditions). The conclusion of our analysis have to be set in this perspective, which combines very large data handling but incomplete description, as well as long simulation time but still insufficient statistics. These are required to capture significantly the events that prevail in the heavy tails that characterise turbulence self-organisation [33] .
With the experience of 2D, slab and fluid simulations assuming invariance along the field line [8, 25] a fascinating issue is to determine the 3-D structure of the avalanches that are reported in gyrokinetic simulations [5, 15, 26] . In Section 5 we analyse the structure of the bursts of the electrostatic potential. We concentrate on the bursts that have a magnitude larger than 2 r.m.s.. We find evidence of parallel expansion and retraction with parallel velocities of the order of c 0 , the ion reference thermal velocity. The maximum toroidal extent is found to be of the order of 0.8 π and lasts typically τ ≈ 5 a/c 0 . These bursts are localised towards the low field side midplane and exhibit an up-down asymmetry that flips from up to down and vice versa in time. The ballooned pattern of such a structure is typically ± π / 4 in the poloidal plane, in agreement with available experimental observations [27] [28] [29] .
Using the electrostatic potential in the ϕ = 0 poloidal plane, one can investigate the properties of its poloidal modes. The two first modes m = 0 and m = 1 exhibit a global structure in the radial direction with respectively zero and one sign change. The magnitude of the m = 0 mode is 100 times that of the m = 1 mode (1/ρ * = 300) so that the poloidal shear layers are governed by the m = 0 mode, hence the zonal flows. These are therefore poloidally and toroidally symmetric. It is noticed, but not understood, that the m = 0 exhibits spikes that are characterised by fast radial propagation, of the order of the ion thermal velocity c 0 . These look like the so-called "gong"-modes [21, 22] although completely different in nature. In contrast to the m = 0 and m = 1 the higher mode number amplitudes have a complex pattern but exhibit little sign of radial localisation. Shear layers, and the occurrence of rational surfaces along the profile of the safety factor do not seem to govern strong localisation of these modes. However, one finds that the phase of these modes is correlated to the local (in radius and time) zonal flow velocity. More strikingly, one finds that the pulsation exhibits a linear dependence on the mode number. This dispersion-like property can be attributed to a Doppler effect essentially governed by the zonal flow. This provides an experimental means to measure the zonal flow velocities and their possible reversal. The intrinsic mode pulsation, estimated from the linear analysis and proportional to the density diamagnetic frequency [5] could not be assessed.
The micro-barriers, also called corrugations or staircases [16] , have been investigated using the ratio of turbulent over total heat flux [31] . One finds that the corrugation structures are complex and can be considered as a combination the two shear layers on either side of a peak, positive or negative, of the zonal flow velocity. This aspect is supported by the behaviour of the ion temperature fluctuations. One observes two scales for these fluctuations. The small scale fluctuations appear to bounce between the shear layers but cannot penetrate into the corrugations. The large fluctuations, correlated to the heat flux avalanches can disrupt or displace the corrugation and experience therefore longer ballistic transport events. They are also associated to enhanced fluctuation levels and larger heat fluxes. Both scales of fluctuations propagate at the same velocities, of the order of 0.5 ρ * c 0 . The typical size of the corrugations, hence of the peak of the zonal flow velocity, is found to be of the order of ≈ 3ρ 0 . As a consequence, the characteristic transverse time to cross a corrugation is τ ⊥ ≈ 6 a / c s . One finds there-fore that the expansion time in the parallel direction, τ , which bounds the filament structure, is comparable to the transverse time scale to cross a corrugation, τ ≈ τ ⊥ . This might be an important issue in understanding the complex interplay between avalanches, filaments, corrugations and ballooned transport.
The analysis of the stopping capability of the avalanches by the corrugations has indicated an up-down asymmetry. Depending on the sign of the shear of the zonal flow, the maxima of the poloidal velocity is located either above or below the midplane. The stopping capability of the corrugations is also found to exhibit such up-down asymmetry. This evidence is presently investigated to clarify the stopping capability of avalanches by the corrugations as well as the corrugation disruptive features possibly induced by the avalanches (in the spirit of [31] ).
Kinetic features complete the analysis of the phase space patterns. The largest impact of kinetics is found to be the island structure that defines trapped and passing particles. The zero order of this structure is recovered towards the core. Further to the edge, the interplay with the drifts, and thus the neoclassical effects, govern a distortion of the island and significant departure from the Maxwellian distribution despite the large edge collisionality [17] . This first order effect can be related to the evaporation of the fastest trapped particles as well as a transfer of momentum from the trapped to the passing particles due to either turbulence or collisions. The third order effect is that associated to turbulence. It plays a role for the same class of particles as that contributing to the neoclassical transport leading to interaction between these two physics. The importance and magnitude of the latter remains to be assessed.
The long simulation of the Tore Supra shot TS45511 in a regime close to marginality have disclosed complex self-organisation with signatures of local events: avalanche transport, corrugations, that we identify as a zonal flow velocity peak together with the shear regions on either side, as well as large scale organisation captured by Fourier modes. The main mode is the zonal flow pattern determined by the 0-mode of the poloidal spectrum. Further investigation with 3D and 5D data sets when available is necessary and even longer simulation runs will be required to complete both the analysis and the statistics.
