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Abstract
The aim of the present work is a study on the optical characteristics of one
arm of the LISA interferometer, coupled with the need of characterizing the
far field wavefront. The goal is to identify if it is possible to configure two
telescopes with some construction aberrations in a position which ensures
good performances. This is done by changing the optical characteristics of
the telescopes in a Montecarlo Simulation.
In the first chapter a brief overview on the LISA mission is presented: it
is explained the goal of the mission and the main structure of the all three
satellites.
In the Chapter 2 the model used in the project is described. It represents
only one arm of the triangular interferometer, in which both telescopes are
considered as sender and receiver. In the same chapter, the mathematical
assumptions considered during the realization and the metrology chain used
in the model are explained.
Chapters 3-4-5 are dedicated to the explanation of the algorithm invented
to configure the two telescopes during the calibration procedure: first of all
an introduction on the goal, the requirements and the conditions applied
in the algorithm, then the description of the strategy adopted and in the
Chapter 5 the results obtained with the Montecarlo Simulation.
Chapter 6 is centered on an alternative approach to the same problem.
This different idea for finding the best configuration of the two telescopes
explored in this chapter is now only in a beginning phase but already gives
some good results, them also explained in the text.
The work concludes with an overview on the entire project and results
and with some suggestions for future developments.
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Chapter 1
Introduction
1.1 LISA Mission Overview
The Laser Interferometer Space Antenna (LISA) is a cooperative mission
between ESA and NASA, aimed to detect and observe gravitational waves,
predicted by the Theory of General Relativity [1][2]. Gravitational waves
should be generated by great astrophysical objects or events, like super-
massive black holes and ultra-compact galactic binaries.
The main goal the LISA Mission is the detection of low frequency gravi-
tational radiation, in a measurement band width between 0.1mHz and 1Hz,
a range exactly complementary to a number of ground-based interferometers
(LIGO, VIRGO, TAMA 300 and GEO 600), which cannot reach this low
frequency range because of their intrinsic sensitivity due to the Earth’s own
gravitational field and seismic activity.
The mission uses laser interferometry, implemented in a constellation of
three spacecraft, which are arranged in a quasi-equilateral triangle form,
with an arm-length of 5 millions kilometers, in a heliocentric orbit with
a semi-major axis of 1 AU. Each spacecraft carries a V-shaped payload,
composed of two test masses, with their laser measurements and associated
electronics. Two arms of this triangle form a Michelson interferometer.
The inertial references for the mission consist of the two ”proof masses”
on each spacecraft which act as the end mirror of a single-arm interfer-
ometer. These targets are free-flying and drag-free controlled, in order to
avoid displacements due to external forces that are not due to gravity (e.s.
spacecraft maneuvers, solar radiation pressure, magnetic fields, outgassing
13
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Figure 1.1: The LISA mission will employ ultra-precise interferometry
trough three satellites flying in formation on an Earth-like orbit to detect
and measure the passage of gravitational waves.
environment, gravity field from the spacecraft itself). These masses are used
as reflective surfaces for the lasers, in order to measure the length of each
arm of the interferometers. A signal due to gravitational waves should cause
some small changes in this length.[3][4]
1.2 Optical Assembly Subsystem
The baseline payload architecture for each spacecraft consists of two identi-
cal Movable Optical Sub-Assemblies (MOSAs), collocated into a rigid and
isostatic frame[5]. Each MOSA comprises different elements: first of all,
one Gravity Reference Sensor (GRS) system, containing the test mass, with
all the electronics for the drag-free control and the free-flying. In front of
the GRS, the Optical Bench is collocated, which houses all the interferom-
etry system and the acquisition sensors. A specialized off-axis Telescope is
located perpendicular to the Optical Bench plane.
The objective of the mission is to continuously measure the distance
changes between the two reference masses on one interferometer arm, which
are completely isolated in order to be valid inertial references. The mea-
surement between the two test masses is in practice split into more mea-
surements: from one inertial sensors to the respective Optical Bench, from
this Optical Bench to the one on the other spacecraft, and then again from
the Optical Bench and the respective reference mass as shown in Fig.1.2
All the interferometers needed to this measurements are mounted on the
Optical Bench which, for providing the necessary stability to all relevant
optical path lengths, consists of a Zerodur R© baseplate [4](with an extremely
CHAPTER 1. INTRODUCTION 15
Figure 1.2: Metrology chain. The measurements are computed between the
Inertial Sensor 1 (IS1) and the Optical Bench 1, from the Optical Bench
1(OB1) and the Optical Bench 2 (OB2), from the Optical Bench 2 and the
Inertial Sensor 2 (IS2).
low cTE of 2 ∗ 10−8K−1). A picture of the disposition of all the optical
elements is sketched in Fig.1.3.
As can be seen in Fig.1.3, in each Optical Bench three laser frequencies
are used. In addition to the received and the transmitted beam (which go
for 5 millions kilometers to and from the other spacecraft), there is one other
laser, called Local Oscillator, which is furnished by the Backside Fiber Link.
This same laser is used as the transmitted beam for the other MOSA on
the same spacecraft. When used as local oscillator, it become the reference
laser for all the measurements on the respective Optical Bench.
Each Optical Assembly contains three main interferometers: the Long
Arm Interferometer (Science Interferometer), the Reference Interferometer,
and the Proof Mass Optical Readout. For each of these, a redundancy is
present.
The Science Interferometer uses the received beam and the local oscil-
lator, but the detection of the phase of the received beam is limited by the
shot-noise (the RX beam has a power of around 100pW ). For decoupling
translation and tilt metrology, it is mandatory for the Long Arm Interferom-
eter to have an imaging system. In this case, it is a Differential Wavefront
Sensing. It gives information about the wavefront tilt of the received beam,
and also about the local aberrations of the telescope and the power received.
In practice, it is used to define the pointing of one telescope with respect to
the incoming wavefront, in tip and tilt.
The Reference Interferometer establishes a phase reference for all the
CHAPTER 1. INTRODUCTION 16
Figure 1.3: Disposition of all the optical elements on the Optical Bench.
For each component, a redundancy is foreseen, but not represented in this
picture.
measurements on the Optical Bench, and it uses the transmitted beam and
the local oscillator. It does not required any imaging system.
The Proof Mass Optical Readout measures the translation and the tilt
of the test mass with respect to the Optical Bench[6].
Other components are illustrated in the figure, like the Point Ahead
Angle Mechanism: their function is explained later in the text.
1.3 Long Arm Interferometry ans Associated Cal-
ibrations
The present work is dedicated to the Long Arm Interferometry, so only
the path from two Optical Benches is taken in account. In order to better
understand, the beam path it is considered divided in more sub-paths: on
the Optical Bench, from the fiber launcher to the telescope exit pupil, from
the telescope exit pupil of S/C1 to the external pupil of S/C2 and, again
on the Optical Bench, from this external pupil to the Science Quadrant
Photodiode, the final sensor which recovers the signal.
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In order to understand the aim of this work, a more detailed description
of the far field propagation (from the exit pupil of S/C1 to external pupil of
S/C2) is mandatory.
In this project, a beam with a Gaussian intensity profile is sent for 5
million kilometers, starting from an exit pupil with a radius of 20 cm. It
propagates in free space, and, at 5 million kilometers of distance, the wave-
front profile is very similar to a perfect sphere. The center of this sphere is
the phase center of the beam. By knowing the curvature of the sphere in
some points of the far field, it is possible to compute the phase center offset,
with respect to a defined reference system (Fig.1.4).
Figure 1.4: Results of geometrical phase center offset for an ideal beam
propagating in free space.
But it should be consider that the transmitted beam has passed through
an optical system (the telescope, but also all the mirrors and mechanisms
on the Optical Bench), so as explained in Par.2.1.1, its phase has been
modified. At 5 million kilometers of distance, its wavefront is not a perfect
sphere, but there are ripples on it due to the optical aberrations introduced
by passing through the optical systems. This effect introduces an error in
the evaluation of the real phase center offset (optical phase center offset), as
shown in Fig.1.5.
For having useful information about these effects, a reference sphere is
defined with a radius of 5 million kilometers, centered in the respective test
mass. The wavefront phase piston and phase slope are defined and computed
with respect to this sphere. We call phase piston the distance in pm from
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Figure 1.5: Propagation in free space of a beam containing optical aberra-
tions. There are some ”‘ripples”’ on it of some pm. From the measure of the
local wavefront curvature, it can be found the optical phase center offset.
the reference sphere to the real wavefront; its slope, with respect to the
reference sphere in the two angular directions, is the phase slope(usually
measured in pm/nrad).
The phase slope in the far field, as previously defined, is a measure of
the phase center offset, with a ”noise” introduced by the optical aberrations,
which changes the far field wavefront.
Similar problems are present in the received path. The beam enters the
telescope and arrives on the Science Quadrant Photodiode, but it has passed
through an optical system, so its phase has changed because of the intro-
duction of the optical aberrations. Due to this effect, the direction of the
receiver wavefront is not exactly the same of the telescope axis. Thanks to
the imaging system (Differential Wavefront Sensing), it is possible to change
the orientation of the receiver telescope, in order to have a wavefront per-
fectly perpendicular on the photodiode (a wavefront tilt on the photodiode,
as in the transmitted path, corresponds in fact to a phase center offset).
For having an idea of these effects at the far field, it has been estimated
that the geometrical and the optical phase center offsets yield a piston effect
at the far field of several pm. As this point, it is necessary to consider that
the direction of the telescope is not strictly fixed, but it jitters with several
nrad/
√
Hz. This effect, in practice, changes continuously the phase piston
at the operational point if the phase slope is too high.
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The knowledge of the phase center offset (for both transmit and received
beams) is then really useful for the success of the mission, because it sig-
nificantly decreases the measurement performance, being coupled with the
angular motion of the telescope. An appropriate calibration is then manda-
tory, to compensate these effects [7]. In order to do this, a test signal (sine
signal) is used, injected in the telescope pointing and the piston effect is
measured. These results are used to adjust telescope refocus and pointing
as well as in data processing on ground.
Chapter 2
Far Field Modelling
2.1 Modelling Aspects and Assumptions
This section is dedicated to clarify some more theoretical aspects of the
project, studied and considered during the modelling. One of these, the
part dedicated to the Zernike field, is really important, because on this
subject all the statistical studies presented later are based.
2.1.1 Zernike Field
The Zernike polynomials are a well known mathematical formulation to
describe the classical aberrations of an optical system. In this work, the
normalization found by Noll is used [8].
The Zernike polynomials are a set of polynomials defined on a unit cir-
cle. Using polar coordinates, they can be written like a product of an angu-
lar function and radial polynomials. The modified polynomials of Noll are
slightly different from the standard ones, but they are particularly useful for
statistical analysis. The polynomials are defined as:
Zevenj =
√
n+ 1Rmn (r)
√
2 cosmθ
Zoddj =
√
n+ 1Rmn (r)
√
2 sinmθ
}
m 6= 0 (2.1)
Zj =
√
n+ 1R0n(r) m = 0 (2.2)
where
Rmn (r) =
(n−m)/2∑
s=0
(−1)s(n− s)!
s!
[
(n+m)
2 − s
]
!
[
(n−m)
2 − s
]
!)
rn−2s (2.3)
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The value of n and m are always integral and satisfy:
m ≤ n
n− |m| = even
The index j is a mode ordering number and it is a function of n and m.
Fig.2.1 illustrates different radial functions for some orders j.
Figure 2.1: Radial functions for some order of Zernike polynomials. Some
Zernike terms are coupled, so in the figure only one examples for each couple
is shown.
In this work, a shorter formulation of the Zernike polynomials is used by
explicitly finding the relation between n,m and j, such that only the mode
order j can be used as reference [9].
Z(j, ρ, θ) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n← trunc
[
1
2
[√
1 + 8(j − 1)− 1
]]
m← n− trunc
[ 1
2
(n+1)(n+2)−j
2
]
2
√
n+ 1
∑n−m
2
s=0
[
(−1)s(n−s)!
s!(n+m2 −s)!(n−m2 −2)!
ρn−2s
]√
2 cosmθ −mod(j, 2)pi2 + δ(m, 0)pi4
(2.4)
Each mode order corresponds to a specific local aberration (see Table2.1.1),
but this analysis only considers the first eleven ones.
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In order to better understand the effects of each order contribution,
Fig.2.2 shows the aberrations introduced by each component on the unit
circle (from the fourth to the eleventh) in terms of phase distribution, using
as a starting beam a plane wave with phase zero.
Figure 2.2: Plots of the value of the phase distribution on an unit circle.
These aberrations are applied on a plane wave with phase zero.
In the following analysis, all the terms from 2 to 11 are considered: the
term Z1, according to Noll, is disregarded, because it gives a constant offset
to the complete field on the unit circle. The terms Z2 and Z3, identified as
consequence of tilt in the two directions, are explicitly taken into account in
the following model, so for the moment, they are neglected. At this point,
a vector of weights wfe is defined, for defining the specific contributions of
the individual Zernikes in terms of an rms wavefront error. As explained
above, only the coefficients from startZ = 4 to endZ = 11 of this vector are
evaluated in the model.
Each beam passing through an optical system changes its phase distri-
bution, due to these Zernike terms. In the model this effect is expressed
as:
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ΦZ(x, z) :=
∣∣∣∣∣∣∣∣∣∣∣∣
ρ←
√
x2+y2
r0
θ ← arctan( yx+1−sign(ρ))
2 · pi ·∑endZj=startZ (wfej · Z(j, ρ, θ))
(2.5)
where the definition of θ has been slightly modified in order to avoid the
case arctan(y0 ) and the value of ΦZ is depending, as explained before, only
on the Zernike terms from 4 to 11.
2.1.2 Propagation of Light in Free Space
This paragraph is an introduction to Fourier Optics, which describes the
propagation of light waves based on harmonic analysis, first of all Fourier
transformations [10]. This represents the theoretical basis on which the
whole model of the Long Arm Interferometry is built upon.
It is considered an arbitrary function f(x, y) of two variables x and y,
which are the spatial coordinates. The same function can be written as a
superposition of harmonic functions of x and y in the form:
f(x, y) = F (νx, νy) exp [−j2pi(νxx+ νyy)] (2.6)
where F (νx, νy) is the complex amplitude and νx and νy are the spatial
frequencies.
Now, a plane wave is defined in this form:
U(x, y, z) = A exp [−j(kxx+ kyy + kzz)] (2.7)
where kx, ky and kz are the components of the wave vector k and A is
a complex constant. In the plane z = 0, the plane wave U(x, y, z) is the
arbitrary function f(x, y) = A exp [−j2pi(νxxνyy)], where νx = kx/2pi and
νy = ky/2pi are the spatial frequencies (cycles/mm), while kx and ky are
the spatial angular frequencies (radians/mm).
From the Fourier analysis, it is known that there is a one-to-one corre-
spondence between plane wave and spatial harmonic function if the spatial
frequency does not exceed the inverse of the wavelength (1/λ), and, more in
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details, it is known that:
f(x, y) = U(x, y, 0) (2.8)
U(x, y, z) = f(x, y) exp (−jkzz) (2.9)
where, in the last one, kz = ±(k2− k2x− k2y)
1
2 and k = 2pi/λ. A condition of
validity is that k2x + k
2
y < k
2, so kz is real.
If a plane wave of unity amplitude is transmitted through an optical sys-
tem with complex amplitude transmittance f(x, y), the wave is modulated
by the harmonic function such that U(x, y, 0) = f(x, y). In a general case,
if f(x, y) is a superposition integral of harmonic functions:
f(x, y, ) =
∫ ∞
−∞
∫ ∞
−∞
F (νx, νy) exp [−j2pi(νxx+ νyy)] dνx dνy (2.10)
with frequencies νx, νy and amplitudes F (νx, νy), the transmitted wave is:
U(x, y, z) =
∫ ∞
−∞
∫ ∞
−∞
F (νx, νy) exp [−j(2piνxx+ 2piνyy)] exp (−jkzz) dνx dνy
(2.11)
with complex envelopes F (νx, νy) and where kz = (k2−k2x−k2y)
1
2 = 2pi( 1
λ2
−
ν2x − ν2y)
1
2 .
A brief analysis on the propagation of monochromatic optical wave is
presented, starting from this basis. A wave with wavelength λ and complex
amplitude U(x, y, z) is propagating in free space between the planes z = 0
and z = d. The complex amplitude at the input plane is f(x, y) = U(x, y, 0)
and at the output plane g(x, y) = U(x, y, d).
The functions f(x, y) and g(x, y) can also be considered as input and
output of a linear and shift-invariant system (due to the invariance of free
space to displacement of a coordinate system). In order to characterize the
system, it is necessary to define its transfer function H(νx, νy), or its impulse
response h(x, y).
Considering that f(x, y) = A exp [−j2pi(νxx+ νyy)] = A exp [−j(kxx+ kyy)]
and g(x, y) = A exp [−j(kxx+ kyy + kzd)], it is possible to write H(νx, νy)
as g(x,y)f(x,y) :
H(νx, νy) = exp
[
−j2pi( 1
λ2
− ν2x − ν2y)
1
2d
]
(2.12)
If the input function f(x, y) contains only spatial frequencies that are much
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smaller than the cutoff frequency 1/λ (ν2x+ν
2
y << 1/λ
2), then the expression
of the transfer function can be significantly simplified:
H(νx, νy) ≈ H0 exp
[
jpiλd(ν2x + ν
2
y)
]
(2.13)
where H0 = exp (−jkd). In this form, the transfer function of free space is
known as the Fresnel approximation.
Then, having a certain input function f(x, y), at this point its Fourier
transformation can be defined as:
F (νx, νy) =
∫ ∞
−∞
∫ ∞
−∞
f(x, y) exp [j2pi(νxx+ νyy)] dx dy (2.14)
which is the envelope of plane wave components in the input plane. The
same quantity, computed on the output plane is obtained from H(νx, νy) ·
F (νx, νy). From this one, using the inverse transformation:
g(x, y) =
∫ ∞
−∞
∫ ∞
−∞
H(νx, νy)F (νx, νy) exp [−j2pi(νxx+ νyy)] dνx dνy
(2.15)
The impulse response is the inverse transformation of H(νx, νy) and with
the Fresnel approximation can be written as:
h(x, y) ≈ h0 exp
[
−jkx
2 + y2
2d
]
(2.16)
where h0 = (j/kd) exp (−jkd).
An alternative way to proceed is to define the function g(x, y) as a con-
volution between f(x, y) and the impulse response:
g(x, y) = h0
∫ ∞
−∞
∫ ∞
−∞
f(x′, y′) exp
[
−jpi (x− x
′)2 + (y − y′)2
λd
]
dx′ dy′
(2.17)
where h0 is the previous one.
2.1.3 Heterodyne Efficiency
The heterodyne efficiency is a measure of the quality of the signal on the
imaging sensor. In this case, it is represented from the Quadrant Photodi-
ode, so for each MOSA four efficiencies are computed, one for each quadrant
of the sensor. For the moment, it is possible to explain the meaning of this
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measure using general signals; later in the thesis a more specific definition
of the same fields is given.
In order to compute the efficiency, two signals are necessary: a received
one and a reference one. The received signal is the received field from the
deep space, ERX , while the reference signal is the field furnished by the local
oscillator ELO. :
ε(Φy,Φz, a, b) :=
(∣∣∣∣∫ a·r00 ∫ b·√r20−y20 ERX(y, z,Φy,Φz) · ELO(y, z) dz dy∣∣∣∣)∫ a·r0
0
∫ b·√r20−y2
0 (|ERX(y, z,Φy,Φz)|)2 dz dy
·
(∣∣∣∣∫ a·r00 ∫ b·√r20−y20 ERX(y, z,Φy,Φz) · ELO(y, z) dz dy∣∣∣∣)∫ a·r0
0
∫ b·√r20−z2
0 (|ELO(y, z)|)2 dz dy
(2.18)
In this case, ERX is a generic field coming from the space, depending
on two spatial coordinates (perpendicular to the telescope axis) and on the
angular tilts in the two direction. The local oscillator field ELO is a general
electric field depending only on the spatial coordinates.
In equation 2.18, the terms a and b can assume only the values ±1 and
they represent an index for the quadrant considered (Fig.2.3).
Figure 2.3: Values of the index a, b in each quadrant of the photodiode.
The value of the efficiency computed in this way is a sort of measure-
ment of the power received in the quadrant area compared with the power
transmitted by the two signals used.
The only way to change the heterodyne efficiency of a quadrant photo-
diode is to change the tilt of the incoming wavefront with respect to the
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orientation of the sensor. Another way is to reduce the optical aberrations
introduced, which at the end modify the received beam along its paths from
the external pupil of the telescope to the photodiode sensor.
In the starting formulation, the heterodyne efficiency was computed us-
ing the dblquad function ofMatlab, but in this case the integral computation
resulted too slow. In the final version it has been substituted with a faster
approach: the integral is evaluated on a fix grid that covers the all area of
the quadrant photodiode [11].
2.2 One Arm-Interferometry Model
2.2.1 Metrology Chain
The model implemented in this project takes into account the measurements
between two Optical Benches and it is representative for only one arm of the
interferometry. Each one of the two spacecraft considered in this analysis,
is at the same time transmitter and receiver.
One transmitted laser is injected on the Optical Bench 1 (OB1) and,
after some necessary reflections and re-directioning on the optical plate,
goes out from the respective telescope (T1). After 5 million kilometers,
it enters telescope T2. Here, it is interfered with the local oscillator, and
detected on the quadrant photodiode. From the signal of the Differential
Wavefront Sensing, spacecraft S/C2 is re-pointed along a better direction.
This scheme is absolutely symmetric, so it is valid in both directions. Fig.2.4
depicts the metrology chain and at each step there is a picture of a testing
phase obtained with the implemented model. As shown, the optical system
and the propagation into the far field can significantly modify the original
phase of the transmitted beam.
2.2.2 Reference Coordinate Frames
In the model three reference coordinate frames are used. Two reference
frames are defined by the two telescopes, where the x-direction corresponds
to the telescope axis. As an inertial reference, a third fixed frame is present
in the model.
As previously mentioned, all the measurements are taken with respect
to an ideal sphere of 5 million kilometers radius. The center of this reference
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Figure 2.4: The metrology chain used to implemented a model for one arm
of the interferometry. In this picture, only the beam path in one direction
is shown, with the wavefront computed with the model at each measuring
step.
sphere is, for each spacecraft, the center of the test mass. The wavefront at
the far field is always referred to this sphere in order to avoid computational
errors due to the giant distance traveled from the beam compared to its
small wavelength (λ = 1064 · 10−9m).
The two spacecraft are at the fixed distance of 5 million kilometers, then
S/C1 is positioned on the sphere originated from the test mass on spacecraft
S/C2 and vice versa. The orientation of the two frames is at the moment
completely independent (see Fig.2.5).
The orientation of the frame determines the incoming wavefront direc-
tion, but,less obvious, this variable is a function also of the position on the
sphere because of the ripples of the wavefront since the optical aberrations
have a certain distribution on the reference sphere. Clearly, the position
of one spacecraft on the sphere generated from the other one influences
not only the direction of the incoming wavefront, but also the amount of
power received. The position has some constraints on this sense, because
a minimum amount of power received is necessary in order to generate an
appreciable signal.
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Figure 2.5: The draws represents the reference spheres of the two spacecraft,
and explains the concept of phase center offset in one sending direction.
The receiver telescope (T2) is in some point on the sphere generates from
the spacecraft 1 (blue). Due to this position and orientation, it sees the
incoming wavefront with a certain tilt, and find the phase center in some
point at million kilometers of distance. The yellow line is the offset of the
computed position to the real one.
2.2.3 Transmitted beam and Far Field Propagation Results
The beam used in this model as a transmitter is a Gaussian beam. It is a
special optical wave, with the power concentrated within a small cylinder
around the beam axis. The intensity distribution in any transverse plane is a
circularly symmetric Gaussian function, centered about the beam axis. The
width of this function is minimum at the beam waist and grows gradually
in all directions. The wavefronts are almost planar near the beam waist
and become approximately spherical far from the waist [10]. Under ideal
conditions, the light from a laser takes the form of a Gaussian beam, and
this is the reason why it has been used in the model.
The electric field of a classical Gaussian beam is defined (in a reference
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frame where the telescope axis is the x-axis and where the frame center is
the pupil center of the telescope)as:
EG(x, y, z, wy, wz, fy, fz, P ) :=
√
cost · P
wywz [(1 + jτ(x, fy, wy))(1 + jτ(x, fz, wz))]
exp
[
jkx− y
2
w2y(1 + jτ(x, fy, wy))
− z
2
w2z(1 + jτ(x, fz, wz))
]
(2.19)
τ(z, f, w0) :=
z − f
piw20
λ (2.20)
where: wy and wz are the beam waist radius in the two directions, fy and
fz are the focal point coordinates with respect to the pupil center of the
telescope and P is the power of the beam [9]. The variable cost is a constant
function defined as:
cost :=
4
c0pi
(2.21)
where 0 is the permittivity of free space and c the speed of the light.
The function used as an input (f(x, y) in Par.2.1.2) for the propagation
in the far field, is not really this form of Gaussian beam. Before going out in
the free space, the beam has to passed through some optical elements (see
Fig.2.6), which modify the phase distribution.
Figure 2.6: The green line represents the transmitted beam, passing through
some optical elements on the Optical Bench, an then going out from the
telescope.
For this reason, the input function used in the model is a beam with a
Gaussian intensity profile and the phase defined with the Zernike polynomi-
als, following the concepts explained in Par.2.1.1. It is assumed that all the
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terms in Eq.2.19 that can introduce some phase different from zero, are null
(τ(x, f, w0) is identically to zero).
Using the reference frame described in Par.2.2.2, the transmitted beam,which
is the input function for the free-space propagation is defined as:
Einput(y, z,∆y,∆z, wy, wz, P ) =
√
costP
wywz
· exp
[
−
(
y −∆y
wy
)2
−
(
z −∆z
wz
)2]
· exp (jΦx(y, z))
(2.22)
where Φx(y, z) is the Zernike distribution defined in Par.2.1.1, ∆y and ∆z
represent the lateral offset of the intensity peak from the pupil center. In Fig
2.7 there is an example of the intensity and phase profile for the transmitted
beam, with a randomly chosen Zernike distribution. In order to see the
effect of the weight value for the Zernike terms on the phase distribution
Fig.2.8 illustrates the phase field caused by each Zernike term previously
generated on the exit pupil.
Figure 2.7: Example of intensity profile (gaussian distribution) and phase
profile, for the transmitted beam, when it goes out of the telescope.
Using this particular beam, it is possible to compute the far field prop-
agation as described in Par.2.1.2. In the following is reported the Equation
2.17 for clearness:
g(x, y) = h0
∫ ∞
−∞
∫ ∞
−∞
f(x′, y′) exp
[
−jpi (x− x
′)2 + (y − y′)2
λd
]
dx′ dy′
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Figure 2.8: Contribute of each Zernike term to the final phase distribution
on the exit pupil.
where g(x, y) is the resulting field, f(x,y) is the input field, and
h0 = (j/kd) exp (−jkd)
The variable d is the distance from the input plane and the output plane. In
the present case, the Fresnel approximation is valid (spatial frequencies >>
1/λ) , the function f(x, y) is the input field previously defined Einput(y, z)
and g(x, y) is the resulted field on the reference sphere, which is called
Eff (y, z, d,∆d). In this form (y, z) are the spatial coordinates perpendicular
to the main direction (x-axis corresponds to the telescope axis direction),
d is the distance on the x-axis for which the phase-offset is set to zero and
∆d is the deviation from this distance. So, in the case of the transmitted
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gaussian beam, at the far field the field becomes:
Eff (y, z, d,∆d) :=
j
λ(d−∆xS) · exp (−jk∆d) ·
∫ r0
0
∫ 2pi
0
Einput(r cosφ, r sinφ)·
exp
[
−jpi · (y − r cosφ−∆yS)
2 + (z − r sinφ−∆zS)2
λ · (d−∆xS)
]
· r dφ dr
(2.23)
At this point, a coordinate transformation is necessary in order to refer
the calculation to the far field reference sphere.
y(φy, φz) := L ·
(
1− φ
2
z
2
)
· φy (2.24)
z(φz) := L · φz (2.25)
d(φy, φz) := L ·
(
1− φ
2
y
2
)
·
(
1− φ
2
z
2
)
(2.26)
∆d(φy, φz) := −L ·
φ2y + φ
2
z
2
(2.27)
In this way the far field can be written as a function of angular coordinates:
Effsphere = Eff (y(φy, φz), z(φz), d(φy, φz),∆d(φy, φz)) (2.28)
Now it is possible to have a mathematical definition for the piston: it is
the measure of the far field phase in terms of wavelength, expressed in pm.
So, it can be written:
pff (φy, φz) := arg (Effsphere(φy, φz)) ·
λ
2pi
· 1012 (2.29)
and for the phase slope (also called piston gradient, from its derivation),
expressed in pm/nrad:
gradpff (φy, φz) := norm
(
∂pff (φy, φz)
∂φy
,
∂pff (φy, φz)
∂φz
)
(2.30)
Figure 2.9 represents the same beam reported before after its far field
propagation. The figure shows the intensity and phase profile, even if during
the project the quantity taken into account is the piston, and not the phase.
As done before, Fig.2.10 shows the effect of each Zernike term taken in
account on the far field phase distribution.
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Figure 2.9: Far field: on the left side the intensity field, on the right side
the phase distribution.
The phase is not a quantity taken into account during the project: the
results of the work in fact refers to the piston (Eq.2.29) and the piston
gradient (Eq.2.30), as explained before. They always represent a measure of
the phase and its slope, but expressed in terms of pm and pm/nrad. For this
reason Fig.2.11 and Fig.2.12 show these two fields near the operating point
at the far field, and the effect of each Zernike term on the piston gradient
distribution.
2.2.4 Received beam
Each telescope receives a small amount of the laser transmitted from an-
other telescope. The aperture of the telescope which can absorb the light
transmitted has a diameter of 40cm. The curvature of the beam transmitted
is comparable with the sphere of 5 millions kilometers of radius. Then the
wavefront entering the telescope is with a great precision a plane wave.
Also the received beam has to pass through some optical elements(Fig.2.13)
before being detected on the quadrant photodiode, so in the model it is as-
sumed that the phase of the beam is completely depending on the Zernike
polynomials of the system, defined in Par. 2.1.1.
The equation representing the received field is:
ERX(y, z, tilty, tiltz) :=
√
costPRX
2r20
exp
[
j
[
Φ(y, z) +
4pi
r0
(tiltyy + tiltzz)
]]
(2.31)
where tilty and tiltz are the inclinations of the beam with respect to the
telescope axis (x-axis in this reference frame),PRX is the received power,
CHAPTER 2. FAR FIELD MODELLING 36
Figure 2.10: For each Zernike terms has been computed the associated phase
distribution at the far field.
Φ(y, z) are the Zernike polynomials as defined in Par.2.1.1, r0 is the external
pupil radius and cost is defined in Eq.2.21. As shown in Fig.2.14 and in the
previous equation, the intensity profile of the received beam is a ”top hat”
distribution, while the phase distribution is depending on the system optical
characteristics, as explained above.
2.2.5 Differential Wavefront Sensing and Null Direction
As explained previously, the Differential Wavefront Sensing is an imaging
system, used to measure the tilt of the incoming wavefront with respect to
the photodiode sensor. From these measurements, it is possible to define
the phase center offset for both transmit and receive path.
The Differential Wavefront Sensing is the only system on board for the
evaluation of the incoming wavefront direction and the only reference direc-
tion that can be used is the so called null direction. The null direction is
defined as the direction for which all quadrants on Science photodiode show
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Figure 2.11: For each Zernike terms the associated piston gradient value at
the far field has been computed.
the same phase.
In the model, a flat profile is introduced for the received beam as ex-
plained in the previous section. The aberrations introduced by the optical
system are the same for the transmit and the receive path. As the local
oscillator, a perfect Gaussian beam is used (see equation 2.19), with a waist
radius identical to the external pupil radius (w0 = r0).
The phase is computed for each of the four quadrants, and it is obtained
using the local oscillator and the received beam, as:
Sphase(tilty, tiltz, a, b) := angle
(
a · b
∫ a·r0
0
∫ b·√r20−y2
0
ERX(y, z, tilty, tiltz)ELO(y, z) dy dz
)
(2.32)
where a and b can be ±1, and give information about the quadrant consid-
ered (see Fig.2.3). Only the opposite quadrants can give the same results
with a change of the pointing direction, so when the even and the odd quad-
rants have the same phase respectively then the telescope is oriented along
its the null direction.
From the results on the photodiode, it is also possible to compute the
piston of the wavefront, i.e. distance expressed in pm between the wavefront
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Figure 2.12: For each Zernike terms the associated piston gradient value at
the far field has been computed.
and the quadrant photodiode surface.
pQPD(Φy,Φz) :=
(
Sphase( r02·λ · tanΦy, r02·λ · tanΦz, 1, 1)
4
+
Sphase( r02·λ · tanΦy, r02·λ · tanΦz,−1, 1)
4
+
Sphase( r02·λ · tanΦy, r02·λ · tanΦz,−1,−1)
4
+
Sphase( r02·λ · tanΦy, r02·λ · tanΦz, 1,−1)
4
)
· λ
2pi
· 1012
(2.33)
The variables Φy and Φz in the previous equation, are the angle between
the telescope axis (perpendicular to the photodiode in the reference frame)
and the incoming wavefront direction.
The Differential Wavefront Sensing is in practice used to adjust the point-
ing of the spacecraft.
CHAPTER 2. FAR FIELD MODELLING 39
Figure 2.13: The blue line represents the received beam, entering the tele-
scope,passing through some optical elements on the Optical Bench, an then
registered on the photodiode and on the Science Interferometer.
Figure 2.14: These two maps represent an example of the field received by
the spacecraft. The intensity profile is a “top hat” profile, due to the small
radius of the telescope, compared with the huge curvature of the transmitted
field. The second one is an example of optical aberrations introduced by the
optical system on a signal with an assigned phase distribution identically to
zero.
2.3 Variables and Constraints in the Model
Both the transmit and the receive path can be controlled and change on
each spacecraft using some mechanisms present on the Optical Bench. Not
all these of effects are desirable, because some of them are treated as noise,
but surely all have some influences on the beam direction, phase, or on the
signal quality.
In the following figure (Fig.2.15) is shown the simplified model, with all
the elements which can effect the transmit (blue line) or the receive path
(red line). In the following sections they are analyzed one by one.
CHAPTER 2. FAR FIELD MODELLING 40
Figure 2.15: The picture shows a simplified path, for the transmitted and the
received beam (blue and red lines respectively). The green line represents
the local oscillator. Each components or errors, which can influence the
beams has been introduced in this figure. TX is the transmit source, QPD
the quadrant photodiode and LO the local oscillator source.
2.3.1 Re-pointing
Each MOSA offers the possibility to change the pointing direction in order
to change the conditions at the far field or on the receiver sensors, using
FEEP thrusters. This capability is obviously also used during the mission
to keep two spacecraft facing each other, considered that during the orbit
the triangle can changes its angles of also 0.8 ◦. This project considers only
some little adjustments of this main direction in the order of some nrad.
Two pointing directions between the telescope axis and the reference
frame are defined and used in this work: the in-plane angle, in the plane of
the constellation, and the out-of-plane angle, perpendicular to the constel-
lation plane.
When the telescope is re-pointed, both the transmitted and received
beams change their direction. If these two angles exceed a boundary value,
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the quality of the received signal can be significantly reduced because the
incoming wavefront tilt is too large to have a good resolution on the quad-
rant photodiode. For this purpose an arbitrary boundary is imposed to the
variation of the angles:
−300nrad ≤ in plane angle ≤ 300nrad (2.34)
−300nrad ≤ out of plane angle ≤ 300nrad (2.35)
Figure 2.16: Effects of repointing the sending telescope on the phase slope
at the far field. The white circle is the position of the receiver telescope.
2.3.2 Refocus Mechanism
Despite the use of the pointing knowledge, the field wavefront quality at the
far field in the operating point is in general insufficient. For this reason a
Refocus Mechanism is included in the telescope, able to change the weight
of the fourth Zernike term (defocusing term). The mechanism is composed
of three lenses, one of them movable in the beam axis direction. It influences
both, the transmitted and the received beams, because both have to pass
through it.
The main purpose of the refocusing, as intented within this project, is
to minimize the wavefront phase slope at the far field in the operating point
and to reach a better quality of the signal on the quadrant photodiode.
In Fig.2.17 the effects of refocusing on the wavefront at the far field are
illustrated.
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Figure 2.17: In the images above: the wavefront at the far field, in
terms of piston from the reference sphere [pm] and phase slope(or piston
gradient)[pm/nrad], in a random initial conditions. The last two figures:
same quantities at the far field, after an appropriate refocusing. The white
circle represents the position of the operating point, i.e. the other spacecraft
aperture.
2.3.3 Point Ahead Angle Mechanism
The Point Ahead Angle Mechanism (PAAM) is a mechanism adjusting the
wavefront tilt of the transmitted beam before the enter in the telescope. This
adjustment is required to compensate for the seasonal change of the angle
between received and transmitted laser beam of each telescope assembly,
called the point ahead angle. It results from the orbital motion of the three
spacecraft with respect to each other and the 16s travel time of the laser
light between the spacecraft. Only the out-of-plane component of the point-
ahead angle requires correction, so that a single-axis mechanism is sufficient.
It is located on the Optical Bench in a pupil plane of the telescope, in order
to provide pure angular correction.
This mechanism is used in this project as an additional control variable
in order to reach the requested requirements on the quality of the far field
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wavefront and on the received signal. As its main purpose is to compensate
the misalignment between received and transmitted laser, only a small frac-
tion of its range can be used for our purpose. So, in numerical terms, the
constraints on this variable can be translated as:
−300nrad ≤ out of plane anglePAAM ≤ 300nrad (2.36)
The effect of this mechanism is only on the transmit path, so only the far
field wavefront changes. Using a one-dimensional PAAM, the result is a shift
of the far field in the plane perpendicular to the spacecrafts constellation,
as shown in Fig.2.18.
Figure 2.18: Effects of using PAAM on the far field wavefront. It corresponds
to a vertical shift of the field.
2.3.4 Misalignment Errors
The model is defined to include some misalignment errors in the transmitted
beam direction: it is considered as the sum of all the mirror misalignment on
the Optical Bench and of the laser transmit source. In Fig.2.19 the dashed
blue line represents the ideal transmit path, while the continuos blue line is
an example of misaligned path.
For the position errors, all of them are referred to the pupil center which
is, in theory, coincident with the test mass center, considered to be the
transmit reference of the model. An offset between these two reference
points is however included in the model, but not represented in this figure.
In the figure, instead, it is possible to see the offset in the plane per-
pendicular to the beam of the transmit beam intensity profile (ideally a
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Figure 2.19: Scheme of the model implemented, with the misalignment er-
rors included in it.The red line represents the receive path, the blue dashed
line the ideal transmit path and the continuous blue line the misaligned
transmit path. Also the shift of the intensity profiles and QPD position are
represented.
Gaussian profile) from the pupil center.
Also along the receive path there can be some position misalignments.
The location of the Quadrant Photodiode can be slightly shifted with respect
to the pupil center while ideally the photodiode is exactly on it. Finally,
the local oscillator, also referred to the pupil center, can have the inten-
sity Gaussian profile not exactly centered in the plane perpendicular to the
beam direction. These misalignments influence the received signal and the
heterodyne efficiency of the four quadrants.
Chapter 3
Algorithm for Long Arm
Interferometry Calibrations
The main goal of this project is to define a procedure for configuring two
faced telescopes of the one arm-interferometer, in order to obtain a good
signal on the sensors and an acceptable wavefront quality at the far field
in the operating position. To reach specific requirements, the control vari-
ablesdescribed in Par.2.3 are available. The goal of this project is to find
which values of these variables ensure good performance. The objective is a
statistical study, depending on the Zernike distribution, expressed in term of
RMS wavefront error at the telescope pupil,in order to understand if the so-
lution can always be similar to the optimum configuration. The distribution
of the Zernike terms on the optical system depends on its manufacturing
and technology so many different distributions are tested.
In this chapter the assumptions considered for the definition of the algo-
rithm and an ideal optimization routine used as a benchmark for the next
algorithm are presented.
3.1 Requirements
In this study the effects of the optical errors on the far field and on the
received signal are defined as the contribution of each Zernike aberration, in
terms of RMS wavefront error on the telescope pupils.
For this project, the wavefront quality is connected with the piston gra-
dient around the operating point at the far field: in fact, in case of jitter
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of the sending telescope, always present for each MOSA, a small value of
the phase slope ensures a quite stable value of the piston. In order to have
an acceptable signal on the photodiode sensor, it is also necessary that the
intensity received reaches a certain value, in order to distinguish the signal
from the noise. Another quantity to keep under control is the heterodyne
efficiency, defined in Par.2.1.3 on each quadrant of the photodiode: it is
depending on the power received (and then on the receiver position with
respect to the intensity peak location) and on the incoming wavefront tilt.
So, the previous ideas can be translated in the following requirements:
phase slope ≤ 0.3pm/nrad
heterodyne efficiency ≥ 80%
received intensity ≥ 0.5 · intensity peak
These requirements can be reached by changing one or all the variables
described in the Par.2.3(pointing angles, refocus wavefront error contributes
and PAAM angles),in order to modify in some points the transmit or the
receive path. Some errors can be included in the algorithm to verify the
stability of the system.
An important aspect that has been considered during this work is the
number of measurements necessaries to reach the requirements. Each mea-
surement taken to find the best configuration of the two telescopes corre-
sponds to a calibration step. The data from the function evaluation need
to be elaborated by the on ground computers and this procedure takes at
least one hour [7]. This aspect introduces a requirement in terms of num-
ber of function evaluations used: this number need to be small, in order to
conclude the calibration procedure in a reasonable amount of time.
3.2 Zernike Distribution
In this context the term ”weight vector” indicates a vector of eleven compo-
nents which define the wavefront error contribution of the first eleven Zernike
polynomials at the telescope pupil. The term ”‘Zernike distribution”’ refer
to a specific set of weight vectors, which have some proprieties in terms of
wavefront error.
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The RMS wavefront error at the telescope pupil is defined as:
wferms =
1
2pi
√√√√√∫ r0−r0 ∫
√
r20−y2
−
√
r20−y2
Φ2(y, z) dz dy
pir20
(3.1)
where Φ is the Zernike field, that gives the distribution of the phase, as
explained in Par.2.1.1.
For the study different Zernike distributions are considered. The idea
is to find which is the maximum wavefront error at the pupil that ensures
a good performance in a Montecarlo Simulation. The Zernike distributions
taken in account in this analysis are characterized by numerical values shown
below.
For each of them, the wavefront error contribution of the initial refocus
term is given by:
wfermsZ4 ≤ λ/15rms (3.2)
This condition is valid for all cases. The distributions can be distinguished
from each other by the RMS wavefront error computed for the other terms,
from the fifth to the eleventh. The following distributions are considered in
the study:
wferms(Z5−Z11) = λ/10rms (3.3)
wferms(Z5−Z11) = λ/15rms (3.4)
wferms(Z5−Z11) = λ/17rms (3.5)
wferms(Z5−Z11) = λ/20rms (3.6)
wferms(Z5−Z11) = λ/22rms (3.7)
wferms(Z5−Z11) = λ/25rms (3.8)
wferms(Z5−Z11) = λ/27rms (3.9)
wferms(Z5−Z11) = λ/30rms (3.10)
The weight vectors are generated in this way: the components from Z5
to Z11 are randomly created with the Matlab function rand. Then each
vector is scaled in order to find the set which gives the desired wavefront
error at the exit pupil. For each wavefront error hundreds of weight vector
have been generated for the Montecarlo Simulation. Both telescopes have
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some optical aberrations so, due to the symmetry of the interferometry, the
results of both of them are used for the same statistical analysis. Note that
different sets of Zernike coefficients are used for the two telescopes, i.e. the
two distributions are not correlated.
3.3 Starting conditions
In order to see the effects of the starting conditions, two different configu-
rations for the telescope pointing directions have been taken into account.
The first one is the simplest geometrical configuration: the two telescopes
face each others at the beginning of the calibration procedure, as shown in
Fig.3.1. They are directed along a geometrical reference line connecting the
two proof masses of each spacecraft.
Figure 3.1: The two telescope, in this initial configuration,are pointed along
the geometrical line connecting the respective proof masses at the beginning
of the calibration procedure.
The second choice is to direct the two telescopes along the reference
direction that can be found from the on board sensors: the null direction in
the sense of the Differential Wavefront Sensing (see Par.2.2.5). This is the
only way possible to measure the orientation of the telescopes during the
science operation. So, as shown in the next figure (Fig.3.2), each of the two
telescopes, at the beginning of the calibration procedure is oriented along
this direction.
The null direction depends on the optical characteristics of the receiver
telescope but also on the conditions of the far field. Initially telescope T1 is
pointed along the null direction and then telescope T2 directs itself along his
null direction. At this point, the condition of the field received by telescope
T1 is theoretically changed (the far field changes when the telescope T2
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Figure 3.2: The two telescope, in this initial configuration, are pointed along
the the null direction at the beginning of the calibration procedure
re-points), but this effect is neglected in the model.
3.4 Ideal Optimization
As a preliminary analysis, an ideal optimization routine has been defined,
as a benchmark, using standard optimization functions in Matlab. In this
context, the number of function evaluations needed is not important and
the only goal now is to find the best configuration.
For the definition of this benchmark algorithm, different strategies have
been initially attempted. The behavior of these is briefly presented in Table
3.4 but only the final one is presented in this text.
After a brief initial analysis it is resulted that, for this model, it is quite
easy to reach a good heterodyne efficiency of the two quadrant photodiodes
if the pointing directions of the two telescopes are not too far from the null
direction. However it seems to be more complicated to reach a good value
for the piston gradient in the operating point for all cases. For this reason,
an initial maximization of the heterodyne efficiency is followed by many
attempts to minimize the piston gradient at the operating point.
The code proceeds in the following way:
1. Maximization of heterodyne efficiency on the two telescopes, by chang-
ing the refocus wavefront error contributions on both;
2. Minimization of piston gradient at the operating point, using the point-
ing angles. Before moves T1, then moves T2;
3. Minimization of piston gradient at the operating point, using the
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PAAM angles. Before changes PAAM angle on T1, then on T2;
4. Minimization of piston gradient at the operating point, using the re-
focus mechanism. Before before changes refocus on T1, the on T2.
For maximizing the heterodyne efficiency the code uses the refocus wave-
front error contribution: in this part, the value of wferef is changed on both
telescopes. In this way, also the far field changes in the two directions. The
goal of the code after this first step is to move the far field associated with
the two telescopes to minimize the piston gradient value at the operating
point (it considers now one telescope per time). In order to do this, the algo-
rithm changes sequentially the pointing direction, the PAAM angle and the
refocus wavefront error contribution. A variation in the pointing direction
of the telescope and in the refocus wavefront error contribution effects the
transmit but also the received path. The PAAM angle, however effects only
the transmitted beam so it can be useful where the heterodyne efficiency is
a critical parameter.
An example of the results obtained with this optimization is depicted
in Fig.3.3. In this case, 100 weight vectors per telescope are randomly
generated: for all of them the contribution at the wavefront error of the
Zernike polynomials from Z5 to Z11 is λ/25rms. In the figure, each step
is represented in a single plot: first the maximization of the heterodyne
efficiency using the refocus mechanism, then the minimization of the piston
gradient at the operating point using the pointing direction, the PAAM
angle, and the refocus mechanism.
This approach is clearly not feasible in the mission: each cases needs
more or less 150 function evaluations to find the best solution. In a real
calibration process this could means many days of measurements and data
processing to arrive at the same result.
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Chapter 4
Optimization Algorithm
In this chapter the algorithm found for the optimization of the performance
for one arm of the interferometer is presented. The quantities controlled are
the phase slope at the far field operating point and the heterodyne efficiency
on the quadrant photodiode.
Below a first approach to the problem is presented, which uses only the
pointing angles and the refocus value as control variables, and for now ne-
glects the PAAM out-of-plane angle. At the end of this chapter, it is pointed
out how to introduce the PAAM out-of-plane angle for some solutions.
Not only has the algorithm to find the better set of parameters for each
Zernike polynomial weight vector randomly generated, but also during this
procedure, it has to use a minimum number of function evaluations. As pre-
viously explained, each function evaluation at the far field operating point
needs, due to on-ground data processing, about one hour for the measure-
ments [7].
4.1 Approximations Considered
The algorithm tries to rebuild the real field from a small number of func-
tion evaluations. Using the measurements taken in some points, it finds
approximated expressions for the piston gradient at the far field and the
heterodyne efficiency on the four quadrants, which are used to define the
best configuration of the control variables. In the paragraphs below, some
considerations are pointed out about the approximations used in the code.
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4.1.1 Refocus Effect on Piston Gradient at the Far Field and
Heterodyne Efficiency
In order to define a good strategy for the optimization algorithm, it is nec-
essary to analyse the effect of the control variables on the quantities of
interest. The refocus value is a real important control variable: it is quite
easy to change and it strongly effects both the far field, in term of piston
and piston gradient, and the heterodyne efficiency on the receive path.
In order to have an idea of the results of refocusing at the far field, see
Fig.2.17. The effect of refocusing on the far field is clear considering an ideal
telescope, in which the only contribution at the phase distribution is due to
the refocus, in terms of Zernike polynomials (in Fig.4.1 there are the effects
on the piston and on the piston gradient).
The piston at the far field can be approximated, with a good precision,
with an elliptic paraboloid.
Figure 4.1: Effect of refocus (considering an ideal sending telescope with
Zi = 0, i = 5..11) on the piston and piston gradient far field. Both quantities
are referred to the reference sphere of 5 million kilometers radius.
The effect of the refocus, (considering an ideal telescope) on the piston
and the piston gradient can be written as:
pref (wferef , φy, φz) = −wferef · 1017 · (φ2y + φ2z) (4.1)
gradpref (wferef , φy, φz) = |wferef | · 108 ·
√
φ2y + φ2z (4.2)
where pref is expressed in pm and gradpref in pm/nrad. The variables
wferef is the RMS wavefront error associated with the fourth Zernike poly-
nomial (the refocus term). In Fig.4.2 are displayed the real and the approx-
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imated piston and piston gradient at the operating point, as functions of
wferef .
Figure 4.2: Plots refer to the operating point (randomly chosen). The red
plots represents the real dependence between the conditions at the far field
and the wavefront error depending on the refocus value, the blue lines are
the approximated functions. The two plots belows show the absolute error.
From the approximated functions, it is possible to establish an approxi-
mated value for the refocus weight contribution which minimizes the piston
gradient at the operating point. For doing this, it is considered that the ef-
fect of the only refocus can be added to the real field at the operating point.
In practice, there are two fields, propagating with the function expressed
in Eq.2.23: one is the initial beam, with its own Zernike distribution ΦZ ,
and the other one is the refocus effect, where the Zernike polynomial only
has the refocus term, and add them in the operating point. The Zernike
polynomials are orthonormal functions on the unit circle so this operation
is always valid.
Then, to minimize the piston gradient in the operating point using the
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refocus mechanism, the code has to minimize the function:
min
wferef
gradpfinal(φy, φz) =
√(
∂(ptot(wferef , φy, φz))
∂φy
)2
+
(
∂(ptot(wferef , φy, φz))
∂φz
)2
(4.3)
ptot(wferef , φy, φz) = preal(φy, φz) + pref (wferef , φy, φz) (4.4)
where preal(φy, φz) is the real field due to the particular Zernike distribu-
tion of the telescope, and pref (wferef , φy, φz) is the approximation found,
depending on the operating point and the refocus value.
Now, a simple example is considered, to present the results of the method.
It is considered a randomly chosen distribution for the Zernike coefficients,
and an arbitrary operating point P = (10−7rad, 10−7rad). The value of the
the piston gradient in that point, depending on the refocus wavefront error
term, is shown in Fig.4.3. In the same figure, the results of the previous
approximation formula are indicated.
Figure 4.3: Piston gradient at the far field operating point: the example
shows the initial condition, before refocusing, and the final value of the
piston gradient, after refocusing.
This approximation technique is not always efficient (depending on the
refocus variation needed and the operating point), but needs one only func-
tion evaluation, and for this reason it is very useful in the algorithm.
Fig.2.1.3 is an example of the dependence between the heterodyne effi-
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ciency on the four quadrant and the refocus value on the receive path, for
randomly chosen Zernike weight vectors and incoming wavefront tilts.
Figure 4.4: Heterodyne efficiency on the four quadrants of the photodiode,
as a function of the refocus weight value, for a randomly chosen Zernike
distribution. The dashed black line is the requirements of the project (80%).
As each plot in Fig.2.1.3 is similar to a parabola, the code use three
function evaluations to approximate the real function. In this way, it can
work with four known functions and find the maximum of each of them.
In the next figure (Fig.4.5) the real function and the approximated one are
shown , with the position where the measurements have been taken.
4.1.2 Pointing Angles Effect on Piston Gradient at the Far
Field and the Heterodyne Efficiency
For the far field piston gradient, a variation of the pointing direction of the
telescope corresponds to a respective movement of the field on the reference
sphere. The field in practice does not change: there is a movement of the
operating point on the reference sphere.
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Figure 4.5: Real (red plots) and approximated (blue plots) heterodyne effi-
ciencies on the four quadrants of the photodiode. The black circles are the
measurements used for the approximation.
In order to reduce the number of function evaluations needed to find the
minimum piston gradient in the far field, an approximation of the field is
used. As done previously with the heterodyne efficiency, the field depending
on the position can be estimated with a certain number of measurements. As
it always has a minimum, the approximated field is expressed as a paraboloid
with the form:
gradpapprox := aφ2y + bφ
2
z + cφy + dφz + e (4.5)
where a, b, c, d, e are parameters to be defined from the measurements taken
in 5 points (the minimum number of function evaluations necessary). In
Fig.4.6 there is as example of the far field piston gradient approximation
results: the starting position now is in the point (0, 0): four additional
measurements are taken around this one. From this, the new approximated
field, shown also in the figure, is evaluated.
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Figure 4.6: Real (on the left) and approximated (on the right) piston gradi-
ent at the far field. The white circles correspond to the function evaluation
points. The yellow star is the minimum of the piston gradient in the ap-
proximated field.
For reaching the minimum piston gradient in the real field, a Line-Search
Method is used [12]. The algorithm finds the minimum of the approximated
field, quite simple because it is a known function. Then, the code looks for
the minimum of the real piston gradient field, along the direction connecting
this point with the starting position. Two different cases are taken into ac-
count in the model and the choice depends on the shape of the approximated
field (Fig.4.7). In the first one, the minimum point of the approximated field
is less than the respective real value in the same position. As shown in the
left side of Fig.4.7 for a one-dimensional field, in this case the minimum is
searched between the approximated minimum and the starting point. In
Fig.4.8 the white circles are the points where the measurements are taken,
the yellow star is the minimum for the approximated field and the magenta
star is the final position found by the algorithm for the receiver telescope.
The arrow indicates the direction along which the code is investigating.
In the other case, the minimum of the approximated field found by the
code is bigger than the real piston gradient (right side of Fig.4.7). For this
configuration the algorithm tries to reduce again the piston gradient, search-
ing its minimum along the searching line over the approximated minimum.
The Line Search Method results are illustrated in Fig.4.9. In this figure,
each symbol has the same meaning of Fig.4.8.
If the approximation step between the measurements is of a right width,
the algorithm covers all the possible cases with this division.
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Figure 4.7: Real and approximated piston gradient: two cases for the algo-
rithm line search method. the arrow is the direction of the searching line.
For the heterodyne efficiency in the receiver telescope, the situation is a
bit more complex. If the sending telescope T1 changes its pointing direction,
the incoming wavefront tilt in telescope T2 changes also, due to the optical
aberrations on the wavefront. Obviously, if T2 changes its direction, the
incoming wavefront tilt has a variation. This effect in the receive path is
much more significant (at least four order of magnitude).
The heterodyne efficiency in this last case is quite sensitive. A good pa-
rameter for the definition of a correct direction is the null direction (Par.2.2.5):
too far from this direction, the heterodyne efficiency is too low for having
an acceptable signal on the quadrant photodiode. In Fig.4.10 this effect
is represented. The telescope is pointing along the null direction in the
plane perpendicular to the constellation but the in-plane angle change con-
tinuously in the range of µrad. The circles in the figure are the real null
direction in the plane of the constellation. The green area represents the
variation range of the in-plane angle accepted in the algorithm. The same
range is used for the out-of-plane angle.
For now a wider variation range for the pointing angles, with respect to
what introduced in Par.2.3.1, is considered, as shown in Fig.4.10:
−450nrad ≤ in plane angle ≤ 450nrad (4.6)
−450nrad ≤ out of plane angle ≤ 450nrad (4.7)
This choice is motivated by the analysis of the previous plots, in which
a wider range still admits a good heterodyne efficiency and by the fact that
for now, the PAAM out-of-plane angle is not used. Then, a wider but always
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Figure 4.8: The two plots on the left side represent the real piston gradi-
ent and the approximated one. The white circles are the points where the
measurements are taken: the yellow star is the minimum point of the ap-
proximated field and the magenta star the solution found by the algorithm
for this particular case.
limited range gives more freedom in the search of the best configuration.
4.2 Strategy
From the previous analysis and the results of the ideal optimization, illus-
trated in Par.3.4, a strategy has been defined for the final algorithm. As
explained before, this routine does not foresee to use the PAAM out-of-plane
angle, but only the pointing angles and the refocus mechanism of the two
telescopes. A second approach, which comprises the PAAM out-of-plane
angle, is presented at the end of this paragraph, as a possible solution for
some cases of excess errors found during the project.
The code proceeds in this way:
1. Maximization of heterodyne efficiency using Refocusing Mechanism
on both telescope. The code builds approximations of the heterodyne
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Figure 4.9: The two plots on the left side represent the real piston gradi-
ent and the approximated one. The white circles are the points where the
measurements are taken: the yellow star is the minimum point of the ap-
proximated field and the magenta star the solution found by the algorithm
for this particular case.
efficiency functions and finds the best refocus values;
2. Minimization of piston gradient: before for telescope T1, then for
telescope T2. The algorithm tries to re-point the telescope: it builds
an approximation of the far field piston gradient and uses the Line
Search Method;
3. Minimization of piston gradient: if with the previous step the require-
ments in terms of piston gradient are not reached, it uses the Refocus
Mechanism to minimize it, with the analytical formulation of Par.4.1.1;
4. If piston gradient is not in the requirements, the code repeats step 2
and step 3.
First of all, the refocus mechanisms of the two telescope are used to max-
imize the heterodyne efficiency on the photodiode of each MOSA. Changing
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Figure 4.10: Variation of the heterodyne efficiency in the four quadrants
of the photodiode, depending on the in-plane angle. The circles are the
conditions along the null direction. The green area is the variation range
used in the algorithm for the in-plane angle.
the refocus wavefront error contribution for maximizing the efficiency on
T1, also the far field changes at the operating point, and then the incoming
wavefront tilt at the receiver telescope T2. So, in principle, the hetero-
dyne efficiency, for example on T2 depends on the refocus value of both
telescopes (sender T1 and receiver T2). In fact the heterodyne efficiency is
really slightly depending on the refocus value of the sender telescope, so this
effect is neglected, and it is referred only to the refocus value in the receive
path as previously done with the plots in Figg.2.1.3-4.5.
The algorithm considers for the searching of the maximum efficiency
point only one parabola obtained as the sum of the four parabolas of the
quadrants. In this way, what actually is maximized is the ”efficiency mean”
on the four quadrants. In the next figures (Figg.4.11-4.12) the results of
this first step are represented, on the heterodyne efficiency, and on the the
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piston gradient at the far field. As can be seen, the heterodyne efficiency on
the first quadrant at the end is less than the initial value, but in total the
situation is significantly better.
Figure 4.11: Heterodyne efficiency depending on the refocus value. The
circle is the initial refocus value, the star marker is the final one, after the
first optimization step.
During the heterodyne efficiency maximization also the far field piston
gradient changes: but for now only the receive path is taken into account, so
the position of the other telescope on the reference sphere is not considered.
In the second step, the algorithm considers how to minimize the piston
gradient at the operating point for the both telescopes. The code changes the
pointing angles and the refocus wavefront error contribution of the sending
telescope in order to bring the receiver telescope in the requirements. These
operations are done sequentially, first for one telescope and then for the
second one.
The algorithm, from its starting position, defines an approximated field,
taking another four measurements around the initial one, and tries to reach
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Figure 4.12: Piston gradient at the far field plotted before (on the left) and
after refocusing (on the right).
the requirements with the line search method exposed in Par.4.1.2. If at the
end of this operation the result is not within the requirements, it changes
the refocus without any other function evaluation, just with the theoretical
formulation exposed in Par.4.1.1. If at this point the piston gradient is again
too large, it repeats the complete procedure. In Fig.4.13 the effect of this
step of the routine on the far field piston gradient is illustrated: from the
first re-pointing results, after refocusing, and then after an other re-pointing
attempt.
Figure 4.13: On the left the piston gradient before refocusing and the start-
ing position. In the middle the piston gradient after refocusing and the
evaluation points. On the right the piston gradient with the searching line
and the final result (magenta star). The yellow star is the minimum of the
approximated field.
The algorithm stops the search in three cases: first of all, it stops
when the requirements are reached in terms of piston gradient, so when
gradp ≤ 0.3pm/nrad. Another criterion is based on the number of func-
tion evaluations: the code cannot repeat the same routine more than a fix
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number of times. It also stops if the improvement of sequential steps is too
small. In this case the number of function evaluations necessary to reach
an acceptable result is much more bigger than the maximum number of
evaluations permitted and the last measurements are in practice unuseful.
4.3 Use of the Point Ahead Angle Mechanism
In this context, the Point Ahead Angle Mechanism can be really useful, be-
cause it ”moves” the far field in the plane perpendicular to the constellation
but it does not affect the received path of the sending telescope. In this
way, it is possible to avoid another loss of heterodyne efficiency, as in the
re-pointing procedure. However, a ”‘vertical”’ movement of the field is ac-
tually useful only in some cases: the algorithm already found the minimum
piston gradient point in the gradient and if its value is not in the require-
ments ther are two the possible reasons. First of all, the minimum piston
gradient in the far field is too large: the point found by the algorithm is
already the minimum, but its value is not small enough for the objective
of the project. Another reason is that the minimum piston gradient is out
of the constraints: the telescope is not able to rotate with an angle bigger
than the constraints expressed previously, so in practice it cannot reach the
minimum point. Only in the latter case the Point Ahead Angle Mechanism
can be effectively useful, but only for one directional movement.
In the figure below (Fig.4.14) two different results for the algorithm are
shown: in the first case the use of the PAAM can be useful, as a last step
of the algorithm, in the second one the minimum position for the piston
gradient is already found, and the use of PAAM is completely unnecessary.
The use of the PAAM requires to take at least three additional mea-
surements in order to approximate the far field as a function of the PAAM
out-of-plane angle. As shown in the Fig.4.15 the piston gradient can be
approximated as a function of the PAAM out-of-plane angle using a simple
parabola, which needs three points to be evaluated.
The advantages of a one-dimensional PAAM are not clear with this al-
gorithm: using only one approximated parabola (only three additional mea-
surements) for all the cases in which the piston gradient is not into the
requirements do not effect the results. Some of the cases considered get bet-
ter performance, some other increase the piston gradient. Always using a
CHAPTER 4. OPTIMIZATION ALGORITHM 67
Figure 4.14: Two results of the algorithm: on the left side the minimum
piston gradient is out of the constrains, on the right side the algorithm finds
the minimum is in the constraints, but too big for the requirements.
one-dimensional PAAM, a different approach to the problem can be tested,
building more approximated parabolas, in order to have a better estimation
of the real field. Each parabola need obviously three more measurements.
A two-dimensional PAAM can also be tested, considering that the approxi-
mation of a two-dimensional field needs at least five function evaluations.
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Figure 4.15: The red plot is the real piston gradient at the operating point
depending on the PAAM out-of-plane angle. The blue plot is the approx-
imated parabola. The three black circles correspond to the measurement
points.
Chapter 5
Results
The algorithm has been used with two different starting conditions as ex-
plained in Par.3.3. In order to have a complete statistical study for realistic
telescopes, different Zernike distributions have been considered, as described
in Par.3.2. For each Zernike wavefront error considered, 100 cases per tele-
scope have been randomly generated. The interferometry is completely sym-
metrical, so 200 cases are in practice the base for each Montecarlo Simula-
tion. In the following pictures the results of the algorithm for each different
wavefront error distribution and both the starting conditions are presented.
5.1 Results for different Zernike Distributions
5.1.1 Starting condition: along geometrical direction
The results show the piston gradient at the far field, in term of pm/nrad,
depending on the heterodyne efficiency on the four quadrants. In order to
consider all the results, the data from telescope T1 and telescope T2 are put
together in these figures (from the symmetry of the interferometry this action
does not imply any loss of precision). In each picture are also drawn the
requirements in terms of heterodyne efficiency and piston gradient. The blue
points are the intermediate results, after the maximization of the heterodyne
efficiency, the red points are the last results of the algorithm. The aim of
the algorithm is to reach the rectangle in the low corner with the all red
points. Figg.5.9 and 5.10 represent the frequencies of the results, Table5.1.1
shows the main statistical values obtained in each case.
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Figure 5.9: Frequency of heterodyne efficiency values (all quadrants consid-
ered) for all the Zernike distributions tested. Initial condition: telescopes
directed along the geometrical line connecting the two test masses
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Figure 5.10: Frequency of piston gradient values for all the Zernike distri-
butions tested. Initial condition: telescopes directed along the geometrical
line connecting the two test masses.
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5.1.2 Starting condition: along null direction in the sense of
DWS
In this case, the optimization routine starts after re-pointing the telescopes
along their null direction in the sense of Differential Wavefront Sensing.
This starting operation is not considered part of the calibration routine, so
it is not counted in the number of function evaluations needed for defining
the telescope configuration. The null direction is depending not only on
the telescope characteristics, but also on the conditions of the field in the
receiver position, so when a telescope is re-pointed the null direction of the
other one in theory changes. This effect can be neglected since it is in
the order of 10−14rad, so much smaller than the DWS noise (≈ 0.1 nrad√
Hz
).
Fig.5.19 and 5.20 reports the frequencies of the results and in Table 5.1.2
the more important values are computed.
5.2 Theoretical study
As can be deducted from the resulted plots, the initial condition is actually
not important for the problem: the final result is statistically the same in
the two cases.
The Zernike terms from Z5 to Z11 are the main variables for the system
performances: the results of the algorithm are in fact very sensitive to the
particular distribution considered, or better said, to the wavefront error
considered at the pupil. As can be seen in the figures, from the telescopes
with wavefront error of λ/20rms the results become quite acceptable. Going
toward minor wavefront error it is possible to see a great improvement in
terms of heterodyne efficiency, while the piston gradient is more or less
always in the requirements. Also with really good telescopes (wavefront
errors better than λ/25rms) the heterodyne efficiency is not always in the
requirements: in the cases out of them, usually only one of the four quadrants
has an efficiency less than 80%.
The Zernike distribution with wavefront error λ/20rms can be con-
sidered as the first acceptable between all distributions tested. A deeper
analysis is then necessary for this particular case. In the following figures
(Figg.5.21-5.22 and 5.23) the results of 500 weight vectors for each tele-
scope are shown (so, for the symmetry of the interferometry, the cases for
the statistical study are 1000). As can be seen in the figures, the refocus
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Figure 5.19: Frequency of heterodyne efficiency values (all quadrants con-
sidered) for all the Zernike distributions tested. Initial condition: telescopes
directed along the null direction.
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Figure 5.20: Frequency of piston gradient values for all the Zernike distribu-
tions tested. Initial condition: telescopes directed along the null direction.
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wavefront error only in a few cases reaches values near to the boundaries
(wfeZ4 = ±0.05) The cases out of the requirements instead coincide with
the points with large in-plane angles and out-of-plane angles. With large
pointing angles, both the heterodyne efficiency and the piston gradient, as
can seen in the figure, present some cases that do not reach the values re-
quested. This does not happen at the same time for the same telescope
couple: usually, only one of the quantities of interest (either efficiency or
piston gradient)is out of the requirements for these large angles.
As previously explained, the number of measurements used to reach the
final solution is also important. In Fig.5.25 and 5.24 the function evaluations
used for each case of each Zernike distribution considered in the testing
phase are reported. The difference between the initial conditions are again
negligible: the initial pointing angles do not influence the results of the
algorithm.
In both cases, the number of evaluations decreases with the reduction
of the wavefront error at the pupil, but the effect is not so significant after
λ/22rms and for the smallest wavefront error, the measurements needed are
still too many for the calibration time.
In order to reduce the number of function evaluations necessary, an al-
ternative approach has been found and described in Chapter 6. With this
different procedure an arbitrary complex algorithm for finding the optimum
setting for PAAM, refocus and pointing can be implemented.
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Figure 5.24: Function evaluations needed in the algorithm, starting with
two telescopes facing along the geometrical line connecting the respective
test masses.
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Figure 5.25: Function evaluations needed in the algorithm, starting with
two telescopes facing along the null direction in the sense of DWS.
Chapter 6
Inverse Problem
6.1 Assumptions and Goals
Another way to face the problem of finding the best configuration of the
two telescopes in one arm of the interferometer, is to estimate the Zernike
distribution of the telescope from the measurements at the far field in some
points. In this way, it should be possible to rebuild an approximated far field
and then find the better configuration of the telescope using the estimation
model.
The basic idea is to minimize the error between the approximated field
and the real one, changing some or all Zernike terms. Once the approximated
field has been defined, the model and the algorithm described previously find
the best configuration with very few additional measurements of the field.
The function to minimize is defined as:
 :=
√√√√∑
i
[(
∂pfferr(φyi , φzi , Z5, .., .Z11)
∂y
)2
+
(
∂pfferr(φyi , φzi , Z5, .., .Z11)
∂z
)2]
(6.1)
where
pfferr(φyi , φzi , Z5, .., .Z11) = pffreal(φyi , φzi)− pffapprox(φyi , φzi , Z5, ..., Z11)
In this way it is possible to consider the components of the piston gra-
dient in the two directions and to have a better estimation of the absolute
value.
In order to see which Zernike polynomials give the most significant con-
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tribute on the far field piston and piston gradient, a starting analysis on the
first 22 terms has been done. For each Zernike term the same wavefront
error contribution has been considered, in order to have an objective esti-
mation of the different effect. In the next figures (Figg.6.1-6.2-6.3) the effect
on the phase at the exit pupil, on the piston and the piston gradient at the
far field of each singular Zernike polynomial, from Z4 to Z22, is illustrated.
As can be seen in Fig.6.1, at the exit pupil each polynomial gives more
or less the same contribution to the phase distribution, as expected (in fact,
the wavefront error contribution is the same for each term of the Zernike
distribution).
After free-space propagation, the effects of each polynomials are differ-
ent, in terms of shape and order of magnitude. The plots in Fig.6.2 represent
the piston at the far field, around the operating point, for each Zernike poly-
nomial.
The far field generated by Z4-Z5-Z6-Z11-Z12-Z13 is two order of mag-
nitude bigger than the field generated by Z7-Z8-Z9-Z10 and by the higher
order terms. The terms associated with Z4-Z11-Z22 give all the same effect
at the far field, as the terms Z5-Z13 and Z6-Z12 respectively. An additional
proof of these effects on the far field is given by the plots of the piston
gradient, in Fig.6.3.
Also in these plots is clear that some Zernike polynomials give more
significant contributions than other ones. For this reason, it is possible to
approximate the field for the next analysis using only these few terms and
not the all 22 Zernike polynomials. In the next analysis, two approaches
are faced. First of all, the evaluation of Z4 is not taken in account in this
context: its contribution can be changed with the refocus mechanism and
so it is considered now already known. A first approximation of the field
is computed estimating all the first eleven terms (from Z5): in this case
the relevant effects of Z12-Z13 are included in the study of Z5-Z6, as in
the far field they contribute with the same piston shape. This study is
critical because it is really slow. For this reason, a second strategy has been
improved: an approximated far field is computed using a smaller number of
Zernike polynomials which give a most significant contribution at the piston
and piston gradient around the operating point.
For the evaluation of the far field a measurement grid is necessary: the
number of function evaluations needed has to be small but sufficient to
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Grid Shape
Pro Few function eval-
uations
Symmetrical
disposition, few
function evalua-
tions
Symmetric dispo-
sition, dense grid
Con Not symmetri-
cal disposition,
low corners not
evaluated
Sparse grid,
not cylindrical
symmetrical
Many function
evaluations
obtain a good estimation of the field shape. For this purpose, after some
attempts (see Table 6.1), a grid with 13 measurement points has been built.
6.2 Results
The first approximated field obtained evaluating all Zernike terms from Z5
to Z11 is really good. The approach has been tested on all the Zernike
distribution studied before, and the results are acceptable also for large
wavefront error at the pupil. In Fig.6.4 the standard deviation between the
real and the approximated far field is illustrated for each case tested. It is
computed as:
σ =
√√√√ n∑
i=1
(gradpreali − gradpapproxi)2
n
(6.2)
where n are the points where the measurements have been taken. In this
case, the standard deviation is computed on a grid 7× 7.
Only with a large wavefront error (λ/10rms) there are some cases which
present errors not negligible. Fig.6.5 and Fig.6.6 depict the real and the
approximated piston gradient far field for the two cases with larger error
(blue points in Fig.6.4). These worst cases can be considered however good
approximation of the field: if the estimated field is used for searching the best
setting of the telescope with the previous algorithm, the result is however
very close to the really one.
An approximation using only the terms Z5-Z6 and Z11 has been tested,
with not acceptable results and so not reported in this context.
CHAPTER 6. INVERSE PROBLEM 102
The second approach uses Zernike terms: Z5-Z6-Z7-Z8 and Z11. The
other ones, in the approximated field, are set to zero. This procedure is
faster than the previous one and the results, in terms of error as explained
above, are depicted in Fig.6.7.
In this second approximation the errors are sensitivity larger. For large
wavefront error (λ/10rms) two cases are illustrated in Fig.6.8 and 6.9. In
the first one, the approximated field is not acceptable: the field shape is
still similar but the scale is completely wrong. This is probably due to the
importance of the terms Z9 and Z10, not considered in the approximation.
In the second case, even if the error computed is high (σ = 1.4679) the two
fields are comparable and the studied algorithm ran on the approximated
field would still give good results.
Going toward Zernike distribution with smaller wavefront error at the
pupil, the results become sensitivity better. Already with a wavefront error
of λ/15rms, the higher standard deviation found between real and approxi-
mated field is σ = 0.7122. The respective fields are shown in Fig.6.10. From
these results it is clear that, for this different approach at the problem, also
an evaluation of the only Z5-Z6-Z7-Z8 and Z11 is sufficient for an acceptable
approximation of the far field piston gradient, starting from a wavefront
error at the pupil of at maximum λ/15rms.
: Figure 6.1: Effect of the first 22 Zernike polynomials on the telescope exit pupil. Each row corresponds to a mode n. The first 3 polynomials are not considered in this
analysis. The contribution at the wavefront error is in each case the same (wfeZi = 0.1)
: Figure 6.2: Effect of the first 22 Zernike polynomials on the far field piston. Each row corresponds to a mode n. The first 3 polynomials are not considered in this analysis.The
contribute at the wavefront error is in each case the same (wfeZi = 0.1)
: Figure 6.3: Effect of the first 22 Zernike polynomials on the far field piston gradient. Each row corresponds to a mode n. The first 3 polynomials are not considered in this
analysis.The contribution at the wavefront error is in each case the same (wfeZi = 0.1)
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Figure 6.4: Error between real and approximated far field piston gradient,
for different Zernike distributions. Evaluation of all terms from Z5 to Z11.
Blue points correspond to the largest error found.
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Figure 6.5: Real (left) and approximated (right) piston gradient for σ =
0.4203. Wavefront error at the pupil λ/10rms. Approximation of all Zernike
terms.
Figure 6.6: Real (left) and approximated (right) piston gradient for σ =
0.0567. Wavefront error at the pupil λ/10rms. Approximation of all Zernike
terms.
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Figure 6.7: Error between real and approximated far field piston gradient,
for different Zernike distributions. Evaluation of terms Z5-Z6-Z7-Z8 and
Z11. Blue points correspond to the largest error found.
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Figure 6.8: Real (left) and approximated (right) piston gradient for σ =
1.7562. Wavefront error at the pupil λ/10rms. Approximation of Zernike
terms:Z5-Z6-Z7-Z8-Z11.
Figure 6.9: Real (left) and approximated (right) piston gradient for σ =
1.5172. Wavefront error at the pupil λ/10rms.Approximation of Zernike
terms:Z5-Z6-Z7-Z8-Z11.
Figure 6.10: Real (left) and approximated (right) piston gradient for σ =
0.7122. Wavefront error at the pupil λ/15rms.Approximation of Zernike
terms:Z5-Z6-Z7-Z8-Z11.
Chapter 7
Conclusion and Outlook on
future work
The results of the algorithm show that also with a small wavefront error
at the pupil, there are still some cases that cannot reach the requirements.
The problem with small wavefront error is to keep the heterodyne efficiency
within an acceptable value, while the piston gradient in these cases is almost
always in the requirements. For a wavefront error of λ/30rms the 1% of cases
cannot reach an acceptable piston gradient value at the operating point,
while more or less the 10% do not have enough heterodyne efficiency on one
of the four quadrants. The reason is also that four values are computed
for the heterodyne efficiency and usually only in one or two quadrants the
efficiency is too small. In all these cases, however, the heterodyne efficiency
is not so small, because it is always over 70%.
Probably this difference between the two quantities is also due to the
particularly strategy adopted: the efficiency is maximized at the first step
of the algorithm, and then its value is not more controlled. With a different
strategy it should be possible to obtain higher values of this quantity.
The introduction of a two dimensional PAAM can be helpful at this
purpose. As seen, the PAAM does not effect the received beam (and so
the heterodyne efficiency) but can move the far field and changes the piston
gradient at the operating point. The problem in this additional evaluation
is the number of additional measurements needed. A deeper study in this
sense is suggested.
The same cases analyzed with the algorithm have been tested with the
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ideal optimization described in Chapter 3. The cases out of the requirements
not always correspond for the both optimizations. If the wavefront error is
large the cases that do not reach acceptable values are more or less the
same for the two routines. These are probably pathological cases, for which
it is not possible to find an acceptable configuration. If the wavefront error
becomes smaller the cases out of requirements decrease and start to deviate.
This means that it should be in theory possible to find the best configuration
for almost all the cases with these Zernike distributions. Note that the
ideal optimization uses a one-dimensional PAAM and not finite function
evaluations.
The number of function evaluations is the critical result of the imple-
mented algorithm. The number of measurements necessary does not de-
crease so sensitivity with smaller wavefront error at the pupil. The approxi-
mation of the two dimensional field for the line search method still requires
a certain number of measurements.
It has to note that in the present model all the measurements taken at
the far field during the calibration procedure have been used only once in
the algorithm. They can in theory be used also in the subsequent steps,
for a better approximation of the field. This procedure would reduce the
number of the function evaluations needed.
The inverse approach seems to be a good alternative at the problem of
the large number of measurements necessary. A grid with 13 evaluation
points corresponds to about three days of calibration procedure, but the
approximated field obtained is quite good also with large wavefront error at
the pupil (with an error of λ/15rms the approximation is already accept-
able). On the approximated field an arbitrary complex algorithm can be
applied and this is surely an advantage. Future studies must confirm this
result to be working also in the presence of measurement noise.
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