Abstract. We consider the problem of ray shooting in a three-dimensional scene consisting of m (possibly intersecting) convex polyhedra or polyhedral terrains with a total of n faces, i.e., we want to preprocess them into a data structure, so that the first intersection point of a query ray and the given polyhedra can be determined quickly. We present a technique that requires O ((mn):+) preprocessing time and storage, and can answer ray-shooting queries in O(log n) time. This is a significant improvement over previously known techniques (which require O(n4+) space and preprocessing) if m is much smaller than n, which is often the case in practice. Next, we present a variant of the technique that requires O(n TM) space and preprocessing, and answers queries in time O(ml/4nl/2+e), again a significant improvement over previous techniques when m << n.
1. Introduction. The ray-shooting problem can be defined as follows:
Given a collection F of n objects in d, preprocess F into a data structure so that one can quickly determine the first object off intersected by a query ray. The ray-shooting problem has received much attention in the last few years because of its applications in computer graphics and other geometric problems [1] , [3] , [4] , [5] , [6] , [9] , [10] , [14] , [17] , [21] , [28] . Most of the work to date studies the planar case, where F is a collection of line segments in 2. Chazelle and Guibas proposed an optimal algorithm for the special case where F is the boundary of a simple polygon [17] . Their algorithm answers a ray-shooting query in O (log n) time using O (n) space; simpler algorithms, with the same asymptotic performance bounds, were recently developed in [14] and [22] . If F is a collection of arbitrary segments in the plane, the best-known algorithm answers a ray-shooting query in time O( log (1) n) using O(S l+e) space and preprocessing [1], [6] , [9] , where s is a parameter that varies between n and n2. Although no lower bound is known for this case, it is conjectured that this bound is close to optimal. In spite of some recent developments, the three-dimensional ray-shooting problem seems much harder and it is still far from being fully solved. The general three-dimensional ray-shooting problem is to preprocess a collection of n triangles, so that the first triangle hit by a query ray can be computed efficiently. If the triangles are the faces of a convex polyhedron, then an optimal algorithm, with O(log n) query time and linear space, can be obtained using the hierarchical decomposition scheme of Dobkin and Kirkpatrick [20] . If the triangles form a polyhedral terrain (a piecewise-linear surface intersecting every vertical line in ex-actly one point), then the technique of Chazelle et al. [15] yields an algorithm that requires O(n2+e) space and answers ray-shooting queries in O(logn) time. Nontrivial solutions to the general problem were obtained only recently; see [4] , [6] , and [10] for some of these results. The best-known algorithm for ray shooting among triangles in three dimensions is due to Agarwal and Matouek [5] ; it answers a ray-shooting query in time O(s--) after O(s 1+) space and preprocessing. The parameter s can range between n and n4. If s assumes its maximum value, queries can be answered in O(logn) time; see [5] , [6] , and [28] for more details. We remark that no nontrivial lower bounds are known for the three-dimensional problem as well, although such bounds are known for the related simplex range-searching problem [12] , which is used as a subprocedure in the solutions just mentioned.
The performance of these algorithms is rather inefficient when n is large, so a natural objective is to find special cases where this performance can be improved. The case that we consider here is where the three-dimensional scene is formed by m convex polyhedra or polyhedral terrains with a total of n faces (general nonconvex polyhedra can be decomposed into convex pieces and be replaced by these pieces). In many typical instances of the problem rn is much smaller than n; for example, curved objects, like balls, cylinders, cones, etc., are usually approximated by a polyhedron with a large number of faces. Our goal is to develop an algorithm whose performance depends on both m and n, and is much better than that of the general technique when rn << n.
In this paper we achieve this goal, presenting a technique that uses O((mn)2+e) storage and answers ray-shooting queries in O(log 2 n) time. Our algorithm is the first algorithm for ray shooting among convex polyhedra (or polyhedral terrains) whose performance depends on both rn and n and matches the performance of [5] when rn n. We also present another algorithm that answers a query in time O (m 1/4n 1/2+) using O (n +) space and preprocessing, so it matches the bound of [5] when rn n, but is considerably faster when m << n.
In [7] we have presented an algorithm to preprocess a collection of rn convex polygons in the plane, with a total of n vertices, into a data structure of size O(mn log m), so that a ray-shooting query can be answered in O(log 2 n log 2 m) time. If the polygons are disjoint, or the starting point of the ray always lies in the common exterior of the polygons, then the space and preprocessing can be improved to O ((m 2 -+-n) log m). The algorithm works even for a collection of disjoint simple polygons.
A problem related to ray shooting among a collection of convex polyhedra in three dimensions is the so-called stabbing problem, where one wants to determine whether a query line intersects all polyhedra. This problem seems to be easier than the ray-shooting problem: Pellegrini and Shor [29] have described a data structure of size O(n2+e) that can answer a stabbing query in O (log n) time.
We will first describe, in 2, the overall structure of the algorithm. We next present, in 3, an algorithm for detecting an intersection between a query segment and a collection of convex polyhedra or polyhedral terrains, which is the main subroutine used in our algorithm. For the sake of convenience, we describe the algorithm only for a collection of convex polyhedra, but the same technique works for polyhedral terrains 
P1
Pm be a set of m convex polyhedra, let ni be the number of edges in Pi, and put n -i= ni (we prefer to have n denote the total number of edges, rather than the number of faces, of the Pi 's; by Euler's relation, these two quantities differ only by a small multiplicative factor). Without loss of generality assume that each face of Pi is triangulated; otherwise we can triangulate all faces of Pi by adding 0 (hi) additional edges. For the sake of convenience, we split the boundary of each Pi into its top portion (visible from z +cx) and its bottom portion (visible from z -x). We construct separate data structures for the top portions and for the bottom portions, and answer a ray-shooting query by searching in both structures and by selecting the output point nearest to the ray origin. In what follows we describe only the data structure for the top portions of the given polyhedra; with a slight abuse of notation, we will refer to these top portions also as "polyhedra." We note that this step is not required if the Pi's are polyhedral terrains.
Our general ray-shooting scheme is based on the parametric searching technique of Agarwal and Matougek [4] . In this technique we build a data structure for solving segmentintersection detection queries, each asking whether a query segment e intersects any of the (top portions of the) given polyhedra. Given a query ray p, we replace it by the segment aw, where a is the origin of p and w is the first point of intersection between p and the given polyhedra. We query the data structure with the segment a w. Of course, we do not know w (our goal is to find it!), so we feed our data structure with a generic, unspecified input w. As we will see below, each step of the algorithm asks a question of the following form: given a query point p and a hyperplane h, determine whether p lies above, below, or on h; here p is either the origin a of p, the Plticker point of the line containing p, or the generic point w.
In [4] that the performance of this parametric searching technique is only slightly worse (by a logarithmic factor) than the cost of a single (explicit) segment-intersection detection query; see [4] for more details.
3. Segment-intersection detection. We now present an algorithm for the segment-intersection detection problem, i.e., preprocess 7 into a data structure, so that one can quickly determine whether a query segment intersects any of the polyhedra in 7 .I n this section we aim to achieve fast (polylogarithmic) query time, at the expense of storage and preprocessing. The opposite case, that of using only close-to-linear storage at the expense of query time, will be studied in 4. We will construct two data structures. The first one, denoted as q1 (7), determines whether e intersects a face of some Pi whose xy-projection does not contain any of the endpoints of the xy-projection of e. The second data structure, denoted as q2 (7), determines whether e intersects a face of some Pi whose xy-projection contains one of the endpoints of the xy-projection of e. Throughout this section we will use F* to denote the xy-projection of an object ?' in 3, and A* to denote {F* ' 6 A for a set A of such objects. 3.1. First data structure. In this subsection we describe a data structure kid (J) preprocess E* into a data structure of size O(n2+e), using a variant of the technique described in Agarwal and Sharir [6] , so that the set of all segments of E* intersected by a query segment inthe xy-plane can be represented as O(log n) pairwise disjoint precomputed subsets. The algorithm of [6] constructs a multilevel partition tree on E*. Roughly speaking, it stores a family of subsets of E*, called canonical subsets, into a tree-like data structure. There are at most O((n/2J)2+) canonical subsets of size between 2 j-1 and 2J. For a given query segment g, the canonical subsets that form the query output can be computed in O(log n) time, and there is a constant number of output subsets of size between 2 j-1 and 2 for each j 0, Furthermore, for each canonical subset G of the query output, either the left endpoints of all segments in G lie above the line containing the query segment g, or all of them lie below that line. In the first case g, considered as a rightward-directed segment, intersects all of these segments from below, and in the second case it intersects all of them from above. (In the xy-plane, a rightward-directed segment g is said to intersect another segment e from "below" if they intersect and the left endpoint of e lies above the line containing g; intersection from "above" is defined symmetrically; see Fig. 1 .) See [4] and [6] eu}, where u min{t/, (s + 1)j}, be the set of edges of Pi whose xy-projections form the block of edges of I'' following e*j and ending at the next marked edge. Let G be the set of edges of polyhedra in 79 corresponding to the marked segments of 1-'*, each oriented so that its xy-projection is rightward directed; note that
We will construct on G a data structure based on a partitioning scheme due to Chazelle, Sharir, and Welzl [18] . For a segment , 6 3, this structure decomposes G further into canonical subsets, so that, for each canonical subset of G, either all the corresponding original polyhedra edges lie above V or all of them lie below V. Next, for each canonical subset Q in the output, we determine whether there is an edge in some (e), for e 6 [11] , [23] . We triangulate the arrangement 4(R). Let E denote the simplices of the triangulation that intersect the PRicker surface. By a result of Aronov, Pellegrini, and Sharir [8] incident faces, and m A < n zx polyhedra to which these edges and faces belong, kIJ 2 C]")) is thus a tree of height 0 (log n). provided that e > 3 and r, B are chosen sufficiently large. The last inequality follows from the fact that m < n. A similar analysis yields the same bound on the preprocessing time needed to construct the structure.
3.3. Answering a query. We now describe how to answer a query. Let F be a query segment in 3, oriented so that its xy-projection is rightward directed, and let be the directed line containing F-We want to determine whether F intersects any Pi. and above (resp., below) e2.
Proof. The "if" part is obvious. For the "only if" part, assume that V intersects Pi but does not intersect the faces of Pi whose projections contain the endpoints of ?'*. Let z be the leftmost intersection point of Pi and V, and let f be the face of Pi containing z. Since the endpoints of V* do not lie in f*, ?,* completely crosses f* (see Fig. 2 ). Let e' and e be the edges of f* intersected by ,* in this order. Since The solution of (3) is easily seen to be O(log e u) if r > is constant, so the total time spent in querying the first data structure, for a fixed canonical set F* of size v, is O(log e v).
The solution of (3) can be improved to O(log v) by choosing r n. However, if r v , we cannot use a brute-force method to find the simplex of the partitioning F, in PRicker 5-space, which contains the query point. Instead, we preprocess the hyperplanes containing the facets of simplices in E for answering point location queries using the algorithm of Chazelle and Friedman [16] . Their algorithm preprocesses a collection of n hyperplanes in ' into a data structure of size O(nd+), so that a point location query can be answered in time O(log n). Thus, the simplex containing a query point can be computed in time O(log v) using O((r 4 log 5 r)5+) O(r 10+) O(13e(10+8)) space, for an arbitrarily small constant > 0.
It is easily seen that this additional structure does not affect the asymptotic bound on the total storage required by T. One can similarly modify the algorithm of Agarwal and Sharir [6] , so that the overall query time of the first data structure, summed over all canonical subsets of E*, also reduces to O (log n); see [10] and [27] for details. A similar analysis shows that the time spent in querying 2(79) is O(log 2 n) if r is chosen to be a constant, and that it can be improved to O (log n) by choosing r n , modifying the structure as above.
Hence, we obtain the following theorem. THEOREM 3.3. Let 79
Pm be a collection of m (possibly intersecting) convex polyhedra in 3 with a total of n edges. Given any e > O, we can preprocess 79 in time O((mn)2+) into a data structure of size O((mn)2+e), so that an intersection between 79 and a query segment in 3 can be detected in 0 (log n) time.
Remark 3.4. Notice that we never used the fact that the Pi's are convex polyhedra. The only property we needed was that the xy-projections of edges in each Ei were pairwise disjoint (and that the projected faces enclosed by the edges of E' formed a simply connected planar region). Hence, the above algorithm also works for polyhedral terrains. We need the nonintersecting property of E[ to order the segments of a canonical subset I" using the algorithm of Guibas, Overmars, and Sharir [21] . This is the only step that does not extend to arbitrary nonconvex polyhedra. We leave it to the reader to verify that our technique does indeed carry over to the case of polyhedral terrains.
We can now plug the above procedure into the general parametric searching procedure of Agarwal and Matougek [4] . We have explained in 2 how this is done. To complete the description, one has to check that the operations that are performed by the above segmentintersection detection procedure conform to the set-up of 2. [6] and [5] , that each comparison generated by both data structures arises in one of the following tests.
(i) Does a tetrahedron contain an endpoint of ,?
(ii) Does a triangle in the xy-plane contain an endpoint of *? (iii) Does the point dual to the line supporting V* lie in a given triangle in the xy-plane?
Since all of the above questions can be reduced to determining whether a given half-space contains or, we can indeed use the general parametric search technique, as described in 2.
We thus obtain the main result of the paper. THEOREM 3.5. Let 79
Pm} be a collection of m (possibly intersecting) convex polyhedra or polyhedral terrains in ]3 with a total of n edges. Given any e > O, we can preprocess 7 9 in time O((mn)2+) into a data structure of size O((mn)2+), so that the first intersection point of 7 9 and a query ray can be computed in 0 (log 2 n) time. 4 . Data structures with almost linear size. In this section we consider the problem of preprocessing 79 into a data structure of size O(nl+e), so that a ray-shooting query can be answered in time O(ml/4nl/2+e). We will use a similar approach to that in the preceding sections, except that we will replace each of the data structures used above by an alternative structure that uses only close-to-linear storage. As above, the structures that we will obtain are multilevel partition trees, composed of rather standard components, but, for the sake of completeness, we will provide a brief description of them. The overall structure of the algorithm is the same as in 3, that is, the algorithm uses parametric searching to replace ray-shooting queries by segment-intersection detection queries. These queries are handled, on a conceptual level, exactly as above. For the new data structures, we need the following notation. [25] , [26] . Agarwal and Matougek [5] 4.1. First data structure. We begin by describing the modified version of the first data structure, denoted as q1(79). Using the technique of Agarwal and Sharir [6] , one can preprocess the set E of polyhedron edges into a data structure of size O(n+e), consisting of O((n/2J) +e) canonical subsets of size between 2 j-and 2J, for each j 0, so that all segments of E* intersected by a query segment in the xy-plane can be reported as a collection of O(n /2+e) pairwise disjoint canonical subsets; moreover, for each j there are O((n/2J) 1/2+e) canonical subsets of size between 2 j-1 and 2 in the query output. For each canonical subset in the query output, the query segment meets all its edges from below, or meets all of them from above. Let 1-" be a canonical subset of this level of the data structure. We construct a secondary data structure T(1-') on F, similar to the one in the previous section. Put v IFI and define/z and s as in 3.1. Let G be the set of marked edges of 1-' as defined in the previous section. We map the lines containing the segments of G (oriented from left to right) to their PRicker points (rather than hyperplanes as in the previous section) in IR5. Let S be the set of resulting points; put SI. Let r be some appropriate constant. Since all points of S lie on the (quadratic) PRicker surface, we can construct, as remarked above, a simplicial r-partition I-I {(S1,/1) (Su, Au)} of S with crossing number O(r 3/4 log 5/4 r). Let ti [Sil, for u. We construct a secondary structure for each Si, of the form described below, and then preprocess each pair (Si, /i) recursively. The resulting structure is a two-level partition tree of depth O (log n). Let E (Si) denote the edges of E corresponding to the points in Si, and let i U{ F(e) e E(Si) }.
Put i
Uil < sti. We map each line containing an edge of U to its PRicker point in IR and preprocess the set of resulting points into a linear-size data structure that answers empty half-space queries (given a query half-space g in R, it determines whether g contains any point of i) in time O(g/2+), for some 0 < < e; see [24] . We also preprocess the triangles incident to the edges in E (Si) for segment-intersection detection queries, using the algorithm of Agarwal and Matougek [5] ; it requires O(ti 1+) space and answers a query in time 0(t3i/4+). This completes the description of the first data structure. Since a secondary structure constructed on u points requires O(u l+a) space, the total space required by the first data structure for a fixed canonical subset I" with v edges is O(vl+). Summing it over all canonical subsets of F*, we obtain [lgn] (t,/_)l+e (1+3)) 1-t-e) [ 4.2. Second data structure. Next, we describe the modified version of the second data structure, denoted as q2(79). We will construct a four-level partition tree. The first three levels of q2(79) will filter out the faces of polyhedra in 79 whose xy-projections contain an endpoint of V, and the fourth level will determine whether any of these faces intersect the query segment.
In more detail, let F be the set of faces of polyhedra in 79, and let F* denote the set of the xy-projections of these faces. By our assumption, each face in F* is a triangle. We split each face f 6 F into two subtriangles by drawing a plane parallel to the yz-plane through the "middle" vertex of f, as shown in Fig. 3 . We will continue to denote the new set of faces by F and the set of their xy-projections by F*. Each triangle in F* has one vertical edge (i.e., parallel to the y-axis) and two nonvertical edges. Let I denote the set of the x-projections of triangles in F*. We construct a segment tree B on I; see [30] for details on segment trees. Every node v of B is associated with an interval 3v and stores a "canonical" subset I (v) of I, where each interval in I (v) contains v (but does not contain p(, where p(v) is the parent of v). Moreover, vB II (v) [ O(n log n). We preprocess each canonical subset separately.
Let F*(v) denote the set of triangles corresponding to the intervals in I (v); put IF*(v)l. We construct a partition tree 7-T(v) on F*(v). For each triangle/X 6 F*(v), pick one of its nonvertical edges. Let V denote the set of points in the xy-plane, dual to the lines supporting these edges. Each node w of 7-will be associated with a subset of V and a triangle. The root u is associated with V and the entire xy-plane. Let r be some appropriate constant. We construct, in linear time, a simplicial r-partition FI (V1, rl) (Vu, 75u)} for V with crossing number O (/-) [25] , [26] . We create a child wi of u corresponding to each pair (V/, z'i) and store a two-level auxiliary structure at wi, as detailed below. We recursively preprocess V/ and attach the resulting tree of auxiliary substructures to wi. The recursion stops when the number of points in V/falls below some prespecified constant.
The auxiliary structure at wi is constructed as follows. For each point p 6 V/, we pick the other nonvertical edge of the triangle corresponding to p. Let Wi denote the set of points dual to lines supporting these edges; Wil < It We construct a partition tree on W as above.
The root of the partition tree is associated with Wi and the entire xy-plane. We compute a simplicial r-partition l"I {(Wil, r/l) (Wiui, "giui)} for Wi, create a child wi of the root for each pair (Wij, "Cij), and recursively preprocess Wij. Let Fij denote the set of faces in F (v) corresponding to points in Wij. If Fij contains two faces of the same polyhedron, we do not store any structure at wi (because, for any projected endpoint p of a query segment, any set Fij that will be picked up by the query will have the property that all its projected triangles contain p, so an Fij of the above kind will never have to be processed by any query). Otherwise we preprocess Fij for segment-intersection detection queries in 3-space, using the algorithm of Agarwal and Matougek [5] , and store it at the node corresponding to (Wij, rij) as its auxiliary structure. This completes the description of the second data structure. Following the same analysis as for P1 (79) (i) the x-projection of f* contains the x-coordinate of p, (ii) one of the nonvertical edges of f* lies above p, and (iii) the other nonvertical edge of f* lies below p (in the xy-plane).
To filter out the faces whose xy-projections satisfy these three conditions, we query the segment tree B (the first-level structure of q2 (79)) with p and compute the O(log n) nodes of B whose associated intervals contain the x-coordinate of p. Let v be such a node of B, and let denote the line dual to p. We query the (second-level) partition tree 7-7-(v) We now analyze the total time spent in answering a query. First let us consider the time spent in querying 2(79). For < < 4, let Q(i)(m, n) denote the maximum query time at an th level structure (including the time spent at its auxiliary structures), storing n triangles which belong to rn different polyhedra. Since the above procedure visits only O(log n) nodes of the segment tree, (4) Q(I (m, n) O(log n). Q(2)(m, n).
The fourth-level structure of 2(79) has at most one triangle from each polyhedron, so m n and, by [5] , Q(4)(m, n) 0(m3/4+), for any > 0. Finally, for 2, 3 (i.e., for partition trees constructed on sets of nonvertical edges of triangles), a line intersects only 0(4'7)
triangles of the r-partition constructed on the set of points associated with any tree node.
Therefore the query line recursively searches only O (/7) children of any interior node, which yields the following recurrence:
where no, cl are appropriate constants, and ni < n/r, mi <_ rn for each i. We claim that the solution of the above recurrence is (6) Q(i)(m, n) <_ Aml/4n 1/2+, for any e > 0. We will prove the recurrence for 3; a similar proof works for 2.
Equation (6) is obviously true for n < no (provided A is chosen sufficiently large); and for n > no, we have, for an appropriate constant c2 > 0,
<_ Aml/4n 1/2+s, provided that e > 3 and that the constants r, A are chosen sufficiently large (we also use here the obvious fact that rn < n).
Similarly, we can show that Q2(m, n) O(ml/4nl/2+e). Plugging (6) into (4), we can conclude that the maximum query of 2(79) is O(ml/4nl/2+e).
Next, we analyze the query time of'l ('P) Recall that we spend O(u 3/4+8 + (SU) 1/2+8) time at a third-level substructure of size u. Let Q2 (u) denote the maximum query time of the second-level partition constructed on a subset of u marked edges of I'. Since the crossing number of the simplicial r-partition stored at each node of the (second-level) partition tree is O(r 3/4 log 5/4 r), we obtain the following recurrence: (7) Q(2)(u) <clr3/410g5/4r.Q(2)()+c2(u3/4+8-t--(sb/)1/2+8), [2] and [5] ). 4 . Finally, as mentioned in the introduction, no nontrivial lower bounds are known for any of the ray-shooting problems.
