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Abstract. Many imaging methods involve probing a material with a wave and
observing the back-scattered wave. The back-scattered wave measurements are
used to compute an image of the internal structure of the material. Many of
the conventional methods make the assumption that the wave has scattered
just once from the region to be imaged before returning to the sensor to be
recorded. The purpose of this paper is to show how this restriction can be
partially removed and also how its removal leads to an enhanced image, free
of the artifacts often associated with the conventionally reconstructed image.
1. Introduction. In many inverse problems and imaging modalities, one seeks
to recover internal properties of an object from remote measurements. A good
example of this is Synthetic Aperture Radar (SAR), which is a very successful
imaging technique in which a plane or satellite carrying an antenna moves along a
flight track. The antenna emits pulses of electromagnetic radiation, which scatter
off the terrain and the scattered waves are detected with the same antenna. The
received signals are then used to produce an image of the terrain (see [4], [12], [13],
[14]).
A similar procedure is used for Synthetic Aperture Sonar, using an array of
transducers instead of an antenna; here the goal is to map the seafloor. Synthetic
Aperture focusing techniques are also used in non-destructive evaluation such as
ultrasonic medical imaging, where high-frequency acoustic energy is transmitted
into the human body using a set of transducers (see [7], [9]). Another very popular
application of these kinds of techniques is in geophysics (see [1], [2], [3], [11], [16]).
The nature of the imaging problem depends on the directivity of the antenna.
Here we are interested in the case where the antenna has poor directivity and a
typical example of that is the foliage-penetrating RADAR (see [12], [20], [21]),
whose low frequencies do not allow for much beam focusing.
We consider the case when a single pass is made over the scene, so that backscat-
tered data is known for sensor positions along a curve (a straight line in our case).
The data depend on two variables, namely the (fast) time variable and the position
of the antenna along the flight track (slow variable). Because the data depend on
two degrees of freedom, we expect to be able to reconstruct a two-dimensional im-
age of the scene. We assume that the target to be imaged is located on the ground,
which has known topography and that it is also near a perfectly reflective vertical
wall. This will improve the traditional backprojection imaging methods.
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This problem has been considered in [15] where the case of a focused beam is
treated. In the presence of the aforementioned wall, the emitted wave has four
different ways it can scatter before returning to be recorded. These correspond to
the different paths that the wave can take when scattering to and from the ground.
For example the wave may scatter directly to and from the ground or it may first
scatter from the wall and then off the ground, etc. We will refer to these different
scattering paths as “experiments” throughout the paper. In [15] the authors analyse
the case when individual data due to different experiments can be isolated from the
full data collected; the reconstruction of the image can be done there separately
by back-projecting any individual data set. The present paper differs from [15]
as we use the theory of microlocal analysis to explain how the imaging works, how
artifacts arise, and how they may be eliminated. Moreover, in this work the RADAR
is assumed to be operating with a poor directivity, so the beam forming of the wave
is not applicable in this situation, where the receiver and source antenna beam
patterns coincide. This implies that different experiments will interfere with each
other (see [15]).
The high-frequency deviation of the speed of wave propagation from that in air
is known as the ground reflectivity function. The forward scattering operator (by
definition) maps the reflectivity function to the scattered waves that are recorded
by the same emitting antenna (i.e., the antenna acts as a source and receiver).
A weak-scattering approximation is used here which makes the forward scattering
operator a linear one. Moreover the operator is a Fourier Integral Operator (FIO)
(see [6], [8], [15], [19]). Such operators map singular distributions to other singular
distributions and the relationship between the input and the output singularities
forms what is called a canonical relation. Canonical relations associated to FIOs
are Lagrangian manifolds and have a rich geometric structure (see [6], [14]). The
authors study this in detail for the case of RADAR.
The paper is organized as follows. In Section 2 we briefly recall the mathematical
model for the scattering operator in the presence of a vertical wall. This model is
obtained via the method of images (see [15] for more details). Section 3 is devoted
to the analysis of the scattering operator and its canonical relation. The forward
operator is a sum of four forward operators (see [15]) to which four canonical re-
lations are associated. These correspond to the different paths that the wave can
take when scattering to and from the ground. To obtain an image, we must back-
project the data which means applying a sum of four adjoint scattering operators
to the data. This leads to sixteen possible contributions to the image. There is a
lot of symmetry and we are able to analyse the resulting image. We show that it is
possible to have artifacts in the image and we indicate the relationship between the
true scatterer and the artifact. We also quantify how narrow a beam is required (if
beam forming is possible) in order to avoid such artifacts. Our analysis focuses on
the case where the antenna is moving at a fixed height along a straight line perpen-
dicular to the vertical wall. The choice of this particular flight path affords a simple
enough setting to be able to analyse the imaging process completely and concretely.
Moreover, we show that similar results can be obtained when the antenna is flying
on a straight line at a fixed height and making a small angle with the perpendicular
to the wall. This shows our results are stable with respect to the direction of the
flight track.
In the case of a flight path which is not close to being perpendicular to the
wall, the analysis becomes much more awkward. However, we illustrate that the
Inverse Problems and Imaging Volume 2, No. 2 (2008), 1–XX
Enhanced Imaging from Multiply Scattered Waves 3
qualitative nature of the artifacts is unchanged for such non-perpendicular flight
path.
We conclude the paper with two appendices and some conclusions. In Appendix 1
we give a technical calculation needed in Section 3, while Appendix 2 is devoted to
some further analysis of the composition of the canonical relations.
2. The mathematical model of scattering. We consider the simple scalar wave
equation to model the wave propagation
(2.1)
(
∇2 −
1
c2(x)
∂2t
)
U(t, x) = f,
where U is the wave field, f describes the source, and the function c is the wave
propagation speed. Although the correct model is Maxwell’s equations, 2.1 is com-
monly used in SAR and represents a good model for sonar and ultrasound for
example. As in [15] we make the following assumptions.
Assumption 1. We assume that the target is well separated from the region where
the sensors are located and that in the intervening region c(x) = c0, where c0 is the
(assumed constant) speed of light in air.
Assumption 2. We assume that the target to be imaged is a-priori known to lie on
the ground and lies strictly on one (known) side of a vertical wall. We assume that
the ground is locally flat, so if we denote by (x1, x2, x3) the cartesian coordinates
in R3, then the ground can be locally identified with the plane {(x1, x2, 0) | xi ∈
R, i = 1, 2} ⊆ R3.
The vertical wall can be taken for simplicity as the infinite vertical plane x1 = 0
so we can identify the area to be imaged by the set R2+ = {(x1, x2, 0) | xi ∈ R, i =
1, 2, x1 > 0}.
We write the total field U as the sum
U = U in + Usc,
where U in and Usc represent the incoming field emanated from the antenna (or
source array) and the scattered field respectively. We denote by
Γ+ :=
{
Γ+(s) | s
min < s < smax
}
the curve describing the antenna flight track, i.e. Γ+(s) is the source (antenna)
location, for any s ∈ (smin, smax). Let us also define for any s ∈ (smin, smax),
Γ−(s) as the mirror image of Γ+(s) with respect to the plane x1 = 0. We will
say that Γ+(s), Γ−(s) are the real and the virtual source respectively, for any
s ∈ (smin, smax).
There are four ways for the wave to hit the target on the ground and return to
the antenna. Indeed the wave may scatter directly to and from the target. Or, the
wave may scatter first from the wall, then from the target and finally back to the
antenna. The third means of scattering is the reverse of the former and finally, the
last method involves scattering from the wall on the way down to the target and
again from the wall on the way back to the antenna. See Figure 2 for an illustration
of this.
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In [15], the following (readily interpretable) expression for the scattered wave
field d(s, t) collected at antenna position Γ+(s), at time t has been derived
d(s, t) =
∫
e−iω
(
t−2|x−Γ+(s)|/c0
)
a1(x, s, t, ω) V (x) dω dx
− 2
∫
e−iω
(
t−(|x−Γ+(s)|+|x−Γ−(s)|)/c0
)
a2(x, s, t, ω) V (x) dω dx
+
∫
e−iω
(
t−2|x−Γ−(s)|/c0
)
a4(x, s, t, ω) V (x) dω dx,
(2.2)
where V (x) = 1
c2
0
− 1c2(x) is the reflectivity function. The reflectivity function encodes
rapid changes in material properties. For example, when the radio wave impinges
on a building on the ground, the propagation speed changes suddenly, according
to the building materials. The second line of 2.2 incorporates two symmetric sit-
uations, the first being the one where the wave bounces off the wall and scatters
on the ground to go back to the source, the second being the other way around.
The amplitudes involved in these two experiments are a2 and a3 respectively but
a2 = a3 in the case when the receiver and source antenna beam patterns coincide
(see [15]). The amplitudes ai, i = 1, . . . 4 are geometrical optics amplitudes, and
encode the geometrical spreading, beam pattern, etc, for the emitted and measured
waves. The phases in 2.2 are readily identifiable with the travel times associated
with the four different experiments. These four different situations are illustrated
in Figure 2. More detail on this is given later in this paper. We wish to reconstruct
the function V from the data d, i.e., solve an inverse problem.
Statement of the inverse problem: The idealized inverse problem consists in
determining V from the knowledge of d(s, t), for any (s, t) ∈ [smin, smax]× [0, T ],
for some T .
2.1. The scattering operator. We follow the idea of [15] in representing the
(perfectly reflecting) wall via the method of images, by placing a virtual source
Γ−(s) symmetrically on the other side of the wall from the actual source Γ+(s).
Note that the argument s in Γ±(s) denotes the current real and virtual source
position respectively, as it is moved over a path parametrized by s.
The data that is collected contains all four kinds of scattering events in it. The
amplitudes ai, 1 ≤ i ≤ 4 in 2.2 are given by the following expressions (see [15])
a1(x, s, t, ω) =
ω2 p(ω) j2s
(
ω ̂(x− Γ+(s)), Γ+(s)
)
m(s, t)
(4pi)2 | x− Γ+(s) |2
,
a2(x, s, t, ω) = a3(x, s, t, ω)
=
ω2 p(ω) js
(
ω ̂(x− Γ+(s)),Γ+(s)
)
js
(
ω ̂(x− Γ−(s)),Γ−(s)
)
m(s, t)
(4pi)2 | x− Γ+(s) | | x− Γ−(s) |
,
a4(x, s, t, ω) =
ω2 p(ω) j2s
(
ω ̂(x− Γ−(s)), Γ−(s)
)
m(s, t)
(4pi)2 | x− Γ−(s) |2
,
where js and p(ω) are terms due to the fact that in the real scenario the antenna is
not a point source δ(x) and the signal sent to the antenna is not a delta function
δ(t). In fact, js is related to the current density distribution over the antenna,
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and p(ω) is the Fourier transform of waveform P (t) sent to the antenna (see [10]).
Finally m(s, t) is a mute used to avoid artifacts that would occur due to the fact
that we abruptly cut off the signal at the start and end of the flight track and also
at the start and end of the recording time interval:
m ∈ C∞0 ([s
min, smax]× [0, T ]).
For technical reasons, we need to assume
Assumption 3. For 1 ≤ j ≤ 4, the amplitude aj satisfies
(2.3) sup
(s, t, x)∈K
| ∂ αω ∂
β
s ∂
δ
t ∂
ρ
x aj(x, s, t, ω) |≤ C
j
K, α, β, δ, ρ(1 + ω
2)(2−|α|)/2,
where K is any compact set in [smin, smax]× [0, T ]×R
2
+ and α, β, δ, ρ are arbitrary
multi-indices of the appropriate dimension.
The above assumption is valid for example when the waveform P is approximately
a delta function and the antenna is sufficiently broadband (see [1], [13]).
Definition 2.1. We denote the scattering region R2+ by X and the data space
(smin, smax)× [0, T ] by Y.
We denote the scattering operator from scene V to data d given by 2.2 by F so
that
FV (s, t) =
∫
e−iω
(
t−2|x−Γ+(s)|/c0
)
a1(x, s, t, ω) V (x) dω dx
− 2
∫
e−iω
(
t−(|x−Γ+(s)|+|x−Γ−(s)|)/c0
)
a2(x, s, t, ω) V (x) dω dx
+
∫
e−iω
(
t−2|x−Γ−(s)|/c0
)
a4(x, s, t, ω) V (x) dω dx
:= F1 V (s, t) + F2 V (s, t) + F3 V (s, t) + F4 V (s, t),
(2.4)
where F2 = F3. Assumption 3 implies that the forward operators Fj , 1 ≤ j ≤ 4
are Fourier integral operators (FIOs) [15].
3. Analysis of the scattering operator. We start this section by recalling some
arguments regarding FIOs. We saw in Section 2 that Fi, 1 ≤ i ≤ 4 is a FIO and
standard arguments in FIO theory give us information about how Fi, 1 ≤ i ≤ 4
maps singularities from the scene into the data. We will review this below, and to
begin with, we recall the following
Definition 3.1. Let X , Y be as in Definition 2.1, E ′(X ), E ′(Y) be the spaces of
distrubutions with compact support in X and Y respectively. If F is a Fourier
Integral Operator
F : E ′(X ) −→ E ′(Y)
given by the oscillatory integral
(3.1) Fu(y) =
∫
eiφ(y, x, ω) a(y, x, ω) u(x) dω dx,
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for any u ∈ E ′(X ), then its (twisted) canonical relation is the set
Λ′F =
{(
(y, η), (x, ξ)
)
∈ T ?(Y × X ) \ {0} | (y, x, ω) ∈ Cφ ∩ EssSupp(a),
η = Dyφ(y, x, ω), ξ = −Dxφ(y, x, ω)
}
,
(3.2)
where Dx and Dy denote the gradients with respect to the x and y variable respec-
tively and {0} is the zero section of T ∗(X ×Y). The set Cφ is defined as the critical
set points
(3.3) Cφ =
{
(y, x, ω) | Dωφ(y, x, ω) = 0
}
,
which is called the critical manifold, and EssSupp(a) is defined via its comple-
ment:
CEssSupp(a) ={(y, x, ω) | a(y, x, ω) and its derivatives decrease faster
than any negative power of ω, as | ω |→ ∞}.
Note that the frequency ω can be multi-dimensional.
Definition 3.2. If we denote by D′(X ) the set of distributions on X and if u ∈
D′(X ), then the wave front set WF(u) of u is defined as the complement in
T ?X \ {0} of the collection of all (x, ξ) ∈ T ?X \ {0} such that there exists a
neighborhood U of x and a neighborhood U of ξ such that for any ϕ ∈ C∞0 (U),
with x ∈ supp(ϕ) and any N ∈ N:
F(ϕ u)(τξ) = O(τ−N ), for τ →∞, uniformly in ξ ∈ U .
Here F(ϕ u) denotes the Fourier transform of ϕ u.
Remark 1. WF(u) is a closed cone in T ?X \ {0} and its singular support satisfies
singsupp(u) = pi
(
WF (u)
)
, where pi is the natural projection of T ?X \ {0} into X
(see [6]).
Definition 3.3. If F is given by 3.1 with distributional kernel KF ∈ D
′(Y × X )
given by the oscillatory integral
KF (y, x) =
∫
eiφ(y, x, ω)a(y, x, ω) dω,
the wavefront relation WF′(F) is defined by
WF ′(F ) =
{(
(y, η), (x, ξ)
)
∈ T ?(Y × X ) \ {0} | (y, x, η, −ξ) ∈WF (KF )
}
.
It turns out (see [6]) that
WF (Fu) ⊆WF ′(F ) ◦WF (u)
WF ′(F ) ⊆ Λ′F ,
(3.4)
where“◦” stands for the following composition
(3.5) WF ′(F ) ◦WF (u) = { (y, η)| ∃ ((y, η), (x, ξ)) ∈WF ′(F ) }.
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Let us compute the canonical relations Λ′Fi , 1 ≤ i ≤ 4. Note that Λ
′
F2
= Λ′F3 , so
we will only compute Λ′Fi , i = 1, 2, 4.
Λ′F1 =
{(
(s, t, σ, τ), (x, ξ)
)
| t = 2 | x− Γ+(s) | /c0;
σ = 2τ ̂(x− Γ+(s)) · Γ˙+(s)/c0;
τ = −ω;
ξ = −2τ ̂(x− Γ+(s))/c0
}
;
(3.6)
Λ′F2 =
{(
(s, t, σ, τ), (x, ξ)
)
| t =
(
| x− Γ+(s) | + | x− Γ−(s) |
)
/c0;
σ = τ
(
̂(x− Γ+(s)) · Γ˙+(s) + ̂(x− Γ−(s)) · Γ˙−(s)
)
/c0;
τ = −ω;
ξ = −τ
(
̂(x− Γ+(s)) + ̂(x− Γ−(s))
)
/c0
}
;
(3.7)
Λ′F4 =
{(
(s, t, σ, τ), (x, ξ)
)
| t = 2 | x− Γ−(s) | /c0;
σ = 2τ ̂(x− Γ−(s)) · Γ˙−(s)/c0;
τ = −ω;
ξ = −2τ ̂(x− Γ−(s))/c0
}
,
(3.8)
where Γ˙ denotes the derivative of Γ with respect to s. The forward map is given
by the four contributions
F = F1 + F2 + F3 + F4
and the adjoint of F , F ? by
F ? = F ?1 + F
?
2 + F
?
3 + F
?
4 ,
where F ?i is the adjoint of Fi. Singularities in the scene will be mapped into
singularities in the data by any of the Fi, while singularities in the data will be
mapped into singularities in the scene by the adjoint maps F ?i .
Forming an image usually involves operating on the data with a weighted adjoint
operator (the reason for this will become clear soon).
Our goal is to analyse the resulting image, determine which kind of artifacts
it may contain, and see if we can avoid them. To do so we need to analyse the
composition of the (twisted) canonical relations
(3.9) Λ′F?
i
◦ Λ′Fj , for any 1 ≤ i, j ≤ 4,
where
Λ′F?
i
= tΛ′Fi , for any 1 ≤ i ≤ 4,
and the superscript t denotes the transposed relation.
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The reason for this is that if we denote by I the reconstructed image, FIO theory
implies
WF (I) ⊆WF ′(F ?) ◦WF ′(F ) ◦WF (V )
⊆

 4⋃
i,j=1
Λ′?i ◦ Λ
′
j

 ◦WF (V ).(3.10)
The compositions in 3.9 and 3.10 are meant as compositions of relations, i.e. if
R1 ⊂ U × V , R2 ⊂ V ×W are relations, then the composition R1 ◦ R2 ⊂ U ×W
is defined by
R1 ◦ R2 =
{
(u,w) ∈ U ×W ; ∃v ∈ V : (u, v) ∈ R1 and (v, w) ∈ R2
}
.
For any i, j = 1, . . . , 4, we will sometimes refer in the sequel to case or pair
(i, j) or speak about interaction between experiments i and j by meaning we are
analysing the object Λ′F?
i
◦ Λ′Fj (or similarly Λ
′
F?
j
◦ Λ′Fi).
3.1. Perpendicular trajectory case.
3.1.1. Analysis of the diagonal terms. We need only analyse Λ′F?
2
◦Λ′F2 (pair (2, 2))
among the diagonal compositions in 3.9 as pair (1, 1) (and similarly (4, 4)) have
been studied in [12], while case (3, 3) is very similar to (2, 2). Let us denote by
x = (x1, x2, 0) a point on the ground. By recalling 3.7 we have
σ = τ
(
̂(x− Γ+(s)) · Γ˙+(s) + ̂(x− Γ−(s)) · Γ˙−(s)
)
/c0(3.11)
t =
(
| x− Γ+(s) | + | x− Γ−(s) |
)
/c0.(3.12)
In RADAR terminology, equations 3.11 and 3.12 define the so called iso-doppler
and iso-range contours of a bistatic SAR scenario, respectively (see [17], [22]).
For sake of simplicity we make the following assumption.
Assumption 4. The antenna is flying perpendicular to the wall x1 = 0 at constant
height h, i.e.
Γ+(s) = (γ1(s), 0, h) = (γ1, 0, h)
Γ−(s) = (− γ1(s), 0, h) = (− γ1, 0, h),
so that with arc length as the parametrization, the real and the virtual velocity
fields are as follows
Γ˙+(s) := V+ = (1, 0, 0)
Γ˙−(s) := V− = (−1, 0, 0).
With appropriate time units, we may take c0 = 1. Define
R+ :=
[
(x1 − γ1)
2 + x22 + h
2
]1/2
=| x− Γ+(s) |(3.13)
R− :=
[
(x1 + γ1)
2 + x22 + h
2
]1/2
=| x− Γ−(s) |(3.14)
p :=
σ
τ
,(3.15)
so that 3.11, 3.12 become
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x1 − γ1
R+
−
x1 + γ1
R−
= p(3.16)
R+ +R− = t.(3.17)
Notice that the travel time condition given by 3.17 tells us that for any s and t
the iso-range contours are located at the intersection of the ellipsoid of revolution
(whose foci are Γ+(s) and Γ−(s)) with the earth’s surface. In our specific case where
the earth is locally flat, this intersection is an ellipse. The equation of this ellipse
can be obtained by squaring 3.17 a couple of times and rearranging to get
(3.18) x22 =
( t2
4
− γ21 − h
2
)
+
(4γ21
t2
− 1
)
x21.
Notice that 3.18 defines an ellipse if t > 2γ1 and t
2 − (2γ1)
2 − (2h)2 > 0. In
a realistic SAR scenario, these conditions are fulfilled during the measurements of
the scattered field.
One can directly verify the identity
(3.19) 4γ1x1 = R
2
− −R
2
+
and by substituting R− = t−R+ in the latter equation and rearranging it we obtain
(3.20) x1 =
t
4γ1
(
t− 2R+
)
.
Substituting 3.20 into 3.16, we obtain the following quadratic equation for R+
(3.21) R2+ − tR+ +
α
4
= 0,
with
(3.22) α =
t(t2 − 4γ21)
(t+ pγ1)
,
giving two possible solutions
R+ =
t± (t2 − α)1/2
2
,
but R+ < t/2, which leaves the unique solution
(3.23) R+ =
t− (t2 − α)1/2
2
.
By 3.23 and 3.20 we finally get
(3.24) x1 =
t(t2 − α)1/2
4γ1
,
so that x1 is uniquely determined. Since we are operating the RADAR in side-scan
mode, x2 is uniquely determined (no sign ambiguity) by (3.18), and since x3 = 0 for
a scatterer on the ground, we have that the scatterer location x is determined. This
shows that there are no artifacts present in the image obtained from experiment 2.
Remark 2.
(3.25) 0 < α < t2.
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The latter inequality is needed for a real root in (3.24) and we prove it in Ap-
pendix 1.
3.1.2. Analysis of the non-diagonal terms. We analyse the relations Λ′F∗
i
◦ Λ′Fj for
i 6= j in this subsection. Again we assume that the antenna is flying perpendicularly
to the wall i.e. Assumption 4 holds. In that case we have
σ1 =
2τ
c0
x1 − γ1
R+
σ2 = σ3 =
τ
c0
(x1 − γ1
R+
−
x1 + γ1
R−
)
σ4 = −
2τ
c0
x1 + γ1
R−
.
(3.26)
Notice that
σ1 |x1=0= σ2 |x1=0= σ3 |x1=0= σ4 |x1=0= −
2τ
c0
γ1
R+ |x1=0
< 0
and
lim
x1→∞
σ1(x) =
2τ
c0
; lim
x1→∞
σ2(x) = lim
x1→∞
σ3(x) = 0; lim
x1→∞
σ4(x) = −
2τ
c0
.
Moreover
∂x1R+ = R
−1
+ (x1 − γ1)
∂x1R− = R
−1
− (x1 + γ1)
(3.27)
and
∂x1σ1 =
2τ
c0
R+ − (x1 − γ1)∂x1R+
R2+
=
2τ
c0
R2+ − (x1 − γ1)
2
R3+
∂x1σ2 = ∂x1σ3 =
τ
c0
{
R+ − (x1 − γ1)∂x1R+
R2+
−
R2+ − (x1 − γ1)
2
R3+
}
=
τ
c0
(x22 + h
2)(R3− −R
3
+)
(R+R−)3
∂x1σ4 =
2τ
c0
R− − (x1 − γ1)∂x1R−
R2−
= −
2τ
c0
R2− − (x1 + γ1)
2
R3−
.
(3.28)
By 3.13, 3.14 we have that R+ > (x1 − γ1) and R− > (x1 + γ1), which imply
that ∂x1σ1 > 0 and ∂x1σ4 < 0, respectively, i.e. σ1 is increasing and σ4 is de-
creasing in the x1-direction. Moreover R− > R+ > 0 as the target is located on
the right hand side of the vertical wall x1 = 0, which implies that ∂x1σ2 > 0,
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∂x1σ3 > 0, i.e. σ2, σ3 are increasing in the x1-direction. Therefore, it’s im-
possible to get a common value between σ1 and σ4 and between σ2 or σ3 and
σ4. We can therefore conclude that the composition in 3.9 is empty for the pairs
(i, j) = (1, 4), (4, 1), (2, 4), (4, 2), (3, 4), (4, 3) (see Figures 6 and 7).
Let us consider pairs (i, j) = (1, 2), (2, 1). Cases (i, j) = (1, 3), (3, 1) can be
treated in a similar way. We assume again that Assumption 4 holds and we denote
by x = (x1, x2, 0) and z = (z1, z2, 0) two points on the ground. In order to compose
ΛF∗
1
◦ ΛF2 (or similarly ΛF∗2 ◦ ΛF1) at points x, z we must have (for coincidence of
σ values)
(3.29) 2
z1 − γ1
Rz+
=
(
x1 − γ1
Rx+
−
x1 + γ1
Rx−
)
,
moreover x, z must satisfy the two travel time conditions respectively
Rx+ +R
x
− = t(3.30)
2Rz+ = t,(3.31)
where we have used the notation Rx+ for R+ defined in (3.13) for the scattering
point x and Rz+ when the scattering point x is replaced by z, etc.
By combining 3.29, 3.30 and 3.31 we obtain
(3.32) t(t−Rx+)(x1 − γ1)− tR
x
+(x1 + γ1) = 4R
x
+(t−R
x
+)(z1 − γ1),
from which we extract the following expression for z1 as a function of x
(3.33) z1 =
[(
4(Rx+)
2 + t2 − 4tRx+
)
γ1 +
(
2tRx+ − t
2
)
x1
]
/4((Rx+)
2 − tRx+).
Using equations (3.21) and (3.23), it follows that
(3.34) z1 =
(
t2 − α
4γ1α
) (
t2 − 4γ21
)
,
which in turn implies that
(3.35) z1 − x1 =
[
(t2 − α)(t2 − 4γ21)/α− t(t
2 − α)1/2
]
/α.
Note that α (defined in (3.22)) is a function of p, which is a function of x1.
Therefore, (3.35) gives us a formula for the distance between z1 and x1 in terms of
x1. It follows that if we want to avoid artifacts resulting from back-projecting with
(possibly weighted) operators F ∗i , i = 1, 2, we must ensure that the beam width in
the first coordinate direction is smaller than that predicted by the right hand side
of (3.35). Note that this implies a variable beam width restriction, which depends
on the (x1) location that is being illuminated for imaging. This beam forming can
be done synthetically and it therefore does not impose extra logistical difficulties in
acquiring the data.
If the required beam forming is not possible, then artifacts will be present in the
scene and their location can be predicted by intersecting the line given by (3.35)
for any fixed x1, with the circle given by the intersection between the sphere (3.31)
and the earth. Of course, this may not be a complete determination if the usual
left-right ambiguity of RADAR is still present (due to not being able to operate in
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side-scan mode).
Figures 9, 10, 11 show the intersection of the iso-range and iso-doppler contours
of F1, F2 (or F3) and F4 respectively.
3.2. Non-perpendicular case. Let us suppose the antenna is flying along a straight
line at a fixed height h, at an angle θ to the vertical to the wall, and define
(3.36) k = tan θ.
For any x = (x1, x2, 0), we also define the usual range quantities
Rx+ :=
[
(x1 − γ1)
2 + (x2 − kγ1)
2 + h2
]1/2
=| x− Γ+(s) |(3.37)
Rx− :=
[
(x1 + γ1)
2 + (x2 − kγ1)
2 + h2
]1/2
=| x− Γ−(s) | .(3.38)
3.2.1. Analysis of the diagonal terms. In this case equations 3.16, 3.17 are replaced
by
x1 − γ1 + kx2 − k
2γ1
Rx+
−
x1 + γ1 − kx2 + k
2γ1
Rx−
= p
Rx+ +R
x
− = t
(3.39)
respectively. For a fixed value of p, we define
F1(k;x1, x2) :=
x1 − γ1 + kx2 − k
2γ1
Rx+
−
x1 + γ1 − kx2 + k
2γ1
Rx−
− p
F2(k;x1, x2) := R
x
+ +R
x
− − t.
For k = 0 we have
∂F1
∂x1
(0;x1, x2) =
(Rx+)
2 − (x1 − γ1)
2
(Rx+)
3
−
(Rx−)
2 − (x1 + γ1)
2
(Rx−)
3
=
(x22 + h
2)
(
(Rx−)
3 − (Rx+)
3
)
(Rx+R
x
−)
3
∂F1
∂x2
(0;x1, x2) = x2
(Rx+)
3(x1 + γ1)− (R
x
−)
3(x1 − γ1)
(Rx+R
x
−)
3
∂F2
∂x1
(0;x1, x2) =
x1 − γ1
RP+
+
x1 + γ1
Rx−
=
Rx−(x1 − γ1) +R
x
+(x1 + γ1)
Rx+R
x
−
∂F2
∂x2
(0;x1, x2) =
x2
Rx+
+
x2
Rx−
= x2
Rx− +R
x
+
Rx+R
x
−
.
If F : R× R2 −→ R2 is the map defined by
F (k;x1, x2) :=
(
F1(k;x1, x2), F2(k;x1, x2)
)
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and we compute the jacobian of F at (0;x1, x2),
(3.40)
∣∣F ′(0;x1, x2)∣∣ =
∣∣∣∣∣
(
∂F1
∂x1
∂F2
∂x2
−
∂F1
∂x2
∂F2
∂x1
)
(0;x1, x2)
∣∣∣∣∣,
we obtain
(3.41)
∣∣F ′(0;x1, x2)∣∣ = x2
(Rx+R
x
−)
4
J(0;x1, x2),
where
J(0;x1, x2) = (R
x
+R
x
−)(x
2
2 + h
2)
(
(Rx−)
3 − (Rx+)
3)
)
−
[
Rx−(x1 − γ1) +R
x
+(x1 + γ1)
][
(Rx+)
3(x1 + γ1)(R
x
−)
3(x1 − γ1)
]
.(3.42)
It is possible to give a proof that J does not vanish at points away from the wall
in certain situations. Rather than do this we instead give a plot of J as a function of
x1 (see figure 1), which clearly demonstrates that it is a strictly monotonic function
and vanishes only at x1 = 0.
By the Implicit Function Theorem, for any point x = (x1, x2, 0) satisfying
F1(0;x1, x2) = 0(3.43)
F2(0;x1, x2) = 0(3.44)
and J(0;x1, x2) 6= 0, x2 6= 0, there exists a neighborhood U of 0, neighborhoods
V1, V2 of x1, x2 in R respectively and two unique functions g1 : U → V1, g2 : U → V2,
with g1, g2 ∈ C
1(U) such that
(3.45) F
(
k; g1(k), g2(k)
)
= 0.
We can therefore conclude that the behavior of artifacts for small angles θ is
similar to case above where θ = 0.
3.2.2. Analysis of the non-diagonal terms. We start by considering the interaction
between experiment 1 and 2, i.e., the (1, 2) case (the case (1, 3) can be treated
similarly). Following the same argument of Section 3.2.1 we define for any x =
(x1, x2, 0), z = (z1, z2, 0)
F1(k;x1, x2, z1, z2) :=
z1 − γ1 + kz2 − k
2γ1
Rz+
(3.46)
F2(k;x1, x2, z1, z2) := 2R
z
+(3.47)
F3(k;x1, x2, z1, z2) :=
x1 − γ1 + kx2 − k
2γ1
Rx+
−
x1 + γ1 − kx2 + k
2γ1
Rx−
(3.48)
F4(k;x1, x2, z1, z2) := R
x
+ +R
x
−.(3.49)
Let us consider the map F : R× R4 −→ R4 defined by
F (k;x1, x2, z1, z2)=
(
F1, F2, F3, F4
)
(x1, x2, z1, z2),
whose Jacobian with respect to the last four variables valuated at k = 0 is given by
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∣∣F ′(0;x1, x2, z1, z2)∣∣ =
∣∣∣∣∣∣∣∣∣
0 0
Rz+−(z1−γ1)
2
(Rz
+
)3 −
z2(z1−γ1)
(Rz
+
)3
0 0 2 z1−γ1Rz
+
2 z2Rz
+
L1 L2 0 0
L3 L4 0 0
∣∣∣∣∣∣∣∣∣
,
where
L1 =
∂F3
∂x1
=
(x22 + h
2)
(
(Rx−)
3 − (Rx+)
3
)
(Rx+R
x
−)
3
(3.50)
L2 =
∂F3
∂x2
= x2
(Rx+)
3(x1 + γ1)− (R
x
−)
3(x1 − γ1)
(Rx+R
x
−)
3
(3.51)
L3 =
∂F4
∂x1
=
Rx−(x1 − γ1) +R
x
+(x1 + γ1)
Rx+R
x
−
(3.52)
L4 =
∂F4
∂x2
= x2
RP− +R
x
+
Rx+R
x
−
(3.53)
and
∣∣∣∣ L1 L2L3 L4
∣∣∣∣ = x2(Rx+Rx−)4 J(0;x1, x2),
where J(0;x1, x2) is explicitly given by 3.42. Then we obtain
(3.54)
∣∣F ′(0;x1, x2, z1, z2)∣∣ = 2z2
(Rz+)
3
x2
(Rx+R
x
−)
4
J(0;x1, x2).
Like for case (2, 2), if one stays away from imaging the axis x2 = 0, x3 = 0, then
the quantity to check for non-vanishing is J(0;x1, x2).
We proceed by considering the pair (2, 4) (or similarly (3, 4)). Expressions
3.46-3.49 are replaced by the following
F1(k;x1, x2, z1, z2) :=
z1 + γ1 − kz2 + k
2γ1
Rz+
(3.55)
F2(k;x1, x2, z1, z2) := 2R
z
−(3.56)
F3(k;x1, x2, z1, z2) :=
x1 − γ1 + kx2 − k
2γ1
Rx+
−
x1 + γ1 − kx2 + k
2γ1
Rx−
(3.57)
F4(k;x1, x2, z1, z2) := R
x
+ +R
x
−(3.58)
and if F : R × R4 −→ R4 is the map with components Fi, i = 1, . . . , 4 given by
3.55-3.58, then its Jacobian with respect to the last four variables, evaluated at
k = 0 is given by
∣∣F ′(0;x1, x2, z1, z2)∣∣ =
∣∣∣∣∣∣∣∣∣
0 0
(Rz
−
)2−(z1+γ1)
2
(Rz
−
)3 −
z2(z1+γ1)
(Rz
−
)3
0 0 2 z1+γ1Rz
−
2 z2Rz
−
L1 L2 0 0
L3 L4 0 0
∣∣∣∣∣∣∣∣∣
,
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where L1, . . . , L4 are given by 3.50 – 3.53. By computing the above determinant we
get
(3.59)
∣∣F ′(0;x1, x2, z1, z2)∣∣ = 2z2
(Rz−)
3
x2
(Rx+R
x
−)
4
J(0;x1, x2),
where J(0;x1, x2) is explicitly given by 3.42. 3.59 is very similar to 3.54 with R
z
+
being replaced by Rz−.
We finally analyse case (1, 4). 3.46-3.49 are replaced by
F1(k;x1, x2, z1, z2) :=
z1 − γ1 + kz2 − k
2γ1
Rz+
(3.60)
F2(k;x1, x2, z1, z2) := 2R
z
+(3.61)
F3(k;x1, x2, z1, z2) :=
x1 + γ1 − kx2 + k
2γ1
Rx−
(3.62)
F4(k;x1, x2, z1, z2) := 2R
x
−(3.63)
and if F : R×R4 −→ R4 is the map with components Fi, i = 1, . . . , 4 given by 3.60-
3.63, then its Jacobian with respect to the last four variables evaluated at k = 0 is
given by
∣∣F ′(0;x1, x2, z1, z2)∣∣=
∣∣∣∣∣∣∣∣∣∣∣
0 0
(Rz
−
)2−(z1−γ1)
2
(Rz
+
)3 −
z2(z1−γ1)
(Rz
+
)3
0 0 2 z1−γ1Rz
+
2 z2Rz
+
(Rx
−
)2−(z1+γ1)
2
(Rz
−
)3 −
x2(x1+γ1)
(Rx
−
)3 0 0
2 x1+γ1Rx
−
2 x2Rx
−
0 0
∣∣∣∣∣∣∣∣∣∣∣
,
which gives us
(3.64)
∣∣F ′(0;x1, x2, z1, z2)∣∣ = 4x2 z2
(Rz+)
2 (Rx−)
2
,
which never vanishes as along as one stays away from the axis x2 = 0, x3 = 0.
This completes our study of stability of our imaging results for flight tracks that
are not too far from being perpendicular to the wall.
4. Conclusions. In this study we have provided a theoretical supplement to [15].
We focused our analysis on the case where the source/receiver is moving at a fixed
height, along a straight line perpendicular to the wall. Such a particular case
provides a simplification in the analytical study of the problem and a better un-
derstanding on how artifacts arise in the scene and how they can be avoided if
operating the RADAR in side-scan mode (see Fig 3, Fig 4 and Fig 5 for example).
We have also shown that similar results to those obtained in the perpendicular
case hold for small deviation of the trajectory of the antenna from the perpendicular
one too. This proves that our results are stable with respect to the direction of the
flight track.
For large deviations from the perpendicular trajectory, such as for example 450,
similar results to those found in this work can be shown numerically (Fig 12, Fig 13
below illustrate how artifacts produced in this setting are qualitatively of the same
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kind as those introduced in the perpendicular case). Figures 14 and 15 show the
intersections between the iso-range and iso-doppler contours of F1 and F2 (or F3) in
this situation (a similar picture to the one obtained in Fig 14 for F1 can be found for
F4). We notice that the iso-doppler contours in Fig 14 and Fig 15 look very similar
to the rotation of 450 of the iso-doppler contours obtained for the perpendicular
case (Fig 9 and Fig 10 respectively) and this similarity is quite evident for the case
of F1.
Appendix 1.
Proof of Remark 2. We start by proving the right hand side inequality of 3.25 and
in order to do so, we show that
(4.1)
t2 − 4γ21
t+ pγ1
< t.
As a first step we prove that (c0 = 1)
(4.2) pt > −4γ1.
Let us suppose by contradiction that 4.2 does not hold, i.e. pt ≤ −4γ1, then by
3.17 we get
p(R+ +R−) ≤ −4γ1.
If we recall 3.16 and define β = γ21 + x
2
2 + h
2 we obtain
(4.3) β − x21 ≥ R+R−.
By definition of R+, R− we have
(4.4) (R+R−)
2 = x41 + 2βx
2
1 − 4x
2
1γ
2
1 + γ
2
1 ,
then 4.3, 4.4 together imply
4γ21x
2
1 ≤ x
2
1γ
2
1 ,
i.e.
(4.5) β ≤ γ21 ,
which is a contradiction due to the definition of β, and so we have
(4.6) t+ pγ1 >
t2 − 4γ21
t
,
which proves that α < t2. Moreover notice that 4.6 together with the triangle
inequality 2γ1 < t proves also that α > 0 and this concludes the proof.
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Appendix 2. Let us consider pair (1, 4). We have shown in Section 3.1.2 that there
is no interaction between experiments 1 and 4 (when forming a back-projected
image) for the case where the antenna is flying perpendicularly to the wall. In
Section 3.2.2 we proved that there is no interaction between these two experiments
also for the case when the antenna is flying at a fixed high h, on a straight line, in
a direction such that the angle between the velocity field and the perpendicular to
the wall is small enough.
We consider here the general case where the antenna is flying at a fixed high h
but in a general direction i.e. on a straight line forming a general angle from the
perpendicular to the wall.
We recall that the travel time conditions and the σ-conditions are
t1 = 2 | x− Γ+(s) | /c0;(4.7)
σ1 = 2τ ̂(x− Γ+(s)) · Γ˙+(s)/c0;(4.8)
for experiment 1 at the point x = (x1, x2, 0) and
t4 = 2 | z − Γ−(s) | /c0;(4.9)
σ4 = 2τ ̂(z − Γ−(s)) · Γ˙−(s)/c0;(4.10)
at z = (z1, z2, 0) for experiment 4. If h is the constant height at which the antenna
is flying, then the real and virtual source can be written in coordinates as
Γ+(s) = (γ1(s), γ2(s), h) = (γ1, γ2, h)
Γ−(s) = (− γ1(s), γ2(s), h) = (− γ1, γ2, h),
and the real and the virtual velocity fields as
Γ˙+(s) := V+ = (v1, v2, 0)
Γ˙−(s) := V− = (−v1, v2, 0).
By equating σ1 and σ4 we get
(4.11)
(x1 − γ1)v1 + (x2 − γ2)v2
| x− Γ+(s) |
=
(z1 + γ1)(−v1) + (z2 − γ2)v2
| z − Γ−(s) |
and recalling that another condition for the existence of the composite map Λ′F?
1
◦Λ′F4
(or Λ′F?
4
◦ Λ′F1) at x, z is t1 = t4, we have
(4.12) | x− Γ+(s) |=| z − Γ−(s) | .
If we combine 4.11 and 4.12 we obtain
(4.13) x1v1 + x2v2 = z2v2 − z1v1,
which can be written in the form
[
x1 + z1
x2 − z2
]
·
[
v1
v2
]
= 0.
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If the antenna is not flying perpendicularly to the wall i.e. v2 6= 0, then for any
point z = (z1, z2, 0) on the circle 4.9, equation 4.13 represents the line through the
reflected point z˜ = (−z1, z2, 0) of z with respect to the x2-axis and slop −v1/v2.
By intersecting this line with circle 4.7, we get a point x = (x1, x2, 0) for which
t1 = | x− Γ+(s) |=| z − Γ−(s) |= t4;(4.14)
σ1 = ̂(x− Γ+(s)) · Γ˙+(s) = ̂(z − Γ−(s)) · Γ˙−(s) = σ4(4.15)
and conclude that x, z are the real scatterer and the artifact (or viceversa) when
forming the back-projected image given by pair (1, 4) or (4, 1) (see Figure 16).
This kind of artifacts arising in the image are partially avoided by illuminating
only one side of the wall and partially by operating in side-scan mode.
When the antenna is flying perpendicularly to the wall, then 4.13 is simply
replaced by
(4.16) x1 = −z1,
and a similar argument stated for the case when v2 6= 0 can then be adopted to the
case v2 = 0 as well.
5. Figures.
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x 1013 Monotonicity of the Jacobian
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J
Figure 1. The above graph of J vs x1 has the following fixed
parameters x2 = 10, Γ1(s) = 20, Γ2 = 0, h = 50. One can clearly
see that it only vanishes at x1 = 0 and in fact that it is a monotonic
increasing function of x1.
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Figure 2. In experiment 1, the wave scatters directly to and from
the target. In experiments 2, the wave scatters from the wall to the
target and back to the receiver. In experiment 3, the wave scatters
from the target to the wall and back to the receiver. Finally, in
experiment 4, the wave scatters to the wall to the target and back
to the wall again before returning to the receiver.
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Figure 3. Picture showing the iso-range contours of F1: the
spheres with centre along the flight track intersect at the scat-
terer (50, 50) and at the artifact location. The antenna is moving
perpendicularly to the wall, at a fixed height h = 30. The vertical
and horizontal lines on the figure represent the wall and the flight
track respectively.
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Figure 8. Picture showing the iso-range contours of F1 and F2
contributing to the back-projection ΛF∗
1
◦ ΛF2 : the spheres, cen-
tred at the real source moving along the flight track, intersect the
ellipsoids, with foci along the flight track, at the scatterer (50, 50)
and at the artifact locations. Here the antenna is moving perpen-
dicularly to the wall at a fixed height h = 30.
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Figure 9. Figure shows intersections of the iso-range and iso-
doppler contours of F1 at the scatterer (30, 30) and at the artifact
location, in the case when the antenna is flying on a straight line
perpendicular to the wall, at the fixed height of h = 25.
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artifact locations, in the same setting as in Fig 9.
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Figure 11. Figure shows intersections of the iso-range and iso-
doppler contours of F4 in the same setting as in Fig 9, 10.
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Figure 12. Picture showing the iso-range contours of F1 in the
case when the antenna is flying at a fixed height h = 30, on a
straight line, making an angle of 450 from the perpendicular to the
wall. The vertical line on the picture represents the wall, while the
diagonal one represents the flight track. The spheres whose centres
lie along the flight track intersect at the scatterer (50, 50) and at
the artifact location.
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Figure 13. Picture showing the iso-range contours of F1 and F2
which contribute to the back-projection F ?1 ◦F2 (or F
?
2 ◦F1) in the
same situation described in previous figure.
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Figure 14. Figure shows intersections of the iso-range and iso-
doppler contours of F1 at the scatterer (30, 50) and at the artifact
location, in the case when the antenna is flying on a straight line
making an angle of 450 with the perpendicular to the wall, at the
fixed height of h = 25. A similar picture can be found for F4.
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Figure 15. Figure shows intersections of the iso-range and iso-
doppler contours of F2 at the scatterer (30, 50) and at the artifact
location, in the same situation as in previous figure.
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σ1 due to x-scatterer in experiment 1.
[14] C. J. Nolan and M. Cheney,Microlocal analysis of synthetic aperture radar imaging, J. Fourier
Analysis and its Applications, 10 (2004), no.2, 133–148, MR:2054305.
[15] C. J. Nolan, M. Cheney, T. Dowling and R. Gaburro, Enhanced angular resolution from
multiply scattered waves, Inverse Problems, 22 (2006), no.5, 1817–1834, MR:2261268.
[16] C. J. Nolan and W. W. Symes, Global solution of a linearized inverse problem for the acoustic
wave equation, Comm. in PDE, 22, (1997), no.5-6, 919–952, MR:1452173.
[17] M. Soumekh, Bistatic synthetic aperture radar inversion with application in dynamic object
imaging, IEEE Trans. on Signal Processing, 39 (1991), 2044–2055.
[18] X. Saint Raymond, “Elementary Introduction to the Theory of Pseudodifferential Operators.
Studies in Advanced Mathematics,” CRC Press, Boca Raton, FL, 1991, MR:1211419.
[19] F. Treves, “Introduction to Pseudodifferential and Fourier Integral Operators,” Vol. I and II,
Plenum Press, New York-London, 1980, MR:0597145.
[20] L. M. H. Ulander and P. O. Fro¨lund, Ultra-wideband SAR interferometry, IEEE Trans. Geosci.
Remote Sensing, 36 (1998), 1540–1550.
[21] L. M. H. Ulander and H. Hellsten, Low-frequency ultra-wideband array-antenna SAR for
stationary and moving target imaging, in Proce. Conf. SPIE 13th Annu. Int. Symp. Aerosense,
Orlando, FL (1999).
[22] C. E. Yarman, B. Yazici and M. Cheney, Bistatic synthetic aperture radar imaging for arbi-
trary flight trajectories, submitted to IEEE-TIP, (2007).
Received September 2007; revised December 2007.
E-mail address: romina.gaburro@ul.ie
E-mail address: clifford.nolan@ul.ie
Inverse Problems and Imaging Volume 2, No. 2 (2008), 1–XX
