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Abstract
Quantum devices may overcome limitations of classical computers in studies of nuclear structure functions and parton
Wigner distributions of protons and nuclei. In this talk, we discuss a worldline approach to compute nuclear structure
functions in the high energy Regge limit of QCD using a hybrid quantum computer, by expressing the fermion deter-
minant in the QCD path integral as a quantum mechanical path integral over 0 + 1-dimensional fermionic and bosonic
world-lines in background gauge fields. Our simplest example of computing the well-known dipole model result for the
structure function F2 in the high energy Regge limit is feasible with NISQ era technology using few qubits and shallow
circuits. This example can be scaled up in complexity and extended in scope to compute structure functions, scattering
amplitudes and other real-time correlation functions in QCD, relevant for example to describe non-equilibrium transport
of quarks and gluons in a Quark-Gluon-Plasma.
Keywords:
1. Introduction
Classical first principles computations of nuclear structure functions and parton Wigner distributions
is an outstanding problem in Quantum Chromodynamics (QCD), and an attractive candidate to explore a
potential computational opportunity for present and future quantum devices.
QCD structure functions involve non-perturbative nucleon/nuclear matrix elements of electromagnetic
currents that are light-like separated in Minkowskian spacetime and thus difficult to compute with classical
lattice Monte Carlo techniques which are restricted to Euclidean spacetime. Important developments are the
Operator Product Expansion (OPE) [1] to compute moments of structure functions on the lattice, and quasi-
or pseudo parton distribution functions (pdf’s) [2, 3].
Quantum computers and analog simulators may also overcome the limitations of classical algorithms in
other aspects relevant for ultra-relativistic heavy ion collisions. Examples are the thermodynamic properties
of the Quark-Gluon-Plasma (QGP) at finite chemical potential in QCD [4, 5], and real-time correlation func-
tions for transport phenomena at weak and strong coupling. At present, Noisy-Intermediate-Scale Quantum
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(NISQ) era digital quantum computers and analog quantum simulators offer limited resources and error-
tolerance, requiring efficient digitization strategies, when mapping quantum field theories onto quantum
mechanical systems [6, 7, 8].
In this talk [9], we will present a novel worldline approach [10, 11, 12, 13] to computing proton
and nuclear structure functions measured in deeply inelastic scattering (DIS) of electrons off nuclear tar-
gets [14, 15], whereby the fermion determinant of the QCD Schwinger-Keldysh effective action is expressed
as a quantum mechanical path integral of 0 + 1 dimensional bosonic and fermionic worldlines. In this for-
mulation, the problem can be expressed as a von Neumann problem of a combined quark worldline and
Yang-Mills density matrix. Aiming at problems that are feasible on present and near-future devices, we
restrict ourselves to the computation of the structure function F2 in the high energy ‘Regge limit’, where
the computation is significantly simpler. We will present here a hybrid approach where only part of the
computation is done on a quantum computer with few qubits and shallow circuit depth.
2. Worldline Approach
In the worldline formalism, one expresses the Euclidean QCD+QED fermion effective action as a quan-
tum mechanical path integral of bosonic position and momentum variables xµ(τ), pµ(τ) (µ = 0, . . . , 3), as
well as Grassmann variables θi(τ), θ
∗
i
(θ) (i = 1, 2), to represent the internal Dirac structure (a similar Grass-
mann representation also exists for color [16]). Analytically continuing this to Minkowskian space time,
one obtains the following effective action [9, 17],
Γ[A, a] = − i
2
∞∫
0
dT
T
trc
∫
P
DxDp
∫
AP
DθDθ∗eiS , S ≡
∫ T
0
dτ(pµ x˙
µ − i
2
θ˙iθ
∗
i +
i
2
θiθ˙
∗
i − H) , (1)
where the Hamiltonian is H ≡ P2+ igψµFµν[A]ψν+ ieψµFµν[a]ψν and ψ0 = (θ∗1−θ1)/
√
2, ψ3 = (θ∗
1
+θ1)/
√
2,
ψ1 = (θ∗
2
+ θ2)/
√
2 and ψ3 = −i(θ∗
1
+ θ1)/
√
2, P (AP) denote periodic (antiperiodic) boundary conditions on
the closed worldline of length T for bosons (fermions).
3. DIS in the Regge limit
In the inclusive scattering process of an electron (ℓe) off a proton N, ℓe(l) + N(P)→ ℓe(l′) + X, the cross
section can be factorized into a perturbatively computable lepton- and a non-perturbative hadron tensor,
Wµν(q, P, S ) = Im
i
π
∫
d4x eiq·x 〈P, S |T jˆµ(x) jˆν(0) |P, S 〉 , (2)
expressed by a non-perturbativematrix element (of the proton density matrix) of (T-ordered) electric current
operators jˆµ. Here q is the four momentum of the exchanged virtual photon and P, S are the proton’s
momentum and spin, respectively. In [9], we used a worldline representation of the QCD Schwinger-
Keldysh path integral to write Eq. (2) as
Wµν =
1
πe2
Im
∫
d4z eiq·z
∞∑
n=0
in+4
n!
∫ [ n+4∏
k=1
d4xk1d
4xk2d
2θk1d
2θk2
] ∫
dA1dA2 trc 〈x1,−θ1, A1|ρˆinit|x2, θ2, A2〉
× 〈x2, θ2, A2|Uˆ(−∞,z) Jˆµ(4)(z)Uˆ(z,∞)Uˆ(∞,0) Jˆν(4)(0)Uˆ(0,−∞)|x1, θ1, A1〉 , (3)
where |x, θ, A〉 = |x, θ〉|A〉, |x, θ〉 = ∏3k=1 |xk, θk〉 and Uˆ(t,t′) ≡ exp {−iHˆ(t − t′)} is the worldline and Yang-
Mills evolution operator with Hˆ = HˆYM +
∑4+n
k=1 Hˆ
k the sum of k = 1, . . . , N worldline Hamiltonians given
in Eq. (1) (in equal-time quantization) and the Yang-Mills Hamiltonian in temporal-axial gauge. Here,
Jˆ
µ
(4)
(z) ≡ ∑ 4
k=1
jˆ
µ
k
(z) is the electromagnetic current operator of the three valence (k = 1, 2, 3) and sea-quarks
k = 4 with
jˆ
µ
k
(z) ≡ e
p0
k
[
Pˆ
µ
k
+ iψˆνkψˆ
µ
k
qν
]
δ(3)(z − xˆk(z0)) , (4)
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obtained by varying the worldline Hamiltonian by an electromagnetic field aµ(z). Further, ρˆinit is the pro-
ton’s density matrix, carrying the proton’s quantum numbers, prepared in the past in terms of three valence
worldline quarks and with the interactions switched off. To adiabatically prepare the (fully interacting) pro-
ton state, one solves a combined Yang-Mills and worldline Hamiltonian operator equation ∂tρˆ = −i[Hˆ, ρˆ]
with the initial condition ρˆinit on a quantum computer.
Evolving a combined worldline/Yang-Mills proton density matrix and solving Eq. (3) is difficult with
presently available NISQ era quantum devices. This is particularly true for the Yang-Mills part, where
efforts are focussed on realizations of the Kogut-Susskind lattice Hamiltonian [18], see e.g. [19, 20, 21].
To make progress, we resort to a much simpler approach, which is plausbile in the high-energy “Regge”
limit. This corresponds to a fixed photon virtuality Q2 = −q2, and small Bjorken xBj ≈ Q2/s → 0, where
s ≈ 2P+q− → ∞ is the squared center of mass energy with P+ = (P0 + P3)/
√
2 (q− = (q0 − q3)/
√
2)
the light-cone momentum of a right-moving proton (left-moving photon). The slow xBj ≪ 1 degrees of
freedom can be approximated by dynamical classical color gauge fields coupled to static color sources
at xBj ∼ 1, as formalized in the Color Glass Condensate effective field theory (CGC EFT) [22, 23]. In this
EFT, the typical solutions are classical ‘shockwave’ color fields, sharply localized in the lightcone coordinate
x− = (x0− x3)/
√
2. We study the projection of the hadron tensor F2 ≡ Πµν2 Wµν, whereΠ
µν
2
≡ 3P·q
4a
[ P
µPν
a
− gµν
3
],
a = P · q/(2xBj) + M2, and M is the hadron mass. In the CGC, it can be written as
F2(q, P) =
σ Q2
2πe2
∫
[Dρ]W[ρ]
∫
x⊥
∫
z
∑
L,T ; f
|Ψ f
L,T
(z, x⊥)|2Dρ(x⊥) i
∫
d2θ〈−θ|[ΩL,T (z, x⊥)]|θ〉 , (5)
where Dρ is a functional integral over large xBj sources, Dρ(x⊥) is the dipole amplitude for a given ρ,
|ΨL/T |2(x⊥, z) is the virtual γ∗ → qq¯ squared wavefunction with transverse size x⊥ and quark lightcone
momentum fraction z ≡ p−/q−. These are analytically known or computed classically (see [9]). The
Grassmann integral in Eq. (5) represents the operator trace with worldline operator
ΩL(z, x⊥) =
1
2z(1 − z)
{
− 3
4
[(2z − 1) + 2ψˆ−ψˆ+][(2z − 1) − 2ψˆ−ψˆ+] − ψˆ+ψˆ−ψˆ+ψˆ− − ψˆ jψˆ+ψˆ jψˆ− − z(1 − z) + 3
4
}
,
(6)
where ψ± ≡ (ψ0 ± ψ3)/
√
2, and ΩT (z, x⊥) = 1.
4. Quantum Circuits
Eqs. (5-6) can be evaluated on a quantum computer, quantizing ψµ → ψˆµ = γ5γµ/
√
2 where γµ are
the Dirac matrices in Minkowskian metric, [γµ, γν]+ = 2gµν (g = diag(+,−,−,−)) and γ5 = iγ0γ1γ2γ3.
On can express these in terms of fermion creation and annihilation operators bˆ
†
i
, bˆi (i = 1, 2), using ψˆ
0 =
(bˆ
†
1
− bˆ1)/
√
2, ψˆ3 = (bˆ
†
1
+ bˆ1)/
√
2, ψˆ1 = (bˆ
†
2
+ bˆ2)/
√
2, and ψˆ2 = −i(bˆ†
2
− bˆ2)/
√
2, which satisfy the usual
anticommutation relations [bˆ
†
i
, bˆ j]+ = δi j. By means of a Jordan-Wigner transformation bˆ
†
1
= (σx−iσy)/2⊗I,
bˆ1 = (σ
x + iσy)/2 ⊗ I, bˆ†
2
= σz ⊗ (σx − iσy)/2 and bˆ2 = σz ⊗ (σx + iσy)/2 one can then write the terms in
Eq. (6) as
ψˆ−ψˆ+ = −1
2
[I + σz] ⊗ I , ψˆ1ψˆ± = − 1
2
√
2
[σx ∓ iσy] ⊗ σx , ψˆ2ψˆ± = 1
2
√
2
[σx ∓ iσy] ⊗ σy , (7)
where σi are standard gates. The spin trace in Eq. (5) can now be written as the following (n = 2) quantum
circuit [24, 25]
ρˆc = |0〉〈0| H •
σ
✌✌✌
ρˆn = In/2
n
ΩL,T
(n qubits)
, (8)
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involving the controlled gate ofΩ, further ρˆc is the density matrix of an auxiliary qubit and ρˆn is a maximally
mixed state of n qubits, and H is the Hadamard gate. Measurements of the Pauli operators 〈σx〉 and 〈σy〉
yield the real and imaginary part of Tr[ΩL/T ], respectively [25].
5. Conclusions
We presented a worldline approach to explore a potential quantum opportunity in computing structure
functions in QCD on present and future quantum computers. Our hybrid algorithm is part of a bottom-
up approach towards ultimately computing the structure of protons and nuclei from first principles. The
hybrid worldline formulation is a simple enough starting point to be implemented on currently available,
noisy and small quantum devices. Extending the program laid out in [26] to gauge theories, one can hope
to compute not only structure functions but also multi-leg and multi-loop scattering amplitudes [27, 28]
using this Hamiltonian formulation. One particular benefit is a well defined prescription for regulating UV
divergences.
In heavy ion collisions, quantum computationmay be useful to study non-equilibrium transport phenom-
ena; an example that closely resembles our discussion is photon production in the quark-gluon plasma [29].
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