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R. Cooper, J. Fox, J. Farringdon and T. Shallice, Towards a systematic methodology 
for cognitive modelling 
The development and testing of computational models of cognition is typically ad hoc: few generally agreed 
methodological principles guide the process. Consequently computational models often conflate empirically 
justified mechanisms with pragmatic implementation details, and essential theoretical aspects of theories are 
frequently hard to identify. We argue that attempts to construct cognitive theories would be considerably 
assisted by the availability of appropriate languages for specifying cognitive models. Such languages should: 
( 1) be syntactically clear and succinct; (2) be operationally well defined; (3) be executable; and (4) explicitly 
support the division between theory and implementation detail. In support of our arguments we introduce 
Sceptic, an executable specification language which goes some way towards satisfying these requirements. 
Sceptic has been successfully used to implement a number of cognitive models including Soar, and details of 
the Sceptic specification of Soar are included in a technical appendix. The simplicity of Sceptic Soar permits 
the essentials of the underlying cognitive theory to be seen, and aids investigation of alternative theoretical 
assumptions. We demonstrate this by reporting three computational experiments involving modifications to the 
functioning of working memory within Soar. Although our focus is on Soar, the thrust of the work is more 
concerned with general methodological issues in cognitive modelling. 
M.A. Walker, The effect of resource limits and task complexity on collaborative 
planning in dialogue 
This paper shows how agents’ choice in communicative action can be designed to mitigate the effect of 
their resource limits in the context of particular features of a collaborative planning task. I first motivate a 
number of hypotheses about effective language behavior based on a statistical analysis of a corpus of natural 
collaborative planning dialogues. These hypotheses are then tested in a dialogue testbed whose design is 
motivated by the corpus analysis. Experiments in the testbed examine the interaction between ( 1) agents’ 
resource limits in attentional capacity and inferential capacity; (2) agents’ choice in communication; and 
(3) features of communicative tasks that affect task difficulty such as inferential complexity, degree of belief 
coordination required, and tolerance for errors. The results show that good algorithms for communication must 
be defined relative to the agents’ resource limits and the features of the task. Algorithms that are inefficient for 
inferentially simple, low coordination or fault-tolerant tasks are effective when tasks require coordination or 
complex inferences, or are fault intolerant. The results provide an explanation for the occurrence of utterances 
in human dialogues that, prima facie, appear inefficient, and provide the basis for the design of effective 
algorithms for communicative choice for resource limited agents. 
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