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The ab-initio calculation of resonance lifetimes of metastable anions challenges modern quantum-
chemical methods. The exact lifetime of the lowest-energy resonance is encoded into a complex
“density” that can be obtained via complex-coordinate scaling. We illustrate this with one-electron
examples and show how the lifetime can be extracted from the complex density in much the same
way as the ground-state energy of bound systems is extracted from its ground-state density.
INTRODUCTION
Shape and Feshbach resonances have been observed in
many molecules both in the gas-phase and on surfaces.
These states often result in the formation of molecular
negative ions whose energies and lifetimes can be mea-
sured experimentally [1]. Due to their diffuse electron
clouds, finite lifetimes, and subtle manifestations of elec-
tron correlation effects, the calculation of the electronic
structure of such metastable anions poses special diffi-
culties for the theorist (see recent review by Simons [2]).
Obtaining accurate resonance lifetimes from first princi-
ples is a formidable task both because of the many-body
nature of the problem (in particular bound-free correla-
tion [3]) and because these states occur in the energy
continuum where no normalizable wavefunction exists.
Standard Density Functional Theory (DFT) [4, 5] can-
not come to the rescue. Even the exact exchange-
correlation (XC) functional of DFT does not predict the
true values for the anions’ negative electron affinities be-
cause the correct solution converges in the infinite basis-
set limit to the ground state of the corresponding neutral
species (plus one electron off to infinity), and not to the
metastable state of interest. Artificially binding the run-
away electron with the use of a finite set of localized basis
functions yields reasonable (approximate) resonance en-
ergies [6]. Extrapolation techniques also work well for
this purpose [7], but the lifetimes are simply not accessi-
ble via standard DFT.
Time-dependent DFT (TDDFT) [8] is needed as a
matter of principle for high-lying resonances (e.g. see
ref. [9] for autoionizing resonances), but a complex-
scaled version of ground-state DFT may be enough for
the lowest-energy one. After all, in many respects this
resonance plays the role of the ‘ground state’ of the
metastable anion [10].
This letter reports our proof-of-principle demonstra-
tion that the ‘ground-state’ resonance lifetime is encoded
in the complex resonance density, and that the lifetime
can be extracted from this complex density in much
the same way as the ground-state energy is extracted
in bound systems from the ground-state density.
Complex-Scaling: For few-electron systems or simple
model systems, the complex-scaling method [11–13] is
well-established and has drawn much attention since the
original theorem of Balslev and Combes [14]. It has been
applied successfully to study resonance phenomena in
many branches of science: atomic collision processes [15],
acoustic resonances in tunnels [16], quantum-confined
Stark effect in quantum wells [17], and many others. The
method has been formulated to treat the many-electron
problem within mean-field theories like Hartree-Fock [18]
as well as straightforward configuration-interaction ex-
pansions [19]; it has also been used in combination
with Density Functional Theory to study the broaden-
ing of levels in the vicinity of metal surfaces [20–22], or
even with TDDFT to study above-threshold ionization
of small negative ions [23]. The fundamental question of
scaling of density functionals upon coordinate-rotation in
the complex plane, however, has not been investigated.
Here are the most relevant aspects of the complex-
scaling technique [12, 24]: When all coordinates of a
many-electron Hamiltonian Hˆ are multiplied by a phase
factor eiθ, the resulting non-hermitian operator Hˆθ has
the following properties for a suitable range of θ : (1) a
discrete spectrum of real eigenvalues that is identical to
that of the original (unrotated) Hamiltonian; (2) Scatter-
ing thresholds that are also identical to those of the orig-
inal Hamiltonian; (3) continua beginning at each scat-
tering threshold, rotated by an angle 2θ with respect to
those of the original Hamiltonian; and (4) Complex dis-
crete eigenvalues appearing in the lower-half of the com-
plex energy plane. Their corresponding eigenfuctions are
square-integrable and can be associated with resonances
whose energies and lifetimes are determined respectively
by the real and imaginary parts of the eigenvalues.
COMPLEX DENSITIES
We focus attention on the complex density nθ(r) asso-
ciated with the lowest-energy resonance,
nθ(r) = 〈ΨLθ |nˆ(r)|ΨRθ 〉 (1)
where nˆ(r) is the density operator, and 〈ΨLθ | and |ΨRθ 〉
are the left and right eigenvectors of Hˆθ corresponding
to the lowest-energy resonance. We require that nθ(r) be
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2normalized to the number of electrons, as real densities
are: ∫
drnθ(r) = N , (2)
and ask whether nθ(r) contains the information about the
lifetime of the resonance. Our hypothesis, prompted by
partial empirical evidence [6] and previous observations
[10, 25], is that the energy and lifetime of this resonance
are determined respectively by the real and imaginary
parts of the ground-state energy functional E[n] evalu-
ated at nθ(r). More specifically, the complex E[nθ] is
equal to:
E [nθ]− i2L
−1[nθ] = Fθ[nθ] +
∫
drnθ(r)v(reiθ) (3)
where E is the lowest resonance energy, L the corre-
sponding lifetime, v the external potential, and Fθ the
complex-scaled Hohenberg-Kohn universal component of
the energy density functional [4].
Our purpose here is to test the validity of Eq.(3) for
one-electron systems, where Fθ[n] is known exactly; it is
given by Fθ[n] = e−2iθTW [n], where TW [n] is the Von
Weizsacker functional [26],
TW [n] =
1
8
∫
dr
|∇n(r)|2
n(r)
(4)
Analytical Test: First, consider a radially-symmetric
external potential given by v(r) = − 12r−2 + r−1. This
is admittedly not too chemically meaningful but has the
nice features that its resonances are known analytically
[27]. It has no bound states but a resonance of energy
E = 1/4 and lifetime L = 2/√3. Its complex-scaled
Hamiltonian
Hˆθ = e−2iθ
[
1
2
d2
dr2
+
1
r2
− e
iθ
r
]
(5)
has the following radial eigenstate:
φθ(r) = Nθr(1−i
√
3)/2eirkθ ; kθ = −ieiθ(1+i
√
3)/2 (6)
The function φθ(r) is not square-integrable for arbi-
trary θ, but in the range [pi/6 < θ < 7pi/6] it is, and
the constant Nθ can be chosen in this range as Nθ =[
(−2ikθ)2−i
√
3/Γ(2− i√3)
]1/2
, so the normalization con-
dition for the resonance density, Eq.(2), is satisfied. Since
the adjoint of the hamiltonian (5) is simply equal to its
complex-conjugate, the radial resonance density is given
by n˜θ(r) = N2θ r
1−i√3e2ikθr (we use a tilde on top of
n to denote it is the radial density, n˜(r) = 4pir2n(r)).
Even though this function lies outside the domain of real
densities for which the functional F [n] was established
[4], we plug it nevertheless into the right-hand-side of
Eq.(3) with Fθ[nθ] = e−2iθTW [nθ], and find the result:
E[nθ] = 14 − i
√
3
4 , whose real and (minus 2 times the)
FIG. 1. The bound electron density of vb(x) and the real and
imaginary parts of the resonance density of vu(x). For these
calculations a = 4, b = 0.05, c = 4 and d = 10. Inset (a)
shows the potential vb(x) and inset (b) shows the potential
vu(x)
imaginary parts correspond respectively to the correct
energy and inverse-lifetime of the metastable state.
We note that the lifetime can also be extracted directly
from the resonance density by looking at its asymptotic
behavior (r → ∞), just as the ionization energy I of
bound systems is extracted from the r → ∞ decay of
(real) ground-state densities. For one-electron systems,
this decay is simply determined by the wavenumber k =√
2I. Upon complex scaling, the ‘ionization energy’ and
‘decay constant’ both become complex (I → Iθ, and k →
kθ), and Iθ = 12e
−2iθk2θ . For the example below, using
Eq.(6), we find Iθ = −1/4 + i
√
3/4, correctly.
Next, a numerical example will allow us to look deeper
into the meaning of the complex density, and how the
resonance lifetime is extracted from it.
Numerical Test: We study the fate of the bound state
of a simple one-dimensional gaussian well, vb(x) = a(1−
e−
x2
b ), when steps are imposed on it at ±d, making the
problem unbound (see inset of 1), vu(x):
vu(x) = a
(
1
1 + e−2c(x+d)
− 1
1 + e−2c(x−d)
− e− x
2
b
)
(7)
We use complex-scaling to solve for the complex eigen-
values and eigenfunctions. As the steps are taken far
away (d→∞), the resonance energy and the real part of
the resonance density approach the bound state energy
and ground-state density of the bound potential vb(x),
respectively, as expected [28, 29] (1).
For example, when a = 4 and b = 0.05 the bound-
state energy of an electron in vb(x) is 1.6246. I shows
that this same value is obtained for vu(x) when d ≥ 2.
Also, the imaginary part of the resonance energy shrinks
exponentially as the steps get wider. This behavior is
3TABLE I. Resonance energies for vu(x) with various values
of d. For all calculations c = 4, a = 4, b = 0.05 .
d <Eθ =Eθ
2 1.6285 −3.3630× 10−3
3 1.6246 −4.2189× 10−5
5 1.6246 −1.3768× 10−9
10 1.6246 −1.7484× 10−14
FIG. 2. An example θ trajectory. In this case the real part of
the energy is plotted against the imaginary part of the energy
for θ values from 0.24 to 0.54, and the optimum θ is found at
the kink with a value of 0.312.
expected because the inverse of =Eθ corresponds to the
lifetime of the resonance, and the resonance is long lived
for wide steps in vu(x).
The Fourier Grid Hamiltonian technique (FGH) [30,
31] is found to be the most efficient method for these com-
plex scaling calculations. It allows one to solve the eigen-
value problem without the use of a basis set expansion.
The Hamiltonian is written in coordinate representation,
〈~x|Hˆθ|~x′〉, and the spatial coordinate is discretized. This
matrix is then diagonlized and the resulting eigenvectors
give directly the amplitude of the solutions of the reso-
nance wave function. Using this method, the resonance
energy for vb(x) is converged using less than 100 grid
points.
The resonance energy and lifetime is independent of θ
[11]. However when doing a numerical calculation, the
use of finite basis sets or finite grids necessitates finding
an optimum θ. This optimum condition is acheived by
examining θ-trajectories [11] (see 2). When the real and
imaginary part of the resonance energy become station-
ary around the optimum value of θ one can see a kink
or loop in the trajectory. Within our range of parame-
ters, the optimum θ for vu(x) falls between 0.28 and 0.4.
With many more grid points this procedure becomes less
important as all the theta trajectory points collapse to
the region of the resonance.
The key point is this: When nθ(x) is normalized ac-
cording to Eq. 2, the correct resonance energies and life-
times are indeed obtained from e−2iθTW [nθ]. For exam-
ple, with a = 4, b = 0.05, c = 4 and d = 2 the resonance
FIG. 3. The % error in the real and imaginary part of the reso-
nance energy calculated from Eq.3 with Fθ[nθ] = e
−2iθTW [nθ]
as a function of the number of grid point used in the calcu-
lation. For this plot a = 4, b = 0.05, c = 4 and d = 2.
Also included is the convergence of the bound energy of vb(x)
calculated from the unscaled TW [n] functional.
energy is 1.6285−3.3630×10−3i. Using the FGH method
with 999 grid points, the von Weizsacker functional gives
a resonance energy of 1.6282− 3.1126× 10−3i. The con-
vergence of the functional calculations is included in 3,
where the error is defined relative to FGH results ob-
tained using the same number of grid points. The error
of the resonance energies obtained with the functional is
less than 1% for more than 200 grid points, and the error
of the lifetimes is less than 1% for more than 2500 grid
points. From 3, it is clear that the real part of the res-
onance density converges very quickly and its behavior
is comparable to that of the bound energy convergence
obtained for vb(x) via TW [n]. The convergence of the
imaginary part follows a similar trend, but errors of less
than 10% are only obtained when more than 1000 grid
points are employed. The imaginary functional is exact,
but sensitive to small changes in the resonance density.
CONCLUSION
For one-electron systems, we have shown that the
lowest-energy resonance lifetime is encoded into the cor-
responding complex resonance density, and can be ex-
tracted from it via the properly scaled density functional.
If the same result was established for many-electron sys-
tems, a new way of calculating ‘ground-state’ resonance
lifetimes could be based on a complex-scaled version of
standard KS-DFT, an exciting prospect. We are working
along these lines.
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